Manifold models in data analysis and signal processing have become more prominent in recent years. In this paper, we will look at one of the main tasks of modern signal processing, namely, at analog-to-digital (A/D) conversion in connection with a simple manifold model -the circle. We will focus on Sigma-Delta modulation which is a popular method for A/D conversion of bandlimited signals that employs coarse quantization coupled with oversampling. Classical Sigma-Delta schemes provide mismatches and large errors at the initialization point if the signal to be converted is defined on the circle. In this paper, our goal is to get around these problems for Sigma-Delta schemes. Our results show how to design an update for the first and the second order schemes based on the reconstruction error analysis such that for the updated scheme the reconstruction error is improved.
I. INTRODUCTION
A. Analog-to-digital conversion Whenever data is processed using computers, an analog-to-digital (A/D) conversion is used. It comprises two stages: sampling and quantization. First of all, sampling converts an analog signal into a discrete signal. In the process of quantization, each value of this discrete signal is mapped to some element from a finite alphabet, thus becoming amenable to digital storage. The extreme case when the quantization alphabet consists of only two elements is called 1-bit quantization. Quantization maps can vary from simple memoryless quantization, where each value is replaced with an element of the alphabet that best approximates it, to more complicated maps based on recurrence relations.
Digital-to-analog (D/A) conversion, a reverse process during which the original signal is reconstructed from quantized values, is usually carried out by applying an appropriate low-pass filter. The accuracy of such reconstruction serves as a main criteria for the quality assessment of the quantization scheme.
B. Sigma-Delta modulation in mathematical literature
In this paper, we will focus on Sigma-Delta (Σ∆) modulation which is a popular method for the quantization of bandlimited functions. The underlying idea of this method is to compute the quantized values recursively via a difference equation such that the low frequency content of the quantized representation approximates the signal. On the other hand, the quantization error is designed to approximately form a high-pass sequence (so called "noise shaping") and is later removed to a large extent in the reconstruction procedure via a low-pass filter. The power of this quantization method lies in the fact that it makes the design of cheap analog circuits of low complexity possible; namely, it allows for high accuracy with an arbitrarily coarse quantization alphabet at the expense of oversampling.
Σ∆ modulation has been known to circuit engineers since the 1963 pioneering work [10] of Inose and Yasuda. It was later followed by a rigorous mathematical study initiated by Daubechies and DeVore [5] in the early 2000's. Since then, the mathematical literature on this method of quantization has grown rapidly. Early papers on Σ∆ modulation dealt with the classical case of bounded bandlimited functions on the real line and focused on the reconstruction accuracy as a function of oversampling rate [8] , [6] , [16] , [3] . Later, Σ∆ modulation schemes were extended to finite frame expansions in [14] , [1] , [2] . A number of works also study Σ∆ modulation in combination with compressed sensing [15] , [9] , [20] . For an overview of Σ∆ modulation in various settings and more general classes of noise shaping methods, we refer the reader to [4] .
Despite the growing importance of manifold models in data and signal processing, there is still little quantization literature available for such models, both for Σ∆ modulation and other quantization methods. For the special case of Grassmannian manifolds, which arise naturally in wireless communications, there appeared some papers studying their quantization properties [19] . Some results for manifolds were obtained in connection with 1-bit compressed sensing. Namely, the problem of recovering an unknown data point on a given manifold from 1-bit quantized random measurements was studied in [11] . Recently, this work was further extended in [12] to incorporate Σ∆ modulation schemes.
C. Our motivation and contribution
In this work, we aim to provide a first step towards a theory for Σ∆ modulation to represent functions defined on a closed manifolds via its quantized samples. Our work is application-driven: there exists a connection between 1-bit Σ∆ modulation and a printing technique known as digital halftoning [13] . In fact, halftoning can be done by means of 1-bit Σ∆ modulation. The emerging 3D printing technologies allow for applying halftoning algorithms on various closed surfaces [18] . In order to pave the way to employ halftoning via Σ∆ modulation for printing on closed surfaces, we will start with the problem of Σ∆ modulation on the simplest closed one-dimensional manifold.
More precisely, we generalize the classical Σ∆ modulation of bandlimited functions on the real line to the case of bandlimited functions on the one-dimensional torus. We show that Σ∆ schemes encounter mismatches when applied to functions defined on such domain. In order to avoid these mismatches and to improve the reconstruction error, we propose an update, namely, a small uniform shift by an appropriate amount applied to the input function. Our motivation is that a small constant shift of the whole image will hardly be visible, whereas spatially varying errors of the same size can be perceived as artefacts.
Our contributions are twofold: 1) First, we provide the error analysis for the m-th order Σ∆ schemes on the circle (see Proposition 2).
2) Motivated by the error analysis, we show how to find an update (uniform shift) for the first and the second order Σ∆ schemes such that the shifted function is recovered with an accuracy of O(N −1 ) and O(N −2 ), respectively (see Theorems 1, 2) , where N is the number of samples. The second order scheme is of special interest as in general case it is not possible to obtain O(N −2 ) for this scheme without update.
D. Organization of the paper
The paper is organized as follows. In Section II, we review the basics of Σ∆ modulation as well as sampling, quantization and reconstruction of bandlimited functions whose domain is the unit circle. In Section III, we give the error analysis for the m-th order Σ∆ schemes on the circle. In Section IV, we state our main result: a uniform update for the first and the second order Σ∆ scheme. We also briefly discuss how one can possibly find updates for higher order schemes. In Section V, we support our theoretical findings with results from numerical simulations and conclude with suggestions for future work in Section VI.
II. PRELIMINARIES

A. Basics of Σ∆ modulation
Given a (finite or infinite) sequence of samples (y n ) n∈Z , the 1-bit Σ∆ quantizer runs the following iteration for n ∈ Z:
where q n are the quantized values, v n are the state variables, h is the feedback filter with k tabs described by the recurrence relation (h * v) n := k j=0 h j v n−j , and sign(x) := 1,
As this choice of q n minimizes |v n | at each time instance, the second line in (1) is referred to as the greedy quantization rule.
Sometimes, it is useful to rewrite the first line in (1) in terms of another state variable u n . If y n − q n can be rewritten as the m-th order backward finite difference of some bounded sequence u n , i.e., ∆ m u n = y n − q n ,
then it is said that (1) is the m-th order 1-bit Σ∆ quantizer. Namely, if we require that for some finitely supported g,
where δ 0 denotes the Kronecker delta, the new state variable u n which satisfies (2) can be written in terms of v n as u n = (g * v) n .
In this paper, we assume that all feedback filters h are taken from the class of filters with minimal support, i.e., | supp h| = m (see [8] , [6] for details). In particular, for the second order filters with k tabs, we consider structure h = (0, h 1 , 0, . . . , 0, h k ),
where h 1 = k/(k − 1) and h k = 1 − h 1 . For a Σ∆ quantizer to be useful in practice it should be stable. Here, stability means that there exists a number µ > 0 such that for each bounded input sequence (y n ) n with y ∞ ≤ µ, the sequence of state variables (v n ) n (or (u n ) n ) is also a bounded sequence. The first order Σ∆ quantizer is known to be stable. In case of higher order schemes, the feedback filter should be chosen carefully so that stability is guaranteed.
The following stability criterion provides a sufficient condition for the stability of a Σ∆ scheme (1). This criterion is well-known to the engineering community (e.g., [21] ), but had not been used in a rigorous mathematical framework until the work of Güntürk [8] .
Proposition 1 (Stability Criterion). [8] , [21] Consider a Σ∆ quantizer given by the recurrence relation (1). If
then the modulator is stable for all inputs y n .
For the first order quantizer (i.e., with the feedback filter h = (0, 1)), Proposition 1 implies y ∞ ≤ 1. Although not crucial for stability, this bound guarantees reasonable reconstruction from quantized values with range [−1, 1] as in (1) .
The reconstruction error analysis of Σ∆ modulation typically assumes stability as it relies on the boundedness of the state variables v n (or u n ). A reconstruction error bound for 1-bit Σ∆ quantizer in [5] establishes a polynomial error decay of O(λ −m ), where λ is a factor, by which the function is oversampled with respect to its Nyquist frequency. Later, an exponential error decay of O(2 −rλ ) with r ≈ 0.102 was achieved in [8] , [6] by combining Σ∆ schemes of different orders. This is the best known error decay rate, which is also known to be optimal [16] , [3] . In this paper, we will follow the approach of [6] , but only for fixed orders, hence expecting polynomial error bounds similar to those obtained in [5] . This will be sufficient for achieving our main goal: understanding how to update the Σ∆ modulation scheme to make it fit our setting and assessing the improvement in accuracy of reconstruction after the update.
B. Analog-to-digital conversion on the circle
Let us briefly review sampling, quantization and reconstruction of K-bandlimited functions (i.e., supp( f ) ⊂ [−K, K]) f ∈ L 2 (T) whose domain is the unit circle T = {z ∈ C : |z| = 1}. Uniformly sampling f on a unit circle at a rate N/2π (N ∈ N) gives the samples
Note that there is a one-to-one correspondence between the samples of 2π-periodic functions on the real line and the samples of functions on the unit circle. However, there will be no such correspondence between the quantized values. Motivated by Shannon's sampling theorem, we define a reproducing kernel ϕ K ∈ L 2 (T) such that
By the Fourier inversion theorem and some computations, we have
In fact, (9) is the Dirichlet kernel whose convolution with any 2π-periodic function gives the n-th degree Fourier series approximation of that function. Therefore, (9) is indeed the reproducing kernel for K-bandlimited functions on T.
Taking the Fourier series expansion of f and using the inverse Fourier transform yields
for any N = 2λK + 1, where λ ∈ R ≥1 is the oversampling parameter. Formula (10) is the analog of Shannon's interpolation formula for functions defined on a unit circle T.
The standard approach to function recovery from its quantized values on R uses the Shannon's interpolation formula, where the samples are replaced by the quantized values. For the recovery from quantized values on T we have, consequently,
where f r (t) denotes the reconstructed function. Let the instantaneous error e(t) at time t be given by the pointwise difference
The quality of reconstruction can be measured by a variety of functional norms on e(t). Here, we will use the norm e L ∞ which is one of the standard choices.
III. ERROR ANALYSIS FOR Σ∆ SCHEMES ON A CIRCLE
Let us start with the error analysis for the first order Σ∆ scheme and assume initialization u −1 := 0. Hereinafter we denote ϕ K n := ϕ K t − 2πn N .
In contrast to the case of the real line with an infinite number of samples, here the boundary terms of summation by parts in (13) remain. Thus we get an additional error term depending on the last state variable u N −1 .
In order to extend this result to the m-th order Σ∆ schemes, we will need two following lemmas. Lemma 1. For the sequences (ϕ K n ) n∈N and (u n ) n∈N we have
Proof. It is easy to verify that for m = 1 we have
where∆ϕ K n denotes the m-th order forward finite difference of ϕ K n . We apply (15) once to get the first equality in the following computation. Then, the second equality follows by induction or by applying (15) m − 1 more times.
Noting that ∆ m u n = (∆ m u) n+m (17) and applying it to (16) completes the proof.
where (ϕ K ) (k) (τ ) is the k-th order derivative.
Proof. We have
By the mean value theorem, there exists τ ∈ t − 2π N , t such that
Now we can proceed with the error estimate.
Proposition 2 (Error analysis for m-th order Σ∆). Suppose f ∈ L 2 (T) and ϕ K ∈ L 2 (T) satisfies (8) . Suppose y n := f (2πn/N ) serves as an input to the m-th order Σ∆ quantizer given by (1) and (2) with the stability criterion (6) satisfied. Assume that the state variables are initialized as follows:
Then, for all t ∈ T and for m = 1
and for m ≥ 2
Proof. For the first order quantizer, inequality (20) is obtained in (13) . Now we focus on higher order quantizers with m ≥ 2. Due to the initialization of u n and the fact that ∆ k−1 ϕ N +k−1 = ∆ k−1 ϕ k−1 we can simplify the result in Lemma 1 and get
This yields
Now we rewrite the second sum in (23) as two summands and apply Lemma 2. We get
Let us now evaluate the first sum in (23).
Inserting (25) and (24) into (23) completes the proof.
Essentially, Proposition 2 tells us that whilst the first term of the error estimate (21) gives the error of O(N −m ) for the m-th order Σ∆ quantizer, the second term always gives a sum of larger errors of order up to O(N −1 ), hence increasing the order of the Σ∆ scheme without making any changes to the existing scheme becomes meaningless.
IV. MODIFICATION OF THE Σ∆ SCHEMES
The question to address in this section is how to improve the reconstruction error (20) and (21) by modifying the m-th order Σ∆ modulation scheme described in Section II.A.
We propose to use the recurrence relation (1) once again on updated samples
where some small constant δ independent of n is added at each iteration. We denote the resulting updated variablesũ n andq n . We require thatỹ n are the samples of a K-bandlimited functionf (t) and denote the error between this function and its reconstructionẽ(t) := |f (t) −f r (t)|. In what follows, we will show that using an appropriate constant δ = O( 1 N ) improvesẽ(t) for the m-th order Σ∆ quantizer with m = 1, 2. In particular, in case m = 2 this update leads to the errorẽ(t) of O(N −2 ).
Clearly, after the update δ, one actually considers samples of the functionf = f + δ, so one can at best hope to recover that function. For our choice δ = O( 1 N ), we hence recover f up to an error of order O( 1 N ), just as the first order scheme. We argue, however, that a constant error is much preferred to an arbitrary error of the same maximal amplitude. The latter can be perceived as an artefact, whereas the constant update will be hardly noticeable. In fact, as the following lemma shows, an error of order O( 1 N ) can, in general not be avoided even when restricting to very small amplitudes. 
Averaging over N samples of f − f q yields that for arbitrary f and q
The expression N −1 n=0 y n − N −1 n=0 q n is generically different from zero; in particular, choosing f to be the constant function with value 1 2N < α yields that N −1 n=0 y n = 1 2 , while N −1 n=0 q n ∈ Z and hence f − f q L ∞ ≥ 1 2 , as desired. We now seek to design a constant update such that the right hand side of (27) vanishes. Using the initialization u −1 = u −2 = ... = u −m := 0 and computing the telescoping sum, we have
which together with (2) yields
Thus one can achieve a lower bound equal to zero in (27) by adding a constant update δ to each y n with N δ = −∆ m−1 u N −1 .
Although the error cannot be avoided in general, we can argue that this is a reasonable trade-off. Namely an error caused by a constant update can be less audible/visible than highly oscillating initial error. Numerical simulations in Section V show that the distribution of the error f (t) −f r (t) around the circle is more uniform than the distribution of the error f (t) − f r (t).
A. First order Σ∆ scheme
In this subsection, we will show that for the first order Σ∆ scheme it is sufficient to choose a constant update δ = −N −1 u N −1 (30) in order to eliminate the boundary term of summation by parts in the error estimate (20) . Namely, we will prove that this update causesũ N −1 = 0. We will start with the following lemma. Proof. We prove lemma by induction. Note that for Σ∆ quantizer with m = 1 we have v n = u n . Base case: For y 0 > 0 it follows from (2) with m = 1 that u 0 = y 0 − 1 and thus u 0 ∈ (−1, a] .
Similarly, for y 0 ≤ 0 we have u 0 ∈ [−a, 1]. As a ∈ [0, 1], it follows that u 0 ∈ [−1, 1]. Induction step: Assume u n ∈ [−1 − na, 1 + na]. Then, |u n + y n+1 | ≤ 2 + (n + 1)a. We distinguish again two cases: if u n + y n+1 > 0, one has u n+1 = u n + y n+1 − 1 ∈ (−1, 1 + (n + 1)a] and analogously u n + y n+1 ≤ 0 implies that u n+1 ∈ [−1 − (n + 1)a, 1]. As a is nonnegative, we have |u n+1 | ≤ 1 + (n + 1)a.
Theorem 1 (Uniform update for 1-st order Σ∆). Let the assumptions in Proposition 2 hold and assume the order of Σ∆ quantizer m = 1. Then, using in (1) the updated samplesỹ n := y n + δ with δ given by (30) leads toũ N −1 = 0.
Proof. By assumptions in Proposition 2, we have y n ∈ [−1, 1] for the first order Σ∆ quantizer. By Lemma 4, we have u n ∈ [−1, 1] for all n and thusỹ n ∈ [−1 − 1 N , 1 + 1 N ]. Using Lemma 4 again, we obtain thatũ n ∈ [−1 − n N , 1 + n N ] and, in particular,
. On the other hand,ũ
Here, we used equation (29) for the last equality. Denote the number of +1 in the vector (q n ) n by L and the corresponding number for (q n ) n byL. Then, we conclude from equation (31) that
In particular,ũ N −1 has to be an even integer in the interval (−2, 2), i.e.,ũ N −1 = 0.
B. Second order Σ∆ scheme
From (21) we see that in the second order case there is only one summand larger than of O(N −2 ) and it involves the remainder |∆u N −1 |. Therefore, we choose a constant update similar to that in Section IV.A, namely,
The following theorem ensures that this approach is valid.
Theorem 2 (Uniform update for 2-nd order Σ∆). Let the assumptions in Proposition 2 hold and assume the order of Σ∆ quantizer m = 2. Let the updated samplesỹ n := y n + δ with δ given by (33) satisfy the stability criterion (6) . Then, usingỹ n in (1) leads to ∆ũ N −1 = 0 and the error e(t) := |f (t) −f r (t)| is of O(N −2 ).
Proof. By a simple inductive argument we show thatṽ n ∈ (−1, 1). Namely, supposeṽ n−1 , . . . ,ṽ n−k ∈ (−1, 1) for a k-tab filter. Then |(h * ṽ) n +ỹ n | < h 1 + ỹ ∞ ≤ 2. The last inequality follows from the stability criterion (6) . It then follows that |ṽ n | = |(h * ṽ) n +ỹ n − sign((h * ṽ) n +ỹ n )| < 1. Now we move to the state variablesũ n . From the construction (5) of the filter and from (3) it follows that ∆ 2 g = (1, −k/(k − 1), 0, . . . , 0, −1/(1 − k)) and ∆g = (1, −1/k, . . . , −1/k, 0), therefore ∆g 1 = 2. We have |∆ũ n | = |(∆g * ṽ) n | < ∆g 1 = 2 and, in particular, ∆ũ N −1 ∈ (−2, 2).
Similar to (32) in Theorem 1, we have ∆ũ N −1 = 2(L −L) and conclude that updating with δ n = −N −1 ∆u N −1 leads to ∆ũ N −1 = 0. The error estimate is obtained by rewriting (21) with updated variables,
The updated second order scheme has a clear advantage over the updated first order scheme. While the updated first order scheme yields at best an error of O(N −1 ) which is already achieved by the classical scheme, the updated second order scheme yields O(N −2 ) which is not possible to obtain without an update as long as N −1 n=0 y n = N −1 n=0 q n .
C. Outlook: higher order Σ∆ schemes
Constant updates similar to (30) and (33) can be constructed for a Σ∆ scheme of arbitrary order. For the m-th order scheme we can have
leading to ∆ m−1ũ N −1 = 0. Apart from setting the lower bound to zero in (27), this update does not provide much improvement for higher order schemes. For any scheme of order m > 2, the errorẽ(t) will be still of O(N −2 ).
For instance, in the third order case before the update we have two unwanted large terms of O(N −1 ) and O(N −2 ) in (21) involving the remainders |∆ 2 u N −1 | and |∆u N −1 |, respectively. Here, we cannot achieve both ∆ 2ũ N −1 = 0 and ∆ũ N −1 = 0 by a constant update and get O(N −2 ) at best. In [7] , we proposed a non-constant, slowly varying sequence δ n of updates sampled from an appropriately shifted and scaled sinusoid. Despite allowing forẽ(t) of O(N −3 ), this approach has several drawbacks. Firstly, it requires additional assumptions on the differences q n −q n which obstruct the development of a solid theory. Secondly, the scaling factor of the sinusoid is of O(tan( π N )) which is close to O(N −1 ). In applications such as digital halftoning, these introduced oscillations may be more visible to the human visual system than a constant update.
V. NUMERICAL EXPERIMENTS
For our numerical experiments we consider the signal f (t) = 0.1 sin(5t) cos(10t) + 0.2 with bandwidth K = 15 and the reconstruction formulas (11) and (9) . Fig. 1.(a) shows the reconstruction errorẽ(t) := |f (t) −f r (t)| for the updated Σ∆ schemes of order m = 1, 2. We can observe the desired error decay analogous to the error decay of classical schemes on the real line. However, the errorẽ(t) only takes the shifted version of the original function into account. In Fig. 1.(b) and Fig. 1.(c) we show the difference between f (t), the original function, and f r (t), its reconstructed version. We also show the difference between f (t) andf r (t), the function reconstructed from updated samples. Due to the boundary term elimination caused by the update, the large error at the initialization point 0 (or 2π) is reduced. Note that while for the classical scheme the error keeps oscillating around zero, for the updated scheme it keeps oscillating around δ, as constant shifts of O(N −1 ) cannot be avoided. Nevertheless, the updated scheme optimizes oscillation amplitude around a constant shift, thus leading to less visible artifacts.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we justified the necessity of updating the classical Σ∆ modulation scheme if the function to be quantized is defined on the circle. We proposed the updates for the first and the second order Σ∆ schemes and complemented our results with the reconstruction error analysis. For the schemes of order m ≥ 3, designing the update becomes less trivial. The important open question is how to find an optimal update for a Σ∆ scheme of arbitrary order. Furthermore, it is of paramount interest to extend the results to more complicated manifold models. Fig. 1 . Reconstruction error for Σ∆ schemes on the circle. In all experiments we use f (t) = 0.1 sin(5t) cos(10t) + 0.2 with bandwidth K = 15, N = 9002 and feedback filters (0, 1), (0, 4/3, 0, 0, −1/3) for the 1-st and the 2-nd order schemes, respectively. (a) Comparison of errorsẽ(t) := |f (t) −fr(t)| for updated Σ∆ schemes of order m = 1, 2.
(b) Errors f (t) − fr(t) and f (t) −fr(t) for the 1-st order Σ∆ scheme (cf. Theorem 1). (c) Errors f (t) − fr(t) and f (t) −fr(t) for the 2-nd order Σ∆ scheme (cf. Theorem 2).
