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Abstract— In Autonomic Computing, an application needs to
be aware of its environment. While the term “environment” is
not normally understood as being a physical environment, in Per-
vasive Computing many applications do actually need to monitor
the physical environment in which they are deployed. Monitoring
the environment often includes gathering information about the
people working or living in this environment. Applications that
self-adapt to changes in the monitored environment are known as
context-aware. The environment is monitored using sensors, such
as temperature, humidity, location sensors, etc., and use some
form of logic to abduce a context. As the input of this context
logic is environment sensor data, testing these applications usually
requires deployment at a physical test location, often in a research
laboratory. Our project aims to design a simulation model of
contexts as a means to test the context logic of a context-aware
application, by allowing sensor data to be produced from a
description of contexts, i.e. the location and activities of people in
this location, thereby allowing initial testing of a context-aware
application without requiring physical deployment.
Index Terms— Pervasive computing, context-awareness, simu-
lation.
I. INTRODUCTION
AFUNDAMENTAL aspect of an autonomic computingsystem is its reactiveness to the environment. This in-
volves monitoring the environment and mapping raw moni-
tored data to high level notions in the adaptation model [1] (see
Figure 1(a)). For instance, self-adaptive web servers monitor
network trafﬁc and react to changes in bandwidth consumption
and latency. However, latency is not measured directly in
the system, but might be computed knowing the replication
factor of the servers and measuring the communication delay
between clients and servers, the arrival rate of client requests
and the service time of a request by a server. While there are
very different approaches to making web servers autonomic, a
common goal is creating a system that is extremely responsive
to changes in network behaviour. Thus, any autonomic sys-
tem’s approach requires testing in a simulated environment, to
determine how well, how fast, and how often a system reacts to
the environment. Simulations are also important because they
allow initial testing of a system in a controlled environment,
with reproducible behaviour. This improves the tractability of
the adaptation problem, as it is often difﬁcult to trace areas
of poor performance. The need for simulation is similarly
important for self-adaptive systems in pervasive computing.
The area of pervasive computing that deals the most with
self-adaptiveness is probably context-aware computing. Here,
the environment that the system reacts to is the physical
environment in which the system is deployed, e.g. an ofﬁce,
a home, or the surroundings of a self-aware mobile device.
In particular, such systems often seek to “augment” ofﬁces
or homes with sensors (usually coupled to embedded wireless
devices) with the goal of improving the working or living
experience of people and reducing the need for them to interact
with computers, as these computers become increasingly self-
adaptive and autonomous. For instance, an ofﬁce building
may be “augmented” to determine continuously the location
of the employees. This can be done using ultrasonic badges
[2], RFID-tags with readers at the doors [3], InfraRed badges
that periodically emit unique IR pulses [4], or by other
means. A variety of self-adaptive applications can then make
use of the knowledge of the location of its users, e.g. by
tracking colleagues [3] or teleporting our virtual desktop to
the PC in front of us [2], wherever we may be. Sensors are
extremely important to context-aware applications, as much
of the context information deduced from the environment is
acquired by means of sensors [5]. While certain types of
context information are static (e.g. a person’s birthdate) others
are dynamic. Among these, the persistence of dynamic context
information can be highly variable. For example, relationships
between ofﬁce colleagues typically endure for months or
years, while a person’s location and activity often change
from one minute to the next. It is in these highly variable
activities that sensors play a fundamental role. Furthermore,
sensors allow context sensing to be unobtrusive, not requiring
the user to explicitly input context information [6], thereby
making computing “calmer”. Our work will focus on this
type of context, i.e. the location and activities of a person,
concentrating on domestic environments.
While initially most research on context-awareness focused
on ofﬁce or academic environments, in recent years there
has been an increased number of projects focussing on the
home. For example, Kidd et al. [7] describe a project where
a two-family house was built as a laboratory for research in
smart homes. Various research topics are being worked on
there, including a “smart ﬂoor” that can identify and follow
individuals based on their footsteps, and a “frequently lost
objects” tracking system.
II. PROJECT DESCRIPTION
More and more projects are working on building context-
aware applications that monitor the home and improve the
lifestyle, health or security of its inhabitants. However, when
it comes to simulating the environment to measure respon-
siveness of the self-adaptive system, these applications usually
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Fig. 1. Monitoring in autonomic computing systems (a) and context-aware
applications with bottom-up ﬂow of data (b) vs. context-aware simulator with
top-down ﬂow of data (c).
require setting up mock up rooms in laboratories and installing
(often expensive) sensor hardware. However, we do not usually
have the luxury to build an entire home as a laboratory (as was
done in [7]), and quite often there is a lack of funds and space
for smaller context-aware projects. Furthermore, when a real-
life testing environment is used with physical sensors, it can
be extremely difﬁcult to reproduce testing conditions.
Consequently, the goal of this project is to attempt to
design and build a simulation framework for context-aware
applications. Our hypothesis is that the development of the
context logic requires a careful study of the relationship
between environment sensor data and abduced context, and
this can be exploited to build a simulation model of this
relationship, thus allowing context logic to be incrementally
tested in a controlled environment already during development.
The project will focus on domestic environments, although the
framework must be ﬂexible.
We describe a simulation model for context-aware appli-
cations by looking at how the standard approach to building
context-aware applications can be inverted to build a simulator
(see Figure 1). While context-aware applications start from raw
sensor data and use functions to operate on the data, collect
and aggregate them and then analyse them to determine a
context (Figure 1 also shows how this maps to the standard
monitoring paradigm in autonomic computing systems), our
project takes this approach and inverts it (Figure 1(c)). We start
from a given context and try to move down to sensor data.
Both directions require an understanding of the relationship
between context and sensor data. Also, the model needs to
be ﬂexible to allow extensions to new types of context and
to sensors operating on different platforms. While there have
been attempts to deﬁne application frameworks for context-
aware applications, which abstract the sensors that provide
context information, there is likewise a need in a simulation
framework to detach context description from the sensors that
use it to produce data.
This simulator can be considered a tool targeted at devel-
opers who want to test a context-aware application’s context
and autonomic logic prior to real-life deployment and testing.
A simulated environment allows the policies for an autonomic
system to be evaluated under controlled and repeatable cir-
cumstances. We start by studying ﬁrst the various approaches
to developing context-aware applications, to see what aspects
of the real world are relevant to these applications and should
be modelled in our simulation model. As a simulation model
is only a simpliﬁcation of the world, it is important to try
and understand what elements of the real world are sensible
to the model, so that it can fulﬁll its purpose. For instance,
in network simulations, poisson distribution is usually used
to model sources of network trafﬁc, and while it does not
necessarily approximate real sources well [8], it often provides
an adequate abstraction.
An important requirement in the project is that an applica-
tion running on the simulator must in no way contain code
that is speciﬁc to the simulator: it must be possible to run the
exact same implementation on real sensor networks.
Because the simulator ultimately produces sensor data, it
is completely decoupled from an application using simulated
sensor data. Thus, the correctness of the context logic of an
application must be veriﬁed on the application side. This is no
different than when the application is tested at a later stage at
a physical location.
A. Description of simulation model
The proposed model includes two distinct types of descrip-
tions. One model describes the activities of the inhabitants at
a high level, e.g. “get out of bed, get dressed, have breakfast,
brush teeth, go out of home”. This document completely
abstracts from the actual topology of a home. The other model
(see Figure 2(a)) describes the 2D map of a home and how its
layout maps to the high level activities of the former model.
Based on ideas from [9], we choose to deﬁne “hotspots” in
the 2D map where activities can take place. So, for example,
going to bed is associated with the “bed” hotspot in the
bedroom, brushing ones teeth with the “wash basin” hotspot
in the bathroom and so forth. As a result, it is possible to
apply a model describing people’s activities to different home
topologies, potentially obtaining substantially different results.
When a person executes an activity, it moves to the hotspot
assigned for this activity. The movement is implemented in
the person object itself, which receives a ∆t of elapsed time
and has to update its position. Thus, it is possible to plug in
different implementations of people with more or less realistic
movement models.
B. Simulating sensors
Sensors in the simulation model use knowledge about the
location and current activity of people to determine what data
they should produce. A major difﬁculty that arises in this
area is how to map high-level activities to sensor data. This
is complicated by the fact that some activities can have a
high degree of uncertainty, e.g. the sound measured when a
person watches TV depends very much on the TV programme
being watched. We intend to start and implement passive
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Fig. 2. (a): Model of a room. People’s activities take place at hotspots. (b): A
simulated sensor node.
proximity IR-sensors and pressure sensors (in beds, chairs
and other locations) running on TinyOS nodes [10], most
notably the Berkeley motes [11], and RFID-tags for proof-of-
concept. These sensors are less dependent on the uncertainty
factor of the current activity of a person. Other sensors may
follow. However, the greater goal of the project is to design
a framework for “plugging in” different types of sensors and
activities.
The simulation model is not intended to simulate more
complex sensors such as video cameras. On the other hand,
Schmidt et al. [12] argue that it is preferable to augment
devices with many simple sensors (the idea being that they
can be made small and cheap, and thus ubiquitous) that each
individually capture just a small aspect of an environment. The
combination of these sensors, however, can result in a total
picture that may be able to better characterise a situation than
(location- or) vision-based context. In particular, vision-based
context uses few very complex sensors that require a great
amount of processing to derive information from just a single
source (or small number of sources). Therefore, our simulator
moves in the direction of multiple simple sensors, similarly to
the vision of Schmidt et al. [12], [13]. But, a major difference
is that, while they focus on self-awareness of mobile devices
that have sensors attached to them, we look at awareness of
a home environment, with sensors ubiquitously placed in the
home.
In a room, nodes that contain sensors are placed (Figure 2).
While abstract sensors provide environment-related values,
e.g. temperature in room expressed in ◦C or true/false whether
a proximity sensor detects activity, simulated real-life sensors
map abstract sensor values to ADC (Analog to Digital Con-
version) values for a particular sensor, e.g. a 10-bit number
for typical sensors on Berkeley motes running TinyOS1.
C. TOSSIM: a simulator for TinyOS
Researchers at Berkeley have developed a simulator for
TinyOS, called TOSSIM [14], which allows users to compile
and run TinyOS code on a PC to simulate a number of motes
interacting. Applications can then connect to TOSSIM just as
they would connect to a network of motes2. Because TOSSIM
1There are temperature sensors that send on the ADC port the temperature
directly in ◦C, using auto-calibration.
2More precisely, applications on a PC or PDA connect via a serial port to

















Fig. 3. Left: A context-aware application deployed on a real sensor network
of motes. Right: The same application running with TOSSIM, with our
simulator steering the properties of the motes in the virtual sensor network.
simulates mote communication at bit-level, it is very useful
for testing ad-hoc routing algorithms or data aggregation algo-
rithms. However, it is too low-level to easily test context-aware
applications, which are less interested in the inner workings
of the motes and more interested in the actions that cause
sensor data to change. Fortunately, TOSSIM comes with a
command port that allows a running simulation to be “steered”.
As an example of the possibilities of the command port,
TOSSIM comes with a graphical Java application, TinyViz
[14], which allows the user to change simulation parameters in
an executing simulation. Our simulator can therefore connect
to this command port similarly to TinyViz and continuously
instruct TOSSIM on what data the sensors on the motes should
provide (by default, TOSSIM just generates random values
and is completely ignorant of the different types of sensors
on the different sensor ports). Also, motes can be moved over
time as people in the simulation move around the home and
carry objects that have been augmented with motes. Figure 3
illustrates this idea. If the application running on TOSSIM is
TinyDB [15], then it is possible to trace on a graph the ADC
values of a mote over time (see Figure 4, in which the light
value is traced), thus showing how an external application can
control simulation execution. In the graph in Figure 4, we
initially let TOSSIM steer the light sensor. Then, after a few
seconds, we manually cause the light sensor value to be set
to 0 and increase at 100 increments up to 600, after which
we decrease it again. As one can see in the graph, in the
ﬁrst few seconds, when the light sensor value is controlled by
TOSSIM, TOSSIM just generates random values for the light
sensor. To TOSSIM, the sensor ports are just ports that emit
some random 10 bit value. However, once we start setting our
own values, the light sensor in TOSSIM keeps this value until
we change it again. Finally, another interesting control feature
that can be used in our simulator is the ability to turn off motes
at particular times. This can model mote failure and could be
used to test the self-healing properties of an application. Self-
healing is important when sensor nodes are involved, as node
failures are a common occurrence and they may be deployed
in a location where they cannot easily be replaced.
An important consequence of building our simulator on
top of TOSSIM is that we have the guarantee provided by
TOSSIM that applications that run on the simulator can be
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Fig. 4. TinyDB showing light sensor value being changed by example
application.
recompiled to run with actual TinyOS motes without any
change to application code.
A disadvantage of building on top of TOSSIM is that
TOSSIM simulates the TinyOS network at bit-level precision.
This requires a lot of computing power and as a consequence
running a network of ca. 10,000 motes for 10 virtual sec-
onds can take a few hours3. This strongly hinders running
a simulation in near-real time. A solution to this would
be to modify TOSSIM to use a higher-level of abstraction.
For example, it has been shown that writing a simulation
version of the RadioCRCPacket component of TinyOS that
does not model packet collisions or MAC delays allows the
aforementioned simulation to run in under a minute [14].
On the other hand, we do not envisage a home having so
many sensors — hundreds of sensors will probably represent a
realistic number — in which case the performance of TOSSIM
in real time should prove to be sufﬁcient with the performance
of the latest PCs.
D. Simulation time
As our ﬁrst prototype builds on top of TOSSIM, it is TOS-
SIM that generates the virtual ﬂow of time for a simulation
execution and informs our simulation of the current time. This
happens every time TOSSIM sends some notiﬁcation over its
event communication port. However, TOSSIM does indirectly
allow an external application to pause and resume or slow
down and speed up a simulation. Pause and resume can be
controlled externally by deciding whether or not to read events
from TOSSIM, while simulation speed can be slowed down by
introducing a delay between receipt of an event from TOSSIM
and sending the associated acknowledgement.
When the simulation framework is used to perform simula-
tions that do not involve TinyOS nodes and therefore TOSSIM,
then our simulator naturally uses its own virtual clock for the
ﬂow of time.
3They show that a network-intensive application running on 8,192 simulated
nodes for 10 virtual seconds takes 2.75 hours to simulate on a 1.8 GHz
Pentium 4 machine with 1GB of memory running Linux 2.4.18.
III. RELATED WORK
Meyer and Rakotonirainy [6] have published a comprehen-
sive survey of research on context-aware homes. They point
out that the infrastructure of a context-aware home application
has to be able to function without the constant surveillance of
an on-site administrator, as is the case with ofﬁces. Thus, there
is a need for these infrastructures to be less complex and more
manageable by the average user, i.e. they need to be more self-
managing and self-healing than context-aware applications in
an ofﬁce environment need to be. They deﬁne context as
the circumstances or situations in which a computing task
takes place. Further, they deﬁne the context of an entity A
as any measurable and relevant information that can affect
the behaviour of A. In the research involving middleware, two
inﬂuential projects they mention are the Context Toolkit by
Dey et al. [16] and the sensor architecture TEA by Schmidt
et al. [13].
The Context Toolkit [16] is a framework aimed at fa-
cilitating the development and deployment of context-aware
applications. It abstracts context services, e.g. a location ser-
vice, from the sensors that acquire the necessary raw data to
deliver the service through a network API. Further, the Context
Toolkit allows sharing of context data through a distributed
infrastructure and collection of storage data to create a history.
Applications can poll for context information, or they can
also subscribe to context data, allowing the application to
be notiﬁed of context changes. Context widgets (much like
GUI widgets) are reusable units that provides context services,
e.g. an activity widget sensing activity in a room. Widgets
take care of acquiring raw sensor data, interpreting them
and abstracting them to high-level context information. In
relation to our simulator, if context widgets for TinyOS sensors
were created in the Context Toolkit, then our simulator could
produce sensor data for these context widgets that would use
them to derive some context. From an autonomic computing
point of view, it would be interesting to see how the Context
Toolkit could be extended to provide the basic building blocks
for self-managing context-aware applications: for instance, an
application deployed in a new location could adapt to the
services that are available, regardless of what types of sensors
are installed. Also, when a sensor fails, the Context Toolkit
could rebind the service to a different context widget that
uses a different set of sensors, therefore providing self-healing
mechanisms.
The Technology Enabling Awareness (TEA) sensor archi-
tecture by Schmidt et al. [13] is a middleware layer that
allows context information to be determined by a group
of simple sensors. In particular, the aim is to derive more
context information from a group of sensors than the sum of
context derived from individual sensors [12]. The architecture
is layered: the lowest layer retrieves raw sensor data, the next
layer (cues) derives features from individual sensors (there
can be more than one cue per sensor) and the context layer
derives context from multiple cues, using logical recognition
rules. TEA is different from the Context Toolkit in that it is
more speciﬁcally aimed at self-contained awareness devices,
e.g. a mobile phone with various sensors attached to it that
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deduces context on its own.
As for smart homes, there have been various projects that in-
volved a physical home or individual rooms as a laboratory for
smart home projects. [17] offers an overview of such projects
and others more generally related to ubiquitous computing.
The work that is most similar to our project is probably GLS
[18], the Generic Location event Simulator that has been de-
veloped in the context of the QoSDReAM middleware project
[19] at Cambridge University. The focus of the project is to
model realistically the movement of people in an environment.
Control theory is used to model people the way autonomous
guided vehicles are usually modelled. People, called “locat-
ables”, automatically ﬁnd a shortest path to a destination
and avoid obstacles and other people, whereby differential
equations are used to realistically model changes in velocity.
Furthermore, different locatables have different turning rates
and turn radii. Mechanics and Queuing Models deﬁne the
behaviour of locatables, while Sensor and Environment/Error
Models simulate the physics in the room, e.g. how ambient
light can affect an infrared-based sensor. Finally, the World
Model represents the building’s geometry. As locatables move
in a map, simulated location sensors output data in the same
format as real world sensors would.
IV. CONCLUSION
Our project aims to describe a simulation model for context-
aware applications by looking at how the standard approach
to build context-aware application frameworks can be inverted
to build a simulator for such applications. The model needs to
decouple the elements that provide context from the sensors
that use them to determine sensor data, just like in a context-
aware application framework the inverse is true, i.e. raw sensor
data is decoupled from the context that is derived from them.
This is reﬂected in traditional autonomic systems by the need
to decouple high level notions in the adaptation model from
raw monitoring data acquired by probes in the environment
(here intended as a software or network environment, where
a probe might be measuring the number of occurrences of a
particular system call). For a speciﬁc context-aware project,
the simulation model should be deﬁned in parallel to the de-
velopment of the context logic — similarly to the incremental
Unit testing in XP — as both require an understanding of the
relationship between high-level context on low-level sensor
data.
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