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Abstract
We present a topological technique for analyzing dynamical systems with complex behavior,
based on the general notion of covering relations. Our method can be used to study
multidimensional dynamical systems with an arbitrary number of ‘topologically’ expanding
directions.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In the study of differentiable dynamical systems, Markov partitions represent a
fundamental construction. A Markov partition consists of diffeomorphic copies of
multidimensional rectangles that cross transversally one another under iteration.
Such a construction can be exploited to obtain a coding for the orbits of the system,
which is generally referred as symbolic dynamics.
It is however very difﬁcult, in general, to rigorously establish the existence of a
Markov partition when dealing with an explicitly given map or with a Poincare´ map
associated to an ordinary differential equation. Therefore, introducing a topological
analogue of a Markov partition is of great importance. In such an attempt, one
strives to subdivide a particular region of the phase space into blocks which cross one
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another in a topologically consistent way under iteration. What ‘consistent’ means
really depends on context and objectives.
In the one-dimensional case, one can give a detailed account for ‘consistency’ by
the means of covering relations, which can be described in the following
straightforward fashion. Let f : R-R be a continuous map, and let I ; JCR be
closed intervals. We say that I f -covers J; and write I !f J; iff JCf ðIÞ: Covering
relations between intervals yield to valuable information on the existence of points
with prescribed trajectories, and of periodic orbits. The following basic theorem
illustrates this idea.
Theorem 1. Let Ii; i ¼ 0; 1;y; k; be closed intervals, such that Ik ¼ I0: Let fi: Ii1-R
be continuous maps such that for every i ¼ 1;y; k; we have Ii1!fi Ii:
Then there exists a point xAI0; such that
fi3fi13?3f1ðxÞAIi; i ¼ 1;y; k;
fk3fk13?3f1ðxÞ ¼ x:
The proof of the above theorem is very simple, following directly from the Darboux
property.
In this paper, we present a general notion of covering relations in multi-
dimensional dynamical systems, as a practical method to analyze complicated
dynamics. We develop the ideas from the papers [18–20], which allow us to
generalize the notion of one-dimensional covering relations to the several
dimensional case, in a way that an analogue of Theorem 1 holds true. These new
tools turn out to be quite effective, as they were already used to prove several new
results concerning certain phenomena reducible to low-dimensional dynamics:
* stability (continuation) of Sharkovskii’s ordering [19,22] and estimates of
topological entropy [13] for multidimensional perturbations of one-dimensional
maps,
* computer assisted proofs of the existence of symbolic dynamics for the He´non
map [21], the Ro¨ssler equations [21], the Chua circuit [6], the Lorenz
equations [7], the He´non–Heiles hamiltonian [2], the planar restricted three body
problem [1,17].
In the above mentioned applications, the underlying dynamical systems exhibit so-
called topological horseshoes—natural generalizations of Smale’s horseshoe. The
presence of these horseshoes can be inferred from modeling the dynamics by
piecewise afﬁne (linear) maps, which indicate hyperbolic-like expansions and
contractions. In this paper, we extend the notion of covering relation in order to
include examples which cannot be modelled by hyperbolic maps.
We would like to make a few comments on the methods used in this paper.
First, note that the deﬁnition of covering relation and the proof of Theorem 1 in the
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one-dimensional situation are very simple, but they cannot be directly transposed in
several dimensions. Therefore, in the multidimensional situation, the condition
on an interval being cover by the image of a second interval is replaced by a
requirement that the image of a cube N under the map f is stretched across another
cube M in a topologically nontrivial manner (see Deﬁnition 6). These cubes
together with the corresponding choices of coordinate systems will be referred as h-
sets (the letter h suggesting the hyperbolic-like directions). The correct crossing of the
cubes under f will be referred as a covering relation. The use of the Darboux
property in the proof of Theorem 1 will be replaced by the use of the local Brouwer
degree.
We would like to make a few comments on connections with related work. Our
approach is similar in spirit to Easton’s method of windows [4,5]. In a simple setting,
a window in a manifold is a diffeomorphic copy of a multidimensional rectangle. A
pair of windows are correctly aligned provided that each horizontal of one is
transverse to each vertical of the other at a point that correspond to the interior of
the rectangle. A key result in this direction says that, given a bi-inﬁnite sequence of
windows and connecting diffeomorphisms, such that the image of each window is
correctly aligned with the next window under the connecting diffeomorphism, there
is an orbit that runs through the windows in the prescribed order (see Corollary 12
for our version of this result). Easton’s approach relies heavily on the differential
structure and on transversality, so it usually requires tedious computations in
applications. Our approach captures the idea of correct alignment in a much more
efﬁcient, topological way. We provide a criteria for alignment that requires only
checking the behavior of certain distinguished components of the boundaries of the
‘windows’, and the existence of precisely one horizontal in the ﬁrst ‘window’ whose
image can be homotopically deformed onto a horizontal in the second ‘window’ by a
map with nonzero local Brouwer degree (see Theorem 15).
There also exists a vast Conley index literature (see [15,7,11,12] and the references
given there) devoted to topological methods for detecting periodic orbits and chaos.
Up to date, one of the strongest results in this direction has been provided by
Srzednicki in [15] (see also [10]), based on the Lefschetz Fixed Point Theorem. Our
results go beyond the ones in [15], since we additionally consider coverings induced
by inverse maps (backcovering relations). These new type of relations turn out to be
very useful in studying systems exhibiting time-reversal symmetry (see [1,17]). Even
in the case of direct coverings, which is considered in [15] (in a different, more
abstract language), we have the advantage of providing a quite elegant geometric
approach, which allows one to obtain deeper and stronger results (see [16]), when
compared to the one based on the Lefschetz Fixed Point Theorem.
The content of paper is described as follows. In Section 2 we set up the notation
that we use throughout the paper, we introduce a simple type of covering relation,
and we prove an analogue of Theorem 1 for these relations. In Section 3, we extend
the results form Section 2 to the ‘multiple wrapped covering’ case. In Section 4, we
present some sufﬁcient conditions that ensure the existence of covering relations. In
Section 5, we brieﬂy analyze a class of examples, different from topological
horseshoes, to which our approach is applicable.
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Finally, in the appendix, for the convenience of the reader, we included basic
properties of the local degree and the degree of mappings of the sphere, which makes
our paper reasonably self-contained.
2. Covering relations, the simple case
Notation: For a given norm in Rn; by Bnðc; rÞ we denote the open ball of radius r
centered at cARn: When the dimension n is obvious from the context, we will drop
the subscript n: Let Snðc; rÞ ¼ @Bnþ1ðc; rÞ; by the symbol Sn we will denote Snð0; 1Þ:
We set R0 ¼ f0g; B0ð0; rÞ ¼ f0g; @B0ð0; rÞ ¼ |:
For a given set Z; by int Z; %Z; @Z we denote the interior, the closure and the
boundary of Z; respectively. For a map h: ½0; 1  Z-Rn; we set ht ¼ hðt; Þ: By Id
we denote the identity map. For a map f ; by dom ð f Þ we will denote the domain of f :
If f : OCRn-Rn is a continuous map, we say that XCdomð f 1Þ iff the map
f 1: X-Rn is well deﬁned and continuous.
Deﬁnition 1. An h-set is a quadruple consisting of
* a compact subset N of Rn;
* a pair of numbers uðNÞ; sðNÞAf0; 1; 2;yg; with uðNÞ þ sðNÞ ¼ n;
* a homeomorphism cN : R
n-Rn ¼ RuðNÞ  RsðNÞ; such that
cNðNÞ ¼ BuðNÞð0; 1Þ  BsðNÞð0; 1Þ:
With an abuse of notation, we will denote such a quadruple by N: We denote
Nc ¼BuðNÞð0; 1Þ  BsðNÞð0; 1Þ;
Nc ¼ @BuðNÞð0; 1Þ  BsðNÞð0; 1Þ;
Nþc ¼BuðNÞð0; 1Þ  @BsðNÞð0; 1Þ;
N ¼ c1N ðNc Þ; Nþ ¼ c1N ðNþc Þ:
Hence an h-set N is a product of two closed balls with respect to some coordinate
system. The numbers uðNÞ and sðNÞ stand for the dimensions of nominally unstable
and stable directions, respectively. The subscript c refers to the new coordinates
given by homeomorphism cN : Notice that if uðNÞ ¼ 0; then N ¼ | and if sðNÞ ¼ 0;
then Nþ ¼ |:
Deﬁnition 2. Assume N; M are h-sets, such that uðNÞ ¼ uðMÞ ¼ u and sðNÞ ¼
sðMÞ ¼ s: Let f : N-Rn be a continuous map. Let fc ¼ cM3f 3c1N : Nc-Ru  Rs: We
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say that
N )f M
(N f -covers M) iff the following conditions are satisﬁed
1. There exists a continuous homotopy h: ½0; 1  Nc-Ru  Rs; such that the
following conditions hold true
h0 ¼ fc;
hð½0; 1; Nc Þ-Mc ¼ |;
hð½0; 1; NcÞ-Mþc ¼ |:
2. There exists a linear map A: Ru-Ru; such that
h1ðp; qÞ ¼ ðAp; 0Þ for pABuð0; 1Þ and qABsð0; 1Þ; ð1Þ
Að@Buð0; 1ÞÞCRu\Buð0; 1Þ: ð2Þ
In the context of the above deﬁnition we will call the map h1 a model map for the
relation N )f M:
Remark 2. When u40; then condition (2) is equivalent to each of the following
conditions:
Buð0; 1ÞCAðBuð0; 1ÞÞ;
jjApjj4 1 for pA@Buð0; 1Þ;
jjApjj4 jjpjj for pa0:
Remark 3. When u ¼ 0; then Ru ¼ f0g and so A: Ru-Ru is given by Að0Þ ¼ 0:
Taking into account that @Buð0; 1Þ ¼ |; we see that the second part of (2) is
vacuously satisﬁed, and so condition (2) is equivalent to h1ðxÞ ¼ 0 for all x: It is easy
to see that, in this case, N )f M iff f ðNÞCint M:
Deﬁnition 3. Let N be an h-set. We deﬁne the h-set NT as follows:
* The compact subset of the quadruple NT is the compact subset of the quadruple
N; also denoted by N;
* uðNTÞ ¼ sðNÞ; sðNT Þ ¼ uðNÞ
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* The homeomorphism cNT : R
n-Rn ¼ RuðNT Þ  RsðNT Þ is deﬁned by
cNT ðxÞ ¼ jðcNðxÞÞ;
where j: RuðNÞ  RsðNÞ-RsðNÞ  RuðNÞ is given by jðp; qÞ ¼ ðq; pÞ:
Notice that NT ;þ ¼ N and NT ; ¼ Nþ: This operation is useful in the context of
inverse maps, as it was ﬁrst pointed out in [1].
Deﬁnition 4. Assume N; M are h-sets, such that uðNÞ ¼ uðMÞ ¼ u and sðNÞ ¼
sðMÞ ¼ s: Let g: OCRn-Rn: Assume that g1: M-Rn is well deﬁned and
continuous. We say that N (g M (N g-backcovers M) iff MT )g
1
NT :
Following [1], let us point out that, although covering and backcovering occur
often simultaneously, they are not equivalent, for example it can happen that the
map f is not deﬁned on N:
Theorem 4. Let Ni; i ¼ 0;y; k be h-sets and Nk ¼ N0: Assume that for each i ¼





NiCdomð f 1i Þ and Ni1 (
fi
Ni: ð4Þ
Then there exists a point xAint N0; such that
fi3fi13?3f1ðxÞAint Ni; i ¼ 1;y; k; ð5Þ
fk3fk13?3f1ðxÞ ¼ x: ð6Þ
Proof. Without any loss generality we can assume that
cNi ¼ Id for i ¼ 0;y; k  1;
fi ¼ fi;c for i ¼ 1;y; k;
Ni ¼ Nc;i; N7i ¼ N7i;c :
In order to simplify the exposition we set N1 ¼ Nk1 and Nk ¼ N0 and
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Notice that from the deﬁnition of covering relation, it follows immediately that
there exist uX0; sX0; such that uðNiÞ ¼ u and sðNiÞ ¼ s; for all i ¼ 0;y; k  1:
The idea of the proof is to ﬁnd a solution of the equation x  ð fk3fk13?3f1ÞðxÞ ¼
0 of nonzero local Brouwer degree. Each mapping fi corresponding to a direct
covering is homotopic to some linear map, and each mapping fi corresponding to a
backcovering has its inverse gi homotopic to some linear map. We will prove that an
appropriate composition of these linear maps has a nondegenerate ﬁxed point, and
use the homotopy property of the local Brouwer degree to conclude that
fk3fk13?3f1 has a ﬁxed point.
As a tool for keeping track of the occurrences of coverings and backcoverings, we
deﬁne the map d : f0;y; kg-f0; 1g by dðiÞ ¼ 1 if Ni1)
fi
Ni and dðiÞ ¼ 0 if
Ni1(
fi





Ni: In the case of a direct covering (i.e. dðiÞ ¼ 1), the homotopy
hi satisﬁes
hið0; xÞ ¼ fiðxÞ; where xARuþs; ð7Þ
hið1; ðp; qÞÞ ¼ ðAip; 0Þ; where pARu and qARs; ð8Þ
hið½0; 1; Ni1Þ-Ni ¼ |; ð9Þ
hið½0; 1; Ni1Þ-Nþi ¼ |: ð10Þ
In the case of a backcovering (i.e. dðiÞ ¼ 0), the homotopy hi satisﬁes
hið0; xÞ ¼ giðxÞ; where xARuþs; ð11Þ
hið1; ðp; qÞÞ ¼ ð0; AiqÞ; where pARu and qARs; ð12Þ
hið½0; 1; Nþi Þ-Ni1 ¼ |; ð13Þ
hið½0; 1; NiÞ-Ni1 ¼ |: ð14Þ
It is enough to prove that there exists xiAint Ni for i ¼ 0;y; k  1 such
that
fiðxi1Þ ¼ xi if dðiÞ ¼ 1;
giðxiÞ ¼ xi1 if dðiÞ ¼ 0: ð15Þ
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We will treat (15) as a multidimensional system of equations to be solved. To this
end, let us deﬁne
P ¼ N0  N1 ? Nk1:
A point xAP will be represented by x ¼ ðx0; x1;y; xk1Þ: We set x1 ¼ xk1 and
xk ¼ x0:
We deﬁne a map F ¼ ðF0; F1;y; Fk1Þ: P-RðuþsÞk by
Fiðx0; x1;y; xk1Þ ¼
xi  fiðxi1Þ if dðiÞ ¼ 1;
xi1  giðxiÞ if dðiÞ ¼ 0:

With this notation, solving system (15) is equivalent to solving the equation FðxÞ ¼ 0
in intP:
We deﬁne a homotopy H ¼ ðH0;y; Hk1Þ: ½0; 1 P-RðuþsÞk by
Hiðl; x0; x1;y; xk1Þ ¼
xi  hiðl; xi1Þ if dðiÞ ¼ 1;
xi1  hiðl; xiÞ if dðiÞ ¼ 0:

Notice that Hð0; xÞ ¼ FðxÞ: The assertion of the theorem is a consequence of the
following two lemmas, which will be proved after we complete the current proof.
Lemma 5. For all lA½0; 1 the local Brouwer degree degðHl; intP; 0Þ is well defined
and does not depend on l: Namely, for all lA½0; 1 we have
degðHl; intP; 0Þ ¼ degðH1; intP; 0Þ:
Lemma 6.
degðH1; intP; 0Þ ¼71:
We continue the proof of Theorem 4. Since F ¼ H0; from the above lemmas it
follows immediately that
degðF ; intP; 0Þ ¼ deg ðH0; intP; 0Þ ¼ degðH1; intP; 0Þa0:
Hence there exists xAP such that FðxÞ ¼ 0:
Proof of Lemma 5. From the homotopy property (see Appendix) it is enough to
prove that
HlðxÞa0 for all xA@P and lA½0; 1: ð16Þ
In order to prove (16), let us ﬁx x ¼ ðx0; x1;y; xk1ÞA@P: It is easy to see that the
exists iAf0; 1;yk  1g; such that xiA@Ni ¼ Nþi ,Ni : Hence at least one of the
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following conditions hold true:
xiANþi ; ð17Þ
xiANi : ð18Þ





















Assume ﬁrst that xiANþi : If (19) or (20) holds true, then from (10) we obtain
hiðt; xi1Þaxi;
for every tA½0; 1 and every xi1ANi1: If (21) or (22) is satisﬁed, then from (13) it
results that
hiðt; xiÞaxi1
for every tA½0; 1 and every xi1ANi1: This proves if xiANþi ; then HtðxÞa0 for any
tA½0; 1:
Assume now that xiANi : If (19) or (21) holds true, then from (9) it follows that
for every tA½0; 1 and every xiþ1ANiþ1 we have
hiþ1ðt; xiÞaxiþ1:
If (20) or (22) is satisﬁed, then from (14) we obtain
hiþ1ðt; xiþ1Þaxi
for every tA½0; 1 and every xiþ1ANiþ1: This proves that if xiANi ; then HtðxÞa0 for
any tA½0; 1: &
Proof of Lemma 6. Let us represent xi as a pair xi ¼ ðpi; qiÞ; where piARu and qiARs:
In this representation, the map H1ðp0; q0;y; pk1; qk1Þ ¼ ðp˜0; q˜0;y; p˜k1; q˜k1Þ has
the following form:
p˜i ¼ pi  Aipi1 if dðiÞ ¼ 1; ð23Þ
q˜i ¼ qi if dðiÞ ¼ 1; ð24Þ
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p˜i ¼ pi1 if dðiÞ ¼ 0; ð25Þ
q˜i ¼ qi1  Aiqi if dðiÞ ¼ 0: ð26Þ
The map H1 is linear. From (A.11) it follows that to prove that deg ðH1; intP; 0Þ ¼
71 it is enough to show that H1 is an isomorphism.
Assume that H1ðp0; q0;y; pk1; qk1Þ ¼ 0: We have to show that for all i ¼
0;y; k  1; pi ¼ 0 and qi ¼ 0: We will only show that pi ¼ 0 for all i; the proof for qi
being similar.
If u ¼ 0; then there is nothing to prove, as all pi equal to 0, by deﬁnition. Let u40:
If for all i ¼ 0;y; k  1; we have dðiÞ ¼ 1; then
p0 ¼ ðAk3Ak13?3A1Þp0
From Remark 2, it follows that jjAiðpÞjj4jjpjj for all pa0: Hence p0 ¼ 0 in this case,
and then pi ¼ 0 for all i: If there exists j such that dð jÞ ¼ 0; then pj1 ¼ 0 and an easy
induction argument shows that pi ¼ 0 for i ¼ 0;y; k  1: &
It is important to remark here that the proof of Lemma 5 does not use property 2
from the deﬁnition of covering relations.
In the view of Theorem 4, it makes practical sense to make no distinction
between the covering relations N )f M and N (f M: Following [1], we introduce
Deﬁnition 5. Let N and M be h-sets. We say that N generically f -covers M
(N13
f
N2) if N )
f
M or N (f M:
We emphasize that the relation N13
f
N2 is not symmetric in general.








then there exists a point xAint N0; such that
fi3fi13?3f1ðxÞAint Ni; i ¼ 1;y; k: ð27Þ
Moreover if Nk ¼ N0; then x can be chosen so that
fk3fk13?3f1ðxÞ ¼ x: ð28Þ
Proof. The statement for a periodic loop (N0 ¼ Nk) follows directly from Theorem
4. The nonperiodic case will be reduced to the periodic one by adding a new covering
relation to close the loop as follows.
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Notice that from the deﬁnition of covering relation it follows immediately that
uðNiÞ ¼ u and sðNiÞ ¼ s for some u; s and all i ¼ 0;y; k  1:
We can assume that for cNi ¼ Id for i ¼ 0; 1;y; k: It easy to ﬁnd a map fkþ1; an




where fkþ1ðp; qÞ ¼ ðAkþ1ðpÞ; 0Þ and hkþ1ðt; xÞ ¼ fkþ1ðxÞ:
Now we have a closed loop of covering relations to which we can apply Theorem
4. This ﬁnishes the proof. &
3. Multiple wrapped covering relations
The goal of this section is to generalize the notion of covering relations introduced
in Section 2. We will change condition 2 in the deﬁnition of covering relations in
order to allow for more general maps at the end of homotopy h (this means that we
allow for different model maps).
Deﬁnition 6. Assume that N; M are h-sets, such that uðNÞ ¼ uðMÞ ¼ u and sðNÞ ¼
sðMÞ ¼ s: Let f : N-Rn be a continuous map. Let fc ¼ cM3f 3c1N : Nc-Ru  Rs: Let
w be a nonzero integer. We say that
N )f ;w M
(N f -covers M with degree w) iff the following conditions are satisﬁed
1. There exists a continuous homotopy h: ½0; 1  Nc-Ru  Rs; such that the
following conditions hold true
h0 ¼ fc; ð30Þ
hð½0; 1; Nc Þ-Mc ¼ |; ð31Þ
hð½0; 1; NcÞ-Mþc ¼ |: ð32Þ
2. There exists a map A: Ru-Ru; such that
h1ðp; qÞ ¼ ðAðpÞ; 0Þ for pABuð0; 1Þ and qABsð0; 1Þ; ð33Þ
Að@Buð0; 1ÞÞCRu\Buð0; 1Þ: ð34Þ
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Moreover, we require that
degðA; Buð0; 1Þ; 0Þ ¼ w:
Note that in the case u ¼ 0; an h-set N can cover an h-set M only with degree
w ¼ 1:
The previous deﬁnition of covering relation (Deﬁnition 1) is a particular case of
the present one, with the degree w equal to sgnðdetðAÞÞ (for u40). See Fig. 1 for an
example of a multiple wrapped covering relation. As in Section 2, we will call the
map h1 a model map for the relation N )
f ;w
M:
Remark 8. In applications, we would like to decide whether two h-sets are correctly
aligned based essentially on the information on their boundaries. Condition 1 from
the above deﬁnition is stated in this spirit. In condition 2, we can express the local
Brouwer degree of A as the winding number of Að@Buð0; 1ÞÞ about the origin. More
precisely, in the case u40; since the map A: Bnð0; 1Þ-Rn satisﬁes
0eAð@Buð0; 1ÞÞ; ð35Þ
we can deﬁne a map sA: S
u1-Su1 by
sAðxÞ ¼ AðxÞjjAðxÞjj: ð36Þ
The degree dðsAÞ of a mapping of a sphere is deﬁned in Appendix A.2. By Lemma
A.5, we obtain degðA; Buð0; 1Þ; 0Þ ¼ dðsAÞ: Thus, the degree of a covering N )
f ;w
M
can be computed as w ¼ dðsAÞ:
We deﬁne the corresponding notion of backcovering for this new type of covering
relation.
Deﬁnition 7. Assume N; M are h-sets, such that uðNÞ ¼ uðMÞ ¼ u and sðNÞ ¼
sðMÞ ¼ s: Let g: OCRn-Rn: Assume that g1: jMj-Rn is a well deﬁned,




Theorem 9. Let Ni; i ¼ 0;y; k be h-sets and Nk ¼ N0: Assume that for each i ¼
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or
NiCdomð f 1i Þ and Ni1 (
fi ;wi
Ni: ð38Þ
Then there exists a point xAint N0; such that
fi3fi13?3f1ðxÞAint Ni; i ¼ 1;y; k; ð39Þ
fk3fk13?3f1ðxÞ ¼ x: ð40Þ
Proof. The proof of this theorem follows the same pattern as the proof of Theorem
4. We deﬁne P; dðiÞ; F and H as it was done there. Lemma 5 is valid, with the same
proof, because condition 2 in the deﬁnition of covering is not used in its proof. &
Instead of Lemma 6 we will have the following
Lemma 10.
jdegðH1; intP; 0Þj ¼ jw1  w2 ywkj:
We ﬁnish the proof by the same argument as in Theorem 4.
3.1. Proof of Lemma 10
Let us represent xi as a pair xi ¼ ðpi; qiÞ; where piARu and qiARs: As usual we set
ðp1; q1Þ ¼ ðpk1; qk1Þ; ðpk; qkÞ ¼ ðp0; q0Þ and Ak ¼ A0: In this representation the
map H1ðp0; q0;y; pk1; qk1Þ ¼ ðp˜0; q˜0;y; p˜k1; q˜k1Þ has the following form (for
l ¼ 0)
p˜i ¼ ð1 lÞpi  Aiðpi1Þ if dðiÞ ¼ 1; ð41Þ
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Fig. 1. An illustration of a multiple wrapped covering relation in the plane. The arrows on the side of f ðNÞ
merely suggest that a cross section disk in f ðNÞ wraps around twice the corresponding cross section disk
in M:
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q˜i ¼ qi if dðiÞ ¼ 1; ð42Þ
p˜i ¼ pi1 if dðiÞ ¼ 0; ð43Þ
q˜i ¼ ð1 lÞqi1  AiðqiÞ if dðiÞ ¼ 0: ð44Þ
The above equations deﬁne a homotopy C: ½0; 1 P-RðuþsÞk: We will show that
degðCl; intP; 0Þ is independent of l and then we compute the degree of C1:
Lemma 11. For any lA½0; 1
degðCl; intP; 0Þ ¼ degðC1; intP; 0Þ:
Proof. From the homotopy property of the local degree (see Appendix), it follows
that it is enough to prove that
ClðxÞa0 for all xA@P and lA½0; 1: ð45Þ
Let us take x ¼ ðp0; q0; p1; q1;y; pk1; qk1ÞA@P: There exists i such that one the
following conditions holds true:
piASu; ð46Þ
qiASs: ð47Þ
Assume that piASu: If dði þ 1Þ ¼ 1; then p˜iþ1a0; because from condition (34) it
follows that
jjAiþ1ðpiÞjj41Xjjð1 lÞpiþ1jj ð48Þ
for any piþ1ABuð0; 1Þ:
If dði þ 1Þ ¼ 0; then obviously p˜iþ1 ¼ pia0:
The argument for the case qiASs is similar. &
Now we turn to the computation of the degree of C1: Observe that C1 has the
following form:
p˜i ¼ Aiðpi1Þ if dðiÞ ¼ 1; ð49Þ
q˜i ¼ qi if dðiÞ ¼ 1; ð50Þ
p˜i ¼ pi1 if dðiÞ ¼ 0; ð51Þ
q˜i ¼ AiðqiÞ if dðiÞ ¼ 0: ð52Þ
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From the product property of the degree it follows that
jdegðC1;P; 0Þj
¼ jPiAd1ð1ÞdegðAi; Buð0; 1Þ; 0Þ PiAd1ð0ÞdegðAi; Bsð0; 1Þ; 0Þj:
In the formula above if d1ðiÞ ¼ |; then the corresponding product is set to be equal
to 1. In the situation when u ¼ 0 or s ¼ 0 the corresponding product is also set equal
to 1.
From (A.15) it follows that
degðA; U ; 0Þ ¼ ð1ÞudegðA; U ; 0Þ; ð53Þ
which completes the proof.
The following corollary is an immediate consequence of Theorem 9.





NiCdomð f 1i Þ and Ni1 (
fi ;wi
Ni: ð55Þ
Then there exists a point xAint N0; such that
fi3fi13?3f1ðxÞAint Ni; iAZ: ð56Þ
Moreover, if Niþk ¼ Ni for some k40 and all i; then the point x can be chosen so that
fk3fk13?3f1ðxÞ ¼ x: ð57Þ
3.2. Stability of covering relations with respect to C0-perturbations
We will state and prove here a very simple theorem on the stability of covering
relations to C0-perturbations. This result is very important in applications, especially
in computer assisted proofs based on covering relations, as it shows that sufﬁciently
small errors in numerical approximations of the map f do not affect the nature of a
covering relation N )f M:
Theorem 13. Assume N; M are h-sets, such that uðNÞ ¼ uðMÞ ¼ u and sðNÞ ¼
sðMÞ ¼ s: Let f ; g: N-Rn be continuous. Assume that
N )f ;w M:
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Then there exists e40; such that if j fcðxÞ  gcðxÞjoe for all xANc; where
fc ¼ cM3f 3c1N : Nc-Ru  Rs;
gc ¼ cM3g3c1N : Nc-Ru  Rs;
then
N )g;w M:
Proof. The basic idea is to construct a good homotopy connecting fc and gc:
Namely, we construct a homotopy h˜: ½0; 1  Nc-Ru  Rs; such that
h˜0 ¼ gc; h˜1 ¼ fc; ð58Þ
h˜ð½0; 1; Nc Þ-Mc ¼ |; ð59Þ
h˜ð½0; 1; NcÞ-Mþc ¼ |: ð60Þ
We set
h˜ðt; xÞ ¼ ð1 tÞgcðxÞ þ tfcðxÞ: ð61Þ
It is easy to see that for e small enough, conditions (59) and (60) are satisﬁed.
Let h be a homotopy from the relation N )f ;w M: It is easy to see the homotopy
H: ½0; 1  Nc-Ru  Rs given by
Hðt; xÞ ¼












satisﬁes all the conditions from Def. 6 for a covering relation N )g;w M: &
In the above theorem the size of the perturbation, i.e. (j fcðxÞ  gcðxÞj for xANc)
was given in cN and cM coordinates. Now we state the result involving the difference
between f and g on N:
Theorem 14. Assume N; M are h-sets, such that uðNÞ ¼ uðMÞ ¼ u and sðNÞ ¼
sðMÞ ¼ s: Let f ; g: N-Rn be continuous. Assume that
N )f ;w M;
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and that the coordinate map cM satisfies a Lipschitz condition. Then there exists e40;
such that if j f ðxÞ  gðxÞjoe for all xAN; then
N )g;w M:




j fcðxÞ  gcðxÞj ¼ max
xAN
jcMð f ðxÞÞ  cMðgðxÞÞjpLmax
xAN
j f ðxÞ  gðxÞj:
The assertion follows from Theorem 13. &
4. How to ﬁnd a homotopy for the covering relations
The goal of this section is to present sufﬁcient conditions which ensure that
N )f M; solely based on the knowledge of f ðNÞ and M:
Deﬁnition 8. Let N be a h-set. We set
SðNÞc ¼ fðp; qÞARu  Rs j jjpjj41g: ð63Þ
We deﬁne SðNÞ ¼ c1N ðSðNÞc Þ:
Theorem 15. Let N; M be two h-sets in Rn; such that uðNÞ ¼ uðMÞ ¼ u and sðNÞ ¼
sðMÞ ¼ s: Let f : N-Rn be continuous. Let fc ¼ cM3f 3c1N : Nc-Ru  Rs:
Assume that there exists q0A %Bsð0; 1Þ; such that following conditions are satisfied:
1.
fcð %Buð0; 1Þ  fq0gÞCint ðSðMÞc ,McÞ; ð64Þ
fcðNc Þ-Mc ¼ |; ð65Þ
fcðNcÞ-Mþc ¼ |: ð66Þ
2.1 Case u40: We define a map Aq0 : R
u-Ru by
Aq0ðpÞ ¼ puð fcðp; q0ÞÞ; ð67Þ
where pu: Ru  Rs-Ru is the projection onto Ru; puðp; qÞ ¼ p: We assume that
Aq0ð@Buð0; 1ÞÞCRu\Buð0; 1Þ; ð68Þ
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degðAq0 ; Buð0; 1Þ; 0Þ ¼ wa0: ð69Þ
2.2 Case u ¼ 0: We assume that
fcðNcÞCint Mc
and set w ¼ 1:
Then
N )f ;w M:
Proof. We have to prove that there exists a homotopy h: ½0; 1  Nc-Rn satisfying
conditions from Deﬁnition 6.
The case u ¼ 0 is trivial (w ¼ 1). Thus we focus on the case u40:
For any q1ARs we deﬁne a deformation retraction onto Ru  fq1g; Rq1 : ½0; 1 
Ru  Rs-Ru  Rs; by
Rq1ðl; p; qÞ ¼ ðp; ð1 lÞq þ lq1Þ: ð70Þ
Notice that Rq1ð0; p; qÞ ¼ ðp; qÞ:
We deﬁne the homotopy h: ½0; 1  Nc-Rn by
hðl; p; qÞ ¼ fcðRq0ð2l; p; qÞÞ lA½0; 0:5;
R0ð2l 1; fcðp; q0ÞÞ lA½0:5; 1:

ð71Þ
The homotopy h is a superposition of the retraction in the domain of fc onto q ¼ q0
with the retraction in the image onto the subspace q ¼ 0:
Notice that
h0ðxÞ ¼ fcðxÞ; h1=2ðp; qÞ ¼ fcðp; q0Þ; h1ðp; qÞ ¼ ðpufcðp; q0Þ; 0Þ: ð72Þ
To prove (31), notice that Rq0ðl; Nc ÞCNc for lA½0; 1; hence from condition (65) it
follows that
fcðRq0ðl; Nc ÞÞ-McCfcðNc Þ-Mc ¼ |: ð73Þ
This proves condition (31) for lA½0; 0:5: For the proof for lA½0:5; 1 observe that
from condition (68) it follows that
fcðp; q0ÞASðMÞc for ðp; q0ÞANc : ð74Þ
But R0ð½0; 1  SðMÞc ÞCSðMÞc and SðMÞc -Mc ¼ |: Hence condition (31) is
satisﬁed.
It remains to show that condition (32) is true for h: As above, consider two cases
lp1=2 and lX1=2: For lp1=2 from (66) it follows that
hlðNcÞ-Mþc CfcðNcÞ-Mþc ¼ |: ð75Þ
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For lX1=2 observe that from (64) it follows that
hlðNcÞCR0ð2l 1; fcð %Buð0; 1Þ  fqgÞÞ
CR0ð2l 1; int ðSðMÞc ,McÞÞCint ðSðMÞc ,McÞ:
But ðint ðSðMÞc ,McÞÞ-Mþ ¼ |: &
The above theorem allows to take its assumptions as a deﬁnition of covering
relation as it was done before by Zgliczyn´ski in [2,19] for maps with one
topologically expanding direction (u ¼ 1), and in [20] for maps which are close to
products of one-dimensional maps. Below we will discuss the case of u ¼ 1:
4.1. Case of one nominally expanding direction, u ¼ 1
In this section we discuss the case of u ¼ 1; hence we have only one nominally
expanding direction. The basic idea here is that each of the sets N; SðNÞ consists
of two disjoint components, allowing us to simplify the assumptions of Theorem 15.
Deﬁnition 9. Let N be an h-set, such that uðNÞ ¼ 1: We set
N lec ¼f1g  %Bsð0; 1Þ;
Nrec ¼f1g  %Bsð0; 1Þ;
SðNÞlc ¼ðN;1Þ  Rs;
SðNÞrc ¼ð1;NÞ  Rs:
We deﬁne
N le ¼ c1N ðN lec Þ; Nre ¼ c1N ðNrec Þ;
SðNÞl ¼ c1N ðSðNÞlÞ; SðNÞr ¼ c1N ðSðNÞrÞ:
We will call N le; Nre; SðNÞl and SðNÞr the left edge, the right edge, the left side and
right side of N; respectively.
It is easy to see that N ¼ N le,Nre and SðNÞ ¼ SðNÞl,SðNÞr:
The triple ðN; SðNÞl; SðNÞrÞ represents a t-set, as it was deﬁned in [2].
Theorem 16. Let N; M be two h-sets in Rn; such that uðNÞ ¼ uðMÞ ¼ 1 and sðNÞ ¼
sðMÞ ¼ s ¼ n  1: Let f : N-Rn be continuous.
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Assume that there exists q0A %Bsð0; 1Þ; such that the following conditions are satisfied:
f ðcNð %Buð0; 1Þ  fq0gÞÞCint ðSðMÞl,M,SðMÞrÞ; ð76Þ
f ðNÞ-Mþ ¼ | ð77Þ
and one of the following two conditions holds true
f ðN leÞCSðMÞl and f ðNreÞCSðMÞr; ð78Þ
f ðN leÞCSðMÞr and f ðNreÞCSðMÞl: ð79Þ
Then there exists w ¼71; such that
N )f ;w M:
Proof. We will show that assumptions of Theorem 15 are satisﬁed.
From the alternative conditions (78) and (79), it follows that
fcðN lec ,Nrec Þ ¼ f ðNc Þ-Mc ¼ |:
We deﬁne a map Aq0 as in Theorem 15. It is easy to see that degðAq0 ; Buð0; 1Þ; 0Þ ¼ 1
provided that condition (78) is satisﬁed, and degðAq0 ; Buð0; 1Þ; 0Þ ¼ 1 provided that
(79) holds. &
5. Some examples, model maps
The goal of this section is to discuss what are all possible model maps and
to give nontrivial examples of chaotic behavior different from topological
horseshoes.
Let us remind the reader that, in the context of Deﬁnition 6, the map h1 is called
a model map for the relation N )f M; and that the degree w of a covering can be
computed as w ¼ dðsAÞ; where A is the u-component of h1:
We have to consider three cases u ¼ 0; u ¼ 1 and uX2: The case u ¼ 0 is trivial,
because h1ðxÞ ¼ 0 by the deﬁnition.
For u ¼ 1; from Theorem 16 it follows that we can have only w ¼71: It is easy to
show (see for example [18,21]) that in this case we can always choose h1 ¼ m to be of
the following form
mðp; qÞ ¼ ðl  p; 0Þ; ð80Þ
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where lAR; lo 1 if w ¼ 1 and l41 if w ¼ 1: Topological horseshoes are present
in virtually every paper devoted to detection of chaos through topological methods
(see, for example [18,19,15,8–10]). A topological horseshoe is deﬁned as a map
f : N ¼ N0,N1-Rn; satisfying the following covering relations
Ni )
f ;71
Nj; i; j ¼ 0; 1; ð81Þ
where uðNiÞ ¼ 1 and N0-N1 ¼ |: Using Theorem 9, it is easy to show that f has
symbolic dynamics on two symbols (see also [21] and Section 5.2).
5.1. Case u41
In order to give a description of all possible model maps (up to a homotopy), we
ﬁrst consider maps of the sphere Su1:
For simplicity, we will represent Ru as C Ru2; where C is a set of complex
numbers. For zAC; by %z we denote the complex conjugate of z:
For kAZ\f0g we deﬁne a map mk: Ru-Ru by










It is easy to see that mkðSu1Þ ¼ Su1: It is well known (see, for example, the proof of
Hopf Theorem in [3]) that
dðmkÞ ¼ k: ð84Þ
From Hopf Theorem and equation (84) it follows that the maps mk
describe all possible self-maps of the sphere, up to a homotopy. Hence
all possible model maps (up to a homotopy) for the covering relation N )f ;w M are
given by
Mwðp; qÞ ¼ ðlmwðpÞ; 0Þ; lAR; l41: ð85Þ
5.2. An example of chaotic behavior based on multiple wrapped coverings
In this section we describe a class of chaotic examples based on the model maps of
higher degree introduced in previous subsection.
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Let u ¼ 2 and sX0: We will represent Ruþs as C Rs: We deﬁne an h-set N0 by
N0 ¼ %B2ð0; 1Þ  %Bsð0; 1Þ;
uðN0Þ ¼ 2; sðN0Þ ¼ s;
cN0ðz; qÞ ¼ ðz; qÞ; zAC and qARs
and an h-set N1
N1 ¼ %B2ða; 1Þ  %Bsð0; 1Þ;
uðN1Þ ¼ 2; sðN1Þ ¼ s;
cN1ðz; qÞ ¼ ðz  a; qÞ; zAC and qARs
where aAC; jaj42:
Notice that N0-N1 ¼ |: For any w1; w2AZ\f0g we deﬁne a map f on N0,N1 by
f ðz; xÞ ¼ lðmw1ðzÞ; qÞ for ðz; qÞAN0;
lðmw2ðzÞ; qÞ for ðz; qÞAN1:

ð86Þ











Let g: Ruþs-Ruþs be a perturbation of f given by
gðz; pÞ ¼ f ðz; qÞ þ ðezðz; qÞ; eqðz; qÞÞ; ð87Þ
where ez: C Rs-C and eq: C Rs-Rs are continuous functions.
Lemma 17. Let f and g are given as above. Assume that the following conditions are
satisfied for ðz; qÞAN0,N1:
jezðz; qÞjo l ðjaj þ 1Þ;
jeqðz; qÞjo1:
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Proof. It is easy to see that for all covering relations, the common homotopy
hðt; ðz; qÞÞ ¼ tf ðz; qÞ þ ð1 tÞgðz; qÞ satisﬁes all assumptions of Theorem 15. &
Let N ¼ N0,N1: We deﬁne a forward invariant set of g by
InvþðN; gÞ ¼ fxAN j gkðxÞAN for kANg:
To proceed further we will recall some notions from symbolic dynamics. For any
kX2; we deﬁne Sþk ¼ f0; 1;y; k  1gN; where N denotes the set of all nonnegative





sðða0; a1; a2;yÞÞ ¼ ða1; a2;yÞ:
We deﬁne a map p: InvþðN; gÞ-S2 by
pðxÞk ¼ j; iff gkðxÞANj: ð88Þ
From Theorem 9 we obtain the following
Theorem 18. Let g satisfy the assumptions of Lemma 17. Then the map p defined above
is onto. Moreover, for any periodic sequence aAS2 there exists xAInvþðN; gÞ such that
pðxÞ ¼ a and x is periodic point of g with the same principal period as a:
Proof. For any ﬁnite sequence ða0; a1;y; al1ÞAf0; 1gl consider a closed loop of
covering relation for g (we drop here the symbol of the function and the degree)
Na0 ) Na1 )?) Nl1 ) N0: ð89Þ
From Theorem 9 we obtain the existence of a point x; such that giðxÞANai for
i ¼ 0;y; l  1 and glðxÞ ¼ x: This shows that for any periodic sequence aAS2;
p1ðaÞ contains a periodic point with the same principal period as a: The surjectivity
of p is obtained via passing to the limit with points of large period. &
Observe that if one of the numbers jw1j; jw2j is greater than one, we can expect a
richer symbolic dynamics for f than just on two symbols. Also the invariant set
should look different from the Cantor set obtained from Smale’s horseshoes, but we
will not pursue this issue here.
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Appendix A
A.1. Local Brouwer degree
In this section, we list the basic properties of the local Brouwer degree which are
relevant for us in this paper. The proofs can be found in [14, Chapter III].
For n ¼ 0 we have Rn ¼ f0g: We have only one self map for this space, namely
f ð0Þ ¼ 0: We formally deﬁne the local Brouwer degree of f at 0 in the set f0g by
degð f ; f0g; 0Þ ¼ 1:
Assume n40: Let DCRn be an open set and f : S-Rn be continuous, DCS and
cARn: Suppose that
the set f 1ðcÞ-D is compact: ðA:1Þ
Then the local Brouwer degree of f at c in the set D is deﬁned. We denote it by
deg ð f ; D; cÞ:
If %DCdomð f Þ and %D is compact, then (A.1) follows from the condition
cef ð@DÞ: ðA:2Þ
Let us summarize the properties of the local Brouwer degree
Degree is an integer:
degð f ; D; cÞAZ: ðA:3Þ
Solution property:
If degð f ; D; cÞa0; then there exists xAD with f ðxÞ ¼ c: ðA:4Þ
Homotopy property: Let H: ½0; 1  D-Rn be continuous. Suppose that[
lA½0;1
H1l ðcÞ-D is compact: ðA:5Þ
Then
8lA½0; 1 degðHl; D; cÞ ¼ degðH0; D; cÞ: ðA:6Þ
If ½0; 1  %DCdomðHÞ and %D is compact, then (A.5) follows from the following
condition
ceHð½0; 1; @DÞ: ðA:7Þ
Local degree is a locally constant function: Assume D is bounded and open. If p and q
belong to the same component of Rn\ f ð@DÞ; then
degð f ; D; pÞ ¼ degð f ; D; qÞ: ðA:8Þ
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Excision property: Suppose that ECD; E is open and
f 1ðcÞ-DCE: ðA:9Þ
Then
degð f ; E; cÞ ¼ degð f ; D; cÞ: ðA:10Þ
Local degree for affine maps: Suppose that f ðxÞ ¼ Aðx  x0Þ þ c; where A is a linear
map and x0ARn: If the equation AðxÞ ¼ 0 has no nontrivial solutions (i.e. if Ax ¼ 0;
then x ¼ 0) and x0AD; then
degð f ; D; cÞ ¼ sgnðdet AÞ: ðA:11Þ
Product property: Let UiCRni ; ciARni ; fi: Ui-Rni ; for i ¼ 1; 2: The map
ð f1; f2Þ: Rn1  Rn2-Rn1  Rn2 is given by ð f1; f2Þðx1; x2Þ ¼ ð f1ðx1Þ; f2ðx2Þ: We
have
degðð f1; f2Þ; U1  U2; ðc1; c2ÞÞ ¼ degð f1; U1; c1Þ  degð f2; U2; c2Þ; ðA:12Þ
whenever the right-hand side is deﬁned.
Multiplication property: Let DCRn be bounded and open. Let f : %DCRn-Rn;
g: Rn-Rn are two continuous mappings and Di the bounded components of
Rn\ f ð@DÞ: Then
degðg3f ; D; pÞ ¼
X
Di
degðg;Di; pÞdegð f ; D;DiÞ; ðA:13Þ
where degð f ; D;DiÞ ¼ degð f ; D; qiÞ for some qiADi: From equation (A.8) it follows
that this deﬁnition of degð f ; D;DiÞ does not depend on the choice of qi:
Addition property: If D ¼ SiAI Di; where each Di is open, the family fDig is disjoint
and @DiC@D; then for every cef ð@DÞ:
degð f ; D; cÞ ¼
X
iAI
degð f ; Di; cÞ: ðA:14Þ
From multiplication property and formula (A.12) we obtain immediately
Corollary A.1. Let DCRn be open and bounded. Let A: D-Rn; be continuous and
0eAð@DÞ;
degðA; U ; 0Þ ¼ ð1ÞndegðA; U ; 0Þ: ðA:15Þ
As the consequence of addition and excision property we obtain the following
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Corollary A.2. Suppose that D is a finite union of open sets D ¼ Sni¼1 Di such that the
sets f 1jDi ðcÞ are mutually disjoint and cef ð@DiÞ: Then
degð f ; D; cÞ ¼
Xn
i¼1
degð fjDi ; Di; cÞ: ðA:16Þ
Here is another important consequence of above properties
Corollary A.3. Assume VCRn is bounded and open. Let f : %V-Rn be a C1-map.
Assume that cARn\f ð@VÞ is a regular value for f ; i.e. for each xAf 1ðcÞ the Jacobian
matrix of f at x denoted by Df ðxÞ is nonsingular, then




A.2. The degree of maps Sn-Sn
In this section, we recall some relevant facts on the degree of maps Sn-Sn see for
example [3, Chapter 7.5].
Deﬁnition 10. Let nX1: The degree of a continuous map f : Sn-Sn is a unique
integer dð f Þ such that fðuÞ ¼ dð f Þ  u; for any generator uAHnðSnÞ; where
HnðSnÞ is nth homology group of Sn and f: HnðSnÞ-HnðSnÞ is the induced
homomorphism.
For n ¼ 0 we deﬁne the degree, dð f Þ; as follows, S0 ¼ f1; 1g: We set
dð f Þ ¼
1 if f ð1Þ ¼ 1 and f ð1Þ ¼ 1;




Theorem A.4 (H. Hopf). Let nX1: Then f ; g: Sn-Sn are homotopic if and only if
dð f Þ ¼ dðgÞ:
Lemma A.5. Let u40; Assume that A: Buð0; 1Þ-Ru is a continuous map, such that
0eAð@Bð0; 1ÞÞ:
Let the map sA: S
u1-Su1 be given by
sAðxÞ ¼ AðxÞjjAðxÞjj:
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Then
degðA; Buð0; 1Þ; 0Þ ¼ dðsAÞ: ðA:18Þ
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