Abstract. This work deals with the problem of synchronizing multiple distributed databases over a broadcast network, such as satellite networks. The proposed method is based on introducing network coding techniques besides extending the well-known database reconciliation algorithm, the characteristic polynomial interpolation-based synchronization (CPISync). One key element is to elect a master node that manages the operations in a central manner. Performance is shown in terms of completion time for full synchronization, and average number of packets exchange. Compared to point-to-point and traditional broadcasting synchronization methods, the algorithm implementing network coding allows reaching the lower-bound for the number of packets exchange.
Introduction
A database consists of an organized collection of related data. A distributed database system (DDBS) is a collection of multiple, logically interrelated databases. These distributed databases are physically spread over a computer network of multiple nodes, where any node can update its database at any time. A database management system (DBMS) consists of software that controls databases. The services provided include storage, access, security, backup and some other facilities. The DBMSs can be categorized according to the database model that they support such as relational databases, the type of computer they support, and the query language that accesses the database such as SQL. Some commonly used DBMSs are MySQL and PostgreSQL.
With the high demand on the usage of these DDBSs and due to the changes that may occur on one or many sites discarding the others, data synchronization algorithms have been deeply studied, see [1] and [2] . Additionally, several synchronization and replication applications, to harmonize information and to keep consistency of data among all points in the network managing these databases, have been developed for the different DDBSs currently available, such as Cybercluster and Maatkit.
In spite of the great effort done by the scientific community in the field of database synchronization, especially for CPISync, in terms of reducing the synchronization traffic, this method mainly operates in a point-to-point environment, which limits the applicability of synchronizing multiple databases. In this light, the aim of this work is to present a novel method for synchronizing multiple databases, namely, to make all datasets involved in the reconciliation process have local access to all the data with further minimized traffic load that is achieved by extending CPISync to multiple nodes, by applying network coding principles and by changing the network topology to a star network.
Network coding [3, 5] has been also applied to solve the problem of distributed storage [10] . Distributed storage systems often introduce redundancy to increase reliability. When coding is used, the repair problem arises, which addresses the case if a node storing encoded information fails, then in order to maintain the same level of reliability, encoded information need to be created at a new node. A survey of network coding and distributed storage systems can be found in [13] . Some problems of distributed storage systems, like storage allocations, are addressed in [11, 12] . However, our problem differs from that of the distributed storage systems in the sense that our proposal does not aim to provide data reliability in case of node failure, but to allow all involved nodes to acquire local access to the complete dataset at any given time.
This paper is organized as follows. The next section gives background information about the CPISync algorithm. Section 3 exploits different methods of differences discovery in database synchronization using CPISync. In Section 4 solutions for updating databases are given. The performance of the new methods is evaluated in Section 5. Finally, a conclusion follows in Section 6.
Background
Let us consider a network of nodes (distributed over a wide geographical area, but can be served by a single satellite beam), where each node in the system is maintaining a database. These datasets form a DDBS. The datasets may or may not have common entries. Whenever a synchronization is required; may be on demand, periodically, or after re-establishing the network connection in case of node or link failure, a bidirectional merge of the involved databases takes place. The operation of merging two databases can be separated in two subtasks: (i) the finding of the differences between the two databases, and (ii) the bidirectional data exchange to update the two databases and to guarantee that they are identical.
The former task requires an optimized algorithm for finding the differences. For the work in this paper, CPISync [6] is considered. The latter task may be non trivial in the case of a DDBS, but a lot of work has been done to provide efficient solutions; especially over broadcast networks, the concepts of reliable multicast can be exploited. In this respect, this work will focus on Network Coding to perform the latter task. We will focus on a particular, yet simple, Network Coding scheme, namely Random Linear Network Coding (RLNC) [4] , which is representative of the general idea to exploit Network Coding for DDBS. The next subsection will introduce the basics of CPISync.
CPISync
The work in [6] shows that CPISync has close-to-optimum performance, it has a minimum comparison overhead that depends only on the amount of differences between the synchronizing datasets, but not on the dataset size itself. In [7] the authors tested CPISync and it was shown to be a promising solution for synchronizing databases over satellite narrowband links.
A record in a database is a row that is constructed of multiple related fields. In order to use CPISync, each record in the database can be represented by one unique integer, e.g. by means of a hash function. This allows to associate to each database A a set of integers S A = {x 1 , x 2 , ..., x n }, representing all records in the database A. The key point of the CPISync algorithm is the conversion of a database into a polynomial, which is called the characteristic polynomial of the database. The characteristic polynomial of database A is defined as follows:
The idea is to manipulate these characteristic polynomials to discover the differences between two databases, and this is done as explained in the following.
Let us assume we have two databases A and B, for which we can define two characteristic polynomials as indicated in (1) above. Let us also define ∆ A = S A \S B , as the set of integers in A but not in B, and symmetrically ∆ B = S B \S A , as the set of integers in B but not in A. If we knew all elements of the two databases, we would be able to build the following rational function:
This rational function has the interesting property that can be described by only means of the two sets ∆ A and ∆ B . So if it were possible to build this function without complete knowledge of the two databases, then it would be possible to discover the differences between the two databases. This is the core principle of CPISync. Curios readers are forwarded to [6] to find a detailed example on how CPISync works.
The upper bound (m) of the actual symmetric differences is in reality difficult to know or predict in many applications. For that reason, an improved CPISync algorithm, called Partitioned-CPISync, was proposed in [8] to overcome this drawback. The value of m is fixed a priori by the two hosts, and the algorithm recursively divides each set into p partitions until the basic CPISync algorithm can succeed with the pre-agreed upper bound m on the number of differences in a single partition. In other words, the set S A is partitioned into p non-intersecting subsets, and if the basic CPISync fails in a subset, the algorithm keeps dividing each subset into p subsubsets, and so on, until the differences can be discovered by the basic CPISync algorithm.
The complexity of the Partitioned-CPISync was analyzed in [8] . Worst-case bounds for communication and computation complexity are given there. When assuming hashed indexes of the set that are randomly and uniformly distributed, these worst-case bounds could be optimized to the following formulas for synchronizing two databases.
The expected number of rounds r needed by the Partitioned-CPISync algorithm for the reconciliation of two databases is at most:
with m denoting the actual number of differences between the two sets and p denoting the partition factor, representing the number of non-overlapping parts the set p is split up in each round. In one round several Basic-CPISync runs are performed, because the evaluation values of individual parts p of the same level do not depend on each other and can be generated and sent together. The expected number of overall bits transmitted from one node to another in order to determine the differences is at most:
with e ≈ 2.71828183 being the Euler number. The parameter k is the number of additional evaluation values sent by the host to verify that the rational interpolation with the chosen m was correct. The parameter b is the length of the hash value of a row in the database, which is used to calculate the characteristic polynomial.
Phase I: Discovering the Differences
In this section, we propose, investigate, and compare different possibilities on how to exploit CPISync to discover the differences inside a DDBS. Assume a network of N distributed nodes is maintaining a DDBS. Each endpoint is handling a single database. The goal of phase I is that the system knows which node is missing which packets and how all the nodes can be synchronized.
Solutions for Difference Discovery
Four solutions are proposed: one under the category of mesh network, and three under the category of star network.
Mesh Network A fully meshed comparison between all nodes is the easiest way to run CPISync. In this scenario, every node is compared and synchronized with every other node in the system in order to achieve a complete system synchronization. There is no central coordination, to synchronize N databases in this scenario, every node has to synchronize (on its own) with all the other (N − 1) nodes. This will result in a complete synchronization of the system after performing
synchronization procedures by all nodes. This technique considers the absence of a specific nodes set up, i.e., every node synchronizes its database with a randomly chosen another node, such that any synchronization process between any two nodes is performed only once. In this respect, the time required to run the algorithm and end up with a fully synchronized system is:
where T s is the one-way signal delay between any two synchronizing nodes, T eval is the time to receive the evaluations, and T data is the time to receive the missing data. The time for the calculation is summarized in T calc . T calc mainly contains the time to perform the mathematical computations of the polynomial interpolation. T eval depends on the chosen upper-bound m, the length of the hash ID b and on the actual size |d i | of the differences set. For one complete run of CPISync, T eval can be expressed in dependence of b, the total number of bits transmitted.
In this scenario, phase I (difference discovery) and phase II (update of the differences) take place one after the other at each pairwise comparison, so they both take place
Star Network In a star network, one of the nodes is set to the role of the master node that takes care of the synchronization. In phase I, the master (with set S 0 ) gains the knowledge of its respective differences with S i (i = 1,...,N − 1); and receives the data d i from the other nodes. In fact the operation of updating the master with the data d i from all nodes, is already part of phase II; it will be mentioned in this section for the sake of understanding, but will not be considered in the performance evaluation of phase I presented at the end of this section. We present three methods on how to employ the CPISync algorithm within a multiple node environment. The more practical Partitioned-CPISync is used for our analysis as it is likely that several rounds of communication are used, which may drastically increase the time that is needed for discovering the differences between the nodes, especially for satellite networks with long roundtrip time (RTT).
Round-Robin
The easiest and most straight-forward approach to obtain global view in the master node, since CPISync is originally suited for two sets, is a round-robin-like synchronization. The master discovers its differences to every node one after the other. After one full cycle, the differences between S 0 and each S i are known. Combining these differences results in the global set ρ. This approach is shown in Figure 1 (a). The figure shows the Partitioned-CPISync algorithm with taking two rounds of communication.
The master first sends its evaluations to the first node. This node tries to interpolate the missing data elements, but in this example, not enough evaluation values were sent. So it requests more evaluations from the master. After the interpolation was successful in the second round, the node knows its d i and sends it back to the master, including the request for the missing data (which would be d 0 ). In general, there are r rounds of communication between one node and the master. The same is also done with the remaining N − 2 slaves. So the number of runs of the CPISync algorithm is N −1, and thus the complete number of transmitted bits, the complete amount of rounds needed, and the computation complexity for the CPISync in this scheme are multiplied by N − 1.
The time to complete the algorithm can be derived from Figure 1(a) . In each round, the evaluation values are sent to a node (T s + T eval ) and a request is sent back to the master (T s ). In the last round, also the time for sending the data (T data ) is required. The time for the calculation is summarized in T calc . The complete time results in:
Central Calculation In the central calculation approach, all the computation is moved from the nodes to the master. Here, the master requests evaluation values from all nodes. The computation for the first node can be started as soon as the evaluation values from the first node have been received. Figure 1 (b) demonstrates this procedure. The request for the evaluation values is broadcast to the slave nodes. The first node starts transmitting, and the calculation is started as soon as the transmission is complete. Meanwhile the other nodes are sending their values. If the algorithm takes more rounds, a new request is sent to the corresponding node. After finishing the algorithm, the master has to request the missing data from all the nodes, because it only knows what data is missing, but it still does not have the data itself. The transmitted bits, rounds and computation are the same like in the roundrobin method, but since the single CPISync processes are more parallelized than in the previous method, the total time required to finish the algorithm will be shorter. Depending on the more time-intensive process, the interpolation or the reception of the evaluations, the total time for the algorithm is:
The calculation for one node will be done while other nodes are still transmitting, or the reception is performed while other nodes' interpolations are still in progress, respectively.
Broadcast Evaluations
In contrast to the previous method, in this approach the evaluation values of the master's set are broadcast. Then each node does the interpolation on itself and discovers its differences to the master. Figure 1(c) shows this approach. Evaluation values needed for further rounds can be broadcast as soon as the first request arrives and following request for the same round can be ignored. Other nodes can buffer the further evaluations if their calculation is not yet finished. After the nodes finished their calculations, they send their additional data d i and a request for the data they are missing to the master. 
Fig. 1. Several techniques in obtaining differences in broadcast medium
Because the evaluation values are broadcast and the interpolation is done fully parallel across all nodes, the only parameter that depends on the number of nodes is the transmission time T data when sending the missing data back to the master node. The total required time with this approach is then:
Comparison
In this section, we provide lower and upper bounds on the number of CPISync processes to discover the complete differences between any two synchronizing databases. From the previously discussed methods, it is clear that the number of CPISync processes in master-slave mode (P
CPISync M−S
) is reduced due to the deployment of the star network. However, this will increase the complexity of the algorithm at the master node as the number of slaves increases. But, this difficulty will be linked only to the master end-point. Therefore, the number of CPISync processes is always: (N − 1) .
Alternatively, when more and more nodes use CPISync in a mesh network, the complication will be on each device to track the changes occurring and the next node to connect to. This makes the number of CPISync processes grows up to:
. So the number of CPISync calls grows with the square of the number of databases N , whereas for the master-slave approach it grows linearly with N . In addition, in the mesh-network approach also phase II (update of the differences) is called
times, whereas in the master-slave approach it can be performed just once and more efficiently, by exploiting network coding principles (this will be explained in the next section).
For these reasons the mesh-network approach can be discarded as it is the one with the highest complexity. Now we compare the three different methods for the star network, namely, round-robin, central calculation, and broadcast evaluations. We assume a satellite link with a signal delay T s = 300 ms and a bit-rate of 1 Mbps. Each node has an additional data |d i | = 500 rows, and each row has a size of 1 KB. The CPISync parameters are set to b = 32, p = 4, k = 4 and m = 50, which results in an average number of r = 4 rounds and b = 1.6 Mbit. This results in T eval = 1.6 s. The calculation time is assumed with T calc = 1 s.
For sending and receiving data, a simple ideal channel model (i.e. with no packet error rate (PER)) with time slots is assumed. Only one node is allowed to send at each time slot, and the data sent from several nodes to one receiver arrives one after the other. For transmitting data no specific protocol is assumed and acknowledgments for each packet received or packet sizes are irrelevant. Figure 2 shows the required time for the three methods with the above parameters as a function of the number of nodes N . Since all the methods include a transfer of the missing data to the master at the end of the algorithm, we ignored T data in this graph, since this is in fact part of what we defined as phase II (update of the differences).
As expected, the round-robin method performs worst, as all nodes are synchronized serially, resulting in many rounds of communication and a long processing time. The central-calculation approach is a bit faster, because it is more parallelized and, depending on the properties of the channel and the master, either the channel or the processor in the master node are fully utilized. The best performance was given by the broadcast method, which can achieve a similar performance like a two-node synchronization, as the only time dependent on the number of nodes is the transmission of the data itself.
Phase II: Update of the Differences
Let us denote the complete set of the database records by ρ = {P 1 , P 2 , ..., P K }, this is the set of packets (or records) that every node should have after synchronization, with K = |ρ|. Additionally, let us denote by ϕ i the set of packets missed by node i. The set of records available at node i is S i .
As mentioned previously, in a mesh network, the complexity will be at every node by monitoring the nodes to synchronize to; also, the processing power will be higher, because of the polynomial interpolation due to the one-to-one relationship.
For the synchronization process to take place, the nodes are re-arranged in a star network (i.e. Master-Slave). Otherwise, they can have a mesh network communication infrastructure. The rationale behind this topology is to allow network coding to reduce the bandwidth utilization and the delay and to minimize the complexity at the other nodes while keeping it at the central point.
Our algorithm allows to further reduce the traffic load related to the synchronization of multiple databases. This load is already minimized by CPISync for two synchronizing databases. Nevertheless, when harmonizing multiple databases, keeping the one-to-one relation introduce a large overhead, since synchronization will follow a mesh network topology. This overhead is reduced with our technique, which works as follows. First, one of the databases engaged in the synchronization process is selected as a master, say node 0 (whose set is S 0 ), to coordinate the overall reconciliation activity. The other nodes will be slaves. Secondly, the master will ask each slave to transmit the differences with its respective data by broadcasting its evaluation points to the other nodes, which is the fastest method according to Section 3. At this point, the master has a complete knowledge of what data every other database has and what it needs for a complete system synchronization. The master has now built the set ρ that is the complete database and he knows what every node is missing, i.e. he knows that node i is missing the set of records ϕ i . The master builds the set of the records that are missed by at least one node, this set can be indicated as Ψ = ρ\ ∩ N −1 i=1 S i . Let ∆ = |Ψ | be the number of records in this set. Finally, the master node linearly combines the packets required in the set Ψ using the RLNC technique and broadcast these coded packets to the slaves. In this way the number of packets that the master needs to send to update all slaves is drastically reduced; this will be shown in the next section.
Performance Evaluation
The performance of the proposed technique is analyzed in this section in terms of the average number of exchanged packets.
Average Number of Packets Exchange
In this section, the expected number of retransmissions (E [P]) will be evaluated according to two simulation schemes. In the first scheme (scheme A), the databases to be synchronized have the same size (K) with a uniformly distributed set of differences. Scheme B, on the other hand, features the possibility that the synchronizing databases are of different sizes also having uniformly distributed differences. In the latter scheme, the different sizes will simulate the nodes being idle for some time.
In the two above mentioned schemes, the performance metric measure will be the expected number of packets exchange (i.e. the packets that have been interchanged during the synchronization process) in order to achieve a complete system harmonization. The simulations consider three techniques for synchronizing N datasets. The first one uses pure CPISync in a mesh network, where every node checks with all its peers about new information until all the nodes have the full set of packets (ρ). The average number of packets exchange grows with the square of the number of nodes (as previously explained):
where d is the average number of differences between any two synchronizing databases and ϵ is the PER.
The second method uses a star network, but without network coding, see 3.1. Instead, after the master pulls the differences from the other nodes, it broadcasts all the data packets (ρ) and each user will take or drop packets according to its need. The average number of packets exchange in this case is:
Finally, applying network coding techniques in a star network only on packets that have not been correctly received by all slaves. The expected number of packets exchange can be evaluated using:
where ∆ is the number of linear combinations with elements from a Galois field of GF (2 q ) and δ is chosen as an optimal value of δ = 1 1−ϵ to overcome the link erasures. Additionally, a large GF (2 q ) (with q = 8, i.e. a symbol = 8 bits) is chosen in order to reduce the probability of having linearly dependent equations and hence not ask for retransmissions, as proposed by [9] . Although it is very low, but there still exists a decoding failure probability (due to the linear dependency among the linear equations of the system), which is represented by ε.
Let us consider thatε is an upper-bound on ε, i.e.,ε > ε. This leads to identify an upper-bound on the average number of packets exchange for the network coding case of synchronizing N databases: 
Results
The following results represent the average number of packets exchange for synchronizing multiple databases after 100 runs. Figure 3 (a) plots the simulation results of (9), (10) and (11) as a function of N using scheme A. The graph shows that for small values of N , the performance of network coding is slightly better than the broadcasting scenario. However, using a mesh network the expected number of packets exchange grows logarithmic with the number of users. The simulation used a database size K = 500 records with 100 uniformly distributed differences and PER ϵ = 0.
The chart in Figure 3 (b) also simulates scheme A. But here, the results are shown as a function of the number of differences. The number of users N is set to 100, the database size K = 500 and PER ϵ = 0. As it can be realized, linearly combining packets in a star network forms a lower bound for all other techniques. Further, as the number of differences gets really low or very high, the number of packets exchange is the same for a mesh or broadcast scenarios, respectively.
The plots in Figure 4 (a) represent the case when some (say 30 %) of the total N = 100 databases were off-line for a period of time. Therefore, they are missing relatively large amount of data in addition to the existence of few differences of the information they acquire with the other databases. It is clear the inefficiency of the point-to-point synchronization in terms of bandwidth utilization. Also, with the network coding approach, the packets exchange is very low for low-to-moderate differences values. However, as the latter value increases, the number of transmitted packets in a network coding scheme is similar to the simple broadcasting scenario. Nevertheless, this behavior is due to the fact that no packet erasures on the channel were considered.
In the last simulation, shown in Figure 4 (b), a realistic scenario is implemented using scheme A, where packet erasures with probability ϵ occur on the downlink from the master node. For N = 100, K = 500 and number of differ- ences of 150 with low-to-moderate PERs, both techniques (i.e. broadcasting and network coding) are comparable. However, for large values of ϵ, network coding is more appropriate and efficient because a single linear combination can reveal information about several missing native packets that have to be all retransmitted in case of simply broadcasting the information.
One last thing, by applying network coding, a coding delay (D = D e + D d ) is added to the synchronization process. On the master side, the packets have to be encoded with delay denoted by D e . Additionally, on the slave's side, a decoding delay D d is realized due to the idle time the node has to wait to receive the coded block and to decode using Gaussian elimination techniques. However, compared to the RTT for requesting lost packets, the coding delay D is negligible. This is especially true for satellite networks with a high RTT. Further, it is shown in literature that the decoding complexity of RLNC is O ( ∆ 3   ) , which is applicable with nowadays technology.
Conclusions
In this work, a new approach to synchronize multiple databases was proposed based on network coding and an already state-of-the-art database synchronization mechanism, namely, CPISync. The newly recommended algorithm assumes that the master node, to coordinate the process of synchronizing all the databases involved, pulls from every slave node at a time its respective differences by using CPISync in a broadcast manner. Finally, when the big picture is clear, the master combines the packets that haven't been correctly received by all the users. As it has been clearly seen, using this approach, due to network coding lower capacity utilization was achieved. Further, because of the master-slave organization lesser CPISync processes were initiated, which could be accelerated by our broadcast method.
