A family of permutations F ⊂ Sn is said to be t-intersecting if any two permutations in F agree on at least t points. It is said to be (t − 1)-intersection-free if no two permutations in F agree on exactly t − 1 points. If S, T ⊂ {1, 2, . . . , n} with |S| = |T |, and π : S → T is a bijection, the π-star in Sn is the family of all permutations in Sn that agree with π on all of S. An s-star is a π-star such that π is a bijection between sets of size s.
Introduction
Erdős-Ko-Rado type problems are an important class of problems within Extremal Combinatorics. In general, an Erdős-Ko-Rado type problem asks for the maximum possible size of a family of objects, subject to some intersection condition on pairs of objects in the family. For example, we say a family of sets is intersecting if any two sets in the family have nonempty intersection. The classical Erdős-Ko-Rado theorem [15] states that if k < n/2, an intersecting family of k-element subsets of {1, 2, . . . , n} has size at most n−1 k−1 , and that if equality holds, then the family must consist of all k-element subsets containing some fixed element. Over the last sixty years, many other Erdős-Ko-Rado type results have been obtained, for different mathematical structures (e.g. for families of graphs [3, 12] , and families of partitions [23] ) and under different intersection conditions on the sets in the family. We mention in particular the seminal theorem of Ahlswede and Khachatrian [1] which specifies, for each (n, k, t) ∈ N 3 , the largest possible size of a t-intersecting family of k-element subsets of {1, 2, . . . , n}. (We say a family of sets is t-intersecting if any two sets in the family have intersection of size at least t.) As well as being natural in their own right, Erdős-Ko-Rado type questions have found applications in Computer Science and Coding Theory, and the techniques developed in solving them have found wide applicability in many other areas of Mathematics. The reader is referred to [4, 24] for surveys of this area of research and its applications; in fact, the latter deals with the broader subject of Turán-type problems, which ask for the maximum possible size of some structure, subject to a certain substructure being forbidden.
Our main tool for proving Theorem 1.1 is the following 'junta approximation' result. To state it, we need some more notation and terminology. If S, T ⊂ {1, 2, . . . , n} with |S| = |T |, and π : S → T is a bijection, the π-star in S n is the family of all permutations in S n that agree with π pointwise on all of S. An s-star is a π-star such that π is a bijection between sets of size s. (Note that an s-star is precisely a coset of the pointwise-stabilizer of an s-element set; in this paper, we henceforth use the 'star' terminology, as it is more concise.) If n is understood, and for each i ∈ [l], S i , T i ⊂ [n] and π i : S i → T i is a bijection, we define π 1 , . . . , π l := {σ ∈ S n : (∃i ∈ [l])(∀j ∈ S i )(σ(j) = π(j))}, i.e., π 1 , . . . , π l is the set of all permutations in S n that agree everywhere with at least one of the bijections π i . We say that J ⊂ S n is a C-junta if J = π 1 , . . . , π l for some bijections π i : S i → T i , where l ≤ C and |S i | ≤ C for all i ∈ [l] . We remark that, if J ∈ S n is a C-junta, then there exists a set J ⊂ [n] with |J| ≤ C 2 such that for any σ ∈ S n , the question of whether or not σ ∈ J depends only upon the ordered set (σ(j) : j ∈ J); this may justify the use of the term 'junta'. We think of C as (an upper bound on) the 'complexity' of the junta J .
We can now state our 'junta approximation' result.
Theorem 1.2. For any r, t ∈ N, there exists C = C(r, t) ∈ N such that if F ⊂ S n is (t − 1)-intersection-free, there exists a t-intersecting C-junta J ⊂ S n such that |F \ J | ≤ Cn!/n r .
Informally, this theorem says that any (t − 1)-intersection-free family is 'almost' contained within a tintersecting junta of bounded complexity.
We remark that the above definition of a 'junta' in S n is a natural analogue of a monotone increasing junta in P([n]). Some more terminology: for a set X, we write P(X) for the power-set of X, and for j ∈ N, we say a family of subsets F ⊂ P([n]) is a j-junta if there exists a set J ⊂ [n] with |J| ≤ j, and a family G ⊂ P(J), such that for any S ⊂ [n], we have S ∈ F if and only if S ∩ J ∈ G (in other words, the membership in F of a set S is determined purely by S ∩ J). Thus, informally speaking, we may refer to F as a 'junta' if it depends only upon a bounded number of coordinates. We say a family F ⊂ P([n]) is monotone increasing if whenever S ∈ F and T ⊃ S, we have T ∈ F . Juntas in P([n]) have been widely used in Extremal Combinatorics and Theoretical Computer Science over the last twenty years; in particular, many theorems in Extremal Combinatorics have been proved by first approximating families with a given property by juntas, and then using a 'perturbation' (or 'stability') argument to show that the largest families with the given property are juntas. (This is known as the 'junta method'.) One of the first uses of the junta method in Extremal Combinatorics was in the work of Dinur and Friedgut [7] on the approximation of intersecting families by 'dictatorships', and other juntas. Recently, Keller and the second author [22] substantially generalised the junta method to deal with a large class of Turán-type problems for hypergraphs (known as Turán problems for expansions), and indeed, part of our strategy in this paper is to generalize some of the arguments in [22] to the symmetric group setting, demonstrating the flexibility of the aforesaid arguments. Theorem 1.1 follows from Theorem 1.2 via a short and purely combinatorial argument. The main work of this paper is therefore in proving Theorem 1.2.
Our proof of Theorem 1.2 employs a mixture of combinatorial, probabilistic and algebraic techniques. The first step is to prove a weak regularity lemma for families of permutations (Proposition 3.2). This states that for any family of permutations F ⊂ S n and any r, s ∈ N, there exists an O r,s (1)-junta J = π 1 , . . . , π l such that for each i ∈ [l], the 'slice' F (π i ) := {σ ∈ F : σ(j) = π i (j) ∀j ∈ Domain(π i )} consisting of all the permutations in F agreeing pointwise with π i , satisfies a weak pseudorandomness condition, which we term (s, n −r )-uncaptureability. (We say that F (π i ) is (s, n −r )-uncaptureable if for any bijection π with domain disjoint from that of π i , at least an (n −r )-fraction of F (π i ) consists of permutations disagreeing everywhere with π.) To prove Theorem 1.2, it then suffices to show that, provided n is sufficiently large depending on r and t, if F ⊂ S n is (t − 1)-intersection free, the junta J supplied by our weak regularity lemma (applied to F with s = 2r − 1) is t-intersecting. This is equivalent (for n large enough) to the statement that for any i, j ∈ [l], the bijections π i and π j have domains of size at least t and agree with one another on at least t points.
We then assume, for the sake of a contradiction, that π 1 and π 2 agree with one another on less than t points. The first step is a 'bootstrapping' step: given our (s, n −r )-uncaptureable families F (π 1 ) and F (π 2 ), we find large subfamilies F ′ i ⊂ F (π i ) (for each i ∈ {1, 2}) that satisfy a stronger (but still combinatorial) notion of psuedorandomness, which we term (r, ǫ)-quasirandomness: this says, roughly, that restricting the family only to those permutations agreeing with a uniform random bijection with domain of size r, cannot change the measure of the family by very much, on average. The bootstrapping step is achieved via combinatorial techniques, similar to those used in [22] in the setting of uniform hypergraphs. To simplify the later (algebraic) part of the proof, at this point we make two reductions. Firstly, we use a probabilistic argument to reduce to the case where t = 1: specifically, we use a random sampling method to show that, at the cost of passing to very slightly smaller subfamilies satisfying a very slightly weaker quasirandomness constraint, we can replace π 1 and π 2 by two bijections with any specified (but bounded) number of extra agreements between them. Secondly, we use a combinatorial argument to reduce to the case where π 1 and π 2 have the same domain and the same range.
The next step is to show that our notion of combinatorial quasirandomness implies an algebraic notion of quasirandomness. This step involves some classical results from the representation theory of the symmetric group, combined with a Cauchy-Schwarz argument. (We believe that this step may find independent applications.)
The final step is to use our algebraic quasirandomness property, combined with a spectral argument, to complete the proof that J is t-intersecting. Specifically, this step involves showing that if f, g : S n → [0, 1] are sufficiently (algebraically) quasirandom and have sufficiently large expectations, then there must exist two permutations σ 1 , σ 2 ∈ S n such that σ 1 and σ 2 disagree everywhere, and f (σ 1 )g(σ 2 ) > 0. (Because of our combinatorial reductions in previous steps, we have to work with [0, 1]-valued functions on S n , i.e. 'fractional subfamiles' of S n , in this step, rather than with straighforward subfamilies of S n .) The representationtheoretic bounds needed in this step are much simpler than those employed in [13] , largely because of the extra quasirandomness condition we can use.
We also use our junta approximation theorem to obtain a new and rather strong '1% stability' result for families of permutations with a forbidden intersection. Stability results in Extremal Combinatorics describe the structure of 'large' families of objects with a given mathematical property. Suppose we are studying a set of mathematical objects U , in which each object has an 'order' in N (with U n denoting the set of objects in U of order n), and we have an extremal theorem specifying, for each n ∈ N, the maximum possible size M (n) of a subfamily F of U n such that F has the mathematical property P . A '99% stability result', in this context, describes the structure of subfamilies of U n with property P that have size at least (1 − ǫ)M (n), for ǫ sufficiently small (usually, giving non-trivial information whenever ǫ at most some small, positive absolute constant). A '1% stability result', on the other hand, describes the structure of subfamilies of U n with property P that have size at least ǫM (n), giving non-trivial structural information even when ǫ tends to zero with n (provided ǫ tends to zero sufficiently slowly with n). In our case, U n = S n for each n ∈ N, the property P in question is that of being (t − 1)-intersection-free, and M (n) = (n − t)! for all n sufficiently large depending on t. In [10] , the first author obtained a 99% stability result for t-intersecting families of permutations. We obtain the following 1% stability result for (t − 1)-intersection-free families of permutations. Theorem 1.3. For any r, t ∈ N such that r > t, there exists K = K(r, t) > 0 such that the following holds. If F ⊂ S n is (t − 1)-intersection free with |F | ≥ K(n − t − 1)!, then there exists a t-star G ⊂ S n such that |F \ G| ≤ K(n − r)!.
Even the weaker version of Theorem 1.3, where (t − 1)-intersection-free is replaced by t-intersecting, was out of the reach of previous methods.
Given that our techniques in this paper are more robust than those in [13] , it is natural to ask whether they generalise to other infinite families of finite groups. This seems to be the case, and in a forthcoming paper with Guy Kindler, the authors prove analogues of Theorem 1.1 for GL(n, F q ) and SL(n, F q ), for n sufficiently large depending upon q and t, using somewhat similar techniques to those in this paper, combined with a new hypercontractivity argument which may be of interest in its own right. The analogous problems for the orthogonal and symplectic groups over finite fields, on the other hand, currently seem out of reach.
The remainder of this paper is structured as follows. In Section 2, we outline the background and tools we need from the representation theory of the symmetric group. In Section 3, we state and prove our weak regularity lemma for families of permutations. In Section 4, we develop the combinatorial and probabilistic tools we will need for the bootstrapping step described above. In Section 5, we prove that combinatorial quasirandomness implies algebraic quasirandomness. In Section 6, we pull these ingredients together to prove Theorem 1.2. In Section 7, we give the (fairly short) deduction of Theorem 1.1 from Theorem 1.2, and we also deduce a new stability result from Theorem 1.2. Finally, in Section 8, we conclude with some open problems.
Background and tools from the representation theory of the symmetric group
Our treatment of the representation theory of S n follows James and Kerber [19] ; the reader is referred to this book for more background.
We equip R[S n ] with the inner product , induced by the uniform measure on S n : for f, g : S n → R,
We let · 2 denote the corresponding Euclidean norm. If n ∈ N, an (integer) partition α of n is a non-increasing sequence of positive integers with sum n, i.e. α = (α 1 , . . . , α l ) for some l ∈ N, with α i ∈ N for all i ∈ [l], α 1 ≥ . . . ≥ α l , and l i=1 α i = n. If α is a partition of n, we write α ⊢ n. We write > for the lexicographic ordering on partitions, i.e. α > β if α j > β j where j = min{i :
Recall that the equivalence classes of irreducible complex representations of S n are in a natural one-to-one correspondence with the partitions of n, with each partition α ⊢ n corresponding to the (irreducible) Specht module S α . For each α ⊢ n, let χ α denote the character of S α ; since S α is also a real representation, χ α is real-valued. Let f α := χ α (Id) denote the dimension of S α , and let W α denote the sum of all copies of S α in R Sn ; then dim[W α ] = (f α ) 2 . We have the orthogonal decomposition
and the orthogonal projection P α (f ) of a function f : S n → R onto W α is given by the formula
Hence, for any α ⊢ n and any f : S n → R, we have
is a partition of n, the Young diagram of shape λ is the array of n left-justified cells with λ i cells in row i, for each i ∈ [l].
For example, the Young diagram of the partition (3, 2 2 ) is:
If λ is a partition of n, its transpose λ ′ is the partition of n whose Young diagram is the transpose of the Young diagram of λ, i.e. its Young diagram is obtained by interchanging the rows and columns of the Young diagram of λ. Definition 2.3. A λ-tableau is a Young diagram of shape λ, each of whose cells contains a number between 1 and n. If µ = (µ 1 , . . . , µ l ) is a partition of n, a Young tableau is said to have content µ if it contains µ i i's for each i ∈ [l]. Definition 2.4. A Young tableau is said to be standard if it has content (1, 1, . . . , 1) and the numbers are strictly increasing down each row and along each column. Definition 2.5. A Young tableau is said to be semistandard if the numbers are non-decreasing along each row and strictly increasing down each column.
The relevance of standard Young tableaux stems from the following. Theorem 2.6. If λ is a partition of n, then f λ is the number of standard λ-tableaux.
It follows from Theorem 2.6 that f λ ′ = f λ for all λ ⊢ n. 
We say that two λ-tableaux of content (1, 1, . . . , 1) are row-equivalent if they contain the same set of numbers in each row. A row-equivalence-class of λ-tableaux with content (1, 1, . . . , 1) is called a λ-tabloid. If λ = (λ 1 , . . . , λ l ), then a λ-tabloid is simply an ordered l-tuple (S 1 , . . . , S l ) of sets where S i ∈ [n] (λi) for all i ∈ [l] and the sets S 1 , . . . , S l partition [n]. Let us write s(λ) for the number of permutations in S n that stabilize a fixed λ-tabloid; then
Write T λ for the set of all λ-tabloids. Consider the natural left action of S n on the set T λ of all λ-tabloids, i.e. if a λ-tabloid T has ith row R i ∈ [n] (λi) for each i, then σ(T ) has ith row σ(R i ) for each i. Let M λ denote the induced permutation representation. We write ξ λ for the character of M λ ; the ξ λ are called the permutation characters of S n . Note that if σ ∈ S n , then ξ λ (σ) is simply the number of λ-tabloids fixed by σ.
Young's theorem gives the decomposition of each permutation representation into irreducible representations of S n , in terms of the Kostka numbers. Definition 2.9. Let λ and µ be partitions of n. The Kostka number K λ,µ is the number of semistandard λ-tableaux of content µ. Theorem 2.10 (Young's theorem). If µ is a partition of n, then
It follows that for each partition µ of n, we have
On the other hand, we can express the irreducible characters in terms of the permutation characters using the determinantal formula: for any partition α of n,
Here, if α = (α 1 , α 2 , . . . , α l ), α − id + π is defined to be the sequence (α 1 − 1 + π(1), α 2 − 2 + π(2), . . . , α n − n + π(n)),
where α i := 0 for all i > l. If this sequence has all its entries non-negative, we let α − id + π be the partition of n obtained by reordering its entries into non-increasing order and deleting the zero entries, and we define ξ α−id+π = ξ α−id+π . If the sequence has a negative entry, we define ξ α−id+π = 0. Note that if ξ β appears on the right-hand side of (2.3), then β ≥ α, so the determinantal formula expresses χ α in terms of {ξ β : β ≥ α}.
Observe that if α 1 ≥ n−r, then ξ α−id+π = 0 only if π fixes [n]\[r +1] pointwise, so the sum on the right-hand side of (2.3) has at most (r + 1)! non-zero terms. If G = (V, E) is a finite graph, its adjacency matrix is the 0-1 matrix with rows and columns indexed by V , and with (u, v)-entry equal to 1 if and only if uv ∈ E(G), for each u, v ∈ V (G). If G is a d-regular graph, its normalized adjacency matrix is the matrix obtained by dividing each entry of the adjacency matrix by d, so that all row and column sums are equal to 1.
If Γ is a finite group, and S ⊂ Γ with S −1 = S and Id / ∈ S, we write Cay(Γ, S) for the (right) Cayley graph of Γ with respect to S, which is defined to be the graph with vertex-set Γ and edge-set {{g, gs} : g ∈ Γ, s ∈ S}. If S is invariant under conjugation by elements of Γ, then we say that Cay(Γ, S) is a normal Cayley graph.
The following observation is well-known, going back essentially to Frobenius and Schur (see for example [6] ). Lemma 2.11. Let Γ be a finite group, and let S ⊂ Γ be conjugation-invariant with S −1 = S and Id / ∈ S. Let R be a complete set of inequivalent complex irreducible representations of Γ. Then the eigenvalues of the adjacency matrix of the normal Cayley graph Cay(Γ, S) are given by
where χ ρ is the character of the representation ρ.
For n ∈ N, let D n denote the set of derangements of [n] (the permutations in S n without fixed points), and let d n = |D n |. It is a well-known and elementary consequence of the inclusion-exclusion formula that
The Cayley graph Cay(S n , D n ) is called the derangement graph on S n ; it is a normal Cayley graph, so (2.4) applies, and therefore the eigenvalues of its adjacency matrix are given by
We will use this fact in the next two lemmas.
Lemma 2.12. Let A denote the normalized adjacency matrix of Cay(S n , D n ) (normalized so that all row and column sums are equal to 1). For each α ⊢ n, let λ α denote the corresponding eigenvalue of A. Let f α = dim(S α ) for each α ⊢ n. Then
Proof. The normalized version of (2.5) is
Applying the Cauchy-Schwarz inequality, and using the orthonormality of irreducible characters, we have
Since d n = (1/e + o(1))n!, the lemma follows.
Remark 2.13. One can also prove Lemma 2.12 by using the fact that the sum of the squares of the eigenvalues of A (repeated with their geometric multiplicities) is equal to the sum of the squares of the entries of A, which in turn is equal to n!/d n .
For s, n ∈ N, let L n (s) denote the set of all partitions of n with largest part of size s. (When n is understood, we will sometimes omit it, writing L n (s) = L(s). Similarly, let L n (≥s) denote the set of partitions of n with largest part of size at least s, and let L n (<s) denote the set of all partitions of n with largest part of size less than s. Finally, let L * n (≥s) denote the set of all partitions of n with largest part of size between s and n − 1, i.e. the set of all non-trivial partitions of n with largest part of size at least s. Lemma 2.14. Let A denote the normalized adjacency matrix of Cay(S n , D n ), and for each α ⊢ n, let λ α denote the corresponding eigenvalue of A. Let r ∈ N. For each α ⊢ n such that α ′ ∈ L(≥n − r), we have
Proof. Let α ⊢ n such that α ′ ∈ L(≥n − r). Recall that
where sgn denotes the sign representation. Hence,
Recalling that f α ′ = f α , we have
By reducing r if necessary, we may assume that α ′ ∈ L(n − r), i.e. that (α ′ ) 1 = n − r, so that f α ′ = Θ r (n r ), by the Hook Formula (2.2). Let
be the expression of χ α ′ as a linear combination of the permutation characters, as guaranteed by the determintantal formula (2.3). As remarked above, in this case, the sum in the determinantal formula has at most (r + 1)! non-zero summands, and therefore
It therefore suffices to show that for each β ∈ L(≥n − r), we have
using the well-known fact that σ∈Dm sgn(σ) = (−1) m−1 (m − 1) for all m ∈ N. Hence,
as required, using the facts that
Corollary 2.15. Let A denote the normalized adjacency matrix of Cay(S n , D n ), and for each α ⊢ n, let λ α denote the corresponding eigenvalue of A. For each r ∈ N, we have max α∈L(<n−r)
Proof. It is well-known, and straightforward to prove (using the Hook Formula and induction, see e.g. Lemma 20 in [11] ) that min{f α : α ⊢ n, α, α ′ ∈ L(<n − r)} = Ω r (n r+1 ). Hence, using Lemma 2.12, we have
On the other hand, Lemma 2.14 implies that
Combining these two maxima yields the corollary.
A weak regularity lemma for families of permutations
In this section, we state and prove our weak regularity lemma for families of permutations. We first define the (very weak) notion of psuedorandomness that appears in this regularity lemma, viz, (s, ǫ)uncaptureability, as discussed in the Introduction. First for some new notation. If S 1 , S 2 , T 1 , T 2 ⊂ [n], and π 1 : S 1 → T 1 , π 2 : S 2 → T 2 are bijections, we write S n (π 1 , π 2 ) for the set of all permutations in S n that agree with π 1 on every point of S 1 and disagree with π 2 on every point of
, we write S n (π 1 , . . . , π l , σ 1 , . . . , σ m ) for the set of all permutations in S n that agree with π i on every point of S i for each i ∈ [l], and disagree with σ i on every point of
for the set of all permutations in F that agree with π 1 on every point of S 1 and disagree with π 2 on every point of S 2 . (We define F (π 1 , . . . , π l , σ 1 , . . . , σ m ) similarly.) We regard the family F (π 1 , π 2 ) as a subset of S n (π 1 , π 2 ) and we equip the latter with the uniform measure, so that
Similarly, µ(F (π 1 , . . . , π l , σ 1 , . . . , σ m )) := |F (π 1 , . . . , π l , σ 1 , . . . , σ m )| |S n (π 1 , . . . , π l , σ 1 , . . . , σ m )| .
If f : S n → R, S, T ⊂ [n] and π : S → T is a bijection, we write f (π) for the restriction of f to S n (π), and we equip the latter with the uniform measure, so that
with |S| = |T | ≤ s, and a bijection π : S → T , such that µ (F (π)) ≤ ǫ. Similarly, if π 1 : S 1 → T 1 , π 2 : S 2 → T 2 are bijections with S 1 , S 2 , T 1 , T 2 ⊂ [n], we say that a family F (π 1 , π 2 ) ⊂ S n (π 1 , π 2 ) is (s, ǫ)-captureable if there exist sets S ⊂ [n] \ Domain(π 1 ) and T ⊂ [n] \ Range(π 1 ), with |S| = |T | ≤ s, and a bijection π : S → T , such that µ (F (π 1 , π 2 , π)) ≤ ǫ. If a family is not (s, ǫ)-captureable, then we say it is (s, ǫ)-uncaptureable.
It is easy to check, using a Chernoff bound, that a p(n)-random subfamily of S n (in which every permutation in S n is included independently, with probability p(n)) is (n, 1/3)-uncaptureable with high probability, provided p(n)(n − 1)!/ log n → ∞ as n → ∞. In a sense, therefore, we are justified in viewing uncaptureability as a notion of pseudorandomness. However, it is a very weak notion of pseudorandomness (and indeed, we will need to 'bootstrap' it to a much stronger notion): the 2-junta {σ ∈ S n : σ(1) ∈ {1, 2}} is (n/2, 1/5)-uncaptureable if n is sufficiently large, for example, despite being very far from random-like. (The family {σ ∈ S n : σ has at least one fixed point in [s]}, on the other hand, is (s, 0)-captureable.)
Here, then, is our weak regularity lemma.
Proposition 3.2 (A weak regularity lemma for sets of permutations)
. For each r, s ∈ N ∪ {0}, there exists C = C(r, s) ∈ N such that for any family F ⊂ S n , there exists a C-junta J = π 1 , . . . , π l ⊂ S n such that
Proof. We construct a set J of bijections such that the statement of the lemma holds with J = J . We construct J iteratively, along with a labelled, rooted tree T. Start with J = ∅, and with T consisting of a single node (the root), labelled v ∅ . If F itself is (s, n −r )-uncaptureable, then stop, declare v ∅ to be a good leaf, and take J = S n . Otherwise, F is (s, n −r )-captureable, so there exist sets S, T ∈ [n] ≤s and a bijection π : S → T such that µ (F (π)) ≤ n −r . For each i ∈ S, add a new node to T which is a child of v ∅ , labelled v σi , where σ i is the bijection from {i} to {π(i)} mapping i to π(i).
Now at any stage, if T has at least one leaf that has not yet been declared good or bad, choose one such. Suppose it is labelled v σ for some bijection σ : U → W . If |U | = r, then declare v σ to be a bad leaf of T. If |U | < r and F (σ) is (s, n −r )-uncapturable, then add σ to J and declare v σ to be a good leaf of T. If |U | < r and F (σ) is (s, n −r )-capturable, then there exist sets S ∈ [n]\Domain(σ) ≤s and T ∈ [n]\Range(σ) ≤s , and a bijection π = π σ : S → T such that µ (F (σ, π)) ≤ n −r . For each i ∈ S, add a new node to T which is a child of v σ , labelled v σi , where σ i is the bijection from U ∪ {i} to W ∪ {π(i)} which agrees with σ on U and maps i to π(i).
This process terminates when all leaves of T have been declared good or bad. At this stage, let J = J . (Note that J consists of all the bijections labelling good leaves.) By the definition of 'good', F (π) is (s, n −r )uncaptureable for every π ∈ J. Note that every leaf of T has depth at most r (relative to the root), since the depth of a leaf v σ is simply the cardinality of the domain of the corresponding bijection σ. Note also that every node has at most s children. Hence, the tree T has at most s r leaves, so it has at most s r good leaves, and therefore |J| ≤ s r . Observe that for any permutation τ ∈ F \ J , either τ agrees with σ for some bad leaf v σ , or else τ disagrees (in at least one place) with every bijection labelling a leaf. In the former case, τ ∈ σ , and µ( σ ) = (n − r)!/n! = O r (n −r ). In the latter case, let v σ ′ be an internal node of minimal depth such that σ ′ agrees everywhere with τ . Then τ ∈ F (σ ′ , π), where π = π σ ′ is chosen as above, so that µ(F (σ ′ , π)) ≤ n −r . Since there are at most s r possibilities for bad leaves v σ and at most (s r − 1)/(s − 1) ≤ s r possibilities for internal nodes v σ ′ , the union bound implies that µ(F \ J ) = O r,s (n −r ), as required.
Combinatorial and probabilistic tools for finding 'highly regular' subfamilies of uncaptureable families
In this section, we describe the combinatorial and probabilistic tools we will need to 'bootstrap' our weak notion of psuedorandomness (uncaptureability) into a stronger notion of pseudrandomness.
First, we need some more notation. If π 1 :
, we write π 1 ∩ π 2 for the restriction of π 1 (or equivalently, of π 2 ) to the set of elements of S 1 ∩ S 2 at which π 1 and π 2 agree. Note that, if one uses the formal definition of a function as a set of ordered pairs, π 1 ∩ π 2 is simply the set-theoretic intersection of the sets π 1 and π 2 of ordered pairs. Hence, it is no abuse of notation to write |π 1 ∩ π 2 | for the size of the domain of π 1 ∩ π 2 , i.e. the number of elements of S 1 ∩ S 2 at which π 1 and π 2 agree, and we use this useful convention in the sequel. If π 1 and π 2 do not conflict anywhere, i.e. there exists no x ∈ S 1 ∩ S 2 such that π 1 (x) = π 2 (x) and no y ∈ T 1 ∩ T 2 such that π −1 1 (y) = π −1 2 (y), then we write π 1 ∪ π 2 for the bijection from S 1 ∪ S 2 to T 1 ∪ T 2 that agrees with π 1 on S 1 and with π 2 on S 2 . (Note, again, that if one uses the formal definition of a function as a set of ordered pairs, π 1 ∪ π 2 is simply the set-theoretic union of the sets π 1 and π 2 , under the no-conflict hypothesis.)
We are now ready to define a combinatorial notion of pseudorandomness (which we term 'quasiregularity') that is significantly stronger than uncaptureability.
Informally, a family of permutations in S n (or a function on S n ) is highly quasiregular if, by restricting the family (or, respectively, the function) to the set of all permutations that agree with a bijection with domain and range of bounded size, one cannot increase the measure of the family (or, respectively, the expectation of the function) by too much. It is easy to check, using a Chernoff bound, that a p(n)-random subfamily of S n is (n − k(n), 1 + ǫ(n))-quasiregular with high probability, provided p(n)ǫ(n) 2 k(n)!/(n log n) → ∞ as n → ∞.
On the other hand, any non-trivial C-junta in S n is (1, n/C)-quasiregular. The notion of quasiregularity therefore captures much more of what we mean by a 'random' family, than uncaptureability does! We will need the following two straightforward claims about quasiregular families. These say that if one restricts a quasiregular family to the set of permutations disagreeing everywhere with a bijection with small domain, the quasiregularity and measure of the family is not much affected.
and let π be a bijection between subsets of [n], with domain of size r, such that π does not conflict with σ. Then H(σ, ρ, π) is (1, 2α)-quasiregular, and µ(H(σ, ρ, π)) ≥ 1 2 µ(H(σ, ρ)). Proof. For brevity, let us write
Rearranging, we have
, proving the second statement of the claim. Now suppose for a contradiction that there exist
, and π is a bijection such that π does not conflict with σ and has | Domain(π)| = r, where
Proof. As above, let us write H ′ := H(σ, ρ). As above, we have
, proving the second statement of the claim. Now suppose for a contradiction that there exists a bijection τ between sets of size s, such that µ(H ′ (π, τ )) > (1 + δ)αµ(H ′ (π)), where δ :
The following lemma will enable us, when starting from a pair of polynomially dense, (s, n −r )-uncaptureable families, to 'bootstrap' this weak notion of pseduorandomness ((s, n −r )-uncaptureability) into the stronger notion of pseudorandomness, viz., (1, Θ( √ n))-quasiregularity, at the cost of passing to a pair of (reasonably large) subfamilies. The proof is combinatorial, using a density increment argument.
Suppose that for all x, y ∈ [n], whenever π 1 (x) = y with x / ∈ Domain(π 2 ) and y / ∈ Range(π 2 ), we have σ 2 (x) = y, and whenever π 2 (x) = y with x / ∈ Domain(π 1 ) and y / ∈ Range(π 1 ), we have σ 1 (x) = y. Then there exist bijections π 3 , π 4 bijecting between sets of size less than 2r, such that F 1 (π 1 , σ 1 , π 3 , π 4 ) , F 2 (π 2 , σ 2 , π 3 , π 4 ) are both (1, 2 √ n)-quasiregular, with measures greater than 1 2 n −r . Moreover, π 1 and π 3 have disjoint domains and disjoint ranges, π 2 and π 4 have disjoint domains and disjoint ranges, and if π 1 and π 2 agree in exactly u places, then the same is true of the bijections π 1 ∪ π 3 and π 2 ∪ π 4 .
Proof. Set α := √ n. Let F 1 (π 1 , σ 1 ) and F 2 (π 2 , σ 2 ) be (s, n −r )-uncaptureable. Then, in particular, we have min{µ(F 1 (π 1 , σ 1 )), µ(F 2 (π 2 , σ 2 ))} > n −r . Suppose that F 1 (π 1 , σ 1 ) and F 2 (π 2 , σ 2 ) are not both (1, α)quasiregular. We may assume that F 1 (π 1 , σ 1 ) is not (1, α)-quasiregular. Then there exist x ∈ [n]\Domain(π 1 ) and y ∈ [n] \ Range(π 1 ) such that µ(F 1 (π 1 , σ 1 , x → y)) ≥ αµ(F 1 (π 1 , σ 1 )) > αn −r . Note that π 2 does not map x to y. (Indeed, we have x / ∈ Domain(π 1 ) and y / ∈ Range(π 1 ), so if π 2 (x) = y, then by hypothesis we would have σ 1 (x) = y, a contradiction.) Repeat this process (first with the bijection π 1 ∪ (x → y) in place of π 1 , and so on) until we obtain a bijection π 3 such that F 1 (π 1 , σ 1 , π 3 ) is (1, α)-quasiregular (clearly, this happens after less than 2r steps, i.e. when the bijection π 3 has domain of cardinality less than 2r, since
Hence, there exists a bijection π 3 with domain of cardinality less than 2r, such that
) > n −r , and π 3 does not conflict anywhere with π 2 (i.e., if π 2 (z) = w then π 3 (z) = w). Provided s ≥ 2r − 1, since F 2 (π 2 , σ 2 ) is (s, n −r )-uncaptureable (and π 3 does not conflict with π 2 ), we have µ(F 2 (π 2 , σ 2 , π 3 )) > n −r . If F 2 (π 2 , σ 2 , π 3 ) is (1, α)-quasiregular, then we are done. If not, there exist x ∈ [n] \ Domain(π 2 ) and y ∈ [n] \ Range(π 2 ) such that µ(F 2 (π 2 , σ 2 , π 3 , x → y)) ≥ αµ(F 2 (π 2 , σ 2 , π 3 )) > αn −r . Note that π 1 does not map x to y, by the same argument as above. Repeat this process until we obtain a bijection π 4 such that F 2 (π 2 , σ 2 , π 3 , π 4 ) is (1, α)-quasiregular; by the same argument as above, we have | Domain(π 4 )| < 2r. Since F 1 (π 1 , σ 1 , π 3 ) is (1, α)-quasiregular (and π 4 does not conflict with π 1 ∪ π 3 ), Claim 4.2 implies that F 1 (π 1 , σ 1 , π 3 , π 4 ) is (1, 2α)-quasiregular, and that µ(F 1 (π 1 , σ 1 , π 3 , π 4 )) ≥ 1 2 µ(F 1 (π 1 , σ 1 , π 3 )) > 1 2 n −r . Since F 1 (π 1 , σ 1 , π 3 , π 4 ) = ∅, F 2 (π 2 , σ 2 , π 3 , π 4 ) = ∅, we must have π 3 ∩ π 2 = π 3 ∩ π 4 = π 4 ∩ π 1 = ∅, and therefore |(π 1 ∪ π 3 ) ∩ (π 2 ∪ π 4 )| = |π 1 ∩ π 2 |, as required. This completes the proof of the lemma.
Next, we observe that somewhat quasiregular famlies are highly uncaptureable.
Our second 'bootstrapping' lemma enables us to find a pair of dense, highly quasiregular families within a pair of dense, highly uncaptureable families. The proof is very similar to that of Lemma 4.4.
Lemma 4.6. Let c > 0, let b, n, N ∈ N, let 0 < ǫ < 1, let r, s ∈ N, and let F 1 (π 1 , σ 1 ) ⊂ S n (π 1 , σ 1 ),
Suppose that for all x, y ∈ [n], whenever π 1 (x) = y with x / ∈ Domain(π 2 ) and y / ∈ Range(π 2 ), we have σ 2 (x) = y, and whenever π 2 (x) = y with x / ∈ Domain(π 1 ) and y / ∈ Range(π 1 ), we have σ 1 (x) = y. Suppose further that N ≥ (r log n − log c)s/ log(
Then there exist bijections π 3 , π 4 bijecting between sets of size less than b ′ , such that
are both (s, 1 + 2ǫ)-quasiregular, with measures greater than 1 2 cn −r . Moreover, π 1 and π 3 have disjoint domains and disjoint ranges, π 2 and π 4 have disjoint domains and disjoint ranges, and if π 1 and π 2 agree in exactly u places, then the same is true of the bijections π 1 ∪ π 3 and π 2 ∪ π 4 .
Proof. Let F 1 (π 1 , σ 1 ) and F 2 (π 2 , σ 2 ) be (N, cn −r )-uncaptureable. Then, in particular, we have min{µ(F 1 (π 1 , σ 1 )), µ(F 2 (π 2 , σ 2 ))} > cn −r .
Suppose that F 1 (π 1 , σ 1 ) and F 2 (π 2 , σ 2 ) are not both (s, 1 + ǫ)-quasiregular. We may assume that F 1 (π 1 , σ 1 ) is not (s, 1 + ǫ)-quasiregular. Then there exist sets S ⊂ [n] \ Domain(π 1 ) and T ⊂ [n] \ Range(π 1 ) with |S| = |T | = s, and a bijection π : S → T , such that µ(F 1 (π 1 , σ 1 , π)) ≥ (1 + ǫ)µ(F 1 (π 1 , σ 1 )) > (1 + ǫ)cn −r . Note that π does not agree anywhere with π 2 . (Indeed, if π(x) = y, then x / ∈ Domain(π 1 ) and y / ∈ Range(π 1 ), so by hypothesis σ 2 (x) = y, and therefore we cannot have π 2 (x) = y.) Repeat this process (first with the bijection π 1 ∪ π in place of π 1 , and so on) until we obtain a bijection π 3 such that F 1 (π 1 , σ 1 , π 3 ) is (s, 1 + ǫ)quasiregular. This happens after less than
steps, i.e. when the domain of the bijection π 3 has cardinality less than M s =: b ′ , since after ⌈M ⌉ steps, we would obtain a bijection π ′ with
Hence, there exists a bijection π 3 with domain of cardinality less than M s, such that F 1 (π 1 , σ 1 , π 3 ) is (s, 1 + ǫ)-quasiregular, µ(F 1 (π 1 , σ 1 , π 3 )) > cn −r , and π 3 does not conflict with π 2 . Provided N ≥ b ′ , since F 2 (π 2 , σ 2 ) is (N, cn −r )-uncaptureable (and π 3 does not conflict with π 2 ), we have µ(F 2 (π 2 , σ 2 , π 3 )) > cn −r . If F 2 (π 2 , σ 2 , π 3 ) is (s, 1 + ǫ)-quasiregular, then we are done. If not, there exist sets S ⊂ [n] \ Domain(π 2 ) and T ⊂ [n] \ Range(π 2 ) with |S| = |T | = s, and a bijection π : S → T , such that µ(F 2 (π 2 , σ 2 , π 3 , π)) ≥ (1+ǫ)µ(F 2 (π 2 , σ 2 , π 3 )) > (1+ǫ)cn −r . Note that π does not agree anywhere with π 1 , by the same argument as above. Repeat this process until we obtain a bijection π 4 such that F 2 (π 2 , σ 2 , π 3 , π 4 ) is (s, 1+ǫ)-quasiregular; by the same argument as above, we have | Domain(π 4 )| < M s, where M is as above. Observe that
Since F 1 (π 1 , σ 1 , π 3 ) is (s, 1 + ǫ)-quasiregular (and π 4 does not conflict with π 1 ∪ π 3 ), Claim 4.3 implies that F 1 (π 1 , σ 1 , π 3 , π 4 ) is (s, 1 + 2ǫ)-quasiregular, and that
F 1 (π 1 , σ 1 , π 3 , π 4 ) = ∅, F 2 (π 2 , σ 2 , π 3 , π 4 ) = ∅, we must have π 3 ∩ π 2 = π 3 ∩ π 4 = π 4 ∩ π 1 = ∅, and therefore |(π 1 ∪ π 3 ) ∩ (π 2 ∪ π 4 )| = |π 1 ∩ π 2 |, as required. This completes the proof of the lemma.
Given a pair of dense, highly quasiregular families H 1 (σ 1 , ρ 1 ), H 2 (σ 2 , ρ 2 ), the following lemma will enable us to increase the number of agreements between σ 1 and σ 2 (up to t − 1), without seriously affecting the densities or the quasiregularity. (This, in turn, will enable us to reduce our task to finding, in a pair of dense, highly quasiregular families, a pair of permutations that disagree everywhere, hence reducing the algebraic part of the proof to the case where t = 1, making the calculations significantly cleaner.) The proof is probabilistic, via a random sampling argument. Proposition 4.7. Let t ≤ s, let 0 ≤ ǫ < 3 32 , suppose | Domain(σ i )|, | Domain(ρ i )| ≤ b for i = 1, 2, and suppose that H 1 (σ 1 , ρ 1 ) ⊂ S n (σ 1 , ρ 1 ) and H 2 (σ 2 , ρ 2 ) ⊂ S n (σ 2 , ρ 2 ) are (s, 1 + ǫ)-quasiregular. Provided ǫ ≥ c 0 bt/n for some absolute constant c 0 , there exists a bijection π between sets of size t, with domain disjoint from the domains of σ i and of ρ i and ranges disjoint from the ranges of σ i and of π i (for i = 1, 2), such that
Let V denote the set of all bijections π such that Domain(π) = S 0 and Range(π) ∈ [n] (t) . Let us say that a bijection in V is good if its range is disjoint from the ranges of σ i and of ρ i (for i = 1, 2); otherwise, let us say it is bad. Let U be the set of all good bijections in V. Observe that if i ∈ {1, 2}, and π is chosen according to the probability distribution D i defined by
then Pr π∼Di [π ∈ U] = 1 − O(bt/n), since for any j ∈ Range(ρ i ), we have Pr π∼Di [j ∈ Range(π)] = O(t/n). Moreover, conditional on the event {π ∈ U}, the conditional distribution of π ∼ D i is uniform on U (for i = 1, 2). We claim that Pr
for i = 1, 2 (where the probability Pr π∈U denotes the probability with respect to the uniform distribution on U). Indeed, suppose for a contradiction that
since Pr π∼D1 [π ∈ U] = 1 − O(bt/n), and conditional on the event {π ∈ U}, the conditional distribution of π ∼ D 1 is uniform on U. But by the quasiregularity hypothesis, for any π ∈ V we have (4.4) µ(H 1 (σ 1 , ρ 1 , π)) ≤ (1 + ǫ)µ(H 1 (σ 1 , ρ 1 )).
Combining (4.3) with (4.4) yields
provided ǫ ≥ c 0 bt/n for some absolute constant c 0 , a contradiction. It follows that
Hence, by the union bound, we have
14 Hence, there exists a bijection π such that the first two conditions of the Proposition hold. Fix such a bijection π. Suppose for a contradiction that H 1 (σ 1 , ρ 1 , π)) is not (s − t, 1 + 8ǫ)-quasiregular. Then there exists a bijection π ′ between sets of size s − t, such that µ(H 1 (σ 1 , ρ 1 , π, π ′ )) ≥ (1 + 8ǫ)µ(H 1 (σ 1 , ρ 1 , π))
contradicting the quasiregularity of H 1 (σ 1 , ρ 1 ) (by considering the bijection π ∪ π ′ ). Hence, H 1 (σ 1 , ρ 1 , π)) is (s − t, 1 + 8ǫ)-quasiregular. The same argument shows that H 2 (σ 2 , ρ 2 , π)) is (s − t, 1 + 8ǫ)-quasiregular, completing the proof.
Combinatorial and algebraic quasirandomness
We first define a new combinatorial notion of pseudorandomness, one which is closely related to quasiregularity, and which will be more closely related than quasiregularity to our algebraic notion of pseudorandomness.
where the expectation on the left is over a uniform random bijection π between r-element subsets of [n].
Note also that the left-hand side of (5.1) is precisely Var π (E[f (π)]). Informally speaking, a function is highly quasirandom if, on average, restricting the function to the set of all permutations agreeing with a uniform random bijection with domain of fixed size, does not change the expectation of the function very much.
We remark that if f : S n → R is (ǫ, r)-quasirandom, then it is (ǫ, s)-quasirandom for all s ≤ r, by the Cauchy-Schwarz inequality.
The following easy lemma says that highly quasiregular functions are also highly quasirandom. Proof. Suppose f : S n → R is (s, 1 + ǫ)-quasiregular. Then
and therefore Var π (E[f (π)]) ≤ (2ǫ + ǫ 2 )(E[f ]) 2 , as required.
We now introduce our algebraic notion of pseudorandomness. Definition 5.3. If r ∈ N and ǫ > 0, we say that f : S n → R is (r, ǫ)-algebraically quasirandom if for all α ⊢ n with α = (n) and α 1 ≥ n − r, we have
The next lemma, which is key, says that highly quasirandom functions are highly algebraically-quasirandom. The proof is analytic/algebraic. be the expression of χ α as a linear combination of the permutation characters, as guaranteed by the determintantal formula. As remarked above, in this case, the sum in the determinantal formula has at most (r + 1)! non-zero summands, and therefore β≥α |c β | ≤ (r + 1)! = O r (1).
Using (2.1), we have
using the fact that s(β)|T β | = n!, by the orbit-stabilizer theorem. The first inequality above uses Cauchy-Schwarz, combined with the fact that
is simply an average of quantities of the form
with the π's corresponding to the possible choices of images under σ of numbers in rows of T below the first row. 16 The following lemma encapsulates the spectral part of our argument; it says that two highly quasirandom fractional families must either put non-zero weights on a pair of permutations that disagree everywhere, or else the product of their measures must be small. Lemma 5.5. For each r ∈ N, there exists ǫ 0 (r) > 0 such that the following holds. Let f 1 , f 2 : S n → [0, 1] such that each f i is (r, ǫ)-quasirandom, where ǫ ≤ ǫ 0 (r). Suppose that f 1 (σ 1 )f 2 (σ 2 ) = 0 whenever σ 1 ∩σ 2 = ∅.
Then
Proof. Let f 1 , f 2 be as in the statement of the lemma, where ǫ 0 (r) is to be chosen later. Let A be the normalized adjacency matrix of the derangement graph on S n , normalized so that all row and column sums are equal to 1.
Then 
By Cauchy-Schwarz, we have
and therefore
Since each f i is (r, ǫ)-quasirandom, by Lemma 5.4 it is (r, O r (ǫ))-algebraically quasirandom, and therefore for each α ∈ L * (≥n − r), we have
, and therefore, using Lemma 2.12 and Cauchy-Schwarz again, we have α∈L * (≥n−r)
using the fact that |L * n (≥n − r)| = p(r) − 1 = O r (1) for all n ≥ 2r, where p(r) denotes the number of partitions of r. Substituting this into (5.2) yields
and therefore, provided ǫ is sufficiently small depending on r, we have
as required.
Proof of our junta approximation result
In this section, we use the tools developed above to prove Theorem 1.2. We may assume throughout that n ≥ C 0 (r, t), for any fixed C 0 = C 0 (r, t) ∈ N depending upon r and t alone.
It suffices to prove that if F ⊂ S n is (t − 1)-intersection-free, then the junta J = J supplied by our regularity lemma (applied to F , with s = 2r − 1) is t-intersecting (or equivalently, the set of bijections J is t-intersecting). Our aim is to prove that, if π 1 , π 2 ∈ J agree on less than t points, then (using the uncaptureability of F (π 1 ), F (π 2 )) we can find two permutations in F that agree with one another on exactly t − 1 points, a contradiction. A slight complication arises in that we must compare pairs of uncaptureable families F (π 1 ), F (π 2 ) for bijections π 1 , π 2 whose domains (and ranges) may differ from one another. To deal with this complication, we produce [0, 1]-valued functions f, g : Sn → [0, 1] (for some appropriaten ≤ n) such that:
• if there exist permutations σ 1 , σ 2 ∈ Sn with σ 1 and σ 2 disagreeing everywhere and f (σ 1 )g(σ 2 ) > 0, then there exist permutations τ i ∈ F (π i ) (for i = 1, 2) such that τ 1 and τ 2 agree with one another on exactly t − 1 points; • f and g are sufficiently quasiregular that there must exist permutations σ 1 , σ 2 ∈ Sn with σ 1 and σ 2 disagreeing everywhere and f (σ 1 )g(σ 2 ) > 0. Assume, for a contradiction, that there exist bijections π 1 , π 2 ∈ J such that π 1 and π 2 agree on u < t points. Note that F (π 1 ) and F (π 2 ) are (s, n −r )-uncaptureable.
We first 'preprocess' F (π 1 ) and F (π 2 ) as follows. Let us say that a pair (x, y) ∈ [n] 2 is π 1 -unique if π 1 (x) = y, x / ∈ Domain(π 2 ) and y / ∈ Range(π 2 ). Similarly, let us say that a pair (x, y) ∈ [n] 2 is π 2 -unique if π 2 (x) = y, x / ∈ Domain(π 1 ) and y / ∈ Range(π 1 ). Let (x 1 , y 1 ), . . . , (x k , y k ) denote the π 1 -unique pairs. Now replace F (π 2 ) with F (π 2 , σ 2 ), where σ 2 : {x 1 , . . . , x k } → {y 1 , . . . , y k } is the bijection mapping x i to
Next, we apply Lemma 4.4 to the above choice of F (π 1 , σ 1 ), F (π 2 , σ 2 ), with s = 2r − 1 and b = 2r − 2, obtaining two families F 1 (π 1 , σ 1 , π 3 , π 4 ) , F 2 (π 2 , σ 2 , π 3 , π 4 ) that are both (1, 2 √ n)-quasiregular, with measures greater than 1 2 n −r . (The 'preprocessing' step above ensures that for all x, y ∈ [n], whenever π 1 (x) = y with x / ∈ Domain(π 2 ) and y / ∈ Range(π 2 ), we have σ 2 (x) = y, and whenever π 2 (x) = y with x / ∈ Domain(π 1 ) and y / ∈ Range(π 1 ), we have σ 1 (x) = y.) Note that the bijection π 1 ∪ π 3 agrees with the bijection π 2 ∪ π 4 in exactly u places.
By Claim 4.5, applied with β = 2 √ n, δ = 1 2 n −r , N = ⌊ √ n/8⌋, and H(σ, ρ) = F 1 (π 1 , σ 1 , π 3 , π 4 ) or F 2 (π 2 , σ 2 , π 3 , π 4 ), it follows that (6.1) F 1 (π 1 , σ 1 , π 3 , π 4 ) , F 2 (π 2 , σ 2 , π 3 , π 4 ) are both (⌊ √ n/8⌋, 1 4 n −r )-uncaptureable. Next, we apply Lemma 4.6 to the pair (6.1) with N = ⌊ √ n/8⌋, c = 1/4, s = r + t and ǫ > 0 satisfying (r log n + 2 log 2)(r + t) log(1 + ǫ) ≤ ⌊ √ n/8⌋; this holds provided (6.2) ǫ = Ω(r(r + t)n −1/2 log n).
(For concreteness, we may take ǫ = n −1/3 , for example.) We obtain bijections π 5 , π 6 bijecting between sets of size less than (r log n + 2 log 2)(r + t)/ log(1 + ǫ), such that F 1 (π 1 , σ 1 , π 3 , π 4 , π 5 , π 6 ) , F 2 (π 2 , σ 2 , π 3 , π 4 , π 5 , π 6 ) are both (r + t, 1 + 2ǫ)-quasiregular, with measures greater than 1 8 n −r . Finally, we apply Proposition 4.7 to the pair F 1 (π 1 , σ 1 , π 3 , π 4 , π 5 , π 6 ) , F 2 (π 2 , σ 2 , π 3 , π 4 , π 5 , π 6 ) , with t − 1 − u in place of t and 2ǫ in place of ǫ, producing a bijection π 7 between sets of size t − 1 − u, such that the domain of π 7 is disjoint from the domains of the π i (for i ≤ 6) and of the σ i (for i ≤ 2), the range of π 7 is disjoint from the ranges of the π i (for i ≤ 6) and of the σ i (for i ≤ 2), µ(F 1 (π 1 , σ 1 , π 3 , π 4 , π 5 , π 6 , π 7 )) ≥ (1 − 8ǫ)µ(F 1 (π 1 , σ 1 , π 3 , π 4 , π 5 , π 6 )), µ(F 2 (π 2 , σ 2 , π 3 , π 4 , π 5 , π 6 , π 7 )) ≥ (1 − 8ǫ)µ(F 2 (π 2 , σ 2 , π 3 , π 4 , π 5 , π 6 )), and F 1 (π 1 , σ 1 , π 3 , π 4 , π 5 , π 6 , π 7 ) , F 2 (π 2 , σ 2 , π 3 , π 4 , π 5 , π 6 , π 7 ) are both (r + u + 1, 1 + 16ǫ)-quasiregular. Now write ρ 1 := π 1 ∪ π 3 ∪ π 5 ∪ π 7 , ρ 2 := π 2 ∪ π 4 ∪ π 6 ∪ π 7 , τ 1 := σ 1 ∪ π 4 ∪ π 6 and τ 2 = σ 2 ∪ π 3 ∪ π 5 , so that F 1 (π 1 , σ 1 , π 3 , π 4 , π 5 , π 6 , π 7 ) = F 1 (ρ 1 , τ 1 ), (6.3) F 2 (π 2 , σ 2 , π 3 , π 4 , π 5 , π 6 , π 7 ) = F 2 (ρ 2 , τ 2 ).
By construction, F 1 (ρ 1 , τ 1 ) and F 2 (ρ 2 , τ 2 ) are both (r + u + 1, 1 + 16ǫ)-quasiregular, with measures greater than 1 9 n −r , and ρ 1 and ρ 2 agree with one another in exactly t − 1 places. Moreover, we may assume that Domain(ρ i ) ∩ Domain(τ i ) = ∅ and Range(ρ i ) ∩ Range(τ i ) = ∅ for i = 1, 2, by simply deleting pairs x → y in τ i such that x ∈ Domain(ρ i ) or y ∈ Range(ρ i ). Finally, we have
by construction. Let X and Y be disjoint sets of size n, representing the domain and the range respectively of permutations in S n . Fixing a bijection from [n] to X and a bijection from [n] to Y , we may view permutations in S n as bijections from X to Y , or as matchings from X to Y . Similarly, may identify the bijections ρ 1 , ρ 2 , τ 1 and τ 2 with partial matchings M 1 , M 2 , N 1 , N 2 (respectively) from X to Y . Note that, by construction, M 1 , M 2 , N 1 and N 2 satisfy the following 'Good properties'.
•
• for each i ∈ {1, 2} and each edge xy of M i , exactly one of the following holds.
(1) either xy is an edge of M 3−i ∪ N 3−i , or else (2) exactly one of x and y is incident to an edge of M 3−i (in which case xy is vertex-disjoint from N 3−i ). Our first aim is to reduce to the case where all edges xy of M i satisfy (1) above, for each i ∈ {1, 2}, while (approximately) preserving the quasiregularity and high-measure properties. Let us say that edges xy of M i that satisfy (1) above are of type 1, and that those satisfying (2) are of type 2 (for i = 1, 2). Since M i ∪ N i is a matching (for i = 1, 2), no edge of type 1 can be incident to an edge of type 2, and therefore the type-2 edges of M 1 ∪ M 2 form a union of paths and cycles, where the paths have length at least 2 and the cycles have (even) length at least 4 (each cycle has even length, since its vertices alternate between X and Y ). (Here, and henceforth, the length of a path or cycle denotes its number of edges.) We will apply an algorithm that eliminates all of these paths and cycles of type-2 edges, step by step, at the cost of slightly reducing n (viz., by O( √ n)). This algorithm will rely on the following three technical claims.
The first claim will enable us to eliminate all the cycles of type-2 edges from M 1 ∪ M 2 , one by one. Claim 6.1. Let η > 0 and let k, n, s, t ∈ N. Suppose that F 1 (ρ 1 , τ 1 ) ⊂ S n (ρ 1 , τ 1 ) and F 2 (ρ 2 , τ 2 ) ⊂ S n (ρ 2 , τ 2 ) are both (s, 1 + η)-quasiregular, and that ρ 1 and ρ 2 agree with one another in exactly t − 1 places. Moreover, suppose that Domain(ρ i ) ∩ Domain(τ i ) = ∅ and Range(ρ i ) ∩ Range(τ i ) = ∅ for each i ∈ {1, 2}. Let X and Y be disjoint sets of size n (as above), let M 1 , M 2 , N 1 and N 2 be the matchings from X to Y associated with ρ 1 , ρ 2 , τ 1 and τ 2 respectively, and suppose that they satisfy the 'good properties' above. Suppose that M 1 ∪ M 2 contains a cycle of type-2 edges, of length 2k. Then there exist a pair of bijections ρ ′ 1 , ρ ′ 2 between subsets of [n − k] and a pair of bijections τ ′ 1 , τ ′ 2 between subsets of [n − k], and a pair of families
1 and ρ ′ 2 agree wth one another in exactly t − 1 places;
respectively satisfy the 'good properties' above;
• As an unlabelled graph, M ′ 1 ∪ M ′ 2 is obtained from M 1 ∪ M 2 by the deletion of just one (2k)-cycle of type-2 edges;
• If there exist two permutations
) that agree only on the t − 1 points where ρ ′ 1 and ρ ′ 2 agree, then there exist two permutations
that agree only on the t − 1 points where ρ 1 and ρ 2 agree.
Proof of claim. Let C be a cycle of type-2 edges of M 1 ∪ M 2 , of length 2k. Since M 1 and M 2 are both matchings, the edges of C alternate between M 1 and M 2 . Let C = x 1 y 1 x 2 y 2 . . . x k y k x 1 , where x j ∈ X and y j ∈ Y for all j ∈ [k]. Without loss of generality, we may assume that x j y j is an M 1 -edge for each j ∈ [k], and that x 2 y 1 , x 3 y 2 , . . ., x k y k−1 and x 1 y k are M 2 -edges. It follows that ρ 1 (x j ) = y j for all j ∈ [k] and that ρ 2 (x j+1 ) = y j for all j ∈ [k] (where addition in the index is modulo k, i.e. ρ 2 (x 1 ) = y k ). We now let θ ∈ S n be the k-cycle defined by θ = (y 1 y 2 y 3 . . . y k ), and we consider the pair of families
(We remark that the range of τ 2 is disjoint from {y 1 , . . . , y k }.) Note that any pair of permutations σ 1 ∈ F 1 (ρ 1 , τ 1 ), σ 2 ∈ θF 2 (ρ 2 , τ 2 ) map x j to y j for each j ∈ [k], and in addition they agree on the t − 1 points where ρ 1 and ρ 2 agree, but if they disagree everywhere else, then the two permutations
agree only on the t − 1 points where ρ 1 and ρ 2 agree. We now let ρ ′′ i be the bijection obtained from ρ i by deleting x 1 , . . . , x k from the domain and deleting y 1 , . . . , y k from the range (for i = 1, 2), and we let F ′′ 1 (ρ ′′ 1 , τ 1 ), F ′′ 2 (ρ ′′ 2 , τ 2 ) be the families obtained from F 1 (ρ 1 , τ 1 ), θ(F 2 (ρ 2 , τ 2 )) respectively, by deleting x 1 , . . . , x k from the domain and deleting y 1 , . . . , y k from the range. The two families F ′′ 1 (ρ ′′ 1 , τ 1 ), F ′′ 2 (ρ ′′ 2 , τ 2 ) are of course families of bijections from X \ {x 1 , . . . , x k } to Y \ {y 1 , . . . , y k }, but by 'relabelling' (i.e., by applying fixed permutations to X and Y ), we can view them as (or replace them by) families of permutations in S n−k . Let F ′ 1 and F ′ 2 be the families, and ρ ′ 1 , ρ ′ 2 , τ ′ 1 and τ ′ 2 the bijections, produced from F ′′ 1 , F ′′ 2 , ρ ′′ 1 , ρ ′′ 2 , τ 1 and τ 2 respectively, by this relabelling. By construction, if there exist two permutations
that agree only on the t − 1 points where ρ 1 and ρ 2 agree. Moreover, F ′ 1 (ρ ′ 1 , τ ′ 1 ) and F 2 (ρ ′ 2 , τ ′ 2 ) are both (s, 1 + η)-quasiregular, since F 1 (ρ 1 , τ 1 ) and F 2 (ρ 2 , τ 2 ) both are, and F ′ i (ρ ′ i , τ ′ i ) has the same measure as
respectively, satisfy the 'good properties' above, and as an unlabelled graph, M ′ 1 ∪ M ′ 2 is obtained from M 1 ∪ M 2 by the deletion of just one cycle of type-2 edges, having length 2k. 20 The next claim will enable us to eliminate all the even-length paths of type-2 edges from M 1 ∪ M 2 , one by one. Claim 6.2. Let η > 0 and let k, n, s, t ∈ N. Suppose that F 1 (ρ 1 , τ 1 ) ⊂ S n (ρ 1 , τ 1 ) and F 2 (ρ 2 , τ 2 ) ⊂ S n (ρ 2 , τ 2 ) are both (s, 1 + η)-quasiregular, and that ρ 1 and ρ 2 agree with one another in exactly t − 1 places. Moreover, suppose that Domain(ρ i )∩Domain(τ i ) = ∅ and Range(ρ i )∩Range(τ i ) = ∅ for each i ∈ {1, 2}. Let M 1 , M 2 , N 1 and N 2 be the matchings from X to Y associated with ρ 1 , ρ 2 , τ 1 and τ 2 respectively, and suppose that they satisfy the 'good properties' above. Suppose that M 1 ∪ M 2 contains at least one path of type-2 edges, of length 2k. Then there exist a pair of bijections ρ ′ 1 , ρ ′ 2 between subsets of [n − k], a pair of bijections τ ′ 1 , τ ′ 2 between subsets of [n − k], and a pair of families
respectively, satisfy the 'good properties' above;
• As an unlabelled graph, M ′ 1 ∪ M ′ 2 is obtained from M 1 ∪ M 2 by the deletion of just one path of type-2 edges of length 2k;
Proof of claim. Let P be a path of type-2 edges in M 1 ∪ M 2 , of length 2k. As in the proof of Claim 6.1, since M 1 and M 2 are both matchings, the edges of P alternate between M 1 and M 2 . Without loss of generality, we may assume that P has both end-vertices in X. (The case where P has both end-vertices in Y can be dealt with by interchanging X and Y .) Let P = x 1 y 1 x 2 y 2 . . . x k y k x k+1 . Without loss of generality, we may assume that x j y j is an M 1 -edge for all j ∈ [k], and that x j+1 y j is an M 2 -edge, for all j ∈ [k]. It follows that ρ 1 (x j ) = y j for all j ∈ [k] and that ρ 2 (x j+1 ) = y j for all j ∈ [k]. We now let θ ∈ S n be the (k + 1)-cycle defined by θ = (x 1 x 2 x 3 . . . x k+1 ), and we consider the pair of families
(We remark that the domain of τ 2 is disjoint from {x 1 , . . . , x k+1 }.) Note that any pair of permutations
, and in addition they agree on the t − 1 points where ρ 1 and ρ 2 agree, but if they disagree everywhere else, then the two permutations
agree only on the t − 1 points where ρ 1 and ρ 2 agree. We now let ρ ′′ i be the bijection obtained from ρ i by deleting x 1 , . . . , x k from the domain and deleting y 1 , . . . , y k from the range (for i = 1, 2), and we let F ′′ 1 (ρ ′′ 1 , τ 1 ), F ′′ 2 (ρ ′′ 2 , τ 2 ) be the families obtained from F 1 (ρ 1 , τ 1 ), F 2 (ρ 2 , τ 2 )θ respectively, by deleting x 1 , . . . , x k from the domain and deleting y 1 , . . . , y k from the range. As in the proof of Claim 6.1, the families F ′′ 1 (ρ ′′ 1 , τ 1 ), F ′′ 2 (ρ ′′ 2 , τ 2 ) are of course families of bijections from X \ {x 1 , . . . , x k } to 21 Y \ {y 1 , . . . , y k }, but by 'relabelling' (i.e., by applying fixed permutations to X and Y ), we may view them as (or replace them by) families of permutations in S n−k . Let F ′ 1 and F ′ 2 be the families, and ρ ′ 1 , ρ ′ 2 , τ ′ 1 and τ ′ 2 the bijections, produced from F ′′ 1 , F ′′ 2 , ρ ′′ 1 , ρ ′′ 2 , τ 1 and τ 2 respectively, by this relabelling. By construction, if there exist two permutations
that agree only on the t − 1 points where ρ 1 and ρ 2 agree. Moreover,
respectively, satisfy the 'good properties' above, and as an unlabelled graph, M ′ 1 ∪ M ′ 2 is obtained from M 1 ∪ M 2 by the deletion of just one path of type-2 edges, having length 2k.
Our final claim will enable us to eliminate all the odd-length paths of type-2 edges from M 1 ∪ M 2 . It will be more convenient for us to deal with all of these paths at once, rather than one by one, despite the slight notational complication. Claim 6.3. Let 0 < η ≤ 1 and let b, K, Q, n, s, t ∈ N with
Suppose that F 1 (ρ 1 , τ 1 ) ⊂ S n (ρ 1 , τ 1 ) and F 2 (ρ 2 , τ 2 ) ⊂ S n (ρ 2 , τ 2 ) are both (s, 1 + η)-quasiregular, and that ρ 1 and ρ 2 agree with one another in exactly t−1 places. Moreover, suppose that | Domain
Let M 1 , M 2 , N 1 and N 2 be the matchings from X to Y associated with ρ 1 , ρ 2 , τ 1 and τ 2 respectively, and suppose that they satisfy the 'good properties' above. Suppose that M 1 ∪ M 2 contains exactly Q paths of type-2 edges having odd length, and that these have total length 2K + Q. Then there exist a pair of bijections ρ ′ 1 , ρ ′ 2 between subsets of [n − K], a pair of bijections τ ′ 1 , τ ′ 2 between subsets of [n − K], and a pair of families
• As an unlabelled graph, M ′ 1 ∪ M ′ 2 is obtained from M 1 ∪ M 2 by deleting all Q of the paths of type-2 edges of odd length, and replacing each by a type-1 edge;
Proof of claim. Let P 1 , . . . , P Q denote the odd-length paths of type-2 edges in M 1 ∪ M 2 . As in the proof of Claim 6.1, since M 1 and M 2 are both matchings, the edges of P q alternate between M 1 and M 2 , for each q ∈ [Q]. Moreover, one end of P q must be in X and the other must be in Y . Since P q has odd length, either it starts and ends with an edge of M 1 , or else it starts and ends with an edge of M 2 . For each i ∈ {1, 2}, let Q i denote the set of indices q ∈ [Q] such that P q starts and ends with an edge of M i . For each q ∈ [Q],
k(q)+1 , and let θ q ∈ S n be the (k(q) + 1)-cycle defined by
For each i ∈ {1, 2}, we let τ * i be the bijection obtained from τ i by adjoining x
k(q)+1 to τ i , for each q ∈ Q 3−i , and we let τ ′′ i be the bijection obtained from τ i by adjoining x
k(q)+1 to τ i , for each q ∈ Q 3−i . Consider the pair of families 
) that agree only on the t − 1 points where ρ ′ 1 and ρ ′ 2 agree, then there exist two permutations σ 1 ∈ F 1 (ρ 1 , τ 1 ), σ 2 ∈ F 2 (ρ 2 , τ 2 ) that agree only on the t − 1 points where ρ 1 and ρ 2 agree. Moreover, by Claim 4.3 and our assumption (6.5) on n, it follows that F ′ 1 (ρ ′ 1 , τ ′ 1 ) and F ′ 2 (ρ ′ 2 , τ ′ 2 ) are both (s, 1 + 3η)-quasiregular and that µ(
respectively, satisfy the 'good properties' above, and as an unlabelled graph, M ′ 1 ∪ M ′ 2 is obtained from M 1 ∪ M 2 by replacing each odd-length path of type-2 edges by a type-1 edge.
Armed with these three claims, we now describe our algorithm. Starting with the pair of families
defined in (6.3), we first apply Claim 6.1 (with s = r + u + 1 and η = 16ǫ) to each cycle of type-2 edges in succession, and then we apply Claim 6.2 (with s = r + u + 1 and η = 16ǫ) to each even-length path of type-2 edges in succession (reducing n by at most O( √ n) after all of these applications, by virtue of (6.4)).
Abusing notation slightly (to avoid clutter), let (6.6)
be the pair of families produced by this process, and let M 1 , M 2 , N 1 , N 2 be the corresponding matchings. Then n −ñ = O( √ n), the matchings M 1 , M 2 , N 1 , N 2 still satisfy the 'good properties' above, and M 1 ∪ M 2 contains no cycle of type-2 edges and no even-length path of type-2 edges. Further, F 1 (ρ 1 , τ 1 ) and F 2 (ρ 2 , τ 2 ) are both (r + u + 1, 1 + 16ǫ)-quasiregular, with measures greater than 1 9 n −r , and ρ 1 and ρ 2 agree with one another in exactly t − 1 places.
We can now apply Claim 6.3 to the pair of families (6.6), with s = r + u + 1, with η = 16ǫ, with n = n − O( √ n) in place of n, and with max{b, K, Q} = O( √ n) (again, by virtue of (6.4)). Note that, by our choice of ǫ = n −1/3 , the hypothesisñ ≥ b + max{Q 2 , 16/η 2 } is indeed satisfied (provided n is sufficiently large depending on r and t).
we obtain a pair of bijections ρ ′ 1 , ρ ′ 2 between subsets of [n ′ ], a pair of bijections τ ′ 1 , τ ′ 2 between subsets of [n ′ ], and a pair of families
, which are both (r + u + 1, 1 + 48ǫ)-quasiregular with measures greater than 1 18 n −r > 1 19 (n ′ ) −r (the last inequality using the fact that n ′ − n = O( √ n) and that n is sufficiently large depending on r). Observe that ρ ′ 1 and ρ ′ 2 agree with one another at exactly t − 1 places, that the matchings
respectively satisfy the 'good properties' above, and in addition that M ′ 1 ∪ M ′ 2 consists only of type-1 edges.
For notational convenience, we now write
consists only of type-1 edges, we can rewrite the pair
as
, where ψ is the restriction of θ 1 to the set of points where θ 1 and θ 2 agree, so that | Domain(ψ)| = t − 1.
Observe that if two permutations σ 1 ∈ G 1 (ψ ∪ φ 1 , φ 2 ) and σ 2 ∈ G 2 (ψ ∪ φ 2 , φ 1 ) disagreed everywhere outside Domain(ψ), then there would exist two permutations in F that agree only where ρ 1 and ρ 2 agree (so in exactly t − 1 places); this would contradict our assumption that F is (t − 1)-intersection-free.
Given our pair of families
which are (r + u + 1, 1 + 48ǫ)-quasiregular with measures greater than 1 19 (n ′ ) −r , we observe that S n ′ (ψ) can be viewed as a copy of S n ′ −t+1 (recall that | Domain(ψ)| = t − 1). Under this identification, writing n ′′ := n ′ − t + 1, we obtain a pair of families G ′ 1 (φ 1 , φ 2 ) ⊂ S n ′′ (φ 1 , φ 2 ), G ′ 2 (φ 2 , φ 1 ) ⊂ S n ′′ (φ 2 , φ 1 ) simply by deleting the domain and range of ψ from each permutation in G 1 (ψ ∪ φ 1 , φ 2 ) and G 2 (ψ ∪ φ 2 , φ 1 ) respectively, and relabelling the ground set as [n ′′ ] if necessary. Clearly, these new families are also (r + u + 1, 1 + 48ǫ)-quasiregular, with measures greater than 1 19 (n ′ ) −r > 1 20 (n ′′ ) −r . Moreover, if two permutations σ 1 ∈ G ′ 1 (φ 1 , φ 2 ) and σ 2 ∈ G ′ 2 (φ 2 , φ 1 ) disagreed everywhere, then there would exist two permutations in F that agree only where ρ 1 and ρ 2 agree (so in exactly t − 1 places); this would contradict our assumption that F is (t − 1)-intersection-free.
The last step is to reduce to the case where φ 1 and φ 2 are empty; this may involve replacing G ′ 1 and G ′ 2 by fractional families, i.e. [0, 1]-valued functions on Sn, for somen ≤ n ′′ . To this end, we define a generalisation of the 'fixing' operators introduced by Cameron and Ku [2] . Definition 6.4. If π 1 : S 1 → T 1 and π 2 : S 2 → T 2 are bijections with disjoint domains and disjoint ranges, let S π1,π 2 : S n (π 1 , π 2 ) → S n (π 1 , π 2 ) be the operator defined as follows. If S 2 = {i 1 , . . . , i ℓ } with i 1 < . . . < i ℓ , and π 2 (i k ) = j k for all k ∈ [ℓ], then
where F k (σ) := (j k σ(i k ))σ, for all k ∈ [ℓ] and all σ ∈ S n (π 1 , π 2 ).
It is easy to check that the operators F k pairwise commute, so the restriction i 1 < . . . < i ℓ in the above definition is in fact redundant. We remark that the S π1,π 2 's are a generalisation of the 'fixing' operators introduced by Cameron and Ku in [2] : when j k = i k for all k and π 1 = ∅, we have S π1,π2 (σ) = g i1,...,i ℓ (σ) for all σ ∈ S n (π 2 ), using their notation.
We are now ready to define the function f F ,π1,π2 .
Proof of Theorem 1.1. Let n ≥ n 0 , where n 0 = n 0 (t) ∈ N is to be chosen later. Let F ⊂ S n be (t − 1)intersection-free with |F | = (n−t)!. Let r = r(t) ∈ N to be chosen later (in fact, we may choose r = t+1). By Theorem 1.2, there exists a t-intersecting C-junta J ⊂ S n such that |F \J | ≤ Cn!/n r , where C = C(r, t) ∈ N. Let J = π 1 , . . . , π l , where π i : S i → T i is a bijection for all i ∈ [l] and S i , T i ⊂ [n] for all i ∈ [l]. Note that l ≤ C and that |S i | ≤ C for all i ∈ [l]. Since J is t-intersecting, provided n 0 ≥ t + 1 we must have | Domain(π i )| ≥ t for all i ∈ [l]. Suppose for a contradiction that | Domain(π i )| ≥ t + 1 for all i ∈ [l]. Then
so |F \ J | ≥ |F | − |J | ≥ (n − t)! − C(n − t − 1)! > (n − t)!/2 > Cn!/n r (provided r ≥ t + 1 and n 0 is sufficiently large depending on t), a contradiction. Therefore, there exists i ∈ [l] such that | Domain(π i )| = t; without loss of generality, we may assume that | Domain(π 1 )| = t. Then, since J is t-intersecting, provided n 0 ≥ t + 1 we must have π i = π 1 for all i ∈ [l], and therefore J = π 1 . By considering τ 1 F τ 2 for appropriate τ 1 , τ 2 ∈ S n , we may assume that π 1 is the identity on [t], i.e. that J = {σ ∈ S n : σ(i) = i ∀i ∈ [t]}. Now suppose, for a contradiction, that F = J . Then there exists some permutation ρ ∈ F \ J . Let s be the number of fixed points of ρ in [t]; then 0 ≤ s ≤ t − 1. Let V = ρ −1 ([t]) \ [t] and let v = |V |; note that v ≤ t.
We claim that the number of permutations in J that agree with ρ in exactly t − 1 places is at least N := n − t − v t − s − 1 (n − 2t + s + 1) (v) d n−2t+s−v+1 .
Indeed, to choose such a permutation σ ∈ J , we can first choose a set U of t− s− 1 points of {t+ 1, . . . , n} \ V on which σ agrees pointwise with ρ, we can then choose the images of the points in V arbitrarily (there are (n − 2t + s + 1)(n − 2t + s − 1) . . . (n − 2t + s − v + 2) = (n − 2t + s + 1) (v) such choices), and finally we can choose the images of the points in {t + 1, . . . , n} \ (U ∪ V ) in such a way that σ disagrees with ρ everywhere on {t + 1, . . . , n} \ (U ∪ V ) (there are d n−2t+s−v+1 such choices, where as before, d k denotes the number of derangements of a k-element set). Since F is (t − 1)-intersection-free, none of these permutations can be in F , so |J \ F | ≥ N . We have = Ω t (1)n!/n t .
Hence, |J \ F | = Θ t (1)n!/n t . Since |F | = (n − t)! = |J |, it follows that |F \ J | = |J \ F | = Θ t (1)n!/n t > Cn!/n r (provided r ≥ t + 1 and n 0 is sufficiently large depending on t), a contradiction.
We now use Theorem 1.2 to deduce Theorem 1.3, our 1% stability result for families of permutations with a forbidden intersection.
Proof of Theorem 1.3. This is very similar to the first part of the proof of Theorem 1.1. Let K = K(r, t) > 0 to be chosen later. By an appropriate choice of K, we may assume that n ≥ t + 1. Let F ⊂ S n be (t − 1)intersection-free with |F | ≥ K(n − t − 1)!. By Theorem 1.2, there exists a t-intersecting C-junta J ⊂ S n such that |F \ J | ≤ Cn!/n r , where C = C(r, t) ∈ N. Let J = π 1 , . . . , π l , where π i : S i → T i is a bijection for all i ∈ [l] and S i , T i ⊂ [n] for all i ∈ [l]. Since J is t-intersecting and n ≥ t + 1, we must have | Domain(π i )| ≥ t for all i ∈ [l]. Suppose for a contradiction that | Domain(π i )| ≥ t + 1 for all i ∈ [l]. Then |F \J | ≥ |F |−|J | ≥ K(n−t−1)!− l i=1 | π i | ≥ K(n−t−1)!−C(n−t−1)! ≥ C(n−t−1)! > Cn!/n t+1 ≥ Cn!/n r provided K ≥ 2C, a contradiction. Therefore, there exists i ∈ [l] such that | Domain(π i )| = t; without loss of generality, we may assume that | Domain(π 1 )| = t. Then, since J is t-intersecting and n ≥ t + 1, we must have π i = π 1 for all i ∈ [l], and therefore J = π 1 . We have |F \ π 1 | ≤ Cn!/n r ≤ K(n − r)! provided K ≥ C, proving the theorem.
Conclusion and open problems
Two natural open problems are to determine, for each pair of integers n and t, the largest possible tintersecting (respectively (t − 1)-intersection-free) families of permutations in S n . The following conjecture in [13] , as to the former, remains open. Conjecture 8.1. For any n, t ∈ N, a maximum-sized t-intersecting family in S n must be a double translate of one of the families F i := {σ ∈ S n : σ has at least t + i fixed points in [t + 2i]} (0 ≤ i ≤ (n − t)/2), i.e. it must be of the form πF i τ , for some π, τ ∈ S n .
In fact, even the following conjecture remains open.
Conjecture 8.2. For any n, t ∈ N with n > 2t, the maximum-sized t-intersecting families in S n are the t-stars.
