Abstract-Recently, DoS (Denial of Service) detection has become more and more important in web security. In this paper, we argue that DoS attack can be taken as continuous data streams, and thus can be detected by using stream data mining methods. More specifically, we propose a new Weighted Ensemble learning model to detect the DoS attacks. The Weighted Ensemble model first trains base classifiers using different data classification algorithms (i.e., decision tree, SVMs, and Naive Bayes) on multiple successive data chunks, and then weights each base classifier according to its prediction accuracy on the up-to-date data. Experimental results on the benchmark KDDCUP'99 dataset demonstrate that our new Weighted Ensemble model is able to successfully detect DoS attacks.
INTRODUCTION
DoS (Denial of Service) attack is a common network attack behavior. The purpose of this attack is to deprive the normal work capability of computers. The most common DoS attack intends to send a large number of attack packets to consume the resources of target host or network, such attacks are usually known as packet flooding attacks, such as SYN flood, UDP flooding, Smurf attacks [1] .With the popularity of the network, DoS attacks have become a tremendous threat to cyber-security because of its various forms and simple implementation [2] . Thus more and more attentions have been paid on the DoS attacks detection. A common architecture for DoS detection [3] is shown in Fig. 1 . As shown in this figure, network traffic is captured by a variety of sensors. Then the sensor data is pulled periodically into a central server. The next step is to classify the data to discriminate the normal behavior and DoS attack. After that, the classification results will provide some suggestion for human to make corresponding decisions. It's apparent that the classifier plays a crucial role in DoS detection. Our work mainly focuses on the classification approach of DoS attack traffic. Data mining is a popular method which applies sophisticate learning algorithms (such as the classification, clustering, and association rule mining algorithms) to find hidden patterns in large scale databases [4] . Recently, data mining methods have obtained successful applications in many security based domains, such as the fraud detection, fault/alarm detection, anomaly detection, intrusion detection, etc. In this paper, we consider the DoS attack traffics as continuous flows of data stream with overwhelming data volumes. Therefore, we will use the stream data mining methods to timely classify the network behaviors. Nevertheless, three major challenges regarding network stream data classification should be considered. First, it is impractical to store all the historical data for building stream data mining models. This is because the large volumes of stream data will call for unaffordable storage space [5] . Accordingly, in this paper, we store the trained classifiers instead of the raw stream data. Second, the concept may continuously change in dynamic data streams because the stream data are not generated by stable stochastic process [6] [7] . For example, the DoS attack usually changes with time elapsing, which may change the characteristics of DoS traffic and lead to the concept drifting problem. Third, the traffic stream may contain erroneous data [8] . Therefore, when detecting DoS attack behavior, the results may be mixed with the noise.
Under these observations, in this paper, we consider the DoS detection as a data stream mining issue, and thus handling DoS attacks by classifying data streams. Generally speaking, the stream data can be divided into continuous data chunks with equal size. Based on this, our new Weighted Ensemble model can be described as follows: for r successive chunks D n-r+1 , D n-r ,…D n , we first train several base classifiers C im on each chunk, and then calculate their prediction accuracy on test instance x (here we take the incoming data chunk as test instances), and then we select top K classifiers with the highest accuracies to build the ensemble classifier A n .
In addition, different from previous ensemble classification models that build base classifiers using the same learning algorithm, we train base classifiers using different learning algorithms (such as SVM, decision tree and Naïve Bayes). The reason behind is that we don't know the realistic data distribution a prior and there may exist unexpected concept drifting problem as well as noisy data. If one base classifier doesn't receive good results, training more different types of base classifiers is likely to achieve better results. Besides, by choosing the classifiers with highest weight, we can obtain the most representative ones for predicting.
The rest of the paper is organized as follows: section II discusses related work; section III outlines our ensemble learning model. Experiments are show in section , and we make conclusions in the last section.
II. RELATED WORK
In recent years, many data mining-based research efforts have been focused on detecting DoS attacks. For example, Mohiuddins proposed using Naïve bayes to mine from distributed sensor networks [9] . Besides, the Minnesota Intrusion Detection System (MINDS) [10] uses association pattern analysis to achieve summarization of detected attacks. Wenke Lee introduced a data mining framework for adaptively building Intrusion Detection models [11] , his methods include classification, meta-learning and association rules. Here we take DoS traffic as a data steam, which is more suitable for describing the DoS detection task.
On the other hand, there also exist a series of research work on stream data classification, which can be categorized into two types: single model classification and ensemble classification. The former method incrementally updates their model by only learning from the latest data such VFDT and CVFDT [12] [13] . These techniques usually lead to bias and over-fitting because the latest data chunk is often not quite representative for the current distribution. On the other hand, ensemble techniques aim to combine the power of a series of historical classifiers to do prediction to find the most likely current distribution. [14] [15] [16] . It has been proved that the ensemble classification model achieves higher predictive accuracy than single classification model [17] . In this paper, we use the ensemble based method to detect the DoS attack.
III. NOVEL ENSEMBLE CLASSIFICATION APPROACH
When do data mining for DoS detection, we can use network data collected by TCPDUMP, and we will find fields for source IP address, destination IP address, source port number, destination port number, date/time, transfer protocol (TCP, UDP, ICMP, etc.), and traffic duration (or equivalently, both start and end times). These data can be taken as the attributes, and our work is to classify them to predict DoS behavior timely.
In this section, we will discuss our new ensemble learning approach in detail. The model is multi-chunk, multi-type classifiers, which can be expressed as two levels: first, for successive chunks D n-r+1 , D n-r ,…D n , we first built several different base classifiers C im on each data chunk D i , and then assign weight to each base classifier according to its predictive accuracy on the up-to-date data D n , finally we keep top K classifiers with the highest accuracy to construct the ensemble classifier A n . For ease of understanding, we list some major notations used in this paper are as follow: The framework of our ensemble classifier is illustrated in Fig. 2 . The predictive accuracy is computed as follow:
Where DoS_right denotes the number of correctly classified as DoS attack, DoS_all is the total DoS number. w im is the weight assigned for C im , which is r im divided by the overall predictive accuracy (the summation of accuracy for all the base classifiers). 
Obviously, the base classifier with higher accuracy will occupy more weighting. Then we choose top K weighted base classifier to construct our ensemble classifier. Fig. 3 depicts how to select base classifier, which keeps the base classifiers with the highest accuracy. Given a test example y, the probability of predicting as an instance of class "DoS" is denoted as P(DoS|y). P(DoS|y) is obtained via averaging the predictive probability of each base classifier of the top K set. We denote it as p i (DoS| ), where p i (DoS| ) is the probability of output of the i th classifier in the ensemble. Thus P(DoS|y) can be expressed by:
The result of ensemble classifier A n will depend on P(DoS|y). Let P(normal|y) be the probability of classifying as "normal". If P(DoS|y)>P(normal|y), the ensemble classifier will judge it as DoS attack.
Algorithm 1 shows the classifier ensemble approach of noisy and concept-drift data streams. Our approach is able to improve the performance of data stream classification tasks for the following two reasons. First, instead of merely keeping only the up-to-date examples, our ensemble approach discards the least accurate classifiers, which will imporve the ultimate prediction accuracy. Second, our ensemble model is robust to noisy data, probably because we train different classifiers on different chunks. If there are noisy data chunks, our method will achieve lower variance error and thus as a remedy to the noisy error, and if the noise reduces performance of several type of base classifiers, the ensemble classifiers could still maintain stable accuracy. In section , we will conduct extensive experiments to validate our arguments. 
IV. EXPERIMENT
We use the KDDCUP'99 intrusion detection dataset as our benchmark data [18] . The dataset was prepared and managed by MIT Lincoln Labs, and has been widely used as the benchmark data for intrusion detection tasks. To collect this benchmark dataset, MIT Lincoln Labs set up an environment to acquire nine weeks of raw TCP dump data for a local-area network (LAN). A connection is a sequence of TCP packets starting and ending at some well defined times, between which data flows to and from a source IP address to a target IP address under some well defined protocol. Each connection is labeled as either normal, or as an attack, with exactly one specific attack type. There are four main categories of attacks: denial-of-service (DoS); unauthorized access from a remote machine (R2L); unauthorized access to local root privileges (U2R); surveillance and other probing. In this experiment, we mainly focus on comparing normal category with one kind of attack: DoS, and discard R2L and U2R attack records. Due to the space limitation, we omit the detailed descriptions here. Interested reader can refer to their website.
Since our experiments are based on stream data, which is resembled to the realistic data, we conduct some preprocessing on KDDCUP'99 dataset to build stream data. First, we sort all the instances randomly and divide all the data into equal chunks (we set the chunk size to 100, 200, 500 respectively), and then we add noise to KDDCUP'99 dataset. We randomly select a certain portion (i.e., 30%, 40%, and 50%) of instances, and randomly change their class labels. After the preprocessing, the data sets are supplied to our following experiments.
We give our experiment results on above data set. First, we test our ensemble method on data set without adding noise. We change the chunk size and compute predictive accuracy and variance of different chunk size, and TABLE 1 reports the results. From TABLE 1, we can conclude that when increase chunk size from 100 to 500, prediction accuracy will raise and predictive variance will reduce simultaneously. Thus the results indicate that if the chunk size is in a reasonable range, the bigger chunk size is, the better performance is. One hypothesis for this result is that the bigger-sized data chunk has more instances, thus it is more sufficient for training.
To demonstrate the robustness of noisy data, we then compare our approach with ensemble Naïve Bayes (all the base classifier are Naive bayes classifiers), ensemble C4.5 (all the base classifier are C4.5 classifiers), as well as ensemble SVMs (all the base classifier are SVM classifiers) TABLE 2 lists the results on noisy data streams. We can observe that our ensemble approach (Ensemble All) always obtains the highest accuracy for noisy data stream. So we can conclude that our approach is more suitable for detecting the Dos attack streams.
V. CONCLUSIONS DoS detection has recently become a very important research domain because of its importance on cyber security. In this paper, we take DoS attack traffic as a data stream. Therefore, the problem of detecting Dos attack is formulated as a data stream classification problem, where several new challenges (i.e., the large volumes, concept-drift and data errors) should be considered. Accordingly, in this paper we propose a new weighted ensemble learning model which trains base classifiers using different classification models on multiple successive data chunks. We test our approach on the KDDCUP'99 dataset. Experiment results demonstrate that our approach is capable to accurately detect Dos attacks timely.
