Abstract. We prove fractional order Hardy inequalities on open sets under a combined fatness and visibility condition on the boundary. We demonstrate by counterexamples that fatness conditions alone are not sufficient for such Hardy inequalities to hold. In addition, we give a short exposition of various fatness conditions related to our main result, and apply fractional Hardy inequalities in connection to the boundedness of extension operators for fractional Sobolev spaces.
Introduction
In this paper, we consider the following fractional (s, p)-Hardy inequalities: We say that an open set G ⊂ R n admits an (s, p)-Hardy inequality, for 0 < s < 1 and 1 < p < ∞, if there is a constant c > 0 such that inequality (1.1) holds for every u ∈ C ∞ 0 (G). Throughout the paper, we consider only proper open subsets G R n , and therefore the boundary ∂G is always non-empty.
One of our starting points is a result of Dyda [5] that a bounded Lipschitz domain admits an (s, p)-Hardy inequality if and only if sp > 1. This can be viewed as an analogue of a result of Nečas [24] , stating that if G is a bounded Lipschitz domain and 1 < p < ∞, then there is c > 0 such that the p-Hardy inequality
holds for all u ∈ C ∞ 0 (G). For the p-Hardy inequality (1.2) it is well understood that the Lipschitz assumption can be weakened significantly: a canonical sufficient condition is that the complement of G is (1, p)-uniformly fat; we refer here to the works of Lewis [21] and Wannebo [27] . On the other hand, it follows easily from the ideas in [9] and [13] The main objective of our present work is to examine how much the Lipschitz condition can be relaxed without losing the 'localization' in inequality (1.1) . In other words, we aim to determine what kind of assumptions on G allow for the restriction of the integration in the right-hand side of (1.3) to the set G×G. Based on a comparison with the p-Hardy inequality (1.2), a natural first candidate for such a condition would be the complement of G being (s, p)-uniformly fat. However, already the example of Dyda [5, §2] gives an open set G whose complement is (s, p)-uniformly fat for all 1 < p < ∞ and 0 < s < 1, but where (s, p)-Hardy inequalities fail if sp ≤ 1. In fact, one can simply take G to be the unit ball of R n , or any other bounded Lipschitz domain. Notice that in this case the boundary of G is locally (s, p)-uniformly fat only when sp > 1. Hence one could ask if it is sufficient for inequality (1.1) that the boundary is (locally) (s, p)-uniformly fat. Again, it turns out that the answer is negative, at least in the range 0 < sp ≤ 1, as we provide in Section 5 examples of open sets whose boundaries are (locally) (s, p)-uniformly fat, but which still fail to admit (s, p)-Hardy inequalities.
The obstruction in our examples is that even though the boundary is uniformly fat, most of it is not 'visible' from within the set. Hence it seems that a right way to generalize the result of Dyda [5] beyond Lipschitz domains is to apply conditions which combine both fatness and geometry of the boundary. In our main result, Theorem 4.1, we follow [16] and use a local visual boundary condition given in terms of John curves. An illustrative consequence of Theorem 4.1 is the following sufficient condition for uniform domains. Besides bounded Lipschitz domains (for sp > 1) and domains above the graphs of Lipschitz functions (also considered by Dyda [5] ), Corollary 1.4 covers, for instance, the domain G ⊂ R 2 bounded by the usual von Koch snowflake curve of Hausdorff dimension λ = log 4/log 3, or, in fact, any domain inside an analogous curve of any dimension λ ∈ (1, 2). It is indeed well known that these domains are uniform. Moreover, the boundary of such a domain G is a λ-regular set, and therefore the boundary is locally (s, p)-uniformly fat for sp > 2 − λ (cf. Proposition 3.13). It then follows from Corollary 1.4 that G admits an (s, p)-Hardy inequality if (and only if) sp > 2−λ.
(For the converse, we refer to [5, §2] and the estimates in Section 5.2.) Nevertheless, without going into the details in this section, we mention that Theorem 4.1 can be applied to far more general open sets than just uniform domains. Let us also remark that in the forthcoming paper [8] , related fractional Hardy inequalities are studied using different methods. One consequence of the general framework in [8] is that in Corollary 1.4 the assumption that G is uniform can actually be replaced by a plumpness condition for G. On the other hand, our Theorem 4.1 can be applied to many non-plump cases in which the results in [8] do not apply directly, for instance to domains having outer cusps.
Fractional Hardy inequalities, and their generations, have been enjoying a reasonable amount of interest during the last few years. One of the reasons for this is that they can be used to deliver spectral information on the generators of the so-called censored stable processes; see e.g. [5] , and the references therein, for more details. In addition to the aforementioned results and references, Loss and Sloane [22] established fractional Hardy type inequalities with sharp constants, but they used different distance functions in the left-hand side of (1.1). However, in a convex domain G their distance functions are majorized by dist(x, ∂G), and thus one obtains sharp fractional inequalities (1.1) for convex domains. Dyda and Frank [7] further improved the results of Loss and Sloane into the so-called fractional Hardy-Sobolev-Mazya inequalities. See also [2, 6, 10, 11, 25] for related results. For one-dimensional fractional Hardy inequalities we refer to [17, Chapter 5] and the references therein. In the present paper, we restrict ourselves completely to the case where the boundary of G is 'thick', for instance in the sense of the uniform fatness condition. On the other hand, it is well-known that Hardy inequalities, in general, can be valid also when the boundary (or the complement) is 'thin' enough. For fractional Hardy inequalities, the thin case has been examined systematically in [14, 8] ; the work of Dyda [5] contains some particular instances of thin complements as well.
The outline of the rest of the paper is as follows: In Section 2 we provide definitions, notation, and other basic tools; for instance, the definition of uniform fatness, based on Riesz capacities, and the different John and uniformity conditions related to the visibility can be found here. Section 3 contains comparison results for various density conditions. In particular, we relate conditions given in terms of capacities (as in uniform fatness) to conditions for Hausdorff contents. Our main result, Theorem 4.1, is stated and proved in Section 4. The proof is based on a combination of 'pointwise Hardy' techniques developed in [16, 15, 20] and maximal function arguments, similar to those in [9, 13] . In Section 5 we construct the counterexamples showing that (s, p)-uniform fatness of the boundary ∂G does not suffice for G to admit an (s, p)-Hardy inequality. We close the paper in Section 6 with some applications and additional results related to the extension of functions in the fractional Sobolev space W s,p (G) and to the removability of sets with respect to (s, p)-Hardy inequalities.
Notation and preliminaries
2.1. Basic notation and Whitney cubes. We follow the standard convention that the letters C and c denote positive constants whose value is not necessarily the same at each occurrence. If there exist constants c 1 , c 2 > 0 such that c 1 a ≤ b ≤ c 2 a, we sometimes write a b and say that a and b are comparable.
When E ⊂ R n , the characteristic function of E is denoted by χ E , the boundary of E is written as ∂E, and |E| is the n-dimensional Lebesgue measure of E. The complement of a set G ⊂ R n is denoted by G c . The integral average of a locally integrable function f over a bounded set E with a positive measure is written as
The support of a function f : R n → C is denoted by spt(f), and it is the closure of the set {x : f(x) 0} in R n . If µ is a Borel measure in R n , the support of µ, denoted by spt(µ), is the smallest closed set E such that µ(R n \ E) = 0.
The open ball centered at x ∈ R n and of radius r > 0 is denoted by B(x, r), and Q always denotes a cube in R n with sides parallel to the coordinate axes; we write x Q for the center of the cube Q and (Q) for its side length. For L > 0, we write LQ for the dilated cube with side length L (Q) and center x Q .
The family of closed dyadic cubes is denoted by D, and D j is the family of dyadic cubes of side length 2 −j , j ∈ Z. For a proper open set G, we fix its Whitney decomposition W = W(G) ⊂ D, and write
For other properties of Whitney cubes we refer to [26, VI.1].
2.2. Riesz potentials and uniform fatness. The Riesz s-potentials, 0 < s < n, of a measurable function f and a Borel measure µ on R n are given by, respectively,
If 0 < sp < n and 1 < p < ∞, the (s, p)-outer capacity of a set E in R n is
, we say that a set E is locally (s, p)-uniformly fat for 0 < sp < n, 1 < p < ∞, if there exist positive constants r 0 and σ such that
for every x ∈ E and 0 < r < r 0 . If inequality (2.2) holds for every x ∈ E and every r > 0, we say that E is (s, p)-uniformly fat.
2.3.
Hausdorff measures and regular sets. The λ-Hausdorff content of a set E ⊂ R n is
where we may assume that x i ∈ E, since this increases the infimum at most by a constant factor. Moreover, as is easily seen, we may allow finite coverings in the infimum above. The λ-Hausdorff measure is denoted by H λ , for the definition we refer to [23, §4] . Recall that the Hausdorff dimension of E is the number
Let 0 < λ ≤ n. A closed set E ⊂ R n is said to be an (Ahlfors) λ-regular set, or sometimes simply a λ-set, if there is a constant C > 1 such that
for every x ∈ E and all 0 < r < diam(E). in particular, G is bounded. Also, if G is a c-John domain, then for each w ∈ ∂G there is a curve γ : [0, ] → G ∪ {w} joining w to x 0 and satisfying (2.4). We say in this case, too, that γ joins w to x 0 in G.
When G ⊂ R n is an open set, x ∈ G, and c ≥ 1 is a constant, we define a subdomain G x,c by
U is a c-John domain with center point x}.
Then clearly ∅ G x,c ⊂ G and G x,c is also a c-John domain with center point x. Following [16] , we say that the set
A domain G ⊂ R n is a uniform domain if there is a constant C ≥ 1 such that each pair of points x, y ∈ G can be joined by a curve γ : [0, ] → G, parameterized by arc length, so that ≤ C|x − y| and dist(z, ∂G) ≥ 1 C min{|z − x|, |z − y|} for each z ∈ γ . Every bounded uniform domain is also a c-John domain for some c ≥ 1.
Comparison results
In this expository section, we study the connections between uniform fatness and thickness conditions formulated in terms of Hausdorff contents; thereby we clarify the relations of the conditions which commonly appear in connection to our main theorem.
More precisely, in our main result, Theorem 4.1, we assume that the visual boundary is uniformly large near each point x ∈ G, in the sense of the λ-Hausdorff content for an appropriate exponent λ > 0, as follows:
where C 0 > 0 and c ≥ 1 are independent of x. A closely related condition is an inner boundary density condition with an exponent λ, which is satisfied by an open set G ⊂ R n if there exists a constant C > 0 such that
for all x ∈ G (cf. [18] ).
Our main assumption (3.1) is stronger than the inner boundary density condition (3.2) with the same exponent λ. Indeed, one may apply relation (2.5) and the observation that an open set G ⊂ R n satisfies condition (3.1) if and only if for each x ∈ G there exists some c-John domain U x ⊂ G, with center point x, such that
On the other hand, there is a wide class of domains for which a converse is true as well. For instance, a uniform domain G satisfies condition (3. 
The inner boundary density condition (3.2) is satisfied with an exponent λ > n − sp, e.g. in the case of a (bounded) open set with a (locally) (s, p)-uniformly fat boundary, where 1 < p < ∞ and 0 < sp < n. This fact is a consequence of Proposition 3.7 below. Nevertheless, we remark that the fatness of the boundary is not necessary for either of the conditions (3.1) and (3.2) to hold, as domains with outward cusps show.
More generally, the following Theorem 3.4 gives a precise connection between the inner boundary density condition and the uniform fatness of the complement of an open set; as indicated, the case 0 < sp ≤ 1 is of particular interest. The theorem mostly restates, and also slightly extends, some of the results obtained in [18] . (1) the complement G c is (s, p)-uniformly fat; (2) there exists n − sp < λ ≤ n and C > 0 such that, for all r > 0 and x ∈ G c ,
2) with an exponent n − sp < λ ≤ n. Then conditions (1) and (2) are (quantitatively) equivalent, and condition (3) implies (1) and (2) . Moreover, for sp > 1, all of the conditions (1)- (3) Proof. The equivalence (1) ⇔ (2) is a consequence of Propositions 3.7 and 3.11 proved in Sections 3.1 and 3.2 below. We remark that these propositions are most likely known to the experts, and they are based on ideas in [1, §5], but we include some details for the sake of exposition.
The implication (3) ⇒ (2) is proved in [18, pp. 2197-2198] . Furthermore, if sp > 1, then the converse implication follows by a careful inspection of the proofs in [18] ; note that in [18] the claims are formulated for domains, but they actually hold for all open sets. The ball G = B(0, 1) serves as a counterexample, showing that the assumption sp > 1 is necessary for the implication (2) ⇒ (3) to hold in general (recall that ∂G has Hausdorff dimension n − 1, hence H λ ∞ (∂G) = 0 if n − 1 < λ ≤ n).
Uniform fatness ⇒ thickness.
(By 'thickness' we refer to density conditions given in terms of Hausdorff contents).
We begin with an easy bound for Riesz capacities in terms of Hausdorff contents:
Lemma 3.5. If 1 < p < ∞ and 0 < sp < n, then there is a constant C > 0 such that
, where B i = B(x i , r i ) with x i ∈ R n , r i > 0. By the monotonicity and the subadditivity of the Riesz capacity, we have
for all balls, [1, Proposition 5.1.2], the claim follows by taking the infimum over all such covers of E.
The following deep theorem from [21] states that local uniform fatness of closed sets is a self-improving property. Theorem 3.6. Let 0 < sp < n and 1 < p < ∞. Assume that E ⊂ R n is closed and locally (s, p)-uniformly fat. Then there are constants ε, σ 1 > 0, depending only on s, p, n, σ, such that R β,q (B(x, r) ∩ E) ≥ σ 1 r n−βq whenever x ∈ E, 0 < r < r 0 , and sp − ε < βq < sp.
In other words, a closed and locally (s, p)-uniformly fat set E is actually (β, q)-locally uniformly fat also for sp − ε < βq ≤ sp. Since the constants ε and σ 1 in the formulation of Theorem 3.6 are independent of the parameter r 0 , we see that uniform fatness of closed sets is self-improving as well. With the help of the self-improvement we obtain the following proposition, which yields in particular the implication (1)⇒(2) of Theorem 3.4. Proposition 3.7. Let 1 < p < ∞ and 0 < sp < n. Assume that E ⊂ R n is closed and (s, p)-uniformly fat. Then there exists n − sp < λ ≤ n and a constant C > 0 such that
for every x ∈ E and all r > 0.
Proof. By the self-improvement, there is 1 < q < p such that E is (s, q)-uniformly fat. It follows from the definition of (s, q)-uniform fatness and Lemma 3.5 that
for every x ∈ E and all r > 0. Hence the claim follows with λ = n − sq > n − sp.
Note that if E is locally (s, p)-uniformly fat, then the claim of Proposition 3.7 holds for all 0 < r < r 0 .
3.2.
Thickness ⇒ uniform fatness. Suppose E ⊂ R n , 1 < p < ∞, and 0 < sp < n. As in [23] , M(E) denotes the set of Radon measures with compact support satisfying spt(µ) ⊂ E and 0 < µ(R n ) < ∞. Leṫ
be the Wolff potential of a measure µ ∈ M(R n ). By Wolff's inequality, there is c > 0 such that
where the supremum is taken over
Remark 3.9. Although inequality (3.8) is well known and widely used, it is worthwhile to sketch a proof. Here it is convenient to use a dual definition for the Riesz capacity of a compact set
, there is A > 0, depending on s, p, and n, such that (3.10)
. By inequality (3.10), the measure υ is admissible for the dual definition of capacity. Since K ⊂ E, we that
Taking the supremum over measures µ yields inequality (3.8) with the implied constant A p/p .
The following proposition shows that thickness implies uniform fatness; in particular, (2)⇒(1) holds in Theorem 3.4. For a closely related comparison theorem, see [1, Corollary 5.1.14]. Proposition 3.11. Let s, p, λ be such that 1 < p < ∞, 0 < sp < n, and n − sp < λ ≤ n. Let E ⊂ R n be a Borel set such that for a constant σ > 0,
Proof. Let x ∈ E, r > 0, and let
By condition (3.12), we find that H λ (E x,r ) > 0. Frostman's lemma yields a measure µ ∈ M(E x,r ) satisfying µ(B(y, t)) ≤ t λ for each y ∈ R n and t > 0. Moreover, µ(E x,r ) ≥ C n H λ ∞ (E x,r ), where C n > 0 depends only on n. See, e.g., [23, Theorem 8.8] and [3] . Now, for a fixed y ∈ R n , we writė
We first estimate term A using the properties of the Frostman measure µ:
Next term B is considered. We begin with a preliminary observation: for y ∈ R n and t > 0,
This follows from the fact that µ is supported inside E x,r ⊂ B(x, r). Thus we obtain
The above estimates show thatẆ
, where a positive constant κ depends on n, s, p, and λ.
Let us define µ
Hence, by assumption (3.12) and inequality (3.8),
After a simplification of the exponents we find that
This concludes the proof.
Note again that if the thickness condition (3.12) holds for all x ∈ E and every 0 < r < r 0 , then E is locally (s, p)-uniformly fat.
3.3. λ-regular sets and uniform fatness. The following result relating λ-regular sets and uniform fatness is useful from the viewpoint of applications. Proposition 3.13. Let s, p, λ be such that 1 < p < ∞, 0 < sp < n, and n − sp < λ ≤ n.
Proof. Let us consider the unbounded case; the bounded case is similar. Let x ∈ E, r > 0, and let E x,r =B(x, r/2) ∩ E. Since λ-regular sets are closed (by definition), the set E x,r is compact, and we may consider the measure
For the last relation, we refer to [23, p. 57] . By the regularity condition, we have µ(B(y, t)) ≤ Ct λ for each y ∈ R n and 0 < t ≤ r. Moreover, by the same condition, µ(R n ) = µ(E x,r ) r λ . Hence, proceeding as in the proof of Proposition 3.11, we obtain
This concludes the proof, as x ∈ E and r > 0 are arbitrary.
Main Theorem
The following sufficient condition for fractional Hardy inequalities is the main result of this paper.
Theorem 4.1. Let 0 < s < 1 and 1 < p < ∞ satisfy 0 < sp < n, and let G ⊂ R
n be an open set. Assume that there exists n − sp < λ ≤ n and C 0 > 0, c ≥ 1 such that
The proof of Theorem 4.1 is based upon a general scheme, built in [9, 13] , in combination with visual boundary and pointwise Hardy techniques, developed in [16, 15, 20] . For the application of the latter in the present setting, we need the following fractional Poincaré-type inequalities:
Here the constant c > 0 is independent of Q and u.
Regarding the proof of Lemma 4.3, in the Sobolev-Poincaré case p > q we apply scaling and translation invariance, and thereby reduce to the unit cube [−1/2, 1/2] n . For the unit cube, the claim follows from [12, Remark 4.14] . If p ≤ q, we apply the previous case and Hölder's inequality.
The following key estimate yields a connection between the size of the visual boundary and the double integrals appearing in the right-hand sides of the fractional Hardy inequalities.
Lemma 4.4. Let G ⊂ R
n be an open set. Assume that 0 < β < 1, 1 ≤ q < ∞, and n − βq < λ ≤ n. Fix c ≥ 1 and let Q ∈ W(G). Then there exist constants L = L(c, n) ≥ 1 and C = C(n, c, λ, q, β) > 0 (both independent of Q), such that
Throughout the proof, C denotes a positive constant, whose value may change from one occurrence to another, and which depends at most on n, c, λ, q, and β.
Let u ∈ C ∞ 0 (G). If |u Q | = 0, the claim is trivial, and thus we may assume |u Q | 0. Moreover, by homogeneity, we may assume |u Q | = 1 (otherwise just consider the function v = u/|u Q |).
Let w ∈ ∂ vis x Q ,c G, and let γ be a c-John curve connecting w to the center point x Q in G x Q ,c ⊂ G. We construct a chain of W(G)-cubes C(Q, w) = (Q 0 , Q 1 , . . .) joining Q 0 = Q to ω as follows. First, let us set t 0 = , where γ( ) = x Q . Then, in the inductive stage, if cubes Q 0 , . . . , Q i and numbers t 0 , . . . , t i are chosen, we let 0 < t i+1 < t i be the smallest number for which γ(t i+1 ) belongs to a cube Q ∈ W(G) which intersects Q i . We set Q i+1 = Q .
We claim that there holds (4.6) lim i→∞ t i = 0 and γ(t i ) ∈ Q i ; in particular lim i→∞ u Q i = u(w) = 0 .
As we will see, these properties are consequences of the following useful inequalities: for i ≥ 0,
Indeed, by construction, γ([t i+1 , t i ]) joins Q i to the boundary of a Whitney cube which does not intersect Q i . Hence, by inequalities (4.7), we find that
where C(n, c) ∈ (0, 1) only depends on n and c. The obtained inequality yields, in particular,
The statements in (4.6) now follow easily. Moreover, we find that for any δ > 0,
This auxiliary estimate will be useful later. Let Q i , Q i+1 be two consecutive cubes in the chain C(Q, w). By construction, these are two intersecting Whitney cubes. Let us first assume that (Q i ) ≥ (Q i+1 ). Then both cubes are contained in 3Q i and their measures are comparable with a constant depending on n only. Note also that by (2.1) we have int3Q i ⊂ G. By the fractional (1, q, β)-Poincaré inequality for cubes, Lemma 4.3,
In case of (Q i ) < (Q i+1 ), we have the same estimate but with 3Q i+1 on the last line. Since u(w) = 0 and |u Q | = 1, it follows from properties (4.6) that (4.9)
Comparison of the sums in (4.8) and (4.9) leads to the observation that, for each δ > 0, there exists an index i w ≥ 0 such that
We now choose δ = (λ − n + βq)/q > 0, and so, writing Q iw = Q w , we have found a cube Q w ∈ C(Q, w) satisfying
By inequalities (4.7), there are constants L = L(c, n) ≥ 1 and ρ = ρ(c, n) > 0 such that 3Q w ⊂ LQ and w ∈ B(x Qw , ρ (Q w )) =: B w and, moreover, 3Q ω ⊂ B ω .
We can now finish the proof. Since a cube as in (4.10) exists for each w ∈ ∂ vis x Q ,c G, we may use the 5r-covering lemma and compactness to cover the set ∂ 
As we assumed |u Q | = 1, the claim follows from (4.11).
The next lemma, essentially [13, Lemma 3.4] , is also needed in the proof of Theorem 4.1. For the sake of convenience, we include also a proof. Notice that inequality (4.13) is not a direct consequence of Hölder's inequality, since the cubes LQ need not have bounded overlap if L is large; this is indeed the case in our applications.
Lemma 4.12. Assume that
where the constant C > 0 only depends on n and κ.
Proof. Throughout this proof, we write m = 2n. The (non-centered) maximal function (with respect to cubes) of a locally integrable function f :
where the supremum is taken over all cubes P in R m containing x ∈ R m . Rewriting the left-hand side of inequality (4.13) and using the definition of the maximal function in the point (z, w) ∈ LQ × LQ = P ⊂ R m , we obtain
The boundedness of the maximal operator M on L κ (R m ) yields the claim.
We are now ready to prove our main result:
Proof of Theorem 4.1. Fix a number q ∈ [1, p) such that β = n(1/p − 1/q) + s ∈ (0, s) and n − λ < βq < sp, 0 < 1/q − 1/p < β/n .
Let Q ∈ W(G), and let L ≥ 1 be as in Lemma 4.4. We first claim that (4.14)
For the term Q |u(x) − u Q | p dx, the second inequality in (4.14) is a consequence of the (p, q, β)-Poincaré inequality of Lemma 4.3. On the other hand, for |Q||u Q | p the inequality follows from Lemma 4.4. Indeed, by the assumption (4.2) on the visual boundary and inequality (4.5), we have 
where we have written
By the choice of β we have in the last line of (4.15) that
and thus Lemma 4.12, applied to the above function g with κ = p/q > 1, yields together with estimate (4.15) that
Note that we used above also the identity p(n + βq)/q = n + sp to obtain the correct exponent in the denominator.
The following corollary is a consequence of Theorem 4.1 and Proposition 3.3.
Corollary 4.16. Let 0 < s < 1 and 1 < p < ∞ satisfy 0 < sp < n. Assume that G ⊂ R n is a uniform domain and that there exists n − sp < λ ≤ n and C > 0 such that
for all x ∈ G. Then G admits an (s, p)-Hardy inequality.
Observe that Corollary 1.4, stated in the Introduction, is now a consequence of Corollary 4.16 and Proposition 3.7. We also refer to the discussion in the beginning of Section 3.
We conclude this section with a partial relaxation of the visual boundary condition of Theorem 4.1. The following modification of Lemma 4.4 shows that we do not need to assume the visibility of the boundary with respect to cubes Q ∈ W(G) if the nearby complement is of zero measure.
Lemma 4.17. Let G ⊂ R
n be an open set and assume that 0 < β < 1, 1 ≤ q < ∞, and n − βq < λ ≤ n. Fix c ≥ 1 and let Q ∈ W(G). Assume that L > 1 and |G c ∩ LQ| = 0. Then there exists C = C(n, c, λ, q, β, L) > 0, independent of Q, such that
Let us indicate here the differences compared to the proof of Lemma 4.4.
For w ∈ ∂G ∩ LQ we can now consider, instead of the John-type chain C(Q, w), a chain C(Q, w) = {Q 0 , Q 1 , . . .} of cubes, where Q 0 = Q, Q 1 = LQ, w ∈ Q i+1 ⊂ Q i for every i ≥ 1, and (Q i+1 ) = (Q i )/2 for every i ≥ 1. Estimate (4.9) (but with the integrals taken over Q i ) is a simple consequence of the (1, q, β)-Poincaré inequality for cubes, and thus we find from the chain C(Q, w) a cube Q w as in (4.10) (note that here the constant depends on L). We can now choose essentially disjoint cubes Q j = Q w j (or slightly larger balls containing these cubes), which cover the set ∂G ∩ LQ, and thus we obtain, just like in the proof of Lemma 4.4, that
The last line above follows from the assumption |G c ∩ LQ| = 0.
Remark 4.18. Let G ⊂ R n be an open set and assume that there exists 0 < λ ≤ n, c ≥ 1, L ≥ 1, and C > 0 such that for every Q ∈ W(G) (at least) one of the following conditions holds:
Then we can use either Lemma 4.4 or Lemma 4.17 to yield estimate (4.14) in the proof of Theorem 4.1, and we conclude that such an open set G admits (s, p)-Hardy inequalities for all 1 < p < ∞ and 0 < s < 1 satisfying n − λ < sp < n. Note that in the case |G c | = 0, where we can use the above case (b) for every cube Q ∈ W(G), the same conclusion follows from Theorem 3.4 and Theorem 6.2 below.
Counterexamples in the plane
In this section, we show that (s, p)-uniform fatness of the boundary ∂G is not sufficient for G to admit an (s, p)-Hardy inequality. Similar examples exist in higher dimensions as well, but, for the sake of clarity, we confine ourselves here to the planar case. Let us formulate this as a theorem:
Theorem 5.1. Let 1 < p < ∞ and 0 < s < 1 be such that 0 < sp ≤ 1. We base our constructions on the examples in [5] , but we need significant modifications in order to adapt them for our purposes. To clarify this, let 1 < p < ∞ and 0 < s < 1 be such that sp ≤ 1. Then the domain
does not admit an (s, p)-Hardy inequality, we refer to [5] or the proof of Proposition 5.2. Albeit the complement of G core is (s, p)-uniformly fat, this counterexample does not suffice for the proof of Theorem 5.1, as the boundary of G core is still too 'thin'; it is (s, p)-uniformly fat only for sp > 1, exactly the same range for which the set G core admits (s, p)-Hardy inequalities. We give two possible ways to address this problem: In the first one, given in Sections 5.1-5.4, we place a fat Cantor set-one with positive measure-to each of the Whitney cubes in W(R 2 \Ḡ core ). This is done in a quantitative manner, ensuring that (s, p)-Hardy inequalities still remains false. The construction yields an open set G whose boundary is an unbounded 2-regular set, and consequently, by Proposition 3.13, the boundary ∂G is indeed (s, p)-uniformly fat, thus proving the first claim in Theorem 5.1. The second claim is proved in Sections 5.5-5.7. There we consider localized examples, and the resulting sets G are even domains. However, in these latter examples much more care must be taken in the choices of the test functions and in the related calculations.
5.1.
Outline of the first example. The construction consists of two steps. In the first step we construct a John domain G core satisfying the following conditions (A)-(D):
(A) there is a constant C > 0 such that for any m ∈ N, the boundary ∂G core can be covered by using at most Cm 2−sp balls in the family {B(x, 1/(2m)) :
and |∂G core | = 0; (D) the following 'coplumpness' condition is satisfied for some η ∈ (0, 1): for each x ∈ R 2 \ G core and each r > 2 dist(x, ∂G core ), there is Q ∈ W(R 2 \Ḡ core ) such that |Q| ≥ ηr 2 and Q ⊂ B(x, r). Conditions (A) and (B) are taken from [5] , and they imply that G core does not admit an (s, p)-Hardy inequality. The two other conditions (C) and (D) are technical, required in the second step of the construction. In the case of sp = 1, we may begin our construction with G core := (−1, 1) 2 . For the remaining cases 0 < sp < 1, we refer to Section 5.2.
In the second step, we construct an open set G ⊂ R 2 with the following properties:
The construction of such sets is given in Section 5.4. Let us now show that a set G satisfying (1)- (4) Proof. We use test functions u m ∈ C ∞ 0 (G core ) with m ≥ 1 large enough. These are defined by
where ϕ m = m 2 ϕ(mx) and ϕ ∈ C ∞ 0 (B(0, 1)) is a non-negative bump function, with ϕ dx = 1. Some of the computations in [5] are invoked in the sequel, and actually the only properties we explicitly need for the functions u m are that 0 ≤ u m ≤ 1 for all m, and that they converge pointwise to χ G core monotonically, i.e. u m+1 ≥ u m for all m.
By conditions (1), (2), and (B),
Hence, it suffices to show that the following integrals are uniformly bounded in m:
The integral over the set G core × G core is uniformly bounded in m; we refer to [5, pp. 577-578] for a computation which relies on the covering property (A). Hence, it suffices to estimate the second integral,
we used above condition (C), which assures that ∂G core has zero measure. Again, by condition (C), for every x ∈ G ∩ Q ⊂ R 2 \Ḡ core (with Q as in the summation above) and y ∈ G core ,
Since the test functions u m are bounded by 1, we may integrate in polar coordinates in order to see that
The last step follows from condition (3).
Construction of G
core . Let 1 < p < ∞ and 0 < s < 1 be such that sp < 1. We construct a domain satisfying properties (A)-(D) from the beginning of Section 5.1. Let λ = 2 − sp and let G core be a snowflake domain, which is a coplump John domain whose boundary E := ∂G core is a λ-regular set and satisfies E = ∂(R 2 \Ḡ core ). In particular, E has zero Lebesgue measure. Thus, conditions 
and hence N r r −λ . As a consequence, we obtain the covering property (A) for G core .
It remains to verify condition (B). By denoting
Thus, for the last condition, it suffices to show that, for some C > 0 independent of r,
We can deduce this estimate as follows. Let us first observe that, by John property of G core , there is a constant C such that |B 
In conclusion, we have shown the last property (B), i.e. G core dist(x, E) −sp dx = ∞.
Fat Cantor sets.
We construct an auxiliary compact set
is a given closed cube with (Q j ) = 2 −j , j ∈ Z, and the construction is parameterized by a given sequence { j,k } k≥0 of real numbers in (0, 1/2) such that ∞ k=0 j,k < 1/2. Figure 1 . We have removed two rectangles from a closed cube Q j,k,m . The four closed sub cubes belong to generation k + 1, and they are denoted by Q j,k+1,m 1 , . . . , Q j,k+1,m 4 for some {m 1 , . . . , m 4 } ∈ {1, 2, . . . , 4 k+1 }.
We construct cubes Q j,k,m with common side length j,k , where m ∈ {1, . . . 4 k } is used to index the cubes of generation k ≥ 0. These cubes are constructed as follows; we let Q j,0,1 = Q j and define j,0 = 2 −j . At the inductive stage, we are given k ≥ 0 and the cubes Q j,k,m , m = 1, . . . , 4 k . Each of these cubes is partitioned in five sets: to the union of two overlapping perpendicular rectangles, both similar to [0, j,k ] × (0, j,k j,k ) and having midpoint x Q j,k,m ; and to four similar closed cubes of side length j,k+1 = (1− j,k ) j,k /2. The resulting 4 k+1 'generation k+1' cubes are denoted by Q j,k+1,m , m = 1, . . . , 4 k+1 ; i.e., we fix an ordering for these cubes. For an illustration, we refer to Figure 1 . It is immediate from the construction that
The following 'quantitative Lebesgue density theorem' for K j will be useful in several occasions.
Lemma 5.4. Suppose that k ≥ 0 and m ∈ {1, 2, . . . , 4 k } are fixed. Then
Proof. By elementary convergence theorems for nested sets, it suffices to prove the inequality
holds for these values of k . In the inductive stage, we assume (5.6) for some k ≥ k. Then, by construction, the intersection K j,k ∩ Q j,k,m is a union of 4 k −k cubes, each of which produces four 'generation k + 1' cubes after removal of a set (which is a union of two perpendicular rectangles) whose area is strictly bounded by
In the last step above, we applied (5.3). By induction assumption, the area of K j,k +1 ∩ Q j,k,m is bounded from below by
The proof of inequality (5.6) is complete.
Remark 5.7. A consequence of Lemma 5.4 is the following. For every x ∈ K j and every radius 0 < r ≤ 10
(The factor 10 √ 2 is not special, but chosen for our convenience.) In order to verify this, we choose k ≥ 0 such that j,k /4 < r/(10 √ 2) ≤ j,k . This is possible by inequalities (5.3). Then we fix an index m in such a way that x ∈ Q j,k,m . Now Q j,k,m ⊂ B(x, r), and the claim follows from inequality (5.5) by obvious estimates. We choose a sequence { j } j∈Z , j ∈ (0, 1/2), such that
This is possible since G core is bounded, and hence the inner sum is finite for each j. Then, we let j,k := j 2 −k /4 for each j ∈ Z and k ≥ 0. Observe, in particular, that
Define a closed set that is parameterized by { j,k } and has no interior points,
Here the compact sets K j (Q) are as defined in Section 5.3. Observe that it is important to include the boundary of G core to the union above, as otherwise K would not be closed. Finally, we define the desired open set to be G := R 2 \ K. Note that ∂G = K since the closed set K does not contain any interior points. Proof. By construction, conditions (1) and (2) are satisfied. Let us then consider condition (3) .
Condition (3) follows from this by using inequalities (5.9) and (5.8). In order to verify condition (4), it suffices to show that ∂G = K is an unbounded 2-regular set. Indeed, Proposition 3.13 then implies that ∂G is (s, p)-uniformly fat.
For a fixed x ∈ K and 0 < r < ∞, we have either (a) or (b) below: (a): dist(x, ∂G core ) < r/2. By coplumpness, condition (D), there is Q ∈ W(R 2 \Ḡ core ) such that |Q| ≥ ηr 2 and Q ⊂ B(x, r). By Lemma 5.4 and inequality (5.9),
Thus, by condition (C) and properties of Whitney cubes,
As a conclusion r ≤ 10 √ 2 · 2 −j , and so, by Remark 5.7 and inequality (5.9),
This concludes the proof of condition (4).
A local construction.
A drawback in the open set G = R 2 \ K of the previous construction is that G is not connected. In the following Subsections 5.6 and 5.7, we indicate alternative counterexamples where G is indeed a domain, thus showing that the non-connectivity is not an issue in the failure of the (s, p)-Hardy inequalities in the construction of Section 5.1. The examples in Sections 5.6 and 5.7 are based on the use of 'localized' test functions constructed in this subsection. Again, the examples are given only for the planar case, but similar constructions can be carried out, for 0 < sp ≤ 1 (corresponding to n − 1 ≤ λ < n), in higher dimensions as well.
For 1 ≤ λ < 2, let K λ ⊂ {(x 1 , x 2 ) ∈ R 2 : x 2 ≥ 0} be a λ-dimensional von Koch -type snowflake curve joining the points (−3, 0) and (3, 0) in the plane; for λ = 1 we simply have the interval from (−3, 0) to (3, 0) .
; note that by the connectivity of G, then also the set bounded by K λ and the interval from (−3, 0) to (3, 0) belongs to G c . We demonstrate below that such a domain G can not admit (s, p)-Hardy inequalities when sp = 2 − λ. This is not yet enough to produce the desired counterexamples, but in Sections 5.6 and 5.7 we explain how to modify these domains so that we obtain a proof for the second claim in Theorem 5.1. Nevertheless, the construction below has also independent interest. In particular, when G is chosen to be the upper half-space, with λ = 1, we see that the case (T3) of Theorem 1.1 in [5] is sharp: G is a domain above the graph of a Lipschitz function R n−1 → R, and G does not admit (s, p)-Hardy inequalities when sp = 1. For j, m ∈ N, we define
We choose functions u m ∈ C ∞ 0 (G) such that:
Let 1 < p < ∞ and 0 < s < 1 be such that sp = 2 − λ. Since u m = 1 in A m and |N j | ≈ 2 j(λ−2) , it follows that
Hence, it suffices to show that the right-hand side of the (s, p)-Hardy inequality remains uniformly bounded in m. We do this using arguments similar to those in Dyda's example [5] , but due to the local nature of our example, we have additional terms to estimate in our calculations. First, we observe that
By the λ-regularity of the snowflake curves, it is easy to see that E m ⊂ Nm k=1 B k , where B k = B(x k , 2 −m+1 ) for some x k ∈ K λ , and N = N m ≤ c2 λm . Thus, we obtain
Using property (4) of the functions u m , the terms for = 0 and = 1 in the above sum are bounded by
recall here that sp = 2 − λ. For = 2, 3, . . . , we have
Since sp > 0, it follows that
Let us then estimate the integral I 2 . We write c , but the corresponding claim is clearly not true in the present setting; in fact, Q k ∩ G is even a dense set. To overcome this, we need to be a bit more careful when estimating this last integral.
We choose k = 2 −k(2+sp) /4, and thus where we used (5.14) and the fact that |x − y| ≥ k 2 −m when y ∈Q 2 m and x ∈ Q k ∩ G. Thus, for m = m(k) = k, the integral above is bounded by 2−sp k , as desired. Moreover, with this choice we have 2 −m(k) = 2 −k ≥ 2 −k(2+sp) ≥ k , which was the only requirement for estimate (5.13) to hold. In conclusion, the (s, p)-Hardy inequality can not be valid for functions u m(k) , m(k) = k, with a uniform constant, and hence the domain G can not admit (s, p)-Hardy inequalities when sp = 1.
5.7.
Local snowflaked counterexamples for 0 < sp < 1. Let us briefly indicate how to obtain similar counterexamples when 0 < sp < 1. The value sp = 1 above corresponds to the fact that the fat Cantor set is, loosely speaking, seen as one-dimensional when observed from a suitable distance from within the domain; here 1 = 2−sp. Similarly, if we had a locally (s, p)-uniformly fat part of the boundary that is seen as λ-dimensional, with λ = 2−sp, then (s, p)-Hardy inequalities would fail. Such a situation can be obtained, for instance, by placing a snowflake type set F λ , indicated in Figure 5 .7, inside a suitable G core -domain. Notice, however, that the set in Figure 5 .7 is based on a very simple approximation of the actual snowflake curve K λ .
More precisely, to obtain such a set F λ , we first consider the set bounded by a snowflake curve K λ of dimension λ ∈ (1, 2) and its reflection on the x 1 -axis, and then remove 'tunnels' (the black parts in Figure 5 .7) of width k : one large tunnel of width 1 , four tunnels of width 2 , etc. It is clear that if we choose k > 0 to be small enough, then the resulting set F λ is still 2-regular, and thus locally (s, p)-uniformly fat for any 1 < p < ∞ and 0 < s < 1. If the boundary Figure 2 . Snowflake set F λ with tunnels. The support of the test function u 2 is drawn above the snowflake rhombus Q 2 .
of the surrounding G core -domain has dimension greater than λ, it follows that the boundary of G = G core \ F λ is locally (s, p)-uniformly fat for sp = 2 − λ. Now, let Q 1 ⊂ K λ denote the large 'snowflake rhombus' in the middle of K λ . Then choose Q 2 to be the second largest rhombus on the left-hand side of Q 1 ; and Q 3 to be the third largest rhombus on the left-hand side of Q 2 ; and so on. Just like in the counterexample of Section 5.6 with the fat Cantor set, we place scaled copies of the functions u m from Section 5.5 (constructed with respect to the corresponding K λ ) above the sets Q k ; cf. Figure 5 .7. With computations analogous to those in Section 5.6 (we leave the details to the reader), it follows that, for sp = 2 − λ, G can not admit (s, p)-Hardy inequalities, and yet G is a domain having a locally (s, p)-uniformly fat boundary. This finishes the proof of the second claim of Theorem 5.1.
Applications
We conclude the paper with extension and removability problems related to fractional Hardy inequalities and fractional Sobolev spaces. For 0 < s < 1 and 1 < p < ∞, the fractional Sobolev space W s,p (G) is defined as the space of functions u ∈ L p (G) with u W s,p (G) := u L p (G) + |u| See [4] for a nice introduction and basic properties of the spaces W s,p (G).
