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Notation
N the set of positive integers
N0 the set of nonnegative integers
Z the set of integers
Q the set of rational numbers
R the set of real numbers
C the set of complex numbers
l, m the set {l, l + 1, . . . , m}
Sn the symmetric group on a finite set of n symbols
σ generic element of the Sn
kj(σ) the number of cycles of length j in a permutation σ
s¯ generic vector (s1, . . . , sn) ∈ Nn0
ℓ(s¯) the sum 1s1 + 2s2 + . . .+ nsn
ℓr(s¯) the sum 1s1 + 2s2 + . . .+ rsr
ℓrn(s¯) the sum (r + 1)sr+1 + (r + 2)sr+2 + . . .+ nsn
log the natural logarithm
Γ the Gamma function
Pr the probability
EX the expected value of a random variable X
e the Euler number
γ the Euler–Mascheroni constant
Hr the r-th harmonic number
x the positive solution to the equation
∑r
j=1 x
j = n
ξ(v) the positive solution to the equation eξ(v) = 1 + vξ(v)
I(v) the function
∫ v
0
(et − 1)t−1 dt
̺(v) the Dickman function;
̺(v) = 1 if v ∈ [0, 1], and v̺′(v) + ̺(v − 1) = 0 if v > 1
ω(v) the Buchstab function;
vω(v) = 1 if v ∈ [1, 2], and (vω(v))′ = ω(v − 1) if v > 2
vii

1 Introduction
1.1 Problems and results
Problems
Recall that Sn is the symmetric group on n elements, and kj(σ) is the number of
cycles of length j in a permutation σ. The dissertation focuses on three problems:
1. Asymptotic formulas for the density
ν(n, r) =
1
n!
∣∣{σ ∈ Sn : kj(σ) = 0 ∀j ∈ r + 1, n}∣∣ (1.1)
as n→∞. The goal is to cover the whole range 1 6 r 6 n for the parameter
r so that it could be imagined as any function of n falling into the range,
thereby r : N→ N and r := r(n) 6 n.
2. We have the same goal for the density
κ(n, r) =
1
n!
∣∣{σ ∈ Sn : kj(σ) = 0 ∀j ∈ 1, r}∣∣ . (1.2)
3. Let Zj , j ∈ 1, n, be the Poisson random variables such that EZj = 1/j. Set
k¯r(σ) = (k1(σ), . . . , kr(σ)) and Z¯r = (Z1, . . . , Zr). The final problem is to
obtain an asymptotic formula for the total variation distance between the
distributions of random vectors k¯r(σ) and Z¯r. The distance is denoted by
dTV (n, r). We have
dTV (n, r) = sup
V⊂Nr0
∣∣∣∣#{σ : k¯r(σ) ∈ V }n! − Pr (Z¯r ∈ V )
∣∣∣∣
=
1
2
∞∑
m=0
ν(m, r)
∣∣κ(n−m, r)− e−Hr ∣∣ (1.3)
provided that r : N → N and r = r(n) 6 n. Thus, the solution to the
problem is based on the success in the previous two problems.
1
Results
The results for (1.1) obtained in the thesis are consistently presented in Section 2.2.
They improve on all the previous results of such kind posed in Section 2.1, and
basically are proved using the saddle-point analysis. Its use is motivated by Chap-
ter III.5 of [44] and earlier papers. To be concrete, Theorems 2.1, 2.2, 2.3, 2.4,
and Corollary 2.5 are the results on ν(n, r).
The results for (1.2) obtained in the work are expounded in Section 3.2. They
improve on all the previous results of such type stated in Section 3.1, and basi-
cally are proved using the saddle-point analysis, the use of which is motivated by
Chapter III.6 of [44] and the paper [45]. To be specific, Theorems 3.2, 3.3, 3.4,
Corollary 3.5, and Theorem 3.6 are the results on κ(n, r).
Estimates for (1.3) are given in Theorem 4.2 and Corollary 4.3. Theorem 4.2
is an improvement on the previous asymptotic formula for dTV (n, r). We get it by
employing the technique developed in [45], which requires obtaining Theorems 2.3
and 3.6. Corollary 4.3 gives an estimate of (1.3) only through the function ν(n, r),
which could potentially be used to refine previous estimates of dTV (n, r) in the
regions where asymptotic formulas are still unknown.
1.2 Dissemination of the results
Most of the results can already be found in the papers:
◮ E. Manstavičius and R. Petuchovas, Local probabilities for random permu-
tations without long cycles, Electron. J. Combin., 23 (1) (2016), #P1.58,
25 pp.
◮ E. Manstavičius and R. Petuchovas, Local probabilities and total varia-
tion distance for random permutations, The Ramanujan J., (2016), doi:
10.1007/s11139-016-9786-0, 18 pp.
The papers are filed in Bibliography as [31] and [32] respectively. There are only
Theorems 3.2, 3.3, 3.4, and Corollary 3.5 submitted to a journal and waiting for
approval.
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All the results were exposed and discussed in a series of seminars during the pe-
riod of 2012-2016 in Vilnius University at the Department of Probability Theory
and Number Theory of Faculty of Mathematics and Informatics. Also, they were
presented at the following conferences:
• R. Petuchovas, Permutations without long cycles, The 55th Conference of
the Lithuanian Mathematical Society, 26-27 June 2014.
• R. Petuchovas, On permutations without long cycles, The 11th International
Vilnius Conference on Probability Theory and Mathematical statistics, 30
June - 4 July 2014.
• R. Petuchovas, The density of the permutations without short cycles in
a symmetric group, The 56th Conference of the Lithuanian Mathematical
Society, 16-17 June 2015.
• R. Petuchovas, Permutations without long or short cycles, European Con-
ference on Combinatorics, Graph Theory and Applications, Norway, Bergen,
31 August - 4 September 2015.
• R. Petuchovas, Recent results on permutations without short cycles, The
27th International Conference on Probabilistic, Combinatorial and Asymp-
totic Methods for the Analysis of Algorithms, Poland, Krakow, 4-8 July 2016.
In addition there are a few conference abstracts worth mentioning:
• E. Manstavičius and R. Petuchovas, Permutations without long or short
cycles, Electronic Notes in Discrete Mathematics, 49 (2015), 153–158.
• R. Petuchovas, Recent results on permutations without short cycles, http://aofa.tcs.uj.edu.pl/proceedings/aofa2016.pdf
or arXiv:1605.02690v1, 2016, 3 pp.
The abstracts are filed in Bibliography as [30] and [39] respectively.
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2 Permutations without long
cycles
2.1 Previous results
Enumeration of decomposable structures missing large components started in 1930
with a paper by K. Dickman [9] dealing with the natural numbers composed of
small prime factors. Two decades later, in a series of works, N.G. de Bruijn
extended this to a deep analytical theory. A survey [34] gives a broad historical
account. In the 1980’s, A. Hildebrand, G. Tenenbaum and other mathematicians
again advanced in the same direction. Their results are well exposed in a book [44]
and in more recent papers. By analogy, a similar theory was carried out for
polynomials over a finite field (for example, [37], [12]) and generalized to the so-
called additive arithmetical semigroups ([48], [28], [27]). A survey [17] discusses
the analogy between the theories. The list of the papers does not purport to be
complete. However, it has influenced the decision to improve on results of the
same problem in case of permutations.
We focus only on permutations comprising the symmetric group Sn and seek
asymptotic formulas for the probability ν(n, r) that a permutation sampled uni-
formly at random has no cycles of length exceeding r, where 1 6 r 6 n, r ∈ N,
and n→∞. The goal is to cover the whole range for the parameter r.
Let us start from an exact formula. Recall the Notation. If kj(σ) equals the
number of cycles of length j in a permutation σ ∈ Sn and k¯(σ) :=
(
k1(σ), . . . , kn(σ)
)
is the cycle structure vector, then
∣∣{σ ∈ Sn : k¯(σ) = s¯}∣∣ = 1{ℓ(s¯) = n}n! n∏
j=1
1
jsjsj!
([7, p. 80]). Hence,
ν(n, r) =
1
n!
∣∣{σ ∈ Sn : kj(σ) = 0 ∀j ∈ r + 1, n}∣∣ = ∑
ℓr(s¯)=n
ℓrn(s¯)=0
r∏
j=1
1
jsjsj !
, (2.1)
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where the summation is over the vectors s¯ ∈ Nn0 . The formula can be rewritten
in terms of the independent Poisson random variables Zj, 1 6 j 6 n, such that
EZj = 1/j. To wit,
ν(n, r) = exp
{ r∑
j=1
1
j
}
Pr
( r∑
j=1
jZj = n
)
. (2.2)
There are two trivial cases ν(n, 1) = 1/n! and ν(n, n) = 1. Also, the first few
values of ν(n, r) are in the On-Line Encyclopedia of Integer Sequences:
ν(n, 2)n! = A000085, ν(n, 3)n! = A057693, ν(n, 4)n! = A070945,
ν(n, 5)n! = A070946, ν(n, 6)n! = A070947.
Therein, a great attention is paid to ν(n, 2)n!, which equals the number of invo-
lutions in Sn. In particular, there is an indication that ν(n, 2)n! can be expressed
via a value of the Hermite polynomial Hn(x) at a point on the imaginary axis of
a complex plane.
Asymptotic analysis of ν(n, r) provides more information than the formula (2.1)
if parameters are large. To start with, we have the Cauchy integral representation
ν(n, r) =
1
2πi
∫
|z|=α
exp
{
r∑
j=1
zj
j
}
dz
zn+1
((2.2) and Lemma 5.2), where α > 0. An idea of applying the saddle-point method
might be taken from the pioneering work [40] concerning Hn(x), x ∈ R. Indeed,
this method was used by L. Moser and M. Wyman [35] to prove that
ν(n, 2) ∼ 1√
4πn
exp
{
− n logn
2
+
n
2
+ n1/2 − 1
4
}
. (2.3)
In fact, the relation was established earlier by S. Chowla, I.N. Herstein and W.K.
Moore [8], by another method. H. Wilf included a detailed proof of (2.3) into
Chapter 5 of his book [50]. However, Exercise 8 on pages 190-191 in it gives an
erroneous expression for r = 3. Actually,
ν(n, 3) ∼ 1√
6πn
exp
{
− n log n
3
+
n
3
+
1
2
n2/3 +
5
6
n1/3 − 5
18
}
. (2.4)
As one has been able to check, the last formula firstly appears in A.N. Timashov’s
paper [46]. It gives a reference to V.N. Sachkov’s work [41] where asymptotic
formula for ν(n, r) with r fixed is presented. However, the formula is given without
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a proof and contains inaccuracies; it goes in contrast to (2.4) and even to (2.3).
A year later, M. Lugo [26] also gave (2.4), leaving for the reader other cases of
ν(n, r).
W.K. Hayman [19] and later B. Harris and L. Schoenfeld [18] elaborated the
methodology that let the latter to succeed in obtaining further asymptotic terms
and, in particular, to obtain
ν(n, r) =
exp
{∑r
j=1 x
jj−1
}
xn
√
2π
∑r
j=1 jx
j
(
1 +Or
(1
n
))
(2.5)
for an arbitrary but fixed parameter r ∈ 1, n; where x is the unique positive
solution to the equation
∑r
j=1 x
j = n, and index of Or stresses indeterminate
dependence on the parameter r of constant in the estimate. Actually, we owe to
E. Schmutz whose Theorem 1 and the facts presented below it in [42] clarify the
use of the general and fairly complicated expansion given in [18].
Recently, T. Amdeberhan and V.H. Moll [2, Theorem 8.1] have proved by
using the asymptotic behavior (2.5) (see also [36]) that
ν(n, r) ∼ 1√
2πnr
exp
{
−n log n
r
+
n
r
+
r−1∑
k=1
drkn
(r−k)/r − 1
r
r∑
j=2
1
j
}
(2.6)
if r is fixed and n→∞, where
drk =
r
k!(r − k)k
k−1∏
j=0
(
k + jr
r
)
.
Thus, they have generalized the formulas (2.3) and (2.4). A proof of the statement
is described in the next section in which Theorem 2.2 validates (2.6) in the region
1 6 r 6 logn and adds an error estimate.
The above mentioned results deal with the case when the ratio n/r is "large".
Besides that, there is the vast extent of literature dealing with the case when
u := n/r is "small". Both cases are related to the limit distribution of the longest
cycle length, denoted by Ln(σ), of σ ∈ Sn. V.L. Goncharov’s result [13] from 1944
shows that
ν(n, r) =
1
n!
∣∣{σ ∈ Sn : Ln(σ) 6 r}∣∣ = ̺(u) + o(1) (2.7)
uniformly in u > 1. Here ̺(v) is the Dickman function, it is continuous for v > 1.
The challenge to estimate the remainder term in (2.7) was taken up by X. Gourdon
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in his notable thesis [14]. Formula (12) on page 131 in it gives the result
ν(n, r) = ̺(u) +O
(
logn
r
)
for u > 1. In addition, an l-term asymptotic expansion of ν(n, r) with a remainder
term Ol
(
n−l+1/2 log n
)
for an arbitrary l ∈ N is obtained in Theorem 2 on page
207. Recalling that
̺(v) = exp
{
−v log v − v log log(v + 2) + v
(
1 +O
(
log log(v + 2)
log(v + 2)
))}
(2.8)
if v > 1 ([23, Corollary 2.3]), one can verify that the error terms in either of Gour-
don’s asymptotic formulas swallow the main term ̺(u) if u > logn. Therefore,
it is more desirable to obtain the relative asymptotic estimate. Theorem 4.13 on
page 91 in [3], applied for permutations, yields
ν(n, r) = ̺(u)
(
1 + o(1)
)
if u 6 C, where C > 1 is an arbitrary but fixed positive constant. As a byprod-
uct of enumeration of corresponding elements in an additive semigroup, the last
relation extended to a region u 6
√
n/ log n has appeared in the paper [27].
The result is presented in this work as Theorem 2.3 below, it was obtained by
E. Manstavičius and the author [31] using another method.
The results exposed in the next section cover what has just been mentioned.
2.2 Results of the thesis
The original source of all the theorems presented in this section is [31]. Recall
that we are interested in an asymptotic formula for
ν(n, r) =
1
n!
∣∣{σ ∈ Sn : kj(σ) = 0 ∀j ∈ r + 1, n}∣∣
when 1 < r < n and n → ∞. To start with, we have the Cauchy integral
representation
ν(n, r) =
1
2πi
∫
|z|=α
exp
{
r∑
j=1
zj
j
}
dz
zn+1
, (2.9)
where α > 0. Applying the classic saddle-point method (described, for example,
in [11, p. 551]), we obtain
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Theorem 2.1. Let x be the positive solution to the equation
∑r
j=1 x
j = n. Then
ν(n, r) =
exp
{∑r
j=1 x
jj−1
}
xn
√
2π
∑r
j=1 jx
j
(
1 +O
( r
n
))
(2.10)
provided that 1 6 r 6 cn(logn)−1(log log n)−2, where c = (12π2e)−1 and n > 4.
The upper bound of the parameter r indicates the limitation of the approach.
For larger r, it is difficult to estimate the integrand in (2.9) outside a vicinity of
the saddle-point z = α = x. The result clarifies formula (2.5) and extends its
region of validity. The following theorem is a consequence of Theorem 2.1.
Theorem 2.2. If 1 6 r 6 log n, then
ν(n, r) =
1√
2πnr
exp
{
− n logn
r
+
n
r
+
r∑
k=1
drkn
(r−k)/r
}(
1 +O
(
n−1/r
) )
.
Here
drr = −1
r
r∑
j=2
1
j
and
drk =
Γ(k + k/r)
(r − k)Γ(k + 1)Γ(1 + k/r)
if 1 6 k 6 r − 1.
The result improves on (2.6) providing the error estimate and extending the
range of the parameter r. To prove Theorem 2.2, we use the Lagrange-Bürmann
formula for the compositions of functions to obtain
r∑
j=1
xj
j
− n log x = −n log n
r
+
n
r
+
r∑
k=1
drkn
(r−k)/r +O
(
n−1/r
)
and (
r∑
j=1
jxj
)−1/2
=
1√
nr
(
1 +O
(
n−1/r
))
for 1 6 r 6 log n. Clearly, these formulas along with Theorem 2.1 give the result.
Notice, it is not effective here to apply the Lagrange-Bürmann formula only to
the function x and then put the result
x = n1/r − 1
r
−
r∑
l=2
Γ(l + (l − 1)/r)
(l − 1)Γ(l + 1)Γ((l − 1)/r)n
−(l−1)/r
+
1
r
n−1+1/r +O
(
1
n
)
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if 2 6 r 6 log n into (2.10). This approximation is proved in Lemma 5.23.
Recall that ̺ is the Dickman function. It should be said, ̺(v) 6 1/Γ(v + 1) if
v > 1 [44, p. 366]. Denote by L(·) the Laplace transform. The next theorem is
obtained by estimating the difference ν(n, r)−L−1(L(̺)(s))(n/r), s ∈ C.
Theorem 2.3. Let u = n/r. If
√
n log n 6 r 6 n, then
ν(n, r) = ̺(u)
(
1 +O
(
u log(u+ 1)
r
))
.
The result is not new, but the method used to obtain it is different than
that in [27]. It brings some additional understanding how Theorem 2.3 could
be improved. To do that, one has to use the function ξ(v), which is a positive
solution to the equation eξ(v) = 1+ vξ(v) for v > 1, where ξ(1) = 0. The function
ξ(v) is important because of its involvement in the asymptotic formula
̺(v) =
√
ξ′(v)
2π
exp
{
γ − vξ(v) +
∫ ξ(v)
0
et − 1
t
dt
}(
1 +O
(
1
v
))
(2.11)
valid for v > 1 (Lemma 5.4). Formula (2.11) gives us an idea that the functions
x and ξ are related. Indeed, the analysis carried out in Lemma 5.24 gives the
relations
x = exp
{ξ(u)
r
}
+O
(
log(u+ 1)
r2
)
and ( r∑
j=1
jxj
)−1
=
ξ′(u)
r2
(
1 +O
(
log(u+ 1)
r
))
if log u 6 r 6 n. Combining these estimates and Theorem 2.1, we get
Theorem 2.4. Let u = n/r. If n1/3(logn)2/3 6 r 6 cn(log n)−1(log logn)−2,
where c = (12π2e)−1 and n > 4, then
ν(n, r) = ̺(u) exp
{uξ(u)
2r
}(
1 +O
(
u log2(u+ 1)
r2
+
1
u
))
. (2.12)
The extra exponential factor next to the Dickman function is a significant
finding, it is necessary if r = o
(√
n log n
)
because of ξ(u) ∼ log u when u → ∞
(Lemma 5.1). In the proof of Theorem 2.4, we obtain
exp
{∑r
j=1 x
jj−1
}
xn
√
2π
∑r
j=1 jx
j
(
1 +O
(
1
u
))
= ̺(u)
(
1 +O
(
u log(u+ 1)
r
))
if
√
n logn 6 r 6 n. Therefore, we can make the following conclusion.
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Corollary 2.5. Relations (2.10) and (2.12) remain to hold if the upper bound of
r is substituted by n.
One can deduce from Corollary 2.5 that the order of the error estimate in
Theorem 2.3 is precise.
It should be noted that Theorems 2.3 and 2.4 are comparable to the similar
result of A. Hildebrand in number theory [20].
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3 Permutations without short
cycles
3.1 Previous results
Recall that Sn is the symmetric group on a finite set of n symbols, and kj(σ) is
the number of cycles of length j in σ. The task is to find an asymptotic formula
for the density
κ(n, r) =
1
n!
∣∣{σ ∈ Sn : kj(σ) = 0 ∀j ∈ 1, r}∣∣
as 1 6 r < n and n→∞. We have the classical example of derangements
κ(n, 1) =
n∑
j=0
(−1)j
j!
= e−1 +O
(
1
n!
)
([33, p. 135] or [7, p. 107]) and the trivial case κ(n, r) = 1/n if n/2 6 r < n.
Nevertheless, the general formula is complex. Formally, for 1 6 r < n, we have
κ(n, r) =
∑
ℓrn(s¯)=n
ℓr(s¯)=0
n∏
j=1
1
jsjsj!
([7, p. 80]), where the summation is over the vectors s¯ ∈ Nn0 . The formula can be
rewritten in terms of the independent Poisson random variables Zj, 1 6 j 6 n,
such that EZj = 1/j. Namely,
κ(n, r) = exp
{ n∑
j=r+1
1
j
}
Pr
( n∑
j=r+1
jZj = n
)
. (3.1)
On the other hand, the probability κ(n, r) is just a mean value of an indicator
function i(σ) of a relevant subset of permutations. Videlicet,
i(σ) =
n∏
j=1
i
kj(σ)
j ,
13
where ij = 1 if r < j 6 n, otherwise ij = 0, and 00 := 1. General results on mean
values of bounded multiplicative functions [51] give a relation
κ(n, r) =
1
n!
∑
σ∈Sn
i(σ) = e−Hr +O
( r
n
)
which is trivial, if
√
n = o(r). To address the results we need the following
information. Recall that the Buchstab and Dickman functions, respectively ω
and ̺, are described in Notation. We have 1/2 6 ω(v) 6 1 for v > 1 [44, p. 400],
and ̺(v) 6 1/Γ(v+1) for v > 1 [44, p. 366]. A function R(v) introduced in [45] is
described in the thesis by Definition 5.11 and Lemmas 5.12 and 5.13 in Chapter 5.
In short, it comes from evaluation of ω(v)− e−γ , and here it is sufficient to know
that
R(v) = ̺(v) exp
{
− π
2v
2(log v)2
+O
(
v log log(v + 2)
(log v)3
)}
(3.2)
if v > v1, where v1 is some sufficiently large constant, and R(v) = O (1) if 1 6
v < v1. Now, one can mention results obtained so far.
Set u = n/r. In 1992 R. Arratia and S. Tavaré in their notable work [4]
estimated the total variation distance for permutations. From the estimate it
follows that
∣∣κ(n, r)− e−Hr ∣∣ 6√2π⌊u⌋ 2⌊u⌋−1
(⌊u⌋ − 1)! +
1
⌊u⌋! + 3
( e
u
)u
(3.3)
= exp
{
− u log u+ u log(2e) +O (log(u+ 2))
}
(3.4)
if 1 6 r < n and Hr =
∑r
j=1 1/j. Later in 2002 E. Manstavičius [29] showed that
κ(n, r) = e−Hr+γω(u) +O
(
1
r2
)
(3.5)
if 1 6 r < n. His result had not been noticed and weaker results relying on
the same proof technique were presented by other authors, to wit, in works [6]
and [16]. There was applied a recurrence relation
κ(n, r) =
1
n
+
1
n
∑
r<j<n−r
κ(j, r),
the induction principle and approximation of sums by integrals. Moreover, all of
the latter authors did not notice that there had been a result of A. Hildebrand
and G. Tenenbaum
ω(u) = e−γ +O(R(u)) (3.6)
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if u > 1 (Lemma 5.12), which combined with estimates (2.8), (3.2), and (3.4) gave
κ(n, r) = e−Hr+γω(u) +O
(
exp
{
− u log u+ u log(2e) +O (log u)
})
for u > 1. Therefore, in the case (log log n)−1 log n = o(u), the result (3.3)
combined with (3.6) is stronger than those mentioned after, but in the case u 6
(log log n)−1 logn E. Manstavičius’ result (3.5) provides a better order of the error
term. Of course, from the computational point of view, the result (3.3) is more
serviceable than those with error terms presented using big-O notation.
A recent result by A. Weingartner [49, Proposition 2] improves the previous
ones;
Proposition 3.1. For 1 6 r 6 n/ logn, we have
κ(n, r) = e−Hr +O
(
(u/e)−u
r2
)
, (3.7)
where u = n/r. If r > 3, we can replace e by 1 in the error term.
Also, the paper [47] by C. Wang and I. Mezo has recently appeared on line
in which they explore the density of permutations that consists of a particular
number of cycles and has no short cycles.
The results in the next section cover that presented in this.
3.2 Results of the thesis
To improve on (3.7) and other results presented in the previous section, the author
makes use of the Cauchy integral representation
κ(n, r) =
1
2πi
∫
|z|=β
exp
{ n∑
j=r+1
zj
j
} dz
zn+1
((3.1) and Lemma 5.2), where β > 0 is to be chosen. From the previous results,
we know that κ(n, r) ∼ e−Hr if n/r → ∞. Therefore, after some transforma-
tions of the integrand function, the residue theorem is applied to obtain the main
asymptotic term:
κ(n, r) = e−Hr +
1
2πi
∫ −r logα+irπ
−r logα−irπ
f(s)eusds, (3.8)
15
where u = n/r, r(es/r − 1)f(s) = exp
{
s/r −∑rj=1(ejs/rj)−1} , 1 6 r < n, and
α > 1. Then the remaining integral is twice integrated by parts (first with respect
to deus and then with respect to de(u−1)s) so that it could be possible to get a
more accurate estimate of it:
Theorem 3.2. Let (t)+ = max{t, 0}, t ∈ R. For all 1 6 r < n/2 and α > 1, we
have
|κ(n, r)− e−Hr | 6 πe
4α2r−n+3/2
n2(α− 1)2 exp
{
r∑
j=1
αj − 2
j
+ E(r, α)
}
+
4eα2r−n+2
πn2r(α− 1)3 exp
{
−α(α
r − 1)
2r(α− 1) −Hr
}
,
where
E(r, α) = −2
r
αr+1
α− 1
(
π−2
1 + (rα− r)2 − α
−r/2
)
+
+min{2r logα, 2 log(er)}.
We are going to see that appropriate choice of α gives stronger error estimates
than (3.4) and (3.7). However, the author left the reader to find a practical
version of Theorem 3.2, which could be useful in computational mathematics. The
following three propositions are obtained by virtue of two different approximations
of the optimal value of α := α(n, r). Both approximations satisfy the inequalities
u1/r 6 α 6 u2/r. Observing that we can exploit the equation (2.11), firstly we
take α = eξ(u)/r:
Theorem 3.3. Let ε and δ be arbitrary but fixed positive numbers, and u = n/r.
We have
κ(n, r) = e−Hr +Oε,δ
(
̺(u)
r
exp
{
− 2u (1− δ)
π2(log(1 + u))2
})
if (log n)3+ε 6 r < n. Moreover,
κ(n, r) = e−Hr +O
(
̺(u)uu/r
r
)
if log n 6 r < (logn)3+ε. Here ̺(u) is the Dickman function.
Stressing dependence on parameters ε and δ of constant in the error estimate,
the abbreviation Oε,δ with the extra indexes is used. The proof of Theorem 3.3
can give asymptotic formulas in the whole region 1 6 r < n, but the precision of
them for 2 6 r 6 logn does not satisfy us as much as that in Corollary 3.5, which
follows from the next theorem. Appealing to Theorem 2.1 with Corollary 2.5 and
taking α = x, we get
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Theorem 3.4. Let ε be an arbitrary but fixed positive number, and u = n/r, then
κ(n, r) = e−Hr +Oε
(
ν(n, r)
r
exp
{
− u
1−4/r(1− ε)
4π2(log(u+ 1))2
})
if 5 6 r < n, and
κ(n, r) = e−Hr +O
(
ν(n, r)n5/2
)
if 2 6 r < 5.
In the next chapter, it is shown that Theorem 3.4 can be useful in formulas
where both densities κ(n, r) and ν(n, r) are involved.
Applying Theorem 2.2 to Theorem 3.4 we get the following assertion.
Corollary 3.5. For 2 6 r 6 log n, we have
κ(n, r) = e−Hr +O
(
exp
{
−n
r
log
n
e
+
n
logn
+
3n
(logn)2
})
.
The next theorem is also obtained from (3.8) but relying on other results,
which mainly were developed by G. Tenenbaum to get Theorem 2 of [45].
Theorem 3.6. Let u = n/r. If
√
n log n 6 r < n, then
κ(n, r) = e−Hr+γω(u) +O
(
R(u)u3/2 log2(u+ 1)
r2
)
,
where the function R(u) is discussed in the previous section, see (3.2).
This is the result of [32]. Comparing to other presented results for the case
√
n log n 6 r < n, Theorem 3.6 provides most accurate order of the error term.
This theorem is applied in the next chapter and the function R has a vital role
there.
Analytic results obtained for permutations usually can be compared to that
obtained in number theory. In our case, one can have in mind analysis of the
number of natural numbers missing small prime factors:
- Theorem 3.3 is comparable to Corollary 7.4 given in [44] on page 417;
- Theorem 3.4 is comparable to Theorem 1 given in [44] on page 397;
- Theorem 3.6 is comparable to Corollary 3 of [45].
Information about parallelism between theories can be found in [3] or partly in [49].
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4 Total variation distance for
random permutations
4.1 The state of the art
Recall that kj(σ) is the number of cycles of length j in a permutation σ ∈ Sn.
Let Zj, 1 6 j 6 n, be the random Poisson variables such that EZj = 1/j. Set
k¯r(σ) = (k1(σ), k2(σ), . . . , kr(σ)) and Z¯r = (Z1, Z2, . . . , Zr). Taking σ uniformly
at random from Sn we observe that k¯r(σ) is a random cycle structure vector of a
permutation and its coordinates are random but dependent variables, while the
vector Z¯r coordinates are independent random variables. The task is to estimate
the difference between the distributions of the random vectors k¯r(σ) and Z¯r. The
distributions we denote by L (k¯r(σ)) and L (Z¯r). For that we choose a special
metric dTV called a total variation distance. In particular case,
dTV (L(k¯r(σ)),L(Z¯r)) = sup
V⊂Nr0
∣∣∣∣#{σ : k¯r(σ) ∈ V }n! − Pr (Z¯r ∈ V )
∣∣∣∣ .
Actually,
dTV (L(k¯r(σ)),L(Z¯r)) = 1
2
∞∑
m=0
ν(m, r)
∣∣κ(n−m, r)− e−Hr ∣∣ . (4.1)
The formula is a simple inference from known facts, for details see Lemma 5.26.
General formulas for dTV are well represented in [3, p. 67]. Further, we denote
dTV (L(k¯r(σ)),L(Z¯r)) by dTV (n, r) and let
H(v) =
1
2
∫ ∞
0
∣∣ω(v − t)− e−γ∣∣̺(t)dt+ ̺(v)
2
for v > 1, where ̺ is the Dickman function and ω is the Buchstab function such
that ω(v) = 0 if v < 1. It is worth to note that
H(v) = ̺(v)2v+v/ξ(v)+O(v/ξ(v)
2) (4.2)
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if v > 1 [45, p. 4], where ξ(v) ∼ log v if v → ∞ (Lemma 5.1) and the order of
̺(v) is given in Chapter 2 by (2.8).
In [4], some heuristics was proposed to guess a limit form of dTV (n, r) as
n → ∞. Basing on this, D. Stark [43] established it even for a logarithmic class
of decomposable structures. Confined to permutations, it yields
Proposition 4.1. If n/r → β ∈ [1,∞) as n→∞, then dTV (n, r)→ H(β).
E. Manstavičius and the author [32] extended the validity of the last relation
and obtained a remainder term estimate.
Theorem 4.2. Let u = n/r. If
√
n log n 6 r 6 n, then
dTV (n, r) = H(u)
(
1 +O
(
u3/2 log2(u+ 1)
r
))
.
To prove Theorem 4.2, we apply Theorems 2.3 and 3.6 to (4.1). The function
R(u) in Theorem 3.6 is crucial, it allows us to get the full asymptotic expansion
with H(u) standing for the main term.
It was already indicated in [4, p. 68] that the counts of the first r cycle sizes
are well approximated by the independent Poisson random variables, as long as
u → ∞. Theorem 4.2 shows the rate of the approximation. The author thinks
that the error estimate could be refined to O (H(u)u log(u+ 1)/r) at best. The
hypothesis follows from the proof of Theorem 4.2. However, it is enough to recall
Theorems 2.3 and 2.4 with Corollary 2.5 to understand the reasons. Sure enough,
an improvement of the factor u3/2 log2(u + 1) in Theorem 3.6 would cause an
improvement on the same factor in Theorem 4.2.
As it was noted in Chapter 3, R. Arratia and S. Tavaré [4] showed that
dTV (n, r) 6
√
2π⌊u⌋ 2
⌊u⌋−1
(⌊u⌋ − 1)! +
1
⌊u⌋! + 3
( e
u
)u
= exp
{
− u log u+ u log(2e) +O (log(u+ 2))
}
(4.3)
if 1 6 r 6 n. The problem of an upper estimate for dTV (n, r) is not studied in
the thesis, but applying Theorem 3.4 to (4.1) we obtain the hint how (4.3) might
be improved. We may need only results concerning the density ν(n, r).
Corollary 4.3. If 5 6 r < n, then
dTV (n, r)≪ 1
r
n−r−1∑
m=0
ν(m, r)ν(n−m, r) + 1
r
∞∑
m=n−r
ν(m, r) + ν(n, r).
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Historical Note to the proof of Theorem 4.2
The survey starts with a result called Kubilius’ fundamental lemma, after Jonas Ku-
bilius ([24], [25]). Denote by p a generic prime number. Let f be an addi-
tive arithmetic function and fb(n) =
∑
p6b, pv||n f(p
v). Set Zb =
∑
p6b ξp where
Pr(ξp = f(p
v)) = (1 − 1/p)p−v (v = 0, 1, 2, . . .). As noted by Ruzsa and others,
the lemma may be stated as follows
dTV (fb, Zb) := sup
A⊂R
|ηa(fb ∈ A)− Pr(Zb ∈ A)| ≪ e−c1 log a/ log b
if a > b > 2 where ηa is the uniform measure over the set of natural integers not
exceeding a, and c1 is some positive constant. Later, M.B. Barban and A.I. Vino-
gradov [5] refined Kubilius’ estimate, the improvement is described in detail by
Elliot [10]. Eventually, G. Tenenbaum [45] developed a technique, which let him
to improve on the results. In particular, he showed
dTV (fb, Zb) = H
(
log a
log b
)(
1 +O
(
log log b
log b
))
if a > 3 and exp
{
(log a)2/5+ε
}
6 b 6 a for any fixed ε > 0. The technique is
implemented in Section 5.8.
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5 Proofs
5.1 Auxiliary lemmas
Later on the function ξ(v), v > 1, is defined as in the next lemma.
Lemma 5.1. For v > 1, define ξ = ξ(v) as the nonzero solution to the equation
eξ = 1 + vξ
and put ξ(1) = 0. If v > 1, then log v < ξ < 2 log v,
ξ = log v + log log(v + 2) +O
(
log log(v + 2)
log(v + 2)
)
(5.1)
and
ξ′ := ξ′(v) =
1
v
ξ
ξ − 1 + 1/v =
1
v
exp
{
O
(
1
log(v + 1)
)}
. (5.2)
Proof. To establish the effective bounds for all v > 1, it suffices to employ the
strictly increasing function (ev − 1)/v if v > 0. Indeed, the lower bound follows
from the inequality
v =
eξ(v) − 1
ξ(v)
>
elog v − 1
log v
=
v − 1
log v
following from v log v−v+1 > 0 if v > 1. To prove the upper estimate, it suffices
to repeat the same argument.
The asymptotic formulas for ξ(v) and its derivative can be found in [23] or in
the book [44]. v
Lemma 5.2. Denote a finite set of natural numbers by I. Let Zj, j ∈ I, be
independent Poisson random variables such that EZj = 1/j or, equivalently,
Pr (Zj = k) = e
−1/j/(jkk!), k ∈ N0. We have
∞∑
n=0
Pr
(∑
j∈I
jZj = n
)
zn = exp
{∑
j∈I
zj − 1
j
}
,
where z ∈ C.
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Proof. At first, notice that
∞∑
n=0
Pr
(∑
j∈I
jZj = n
)
zn = E z
∑
j∈I jZj .
Following calculations are straightforward.
E z
∑
j∈I jZj =
∏
j∈I
E zjZj
=
∏
j∈I
∞∑
k=0
e−1/j
1
jkk!
zjk
=
∏
j∈I
e−1/j
∞∑
k=0
(zj/j)k
k!
=
∏
j∈I
e(z
j−1)/j .
v
Lemma 5.3. Let
I(s) =
∫ s
0
et − 1
t
dt
and
T (s) =
∫ s
0
et − 1
t
(
t
r
e
t
r
e
t
r − 1 − 1
)
dt,
where s ∈ C. Then
I(s) + T (s) =
r∑
j=1
ejs/r − 1
j
.
Proof. Direct integration of the geometric series. v
Lemma 5.4. Let ̺(v), v > 1, be the Dickman function. For v > 1, we have
̺(v) =
exp
{
γ − vξ(v) + I(ξ(v))}√
2π
(
v + (1− v)/ξ(v))
(
1 +O
(
1
v
))
.
Proof. See Theorem 8 on p. 374 in [44]. v
Lemma 5.5. Let
ˆ̺(s) =
∫ ∞
0
e−sv̺(v)dv,
s ∈ C, be the Laplace transform of the Dickman function ̺(v), v > 0. The
function ˆ̺(s) is entire and
ˆ̺(s) = exp{γ + I(−s)}.
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Proof. This is Theorem 7 on p. 372 in [44]. v
Lemma 5.6. Let
ˆ̺(s) = exp {γ + I(−s)} , s ∈ C,
be the Laplace transform of ̺(v) (see Lemma 5.5), s = −ξ(u)+ iτ =: −ξ+ iτ and
τ ∈ R. Then
ˆ̺(s) =


O (exp {I(ξ)− τ 2u/2π2}) if |τ | 6 π,
O (exp {I(ξ)− u/(π2 + ξ2)}) if |τ | > π
and
ˆ̺(s) =
1
s
(
1 +O
(
1 + ξu
s
))
if |τ | > 1 + uξ.
Proof. This is Lemma 8.2 in Section III.5.4 of [44]. v
Lemma 5.7. If v > v1, where v1 > 1 is sufficiently large constant, then there
exists a unique complex solution ζ = ζ0(v) to the equation
eζ = 1− vζ
satisfying ∣∣ζ0(v)− ξ(v) + iπ∣∣ 6 π.
Moreover,
ζ0(v) = ξ(v) +
π2
2ξ(v)2
− i πξ(v)
ξ(v)− 1 +O
(
1
ξ(v)3
)
.
Proof. See [45, p. 6]. v
Lemma 5.8. Let s ∈ C\]−∞, 0],
J(s) :=
∫ ∞
0
e−s−t
s+ t
dt.
Then
I(−s) + J(s) + γ + log s = 0
and, if τ := ℑs 6= 0,
J(s) =
e−s
s
(
1− 1
s
)
+O
(
e−s
|τ |3
)
.
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Proof. These are Lemma 7.1 on p. 371 of [44] and a formula on p. 406 of the same
book, respectively. v
Lemma 5.9. The Laplace transform
ωˆ(s) =
∫ ∞
0
e−stω(t)dt, ℜs > 0, (5.3)
extends to a meromorphic function on C by the formula
1 + ωˆ(s) =
1
s ˆ̺(s)
, s 6= 0. (5.4)
Moreover,
1 + ωˆ(s) = exp{J(s)}
if s ∈ C\]−∞, 0] and
sωˆ′(s) = −e−s(ωˆ(s) + 1) (5.5)
if s 6= 0.
Proof. The first assertion is just Theorem 5 given on p. 404 of [44]. The last
relation follows from (5.4) and Lemmas 5.5 and 5.8. v
Lemma 5.10. Let u = n/r and z = −ξ0(u) + iτ , where
ξ0(u) :=

 ℜζ0(u) (1 < v1 6 u)ξ0(v1) (1 6 u 6 v1)
and ζ0 is defined in Lemma 5.7. Uniformly in (log n)2 6 r 6 n/2 and |τ | 6 e
√
r,
we have
euz (1 + ωˆ(z))≪ R(u)√u,
where the function R is defined by Definition 5.11 and Lemma 5.12 below.
Proof. At first, an excursion to number theory is worthy. Let ζ(s) be the Riemann
zeta function defined for ℜs > 1 by
ζ(s) =
∞∑
m=1
1
ms
=
∏
p
(
1− 1
ps
)−1
and extended analytically to the whole complex plane with the exception of s = 1.
Here p denotes a prime number. Set
ζ(s, y) =
∏
p6y
(
1− 1
ps
)−1
, Lε(y) = exp
{
(log y)3/5−ε
}
, y > 2.
26
Lemma 9.1 in [44, p. 378] asserts that given ε > 0 there exists a y0 = y0(ε) such
that, under conditions
y > y0, ℜs > 1− (log y)−(2/5)−ε, |ℑs| 6 Lε(y),
we have uniformly
ζ(s, y) = ζ(s)(s− 1)(log y)ˆ̺((s− 1) log y)
(
1 +O
(
1
Lε(y)
))
. (5.6)
On the other hand, it has been proved in [45, Lemma 9] that, for exp
{
(log log x)2
}
6
y 6 x, x > 3,
xs−1ζ(s)
ζ(s, y)
≪ R
( log x
log y
)√ log x
log y
(5.7)
on the line segment
ℜs = 1− ξ0
( log x
log y
) 1
log y
, |ℑs| 6 Lε(y).
Thereby, the argument is the following. Let n be sufficiently large. Taking into
account Lemma 5.9, it suffices to compare relations (5.6) and (5.7) with ε = 1/15,
x = en, y = er and z = (s− 1) log y. v
Definition 5.11. Recall the function ζ0 of Lemma 5.7. If v > v1, where v1 > 1
is sufficiently large constant, then
R(v) =
∣∣∣∣∣exp {−vζ0(v)− I(ζ0(v))}ζ0(v)√2πv(1− 1/ζ0(v))
∣∣∣∣∣ .
If 1 6 v < v1, we set R(v) = O(1). See [45, p. 6].
Lemma 5.12. Let ω(v), v > 1, be the Buchstab function. Then, for v > 1, we
have
ω(v)− e−γ = −2e−γR(v) (cos ϑ(v) +O (1/v)) ,
where R(v) and ϑ(v) are real valued differentiable functions. Moreover, R(v) is
decreasing for sufficiently large v and
R(v) = ̺(v) exp
{ −π2v
2ξ(v)2
+O
(
v
ξ(v)3
)}
.
Proof. This is Lemma 4 in [45]. v
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Lemma 5.13. For a sufficiently large constant v1, we have
R(v) = ̺(v) exp
{ −π2v
2(log v)2
+O
(
v log log(v + 2)
(log v)3
)}
if v > v1 and R(v) = O(1) if 1 6 v < v1.
Proof. This is a conclusion of Lemma 5.1 and Lemma 5.12. v
Lemma 5.14. Let 1 6 r 6 n. Denote x to be the positive solution to the equation∑r
j=1 x
j = n. Set u = n/r and λ(x) =
∑r
j=1 jx
j. We have
e(log u)/r 6 x 6 e(2 log u)/r
if u > 1,
x = exp
{
log
(
u ·min{r, log u})
r
}(
1 +O
(
1
r
))
(5.8)
if u > 3, and
x = exp
{
log (u log u)
r
}(
1 +O
(
log log u
r log u
)
+O
(
log u
r2
))
(5.9)
if 3 6 u 6 er. Moreover, for u > 1,
|λ(x)/(r2u)− 1| 6 log−1 u. (5.10)
Proof. By definition, x > 1 and u 6 xr 6 ru for u > 1. The well-known property
of geometric and arithmetic means
x(r+1)/2 = (x1x2 · · ·xr)1/r 6 1
r
r∑
j=1
xj = u
yields
u1/r 6 x 6 u2/(r+1) 6 u. (5.11)
We have from the definition that
xr = 1 + ru(1− x−1). (5.12)
Consequently, by (5.11) and by virtue of 1− e−t > te−t if t > 0,
xr > ru
(
1− exp{−(log u)/r}) > u log u exp{−(log u)/r} > e−1u log u
provided that r > log u. Similarly,
xr 6 1 + ru(1− exp{−2(log u)/r}) 6 1 + 2u log u.
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The last two inequalities imply
r log x = log(u log u) +O (1) (5.13)
for r > log u. If r 6 log u, we have
xr > ru
(
1− exp{−(log u)/r}) > (1− e−1)ru.
and xr 6 1 + ru. Now,
r log x = log(ur) +O (1) .
The latter and (5.13) lead to relation (5.8).
To sharpen (5.8) for 3 6 u 6 er, we iterate once more and obtain
r log x = log
[
1 + ru
(
1− x−1)]
= log
[
1 + ru
(
1− exp
{− log(u log u)
r
}(
1 +O (1/r)
))]
= log
(
u log(u logu) +O (u) +O
(
u log2 u/r
))
= log(u logu) +O
(
log log u
log u
)
+O
(
log u
r
)
.
This is (5.9). To prove (5.10), we first of all observe that
λ(x) =
rxr+1
x− 1 −
xr+1 − x
(x− 1)2 =
rxr+1 − ru
x− 1 = r
2u+
r(x− u)
x− 1 . (5.14)
Further,
0 6
1
ru
u− x
x− 1 <
1
r(x− 1) 6
1
log u
,
due to (5.11) and r(x− 1) > r(e(log u)/r − 1) > log u. v
Lemma 5.15. For 1 6 r 6 logn, we have
ν(n, r)≪ exp
{
−n log n
r
+
n
r
+
n
logn
+
3n
(logn)2
− 2n
(log n)3
+ log
log n
r
}
.
Proof. We apply Theorem 2.2,
ν(n, r) =
1√
2πnr
exp
{
−n log n
r
+
n
r
+
r∑
N=1
drNn
(r−N)/r
}(
1 +O
(
n−1/r
))
≪ exp
{
−n log n
r
+
n
r
+
r∑
N=1
drNn
(r−N)/r − log r
}
,
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where drr = −(1/r)
∑r
j=2 1/j and
drN =
Γ(N +N/r)
(r −N)Γ(N + 1)Γ(1 +N/r) 6
1
r −N
if 0 < N/r < 1. Therefore,
ν(n, r)≪ exp
{
−n log n
r
+
n
r
+
r−1∑
N=1
nN/r
N
− log r
}
and the proposition follows from an estimate
r−1∑
N=1
nN/r
N
6
∫ logn
1
et − 1
t
dt+ log log n
=
et − t− 1
t
∣∣∣logn
1
+
et − t2/2− t− 1
t2
∣∣∣logn
1
+ 2
∫ logn
1
et − t2/2− t− 1
t3
dt
+ log log n
6
n
log n
+
n
(logn)2
+ 2(logn− 1) n
(log n)3
+ log log n.
v
Lemma 5.16. Let
T (z) =
∫ z
0
et − 1
t
(
t
r
et/r
et/r − 1 − 1
)
dt, z ∈ C.
If z = η + iτ , 0 6 η 6 πr and |τ | 6 πr, then
∣∣∣T (z) + z
2r
∣∣∣ 6 4eη
r
+
τ 2
12r2
, (5.15)
∣∣∣T (η)− 1
2r
(eη − η − 1)
∣∣∣ 6 ηeη
4r2
, (5.16)
T (η) 6
eη
2r
+
ηeη
12r2
. (5.17)
Proof. The well known theory of the Bernoulli numbers {bn}, n > 0, gives us the
series
b(w) :=
w
1− e−w =
∞∑
n=0
bn(−w)n
n!
= 1 +
w
2
+ 2
∞∑
k=1
(−1)k+1ζ(2k)
(2π)2k
w2k (5.18)
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converging for |w| < 2π, w ∈ C. Here ζ(2k) =∑m>1m−2k 6 ζ(2) = π2/6. Hence,
T (z) =
1
2r
∫ z
0
(
et − 1) dt+ 2 ∞∑
k=1
(−1)k+1ζ(2k)
(2πr)2k
∫ z
0
(et − 1)t2k−1dt
=
1
2r
(ez − z − 1) + 2
∞∑
k=1
(−1)k+1ζ(2k)
(2πr)2k
(
ezz2k−1 − (2k − 1)
∫ z
0
ett2k−2dt
)
+ 2
∞∑
k=1
(−1)kζ(2k)z2k
2k(2πr)2k
. (5.19)
Under the assumed conditions, |z|2 6 2π2r2; therefore, summing up the series, we
obtain∣∣∣T (z) + z
2r
∣∣∣ 6 eη
r
+
2π2
3
eη
∞∑
k=1
|z|2k−1
(2πr)2k
+
π2
6
∞∑
k=1
|z|2k
k(2πr)2k
6
eη
r
+
eη(η + |τ |)
3r2
+
η2 + τ 2
12r2
6
eη
r
(
1 +
2π
3
+
π
12
)
+
τ 2
12r2
6
4eη
r
+
τ 2
12r2
.
To prove (5.16), it suffices to repeat estimation of the two series in (5.19). To
obtain (5.17), observe that
ηeη
eη − 1 6 1 +
η
2
+
η2
12
and thus,
T (η) 6
1
2r
∫ η
0
(et − 1)dt+ 1
12r2
∫ η
0
t(et − 1)dt.
v
5.2 Proof of Theorem 2.1
Theorem 2.1. Let x be the positive solution to the equation
∑r
j=1 x
j = n. Then
ν(n, r) =
exp
{∑r
j=1 x
jj−1
}
xn
√
2π
∑r
j=1 jx
j
(
1 +O
( r
n
))
provided that 1 6 r 6 cn(logn)−1(log log n)−2, where c = 1/(12π2e) and n > 4.
The essential part of the proof concerns the following trigonometric sum
gr(t, y) :=
∑
j6r
yj(eitj − 1)
j
, t ∈ (−π, π], y > 1.
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Its behavior outside a vicinity of the point t = 0 is rather complicated; therefore,
we consider it in a separate lemma. Denote
λk :=
r∑
j=1
jk−1xj , k > 1.
In particular, λ1 = n.
Lemma 5.17. If t ∈ [−π, π] and y > 1, then
ℜgr(t, y) 6 − 2
π2
yr+1
r(y − 1)
t2
(y − 1)2 + t2 +
2y
r(y − 1) . (5.20)
If 1/r 6 |t| 6 π, u = n/r > 3, and x is function defined in Theorem 2.1, then
ℜgr(t, x) 6 − 1
4π2
u1−4/(r+1)
log2 u
+
2
r
+
2
log u
.
Proof. Observe that
ℜ
r∑
j=1
yj(eitj − 1)
j
6
1
r
ℜ
r∑
j=1
yj(eitj − 1)
=
yr+1
r(y − 1)
(
ℜe
it(r+1)(y − 1)
yeit − 1 − 1
)
+
y
r(y − 1)
(
1− ℜe
it(y − 1)
yeit − 1
)
6
yr+1
r(y − 1)
(
y − 1
|yeit − 1| − 1
)
+
2y
r(y − 1) . (5.21)
If |t| 6 π, then
|yeit − 1|
y − 1 =
(
1 +
2y(1− cos t)
(y − 1)2
) 1
2
>
((y − 1)2 + (4/π2)t2) 12
y − 1
because of
2t2/π2 6 1− cos t 6 t2/2. (5.22)
Using also
α√
α2 + v2
− 1 6 −1
2
v2
α2 + v2
, α > 0, v ∈ R,
with α = y − 1 and v = (2/π)t, we obtain
y − 1
|yeit − 1| − 1 6 −
2
π2
t2
(y − 1)2 + t2 .
Inserting this into (5.21), we complete the proof of inequality (5.20).
If y = x, 1/r 6 |t| 6 π and u > 3, we combine (5.20) with estimate (5.11).
We have
xr+1
x− 1 = n+
x
x− 1 > ur
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and
1 < log u 6 r(x− 1) 6 r(u2/(r+1) − 1) 6 2r
r + 1
u2/(r+1) log u.
So, we obtain
ℜgr(t, x) 6 − 1
π2
u
r2(x− 1)2 +
2
r
(
1 +
1
x− 1
)
6 −
(r + 1
2πr
)2u1−4/(r+1)
log2 u
+
2
r
+
2
log u
.
. v
Proof of Theorem 2.1. Recall (2.5), so it suffices to consider the case when r > 4
and n gets large. It is more convenient to examine the probability Pr
(∑r
j=1 jZj =
n
)
introduced in (2.2). Set
Q(z) = z−n exp
{
r∑
j=1
zj − 1
j
}
. (5.23)
In the introduced notation, we have u > c−1(logn)(log logn)2 and
Pr
( r∑
j=1
jZj = n
)
=
Q(x)
2π
(∫
|t|6t0
+
∫
t0<|t|6π
)
exp {gr(t, x)} e−itndt
=:
Q(x)
2π
(
K1(n) +K2(n)
)
(5.24)
with t0 := r−7/12n−5/12.
Expanding the integrand in K1(n), we use relations eit = 1+ it− t2/2− it3/6+
O (t4) if t ∈ R and ew = 1 + O (|w|e|w|) if w ∈ C. Consequently, checking that
λ4t
4
0 6 (r
3n)(r−7/3n−5/3) = (r/n)2/3 6 1 and using the abbreviation λ := λ2, we
obtain
exp{gr(t, x)}
= exp
{
iλ1t− (λ/2)t2 − i(λ3/6)t3 +O
(
λ4t
4
) }
= exp
{
itλ1 − (λ/2)t2
}(
1− i(λ3/6)t3 + O
(
λ23t
6
) )
+O
(
λ4t
4 exp
{− (λ/2)t2})
= exp
{
itλ1 − (λ/2)t2
}(
1− i(λ3/6)t3
)
+O
((
λ4t
4 + λ23t
6
)
exp
{− (λ/2)t2}) .
Recall that u = n/r, λ1 = n, λk 6 rku if k > 1, and, by Lemma 5.14, λ = λ(x) ∼
nr as n→∞ because of u→∞. We now see that
K1(n) =
∫
|t|6t0
e−(λ/2)t
2
dt+O
(
1√
λ
(
λ4
λ2
+
λ23
λ3
))
=
√
2π
λ
− 1√
λ
∫
|v|>t0
√
λ
e−v
2/2dv +O
(
1
u
√
λ
)
=
√
2π
λ
+O
(
1
u
√
λ
)
.
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Considering K2(n), we firstly observe that, by virtue of (5.22), ℜgr(t, x) 6
−(2/π2)λt2 if t0 6 |t| 6 1/r. Therefore, the contribution of the integral over this
interval to K2(n) equals O
(
(u
√
λ)−1
)
.
Further, we apply Lemmas 5.14 and 5.17 to get
K2(n)≪ max
1/r6|t|6π
∣∣ exp {gr(t, x)}∣∣+ 1
u
√
λ
≪ 1√
λ
exp
{
− 1
4π2
u1−4/(r+1)
log2 u
+
1
2
log u+ log r
}
+
1
u
√
λ
.
It remains to prove that the quantity in the large curly braces does not exceed
− log u+O (1) if the bounds of r are as in Theorem 2.1. This is trivial, if 4 log u >
r + 1 > 5. If 4 log u 6 r + 1 and n is sufficiently large, we have an estimate
1
4π2
u1−4/(r+1)
log2 u
>
3cu
log2 u
>
3 logn(log logn)2
(log log n+ 2 log log log n+O (1))2
∼ 3 logn
which assures the desired bound K2(n) = O
(
(u
√
λ)−1
)
.
Inserting the estimates of Kj(n), j = 1, 2, into (5.24), we finish the proof of
Theorem 2.1. v
5.3 Proof of Theorem 2.2
Theorem 2.2. If 1 6 r 6 logn, then
ν(n, r) =
1√
2πnr
exp
{
− n logn
r
+
n
r
+
r∑
N=1
drNn
(r−N)/r
}(
1 +O
(
n−1/r
) )
.
Here
dr,r = −1
r
r∑
j=2
1
j
and
drN =
Γ(N +N/r)
(r −N)Γ(N + 1)Γ(1 +N/r)
if 1 6 N 6 r − 1.
Primarily, the lemmas needed for the proof of Theorem 2.2 will be presented.
Let C[[w]] be the set of formal power series over the field C and let [wn]g(w)
denote the nth coefficient of g(w) ∈ C[[w]] where n ∈ N0.
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Lemma 5.18. Let
Φ(w) =
∞∑
N=0
ΦNw
N
be a power series in C[[w]] with Φ0 = 1. Then, the equation w = zΦ(w) admits a
unique solution
w = f(z) =
∞∑
N=1
fNz
N , fN =
1
N
[wN−1]Φ(w)N , N > 1.
Proof. This is Lagrange-Bürmann Inversion Formula, presented, for instance on
page 732 of a fairly concise book [11]. v
In this section, superpositions of series involving f(z) are used, therefore we
recall more variants of the inversion formula. Let us stress that, by Lemma 5.18,
f1 = 1; therefore, z/f(z) and log
(
z/f(z)
)
have formal power series expansions.
Lemma 5.19. Let f(z) be as in Lemma 5.18 and j ∈ N. Then
[zN ]
( z
f(z)
)j
=
j
j −N [w
N ]Φ(w)N−j
if N ∈ N0 \ {j} and
[zj ]
( z
f(z)
)j
= −[wj−1]
(Φ′
Φ
(w)
)
.
Moreover,
[zN ] log
z
f(z)
= − 1
N
[wN ]Φ(w)N
if N > 1.
Proof. Without a proof the first part of Lemma 5.19 is exposed as A.11 on pages
732-733 of [11]; however, an inaccuracy is left in the case N = j. For readers
convenience, we provide a sketch of a proof.
Let N ∈ N0 be fixed. The coefficients under consideration have expressions
in terms of Φk with 0 6 k 6 N only; therefore, we may assume that Φ(w) is a
polynomial of degree N . Then f(z) is well defined as an analytic function in a
vicinity of the zero point. Thus, we may apply the Cauchy formula. Afterwards let
δ and δ1 be sufficiently small positive constants. Using a substitution z = w/Φ(w)
and properties of the one-to-one conformal mapping of the vicinities of the zero
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points in the z- and w-complex planes, we obtain
[zN ]
( z
f(z)
)j
=
1
2πi
∫
|z|=δ
dz
f(z)jzN+1−j
=
1
2πi
∫
|w|=δ1
d
(
w/Φ(w)
)
wj
(
w/Φ(w)
)N+1−j
=
1
2πi
∫
|w|=δ1
Φ(w)N−jdw
wN+1
− 1
2πi
∫
|w|=δ1
Φ(w)N−j−1dΦ(w)
wN
= [wN ]Φ(w)N−j − 1
2π(N − j)i
∫
|w|=δ1
dΦ(w)N−j
wN
= [wN ]Φ(w)N−j − N
2π(N − j)i
∫
|w|=δ1
Φ(w)N−jdw
wN+1
=
j
j −N [w
N ]Φ(w)N−j
provided that N 6= j.
The same argument gives
[zj ]
( z
f(z)
)j
=
1
2πi
∫
|w|=δ1
dw
wj+1
− 1
2πi
∫
|w|=δ1
Φ′
Φ
(w)
dw
wj
= −[wj−1]
(Φ′
Φ
(w)
)
.
Finally, applying the previous substitution, we derive
[zN ] log
z
f(z)
=
1
2πNi
∫
|z|=δ
1
zN
d log
z
f(z)
= − 1
2πN2i
∫
|w|=δ1
dΦ(w)N
wN
= − 1
N
[wN ]Φ(w)N .
v
We will apply the lemmas in a very particular case. Then the first power series
coefficients of implicitly defined functions attain a simple form. Let 1{·} stand
for the indicator function.
Lemma 5.20. Let k, r, j ∈ N, y = y(z) satisfy an equation
y = z
(
1− yr
1− y
)1/r
,
and let g(z) := z/y(z), then the following assertions hold.
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(I) If g(z)j =:
∑∞
N=0 g
(j)
N z
N , then
g
(j)
N =
j
j −N
∑
rl+m=N
l,m∈N0
(
(N − j)/r
l
)
(−1)l
(
m− 1 + (N − j)/r
m
)
for N ∈ N0 \ {j} and
g
(j)
j = 1{j ≡ 0(mod r)} −
1
r
. (5.25)
(II) If log g(z) =:
∑∞
N=1 bNz
N , then
bN = − 1
N
∑
rl+m=N
l,m∈N0
(
N/r
l
)
(−1)l
(
m− 1 +N/r
m
)
, N > 1.
(III) If
h(z) :=
r∑
j=1
1
jy(z)j
=
∞∑
N=−r
hNz
N ,
then h−r = 1/r,
h0 = −1
r
r∑
j=2
1
j
and
hN =
N + r
N
bN+r
for N = −r + 1,−r + 2, . . . and N 6= 0.
(IV ) If
Λ(z) :=
(
zr
r∑
j=1
j
y(z)j
)−1
=
∞∑
N=0
ΛNz
N
then Λ0 = 1/r and ΛN = −NbN/r for N = 1, 2, . . . .
Proof. To prove (I), combine Lemmas 5.18 and 5.19 with an equality
[yN ]
(
1− yr
1− y
)α
=
∑
rl+m=N
l,m∈N0
(
α
l
)
(−1)l
(
m− 1 + α
m
)
, N ∈ N0, α ∈ R.
For (5.25), apply the second part of Lemma 5.19 to obtain
g
(j)
j = [y
j−1]
(
yr−1
1− yr −
1
r(1− y)
)
= 1{j ≡ 0( mod r)} − 1
r
.
Similarly, (II) follows from the last formula in Lemma 5.19.
Having in mind that zrh(z) has a power series expansion in C[[z]], we may
apply the same principles. Using (5.25), it is easy to check that
h0 =
1
2πi
∫
|z|=δ
h(z)dz
z
=
r∑
j=1
1
j
1
2πi
∫
|z|=δ
g(z)jdz
zj+1
=
r∑
j=1
1
j
g
(j)
j = −
1
r
r∑
j=2
1
j
.
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Further, we observe that
r∑
j=1
1
yj
=
1− yr
yr(1− y) =
1
zr
. (5.26)
Hence,
h′(z) = −y
′
y
(z)
r∑
j=1
1
yj
= −y
′
y
(z)
1
zr
=
g′
g
(z)
1
zr
− 1
zr+1
, z 6= 0.
This implies that
hN =
1
2πNi
∫
|z|=δ
dh(z)
zN
=
1
2πNi
∫
|z|=δ
d(log g(z))
zN+r
− 1
2πNi
∫
|z|=δ
dz
zN+r+1
=
N + r
N
bN+r
if N > −r + 1 and h−r = 1/r.
To prove (IV ), we use relation (5.26) again. Differentiating it, we arrive at
Λ(z) =
z
r
y′
y
(z) =
1
r
− z
(
log g(z)
)′
r
=
1
r
(
1−
∞∑
N=1
NbNz
N
)
.
The assertion (IV ) is evident now.
v
Corollary 5.21. As above, let g(z) = z/y(z). Then g0 = 1, g1 = −1/r,
gN =
Γ(N + (N − 1)/r)
(1−N)Γ(N + 1)Γ((N − 1)/r)
if 2 6 N 6 r − 1, and
gr =
Γ(r + 1− 1/r)
(1− r)Γ(r + 1)Γ(1− 1/r) +
1
r
.
Moreover, |gN | 6 1N−1r(N−1)/r if N > 2.
Proof. Apply (I) of Lemma 5.20 for j = 1. If 2 6 N 6 r−1, the relevant sum has
the only nonzero summand corresponding to the pair (l, m) = (0, N). A formula
for gr has two summands giving the expression. If N > 2, then by Lemma 5.20
and the Cauchy inequality,
|gN | = 1
N − 1
∣∣∣[yN ](1 + y + · · ·+ yr−1)(N−1)/r∣∣∣ 6 1
N − 1r
(N−1)/r.
v
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Corollary 5.22. We have
bN = − Γ(N +N/r)
NΓ(N + 1)Γ(N/r)
(5.27)
if 1 6 N 6 r − 1 and br = 0.
Moreover,
N |bN | 6 1 if N 6 r − 1,
bN = O (N/r) if r < N 6 2r − 1,
and
N |bN | 6 rN/r if N > 1.
Proof. Again, if 1 6 N 6 r − 1, it suffices to observe that the relevant sum
(II) of Lemma 5.20 has the only nonzero summand corresponding to the pair
(l, m) = (0, N). A formula for br has two subtracting summands.
If N 6 r − 1, the given estimate follows from (5.27). If r < N 6 2r − 1,
assertion (II) in Lemma 5.20 gives
bN = − 1
N
(
N − 1 +N/r
N
)
+
1
r
(
N − r − 1 +N/r
N − r
)
= −1
r
N∏
k=2
(
1 +
N/r − 1
k
)
+
N
r2
N−r∏
k=2
(
1 +
N/r − 1
k
)
≪ 1
r
exp
{(N
r
− 1
) N∑
k=2
1
k
}
≪ 1
r
exp
{(N
r
− 1
)
logN
}
≪ N
r
.
We have applied an inequality log(1 + x) 6 x if x > 0.
Finally, by the Cauchy inequality,
N |bN | =
∣∣∣∣[yN ]
(
1− yr
1− y
)N/r∣∣∣∣ = ∣∣[yN ](1 + y + · · ·+ yr−1)N/r∣∣ 6 rN/r
if N > 1. v
Lemma 5.23. Let x be the positive solution to the equation
∑r
j=1 x
j = n. If
r, n ∈ N and 2 6 r 6 logn, then
x = n1/r − 1
r
−
r∑
N=2
Γ(N + (N − 1)/r)
(N − 1)Γ(N + 1)Γ((N − 1)/r)n
−(N−1)/r
+
1
r
n−1+1/r +O
(
1
n
)
.
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Proof. The equation defining x can be rewritten as
x−1 =
(
1− x−r
1− x−1
)1/r
n−1/r.
This gives the relation y(n−1/r) = x−1, where y = y(z) has been explored in
Lemma 5.20. Consequently, we may apply the expansions of g(z) given in (I)
with respect to powers of z = n−1/r. The first coefficients have been calculated
in Lemma 5.21. It remains to estimate the remainder. Using also the obtained
estimates, we have
∞∑
N=r+1
|gN ||z|N 6 r−1−1/r
∞∑
N=r+1
|r1/rz|N 6 |z|
r+1
1− 3√3e−1
if |z| 6 e−1. Consequently, we obtain
x = n1/r
r∑
N=0
gNn
−N/r +O (1/n)
= n1/r − 1
r
−
r∑
N=2
Γ(N + (N − 1)/r)
(N − 1)Γ(N + 1)Γ((N − 1)/r)n
−(N−1)/r
+
1
r
n−1+1/r +O (1/n)
as desired. v
Proof of Theorem 2.2. Let us preserve the notation introduced in Lemma 5.20.
First of all, we seek a simple expression containing the first terms in an expansion
of
K(z) :=
r∑
j=1
1
jy(z)j
− n log z
y(z)
= h(z)− n log g(z).
Let D(x) := exp
{∑r
j=1 x
j/j
}
, we have
logD(x)− n log x = K(n−1/r)− n logn
r
. (5.28)
Define the functions R(z) and Kr(z) by
K(z) =
0∑
N=−r+1
hNz
N − n
r−1∑
N=1
bNz
N +R(z) = Kr(z) +R(z) (5.29)
We claim that R(z) = O(|z|+ n|z|r+1) if |z| 6 e−1 implying
R(n−1/r) = O
(
n−1/r
)
. (5.30)
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for r 6 log n. Indeed, by (III) of Lemma 5.20 and the estimates in Corollary
5.22, we have
∞∑
N=1
|hN ||z|N =
( r−1∑
N=1
+
∞∑
N=r
)
N + r
N
|bN+r||z|N
≪
r−1∑
N=1
N + r
r
|z|N +
∞∑
N=r
r
N
(
r1/r|z|)N ≪ |z|
if |z| 6 e−1. Similarly,
∞∑
N=r+1
|bN ||z|N ≪ |z|r+1
if |z| 6 e−1. The last two estimates yield our claim and (5.30).
For the main term, we obtain from Lemma 5.20 that
Kr(n
−1/r) = h0 +
−1∑
N=−r+1
hNn
−N/r −
r−1∑
N=1
bNn
(r−N)/r + h−rn
= h0 −
r−1∑
N=1
r −N
N
br−NnN/r −
r−1∑
N=1
bNn
(r−N)/r + h−rn
= h0 − r
r−1∑
N=1
1
N
br−NnN/r + h−rn
= −1
r
r∑
j=2
1
j
+ r
r−1∑
N=1
1
N(r −N)
Γ(N +N/r)
Γ(N + 1)Γ(N/r)
n(r−N)/r +
n
r
.
It remains to approximate
( 1
λ(x)
)1/2
=
1√
n
Λ(n−1/r)1/2 =
1√
nr
(
1−
∞∑
N=1
NbNn
−N/r
)1/2
.
By virtue of Corollary 5.22, N |bN | 6 1 if N 6 r and N |bN | 6 rN/r if N > 1.
Thus, if 2 6 r 6 log n, then
∞∑
N=1
N |bN |n−N/r 6 (5/2)n−1/r 6 (5/2)e−1 < 1.
Consequently, ( 1
λ(x)
)1/2
=
1√
nr
(
1 +O
(
n−1/r
) )
.
We now return to probabilities. Applying (2.2), (2.10), (5.28), (5.29), (5.30),
and the last estimate, we obtain
ν(n, r) =
1√
2πnr
n−n/r exp
{
Kr(n
−1/r)
}(
1 +O
(
n−1/r
) )
for all 2 6 r 6 log n.
v
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5.4 Proof of Theorem 2.3
Theorem 2.3. Let u = n/r. If
√
n logn 6 r 6 n, then
ν(n, r) = ̺(u)
(
1 +O
(
u log(u+ 1)
r
))
.
Proof. The idea is to use the Cauchy integral
ν(n, r) =
1
2πi
∫
|z|=α
exp
{
r∑
j=1
zj
j
}
dz
zn+1
(5.31)
with α := eξ(u)/r which is a good approximation of the saddle-point. Here, ξ :=
ξ(u) is provided in Lemma 5.1. Such a choice relates Q(z) defined in (5.23)
with the Laplace transform of the Dickman function. Namely, if z = e−s/r, s =
−ξ + irt =: −ξ + iτ , and |t| 6 π, then (see Lemmas 5.3 and 5.5)
Q
(
e−s/r
)
= exp
{
us+ I(−s) + T (−s)} = ˆ̺(s) exp{− γ + us+ T (−s)}, (5.32)
where T (−s) is examined in Lemma 5.16.
Let us introduce the following vertical line segments in the complex plane:
∆0 := {s = −ξ + iτ : |τ | 6 π}, ∆1 := {s = −ξ + iτ : π 6 τ 6 rπ},
∆2 := {s = −ξ + iτ : −πr 6 τ 6 −π}, ∆ = {s = −ξ + iτ : |τ | 6 rπ},
and ∆∞ = {s = −ξ + iτ : |τ | > rπ}. Taking into account (5.32), we have from
(5.31)
Pr
( r∑
j=1
jZj = n
)
=
1
2πi
∫
|z|=y
Q(z)dz
z
=
e−γ
r
1
2πi
∫
∆
eus ˆ̺(s)ds+
e−γ
2πri
∫
∆
eus ˆ̺(s)
(
eT (−s) − 1)ds
=: I + J.
Using Lemmas 5.1, 5.4, and 5.6 for the case |τ | > πr > 1 + uξ, we obtain
I =
e−γ̺(u)
r
− 1
2πiru
∫
∆∞
ˆ̺(s)d(eus)
=
e−γ̺(u)
r
+O
(
e−uξ
ur2
)
+
1
2πiur
∫
∆∞
eus ˆ̺(s)
e−s − 1
s
ds
=
e−γ̺(u)
r
+O
(
eξ−uξ
ur2
)
=
e−γ̺(u)
r
+O
(
̺(u)eξ−I(ξ)
r2
)
=
e−γ̺(u)
r
(
1 +O (1/r)
)
.
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In the last step, we have used the fact that I(ξ) ∼ eξ/ξ as ξ →∞.
The next task is to estimate J . If s ∈ ∆ then, by Lemma 5.16, T (−s) = O (1)
and exp{T (−s)} = 1 +O (T (−s)). Let us split J into the sum of three integrals
Jk over the strips ∆k, where k = 0, 1 and 2, respectively. If s ∈ ∆0 then T (−s) =
O(1 + u log u)/r. Therefore, using Lemmas 5.1, 5.4, and 5.6, now for the case
|τ | 6 π, we derive
J0 ≪ (1 + u log u)
r2
∫
∆0
∣∣ ˆ̺(s)eus∣∣|ds|
≪ (1 + u log u)̺(u)
√
u
r2
∫ π
−π
e−τ
2u/(2π2)dτ
≪ (1 + u log u)̺(u)
r2
.
Further,
J1 =
1
2πiur
∫
∆1
ˆ̺(s)
(
eT (−s) − 1)deus
≪ e
−uξ
ur
∣∣ ˆ̺(−ξ + πi)T (ξ − πi)∣∣ + e−uξ
ur
∣∣ ˆ̺(−ξ + πri)T (ξ − πri)∣∣
+
1
ur
∫
∆1
eus
(
ˆ̺(s)′
(
eT (−s) − 1)− ˆ̺(s)T ′(−s)eT (−s))ds
=: L1 + L2 +O
(
L3
ur
)
.
To estimate L1, we combine the first estimate of ˆ̺(s) given in Lemma 5.6 with
Lemmas 5.1 and 5.4. So we obtain
L1 ≪ (1 + u log u)
ur2
e−uξ+I(ξ) ≪ ̺(u)(1 + u log u)
r2
.
Similarly, the second estimate in Lemma 5.6 leads to
L2 ≪ e
−uξ
ur2
≪ ̺(u)e
−I(ξ)
r2
√
u
≪ ̺(u)
r2
.
Estimation of the integral L3 is more subtle. It uses an estimate
1− b(−s/r)− T (−s)≪ e
ξ
r
+
∣∣∣s
r
∣∣∣2
following from (5.15), (5.18) and the asymptotic formula b(v) = 1 + v/2 +O (v2)
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for |v| 6 π√2. We have
L3 =
∫
∆1
eus
e−s − 1
s
ˆ̺(s)
(
1 +
s
r(1− es/r)e
T (−s)
)
ds
=
∫
∆1
eus
e−s − 1
s
ˆ̺(s)
(
1− b(−s/r)eT (−s)) ds
=
∫
∆1
eus
e−s − 1
s
ˆ̺(s)
((
1− b(−s/r)− T (−s))+O(sT (−s)
r
+ T (−s)2
))
ds
≪ e−uξ
∫
∆1
|e−s − 1|
|s| | ˆ̺(s)|
(eξ
r
+
|s|2
r2
)
|ds|.
Using the two different estimates of ˆ̺(s) on the line segments ∆11 := {s ∈ ∆1 :
|ℑs| 6 1 + uξ} and ∆12 := ∆1 \∆11 given by Lemma 5.6, we proceed as follows:
L3 ≪ exp
{
− uξ + I(ξ)− u
π2 + ξ2
+ ξ
}∫
∆11
1
|s|
(
eξ
r
+
|s|2
r2
)
|ds|
+ exp
{− uξ + ξ}∫
∆12
1
|s|2
(
eξ
r
+
|s|2
r2
)
|ds|
≪ exp
{
− uξ + I(ξ)− u
π2 + ξ2
+ 2ξ
}
1 + ξ
r
+
exp
{− uξ + ξ}
r
≪ ̺(u)
√
u log(u+ 2)
r
.
Collecting the obtained estimates, we obtain
J1 = L1 + L2 +O
(
L3
ur
)
≪ ̺(u)(1 + u logu)
r2
.
The same holds for integral J2. Consequently,
Pr
( r∑
j=1
jZj = n
)
= I + J0 + J1 + J2 =
e−γ̺(u)
r
(
1 +O
(
1 + u log u
r
))
.
v
5.5 Proofs of Theorem 2.4 and Corollary 2.5
Theorem 2.4. If 1 6 r 6 cn(logn)−1(log log n)−2, where c = 1/(12π2e) and
n > 4, then
ν(n, r) = ̺(u) exp
{uξ(u)
2r
}(
1 +O
(
u log2(u+ 1)
r2
+
1
u
))
,
where u = n/r.
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Corollary 2.5. The formulas presented in Theorems 2.1 and 2.4 remain to hold
if the upper bound of r is substituted by n.
We first prove a key lemma.
Lemma 5.24. Denote x to be the positive solution to the equation
∑r
j=1 x
j = vr,
where v > 1 is a continuous parameter and r ∈ N. Let x(v) := x and λ(x) :=∑r
j=1 jx
j. If v ∈ (1, er], ξ := ξ(v), and ξ′ := ξ′(v) (see Lemma 5.1), then
x = x(v) = exp
{ξ
r
}
+O
(
log(v + 1)
r2
)
(5.33)
and
r
λ(x)
=
x′
x
(v) =
ξ′
r
(
1 +O
(
log(v + 1)
r
))
. (5.34)
Proof. One may skip the trivial case when r is bounded. From the definition of
x(v) and (5.10), we have
0 < x′(q) =
rx(q)
λ(x(q))
6
x(q)
rq
(
1− log−1 3) ≪ x(q)rq (5.35)
if q > 3. The same holds if 1 6 q 6 3. Indeed, in this case it suffices to apply the
trivial estimate λ(x(q)) > r2/2 > r2q/6.
As a function of q > 1, exp
{
ξ(q)/r
}
is also strictly increasing; therefore, given
any v > 1 and the value ξ = ξ(v), we can find w > 1 such that
x(w) = exp
{
ξ/r
}
.
Now
x− exp {ξ/r} = x(v)− x(w)≪ (v − w)x′(q), (5.36)
where q is a point between the v and w, irrespective of their relative position on
the real line.
Using (5.12) with w instead of v, we have
xr(w)− 1 = eξ − 1 = rw(1− x(w)−1) = rw(1− e−ξ/r).
By the definition of ξ and Lemma 1, we obtain from the last relation that vξ =
rw
(
ξ/r +B(ξ/r)2
)
with |B| 6 1/2. Hence,
|v − w| 6 wξ/(2r). (5.37)
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If v 6 3 and r > 1, then 0.09w < w(1 − ξ(3)) 6 2v 6 6 and v − w ≪ r−1.
Therefore, estimates (5.35) and (5.36) imply
x− exp{ξ/r}≪ r−2,
as desired in (5.33).
If v > 3, then by virtue of ξ ∼ log v as v →∞ and log v 6 r, we obtain from
(5.37) that |v − w| 6 (3/4)w if r is sufficiently large. Hence, (4/7)v 6 w 6 4v
and (4/7)v 6 q 6 4v. By Lemma 5.14, this gives x(q) 6 x(4v) = O (1). Formula
(5.33) again follows from (5.35) and (5.36).
To derive approximation (5.34) of the logarithmic derivative, we use similar
arguments. Firstly, given v > 3, we define y > 1 such that x = eξ(y)/r and claim
that
ξ = ξ(y)
(
1 +O (1/r)
)
. (5.38)
Indeed, if also v 6 er, then an observation in the proof of Lemma 5.14 gives us
ξ(y) = r log x 6 log(vr) 6 (6/5)r if r is sufficiently large. By the definitions and
inequalities
0 <
t
1− e−t − 1 =
t− 1 + e−t
1− e−t 6
t2/2
t− t2/2 6
3t
2
if 0 < t 6 6/5, we further obtain
v =
x
r
xr − 1
x− 1 =
eξ(y) − 1
ξ(y)
ξ(y)/r
1− e−ξ(y)/r = y
(
1 +
Bξ(y)
r
)
(5.39)
with 0 < B 6 3/2. Hence, 15/14 6 (5/14)v < y 6 v and also ξ′(q)≪ 1/q ≪ 1/y
for all q ∈ [y, v], by Lemma 5.1. Inserting this and (5.39) into ξ−ξ(y) = (v−y)ξ′(q)
with some q ∈ [y, v], we complete the proof of (5.38).
Let us keep in mind the bound y > 15/14 and return to the logarithmic
derivative. It follows from (5.14) and (5.12) that
x′
x
(
xr
xr − 1 −
1
r(x− 1)
)
=
1
rv
.
Now, the idea is to rewrite the quantity in large parentheses via ξ(y), then use
inequality (5.38) to approximate it by ξ and ξ′.
The inequality 0 < t−1 − (et − 1)−1 < 1 applied with t = ξ(y)/r gives (r(x−
1))−1 = 1/ξ(y) +O (1/r); therefore,
x′
x
(
1 + yξ(y)− y
yξ(y)
+O
(
1
r
))
=
1
rv
.
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Because of (5.2), the first ratio inside the parentheses is 1/(yξ′(y)) which, by
Lemma 5.1, satisfies an inequality
1
yξ′(y)
>
y log y − y + 1
y log y
=: l(y) > l
(15
14
)
> 0.
Now using (5.39) and (5.38), we obtain
x′
x
=
1
rv
yξ(y)
1 + yξ(y)− y
(
1 +O
(
1
r
))
=
1
rv
vξ
1 + vξ − v
(
1 +O
(
log v
r
))
=
ξ′
r
(
1 +O
(
log v
r
))
if 3 6 v 6 er.
In the case 1 < v 6 3, we have from (5.33)
λ(x) =
r∑
j=1
j
(
eξ/r +O
(
1
r2
))j
= r
r∑
j=1
j
r
eξj/r +O (r) = r2
∫ 1
0
tetξdt+O (r)
=
r2
ξ
(vξ + 1− v) +O (r) = r
2
ξ′
+O (r) .
Hence,
x′
x
=
r
λ(x)
=
ξ′
r
(
1 +O
(
1
r
))
.
v
Now, having the lemma, we can present the following proof.
Proof of Theorem 2.4. Recall Lemma 5.3 and let
Q(x) =
1
xn
exp
{
r∑
j=1
xj − 1
j
}
,
and λ(x) =
∑r
j=1 jx
j . Thus,
logQ(x) = −n log x+
∫ x
1
r∑
j=1
tj−1dt = −n log x+
∫ x
1
tr − 1
t− 1 dt
= −n log x+
∫ r log x
0
ev − 1
v
v
r
dv
1− e−v/r
= −ur log x+ I(r log x) + T (r log x). (5.40)
Observe that relation (5.12), rewritten as
er log x = 1 +
(u(1− x−1)
log x
)
(r log x) =: 1 + u′(r log x),
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gives ξ(u′) = r log x with the uniquely defined u′ = u(1− x−1)/ logx 6 u. Hence,
by virtue of monotonicity, r log x 6 ξ(u) = ξ if x > 1. Therefore,
−ur log x+ I(r log x) = −uξ + I(ξ) + u(ξ − r log x)−
∫ ξ
r log x
et − 1
t
dt
= −uξ + I(ξ) + (ξ − r log x)
(
u− e
t0 − 1
t0
)
with a t0 ∈ [r log x, ξ] and, consequently, if 1 6 u 6 er,
(et0 − 1)/t0 ∈
[
(xr − 1)/(r log x), u] = [u+O (uξ/r) , u].
In the last step, we have applied (5.33) in the form
xr = (1 + uξ)
(
1 +O
(
r−1 log(u+ 1)
) )
.
This yields
− ur log x+ I(r log x) = −uξ + I(ξ) +O
(
u log2(u+ 1)
r2
)
. (5.41)
If 1 6 u 6 er, by Lemma 5.1, we have r log x 6 ξ 6 2 log u. Thus, we may apply
estimate (5.16) in Lemma 5.16 to obtain
T (r log x) =
xr
2r
+O
(
log(u+ 1)
r
)
+O
(
u log2(u+ 1)
r2
)
=
uξ
2r
+O
(
log(u+ 1)
r
)
+O
(
u log2(u+ 1)
r2
)
.
Inserting this and (5.41) into expression (5.40), we deduce a relation
logQ(x) = −uξ + I(ξ) + uξ
2r
+O
(
log(u+ 1)
r
)
+O
(
u log2(u+ 1)
r2
)
,
which is non-trivial if log u = o(r). Combining this with (5.34) and Lemma 5.4,
we arrive at
Q(x)√
2πλ(x)
=
e−γ
r
√
ξ′√
2π
exp
{
γ − uξ + I(ξ) + uξ
2r
}
·
(
1 +O
(
log(u+ 1)
r
)
+O
(
u log2(u+ 1)
r2
))
=
e−γ
r
̺(u)euξ/(2r)
(
1 +O
(
1
u
)
+O
(
u log2(u+ 1)
r2
))
(5.42)
if n1/3 log2/3(n + 1) 6 r 6 n. If, in addition, r 6 cn(log n)−1(log logn)−2, then
by Theorem 2.1, the ratio on the left hand side approximates the probability
Pr
(∑r
j=1 jZj = n
)
. Recalling (2.2), we complete the proof of the corollary. v
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Proof of Corollary 2.5. By relation (5.42), the result of Theorem 2.3 can be ex-
posed as (2.10) provided that
√
n log n 6 r 6 n. Then the assertions of Theorems
2.1 and 2.3 can be joined up. Now, formula (2.10), valid for 1 6 r 6 n, and
(5.42) justify (2.12) for n1/3 log2/3(n + 1) 6 r 6 n, one only needs to repeat the
argument for Theorem 2.4. v
5.6 Proofs of Theorems 3.2, 3.3, 3.4, and
Corollary 3.5
Theorem 3.2. Let (t)+ = max{t, 0}, t ∈ R. For all 1 6 r < n/2 and α > 1, we
have
|κ(n, r)− e−Hr | 6 πe
4α2r−n+3/2
n2(α− 1)2 exp
{
r∑
j=1
αj − 2
j
+ E(r, α)
}
+
4eα2r−n+2
πn2r(α− 1)3 exp
{
−α(α
r − 1)
2r(α− 1) −Hr
}
,
where
E(r, α) = −2
r
αr+1
α− 1
(
π−2
1 + (rα− r)2 − α
−r/2
)
+
+min{2r logα, 2 log(er)}.
Theorem 3.3. Let ε and δ be an arbitrary but fixed positive numbers, and u =
n/r. We have
κ(n, r) = e−Hr +Oε,δ
(
̺(u)
r
exp
{
− 2u (1− δ)
π2(log(1 + u))2
})
(5.43)
if (log n)3+ε 6 r < n. Moreover,
κ(n, r) = e−Hr +O
(
̺(u)uu/r
r
)
(5.44)
if log n 6 r < (logn)3+ε. Here ̺(u) is the Dickman function.
Theorem 3.4. Let ε be an arbitrary but fixed positive number, and u = n/r, then
κ(n, r) = e−Hr +Oε
(
ν(n, r)
r
exp
{
− u
1−4/r(1− ε)
4π2(log(u+ 1))2
})
(5.45)
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if 5 6 r < n, and
κ(n, r) = e−Hr +O
(
ν(n, r)n5/2
)
(5.46)
if 2 6 r < 5.
Corollary 3.5. For 2 6 r 6 logn, we have
κ(n, r) = e−Hr +O
(
exp
{
−n
r
log
n
e
+
n
logn
+
3n
(logn)2
})
.
The next lemma is an essential part of the proofs. We use the following
notation
(a)+ = max{a, 0}
if a ∈ R.
Lemma 5.25. If 1/r 6 |t| 6 π, r ∈ N, and α > 1, then
r∑
j=1
1− αj cos(tj)
j
6
r∑
j=1
αj − 1
j
− 2
r
αr+1
α− 1
(
π−2
1 + (rα− r)2 − α
−r/2
)
+
+ log
|α− eit|
α− 1 + min{2r logα, 2 log(er)}+ 4 (5.47)
and
r∑
j=1
1− αj cos(tj)
j
6 − 1
2r
α(αr − 1)
α− 1 + 1 (5.48)
if |t| 6 1/r.
Proof. Note that
2t2/π2 6 1− cos t 6 t2/2 (5.49)
if |t| 6 π. Estimate (5.48) we get is not difficult. If |t| 6 1/r, we have
r∑
j=1
1− αj cos(tj)
j
6 −
r∑
j=1
αj − 1
j
+
r∑
j=1
αj (1− cos(j/r))
j
6 −
r∑
j=1
αj − 1
j
+
1
2r2
r∑
j=1
jαj
6 − 1
2r
r∑
j=1
αj + 1.
50
To obtain estimate (5.47), we use the strategy found in [44, p. 407]. Notice
that
r∑
j=1
1− αj cos(tj)
j
=
r∑
j=1
αj − 1
j
−
r∑
j=1
αj (1 + cos(tj))− 2
j
. (5.50)
Thus, we evaluate only the second sum
r∑
j=1
αj (1 + cos(tj))− 2
j
>
[r/2]∑
j=1
cos(tj)− 1
j
+
1
r
r∑
j=[r/2]+1
αj (1 + cos(tj))−
r∑
j=[r/2]+1
2
j
>
r∑
j=1
cos(tj)− 1
j
+
1
r
ℜ
r∑
j=[r/2]+1
αj
(
1 + eitj
)− 4. (5.51)
To obtain −4, we used inequalities log(1+ r) 6∑rj=1 1/j 6 1+ log r. Let us turn
our attention to the most difficult part, namely, to the sum
ℜ
r∑
j=[r/2]+1
αj
(
1 + eitj
)
=
αr+1 − α[r/2]+1
α− 1 + ℜ
(αeit)r+1 − (αeit)[r/2]+1
αeit − 1
=
αr+1
α− 1
(
1− α[r/2]−r + ℜe
it(r+1) − α[r/2]−reit([r/2]+1)
αeit − 1 (α− 1)
)
>
αr+1
α− 1
(
1− 2α[r/2]−r + ℜe
it(r+1) (α− 1)
αeit − 1
)
+
>
αr+1
α− 1
(
1− 2α−r/2 −
∣∣∣∣ α− 1αeit − 1
∣∣∣∣
)
+
. (5.52)
In the last steps, we used a relation ℜz > −|z|, z ∈ C. Applying
1− p√
p2 + v2
>
1
2
v2
p2 + v2
, p > 0, v ∈ R,
with p = α− 1 and v =
√
2α(1− cos t), and recalling (5.49), we get that
1−
∣∣∣∣ α− 1αeit − 1
∣∣∣∣ > 12 2α(1− cos t)(α− 1)2 + 2α(1− cos t)
>
(1− cos(1/r))
(α− 1)2 + 2(1− cos(1/r))
>
2
π2
1
(rα− r)2 + 1 .
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Inserting the last lower estimate into (5.52), in conjunction with (5.51), we
obtain
r∑
j=1
αj (1 + cos(tj))− 2
j
>
r∑
j=1
cos(tj)− 1
j
+
2
r
αr+1
α− 1
(
π−2
1 + (rα− r)2 − α
−r/2
)
+
− 4. (5.53)
It is necessary to make a specific estimate for the remaining sum. We have
r∑
j=1
1− cos(tj)
j
6 ℜ
∞∑
j=1
1− eitj
j
α−j +
r∑
j=1
1− cos(tj)
j
(1− α−j)
6 log
|1− α−1eit|
1− α−1 + 2
r∑
j=1
1− α−j
j
6 log
|α− eit|
α− 1 + min{2r logα, 2 log(er)}.
The reasons for such estimate will reveal in the proofs of Theorems. Combining
latter estimate with (5.53) and (5.50) we arrive at the assertion.
v
The common part of the proofs (Theorem 3.2). We set the proofs for the case
r < n/2. The case n/2 6 r 6 n is an easy exercise. For 0 < β < 1, we have
Pr
( n∑
j=r+1
jZj = n
)
=
1
2πi
∫
|z|=β
exp
{
n∑
j=r+1
zj − 1
j
}
dz
zn+1
=
e−Hn
2πi
∫
|z|=β
exp
{
r∑
j=1
1− zj
j
}
dz
(1− z)zn+1 ,
because, when we add
∑∞
j=n+1 z
j/j to
∑n
j=r+1 z
j/j, the n-th Taylor coefficient of
the integrand function does not change. Let s = −r log z and u = n/r, then
Pr
( n∑
j=r+1
jZj = n
)
=
e−Hn
2πi
∫ −r log β+irπ
−r log β−irπ
exp
{
r∑
j=1
1− e−js/r
j
}
eus+s/r
r(es/r − 1)ds
=:
e−Hn
2πi
∫ −r log β+irπ
−r log β−irπ
L(s)eusds.
Notice that Ress=0 L(s)eus = 1. Assuming α > 1 we apply the residue theorem to
get
Pr
( n∑
j=r+1
jZj = n
)
= e−Hn
(
1 +
1
2πi
∫ −r logα+irπ
−r logα−irπ
L(s)eusds
)
=: e−Hn (1 +R) . (5.54)
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So, it remains to estimate R. Firstly, we integrate by parts twice (with respect to
deus and to de(u−1)s). Note that L′(s) = − e−s
r(es/r−1)L(s),
R =
1
2πiu
∫ −r logα+irπ
−r logα−irπ
L(s)deus
=
1
2πin(u− 1)
∫ −r logα+irπ
−r logα−irπ
L(s)
es/r − 1de
(u−1)s
=
1
2πin(n− r)
∫ −r logα+irπ
−r logα−irπ
es/r + e−s
(es/r − 1)2L(s)e
(u−1)sds. (5.55)
Secondly, using abbreviations
E(r, α) := −2
r
αr+1
α− 1
(
π−2
1 + (rα− r)2 − α
−r/2
)
+
+min{2r logα, 2 log(er)} (5.56)
and
J(τ, α) :=
1
(α− 1)2 + α (2τ/(πr))2 , τ ∈ R,
we apply (5.49) and Lemma 5.25 to (5.55):
|R| 6 4α
2r−n+2
πn2r
∫ rπ
0
1
|eiτ/r − α|3 exp
{
r∑
j=1
1− αj cos(τj/r)
j
}
dτ
6
4e4α2r−n+2
πn2r(α− 1) exp
{
r∑
j=1
αj − 1
j
+ E(r, α)
}∫ rπ
1
J(τ, α)dτ
+
4eα2r−n+2
πn2r
exp
{
−α(α
r − 1)
2r(α− 1)
}∫ 1
0
J(τ, α)3/2dτ,
because
∣∣es/r + e−s∣∣ 6 2αr, and the additional factor 1/|eiτ/r − α| came from
|L(s)|. Since∫ rπ
1
J(τ, α)dτ =
πr
2
√
α(α− 1) arctan
(
2
√
ατ
πr(α− 1)
) ∣∣∣rπ
1
6
π2r
4
√
α(α− 1)
and ∫ 1
0
J(τ, α)3/2dτ 6 (α− 1)−3 ,
we obtain
|R| 6 πe
4α2r−n+3/2
n2(α− 1)2 exp
{
r∑
j=1
αj − 1
j
+ E(r, α)
}
+
4eα2r−n+2
πn2r(α− 1)3 exp
{
−α(α
r − 1)
2r(α− 1)
}
. (5.57)
Hereafter, we divide the argument into two parts. In the first part we take
α = eξ/r (Theorem 3.3) and in the second α = x (Theorem 3.4), where ξ = ξ(n/r)
is defined in Lemma 5.1 and x = x(n, r) in Lemma 5.14. v
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Proof of Theorem 3.3. Let α = eξ/r. Recall that log n 6 r < n/2 and log u 6 ξ 6
2 log u. Note, referring to the equation eξ − 1 = uξ, we have ξ > 1. Now, we need
the following estimates
I(ξ) =
∫ ξ
0
1
t
d(et − t− 1) > e
t − t− 1
t
∣∣∣ξ
0
= u− 1,
0 6 T (ξ) 6
2uξ
3r
+
1
r
(5.58)
(this follows from (5.17); note ξ 6 2r), and
E(r, eξ/r)−min{2ξ, 2 log(er)}
= −2
r
eξ+ξ/r
eξ/r − 1
(
π−2
1 + (reξ/r − r)2 − e
−ξ/2
)
+
=
−2eξπ−2
ξ + ξ(reξ/r − r)2
ξeξ/r
r(eξ/r − 1)
(
1− π
2 + π2(reξ/r − r)2
eξ/2
)
+
.
Now, applying estimates ξ 6 2r, (ξ/r)eξ/r/(eξ/r − 1) = 1 + O+(ξ/r) (see (5.18)),
and reξ/r − r = ξ(1+O+(ξ/r)), where O+ is an estimate of the positive quantity,
we obtain
E(r, eξ/r)−min{2ξ, 2 log(er)}
=
−2(u+ 1/ξ)π−2
1 + ξ2(1 +O+(ξ/r))
ξeξ/r
r(eξ/r − 1)
(
1 +O
(
(log u)3/2√
u
))
(5.59)
=
−2(u+ 1/ξ)π−2
1 + ξ2(1 +O+(ξ/r))
(
1 +O
(
log u
r
+
(log u)3/2√
u
))
(5.60)
Certainly, there exists constants c1, c2 > 0 such that I(ξ)+T (ξ)+E(r, eξ/r) > c1u
for all u > c2. Recalling (5.3) and applying latter estimate to (5.57), we conclude
that
R≪ e
2ξ−uξ
(uξ)2
exp
{
r∑
j=1
ejξ/r − 1
j
+ E(r, eξ/r)
}
≪ exp{−uξ + I(ξ) + T (ξ) + E(r, eξ/r)} . (5.61)
To obtain (5.44), we first observe that combining (2.2), (5.54) and (5.61) we get
κ(n, r) = e−Hr +O
(
1
r
exp
{−uξ + I(ξ) + T (ξ) + E(r, eξ/r)}) .
Here, we apply Lemma 5.4 and formula (5.2) to obtain
κ(n, r) = e−Hr +O
(
̺(u)
r
exp
{
T (ξ) + E(r, eξ/r) + log u
})
. (5.62)
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It is left to evaluate T (ξ)+E(r, eξ/r)+log u. For that we use (5.58), (5.59)-(5.60),
and then we apply (5.1). Recall that log n 6 r 6 (logn)3+ε, we have
T (ξ) + E(r, eξ/r) + log u
6
2uξ
3r
+
1
r
+ 2ξ − 2(u+ 1/ξ)π
−2
1 + ξ2(1 +O+(ξ/r))
(
1 +O
(
log u
r
+
(log u)3/2√
u
))
+ log u
=
2uξ
3r
(
1− r
ξ3
· 3
(π/ξ)2 + π2(1 +O+(ξ/r))
(
1 +O
(
log u
r
+
(log u)3/2√
u
)))
+O (ξ)
6
u log u
r
(5.63)
if u is sufficiently large, because (log u)/r (in the error estimate) came from the
factor in (5.59) that is greater than 1. When u is bounded, equation (5.44) is
trivial. Applying (5.63) to (5.62), we prove (5.44).
Now we turn to assertion (5.43), recalling that (log n)3+ε 6 r < n, ε > 0,
and δ > 0. Let n0 = n0(ε, δ) and u0 = u0(ε, δ) be such sufficiently large positive
constants, depending on parameters ε and δ, that if n > n0 and u > u0, using
(5.60), (5.58), and Lemma 5.1, we obtain
E(r, eξ/r) + 2ξ + T (ξ)
6 − 2u
π2ξ2
(
1 +O
(
log u
r
+
1
(log u)2
))
+ 4ξ +
2uξ
3r
+
1
r
= − 2u
π2ξ2
(
1 +O
(
1
(log u)2
+
(log u)3
r
))
= − 2u
π2(log u)2
(
1 +O
(
log log(u+ 2)
log u
+
1
(log n)ε
))
6 − 2u
π2(log(1 + u))2
(1− δ) .
Combining the latter estimate with (5.61), (5.54), and Lemma 5.4 we prove as-
sertion (5.43) for the case n > n0 and u > u0. In case when n 6 n0 or u 6 u0,
assertion (5.43) follows trivially from (5.54), (5.61), (5.60) and Lemma 5.4. v
Proof of Theorem 3.4. Let α = x. Recall that u > 2 and r > 5. Throughout the
proof, we apply inequalities e(log u)/r 6 x 6 e(2 log u)/r and equation
xr+1 − x
x− 1 = n,
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which come from Lemma 5.14. Recall (5.56). The proof starts with the observa-
tion that
E(r, x)−min{2r log x, 2 log(er)} 6 −2u
(
π−2
1 + (rx− r)2 − x
−r/2
)
+
6
−u1−4/r
4π2(log u)2
(
1− π
2
xr/2
− π
2(rx− r)2
xr/2
)
+
6
−u1−4/r
4π2(log u)2
(
1− π
2
√
u
− π
2x3r/2+2
u2
)
+
,
where the second inequality is obtained using estimate rx− r 6 re(2 logu)/r − r 6
2(log u)u2/r, and the third – inequalities x > e(log u)/r and (x− 1)/xr 6 x/n. Now,
we apply the latter estimate and x2/(nx− n)2 ≪ 1 to (5.57), and thus obtain
R≪ x2r−n exp
{
r∑
j=1
xj − 1
j
− u
1−4/r
4π2(log u)2
(
1− π
2
√
u
− π
2x3r/2+2
u2
)
+
}
.
Applying Theorem 2.1 with Corollary 2.5, and inequalities r2 <
∑r
j=1 jx
j 6 rn,
which follow from
∑r
j=1 j 6
∑r
j=1 jx
j 6 r
∑r
j=1 x
j , it follows that
R≪√ux2rν(n, r) exp
{
− u
1−4/r
4π2(log u)2
(
1− π
2
√
u
− π
2x3r/2+2
u2
)
+
}
(5.64)
≪ ν(n, r) exp
{
− u
1−4/r
4π2(log u)2
(
1− π
2
√
u
− π
2x3r/2+2
u2
)
+
+ 5 log u
}
. (5.65)
Now, formula (5.46) follows simply from (5.64) when we apply (5.8). It remains
to prove the formula (5.45). Let u1 = u1(ε) be such sufficiently large positive
constant depending on parameter ε > 0 that if u > u1 applying (5.8) to (5.65) it
follows that
R≪ ν(n, r) exp
{
− u
1−4/r
4π2(log u)2
(
1 +O
(
(log u)3u2/r−1/2
))}
≪ε ν(n, r) exp
{
− u
1−4/r(1− ε)
4π2(log(u+ 1))2
}
.
Actually, this estimate is also correct in the case of u 6 u1. Recalling (5.54) and
(2.2) we finish the proof of (5.45). v
Proof of Corollary 3.5. Using Theorem 2.2 we deduce Lemma 5.15 which com-
bined with Theorem 3.4 gives the assertion. v
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5.7 Proof of Theorem 3.6
Theorem 3.6. Let u = n/r. If
√
n logn 6 r < n, then
κ(n, r) = e−Hr+γω(u) +O
(
R(u)u3/2 log2(u+ 1)
r2
)
,
where the function R(u) is described by Definition 5.11 and Lemmas 5.12 and 5.13.
Proof. Throughout the argument, we will use the following abbreviations
ξ0(u) :=

 ℜζ0(u) (1 < v1 6 u)ξ0(v1) (1 6 u 6 v1)
(see Lemma 5.7 and Lemma 5.10),
u0 := max{v0, v1, 3}
(for v0 see (3.2)), and
N(n, r) := eHrκ(n, r).
Proposition 3.5 gives the result for u 6 u0, note that u0 is fixed. Given proof will
concern the region u0 6 u 6
√
n/ logn. We split it into a few steps.
1. As usual, let [zn]g(z) be the nth power series coefficient of a function g(z).
Then
N(n, r) = eHr [zn] exp
{ ∑
r<j6n
zj
j
}
= [zn]
1
1− z exp
{
G(z)
}
,
where
G(z) :=
r∑
j=1
1− zj
j
=
∫ r log z
0
1− et
t
dt+
∫ r log z
0
1− et
t
(
t
r
e
t
r
e
t
r − 1 − 1
)
dt
= −I(r log z)− T (r log z).
By the Cauchy formula for 0 < α < 1 < α′,
N(n, r) =
1
2πi
∫
|z|=α
eG(z)dz
(1− z)zn+1 = 1 +
1
2πi
∫
|z|=α′
eG(z)dz
(1− z)zn+1
= 1 +
1
2πni
∫
|z|=α′
eG(z)dz
(1− z)2zn−r
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because of the equality d
dz
(
exp{G(z)}/(1 − z)) = zr exp{G(z)}/(1 − z)2. We
further have to shift the integration contour to a path going closely to the saddle
point. Thus, after a substitution z = e−s/r, where s ∈ ∆ := {s = −ξ0(u) + iτ :
−πr < τ 6 πr}, by virtue of Lemma 5.5, we obtain
N(n, r) = 1 +
1
2πnri
∫
∆
e(u−1)s−I(−s)−s/rds
(1− e−s/r)2
+
1
2πnri
∫
∆
e(u−1)s−I(−s)−s/r
(1− e−s/r)2
(
e−T (−s) − 1)ds
= 1 +
eγ
2πnri
∫
∆
e(u−1)s+s/rds
ˆ̺(s)(es/r − 1)2
+
eγ
2πnri
∫
∆
e(u−1)s+s/r
(
e−T (−s) − 1)ds
ˆ̺(s)(es/r − 1)2
=: 1 + J0 + J1. (5.66)
We can hardly expect a global trick to overcome the tiresome calculations of
the appearing integrals; therefore, from now on we begin the divide and conquer
quest. To follow the required sharpness in estimates, it is worth to have in mind
that, by Lemmas 5.4, 5.7 and 5.12,
R(u) = exp
{
− uξ0(u) + u+O
(
u
ξ(u)
)}
, u > u0. (5.67)
Afterwards, we will use the abbreviations ξ0 = ξ0(u) and ξ = ξ(u), where u =
n/r 6
√
n/ logn and n is large. Keep in mind that eξ0 = eξ(1 + O(ξ−2)) =
u log u+O(u) = O(r) if u > u0.
2. This step is devoted to integral J0. By Lemma 5.9, we may start with
J0 =
eγ
2πnri
∫
∆
e(u−1)s+s/rs(1 + ωˆ(s))ds
(es/r − 1)2
=
eγ
2πui
∫
∆
e(u−1)s
(1 + ωˆ(s))
s
ds
+
eγ
2πui
∫
∆
e(u−1)s
(
es/r(s/r)2
(es/r − 1)2 − 1
)
(1 + ωˆ(s))
s
ds
=: J01 + J02. (5.68)
The goal is to extract from J01 the inverse Laplace transform
ω(u) =
∫
(β)
eusωˆ(s)ds,
defined for arbitrary β > 0. Here, and in the sequel, the notation (b), b ∈ R,
under integral denotes the integration line from b− i∞ to b+ i∞.
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From Lemmas 5.8 and 5.9, we have ωˆ(s) = eJ(s)−1 and, consequently, ωˆ(−ξ0±
irπ)≪ eξ/r. This and relation (5.5) imply
J01 = − e
γ
2πui
∫
∆
eusdωˆ(s) = O
(
e−uξ0+ξ
r
+
eγ
2πi
∫
∆
eusωˆ(s)ds
)
.
Similarly, using again Lemma 5.9 and J(s) = e−s/s+O
(
eξ/|s|2) if s = −ξ0 + iτ ,
where πr 6 |τ | 6 T , we obtain
lim
T→∞
eγ
2πi
∫
ℜs=−ξ0
rπ6|τ |6T
eusωˆ(s)ds
= lim
T→∞
[
eγ
2πi
∫
ℜs=−ξ0
rπ6|τ |6T
e(u−1)s
s
ds+O
(
e2ξ−uξ0
∫
ℜs=−ξ0
rπ6|τ |6T
1
|s|2 |ds|
)]
≪ e
−uξ0+2ξ
r
.
Collecting the last two estimates, we complete estimation of J01. Indeed, for a
fixed β > 0, by the residue theorem, we obtain
J01 =
eγ
2πi
∫
(−ξ0)
eusωˆ(s)ds+O
(
e−uξ0+2ξ
r
)
= −1 + e
γ
2πi
∫
(β)
eusωˆ(s)ds+O
(
e−uξ0+2ξ
r
)
= −1 + eγω(u) +O
(
e−uξ0+2ξ
r
)
. (5.69)
By (5.67), the remainder here is better than indicated in Theorem 3.6.
The remaining integral in (5.68) is
J02 =
eγ
2πu(u− 1)i
∫
∆
W
(s
r
)(1 + ωˆ(s))
s
de(u−1)s,
where
W (v) =
evv2
(ev − 1)2 − 1≪ v
2 (5.70)
if v = s/r and s ∈ ∆. Moreover, W ′(v)≪ v in the same region. Hence,
(
ωˆ(s) + 1
s
W
(s
r
))′
≪ |s||ωˆ(s)
′|
r2
+
|ωˆ(s) + 1|
r2
≪ eξ |ωˆ(s) + 1|
r2
by (5.5). For ωˆ(s) + 1, where s = −ξ0 + iτ ∈ ∆, we further apply Lemma 5.10 if
|τ | 6 eξ and ωˆ(s) + 1 = O (1) otherwise. The latter stems from Lemma 5.9. So,
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we obtain
J02 =
eγ
2πu(u− 1)i
∫
∆
e(u−1)s
(
W
(s
r
)(1 + ωˆ(s))
s
)′
ds+O
(
e−uξ0+ξ
nu
)
≪ e
−uξ0+2ξ
n2
∫
∆
|ωˆ(s) + 1||ds|+ e
−uξ0+ξ
nu
≪ e
3ξR(u)
√
u
n2
+
e−uξ0+2ξ
nu
≪ R(u)
√
u log2 u
r
.
Returning to (5.68) we obtain an asymptotic formula for integral J0. Namely,
we have
J0 = −1 + eγω(u) +O
(
R(u)
√
u log2 u
r
)
. (5.71)
3. Estimation of the integral J1 involving function T (s) is more subtle. In the
notation above,
J1 =
eγ
2πin(u− 1)
∫
∆
(ωˆ(s) + 1)
(s/r)es/r
(es/r − 1)2
(
e−T (−s) − 1)de(u−1)s
= − e
γ
2πin(u − 1)
∫
∆
e(u−1)s
[
(ωˆ(s) + 1)
(r
s
W
(s
r
)
+
r
s
)(
e−T (−s) − 1)]′ ds
+O
(
e−uξ0+ξ
nu
)
=: − e
γ
2πin(u− 1)
∫
∆
e(u−1)s
[
(ωˆ(s) + 1)
(r
s
W
(s
r
))(
e−T (−s) − 1)]′ ds
+ J12 +O
(
e−uξ0+ξ
nu
)
=: J11 + J12 +O
(
e−uξ0+ξ
nu
)
.
The remainder here has been estimated using Lemma 5.16 and (5.70). Observe
that integral J11 becomes J12 if we substitute W (s/r) by the unit.
Taking into account identity (5.5), we have[
(ωˆ(s) + 1)
(r
s
W
(s
r
))(
e−T (−s) − 1)]′
= −r(ωˆ(s) + 1)
s
U(s)W
(s
r
)
+
ωˆ(s) + 1
s
W ′
(s
r
)(
e−T (−s) − 1). (5.72)
Here
U(s) :=
(
e−T (−s) − 1)e−s + 1
s
− T ′(−s)e−T (−s)
=
e−s
s
(
e−T (−s)
s/r
es/r − 1 − 1
)
+
1
s
(
2e−T (−s) − 1− e−T (−s) s/r
es/r − 1
)
=
e−s
s
(
− s
r
+O
(
eξ
r
)
+O
( |s|2
r2
))
+O
(
eξ
r|s| +
|s|
r2
)
= −e
−s
r
+O
(
e2ξ
|s|r +
|s|eξ
r2
)
, s ∈ ∆, (5.73)
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by Lemma 5.16. Hence and from (5.70) we obtain
s−1U(s)W (s/r)≪ eξr−2
if s ∈ ∆.
Applying again a bound ωˆ(s)+ 1 = O (1) if τ > eξ and Lemma 5.10 otherwise
and having in mind that e−T (−s) − 1 = O (1) if s ∈ ∆, from the last relation and
(5.72), we derive
J11 =
eγ
2πiu(u− 1)
∫
∆
e(u−1)s
(ωˆ(s) + 1)
s
U(s)W
(s
r
)
ds+O
(
R(u)
r
)
≪ R(u)
√
u
u2r2
e3ξ +
1
u2r
e−uξ0+2ξ +
R(u)
r
≪ R(u)
√
u log2 u
r
.
Similarly, by (5.73),
J12 =
eγ
2πiu(u− 1)
∫
∆
e(u−1)s
(ωˆ(s) + 1)
s
U(s)ds
= − e
γ
2πin(u− 1)
∫
∆
(ωˆ(s) + 1)
s
e(u−2)sds
+O
(
e2ξR(u)
√
u
u2
∫
∆
1{|ℑs| 6 eξ}
( eξ
r|s|2 +
1
r2
)
|ds|
)
+O
(
e−uξ0+2ξ
u2
∫
∆
1{eξ 6 |ℑs| 6 πr}
( eξ
r|s|2 +
1
r2
)
|ds|
)
= − e
γ
2πin(u− 1)
∫
∆
(ωˆ(s) + 1)
s
e(u−2)sds+O
(
u3/2R(u) log2 u
r
)
.
We have dealt with a such type integral! Apart from a factor and a substitution
u 7→ u− 1, the last integral is just J01 in (5.68) of step 2. By virtue of (5.69), this
yields
J12 =
1
n
(
1− eγω(u− 1) +O
(
e−uξ0+3ξ
r
))
+O
(
u3/2R(u) log2 u
r
)
≪ u
3/2R(u) log2 u
r
.
Collecting the estimates, we obtain
J1 = J11 + J12 ≪ u
3/2R(u) log2 u
r
.
Finally, combining estimates (5.66), (5.71) and the last one, we obtain
N(n, r) = 1 + J0 + J1 = e
γω(u) +O
(
u3/2R(u) log2 u
r
)
.
v
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5.8 Proof of Theorem 4.2
Theorem 4.2. Let u = n/r. If
√
n logn 6 r 6 n, then
dTV (n, r) = H(u)
(
1 +O
(
u3/2 log2(u+ 1)
r
))
,
where
H(u) =
1
2
∫ ∞
0
∣∣ω(u− v)− e−γ∣∣̺(v)dv + ̺(u)
2
.
At first, we list some facts and lemmas needed for the proof.
Lemma 5.26. For the random vectors k¯r(σ) = (k1(σ), . . . , kr(σ)) and Z¯r =
(Z1, . . . , Zr) described in Chapter 4, we have
dTV (n, r) = sup
V⊂Nr0
∣∣∣∣#{σ : k¯r(σ) ∈ V }n! − Pr (Z¯r ∈ V )
∣∣∣∣
=
1
2
∞∑
m=0
Pr
( r∑
j=1
jZj = m
) ∣∣∣∣∣eHn Pr
( n∑
j=r+1
jZj = n−m
)
− 1
∣∣∣∣∣ (5.74)
=
1
2
∞∑
m=0
ν(m, r)
∣∣κ(n−m, r)− e−Hr ∣∣ (5.75)
if 1 6 r 6 n.
Proof. Here we recall some calculations from [3, pp. 67-69]. Let s¯r = (s1, . . . , sr) ∈
Nr0, s¯ = (s1, . . . , sn) ∈ Nn0 , Z¯ := Z¯n, and ℓ(s¯) = 1s1 + 2s2 + . . .+ nsn, then
#{σ : k¯r(σ) = s¯r}
n!
=
r∏
j=1
1
jsjsj!
( ∑
∀(sr+1,...,sn)∈Nn−r0
ℓ(s¯)=n
n∏
j=r+1
1
jsjsj!
)
= Pr
(
Z¯r = s¯r | ℓ(Z¯) = n
)
.
Therefore,
dTV (n, r) = sup
V⊂Nr0
∣∣Pr (Z¯r ∈ V | ℓ(Z¯) = n)− Pr (Z¯r ∈ V )∣∣ . (5.76)
Defining
V > =
{
s¯r ∈ Nr0 : Pr
(
Z¯r = s¯r | ℓ(Z¯) = n
)
> Pr
(
Z¯r = s¯r
)}
and
V > =
{
s¯r ∈ Nr0 : Pr
(
Z¯r = s¯r | ℓ(Z¯) = n
)
> Pr
(
Z¯r = s¯r
)}
,
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it is easy to see that a set V achieves the supremum in (5.76) if and only if
V > ⊂ V ⊂ V >; in particular
dTV (n, r) = Pr
(
Z¯r ∈ V > | ℓ(Z¯) = n
)− Pr (Z¯r ∈ V >)
=
∑
s¯r∈Nr0
(
Pr
(
Z¯r = s¯r | ℓ(Z¯) = n
)− Pr (Z¯r = s¯r))+ .
We have written a+ and a− for the positive and negative parts of a real number
a, so a = a+ − a− and |a| = a+ + a−. The relation
∑
s¯r∈Nr0
Pr
(
Z¯r = s¯r | ℓ(Z¯) = n
)
= 1 =
∑
s¯r∈Nr0
Pr
(
Z¯r = s¯r
)
implies that
∑
s¯r∈Nr0
(
Pr
(
Z¯r = s¯r | ℓ(Z¯) = n
)− Pr (Z¯r = s¯r))+
=
∑
s¯r∈Nr0
(
Pr
(
Z¯r = s¯r | ℓ(Z¯) = n
)− Pr (Z¯r = s¯r))−
=
1
2
∑
s¯r∈Nr0
∣∣Pr (Z¯r = s¯r | ℓ(Z¯) = n)− Pr (Z¯r = s¯r)∣∣
Thus, it follows that
2dTV (n, r) =
∑
s¯r∈Nr0
∣∣Pr (Z¯r = s¯r | ℓ(Z¯) = n)− Pr (Z¯r = s¯r)∣∣
=
∑
s¯r∈Nr0
∣∣∣∣∣Pr
(
Z¯r = s¯r, ℓ(Z¯) = n
)
Pr
(
ℓ(Z¯) = n
) − Pr (Z¯r = s¯r)
∣∣∣∣∣
=
∑
m>0
∑
s¯r∈Nr0
1s1+···+rsr=m
∣∣∣∣∣
Pr
(
Z¯r = s¯r
)
Pr
(∑n
j=r+1 jZj = n−m
)
Pr
(
ℓ(Z¯) = n
)
− Pr (Z¯r = s¯r)
∣∣∣∣∣
=
∑
m>0
Pr
( r∑
j=1
jZj = m
) ∣∣∣∣∣∣
Pr
(∑n
j=r+1 jZj = n−m
)
Pr
(
ℓ(Z¯) = n
) − 1
∣∣∣∣∣∣ .
An easy computation shows that applying (2.2), (3.1), and the fact Pr
(
ℓ(Z¯) = n
)
=
e−Hn , we arrive at the proposition.
v
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An accurate summation of series in (5.75) defining the distance dTV (n, r) suf-
fices. For this, we will apply the well-known inequality.
Lemma 5.27. Let r, a, b ∈ N and a < b. If f : [a, b] → R is a differentiable
function and |f ′(v)| is integrable on [a, b], then
∣∣∣∣1r
∑
a<k6b
f
(k
r
)
−
∫ b/r
a/r
f(v)dv
∣∣∣∣ 6 1r
∫ b/r
a/r
|f ′(v)|dv.
Proof. The inequality simply follows from the beginning of the proof of Euler-
Maclaurin summation formula [44, p. 5]. v
In what follows, Z¯ stands for the vector (Z1, . . . , Zn), where Zj , j ∈ N, are the
Poisson random variables such that EZj = 1/j.
Lemma 5.28. For all m > 0, we have
Pr
(
ℓr(Z¯) = m
)
=
e−γ
r
̺
(m
r
)(
1 +O
(
1 + 1{m > r}eξ(m/r)
r
))
.
Proof. If 0 6 m 6 r, this is an easy exercise. For m > r, apply Theorem 2.3 and
(2.2). v
Here and subsequently, ξ(v), v > 1, is the function defined in Lemma 5.1.
Lemma 5.29. The function ω(v)− e−γ, v > 1, has only simple zeros 1 6 λ1 <
λ2 < · · · satisfying
λk+1 − λk = 1− 1
log k
+O
(
log log k
log2 k
)
, k > 3.
Proof. See [21] or [44, p. 418]. v
Lemma 5.30. The functions R(u) and ϑ(u) introduced in Lemma 5.12 are dif-
ferentiable and
R′(u) = −R(u)
(
ξ0(u) +O
(
1
u
))
, ϑ′(u) =
πξ(u)
ξ(u)− 1 +O
(
1
ξ(u)2
)
if u > u0, where ξ0(u) is defined in Lemma 5.10.
Proof. See [45, Lemma 4]. v
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Lemma 5.31. If u > 1, then
̺(u− 1) = ̺(u)eξ(u)
(
1 +O
(
1
u
))
.
Moreover,
̺′(u) = −ξ(u)̺(u)
(
1 +O
(
1
u
))
for u > u0 and
̺(u− v)≪ ̺(u)evξ(u)
uniformly for 0 6 v 6 u.
Proof. See [44, pp. 376 and 377]. v
Proof of Theorem 4.2. In the case u 6 u0, the argument is much easier; therefore,
we concentrate on the proof when u > u0. Let us split the sum in expression (5.74)
of distance dTV (n, r) into four parts:
K1 :=
∑
06m<n−r
Pr
(
ℓr(Z¯) = m
)∣∣∣∣eHn Pr (ℓrn(Z¯) = n−m)− 1
∣∣∣∣,
K2 :=
∑
n−r6m<n
Pr
(
ℓr(Z¯) = m
)
,
K3 := Pr
(
ℓr(Z¯) = n
)∣∣∣∣eHn Pr (ℓrn(Z¯) = 0)− 1
∣∣∣∣,
K4 :=
∑
m>n
Pr
(
ℓr(Z¯) = m
)
.
We evaluate Kl, 1 6 l 6 4, in order of increasing difficulty. An estimate of K3
is easy. Indeed, applying Lemma 5.28, we have
K3 = e
−γ ̺(u)
r
∣∣eHr − 1∣∣(1 +O(eξ(u)
r
))
= ̺(u)
(
1 +O
(
eξ
r
))
. (5.77)
We infer again from Lemma 5.28 that
K2 =
∑
n−r6m<n
Pr
(
ℓr(Z¯) = m
)
=
(
e−γ +O
(
eξ
r
))
1
r
∑
n−r6m<n
̺
(m
r
)
.
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Here we have used the fact that ξ := ξ(u) is monotonically increasing. Summing
up the values of monotonically decreasing function ̺(u), we proceed
K2 =
(
e−γ +O
(
eξ
r
))∫ u
u−1
̺(v)dv +O
(
̺(u− 1)
r
)
=
∫ u
u−1
∣∣ω(u− v)− e−γ∣∣̺(v)dv +O(ueξ̺(u)
r
)
. (5.78)
In the last step, we applied the definition of ω(v), a relation u̺(u) =
∫ u
u−1 ̺(v)dv
and Lemma 5.31.
Similarly, by Lemmas 5.28 and 5.27 (now the use with b = ∞ is legitimate),
we have
K4 =
∑
m>n
Pr
(
ℓr(Z¯) = m
)
=
e−γ
r
∑
m>n
̺
(m
r
)
+O
(
1
r2
∑
m>n
̺
(m
r
)
eξ(m/r)
)
= e−γ
∫ ∞
u
̺(v)dv +O
(
̺(u)
r
)
+O
(
1
r
∫ ∞
u
̺(v)eξ(v)dv
)
+O
(
1
r2
∫ ∞
u
∣∣∣(̺(v)eξ(v))′∣∣∣dv)
=
∫ ∞
u
∣∣ω(u− v)− e−γ∣∣̺(v)dv +O(eξ̺(u)
r
)
+O
(
1
r
∫ ∞
u
eξ(v)d(−̺(v))
)
=
∫ ∞
u
∣∣ω(u− v)− e−γ∣∣̺(v)dv +O(eξ̺(u)
r
)
. (5.79)
Estimating the appearing integrals, we have applied a relation ξ′(v) ∼ v−1 as
v →∞ and Lemma 5.28.
Integral K1 is crucial. By Lemma 5.28 again, we can start with
K1 =
e−γ
r
(
1 +O
(
eξ
r
)) ∑
06m<n−r
̺
(m
r
)∣∣∣eHn Pr (ℓrn(Z¯) = n−m)− 1∣∣∣,
where according to Theorem 3.6 and (3.1),
eHn Pr
(
ℓrn(Z¯) = n−m
)
= eγω
(n−m
r
)
+O
(
1
r
(n−m
r
)3/2
R
(n−m
r
)
log2
(
1 +
n−m
r
))
.
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Hence,
K1 =
1
r
∑
06m<n−r
̺
(m
r
)∣∣∣ω(n−m
r
)
− e−γ
∣∣∣
+O
(
u3/2 log2(u+ 1)
r2
∑
06m<n−r
̺
(m
r
)
R
(n−m
r
))
=: K11 +K12
by eξ ≪ u log(u+ 1) and Lemma 5.12.
By virtue of Lemma 5.29, the difference ω(u)− eγ changes the sign in the in-
terval (1, u] at most O (u) times; therefore, Lemma 5.27 can be applied separately
for the partial sums in K11. Later the estimates can be glued up. Consequently,
K11 =
∫ u−1
0
̺(v)
∣∣ω(u− v)− e−γ∣∣dv
+O
(
1
r
∫ u−1
0
∣∣∣d(̺(v)∣∣ω(u− v)− e−γ∣∣)∣∣∣)
=
∫ u−1
0
̺(v)
∣∣ω(u− v)− e−γ∣∣dv
+O
(
1
r
∫ u−1
0
|̺′(v)|∣∣ω(u− v)− e−γ∣∣dv)
+O
(
1
r
∫ u
1
̺(u− v)
∣∣∣d∣∣ω(v)− e−γ∣∣∣∣∣) .
As it has been noticed in [45] on p. 26, the definitions of ω(v) and R(v) combined
with Lemma 5.30 imply
∣∣∣d∣∣ω(v)− e−γ∣∣∣∣∣≪ R(v) log(v + 1)dv, v > 1.
Using also Lemma 5.31, we obtain
K11 =
∫ u−1
0
̺(v)
∣∣ω(u− v)− e−γ∣∣dv
+O
(
log(u+ 1)
r
∫ u
1
̺(u− v)R(v)dv
)
.
The same argument gives
K12 ≪ u
3/2 log2(u+ 1)
r
∫ u
1
̺(u− v)R(v)dv
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and, further,
K1 =
∫ u−1
0
̺(v)
∣∣ω(u− v)− e−γ∣∣dv
+O
(
u3/2 log2(u+ 1)
r
∫ u
1
̺(u− v)R(v)dv
)
=
∫ u−1
0
̺(v)
∣∣ω(u− v)− e−γ∣∣dv +O(u3/2 log2(u+ 1)
r
H(u)
)
(5.80)
as it has been observed on p. 25 of [45] without giving any hint. The last estimate
can be substantiated as follows.
The function
g(v) :=
∣∣ω(v)− e−γ∣∣R(v)−1
is uniformly continuous and, by Lemma 5.29, has only O (u) simple separated
zeros in [1, u]. Thus, given 0 < ε < 1, the Lebesgue measure
measAε := meas{v : 1 6 v 6 u, g(v) 6 ε} ≪ uδ(ε)
with a δ(ε)→ 0 as ε→ 0. Now we can fix ε, so that
L(u) :=
∫ u
1
̺(u− v)R(v)dv > 2
∫
Aε
̺(u− v)R(v)dv =: 2Lε(u).
On the other hand,
L(u) 6 Lε(u) + ε
−1
∫ u
1
̺(u− v)∣∣ω(v)− e−γ∣∣dv.
Hence, we obtain an inequality
L(u) 6 (1/2)L(u) + ε−1H(u)
implying (5.80).
By the asymptotic formula of H(u) given in (4.2), the error terms in estimates
(5.77), (5.78) and (5.79) are satisfactory; therefore, inserting them together with
(5.80) into (5.74) we complete the proof of Theorem 4.2.
v
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6 Concluding remarks
• The classic saddle-point method is effective in obtaining asymptotic formulas
for the density of permutations with a given cycle structure pattern in a
symmetric group but not in the whole range of variables.
• The use of the Laplace transforms of the functions involved in the main
asymptotic terms supplements the classic method.
• The technique developed in number theory for the analysis of prime factor-
ization of a natural number can be used to obtain similar results for the
cyclic structure of a permutation σ ∈ Sn.
• The results for the third problem can be refined by improving the estimates
obtained for the densities ν(n, r) and κ(n, r).
• The applied techniques are effective and can be used to solve similar prob-
lems on other decomposable combinatorial structures. In particular, the
methods should be efficient when employed to the logarithmic combinato-
rial structures described in [3].
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