Entwicklung von Modell-zu-Modell-Transformationen für Benutzungsschnittstellen in der Domäne der Industriellen Automatisierungstechnik by Freund, Matthias
Fakultät Elektrotechnik und Informationstechnik Institut für Automatisierungstechnik
Entwicklung von
Modell-zu-Modell-Transformationen für
Benutzungsschnittstellen in der Domäne der
Industriellen Automatisierungstechnik
Matthias Freund
von der Fakultät Elektrotechnik und Informationstechnik
der Technischen Universität Dresden
zur Erlangung des akademischen Grades eines
Doktoringenieurs
(Dr.-Ing.)
genehmigte Dissertation
—— [ ——
Vorsitzender: Prof. Dr.-Ing. habil. Hagen Malberg
Gutachter: Prof. Dr. techn. Klaus Janschek
Prof. Dr.-Ing. Gerrit Meixner
Tag der Einreichung: 30.03.2017
Tag der Verteidigung: 20.07.2017
© 2017 Matthias Freund
Danksagung
Die vorliegende Dissertation entstand während meiner Tätigkeit am Institut
für Automatisierungstechnik der TU Dresden. Wissenschaftliche Arbeiten
sind jedoch nie das Produkt eines einzelnen, sondern entstehen immer unter
direkter oder indirekter Mitwirkung einer Vielzahl von Personen.
Zunächst möchte ich daher an dieser Stelle Prof. Dr. techn. Klaus Jan-
schek dafür danken, dass er mir die Promotion an seinem Institut ermöglicht
hat. Bei der Bearbeitung des Themas ließ er mir einerseits die hierfür
notwendige Freiheit, seine Fähigkeit zur Erkennung konzeptioneller Schwach-
stellen ermöglichte es andererseits, die Arbeit bis zu ihrem jetzigen Stand
zu bringen.
PD Dr.-Ing. Annerose Braune gilt ein besonderer Dank. Als Leiterin
meiner Arbeitsgruppe habe ich mit ihr täglich konstruktiv zusammenar-
beiten, eine Vielzahl an Veröffentlichungen umsetzen, Lehrveranstaltungen
realisieren und studentische Arbeiten betreuen dürfen. Insbesondere hat sie
aber durch extremen Einsatz und organisatorisches Talent ermöglicht, dass
ich während der gesamten Zeit meiner Promotion durchgängig am Institut
beschäftigt werden konnte und mir so finanziell der Rücken freigehalten
wurde. Ohne ihren Einsatz von Beginn an hätte ich ein so umfangreiches
Projekt wie diese Promotion nicht zu Ende bringen können.
Prof. Dr.-Ing. Gerrit Meixner bin ich zu großem Dank dafür verpflichtet,
dass er sich als anerkannter Experte auf dem Gebiet der MBUID bereit
erklärte, die Aufgabe des Zweitgutachters zu übernehmen – trotz extremen
Zeitdrucks und parallel zu einem Umzug mit der gesamten Familie. Bereits
bei unserer gemeinsamen Arbeit im GMA-Fachausschuss 5.31 durfte ich
seine unzweifelhafte fachliche Kompetenz und sein Engagement erleben.
Mit wenigen anderen Menschen verbringt man im Leben so viel Zeit, wie
mit den Bürokollegen. Daher gilt ein ganz besonderer Dank Christopher
Martin und Lukas Baron für konstruktive wissenschaftliche Diskussionen,
die stets problemlose Zusammenarbeit und die Freundschaft, die sich daraus
entwickelt hat. Euch beiden alles Gute im Allgemeinen und auf dem Weg
zur Promotion im Speziellen! Auch allen weiteren Kollegen bin ich dankbar
für die großartige Zeit am Institut sowie während der regelmäßigen Campus-
Kolloquien. Dr.-Ing. Stefan Hennig möchte ich besonders dafür danken, dass
iii
er mich durch die Betreuung meiner Studien- und Diplomarbeit erst zur
wissenschaftlichen Arbeit geführt hat.
Nicht minder wichtig für den Erfolg von Projekten sind die Personen,
die oftmals im Hintergrund stehen. Diesbezüglich gilt ein großer Dank vor
allem Petra Möge, die die Fäden des gesamten Instituts zusammenhält –wir
können uns alle glücklich schätzen, eine solch liebenswürdige und hilfsbereite
Sekretärin am Institut zu haben! Auch die vielen Studenten, die direkt oder
indirekt zu dieser Promotion beigetragen haben, seien hier erwähnt. Großer
Dank gilt hier vor allem Sascha Steffen für die grundlegende Umsetzung des
generischen Transformationsalgorithmus.
Auch wenn es während der Promotion manchmal den Anschein hat, besteht
das Leben nicht nur aus Lehre und Forschung. Daher gilt mein Dank auch
allen Freunden und vor allem der Dresdner Doppelkopf-Runde für die tolle
Zeit und die vielen gemeinsamen Erlebnisse! Zu guter Letzt möchte ich noch
meine Familie erwähnen, ohne die diese Arbeit niemals möglich gewesen wäre.
Besonders sei hier meiner Mutter für die konstante Unterstützung und die
Aufmunterung in schweren Zeiten, meinem verstorbenen Vater, der in mir die
Begeisterung für das Ingenieurswesen geweckt hat, sowie meiner Schwester,
die mir mit ihrer Hartnäckigkeit beim Vollenden auch schwierigster Projekte
stets ein Vorbild ist, gedankt!
iv
Kurzfassung
Benutzungsschnittstellen (UIs) dienen in der Domäne der industriellen Auto-
matisierungstechnik der Bedienung und Beobachtung technischer Prozesse.
Das sogenannte Model-based User Interface Development (MBUID) stellt ein
vielversprechendes Konzept zur automatischen Erzeugung solcher UIs dar.
Allerdings erfordert die Umsetzung dieses Konzeptes für einen spezifischen
Anwendungsfall jeweils die Entwicklung einer oder mehrerer Modell-zu-Mo-
dell-Transformationen (M2M). Hierbei handelt es sich unter Verwendung
aktueller Ansätze für Transformations-Frameworks um einen aufwändigen,
fehleranfälligen und daher kostenintensiven Prozess. Dies gilt vor allem für
Entwickler ohne tiefgreifendes Wissen über modellbasierte Technologien und
kann unter Umständen sogar die durch die MBUID propagierten Vorteile
aufwiegen.
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Zur Erleichterung des Prozesses der Entwicklung von Modelltransforma-
tionen schlägt diese Arbeit eine spezielle Methodik sowie deren prototypische
Implementierung in Form des PAMTraM -Frameworks vor. Die Methodik
greift dabei die speziellen Rahmenbedingungen bei der UI-Entwicklung in
der Domäne der industriellen Automatisierungstechnik auf und basiert auf
drei Hauptkonzepten:
Die Basis stellt die Konfiguration von M2M-Transformationen in mehr-
deutigen, bedingten Abbildungsmodellen dar. Diese Abbildungsmodelle be-
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schreiben dabei lediglich Zuordnungen zwischen Elementen der Quell- und
Ziel-UI-Beschreibungssprache einer durchzuführenden Transformation. Im
Gegensatz zu existierenden Ansätzen erlaubt die entwickelte Methodik die
explizite Berücksichtigung mehrdeutiger Abbildungen, die in der Domäne
der UI-Entwicklung häufig auftreten. Darüber hinaus können explizite Kon-
textbedingungen formuliert werden, die die Notwendigkeit der Anpassung
bzw. Neu-Erstellung eines Abbildungsmodells bei Vorliegen eines geänderten
Nutzungskontextes (z. B. einer neuen Hardware-Plattform) verhindern.
Konkrete Transformationen für ein oder mehrere Quell- und Kontextmo-
delle können anschließend auf Basis eines konfigurierten Abbildungsmodells
durchgeführt werden. Hierzu wird ein spezieller generischer Transforma-
tions-Algorithmus vorgestellt. Dieser ist in der Lage, basierend auf einer
selbstständigen Analyse der Ziel-UI-Beschreibungssprache auch unvollstän-
dige Abbildungsmodelle auszuführen. Hierdurch muss der Entwickler eines
Abbildungsmodells weniger Informationen in dieses integrieren. Allerdings
führt dieses Vorgehen auch dazu, dass im Rahmen der Durchführung einer
Transformation an verschiedenen Stellen Mehrdeutigkeiten auftreten können.
Zur Auflösung dieser Mehrdeutigkeiten stellt diese Arbeit unterschiedliche
Strategien wie z. B. die Konsultation des Nutzers vor.
Das dritte Hauptkonzept wird durch zwei Ansätze für sog. Higher-Order
Transformations gebildet. Diese ermöglichen die teilweise semi-automatische
Erstellung bzw. Vervollständigung von Abbildungsmodellen u. a. im Rah-
men iterativer Entwicklungsprozesse. Dadurch wird die Entwicklung von
Abbildungsmodellen weiter vereinfacht und die während einer Transforma-
tion auftretenden Mehrdeutigkeiten können schrittweise soweit notwendig
reduziert werden.
Ein Nachweis über die Funktionalität der entwickelten Methodik sowie
deren prototypischer Implementierung erfolgt zum einen anhand repräsen-
tativer Fallstudien aus der betrachteten Domäne und zum anderen auf
Basis einer Analyse hinsichtlich allgemeiner Kriterien zur Bewertung von
Transformations-Frameworks. Eine abschließende Bewertung zeigt, dass die
entwickelte Methodik die speziellen Anforderungen in Bezug auf die UI-
Entwicklung in der Domäne der industriellen Automatisierungstechnik er-
füllt und zur Vereinfachung der Entwicklung von Modelltransformationen
geeignet ist.
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Abstract
User Interfaces (UIs) in the domain of industrial automation serve the
operation and monitoring of technical processes. The Model-based User
Interface Development (MBUID) represents a promising concept for the
automatic generation of such UIs. However, the realization of this concept
for a specific use case requires the development of one or multiple model-to-
model (M2M) transformations. Using existing transformation frameworks,
this represents a complex, error-prone, and thus costly task. This applies
especially to developers without deep knowledge of model-based technologies
and can in some circumstances even cancel out the advantages promised by
MBUID.
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In order to simplify the process of developing model transformations, this
thesis proposes a specific methodology as well as its prototypic implementa-
tion by means of the PAMTraM framework. This methodology addresses the
special underlying conditions of UI development in the domain of industrial
automation and is based on three main concepts:
The basis is formed by the configuration of M2M transformations in am-
biguous, conditional mapping models. These only capture mappings between
elements of the source and the target UI modeling language of a trans-
formation. In contrast to existing approaches, the developed methodology
explicitly takes into account the possibility for ambiguous mappings that
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are common in the domain of UI development. Furthermore, developers can
specify explicit context conditions that prevent the necessity of a modifica-
tion or redevelopment of a mapping model in case of a changed context of
use (e. g. a new hardware platform).
Individual transformations for one or multiple source and context models
can be executed based on a configured mapping model. Therefore, a special
generic transformation algorithm is presented. By autonomously analyzing
the target UI modeling language, this algorithm is even capable of executing
incomplete mapping models. As a result of this, the developer has to integrate
less information in the mapping model. However, due to this approach,
ambiguities may occur at various points during the course of a transformation.
In order to be able to resolve these ambiguities, various strategies like the
consultation of the user are presented in this thesis.
The third main concept is formed by two approaches for higher-order trans-
formations that allow the partial semi-automatic generation resp. completion
of mapping models among others in the context of iterative development
processes. This further simplifies the development of mapping models and
allows for the step-wise reduction of occurring ambiguities as far as necessary.
Representative case studies from the considered domain as well as an
analysis with regard to general criteria for the assessment of transforma-
tion frameworks prove the functionality of the proposed methodology and
its prototypical implementation. A concluding evaluation shows that the
developed methodology satisfies the specific requirements concerning UI
development in the domain of industrial automation and is suited to simplify
the development of model transformations.
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Kapitel 1
Einleitung
Automatisierungssysteme beeinflussen ein technisches System (den zu auto-
matisierenden Prozess) mit Hilfe einer Automatisierungseinrichtung [Lunze,
2008]. Das zu beeinflussende technische System und damit auch das komplette
Automatisierungssystem kann dabei unterschiedlichsten Anwendungsgebie-
ten wie z. B. der Prozesstechnik, der Fertigungstechnik, der Fahrzeugtechnik
oder auch der Gebäudeautomatisierung entstammen. Da selbst praktisch
vollkommen autonom arbeitende Systeme in aller Regel zumindest konfi-
guriert werden müssen, spielt die Einbindung des Menschen in sämtlichen
dieser Anwendungsgebiete eine wichtige Rolle [Lunze, 2008]. Hierfür wer-
den sogenannte Benutzungsschnittstellen eingesetzt, die einem Operator das
Bedienen und Beobachten eines Automatisierungssystems ermöglichen.
Definition 1.1 (Benutzungsschnittstelle): Die Einbindung eines Operators
in ein Automatisierungssystem wird über sogenannte Benutzungsschnittstel-
len realisiert. Diese werden oftmals auch als User Interface (UI) oder Human
Machine Interface (HMI) bezeichnet und können sich sowohl aus Hardware-
als auch aus Software-Komponenten zusammensetzen [DIN, 2008].
Software- und Hardware-Komponenten eines UI sind im Allgemeinen
eng miteinander verzahnt. Ein Beispiel hierfür stellt ein Notaus-Taster
(Hardware-Komponente) dar, dessen Status mit Hilfe einer farbigen Anzeige
(Software-Komponente) auf einem Bildschirm (Hardware-Komponente) vi-
sualisiert wird. Bei der Realisierung der Software-Komponenten eines UI für
ein Automatisierungssystem müssen daher nicht nur das Automatisierungs-
system selbst sowie das zu beeinflussende technische System sondern auch
die Fähigkeiten der eingesetzten Hardware-Komponenten beachtet werden.
So ist zum Beispiel die Anzahl der Informationen, die gleichzeitig sinnvoll
auf einem Bildschirm dargestellt werden kann, von dessen Größe sowie Auflö-
sung abhängig [Findlater und McGrenere, 2008]. Abb. 1.1 demonstriert dies
anhand der Anpassung eines exemplarischen UI zur Bedienung und Beob-
achtung einer prozesstechnischen Kleinversuchsanlage an zwei verschiedene
Geräteklassen bzw. Bildschirmgrößen (Tablet und Smartphone). Dabei wird
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bei der Smartphone-Variante aus Platzgründen im Gegensatz zur Tablet-
Variante u. a. auf eine Darstellung der Verrohrung zwischen den Tanks der
Anlage verzichtet.
Quellbehälter:
Zielbehälter:
Behälter 1
Behälter 2
Behälter 3
Behälter 1
Behälter 2
Behälter 3
Starte 
Umpumpen
Stoppe
Umpumpen
(a) Tablet
Quelle
Ziel
Quellbehälter:
Zielbehälter:
Starte 
Umpumpen
Stoppe
Umpumpen
(b) Smartphone
Abbildung 1.1: Anpassung eines UI zur Bedienung und Beobachtung einer prozess-
technischen Kleinversuchsanlage an verschiedene Bildschirmgrößen (vgl. [Schind-
ler, 2015])
Typische Arten von Benutzungsschnittstellen, die bei der Bedienung eines
Automatisierungssystems zum Einsatz kommen, sind z.B. Lösungen zur loka-
len Bedienung einer Maschine über einen Panel-PC oder zur globalen Über-
wachung und Steuerung gesamter Prozesse mit Hilfe mehrerer klassischer
PCs innerhalb einer Leitwarte. Diese werden i.Allg. mit speziellen Visua-
lisierungssystemen wie z. B. Simatic WinCC [Siemens, 2016], Wonderware
InTouch [Schneider Electric, 2016] oder Rockwell FactoryTalk View [Rockwell
Software, 2016] entwickelt. Insbesondere zur Unterstützung spezieller An-
wendungsfälle wie z. B. von Wartungs- oder Inbetriebnahmeszenarien werden
jedoch zunehmend auch weitere Arten von UIs gefordert, die Gebrauch von
neuen Technologien mit teilweise vollkommen anderen Ein- und/oder Aus-
gabe-Modalitäten machen: So sind beispielsweise Smartphone- oder Tablet-
basierte Anwendungen als Ersatz oder Erweiterung klassischer Lösungen laut
Sorg (2014) keine Seltenheit mehr, Sprach-basierte Ansätze zur Steuerung
industrieller Prozesse werden seit Jahren evaluiert [Chan u. a., 2012] und
selbst der Einsatz von Augmented Reality (AR) für die Maschinenbedienung
wird erforscht, wie z. B. die Ansätze von Baron und Braune (2016), Beckhoff
(2013), Meixner, Petersen und Kößling (2010) und Rauh u. a. (2015) zeigen.
2
1.1 Problembeschreibung und Zielstellung
Der folgende Abschn. 1.1 erläutert die sich daraus ergebende Problema-
tik sowie die darauf aufbauende Zielstellung dieser Arbeit. Deren weitere
Gliederung wird anschließend in Abschn. 1.2 vorgestellt.
1.1 Problembeschreibung und Zielstellung
Die Entwicklung des User Interface (UID1) nimmt laut einer Umfrage von
Myers und Rosson (1992) allgemein gesehen einen großen Teil der Entwick-
lung von Anwendungen ein. Dies wird im Rahmen industrieller Benutzungs-
schnittstellen zusätzlich verstärkt, da deren Entwicklung
1. wie oben beschrieben häufig mehrfach für unterschiedliche Anwen-
dungsfälle, Modalitäten und Plattformen durchzuführen ist,
2. im Allgemeinen eine der letzten Phasen beim Engineering einer Anlage
darstellt [Sauer und Ebel, 2007; Schleipen, Schick und Sauer, 2008;
Urbas und Doherr, 2011], wodurch sich Verzögerungen direkt auf deren
Fertigstellung auswirken, und
3. abseits der Nutzung von Templates und Bibliotheken zum größten Teil
manuell erfolgt [Schleipen, Schick, Hövelmeyer u. a., 2011].
Um diesen Faktoren entgegenzuwirken, sollten Benutzungsschnittstellen
laut Schleipen, Schick und Sauer (2008) nicht manuell entwickelt, sondern
(semi-)automatisch generiert werden – eine Problematik, mit der sich das
Themengebiet der sog. modellbasierten Entwicklung von Benutzungsschnitt-
stellen (MBUID2) [Puerta und Szkeley, 1994] befasst. Die MBUID wendet
dabei Techniken der modellgetriebenen Software-Entwicklung (MDSD3) wie
die Abstraktion mit Hilfe von Modellen sowie die Überführung zwischen
unterschiedlichen Abstraktionsstufen mit Hilfe von Modelltransformationen
auf die Entwicklung von Benutzungsschnittstellen an. Die Hauptvorteile
bzw. -ziele modellgetriebener Ansätze sind dabei laut Hussmann, Meixner
und Zuehlke (2011) und Stahl u. a. (2012) Möglichkeiten der Abstraktion,
einheitlichere Architekturen durch zentrale Modelle, erhöhte Entwicklungs-
geschwindigkeiten, einfachere Wiederverwendung, erhöhte Interoperabilität
und Plattformunabhängigkeit sowie ganz allgemein eine bessere Software-
qualität. Von Calvary u. a. (2003) wurde für die Domäne der MBUID mit
1Aus dem Englischen: “User Interface Development”
2Aus dem Englischen: “Model-based User Interface Development”
3Aus dem Englischen: “Model-driven Software Development”
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dem sog. Cameleon Reference Framework (CRF) eine einheitliche Refe-
renzarchitektur entwickelt. Diese fokussiert explizit auf die Entwicklung
multimodaler Lösungen und definiert dazu vier Abstraktionsebenen, auf
denen UIs beschrieben werden (s. Abb. 1.2). Der Entwicklung spezifischer
Modellierungssprachen auf diesen Ebenen für unterschiedliche Domänen,
Modalitäten und Anwendungsszenarien wurde dabei in den letzten Jahren be-
reits große Aufmerksamkeit gewidmet [Meixner, Paternò und Vanderdonckt,
2011].
Modell-
Transforma�on
Modell-
Transforma�on
Modell-
Transforma�on
T&C
AUI
CUI
FUI
Ko
nt
ex
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T&C – Task & Concepts
AUI – Abstract User Interface
CUI – Concrete User Interface
FUI – Final User Interface
Abbildung 1.2: Modelle, Transformationen und der Einfluss des Nutzungskontextes
im Cameleon Reference Framework nach Calvary u. a. (2003)
Das CRF sieht darüber hinaus die schrittweise Konkretisierung eines UI
anhand von Übergängen zwischen den Abstraktionsebenen vor. Im Rahmen
dieser Übergänge erfolgt z. B. die Festlegung auf eine gewisse Modalität oder
die Einschränkung der unterstützten Plattform, wobei der Nutzungskontext
des UI mit einbezogen wird.
Definition 1.2 (Nutzungskontext): Der Nutzungskontext oder auch kurz
Kontext einer Benutzungsschnittstelle ergibt sich aus der Plattform (Soft-
ware und Hardware), auf der diese ausgeführt wird, der Umgebung, in der
diese eingesetzt wird, sowie dem Nutzer, der diese einsetzt [Calvary u. a.,
2003]. Bei der Entwicklung eines UI ist der spätere Kontext stets zu berück-
sichtigen. So sind z. B. einsetzbare bzw. einzusetzende Modalitäten immer
von ihm abhängig.
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Zur Realisierung der Übergänge zwischen den Abstraktionsebenen werden
Modelltransformationen eingesetzt (vgl. Abb. 1.2). Sie stellen somit einen
Kernaspekt des CRF dar und ihre Qualität und Wiederverwendbarkeit ist
folglich essenziell für den Erfolg und die Nutzbarkeit modellbasierter Ansätze
im Allgemeinen und des CRF im Speziellen. Jede spezifische Umsetzung des
CRF unter Nutzung einer bestimmten Kombination von Modellierungsspra-
chen auf den verschiedenen Ebenen erfordert allerdings die Entwicklung einer
oder mehrerer neuer Modelltransformationen – dieser Umstand bildet laut
Gerber u. a. (2002) eine der Haupt-Herausforderungen bei der Umsetzung
der MBUID. Aktuell werden Modelltransformationen größtenteils spezifisch
für eine bestimmte Quell- und Zielsprache sowie für bestimmte Kontextei-
genschaften ausprogrammiert. Dies stellt eine hochkomplexe Aufgabe dar,
die gerade für Entwickler ohne tiefgreifendes Wissen über modellgetriebene
Technologien extrem aufwändig und fehleranfällig ist [Acreţoaie, Störrle und
Strüber, 2016] und unter Umständen sogar die oben genannten Vorteile
modellgetriebener Ansätze aufwiegen kann.
Diese Dissertation leistet daher einen Beitrag zur Vereinfachung
der Entwicklung von Modelltransformationen. Kern ist dabei eine
Methodik, die auf der Konfiguration solcher Transformationen in
deklarativen Abbildungsmodellen beruht, welche anschließend von
einem speziellen Transformations-Algorithmus eingelesen und
umgesetzt werden, wie in Abb. 1.3 dargestellt. Bei der Konfigura-
tion der Abbildungsmodelle können explizit die beim UI-Entwurf
oftmals auftretenden, sich z. B. durch unterschiedliche mögliche
Ziel-Modalitäten ergebenden Mehrdeutigkeiten berücksichtigt
werden. Um diese Mehrdeutigkeiten anschließend während der
Durchführung einer Transformation auflösen zu können, können
erstellte Abbildungsmodelle darüber hinaus um explizite Kontext-
bedingungen erweitert werden. Durch die vorgestellte Methodik
werden im Unterschied zu existierenden Lösungen die speziellen
Bedürfnisse bei der Entwicklung von Benutzungsschnittstellen in
der Domäne der industriellen Automatisierungstechnik berück-
sichtigt. Ein Nachweis ihrer Funktionalität erfolgt anhand einer
prototypische Umsetzung in Form des PAMTraM -Frameworks.
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Abbildung 1.3: Entwicklung und Durchführung von Modelltransformationen unter
Nutzung der im Rahmen dieser Arbeit entwickelten Methodik
1.2 Gliederung der Arbeit
Der weitere Inhalt dieser Dissertation gliedert sich wie folgt:
Kap. 2 gibt einen Überblick über Grundlagen in den für diese Arbeit
relevanten Gebieten.
Kap. 3 diskutiert basierend auf den vorgestellten Grundlagen den Stand
der Technik bezüglich des in Abschn. 1.1 formulierten allgemeinen
Ziels dieser Arbeit.
Kap. 4 leitet basierend auf den in Kap. 3 herausgearbeiteten Defiziten
konkrete Anforderungen an die Inhalte dieser Arbeit ab. Außerdem
werden die sich aus der Umsetzung der Anforderungen ergebenden
konkreten Beiträge dieser Dissertation dargelegt.
Kap. 5 leitet basierend auf den in Kap. 4 hergeleiteten Anforderungen eine
Modellierungssprache zur deklarativen Formalisierung mehrdeutiger,
bedingter Abbildungen ab, welche als Grundlage von Modelltransfor-
mationen dienen.
Kap. 6 befasst sich mit der Ableitung eines generischen Transformations-
Algorithmus, der zur Durchführung von Modelltransformationen basie-
rend auf der in Kap. 5 abgeleiteten Modellierungssprache in der Lage
ist.
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Kap. 7 diskutiert den Einsatz sog. Higher-Order Transformations zur semi-
automatischen Ableitung bzw. Erweiterung von Abbildungen, welche
unter Verwendung der in Kap. 5 entworfenen Modellierungssprache
formuliert werden.
Kap. 8 stellt die verschiedenen Komponenten des entwickelten Transfor-
mations-Frameworks PAMTraM zur prototypischen Umsetzung der
hergeleiteten Methodik vor. Dies sind hauptsächlich eine konkrete Um-
setzung des in Kap. 6 entworfenen Transformations-Algorithmus sowie
ein Editor und weitere Komponenten, die Entwicklern und Nutzern
die Anwendung der entwickelten Konzepte ermöglichen.
Kap. 9 beinhaltet die Validierung der entworfenen Methodik sowie ihrer
prototypischen Implementierung anhand mehrerer relevanter Fallstudi-
en und allgemeiner Erfolgs- und Qualitätskriterien für Transformations-
Frameworks.
Kap. 10 fasst die Inhalte dieser Dissertation zusammen und zeigt zukünfti-
ges Potential für Erweiterungen auf.
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Kapitel 2
Grundlagen
Der Entwurf einer Methodik zur Entwicklung von Modelltransformationen
für Benutzungsschnittstellen in der Domäne der industriellen Automatisie-
rungstechnik (IndAT) basiert auf Vorarbeiten und Einflüssen aus diversen
Forschungsgebieten. Dieses Kapitel legt daher für diese Arbeit relevante
Grundlagen dar. Dazu geht zunächst Abschn. 2.1 auf die Konzepte der Mo-
dellgetriebenen Software-Entwicklung ein, welche elementare Aspekte wie den
Einsatz von Modellen und Transformationen beisteuert. Darauf aufbauend
beleuchtet Abschn. 2.2 das Prinzip und den Aufbau sog. domänenspezifischer
Sprachen, welche zur Formulierung von Modellen genutzt werden können.
Anschließend diskutiert Abschn. 2.3 die Anwendung der in den vorigen Ab-
schnitten erläuterten Konzepte in der Domäne der Benutzungsschnittstellen
und zeigt spezielle Herausforderungen in diesem Bereich auf. Nach einer
Erläuterung spezieller Rahmenbedingungen bei der Entwicklung von Benut-
zungsschnittstellen in der Domäne der industriellen Automatisierungstechnik
in Abschn. 2.4 fasst abschließend Abschn. 2.5 die sich aus diesen Grundlagen
ergebenden Herausforderungen bei der Entwicklung von Transformationen
für Benutzungsschnittstellen zusammen.
2.1 Modellgetriebene Software-Entwicklung
Laut Stahl u. a. (2012) handelt es sich bei der Modellgetriebenen Software-
Entwicklung (MDSD) um “einen Oberbegriff für Techniken, die aus formalen
Modellen automatisiert lauffähige Software erzeugen”.
Definition 2.1 (Formales Modell): Ein formales Modell beschreibt nach
Stahl u. a. (2012) einen bestimmten Aspekt einer Software vollständig und
zeichnet sich laut Gruhn, Pieper und Röttgers (2006) durch eine “determi-
nistische Auswertbarkeit” aus.
Um dieses Ziel der deterministischen Auswertbarkeit zu erreichen, muss ein
Modell nicht nur maschinenlesbar sondern auch -interpretierbar sein. Dazu
genügen formale Modelle einem (ebenfalls formalen) Metamodell, welches
9
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die Elemente definiert, die für die Erstellung von Modellen genutzt werden
können, sowie die Beziehungen, in denen die Elemente zueinander stehen
können [Gruhn, Pieper und Röttgers, 2006].
Definition 2.2 (Metamodell): Ein Metamodell stellt laut Stahl u. a. (2012)
die “formalisierte Beschreibung einer Domäne dar” und definiert die Ele-
mente, die für die Erstellung eines Modells genutzt werden können.
Da ein Metamodell selbst wiederum ein formales Modell ist, wird es
ebenfalls durch ein (formales) Metamodell beschrieben, das sogenannte
Metametamodell. Ein Metametamodell formuliert somit die Elemente, die
zur Erstellung von Metamodellen genutzt werden können. In der Praxis
sind Metametamodelle in aller Regel selbstbeschreibend, um die Notwen-
digkeit weiterer Metaebenen zu umgehen [Stahl u. a., 2012]. Abb. 2.1 fasst
diese Zusammenhänge zusammen und zeigt die resultierenden Metaebenen
M0 bis M3 (vgl. OMG, 2011a). Die Metaebene M0, die nach Stahl u. a.
(2012) “Dinge der realen Welt” beschreibt, entspricht dabei im Kontext der
MDSD der ausgeführten Software, also z. B. der Laufzeitrepräsentation eines
Modellelements.
Metametamodell
Metamodell
Modell
<<beschreibt>>
<<beschreibt>>
<<beschreibt>>
<<Instanz von>>
<<Instanz von>>
<<Instanz von>>
M3
M2
M1
Instanzen
<<beschreibt>> <<Instanz von>>
M0
Abbildung 2.1: Im Rahmen der MDSD verwendete Metaebenen (vgl. [OMG, 2011a;
Petrasch und Meimberg, 2006; Stahl u. a., 2012])
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2.1.1 Modellierungs-Technologiefamilien und Metametamodelle
Zur Umsetzung der bis hierhin vorgestellten Konzepte existieren unterschied-
liche Technologiefamilien, an deren Spitze jeweils ein eigenes Metametamodell
steht. Bekannte Beispiele sind XML mit dem Metametamodell XSD [Gao
u. a., 2008; Peterson u. a., 2008], UML [OMG, 2011b] mit dem Metameta-
modell MOF [OMG, 2015b] sowie das Eclipse Modeling Framework (EMF)
[Eclipse, 2016b; Steinberg u. a., 2009] mit dem Metametamodell Ecore1.
Die verschiedenen Familien bzw. ihre Metametamodelle besitzen zwar
große Ähnlichkeiten (so ist EMF bspw. weitgehend identisch mit Essential
MOF (EMOF), einer Untermenge von MOF), unterscheiden sich jedoch
auch in vielen konkreten Umsetzungsaspekten. Der Vorteil von EMF gegen-
über anderen Varianten liegt laut Steinberg u. a. (2009) darin, dass EMF
die Integration von Modellen und Metamodellen aus den anderen beiden
genannten Technologiefamilien ermöglicht. So können beispielsweise XSD-
Metamodelle statisch – d. h. zur Entwicklungszeit – oder dynamisch – d. h. zur
Laufzeit – in EMF-basierte Metamodelle konvertiert werden, was die Verar-
beitung (das Einlesen oder Erzeugen) von XML-Modellen ermöglicht. Des
Weiteren existieren für EMF unterschiedlichste Werkzeuge und Frameworks,
die die Erstellung von Editoren und anderen Werkzeugen vereinfachen [Stahl
u. a., 2012].
Abb. 2.2 zeigt eine vereinfachte Version von Ecore2 – dem Metametamo-
dell von EMF. Es ermöglicht vergleichbar mit UML-Klassendiagrammen die
Definition von Klassen (EClass), die jeweils über eine Reihe von Attributen
(EAttribute) und Referenzen (EReference) verfügen. Vererbungsbeziehungen
zwischen Klassen, über die eine Klasse sämtliche Attribute und Referenzen
von einer oder mehreren anderen Klassen erbt, können über die eSuperTypes-
Referenz realisiert werden. Attribute sind durch einen bestimmten Attribut-
Typ (EDataType) gekennzeichnet (z. B. String, Integer, . . . ). Referenzen
besitzen eine bestimmte Kardinalität (definiert durch die lowerBound- und
upperBound-Attribute) und legen über eReferenceType den Typ der refe-
renzierten Elemente fest. Darüber hinaus können sie entweder containment
(referenzierte Elemente sind im referenzierenden Element enthalten) oder
non-containment (Querverweis zwischen Elementen) sein.
Non-Containment-Referenzen werden dabei in grafischen Darstellungen
Ecore-basierter Modelle und Metamodelle (bzw. auch in der Darstellung des
1Im Umfeld von EMF wird dieses oft auch als Ecore-Metamodell und darauf basierende
Metamodelle oftmals als Ecore-Modelle bezeichnet. Obwohl diese Begriffe nicht falsch
sind, da jedes Metamodell auch gleichzeitig ein Modell ist, sollen in dieser Arbeit
jeweils die den Metaebenen entsprechenden Begriffe verwendet werden.
2Eine vollständige Version ist in Anhang A dargestellt.
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Abbildung 2.2: Aufbau des Ecore-Metametamodells (vereinfachte Version)
Ecore-Metametamodells selbst, vgl. Abb. 2.2) durch einfache Pfeile darge-
stellt (s. z. B. die Referenz eSuperTypes in Abb. 2.2), während Containment-
Referenzen durch eine ausgefüllte Raute am Anfang des Pfeils gekennzeichnet
werden (s. z. B. die Referenz eAttributes in Abb. 2.2).
Durch die beiden Referenztypen können EMF-Modelle als Baum (Con-
tainment-Referenzen) mit Querverweisen (Non-Containment-Referenzen)
dargestellt werden. Aus dieser inhärenten Baumstruktur ergeben sich für
EMF-basierte Modelle nach Biermann, Ermel und Taentzer (2008) die fol-
genden zusätzlichen Anforderungen:
1. Jedes Modellelement muss in genau einem anderen Element (über eine
Containment-Referenz) enthalten sein.
2. Lediglich ein einziges Element darf in keinem anderen Element enthal-
ten sein (das Wurzelelement eines Modells).
3. Zyklische Containments (sowohl direkt3 als auch indirekt4) sind ver-
boten.
Definition 2.3 (Wurzelelement): Das Wurzelelement eines Modells bzw.
eines zusammenhängenden Modellausschnitts ist das einzige Element, das in
keinem anderen Element enthalten ist. Es enthält direkt oder indirekt jedes
andere Element, das Teil des gleichen Modells bzw. Modellausschnitts ist.
2.1.2 Modelltransformationen
Zur Überführung von Modellen in eine andere Darstellungsform werden
in der MDSD sogenannte Modelltransformationen eingesetzt. Dabei kann
3Element a ist in sich selbst enthalten
4Element a ist in Element b enthalten, welches (über eine beliebige Anzahl weiterer
Containment-Referenzen) wiederum in Element a enthalten ist.
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laut Gruhn, Pieper und Röttgers (2006) entweder eine Änderung der Ab-
straktionsebene5 (“Vertikale Transformation”), der Struktur (“Horizontale
Transformation”) oder sowohl der Abstraktionsebene als auch der Struktur
(“Schiefe Transformation”) erfolgen. Solche Änderungen können zu unter-
schiedlichen Zwecken eingesetzt werden: Laut Gruhn, Pieper und Röttgers
(2006) können dies z. B. Verfeinerung oder Abstraktion (vertikale Trans-
formationen), Migration, Refaktorisierung oder Optimierung (horizontale
Transformationen) oder auch eine beliebige Kombination der vorgenannten
sein.
Handelt es sich bei der Ziel-Darstellungsform einer Transformation wie-
derum um ein Modell (z. B. als Zwischenprodukt auf einer anderen Ab-
straktionsebene), so spricht man von einer Modell-zu-Modell-Transformation
(M2M6) – handelt es sich um ein textbasiertes Artefakt (z. B. Quellcode
oder eine Konfigurationsdatei), so spricht man von einer Modell-zu-Text-
Transformation (M2T7). Liegt für textbasierte Artefakte allerdings ein Me-
tamodell vor, so können diese ebenfalls durch eine M2M-Transformation
erzeugt werden. In diesem Fall wird wie in Abb. 2.3 dargestellt durch die
Transformation zunächst ein Artefaktmodell erzeugt, welches anschließend
persistiert wird, wobei dieses Persistieren im Prinzip wiederum einer M2T-
Transformation entspricht. Unter Umständen kann dieses Vorgehen trotz-
dem vorteilhaft sein, da für den Schritt des Persistierens bereits für viele
Zieltechnologien Lösungen existieren (s. z. B. den von DevBoost (2016) be-
reitgestellten Concrete Syntax Zoo, der u. a. die Erzeugung von Java-Code
aus einem entsprechenden Artefaktmodell ermöglicht). Ein passendes Arte-
fakt-Metamodell inkl. Persistierungs-Lösung vorausgesetzt, können folglich
alle Modelltransformationen als M2M-Transformation dargestellt und so-
mit deren inhärente Vorteile wie z. B. die einfache Validierbarkeit erzeugter
Zielmodelle genutzt werden. Da die im Rahmen dieser Arbeit entwickelte
Methodik auf die Entwicklung von M2M-Transformationen fokussiert, sollen
M2T-Transformationen im Folgenden nicht weiter betrachtet werden.
Neben dem klassischen Fall der Erzeugung genau eines Zielmodells aus
genau einem Quellmodell ist bei Modelltransformationen natürlich auch die
Beteiligung mehrerer Quell- und/oder Zielmodelle möglich. Genügen Quell-
und Zielmodell(e) dem gleichen Metamodell, spricht man dabei laut Mens
5Der Begriff der Abstraktionsebene ist dabei nicht mit dem eingangs von Abschn. 2.1
eingeführten Begriff der Metaebene zu verwechseln, welcher keinen fachlichen Ab-
straktionsgrad sondern eine Instanz-Beziehung beschreibt [Stahl u. a., 2012].
6Aus dem Englischen: “Model-to-Model (Transformation)”
7Aus dem Englischen: “Model-to-Text (Transformation)”
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Abbildung 2.3: Möglichkeiten zur Erzeugung Text-basierter Artefakte
und Van Gorp (2006) von endogenen8, andererseits von exogenen8 Transfor-
mationen. Eine Erweiterung exogener Transformationen sind laut Czarnecki
und Helsen (2006) n-Wege-Transformationen9, bei denen mehrere Modelle
unterschiedlicher Metamodelle als Quelle oder Ziel einer Transformation
genutzt werden.
2.2 Domänenspezifische Sprachen
Unter einer Domänenspezifischen Sprache (DSL10) versteht man nach Strem-
beck und Zdun (2009) eine Programmier- oder Modellierungssprache, die
speziell für eine bestimmte Domäne entwickelt wurde. Eine Domäne be-
zeichnet dabei laut Stahl u. a. (2012) ein “begrenztes Interessen- oder Wis-
sensgebiet”. Domänenspezifische Sprachen stehen damit im Gegensatz zu
sog. Universalsprachen11 wie z. B. der Programmiersprache Java oder der
Modellierungssprache UML.
Abb. 2.4 zeigt die Hauptelemente, aus denen sich eine DSL nach Strem-
beck und Zdun (2009) zusammensetzt. Im Zentrum einer DSL steht dabei
zunächst das sog. Sprachmodell12, welches auch als abstrakte Syntax [Klep-
pe, 2008] bezeichnet wird und die Elemente der Zieldomäne der Sprache
beschreibt. Das Sprachmodell kann dabei in drei Bestandteile unterteilt
werden: (1) das Kern-Sprachmodell13, welches i. Allg. durch ein Metamodell
(vgl. Abschn. 2.1) dargestellt wird, (2) zusätzlich formulierte Einschrän-
kungen14, die sog. Invarianten – durch Elemente des Kern-Sprachmodells
8Visser (2001) führen für den gleichen Sachverhalt die alternativen Begriffe Umformu-
lierung (rephrasing) bzw. Translation (translation) ein.
9Übersetzt aus dem Englischen: “n-way transformations”
10Aus dem Englischen: “Domain-specific Language”
11Übersetzt aus dem Englischen: “General Purpose Language”
12Übersetzt aus dem Englischen: “Language Model”
13Übersetzt aus dem Englischen: “Core Language Model”
14Übersetzt aus dem Englischen: “(Language Model) Constraints”
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jederzeit zu erfüllende Bedingungen, die nicht alleine durch das Metamodell
ausgedrückt werden können – beschreiben sowie (3) eine Verhaltens-Spezifika-
tion15. Letztere spezifiziert die Bedeutung bzw. das Verhalten der durch das
Kern-Sprachmodell definierten Elemente und kann nach Kleppe (2008) z. B.
anhand mathematischer Aussagen oder Referenzimplementierungen ausge-
drückt werden. Neben der abstrakten Syntax erfordert eine DSL darüber
hinaus eine oder mehrere konkrete Syntaxen. Diese beschreiben, wie einem
Nutzer die Elemente der abstrakten Syntax präsentiert werden, und stellen
somit die Schnittstelle dar, über die der Nutzer mit der Sprache interagiert.
Eine konkrete Syntax kann dabei im Wesentlichen entweder in Form einer
textuellen oder einer grafischen Syntax definiert sein.
Domänen-
speziﬁsche 
Sprache (DSL)
Ziel-Domäne
Sprachmodell 
(Abstrakte 
Syntax)
Kern-
Sprachmodell
(Metamodell)
Sprachmodell-
Einschränkungen 
(Constraints)
Verhaltens-
Speziﬁka�onKonkrete Syntax
1
1..*
<<deﬁniert für>> <<speziﬁziert Elemente der>>
<<Schni�stelle für>>
Abbildung 2.4: Aufbau domänenspezifischer Sprachen nach Strembeck und Zdun
(2009)
2.3 Modellbasierte Entwicklung von User Interfaces
Herausforderungen bei der Entwicklung von Benutzungsschnittstellen re-
sultieren heutzutage laut Meixner, Paternò und Vanderdonckt (2011) vor
allem aus der Heterogenität der Nutzer eines UI, der Hardware-Plattformen,
auf denen ein UI ausgeführt wird, der Software-Plattformen bzw. Program-
miersprachen, mit denen ein UI realisiert wird, sowie der Umgebungen, in
denen ein UI verwendet wird. Diese Heterogenität des Nutzungskontextes
(vgl. [Calvary u. a., 2003]) führt dazu, dass UIs in vielen Fällen für unter-
schiedliche Ausprägungen (also z. B. für verschiedene Plattformen) komplett
neu entwickelt werden [Eisenstein, Vanderdonckt und Puerta, 2001]. Die
modellbasierte Entwicklung von Benutzungsschnittstellen (MBUID) nutzt
15Übersetzt aus dem Englischen: “Behavior Specification”
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die in den beiden vorigen Abschnitten eingeführten Konzepte der modellge-
triebenen Softwareentwicklung und der domänenspezifischen Sprachen als
Ansatz zur Lösung dieser Herausforderungen. Grundlage ist dabei die ab-
strakte Repräsentation eines UI durch ein bzw. mehrere formale UI-Modelle
[Puerta und Szkeley, 1994] welche mit Hilfe sog. User Interface Description
Languages (UIDL) [Souchon und Vanderdonckt, 2003] formuliert werden.
Darüber hinaus steht die Wiederverwendung von UI-Modellen für unter-
schiedliche Nutzungskontexte [Fonseca u. a., 2010] im Vordergrund. Um diese
Wiederverwendung realisieren zu können, stellt die automatische oder semi-
automatische Überführung zwischen Modellen einen weiteren Kernaspekt
der MBUID dar [Schlungbaum, 1996].
2.3.1 Cameleon Reference Framework
Mit dem Cameleon Reference Framework (CRF) [Calvary u. a., 2003; Van-
derdonckt, 2005] existiert auf dem Gebiet der MBUID eine Referenzarchi-
tektur, die vier Abstraktionsebenen zur schrittweisen Konkretisierung von
Informationen bei der Entwicklung von Benutzungsschnittstellen für einen
bestimmten Nutzungskontext definiert (s. Abb. 2.5a). Die oberste und somit
abstrakteste Ebene des CRF stellt die Task & Concepts-Ebene (T&C) dar.
Dort werden die Aufgaben, die ein Nutzer mit dem späteren UI durchführen
soll, sowie die Objekte und Konzepte der entsprechenden Anwendungsdo-
mäne spezifiziert. Auf Ebene des Abstract User Interface (AUI) werden UIs
unabhängig von konkreten Ein- und Ausgabemodalitäten beschrieben. Die
dritte Abstraktionsebene wird durch das sog. Concrete User Interface (CUI)
gebildet. Es legt die Modalitäten für das UI fest (z. B. grafische Ausgabe auf
einem Bildschirm mit einer bestimmten Größe und Eingabe per Maus und
Tastatur), ist allerdings noch unabhängig von einer konkreten Software- und
Hardware-Plattform. Die Ebene des Final User Interface (FUI) beschreibt
schließlich die finale, lauffähige Benutzungsschnittstelle für eine konkrete
Software- und Hardware-Plattform.
Wie in Abb. 2.5a dargestellt, stellen vertikale Modelltransformationen das
Bindeglied zwischen den UI-Modellen auf den verschiedenen Abstraktions-
ebenen dar [Vanderdonckt, 2005]16. Darüber hinaus propagiert das CRF aber
auch horizontale Transformationen auf jeder der Abstraktionsebenen zur
Überführung eines UI-Modells in einen anderen Nutzungskontext. Abb. 2.5b
zeigt eine solche Überführung auf Ebene des CUI. Die Qualität und Wieder-
verwendbarkeit von Modelltransformationen ist folglich essenziell für eine
16Neben den dargestellten konkretisierenden Transformationen sind natürlich auch
entgegengesetzte, abstrahierende Transformationen (z. B. von CUI nach AUI) möglich.
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Nutzungskontext A
Modell-
Transforma�on
Modell-
Transforma�on
Modell-
Transforma�on
T&C
AUI
CUI
FUI
(a) Vertikale Transformationen zwi-
schen UI-Modellen unterschiedli-
cher Abstraktionsebenen
Nutzungskontext BNutzungskontext A
Modell-
Transforma�on
CUI CUI
(b) Horizontale Transformation zur Überfüh-
rung eines UI-Modells in einen anderen Nut-
zungskontext am Beispiel der CUI-Ebene
Abbildung 2.5: Vereinfachte Version des Cameleon Reference Frameworks nach
Vanderdonckt (2005)
erfolgreiche Umsetzung des CRF. Bei der Realisierung dieser Transforma-
tionen ist allerdings zu beachten, dass speziell in der Domäne der MBUID
laut Puerta und Eisenstein (1999) im Allgemeinen mehrdeutige (1-zu-n)
Zuordnungen vorliegen. So lässt sich bspw. eine auf Ebene des AUI modali-
tätenunabhängig beschriebene “Auswahl einer Prozessvariable” auf Ebene
des CUI z. B. durch eine Dropdown-Liste, durch Radiobuttons aber auch
durch eine Sprachauswahl realisieren17. Welches der prinzipiell möglichen
Zielelemente im Rahmen einer konkreten Transformation zu erzeugen ist,
hängt neben den Vorlieben des Entwicklers oder von Firmenstandards vor
allem vom Nutzungskontext ab, in dem die Benutzungsschnittstelle später
eingesetzt wird.
Da das CRF lediglich eine Referenzarchitektur beschreibt, aber keine
konkreten Implementierungen definiert bzw. vorgibt, existieren auf jeder
der vier Abstraktionsebenen mehrere domänenspezifische Sprachen (bzw.
komplette Sprachfamilien) mit eigenen Metamodellen wie z. B. UsiXML
[Limbourg u. a., 2005], TERESA [Berti u. a., 2004], MARIA [Paternò, San-
toro und Spano, 2009], UIML [Helms u. a., 2009], UseML [Reuther, 2003],
17Natürlich kann es auch vorkommen, dass mehrere Quellelemente dem/den gleichen
Zielelement(en) zugeordnet werden können, sodass sich sogar m-zu-n-Zuordnungen
ergeben. Diese lassen sich jedoch durch mehrere 1-zu-n-Zuordnungen darstellen.
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DISL [Bleul, Mueller und Schaefer, 2004], Movisa [Hennig, 2012] und XAML
[MacVittie, 2006]. Obwohl auch bereits Vorschläge für sinnvolle Kombinatio-
nen dieser UIDLs gemacht und entsprechende Entwicklungsumgebungen bzw.
Vorgehensmodelle entwickelt wurden (s. z. B. [Fonseca u. a., 2010; Limbourg
u. a., 2005; Meixner, 2010]), hat sich bisher keine bestimmte Kombination
dieser Sprachen (sowie ein zugehöriger Satz an Modelltransformationen)
als Standardumsetzung des CRF herauskristallisiert [Meixner, Paternò und
Vanderdonckt, 2011]. Dies liegt vor allem daran, dass eingesetzte Sprachen
und somit konkrete Ausprägungen des CRF immer abhängig von diversen
Faktoren wie z. B. der betroffenen Domäne oder persönlichen Präferenzen
sind. Darüber hinaus sind bei einer konkreten Umsetzung des CRF nicht
zwingend sämtliche Ebenen abzudecken [Meixner, Calvary und Coutaz,
2014]: So kann beispielsweise die AUI-Ebene übersprungen werden, wenn
die Unterstützung unterschiedlicher Modalitäten nicht notwendig ist.
Die daraus resultierende enorme Anzahl an Kombinationsmöglichkeiten
bezüglich der eingesetzten UIDLs führt zu einer ebenso großen Anzahl benö-
tigter Modelltransformationen zur Realisierung der propagierten horizontalen
und vertikalen Überführungen im CRF. Da eine vorbereitende Erstellung
sämtlicher erforderlicher Transformationen weder zielführend noch möglich
ist, sind stattdessen Methodiken gefordert, die einem Anwender für eine
konkrete Kombination eingesetzter Sprachen die komfortable Erstellung der
benötigten Transformationen ermöglicht.
2.3.2 Kontextmodelle
Wie bereits in Abschn. 2.3.1 beschrieben, spielt der Nutzungskontext eine
wichtige Rolle bei der Einschränkung der prinzipiell mehrdeutigen Elem-
entzuordnungen im Rahmen von Modelltransformationen im CRF. Bedingt
durch den Kontext sind bspw. bestimmte Elementtypen gar nicht zu verwen-
den (z. B. eine Sprachauswahl bei Fehlen eines Mikrofons) oder zumindest
zu vermeiden (z. B. eine Sprachausgabe bei einer lauten Umgebung). Neben
den in Abschn. 2.3.1 vorgestellten Modellen der Benutzungsschnittstellen
führt das CRF daher weitere sog. Kontextmodelle zur formalen Beschreibung
der Plattform, der Umgebung sowie des Nutzers, auf die ein UI zugeschnitten
wird, ein (vgl. Abschn. 1.1). Genau wie für die Beschreibung des UI auf
den verschiedenen Abstraktionsebenen existieren auch zur Formulierung
der Kontextmodelle unterschiedlichste Sprachen (z. B. UserML [Heckmann,
2005], User Agent Profile [OMA, 2006], Delivery Context Ontology [W3C,
2009] oder das Fiia Platform Model [Qiu und Graham, 2009]).
Um die oben beschriebenen Kontext-basierten Einschränkungen bei der
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Realisierung von Modelltransformationen berücksichtigen zu können, müssen
folglich entsprechende Kontextbedingungen formuliert werden. Im Rahmen
aktueller Umsetzungen aus der Domäne der MBUID wie z. B. UsiXML
[Limbourg u. a., 2005] oder MARIAE18 [Lisai u. a., 2011] werden solche
Bedingungen oftmals bereits während des Entwicklungsprozesses für einen
speziellen Zielkontext ausgewertet. Hieraus resultieren zwar eindeutige Ele-
mentzuordnungen, deren Gültigkeit ist allerdings auf diesen speziellen Kon-
text beschränkt. Eine Änderung des Kontextes erfordert somit eine Neu-
Implementierung oder zumindest Anpassung der Transformation. Um diese
Notwendigkeit zu vermeiden, können Kontextbedingungen stattdessen auch
explizit formuliert werden:
Definition 2.4 (Explizite Bedingungen): Explizite (Kontext-)Bedingungen
formulieren spezifische Anforderungen unter Bezugnahme auf ein zugehöriges
(Kontext-)Metamodell. Dadurch können sie für beliebige Kontextmodelle,
die auf diesem Metamodell basieren, ausgewertet werden und erfordern
für die Unterstützung eines neuen Kontextes keine erneute Definition von
Elementzuordnungen.
Listing 2.1 zeigt einen Ausschnitt einer Transformation als Pseudo-Code,
welcher den Unterschied zwischen impliziten und expliziten Bedingungen
anhand einer exemplarischen Zuordnung zwischen einem modalitätenun-
abhängigen Auswahlelement auf AUI-Ebene und einem entsprechenden
modalitätenabhängigen Element auf CUI-Ebene demonstriert. Bei der ers-
ten Variante (Zeile 3-4) wurde die auftretende Mehrdeutigkeit bereits zur
Entwicklungszeit aufgelöst, sodass für jedes Choice-Element auf AUI-Ebene
ein DropDownList-Element auf CUI-Ebene erzeugt wird. Die resultierende
eindeutige Abbildung ist folglich nur nutzbar, wenn die jeweilige Zielplatt-
form über einen Bildschirm verfügt (implizite Bedingung). Bei der zweiten
Variante (Zeile 7-9) wird die Mehrdeutigkeit hingegen erst während der Aus-
führung der Transformation aufgelöst. Hierzu wurden explizite Bedingungen
unter Bezugnahme auf das Plattformmodell formuliert (Wenn die Plattform
über einen Bildschirm verfügt, erzeuge ein DropdownList-Element; Wenn die
Plattform über ein Mikrophon verfügt, erzeuge ein VocalSelection-Element;
. . . ).
18ein grafischer Editor für die Sprachfamilie MARIA [Paternò, Santoro und Spano,
2009]
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Listing 2.1: Realisierungsmöglichkeiten für Kontextbedingungen: implizit (Zeile
3-4) und explizit (Zeile 7-9)
1 // Eindeutige Zuordnung mit impliziter Bedingung
2 // (Bildschirm gefordert)
3 foreach aui:Choice create
4 cui:DropDownList
5
6 // Mehrdeutige Zuordnung mit expliziten Bedingungen
7 foreach aui:Choice create
8 cui:DropDownList if platform:Platform.hasScreen
9 cui:VocalSelection if platform:Platform.hasMicrophone
10 ...
Bei der Nutzung formaler Kontextmodelle im Rahmen expliziter Kontext-
bedingungen ergeben sich für Modelltransformationen im CRF grundsätzlich
n-Wege-Transformationen (vgl. Abschn. 2.1), da neben dem eigentlichen
UI-Quellmodell stets noch ein oder mehrere Kontextmodelle als zusätz-
liche Quellmodelle in eine Transformation eingehen. Abb. 2.6 zeigt dies
exemplarisch anhand einer Transformation von AUI nach CUI.
Nutzungskontext A
AUI
CUI
Modell-
Transforma�on
Nutzer UmgebungPla�orm
Abbildung 2.6: Nutzung formaler Kontextmodelle für Transformationen im CRF
2.4 Entwicklung von Benutzungsschnittstellen in der industriellen
Automatisierungstechnik
Benutzungsschnittstellen werden in der Domäne der industriellen Automa-
tisierungstechnik zur Bedienung und Beobachtung industrieller Prozesse
eingesetzt. Lösungen unterscheiden sich dabei zum einen nach der betroffe-
nen Domäne (z. B. Prozesstechnik, Produktionstechnik, Logistik, Heimauto-
matisierung, etc.) und zum anderen nach dem Einsatzzweck einer Benut-
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zungsschnittstelle. So dienen z. B. SCADA-Anwendungen der Überwachung
und Koordinierung ganzer Prozesse, lokale Maschinenbediensysteme der
Parametrierung einzelner Maschinen oder Teilprozesse und mobile Informa-
tionssysteme vor allem der Unterstützung bei Wartungstätigkeiten. Diese
Vielfalt an Lösungen wird durch die zunehmende Bedeutung multimodaler
Lösungen [Zühlke, 2004] noch verstärkt.
Aus den verschiedenen Einsatzzwecken resultiert auch eine große Vielfalt
eingesetzter Hardware-Plattformen, die von klassischen Desktop-PCs über
Panel-PCs, Tablets und Smartphones bis hin zu Head-Mounted Devices
(HMD) oder sogenannten Distributed Wearable User Interfaces (DWUI)
[Ziegler, 2016] reichen. Diese unterscheiden sich in charakteristischen Eigen-
schaften wie z. B. Bildschirmgrößen/-auflösungen oder Eingabemöglichkeiten
(Tastatur, Touchscreen, etc.). Für eine durchgängige, modellbasierte Ent-
wicklung von Benutzungsschnittstellen in der Domäne der industriellen
Automatisierungstechnik bietet sich somit die Nutzung der Konzepte des
CRF inklusive der expliziten Einbindung formaler Kontextmodelle an.
Typisch für die Entwicklung von Benutzungsschnittstellen in dieser Domä-
ne ist des Weiteren die Existenz umfänglicher Bibliotheken. Diese enthalten
komplexe, wiederverwendbare, parametrierbare Elementstrukturen, die zur
Realisierung von UIs genutzt werden können – z. B. die animierte Darstellung
eines Tanks mit oberen und unteren Grenzwertsensoren. Die in Abschn. 2.3.1
erläuterten (u.U. mehrdeutigen) Elementzuordnungen betreffen folglich nicht
nur einzelne Elemente sondern auch solch komplexe Elementstrukturen. Ab-
gesehen von der Nutzung derartiger Bibliotheken erfolgt die Entwicklung
industrieller Benutzungsschnittstellen allerdings zum größten Teil manuell
[Schleipen, Schick, Hövelmeyer u. a., 2011] – die Nutzung modellbasierter
Ansätze ist bisher noch nicht üblich [Meixner, 2010]. Die konkrete Umset-
zung des CRF in einem Unternehmen im Allgemeinen bzw. die Entwicklung
der hierfür notwendigen Modelltransformationen im Speziellen wird daher
dadurch erschwert, dass oftmals keine Entwickler mit Expertenwissen auf
dem Gebiet der Modelltransformationen vorhanden sind.
2.5 Zusammenfassung
Abb. 2.7 verdeutlicht den Fokus dieser Arbeit, der sich aus der Schnittmenge
der im Verlauf dieses Kapitels vorgestellten Forschungsgebiete ergibt. Ba-
sierend auf dieser spezifischen Schnittmenge lassen sich zusammenfassend
folgende grundlegenden Anforderungen ableiten, die Modelltransformationen
in der Domäne der Benutzungsschnittstellen der industriellen Automatisie-
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rungstechnik erfüllen müssen:
• Es müssen n-Wege-Transformationen unter Berücksichtigung beliebiger
Quell-, Ziel- und Kontext-Metamodelle definiert werden können.
• Transformationen müssen mehrdeutige Elementzuordnungen berück-
sichtigen können.
• Die mehrdeutigen Elementzuordnungen müssen um explizite Kontext-
bedingungen erweitert werden können.
• Elementzuordnungen müssen nicht nur für einfache Elemente, sondern
auch für komplexe Elementstrukturen definiert werden können.
Industrielle 
Automa�sierungs-
Technik (IndAT)
MDSD UI-Entwicklung
(UID)
UID@IndAT
MBUID
M2M-
Transforma�onen Fokus der
Disserta�on
Abbildung 2.7: Einordnung dieser Dissertation in die im Verlauf dieses Kapitels
vorgestellten Forschungsgebiete
Darüber hinaus ist zu beachten, dass es sich bei der Entwicklung von Mo-
delltransformationen um einen aufwändigen und fehleranfälligen und daher
kostenintensiven Prozess handelt, der sich erst bei vielfacher Nutzung einer
entwickelten Transformation rentiert [Bézivin, Farcet u. a., 2003] und daher
eine hohe Einstiegshürde darstellt. Dies wirkt sich besonders bei Kleinen
und mittleren Unternehmen (KMU) negativ aus. Um diese Einstiegshürde
gerade auch für die in der betrachteten Domäne häufig vorkommenden
Entwickler ohne tiefgreifendes Wissen über modellgetriebene Technologien19
(vgl. Abschn. 2.4) zu senken, werden daher Ansätze benötigt, die speziell auf
die Vereinfachung der Entwicklung von Modelltransformationen abzielen.
19Acreţoaie, Störrle und Strüber (2016) prägen hierfür den Begriff End-User Modeler.
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Stand der Technik
Inhalt dieses Kapitels ist das Aufzeigen von Defiziten im Stand der Technik
bezüglich der in Abschn. 2.5 zusammengefassten Herausforderungen bei der
Entwicklung von Transformationen für Benutzungsschnittstellen in der Do-
mäne der industriellen Automatisierungstechnik. Dazu analysiert zunächst
Abschn. 3.1 den grundlegenden Aufbau von Modell-zu-Modell-Transforma-
tionen und zeigt unterschiedliche Realisierungsvarianten auf. Aufbauend
darauf bewertet Abschn. 3.2 existierende Ansätze zur Nutzung formaler
Abbildungsmodelle. Abschn. 3.3 schließlich analysiert bestehende Konzepte
für die formalisierte Beschreibung von Kontextbedingungen.
3.1 Modell-zu-Modell-Transformationen
3.1.1 Anwendungsbeispiel einer Modelltransformation
Zum besseren Verständnis der folgenden Erläuterungen dieses Abschnitts
soll an dieser Stelle eine exemplarische Modelltransformation als Anwen-
dungsbeispiel für den weiteren Verlauf dieser Arbeit aufgezeigt werden:
Ausgangspunkt der Transformation ist dabei ein Zustandsmodell, welches
die verschiedenen Betriebszustände einer Anlage beschreibt – bezogen auf
das CRF kann dies als ein Teilaspekt der AUI-Ebene angesehen werden.
Abb. 3.1a zeigt diesbezüglich ein einfaches Modell mit zwei Zuständen
(Normalbetrieb und Fehlerbetrieb) sowie einer Transition von Normal- zu
Fehlerbetrieb, die durch ein Fehler-Event ausgelöst wird1 –Abb. 3.3 veran-
schaulicht die Bedeutung des Modells anhand einer alternativen Darstellung
in Form eines Zustandsdiagramms. Das zu dem Quellmodell aus Abb. 3.1a
gehörende Metamodell ist in Abb. 3.2a dargestellt. Es erlaubt eine beliebige
Anzahl an Zuständen (State), die hierarchisch verschachtelt sein können (mit
Hilfe der State.state-Referenz) und eine beliebige Anzahl an Transitionen
(Transition) zu anderen Zuständen besitzen können.
1Eine zweite Transition, die die Rückkehr in den Normalbetrieb nach Beheben des
Fehlers repräsentiert, ist aus Gründen der Übersichtlichkeit nicht dargestellt.
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stateModel : 
StateModel
id : „Normal-
betrieb"
state1 : State
target : „Fehler-
betrieb"
event : „Fehler"
state1_to_state2 : 
Transi�on
state
id : „Fehler-
betrieb"
state2 : State
transi�on
(a) Quellmodell
visualiza�onModel : 
Visualiza�onModel
name : „Normal-
betrieb"
panel1 : Panel
name : „Normalbetrieb-
_to_Fehlerbetrieb"
panel1_to_panel2 : 
Naviga�onFlow
naviga�on
Flows
panels
name : „Fehler"
signal1 : Signal
source
target
trigger
name : „Fehler-
betrieb"
panel2 : Panel
(b) Zielmodell
Abbildung 3.1: Beispielmodelle für eine Modelltransformation
StateModel
id : String [1]
State
target : String [1]
event : String [1]
Transi�ontransi�on
0..*
state0..*
state
0..*
(a) Quell-Metamodell2
Visualiza�on
Model
name :
String [1]
Panel
name : 
String [1]
Naviga�onFlow
naviga�on
Flows0..*
panels0..*
name :
String [1]
Signal
source
1
target
1
trigger
1..*
(b) Ziel-Metamodell3
Abbildung 3.2: Metamodelle für die Beispielmodelle aus Abb. 3.1
Basierend auf dem Zustandsmodell soll nun ein Visualisierungsmodell (auf
CUI-Ebene des CRF) generiert werden, welches jeden Zustand durch ein
zugehöriges grafisches Bedienfenster (Panel) darstellt und die Zustandsüber-
gänge mit Hilfe von Navigationsflüssen (NavigationFlow) abbildet, die jeweils
durch ein Signal ausgelöst werden. Ein obigem Quellmodell entsprechendes
Zielmodell ist in Abb. 3.1b dargestellt. Abb. 3.4 verdeutlicht den Aufbau
dieses Modells anhand einer exemplarischen Darstellung der beiden Panels
Normalbetrieb und Fehlerbetrieb4: Während das Panel Normalbetrieb eine
Übersicht über die zu bedienende Anlage zeigt, stellt das Panel Fehlerbetrieb
eine spezielle Sicht zur Diagnose und Behebung auftretender Probleme dar.
2Vereinfachte Untermenge des Metamodells von SCXML [W3C, 2014]
3Vereinfachte Untermenge des Metamodells von Movisa [Hennig, 2012]
4z. B. generiert anhand einer weiteren Transformation unter Einbeziehung zusätzlicher
Modelle, die den Inhalt bzw. die konkrete Ausprägung der Panels beschreiben
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Normal-
betrieb
Fehler-
betrieb
Fehler
Abbildung 3.3: Veranschaulichung des Quellmodells aus Abb. 3.1a anhand einer
alternativen Darstellung in Form eines Zustandsdiagramms
Abbildung 3.4: Veranschaulichung des Zielmodells aus Abb. 3.1b anhand einer
exemplarischen Darstellung der enthaltenen Panels
Abb. 3.2b zeigt das zu dem Zielmodell aus Abb. 3.1b gehörende Metamo-
dell, welches eine beliebige Anzahl an Bedienfenstern und Navigationsflüssen
erlaubt. Im Unterschied zum Quell-Metamodell erfolgt hier eine Referen-
zierung der Quelle/des Ziels eines Navigationsflusses über zwei Non-Con-
tainment-Referenzen (source und target) anstatt über einen entsprechenden
Attributwert und das Auslösen von Navigationsflüssen wird nicht durch ein
einfaches Attribut, sondern durch enthaltene Elemente der Klasse Signal
(über die Referenz trigger) festgelegt.
Im Folgenden soll nun eine Transformation betrachtet werden, die ba-
sierend auf dem Quellmodell aus Abb. 3.1a das Zielmodell aus Abb. 3.1b
erzeugt: Diese muss zunächst das Überführen sämtlicher Elemente (stateMo-
del → visualizationModel, state1 → panel1, state2 → panel2, etc.) umsetzen.
Darüber hinaus muss aber auch das Setzen aller Attributwerte (state1.id →
panel1.name, state2.id → panel2.name, etc.) sowie die Realisierung eines zu-
sammenhängenden Modells durch das Anlegen der notwendigen Referenzen
zwischen den erzeugten Elementen (z. B. der panels-Referenz zwischen visua-
lizationModel und panel1 sowie panel2 oder der source-Referenz zwischen
panel1_to_panel2 und panel1 ) realisiert werden.
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3.1.2 Aufbau und Ablauf einer Modelltransformation
Eine Modelltransformation kann nach Gruhn, Pieper und Röttgers (2006)
als Instanz von Transformationsregeln dargestellt werden (vgl. Abb. 3.5), die
“beschreiben, wie ein oder mehrere [Element(e)] der Quellsprache in ein oder
mehrere [Element(e)] der Zielsprache”5 [Kleppe, Warmer und Bast, 2003]
überführt werden. Diese Regeln wiederum werden unter Zuhilfenahme einer
Transformationssprache auf Metamodell-Ebene spezifiziert, sodass Sie für
beliebige Instanzen dieser Metamodelle genutzt werden können: Betrachtet
man die für die Realisierung der in Abschn. 3.1.1 erläuterten Transformation
notwendigen Transformationsregeln, so wird man eine solche Regel folglich
z. B. nicht so formulieren, dass sie die Überführung des Quellelements state1
in das Zielelement panel1 beschreibt. Stattdessen wird man eine Regel
formulieren, die beschreibt, dass jedes Modellelement, welches eine Instanz
des Metamodell-Elements State ist, in eine Instanz des Metamodell-Elements
Panel überführt wird. Dadurch wird ermöglicht, dass die entsprechende Regel
für beliebige Modelle anwendbar ist, die den in Abb. 3.2a und Abb. 3.2b
dargestellten Metamodellen genügen.
Transforma�ons-
Sprache
<<Instanz von>> <<Instanz von>>Transforma�ons-
Regeln
Quelle
Ziel
Transforma�on
Quelle
Ziel
<<Instanz von>> Quell-
Metamodell
Quell-
Modell
<<Instanz von>> Ziel-
Metamodell
Ziel-
Modell
Abbildung 3.5: Schema einer Modelltransformation nach Gruhn, Pieper und Rött-
gers (2006)
Laut Gruhn, Pieper und Röttgers (2006) müssen o. g. Transformations-
regeln prinzipiell zwei Teilaufgaben abdecken: Die Beschreibung von Ab-
bildungen zwischen Elementen des Quell-Metamodells und Elementen des
Ziel-Metamodells (TA-1) und die Beschreibung der konkreten Erzeugung von
Zielmodellen basierend auf diesen Abbildungen (TA-2; im Folgenden als die
Ausführung der Abbildungen bezeichnet). Diese beiden Aufgaben sollen nun
genauer erläutert werden:
5Übersetzt aus dem Englischen
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TA-1 Beschreibung von Abbildungen: Czarnecki und Helsen (2003)
zufolge setzen sich Abbildungen stets aus einer sog. Left-hand Side
(LHS), die Elemente des Quell-Metamodells referenziert, sowie einer
sog. Right-hand Side (RHS), die Elemente des Ziel-Metamodells refe-
renziert, zusammen. Sowohl die LHS als auch die RHS einer Abbildung
kann sich – je nach Anwendungsdomäne, konkreter Ausprägung des
entsprechenden Metamodells oder spezifischer Transformationsaufga-
be – entweder lediglich auf ein einzelnes Metamodell-Element beziehen
oder auch von komplexer Natur sein und eine oder mehrere (vgl. [Ger-
ber u. a., 2002]) komplette Metamodell-Strukturen bzw. -Ausschnitte
referenzieren. Abb. 3.6 zeigt bezogen auf die Metamodelle aus Abb. 3.2
eine exemplarische Abbildung zwischen einem Transition-Element
(LHS) und einer NavigationFlow/Signal-Struktur (RHS).
TA-2 Beschreibung der Ausführung der Abbildungen: Die Ausfüh-
rung von Abbildungen lässt sich nach Czarnecki und Helsen (2003)
prinzipiell in zwei Phasen aufteilen:
Matching: In der Matching-Phase wird die durch eine Abbildung defi-
nierte Left-hand Side genutzt, um das Quellmodell zu durchsuchen,
Anwendungspunkte (d. h. Modellausschnitte) für die Abbildung
zu bestimmen sowie eventuelle Parameter zu extrahieren.
Expanding: In der sich anschließenden Expanding-Phase wird die durch
die Abbildung beschriebene Right-hand Side genutzt, um die ent-
sprechenden Elemente des Zielmodells anzulegen, zu parametrie-
ren sowie miteinander zu verknüpfen.
Bezogen auf die exemplarische Abbildung aus Abb. 3.6 müssen in
der Matching-Phase sämtliche Transition-Elemente im Quellmodell ge-
sucht werden – diese stellen die Anwendungspunkte der Regel dar. Als
Parameter dienen die Attributwerte der ermittelten Elemente, die im
Folgenden während der Expanding-Phase verwendet werden: In dieser
muss zunächst für jedes ermittelte Quellelement die in der Abbildung
als RHS definierte NavigationFlow/Signal-Struktur instanziiert und
unter Verwendung der ermittelten Attributwerte parametriert werden.
So wird bspw. der Wert des event-Attributs eines Quellelements für
das name-Attribut eines erzeugten Signal-Elements verwendet. An-
schließend müssen die einzelnen erzeugten Strukturen noch zu einem
zusammenhängenden Modell verknüpft werden (vgl. das exemplarische
Zielmodell aus Abb. 3.1b). Hierzu müssen Referenzen von/zu anderen
instanziierten Elementen hergestellt werden, die basierend auf anderen
Abbildungen erzeugt wurden.
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lhs1
target : String[1]
event : String[1]
: Transi�on
Abbildung
name : String [1]
: Naviga�onFlow
trigger
2
name : String [1]
: Signal
rhs1
Abbildung 3.6: Darstellung einer exemplarischen Abbildung bezogen auf die Meta-
modelle aus Abb. 3.2
Definition 3.1 (Transformation vs. Transformationsregel vs. Abbildung):
Wie bereits Sottet, Calvary und Favre (2006) feststellen, werden die Be-
griffe Transformation und Mapping (zu deutsch Abbildung) sowie hiervon
abgeleitete Begriffe wie Abbildungsregel, Abbildungsmodell, Transforma-
tionsprogramm, etc. in der Literatur nicht einheitlich verwendet. Im Rahmen
dieser Arbeit soll allerdings durchgängig die Definition nach Abb. 3.5 ver-
wendet werden: Hierbei bezeichnet der Begriff Transformationsregel die
Beschreibung der Überführung von Elementen auf Metamodell-Ebene, wohin-
gegen der Begriff Transformation eine konkrete Instanz bzw. das Ausführen
von Transformationsregeln auf Modellebene meint. Als Abbildung bzw. Map-
ping soll demgegenüber im Folgenden der Teil einer Transformationsregel
bezeichnet werden, der die Verbindung zwischen Metamodell-Elementen be-
schreibt.
3.1.3 Realisierungsvarianten für Transformationssprachen
Transformationsregeln werden wie bereits eingangs des vorherigen Ab-
schnittes erläutert mit Hilfe von Transformationssprachen formuliert (vgl.
Abb. 3.5). Als Transformationssprache können zunächst universelle Program-
miersprachen wie z. B. Java oder C++ verwendet werden. Da diese nicht
speziell an den Anwendungsfall der Erstellung von Modelltransformationen
angepasst sind, gestaltet sich die Umsetzung hierbei regelmäßig auftreten-
der Aufgaben (z. B. die Behandlung zyklischer Abhängigkeiten zwischen
Modellelementen) laut Stahl u. a. (2012) allerdings oftmals umständlich.
Dies wiederum erfordert ein sehr tiefes Verständnis der eingesetzten Pro-
grammiersprache [Gruhn, Pieper und Röttgers, 2006]. Aus diesem Grund
wurden auch Sprachen speziell für den Anwendungsfall der Beschreibung von
Modelltransformationen entwickelt (z. B. EOL [Kolovos, Paige und Polack,
2006] oder ATL [Eclipse, 2016a]).
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Definition 3.2 (Deklarativ vs. Imperativ): Eine Transformationssprache
kann imperativer6 oder deklarativer Natur sein [Clark u. a., 2004]. Imperati-
ve Ansätze wie z. B. Java, C++ oder EOL stellen dabei die Durchführung
(das Wie) einer Transformation in den Vordergrund und verbinden damit
die Aufgaben TA-1 und TA-2 [Mens und Van Gorp, 2006]. Demgegenüber
beschränken sich deklarative Ansätze wie z. B. der deklarative Teil der ATL
[Eclipse, 2016a] oder der Relations Language-Teil von QVT [OMG, 2015a]
auf die Beschreibung der an einer Transformation beteiligten Abbildungen
zwischen Elementen (das Was) und konzentrieren sich damit auf Aufga-
be TA-1.
Deklarative Sprachen besitzen den Vorteil, dass sie im Allgemeinen leichter
verständlich sind, da Aspekte, die im Zusammenhang mit der Ausführung der
Abbildungen (Aufgabe TA-2) stehen, von ihnen größtenteils ausgeklammert
werden und stattdessen von einem Interpreter oder Compiler beigesteuert
werden [Gerber u. a., 2002; Mens und Van Gorp, 2006]. Aus diesem Grund
bilden Sie eine gute Grundlage für die in Abschn. 2.5 geforderten Ansätze zur
Vereinfachung der Entwicklung von Modelltransformationen. Allerdings exis-
tieren laut Acreţoaie, Störrle und Strüber (2016) bisher keine Lösungen, die
auf Nutzer mit geringer Erfahrung im Umgang mit Modelltransformationen
oder Programmierung ausgerichtet sind.
3.2 Nutzung formaler Abbildungsmodelle
Eine Weiterführung deklarativer Ansätze für Transformationssprachen ver-
folgen Bézivin, Büttner u. a. (2006) durch die Propagierung sogenannter
Abbildungsmodelle7:
Definition 3.3 (Abbildungsmodell): Abbildungsmodelle beschreiben (dekla-
rative) Abbildungen – analog zu den verarbeiteten Quell- bzw. zu erzeugenden
Zielmodellen – ebenfalls in Form formaler Modelle.
Die Transformationsregeln werden in diesem Fall durch ein Abbildungs-
modell, welches die Abbildungen beschreibt (Aufgabe TA-1), sowie einen zu-
gehörigen Transformations-Algorithmus, der das Abbildungsmodell ausführt
(Aufgabe TA-2), ersetzt. Die zur Formulierung der Transformationsregeln
benötigte Transformationssprache (s. Abb. 3.5) hingegen wird durch ein Ab-
bildungs-Metamodell repräsentiert. Abb. 3.7 stellt diese Zusammenhänge dar.
6teilweise auch als operational bezeichnet (vgl. z. B. [de Lara und Guerra, 2008])
7Von Bézivin, Büttner u. a. (2006) selbst werden diese als Transformationsmodelle be-
zeichnet. Um die in Abschn. 3.1.2 eingeführte einheitliche Terminologie beizubehalten,
wird an dieser Stelle jedoch der Begriff Abbildungsmodell verwendet.
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Abbildungs-
Metamodell<<realisiert>>
<<Instanz von>>Abbildungs-
Modell
Quelle
Ziel
Transforma�on
Quelle
Ziel
<<Instanz von>> Quell-
Metamodell
Quell-
Modell
<<Instanz von>> Ziel-
Metamodell
Ziel-
Modell
Transforma�ons-
Algorithmus
<<führt aus>>
Abbildung 3.7: Konkretisiertes Schema einer Modelltransformation nach Abb. 3.5
bei Nutzung von Abbildungsmodellen
Die Repräsentation von Abbildungen in Form formaler Modelle besitzt
dabei laut Bézivin, Büttner u. a. (2006) die folgenden Vorteile:
• Einheitlichkeit zwischen den Beschreibungssprachen für Quell- und
Zielmodelle sowie für Abbildungsmodelle
• Möglichkeit der Richtungsfreiheit einer Transformation (bzw. des zu-
grunde liegenden Abbildungsmodells)
• Möglichkeit der Definition von “Transformationen von Transforma-
tionen” – also von Transformationen, die Abbildungsmodelle erzeugen,
verändern, ausführen, etc.
• Validierbarkeit von Abbildungsmodellen
• Komplette Beschreibbarkeit von Syntax und Semantik eines Abbil-
dungs-Metamodells
3.2.1 Ansätze für Abbildungs-Metamodelle
Es gibt bereits einige Ansätze, die die Konfiguration von Modelltransfor-
mationen anhand formaler Abbildungsmodelle erlauben, um die oben be-
schriebenen Vorteile nutzen zu können. Diese Ansätze bzw. die zugehörigen
Abbildungs-Metamodelle lassen sich zunächst grob klassifizieren in spezifisch
und generisch:
Spezifische Ansätze sind jeweils auf ein bestimmtes Quell- und Ziel-Meta-
modell festgelegt, d. h. Abbildungen können nur zwischen Elementen genau
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dieser Metamodelle definiert werden. Dieses Vorgehen wird vor allem in
der Domäne der MBUID häufig angewendet (vgl. z. B. [Aquino, Panach
und Pastor, 2010; Limbourg u. a., 2005; Paternò, Santoro und Spano, 2009;
Popp, Falb u. a., 2012]), da hier aufgrund der auftretenden Mehrdeutigkeiten
(vgl. Abschn. 2.3) trotz einer solchen Einschränkung die Entwicklung unter-
schiedlicher Transformationen sinnvoll möglich ist. Diese Ansätze können
folglich allerdings nicht zur Definition von Abbildungen zwischen beliebigen
Metamodellen verwendet werden. Da dies für die Lösung der in Abschn. 2.5
herausgearbeiteten Problematik jedoch zwingend erforderlich ist, sollen sie
im Folgenden nicht weiter betrachtet werden.
Generische Ansätze ermöglichen demgegenüber das Erstellen von Abbil-
dungsmodellen zwischen beliebigen Quell- und Ziel-Metamodellen. Aktuelle
Lösungen wie z. B. BOTL [Marschall und Braun, 2003], die von Lopes
u. a. (2006) vorgeschlagenen Mapping Specifications oder die von Wimmer
u. a. (2010) propagierten Composite Mapping Operators betrachten aber im
Wesentlichen lediglich eindeutige (1-zu-1) Abbildungen –mehrdeutige Abbil-
dungen wie in Abschn. 2.5 gefordert werden von ihnen nicht (ausreichend)
unterstützt: So erlauben einige Ansätze zwar prinzipiell die Definition meh-
rerer Abbildungen, die auf äquivalenten Teilen eines Quell-(Meta-)Modells
basieren. Wie Czarnecki und Helsen (2003) erläutern, erfolgt bei solchen
Ansätzen i. Allg. aber entweder eine nicht-deterministische (z. B. bei BOTL)
oder eine Nutzer-basierte (z. B. bei der durch Siikarla und Systä (2008)
vorgestellten Lösung) Auswahl der anzuwendenden Regeln – die Definition
expliziter Kontext-Bedingungen wird nicht unterstützt. In anderen Ansät-
zen (u. a. [Duddy u. a., 2003; Lopes u. a., 2006; Wimmer u. a., 2010]) wird
zwar von 1-n-Abbildungen oder mehreren Zielelementen gesprochen, hierbei
handelt es sich allerdings nicht um mehrdeutige (alternative) Abbildungen
im Sinne dieser Arbeit, sondern lediglich um die Möglichkeit der Erzeugung
komplexer Elementstrukturen, d. h. mehrerer paralleler Zielelemente.
In den meisten Ansätzen (z. B. [Eclipse, 2016a; Lopes u. a., 2006; Mar-
schall und Braun, 2003; OMG, 2015a]) sind die als LHS bzw. RHS einer
Abbildung definierten Elementstrukturen untrennbarer Teil der konfigurier-
ten Abbildungen – sie können also nicht unabhängig von diesen gespeichert
werden. Dies verhindert die Wiederverwendung definierter Strukturen bei
der Entwicklung weiterer Transformationen, die das entsprechende Meta-
modell als Quelle/Ziel nutzen. In Anbetracht der in Abschn. 2.3 erläuterten
enormen Anzahl an Kombinationsmöglichkeiten zwischen Sprachen führt
dies zu einem erhöhten Entwicklungsaufwand bei der Entwicklung entspre-
chender Transformationen. Vor einem ähnlichen Hintergrund argumentieren
Wimmer u. a. (2010), dass aktuelle Ansätze für Abbildungs-Metamodelle
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oftmals keine ausreichenden Grundlagen für die Wiederverwendbarkeit von
Abbildungen bieten, und fordern Mechanismen für die Abstraktion, Variation
und Komposition von Abbildungen.
3.2.2 Ansätze für Transformations-Algorithmen
Der Transformations-Algorithmus, der die formulierten Abbildungen aus-
führt (vgl. Abb. 3.7), stellt neben dem Abbildungs-Metamodell den zweiten
Kernaspekt bei der Bewertung von Ansätzen dar, die Gebrauch von for-
malen Abbildungsmodellen machen. Nach der in Abschn. 3.1.2 gegebenen
Definition beschreiben Abbildungen lediglich einfache Zuordnungen zwischen
Elementen bzw. Strukturen des Quell- und Ziel-Metamodells. Nach dem
Erzeugen der Elemente des Zielmodells basierend auf diesen Abbildungen
muss der Transformations-Algorithmus diese Elemente im Rahmen der Ex-
panding-Phase auch noch parametrieren und entsprechend der jeweiligen
Metamodelle miteinander verknüpfen (vgl. Abschn. 3.1.2). Hierzu werden
zusätzliche Informationen benötigt: Betrachtet man etwa die exemplarische
Abbildung aus Abb. 3.6, so muss z. B. festgelegt werden, dass alle erzeugten
NavigationFlow-Elemente in einem übergeordneten Element Visualization-
Model aggregiert werden sollen (vgl. Abb. 3.1b). Im Falle festgelegter, vorher
bekannter Quell- und Ziel-Metamodelle können diese zusätzlichen Informa-
tionen direkt in den Transformations-Algorithmus integriert werden. Soll
ein Transformations-Algorithmus jedoch die Durchführung von Transforma-
tionen zwischen beliebigen Metamodellen unterstützen, ist dieses Vorgehen
nicht möglich, da die an einer Transformation beteiligten Metamodelle bei
der Erstellung des Algorithmus nicht bekannt sind.
Existierende Algorithmen fordern daher stattdessen die (manuelle) In-
tegration dieser zusätzlichen Informationen in die Abbildungen, was den
Vorteil der deklarativen Vorgehensweise reduziert. So muss bspw. bei den
für BOTL [Marschall und Braun, 2003], ATL [Eclipse, 2016a] oder den Rela-
tions Language-Teil von QVT [OMG, 2015a] entwickelten Transformations-
Algorithmen die Realisierung von Verbindungen zwischen erzeugten Ziel-
strukturen in Form entsprechender Logik als Erweiterung der Abbildungen
definiert werden8. Ähnliches gilt für Ansätze, welche Modelltransformationen
8ATL bietet mit der sog. “implicit binding resolution” zwar einen Mechanismus für
die vereinfachte Erstellung von Querverbindungen zwischen erstellten Strukturen,
allerdings erfordert auch dieser Mechanismus immer noch das manuelle Kennzeichnen
möglicher Zielelemente für Verbindungen.
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auf Basis von Graph-Transformationen realisieren9 (z. B. Triple Graph Gram-
mars (TGG) [Schürr, 1994] oder Attributed Graph Grammars (AGG) [Runge,
2015]). Besonders der Ansatz von TGG erfordert dabei eine aufwändige
Modellierung der Abbildungen in Form eines sog. Korrespondenzgraphen,
der die einzelnen Elemente der definierten Quell- und Ziel-Strukturen (bzw.
-Graphen) miteinander in Verbindung setzt.
3.2.3 Ansätze zur Vereinfachung der Definition von Abbildungen
Um diese Nachteile zu umgehen bzw. zu reduzieren, versuchen einige Ansätze,
den Prozess der Konfiguration von Abbildungen zu vereinfachen: So zielen
etwas Didonet Del Fabro, Bézivin u. a. (2005) mit dem Aspect Model Weaver
(AMW ), Lopes u. a. (2006) mit Mapping Specifications, Guerra, de Lara,
Kolovos u. a. (2013) mit transML, Lamo u. a. (2013) mit Graph Co-Spans,
de Lara und Guerra (2008) mit Triple Patterns oder Acreţoaie, Störrle und
Strüber (2016) mit der Visual Model Transformation Language (VMTL)
darauf ab, die Definition von Abbildungen auf ein höheres Abstraktionslevel
zu verlagern. Wimmer u. a. (2010) schlagen demgegenüber die Vereinfachung
der Entwicklung von Abbildungen durch die Bereitstellung anpassbarer Com-
posite Mapping Operators vor, die häufig vorkommende Aufgaben bei der
Durchführung von Modelltransformationen repräsentieren und zur Definition
von Abbildungen verwendet werden können. Ein ähnlicher Ansatz wurde
durch Cuadrado, Guerra und De Lara (2011) vorgestellt, indem Generic
Model Transformations eingeführt werden, die an konkrete Metamodelle
gebunden werden können. Während all diese Ansätze zwar versuchen, den
Prozess der Definition von Abbildungen zu vereinfachen, erfordern sie doch
stets komplexe Abbildungen und daher –wie bereits in Abschn. 3.2.2 be-
schrieben – die manuelle Einbringung zusätzlicher Informationen durch den
Entwickler. Auch betrachten die vorgestellten Transformations-Algorithmen
nicht die Möglichkeit von Mehrdeutigkeiten bei Abbildungen und bieten
dementsprechend keine Möglichkeiten für deren Auflösung (z. B. basierend
auf einer Auswertung von Kontextmodellen).
Wie bereits eingangs von Abschn. 3.2 erläutert, ist die Möglichkeit zur
Realisierung von “Transformationen von Transformationen” ein Hauptvorteil
bei der Nutzung formaler Abbildungsmodelle. Nach Bézivin, Büttner u. a.
(2006) werden diese auch als Higher-Order-Transformations bezeichnet:
9S. [H. Ehrig u. a., 2015; Taentzer u. a., 2005] für allgemeine Erläuterungen sowie
Eigenheiten verschiedener Ausprägungen von Ansätzen, die auf der mathematischen
Theorie der Graph-Transformationen basieren.
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Definition 3.4 (Higher-Order Transformations): Bei sogenannten High-
er-Order Transformations (HOT)10 handelt es sich nach Bézivin, Büttner
u. a. (2006) um Transformationen, die Abbildungsmodelle verarbeiten. Tisi
u. a. (2009) konkretisieren den Begriff derart, dass HOTs Abbildungsmodelle
als Ein- und/oder Ausgang besitzen. Anwendungsgebiete sind laut Tisi u. a.
(2009) z. B. die Synthese (Erzeugung), Analyse, (De-)Komposition sowie
Modifizierung von Abbildungsmodellen.
HOTs können dabei auch zur Vereinfachung der Entwicklung von Abbil-
dungsmodellen genutzt werden: So stellen bspw. Didonet Del Fabro und
Valduriez (2008) einen Ansatz für die (semi-)automatische Ableitung von
Abbildungen basierend auf einer Analyse struktureller Ähnlichkeiten zwi-
schen Metamodellen (z. B. synonymer Attributnamen) vor und die von
Strommer (2008) und Varró (2006) vorgeschlagenen Ansätze der Modell-
transformationen “by-example” ermöglichen die automatische Ableitung
von Abbildungsmodellen basierend auf einer vorherigen manuellen Kenn-
zeichnung äquivalenter Modellelemente in bereits bestehenden Quell- und
Zielmodellen. Allerdings unterstützen all diese Ansätze weder Mehrdeutig-
keiten noch komplexe Quell- oder Zielstrukturen. Zudem ist der von Didonet
Del Fabro und Valduriez (2008) vorgeschlagene Ansatz auf Metamodell-Teile
beschränkt, die strukturell ähnlich sind.
3.3 Realisierung expliziter Kontextbedingungen
Ein erster Schritt in Richtung bedingter Abbildungen im Rahmen der
MBUID wurde von Aquino, Vanderdonckt und Pastor (2010) durch den Vor-
schlag sogenannter Transformation Templates gemacht, die das Abbildungs-
Metamodell von UsiXML erweitern und die Definition von Gewichtungs-
faktoren für Abbildungen erlauben, die das UsiXML-Kontextmetamodell
referenzieren. Eine explizite Definition von Kontextbedingungen unter Ver-
wendung weniger, vordefinierter Typen von Bedingungen (z. B. die Forderung
einer minimalen oder maximalen Bildschirmauflösung) erlaubt der von Popp,
Falb u. a. (2012) und Popp, Raneburger und Kaindl (2013) vorgestellte
Ansatz. Sowohl die Transformation Templates als auch dieser Ansatz stellen
allerdings spezifische Realisierungen für genau eine Kombination von Quell-,
Kontext- und Ziel-Metamodellen dar und besitzen daher keine Allgemein-
gültigkeit.
10Von Varró und Pataricza (2004) werden diese auch als Meta-Transformationen
bezeichnet.
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Abseits der Domäne der MBUID bieten bereits einige Ansätze die Mög-
lichkeit, die Anwendbarkeit von Abbildungen durch zusätzliche Bedingungen
(sog. Application Conditions) einzuschränken, die entweder als Negative
Application Conditions (NAC) oder Positive Application Conditions (PAC)
ausgeführt sein können. NACs repräsentieren dabei verbotene Modellstruk-
turen, welche – falls im Quell- bzw. Zielmodell vorhanden – die Anwendung
einer Regel verhindern, wohingegen PACs für die Anwendung einer Regel
notwendige Modellstrukturen beschreiben. Beispiele für Ansätze, welche die
Definition von Anwendungsbedingungen ermöglichen, stellen AGG [Runge,
2015] oder UsiXML [Limbourg u. a., 2005] (NACs) sowie VMTL [Acreţoaie,
Störrle und Strüber, 2016] (NACs und PACs) dar. Eine Anwendung von
NACs auf EMF-basierte Modelle wurde von Biermann, K. Ehrig u. a. (2006)
vorgestellt.
Typische Kontextbedingungen wie “Abbildung x darf nur ausgeführt wer-
den, wenn die aktuelle Plattform über einen Lautsprecher verfügt” ließen
sich dabei zunächst einmal prinzipiell mit den Mitteln dieser klassischen
Anwendungsbedingungen – der Definition von erlaubten oder verbotenen Mo-
dellstrukturen (NAC/PAC) – realisieren. Allerdings müssen diese Strukturen
dazu nicht nur auf dem eigentlichen Quell-Metamodell sondern auch auf
separaten (Kontext-)Metamodellen basieren dürfen. Abb. 3.8b zeigt eine
entsprechende Struktur für obige Forderung exemplarisch unter Nutzung
des Kontext-Metamodells von UsiXML, welches ausschnitthaft in Abb. 3.8a
dargestellt ist. In den oben genannten existierenden Ansätzen können sich
formulierte NACs bzw. PACs allerdings lediglich auf das aktuelle Quell- oder
Ziel-(Meta-)Modell beziehen – eine Referenzierung externer Kontext-(Meta-)
Modelle ist nicht möglich.
name : String
Pla�orm
0..*
isImageCapable : bool
keyboard : String
poin�ngDevice : String
screenHeight : int
screenWidth : int
isSoundOutputCapable : bool
...
Hardware
Pla�orm
(a)
: Pla�orm
isSoundOutputCapable : true
: Hardware
Pla�orm
(b)
Abbildung 3.8: Elementstrukturen als Grundlage von Kontextbedingungen: (a)
Untermenge des Kontext-Metamodells von UsiXML (vgl. [UsiXML Consortium,
2007]); (b) Zugehöriger Modellausschnitt zur Formulierung einer Forderung nach
einem vorhandenen Lautsprecher
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Die Möglichkeit zur Beschreibung von Quellstrukturen, die sich auf ein
Kontext-Metamodell beziehen, kann darüber hinaus lediglich die Basis der
Formalisierung von Kontextbedingungen darstellen: So ist der einfache Ver-
weis auf eine Elementstruktur spätestens dann nicht mehr ausreichend, wenn
z. B. bezogen auf obige Beispielbedingung während der Transformation ein
Plattformmodell vorliegt, welches das Vorhandensein mehrerer Geräte – im
Fall von Abb. 3.8b also mehrerer Instanzen des Elements HardwarePlatform –
beschreibt. In solchen Fällen müssen Bedingungen um komplexere Aussagen
wie z. B. die Forderung, dass genau/mindestens/maximal ein vorhandenes
Gerät die entsprechende Bedingung erfüllt, erweitert werden können. Darü-
ber hinaus kann unter Umständen auch die logische Verknüpfung mehrerer
Teilbedingungen erforderlich sein: So ist beispielsweise der Einsatz einer
sprachbasierten Auswahl gegenüber einer Dropdown-Liste oder einem Satz
von Radiobuttons nur dann sinnvoll, wenn die genutzte Plattform über ein
Mikrofon verfügt UND das erzeugte UI in einer leisen Umgebung eingesetzt
wird UND der Nutzer Handschuhe trägt ODER die genutzte Plattform über
keinen Bildschirm verfügt.
36
Kapitel 4
Konkrete Anforderungen und Beiträge
der Dissertation
Basierend auf den in Abschn. 2.5 zusammengefassten Herausforderungen bzgl.
der Entwicklung von Modelltransformationen für Benutzungsschnittstellen
in der Domäne der industriellen Automatisierungstechnik sowie auf den im
vorherigen Kapitel aufgezeigten Defiziten im Stand der Technik lassen sich
die folgenden konkreten Anforderungen an diese Arbeit ableiten:
1. Es ist eine deklarative Modellierungssprache für Abbildungen (repräsen-
tiert durch ein entsprechendes Abbildungs-Metamodell) zu entwickeln,
welche die Konfiguration mehrdeutiger Abbildungen zwischen beliebi-
gen Quell- und Ziel-Metamodellen ermöglicht.
2. Das Abbildungs-Metamodell muss die explizite Definition von Be-
dingungen ermöglichen, die sich auf beliebige Kontext-Metamodelle
beziehen können müssen.
3. Es ist ein generischer Transformations-Algorithmus zu entwerfen, der
mit Hilfe des entwickelten Abbildungs-Metamodells erstellte Abbil-
dungsmodelle ausführen kann.
4 Es sind unterschiedliche Strategien bereitzustellen, um im Rahmen der
Durchführung von Transformationen auftretende Mehrdeutigkeiten
auflösen zu können.
5. Um die Komplexität der Erstellung von Abbildungen zu reduzieren,
sind Konzepte für deren semi-automatische Ableitung unter Nutzung
von HOTs bereitzustellen.
Im Folgenden werden diese Anforderungen sowie die daraus resultierenden
konkreten Beiträge dieser Arbeit genauer erläutert.
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Anforderung 1 –Modellierungssprache für Abbildungen
Um Abbildungen zwischen Quell- und Ziel-Metamodellen deklarativ beschrei-
ben zu können, wird eine entsprechende Modellierungssprache benötigt. Den
Kern dieser Sprache bildet ein Abbildungs-Metamodell. Dieses soll die Kon-
figuration relevanter Strukturen beliebiger Quell-Metamodelle, relevanter
Strukturen beliebiger Ziel-Metamodelle sowie von Abbildungsregeln zwischen
diesen Strukturen ermöglichen. Bei der Konfiguration der Abbildungen sollen
die bei der Entwicklung von Benutzungsschnittstellen auftretenden Mehrdeu-
tigkeiten berücksichtigt werden können.
Motivation: Wie in Abschn. 3.2 beschrieben, bietet die Nutzung formaler
Abbildungsmodelle zur Beschreibung von Abbildungsregeln diverse Vorteile:
Während die einheitliche Beschreibungsart für Quell-/Zielmodelle und Abbil-
dungsmodelle vor allem für die Entwicklung von Werkzeugen vorteilhaft ist,
da der Nutzer im Allgemeinen sowieso mit Hilfe von Editoren über eine gra-
fische oder textuelle Syntax mit den Modellen interagiert (vgl. Abschn. 2.2),
birgt die grundsätzliche Möglichkeit für richtungsfreie Transformationen das
Potenzial für zeitliche Einsparungen bei der Modellierung inverser Abbildun-
gen, durch die z. B. das Nachpflegen von Ausgangsmodellen bei manuellen
Änderungen an einem Zielmodell ermöglicht werden kann.
Die Möglichkeit zur Definition von Higher-Order-Transformations stellt
eine wichtige Grundlage für die Validierung von Abbildungsmodellen dar
(vgl. Abschn. 3.2). Dadurch kann dem Nutzer im Falle fehlerhaft modellierter
Abbildungen eine entsprechende Rückmeldung gegeben bzw. die Modellie-
rung solcher Abbildungen bereits bei deren Formulierung (z. B. mit Hilfe
eines Editors) unterbunden werden. Darüber hinaus stellen sie die Grundlage
für Ansätze zur (semi-)automatischen Ableitung von Abbildungen gemäß
Anforderung 5 dar.
Beitrag: Die in dieser Arbeit entwickelte Modellierungssprache stellt eine
DSL (vgl. Abschn. 2.2) für die Domäne der Modelltransformationen für
MBUID-Umsetzungen dar. Das Abbildungs-Metamodell, welches den Kern
dieser Sprache darstellt, ermöglicht die Konfiguration von Abbildungen zwi-
schen beliebigen Quell- und Ziel-Metamodellen sowie die Beschreibung von
n-Wege-Transformationen. Im Gegensatz zu existierenden Lösungen liegt ein
Fokus auf der expliziten Bereitstellung von Möglichkeiten zur Konfiguration
mehrdeutiger Abbildungen. Des Weiteren integriert das entwickelte Meta-
modell Möglichkeiten zur Erhöhung der Wiederverwendbarkeit (von Teilen)
definierter Abbildungen. So können u. a. relevante Strukturen der Quell- und
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Ziel-Metamodelle unabhängig von den eigentlichen Abbildungen gespeichert
werden, wodurch einmal definierte Strukturen leicht zur Erstellung weiterer
Abbildungen bzw. Abbildungsmodelle genutzt werden können.
——— [ ———
Anforderung 2 –Bedingte Abbildungen
Das gemäß Anforderung 1 zu entwickelnde Abbildungs-Metamodell soll die Er-
weiterung konfigurierter Abbildungen um explizite Bedingungen ermöglichen,
die die Anwendbarkeit von Abbildungsregeln näher spezifizieren. Ähnlich wie
die Abbildungen selbst (vgl. Abb. 3.7) sollen diese Bedingungen auf Metamo-
dell-Ebene formuliert werden, um für beliebige konkrete Modelle anwendbar
zu sein.
Motivation: Bei der Entwicklung von Benutzungsschnittstellen spielen Kon-
textbedingungen eine wichtige Rolle für die Auflösung von Mehrdeutigkeiten
(vgl. Abschn. 2.3). Durch deren explizite Formulierung wird verhindert, dass
für jeden neuen zu unterstützenden Kontext ein neues Abbildungsmodell
erstellt werden muss. Wie bereits in Abschn. 3.3 hergeleitet wurde, können
solche Kontextbedingungen mit den Mitteln der klassischen Anwendungs-
bedingungen realisiert werden, müssen sich aber auf beliebige Metamodelle
beziehen können.
Beitrag: Das in dieser Arbeit entwickelte Abbildungs-Metamodell integriert
Möglichkeiten zur expliziten, deklarativen Konfiguration von Bedingungen,
die sich auf beliebige Metamodelle beziehen und zur Einschränkung der
Anwendbarkeit von Abbildungen genutzt werden können. Im Gegensatz
zu existierenden Ansätzen können dabei komplexe, zusammengesetzte Be-
dingungen realisiert werden und Teilbedingungen beliebig wiederverwendet
werden.
——— [ ———
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Anforderung 3 –Generischer Transformations-Algorithmus
Um bedingte, mehrdeutige Abbildungsmodelle, die auf dem gemäß Anfor-
derung 1 und 2 entwickelten Metamodell basieren, ausführen zu können,
wird ein generischer Transformations-Algorithmus benötigt. Dieser soll die
benötigten Quellmodelle einlesen, die im Abbildungsmodell konfigurierten
Abbildungen ausführen und somit ein oder mehrere Zielmodelle erzeugen. Im
Laufe dieses Prozesses sollen die im Abbildungsmodell definierten Bedingun-
gen ausgewertet werden.
Motivation: Wie bereits in Abschn. 3.1 erläutert, ist ein Transformations-
Algorithmus bei der Nutzung deklarativer Abbildungsmodelle für die Um-
setzung der Aufgabe TA-2 einer Modelltransformation (Ausführung der
Abbildungen) zuständig. Durch das Bereitstellen eines generischen Algorith-
mus wird erreicht, dass sämtliche Abbildungsmodelle, die dem entworfenen
Abbildungs-Metamodell genügen, ausgeführt werden können.
Beitrag: Im Gegensatz zu existierenden Algorithmen ist der in dieser Arbeit
vorgestellte Transformations-Algorithmus auch in der Lage, Abbildungen aus-
zuführen, die lediglich einfache Zuordnungen zwischen Strukturen des Quell-
und Ziel-Metamodells definieren und sich folglich auf Aufgabe TA-1 einer
Modelltransformation konzentrieren. Dadurch wird eine Vereinfachung der
Konfiguration von Abbildungen durch die Vereinfachung bzw. Limitierung
der Abbildungen selbst angestrebt. Um die im Falle solcher Abbildungen
fehlenden zusätzlich notwendigen Informationen (vgl. Abschn. 3.2.2) zu
ermitteln, wertet der Algorithmus Eigenschaften des Ziel-Metamodells – z. B.
bezüglich möglicher Verbindungspfade zwischen Elementen – aus.
——— [ ———
Anforderung 4 –Strategien zur Auflösung von Mehrdeutigkeiten
Im Rahmen einer durchgeführten Transformation können an mehreren Stel-
len Mehrdeutigkeiten auftreten: Neben mehrdeutigen Abbildungen, für die kei-
ne (ausreichend restriktiven) Kontextbedingungen formuliert wurden, können
z. B. mehrere durch den Transformations-Algorithmus ermittelte mögliche
Verbindungspfade zwischen Elementen (vgl. Anforderung 3) die Grundlage
hierfür sein. Zur Auflösung dieser Mehrdeutigkeiten sollen durch den Trans-
formations-Algorithmus entsprechende Strategien bereitgestellt werden.
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Motivation: Durch die explizite Unterstützung von Mehrdeutigkeiten sowie
durch die Bereitstellung unterschiedlicher Strategien für deren Auflösung
wird erreicht, dass der Transformations-Algorithmus bei unvollständigen Ab-
bildungsmodellen die Transformation nicht einfach mit einer Fehlermeldung
beendet, sondern diese trotzdem so gut wie möglich ausführt. Dadurch kann
der Entwickler einer Transformation bei der schrittweisen Verbesserung bzw.
Vervollständigung der konfigurierten Abbildungen unterstützt werden.
Beitrag: Im Gegensatz zu existierenden Ansätzen integriert der im Rah-
men dieser Arbeit entwickelte Algorithmus unterschiedliche Strategien zur
Auflösung auftretender Mehrdeutigkeiten (z. B. die Befragung des Nutzers
oder die Durchführung statistischer Auswertungen). Diese sorgen dafür, dass
z. B. auch unvollständige Abbildungen sinnvoll ausgeführt werden können.
——— [ ———
Anforderung 5 –Semi-automatische Ableitung von Abbildungen
Es sind Konzepte zu entwickeln, die die semi-automatische Ableitung bzw.
Verbesserung von Abbildungen bzw. von Quell- und Zielstrukturen, die die
Grundlage von Abbildungen darstellen, unter Nutzung von HOTs ermögli-
chen.
Motivation: Ein Hauptvorteil bei der Nutzung formaler Abbildungsmodelle
ist die Möglichkeit zur Nutzung von HOTs für deren automatische Verarbei-
tung (vgl. Abschn. 3.2). Neben der manuellen Erstellung bzw. Veränderung
von Abbildungsmodellen z. B. mit Hilfe eines Editors können solche HOTs
das semi-automatische Erstellen von Abbildungen ermöglichen und somit die
Komplexität bei der Erstellung von Modelltransformationen weiter senken.
Beitrag: Die im Rahmen dieser Arbeit entwickelten Konzepte ermöglichen
die semi-automatische Generierung von Elementstrukturen basierend auf
existierenden Quell- oder Zielmodellen. Darüber hinaus werden Möglichkeiten
zur Verfeinerung existierender Abbildungen auf Grundlage durchgeführter
Transformationen realisiert.
——— [ ———
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Kapitel 5
Modellierungssprache zur
Formalisierung mehrdeutiger,
bedingter Abbildungen
Inhalt dieses Kapitels ist gemäß den Anforderungen 1 und 2 die schritt-
weise Herleitung einer Modellierungssprache zur Formalisierung von Abbil-
dungsmodellen, die durch einen generischen Transformations-Algorithmus
ausgeführt werden können. Kern dieser DSL ist ein formales Abbildungs-
Metamodell, welches die zur Konfiguration mehrdeutiger, bedingter Ab-
bildungen verwendbaren Sprachelemente sowie entsprechende Beziehungen
zwischen diesen Elementen definiert – es soll im Folgenden als PAMTraM 1-
Metamodell bezeichnet werden. Aufgrund der in Abschn. 2.1.1 genannten
Vorteile gegenüber anderen Modellierungstechnologien soll zur Realisierung
des Abbildungs-Metamodells EMF verwendet werden – die im Folgenden
entwickelten Konzepte können aber prinzipiell auch auf andere Modellie-
rungstechnologien übertragen werden.
Wie bereits in Abschn. 3.1.2 erläutert, setzt sich eine Abbildung prinzipiell
aus einer LHS, einer RHS sowie einer Zuordnung zwischen diesen zusammen.
Das PAMTraM-Metamodell muss daher zunächst einmal die Definition von
LHS und RHS erlauben. Hierfür müssen relevante Modell- bzw. Metamo-
dell-Strukturen beschrieben werden können (vgl. Abschn. 3.1.2). Dabei ist
gemäß Anforderung 1 darauf zu achten, dass diese Strukturen unabhän-
gig von den eigentlichen Abbildungen gespeichert werden können, sodass
sie für unterschiedliche Abbildungen bzw. sogar als Teil unterschiedlicher
Abbildungsmodelle wiederverwendet werden können. Neben Sprachmitteln
zur Strukturbeschreibung muss das Abbildungs-Metamodell Konzepte zur
Beschreibung von Zuordnungen zwischen definierten Strukturen integrieren.
Solche Zuordnungen können dabei zunächst einfache Verweise zwischen LHS
und RHS darstellen. Wie bereits in Abschn. 3.2.2 erläutert, müssen in Ab-
bildungen aber auch weitere Informationen integriert werden können, die
1Persistent Ambiguous Mapping and Transformation Model
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einen Transformations-Algorithmus bei deren Ausführung unterstützen (z. B.
bei der Verknüpfung erstellter Zielstrukturen zu einem zusammenhängenden
Modell). Zuletzt müssen Abbildungen gemäß Anforderung 2 um zusätzliche
(Kontext-)Bedingungen erweitert werden können.
Entsprechend dieser unterschiedlichen Aspekte ist das PAMTraM-Meta-
modell wie in Abb. 5.1a dargestellt in verschiedene Teilpakete bzw. -domänen
aufgeteilt (Partitioning [Völter, 2009]). Ein diesem Metamodell genügen-
des Modell – im Folgenden als PAMTraM-Modell bezeichnet – setzt sich als
Resultat aus unterschiedlichen Teilmodellen zusammen, die über wenige,
definierte Verwendungsbeziehungen verknüpft sind (s. Abb. 5.1b). Um eine
übersichtliche Modellierung (z. B. durch die logische Gruppierung von Abbil-
dungen) zu ermöglichen, können jeweils nicht nur ein sondern beliebig viele
Teilmodelle für Quell- und Zielstrukturen, Abbildungen und Bedingungen
definiert werden. Tab. 5.1 erläutert die Inhalte der verschiedenen Teilpakete
des Metamodells.
pamtram
structure condi�onmapping
(a) Teilpakete des Metamodells
PAMTraM-
Modell
Quell-
Struktur-
Modell
Mapping-
Modell
Ziel-
Struktur-
Modell
Condi�on-
Modell
<<deﬁniert>>
<<deﬁniert>>
<<deﬁniert>>
<<deﬁniert>>
<<nutzt>>
<<nutzt>>
<<nutzt>>
<<nutzt>>
(b) Verdeutlichung der resultierenden Verwen-
dungsbeziehungen zwischen Teilmodellen
Abbildung 5.1: Strukturierung des PAMTraM-Metamodells
Entsprechend der Aufteilung der Teilpakete diskutiert im Folgenden Ab-
schn. 5.1 zunächst die Beschreibungsmöglichkeiten für Modell- bzw. Meta-
modell-Strukturen, die als LHS und RHS von Abbildungen agieren. Dar-
auf aufbauend beschreibt Abschn. 5.2 die zur Realisierung mehrdeutiger
Abbildungen zwischen solchen Strukturen notwendigen Sprachmittel und
Abschn. 5.3 diskutiert Erweiterungsmöglichkeiten zur Realisierung beding-
ter Abbildungen. Abschließend stellt Abschn. 5.4 zusätzlich notwendige
Invarianten zum Ausdruck zusätzlicher – nicht allein aus dem Metamodell
ersichtlicher –Einschränkungen vor, die ein valides Modell erfüllen muss (vgl.
Abschn. 2.2). Das komplette resultierende Metamodell als Ergebnis dieses
Abschnitts zeigt Anhang C.
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Tabelle 5.1: Erläuterung der Teilpakete des PAMTraM-Metamodells
Paket Fokus bzw. Enthaltene Elemente
pamtram Strukturierende Elemente zur Aufteilung der Teilmodelle.
structure Sprachmittel zur Beschreibung von Elementstrukturen. Weiterhin
untergliedert in Pakete mit generischen Elementen sowie konkreten
Elementen, die Spezifika von Quell- bzw. Zielstrukturen berück-
sichtigen.
mapping Elemente zur Definition grundlegender und erweiterter Abbildun-
gen. Verweist auf Elemente des structure- sowie des condition-
Pakets.
condition Sprachmittel zur Definition komplexer Bedingungen. Verweist auf
Elemente des structure-Pakets, um spezifische Bedingungstypen
basierend auf Strukturen zu definieren.
5.1 Teilpaket structure – Strukturbeschreibung für Left- und
Right-hand Sides
5.1.1 Vorbetrachtungen
Inhalt dieses Abschnittes ist die Ableitung notwendiger Sprachelemente für
die Beschreibung von Left- und Right-hand Sides, die als Quelle (LHS) bzw.
Ziel (RHS) von Abbildungen dienen. LHS und RHS stellen dabei nach Gomes,
Barroca und Amaral (2014) “symbolische Repräsentationen syntaktischer
Strukturen der Quell- [oder Ziel-]Sprache”2 dar – oftmals auch als Pattern
bezeichnet. Solche Patterns spiegeln die durch ein bestimmtes Metamodell
vorgegebenen Zusammenhänge wider und konkretisieren sie (z. B. durch
das Einschränken von Attributwerten oder Kardinalitäten). Im Rahmen
dieser Arbeit werden Patterns also basierend auf den Elementen eines UI-
oder auch Kontext-Metamodells gebildet. Bezogen auf das Metamodell aus
Abb. 3.2b könnte ein solches Pattern etwa wie in Abb. 5.2 veranschaulicht
einen “Übergang zu einem Fehlerbetrieb” beschreiben: Dieses setzt sich aus
einem Element vom Typ NavigationFlow sowie zwei (über die source- und
target-Referenz referenzierten) Panels zusammen, wobei der name des ersten
Panels einen beliebigen (variablen) Wert besitzen darf3, während der name
des zweiten Panels fest vorgegeben ist (“Fehlerbetrieb”).
2Übersetzt aus dem Englischen
3Es soll der Übergang von einem beliebigen Panel in den Fehlerbetrieb beschrieben
werden.
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Abbildung 5.2: Veranschaulichung eines exemplarischen Patterns “Übergang zu
einem Fehlerbetrieb”
Aus diesem Beispiel lässt sich leicht ableiten, dass ein Pattern prinzipiell
jede erdenkbare Modellstruktur beschreiben können muss, die sich basierend
auf dem entsprechenden UI-Metamodell bilden lässt. Der Aufbau dieser
Modellstrukturen ist dabei natürlich abhängig von der Modellierungstech-
nologie bzw. dem Metametamodell, mit der/m das jeweilige Metamodell
formuliert wurde. Da wie in Abschn. 2.1.1 beschrieben EMF die Überführung
von Metamodellen aus anderen Technologien in EMF-basierte Metamodelle
ermöglicht, soll im Rahmen dieser Arbeit EMF nicht nur zur Realisierung
des PAMTraM-Metamodells genutzt sondern ohne Beschränkung der All-
gemeinheit auch als einzige Modellierungstechnologie für UI-Metamodelle
betrachtet werden. Konkreter lässt sich daher für diese Arbeit sagen, dass
ein Pattern beliebige Modellstrukturen beschreiben können muss, die sich
unter Zuhilfenahme der durch EMF bereitgestellten Grundelemente von
Metamodellen –Klassen (EClass), Referenzen (EReference) und Attribute
(EAttribute), vgl. Abb. 2.2 – realisieren lassen. Dies kann z. B. ein einzelnes
Element einer bestimmten Klasse, ein Element mit einem bestimmten Wert
eines bestimmten Attributs, zwei Elemente, die über eine Referenz verbunden
sind oder eine beliebig komplexe Verknüpfung dieser Strukturen sein.
Zur Umsetzung dieser Anforderung existieren aktuell hauptsächlich drei
Klassen von Ansätzen: Einerseits gibt es Lösungen, die lediglich beschreiben,
welche Elemente für ein Pattern relevant sind, indem die entsprechenden UI-
Metamodell-Elemente ausgezeichnet werden. Andere Lösungen beschreiben
auch, wie die Elemente zusammenhängen müssen, indem konkrete Modellaus-
schnitte – formuliert basierend auf dem entsprechenden UI-Metamodell – als
Patterns genutzt werden. Weiterhin existieren Lösungen, die neben der
Zusammensetzung der Elemente eines Patterns auch beschreiben, welche
Variabilitäten hierbei bestehen können, und dazu komplexe Programmier-
sprachen wie z. B. die Object Constraint Language (OCL) [OMG, 2014b]
nutzen.
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Der erste Ansatz – die einfache Auszeichnung der für ein Pattern relevanten
Metamodell-Elemente (für obiges Beispiel etwa der Klassen NavigationFlow
und Panel sowie des name-Attributs und der source- und target-Referenzen,
vgl. Abb. 3.2b) –wie er bspw. von Lopes u. a. (2006) und Wimmer u. a. (2010)
verwendet wird, reicht zur Realisierung von Patterns nicht aus, da er alleine
keine ausreichende Beschreibung relevanter Modellstrukturen ermöglicht.
Dies wird durch Abb. 5.3 verdeutlicht, welche drei Beispiel-Modellstrukturen
darstellt: Diese sind allein durch Auszeichnung von Metamodell-Elementen
nicht unterscheidbar, da sich die Strukturen zwar in der konkreten Modell-
struktur (welches konkrete Panel als source bzw. target referenziert wird)
unterscheiden, aber alle drei auf denselben Metamodell-Elementen basieren.
: Naviga�onFlow
source target
name : „Normal-
betrieb"
: Panel
name : „Fehler-
betrieb"
: Panel
(a)
: Naviga�onFlow
source target
name : „Fehler-
betrieb"
: Panel
name : „Normal-
betrieb"
: Panel
(b)
: Naviga�onFlow
source target
name : „Fehler-
betrieb"
: Panel
(c)
Abbildung 5.3: Auswahl unterschiedlicher Modellstrukturen, die auf gleichen Meta-
modell-Elementen basieren
Der zweite Ansatz – die Nutzung konkreter UI-Modell-Ausschnitte als LHS
bzw. RHS –wird bspw. von Biermann, K. Ehrig u. a. (2006) und Marschall
und Braun (2003) genutzt. Er besitzt allerdings den Nachteil, dass er keine
ausreichenden Beschreibungsmöglichkeiten für Variabilitäten in Patterns
bietet: So lässt sich bspw. durch Nutzung eines einfachen Modellausschnitts
als Pattern nicht ausdrücken, dass der Wert eines Attributs oder die Kar-
dinalität einer bestimmten Referenz beliebig sein darf oder sich in einem
bestimmten Bereich bewegen muss. Wiederum bezogen auf obiges Beispiel
muss z. B. ein Pattern definiert werden können, das beschreibt, dass der Wert
des name-Attributs des source-Panels beliebig sein oder z. B. nur die Werte
Normalbetrieb und Fehlerbetrieb annehmen darf. Solche Variabilitäten sind
für die sinnvolle Definition von Patterns zwingend notwendig, damit nicht
für jeden abzudeckenden Modellausschnitt ein eigenes Pattern und damit
eine eigene Abbildung definiert werden muss, sondern eine ganze Schar von
Modellausschnitten beschrieben bzw. abgedeckt werden kann.
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Die Definition von Variabilitäten wird durch die dritte Klasse von Ansätzen
ermöglicht, welche zur Formulierung von Patterns komplexe Programmier-
sprachen einsetzt. Beispiele hierfür sind ATL [Eclipse, 2016a] oder das von
Gerber u. a. (2002) vorgestellte Metamodell. Während solche Ansätze zwar
umfangreiche Möglichkeiten zur Formulierung relevanter Strukturen sowie
von Variabilitäten bieten, erfordern sie vom Nutzer das Erlernen einer zu-
sätzlichen, komplexen Sprache. Während bspw. die im Rahmen von ATL
genutzte OCL in der Domäne der MDSD bekannt ist und oft genutzt wird,
ist sie in der Domäne der industriellen Automatisierungstechnik unüblich.
Aus diesem Grund ist es für den Anwendungsfall dieser Arbeit sinnvoll,
stattdessen eigene, speziell auf das Problem der Struktur- und Variabilitäts-
Beschreibung abgestimmte Sprachmittel einzuführen, die sich durch eine
geringere Komplexität auszeichnen und die Lösung obiger Anforderungen
durch Modellierung anstatt Programmierung ermöglichen.
Bei der Entwicklung solcher Sprachmittel ist darüber hinaus zu beach-
ten, dass zur Beschreibung der für eine Modelltransformation relevanten
LHS bzw. RHS oftmals mehrere ähnliche Patterns benötigt werden: So
könnte etwa bzgl. des obigen Beispiels als zweites Pattern z. B. die Be-
schreibung eines Navigationsflusses zu einem beliebigen anderen – keinen
Fehlerbetrieb symbolisierenden –Panel notwendig sein. Aus diesem Grund
sollten die entwickelten Sprachmittel die Wiederverwendung mehrfach be-
nötigter Teil-Patterns ermöglichen, um den Entwicklungsaufwand gerade
in Bezug auf komplexe Metamodelle reduzieren zu können. Diesbezüglich
lassen sich prinzipiell die beiden unterschiedlichen Anwendungsfälle der
Spezialisierung und der Referenzierung unterscheiden: Einerseits muss ein
Pattern ein anderes (Teil-)Pattern spezialisieren (erweitern bzw. einschrän-
ken) können, indem es die dem Pattern zugrunde liegende Strukturbe-
schreibung konkretisiert. Ein Beispiel hierfür könnte die Erweiterung obigen
Beispiel-Patterns um ein zusätzliches Signal sein, welches durch den Na-
vigationFlow über die trigger-Referenz referenziert wird. Hierbei handelt
es sich um eine klassische Vererbung, wie sie aus der objektorientierten
Programmierung bekannt ist und in Ansätzen z. B. bereits von de Lara,
Bardohl u. a. (2007)4 für die Konkretisierung von Patterns genutzt wird.
Andererseits kann es auch notwendig sein, ein anderes Pattern lediglich
zu referenzieren bzw. einzubinden. Ein Beispiel hierfür könnte ein Pattern
zur Beschreibung eines VisualizationModels sein, welches obiges Beispiel-
Pattern zur Beschreibung der in diesem VisualizationModel enthaltenen
Panels und NavigationFlows einbindet. Einen Spezialfall einer solchen Re-
4Integration von Vererbungsmechanismen in Graph-Transformationen
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ferenzierung stellt die bereits durch Gerber u. a. (2002) geforderte Mög-
lichkeit zur Definition einer zusätzlichen Randbedingung an die Contain-
ment-Struktur eines Patterns dar (Pattern x muss in Pattern y enthalten
sein!)5.
5.1.2 Generische Strukturbeschreibung
Wie in Abschn. 5.1.1 erläutert, müssen Patterns beliebige Modellstrukturen,
die auf den Grundelementen von (UI-)Metamodellen (Klasse, Referenz und
Attribut) basieren, beschreiben können. Abb. 5.4 stellt den entsprechen-
den Teil des PAMTraM-Metamodells zur Umsetzung dieser Anforderungen
dar. Durch die Verweise auf Elemente des Ecore-Metametamodells (EClass,
EAttribute und EReference) kann dabei jeweils für jedes Element einer
Modellstruktur definiert werden, welches Element des zugehörigen UI-Meta-
modells (z. B. die spezielle EClass NavigationFlow aus dem Metamodell aus
Abb. 3.2b) dieses Element repräsentieren soll.
Class <<from ecore>>EClass
eClass
1
Reference
eReference
1
<<from ecore>>
EReference
A�ribute0..*
a�ributes
references0..*
container1
Composite
Reference
Cross
Reference
value
0..*
Sec�on
extend
0..*
eA�ribute
1
<<from ecore>>
EA�ribute
structure-
Metamodell
Ecore-
Metametamodell
value
0..*
Abbildung 5.4: Metamodell zur generischen Beschreibung von Elementstrukturen
mit Verweisen auf Elemente des Ecore-Metametamodells
Wie bereits in Abschn. 2.1.1 beschrieben, lassen sich Modelle als Baum-
struktur mit Querverweisen darstellen. Dies gilt folglich auch für Patterns,
welche Ausschnitte aus solchen Modellen beschreiben. Aus diesem Grund
definiert das in Abb. 5.4 dargestellte Metamodell als Konkretisierung des Ele-
ments Reference die beiden Typen CompositeReference – zur Beschreibung
5Es handelt sich hierbei um einen Spezialfall, da diese Referenzierung sich nicht auf
eine durch das jeweilige (UI-)Metamodell definierte Referenz, sondern auf die sich
implizit ergebende container-Beziehung zwischen Elementen bezieht.
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von Baumstrukturen – und CrossReference – zur Beschreibung von Quer-
verweisen. Im Gegensatz zu kompletten, eigenständigen Modellen können
diese Querverweise bei Modellausschnitten nicht nur innerhalb eines solchen
bestehen, sondern auch auf Elemente verweisen, die Teil anderer Modellaus-
schnitte sind. Das Element CrossReference ermöglicht dadurch auch wie
in Abschn. 5.1.1 gefordert die Wiederverwendung bzw. Einbindung exis-
tierender Strukturen. Abb. 5.5a zeigt dies anhand der Aufspaltung einer
komplexen Struktur in mehrere Teilstrukturen. Die sich aus einer solchen
Aufspaltung ergebende Möglichkeit zur Wiederverwendung von Teilstruk-
turen ist dabei oftmals auch in Bezug auf die eigentliche Baumstruktur
eines Patterns sinnvoll. Daher kann eine CrossReference nicht nur Non-
Containment-Referenzen eines Metamodells repräsentieren, wie im Beispiel
aus Abb. 5.5a anhand der source-, target- und trigger-Referenzen gezeigt,
sondern auch Containment-Referenzen.
Naviga�onFlow : 
Sec�on
references
Panel :
Sec�on
source : 
CrossReference
target : 
CrossReference
references
value value
references trigger : 
CrossReference
Signal :
Classvalue
rhs1 rhs2
rhs3
(a) Wiederverwendung von Patterns (rhs1
nutzt rhs2 und rhs3) mit Hilfe des
CrossReference-Typs
Naviga�onFlow : 
Sec�on
a�ributes
name : 
A�ribute
rhs1
Naviga�onFlow :
Sec�on
extend
references
trigger : 
Composite
Reference
Signal1 : 
Classvalue
rhs2
(b) Realisierung von Vererbungsbeziehun-
gen (rhs2 erweitert rhs1) mit Hilfe der
extend-Referenz
Panel :
Sec�on
Visualiza�on
Model : 
Sec�on container
rhs1 rhs2
(c) Formulierung von Anforderungen an die Containment-Struktur (rhs2
muss in rhs3 enthalten sein) mit Hilfe der container-Referenz
Abbildung 5.5: Repräsentative Aspekte der Definition von Patterns am Beispiel
des Metamodells aus Abb. 3.2b6
6Hinweis: Die Verweise auf Elemente des Metamodells sind aus Platzgründen nicht
dargestellt. Sie lassen sich jedoch leicht aus den Elementnamen ableiten: So verweist
bspw. die Section NavigationFlow auf das gleichnamige Metamodell-Element.
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Das Element Section (s. Abb. 5.4) als Spezialisierung des Elements Class
dient der Kennzeichnung des Wurzelelements eines durch ein Pattern be-
schriebenen Modellausschnittes. Es ermöglicht darüber hinaus wie in Ab-
schn. 5.1.1 gefordert das Herstellen einer Vererbungsbeziehung zwischen zwei
Patterns (mit Hilfe der extend-Referenz) und dadurch die Konkretisierung
eines Basis-Patterns. Abb. 5.5b demonstriert dies anhand der Wiederver-
wendung der Definition des name-Attributs in zwei verschiedenen RHS
zur Beschreibung eines Navigationsflusses ohne (rhs1 –Basis-Pattern) und
mit (rhs2 – erweiterndes Pattern) über die trigger-Referenz angebundenem
Signal. Zur Definition zusätzlicher Randbedingungen an die Containment-
Struktur eines Patterns –wie in Abschn. 5.1.1 gefordert – dient die container-
Referenz, die für jede Section definiert werden kann (vgl. Abb. 5.4). Sie
ermöglicht die separate und somit wiederverwendbare Beschreibung einer
geforderten Eltern-Struktur in einem eigenen Pattern. Abb. 5.5c verdeut-
licht dies anhand der Formulierung eines Patterns zur Beschreibung eines
Panels, welches in einem VisualizationModel – beschrieben durch ein anderes
Pattern – enthalten sein muss.
Neben der Beschreibung der einer LHS bzw. RHS zugrunde liegenden
Modellstruktur ist wie in Abschn. 5.1.1 erläutert die Beschreibung von
Variabilitäten eine Hauptanforderung bei der Realisierung von Patterns.
Diese Variabilitäten können dabei sowohl Attribute als auch Referenzen
betreffen.
Bezogen auf Attribute stellen Variabilitäten im Grunde Spezifikationen
erlaubter oder verbotener Werte bzw. Wertebereiche dar. Je nach verwende-
tem Metamodell ist die Definition solcher Einschränkungen (Constraints)
besonders wichtig. Sie werden u. a. benötigt, um Semantik in Patterns bzw.
darauf aufbauenden Abbildungsregeln berücksichtigen zu können, die nicht
explizit durch das Metamodell vorgegeben ist (z. B. durch spezifische Ele-
menttypen), sondern lediglich implizit auf Modellebene spezifiziert werden
kann. Allein anhand des Metamodells gemäß Abb. 3.2a ist es bspw. nicht
möglich, verschiedene Arten von Zuständen (z. B. Fehlerzustände, Alarm-
zustände, normale Zustände) zu identifizieren und unterschiedlich in einer
Abbildung zu behandeln. Dies kann folglich nur auf Basis spezifischer At-
tributwerte bzw. -wertebereiche (z. B. des id-Attributs des Elements State)
realisiert werden. Solche Konventionen können dabei entweder global (bspw.
vorgegeben durch die Sprachdokumentation) oder auch lokal (bspw. auf
Firmen- oder Projektebene) bestehen.
Bezüglich der erforderlichen Sprachmittel zur Formulierung solcher Con-
straints müssen folglich zunächst sowohl erlaubte (required) als auch verbo-
tene (forbidden) Werte vorgegeben werden können. Diese Vorgaben müssen
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dabei neben einem oder mehreren einzelnen, konkreten Werten auch kom-
plette Wertebereiche umfassen können. Bei numerischen Attributwerten
bietet es sich dabei an, einen solchen Wertebereich anhand der klassischen
numerischen Vergleichsoperatoren größer (gleich) und kleiner (gleich) zu
formulieren. Bei String-basierten Werten hingegen müssen prinzipiell belie-
big komplexe Mustervergleiche ausgedrückt werden können (z. B. “enthält
an einer bestimmten Position ein Zeichen aus einem bestimmten Zeichen-
vorrat”). Hierzu bietet sich die Nutzung sog. regulärer Ausdrücke (RegEx)
[Mitkov, 2005] an. Aufgrund deren Komplexität ist es jedoch sinnvoll, dem
Nutzer für Standard-Bereichsvorgaben bei der Arbeit mit Strings wie z. B.
“beginnt/endet/enthält eine bestimmte Zeichenkette” vordefinierte Bereichs-
typen anzubieten, die ohne tiefgreifende Kenntnisse über reguläre Ausdrücke
verwendet werden können.
Zur Realisierung dieser benötigten Sprachmittel wurde das in Abb. 5.4
dargestellte structure-Metamodell so erweitert, dass für Attribute beliebig
viele sog. ValueConstraints definiert werden können (vgl. Abb. 5.6). Dabei
können EqualityConstraints und ChoiceConstraints (als Konkretisierungen
der abstrakten Klasse ValueConstraint) zur Vorgabe eines einzelnen bzw.
einer Auswahl mehrerer Werte genutzt werden, wohingegen NumericCon-
straints und StringConstraints die Definition komplexer Wertebereiche wie
oben beschrieben ermöglichen. Eine exemplarische Strukturbeschreibung
basierend auf dieser erweiterten Metamodell-Struktur ist in Abb. 5.7 dar-
gestellt. Diese kann genutzt werden, um sämtliche Zustände zu filtern, die
eine Transition zu einem Fehlerbetrieb-Zustand besitzen (gekennzeichnet
durch einen entsprechenden Beginn des Wertes des target-Attributes).
type : ValueConstraintType [1]
ValueConstraint
REQUIRED
FORBIDDEN
<<enumera�on>>
ValueConstraint
TypeA�ribute
value
Constraints
0..*
value: String [1]
Equality
Constraint Choice
Constraint
choices 2..*
value: String [1]
operatorType :
NCOperatorType[1]
Numeric
Constraint
value: String [1]
operatorType :
SCOperatorType[1]
caseSensi�ve:
Boolean[1]
String
Constraint
EQUAL
GREATER
GREATER_OR_EQUAL
LESS
LESS_OR_EQUAL
<<enumera�on>>
NCOperatorType
MATCH_EQUAL
MATCH_BEGINNING
MATCH_ENDING
MATCH_SUBSTRING
MATCH_REGEX
<<enumera�on>>
SCOperatorType
Abbildung 5.6: Möglichkeit zur Definition von Variabilitäten für Attribute mit Hilfe
von ValueConstraints
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State: 
Sec�on
references
transi�on: 
Composite
Reference
Transi�on: 
Class
value
lhs1
target: 
A�ribute
type : REQUIRED
value : „Fehlerbetrieb“
operatorType:
MATCH_BEGINNING
caseSensi�ve : true
: StringConstraint
a�ributes
value
Constraints
Abbildung 5.7: Exemplarische Quellstruktur mit einem ValueConstraint basierend
auf dem Metamodell aus Abb. 3.2a
Bezogen auf Referenzen stellen Variabilitäten Einschränkungen bzw. An-
forderungen an die Art sowie die Anzahl der Zielelemente der Referenz dar:
Für das Pattern aus Abb. 5.7 könnte es bspw. einerseits notwendig sein, für
die modellierte Referenz transition unterschiedliche konkrete Ausprägungen
für das Zielelement Transition beschreiben zu können (z. B. eine alternative
Transition, welche gerade nicht zu einem Fehlerbetrieb führt). Andererseits
muss aber auch ausgedrückt werden können, dass ein solches Zielelement
vom Typ Transition z. B. genau n mal, beliebig oft oder mindestens einmal
auftreten darf. Zusammengefasst müssen die notwendigen Sprachelemente
folglich für Referenzen die Beschreibung mehrerer Zielelemente ermöglichen,
wobei für jedes der beschriebenen Zielelemente eine bestimmte Kardinalität
bzw. ein Kardinalitätsbereich festgelegt werden können muss.
Die erste Anforderung – die Beschreibung mehrerer Zielelemente für eine
Referenz –wird dabei bereits durch das in Abb. 5.4 dargestellte Metamodell
umgesetzt, da anhand der value-Referenz für Elemente des Typs Referenz
eine beliebige Anzahl von Zielelementen vom Typ Class beschrieben wer-
den kann. Zur Definition einer variablen Anzahl von Zielelementen einer
Referenz wurde das Metamodell wie in Abb. 5.8 dargestellt erweitert, so-
dass für jedes Element vom Typ Class ein bestimmter Kardinalitätsbereich
vorgegeben werden kann. Hierbei sind typische Bereiche wie z. B. beliebig oft –
ZERO_INFINITY– oder mindestens einmal –ONE_INFINITY–möglich.
Abb. 5.9 stellt dies anhand einer Erweiterung des Patterns aus Abb. 5.7
dar, welches genau eine (Kardinalität ONE) Transition zu einem Fehlerbe-
trieb fordert und beliebig viele (Kardinalität ZERO_INFINITY ) weitere
Transitionen erlaubt.
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cardianlity : 
CardinalityType [1]
Class
ZERO_ONE
ONE
ZERO_INFINITY
ONE_INFINITY
<<enumera�on>>
CardinalityType
Abbildung 5.8: Möglichkeit zur Definition von Variabilitäten für Referenzen (bzw.
Klassen als Ziel von Referenzen) durch Vorgabe einer cardinality
State: 
Sec�on
references
transi�on: 
Composite
Reference
Cardinality: ONE
Transi�on: 
Classvalue
lhs1
target: 
A�ribute
type : REQUIRED
value : „Fehlerbetrieb“
operatorType :
MATCH_BEGINNING
caseSensi�ve : true
: StringConstraint
a�ributes
value
Constraints
Cardinality: 
ZERO_INFINITY
Transi�on: 
Class
value
Abbildung 5.9: Erweiterung des Patterns aus Abb. 5.7 um Variabilitäten bzgl. der
transition-Referenz
5.1.3 Spezifische Aspekte der Beschreibung von Left- und Right-hand
Sides
Das in Abschn. 5.1.2 abgeleitete Metamodell zur Beschreibung von Patterns
kann prinzipiell zur Definition sowohl von Left- als auch von Right-hand
Sides verwendet werden. Allerdings spielen LHS und RHS bei der Definition
von Abbildungen und folglich auch im Rahmen der Durchführung einer
Transformation unterschiedliche Rollen (vgl. Abschn. 3.1.2): LHS werden
verwendet, um im Matching-Schritt der Ausführung einer Abbildung An-
wendungspunkte – d. h. zugehörige Quellmodell-Ausschnitte – für diese zu
finden und Parameter zu extrahieren. Demgegenüber werden RHS verwendet,
um im Expanding-Schritt der Ausführung einer Abbildung die Elemente
des Zielmodells zu instanziieren und zu parametrieren. Diese unterschiedli-
chen Verwendungen rechtfertigen eine separate Realisierung der generischen
Grundstruktur aus Abb. 5.4 jeweils für LHS und RHS. Abb. 5.10 zeigt dies
am Beispiel der konkreten Umsetzung für RHS– eine analoge Umsetzung
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für LHS ist im Anhang in Abb. C.11 zu finden7. Diese separate Realisierung
ermöglicht die Umsetzung spezifischer Anforderungen, die speziell für die
Definition von RHS bestehen und im Folgenden diskutiert werden sollen.
TargetSec�on
Class
TargetSec�on
Reference
TargetSec�on
A�ribute
0..*
a�ributes
references0..*
TargetSec�on
CompositeReference
TargetSec�on
CrossReference
value
0..*
TargetSec�on
value
0..*
Abbildung 5.10: Konkrete Realisierung der generischen Metamodell-Struktur aus
Abb. 5.4 für RHS (Ausschnitt)
Während LHS wie oben beschrieben dem Finden von Anwendungspunk-
ten für eine Abbildung dienen, werden RHS basierend auf einem solchen
gefundenen Anwendungspunkt instanziiert. Die Werte von Attributen einer
RHS müssen dafür entweder von vorneherein (bereits bei der Modellierung
der RHS) bekannt sein oder anhand von aus der LHS ermittelten Parame-
tern bestimmt werden. Aus diesem Grund müssen für RHS i.Allg. keine
komplexen Anforderungen an bzw. Einschränkungen von Attributwerten
formuliert werden – stattdessen reicht es aus, feste Werte vorgeben zu können.
Aus diesem Grund definiert die konkrete Erweiterung zur Beschreibung von
RHS ein einfaches Attribut value zur Wertvorgabe für modellierte Attribu-
te. Je nach Aufbau der an einer Transformation beteiligten Metamodelle
muss bei der Ausführung von Abbildungen u.U. verhindert werden, dass
identische Elemente mehrfach angelegt werden. Ein Beispiel hierfür ist laut
Stahl u. a. (2012) die Transformation eines Zustandsautomaten, bei dem
mehrere Zustandsübergänge auf den gleichen Zielzustand zeigen. In die-
sem Fall darf – auch wenn beide Zustandsübergänge einzeln (also z. B. im
Rahmen unterschiedlicher Abbildungen oder zumindest unterschiedlicher
Instanzen der gleichen Abbildung) transformiert werden – der Zielzustand
7Zur Realisierung wurde das Konzept der Generics verwendet, welches in EMF seit
Version 2.3 verfügbar ist [Eclipsepedia, 2007]. Es ermöglicht – analog zur Verwendung
generischer Klassen in Programmiersprachen wie Java [Oracle, 2015] – die einmalige
Definition der generischen Grundstruktur der Strukturbeschreibung an zentraler
Stelle wie in Abb. 5.4 vorgestellt, gleichzeitig aber deren Anpassung bzw. Erweiterung
für unterschiedliche konkrete Anwendungsfälle.
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nicht mehrfach erzeugt werden. Ob dabei ein potentiell zu erzeugendes
Element und ein bereits existierendes Element identisch sind (für obiges Bei-
spiel: auf dem gleichen Zustand basieren), lässt sich dabei lediglich anhand
entsprechender Attributwerte ermitteln (für das Beispiel etwa anhand des
Namens der Zustände). Aus diesem Grund kann für Attribute einer RHS
ähnlich dem von Guerra, de Lara und Orejas (2010) vorgeschlagen Konzept
der Definition von Keys mit Hilfe des unique-Attributs festgelegt werden,
dass ein bestimmter Attributwert nur einmal vergeben werden darf. Hier-
durch kann die mehrfache Instanziierung äquivalenter Elemente unterbunden
werden.
Im Rahmen der Durchführung einer Transformation werden die unter-
schiedlichen RHS (mehrfach) instanziiert und die so erzeugten Modellaus-
schnitte zu einem oder mehreren Zielmodellen verknüpft. Besondere Anforde-
rungen diesbezüglich ergeben sich, wenn durch eine Transformation mehrere
Zielmodelle erstellt werden sollen, die dem gleichen Metamodell genügen:
In solch einem Fall muss festgelegt werden können, wie viele Modelle mit
welchen Namen erstellt und welche erzeugten Elemente in welchem Modell
gespeichert werden sollen. Existierende Lösungen erlauben diesbezüglich ent-
weder lediglich die Erzeugung eines einzigen Zielmodells (z. B. QVT [OMG,
2015a]) oder eine statische Konfiguration der Zielmodelle (z. B. ATL [Eclipse,
2016a]). Statisch bedeutet hierbei, dass sowohl die Anzahl und Benennung
der zu erstellenden Modelle als auch die Zuordnung von RHS zu diesen
Modellen vor der Ausführung einer Transformation festgelegt werden muss.
Bestimmte Szenarien können jedoch auch eine dynamische Konfiguration
erfordern, bei der oben genannte Parameter zur Laufzeit der Transformation
basierend auf aus dem Quellmodell ermittelten Informationen abgeleitet
werden. Dies ist z. B. der Fall, wenn jede erzeugte Instanz eines Elementtyps
in einem eigenen Modell persistiert werden muss (bspw. eine Datei pro
generiertem Panel). Folglich muss es möglich sein, für jede (erzeugte Instanz
einer) RHS den Namen des zugehörigen Zielmodells vorzugeben. Betrachtet
man diese Anforderung genauer, so ist sie äquivalent zu der oben erläuterten
Anforderung der Ableitung von Attributwerten einer RHS zur Laufzeit. Der
einzige Unterschied besteht darin, dass der entsprechende Wert nicht für
ein konkretes Attribut eines (UI-)Metamodells ermittelt wird, sondern für
eines, das lediglich virtuell existiert – den Dateinamen eines zukünftigen
Zielmodells.
Um diese beiden Anwendungsfälle im Folgenden (z. B. im Rahmen der
Ausführung von Abbildungen durch den generischen Transformations-Algo-
rithmus) gemeinsam behandeln zu können, bietet es sich an, das structure-
Metamodell aus Abb. 5.10 so zu erweitern, dass zusätzlich zu normalen Attri-
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buten (ActualTargetSectionAttribute) auch sog. virtuelle Attribute (Virtual-
TargetSectionAttribute) definiert werden können, die nicht auf ein Attribut
eines (UI-)Metamodells verweisen. Zur Umsetzung des obigen Anwendungs-
falles soll darüber hinaus das FileAttribute als konkrete Spezialisierung eines
solchen virtuellen Attributs mit spezifischer semantischer Bedeutung – der
Vorgabe eines Zielmodells für ein Element – eingeführt werden. Abb. 5.11
fasst die Erläuterungen dieses Abschnitts anhand der konkreten Erweiterun-
gen bzw. Anpassungen des Elements TargetSectionAttribute gegenüber dem
generischen Element Attribute (vgl. Abb. 5.4) zusammen.
value : String [1]
unique : bool [1]
TargetSec�on
A�ribute
File
A�ribute
ActualTarget
Sec�onA�ribute
VirtualTarget
Sec�onA�ribute
eA�ribute
1
<<from ecore>>
EA�ribute
Abbildung 5.11: Konkrete Erweiterungen des Elements TargetSectionAttribute
5.1.4 Allgemeine Betrachtungen zur Verwendung von
Strukturbeschreibungen
Bevor in den folgenden Abschnitten auf die Realisierung der Teilpakete map-
ping und condition eingegangen wird, sollen an dieser Stelle zunächst einige
grundlegende Betrachtungen zu Aspekten der Verwendung von Strukturbe-
schreibungen diskutiert werden, die im Rahmen dieser Pakete an mehreren
Stellen genutzt werden können.
Quellelemente für Werteverarbeitungen Die Einschränkung, die Verarbei-
tung oder der Vergleich von Werten stellen wiederkehrende Aufgaben im
Rahmen der Definition von Abbildungen bzw. Strukturbeschreibungen dar:
So können sich bspw. Bedingungen auf bestimmte Attribute einer Struk-
turbeschreibung beziehen (“Abbildung x darf nur ausgeführt werden, wenn
das Attribut y aus der LHS einen bestimmten Wert besitzt”) oder ein be-
stimmter Wert als Parameter für ein Attribut einer RHS verwendet werden
(im Beispiel aus Abschn. 3.1.1 wird z. B. der Wert des id-Attributs eines
Zustands in der LHS für den Wert des name-Attributs eines Panels in der
RHS genutzt).
Solche Werte können entweder statischer oder dynamischer Natur sein:
Statische Werte sind dabei bereits zur Entwurfszeit einer Transformation
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bekannt (Festwerte), während sich dynamische Werte erst zur Laufzeit ei-
ner Transformation ergeben und auf Attributwerten von Modellelementen
basieren: Betrachtet man das in Abschn. 3.1.1 vorgestellte Beispiel der Benen-
nung erzeugter Navigationsflüsse nach dem Schema [Quelle]_to_[Ziel], so
stellt das Fragment _to_ einen Festwert dar, während die beiden Fragmente
[Quelle] und [Ziel] auf den Werten von Attributen aus dem Quellmodell
basieren. Für die Nutzung solch dynamischer Werte muss jeweils ein entspre-
chendes Attribut (als Teil einer Strukturbeschreibung) ausgezeichnet werden,
welches als Quelle zur Bestimmung des Werts während der Durchführung
einer Transformation dient. Abb. 5.12 verdeutlicht dies am Beispiel der
Nutzung des id-Attributs eines State (z. B. für das Fragment [Quelle] aus
obigem Beispiel). Zu beachten ist, dass das ausgezeichnete Attribut nicht
zwingend Teil der eigentlichen LHS der zugehörigen Abbildung sein muss.
Dies gilt vor allem bei Kontextbedingungen, wo Quellelemente i. Allg. Teil
eines anderen Patterns sind, welches auf einem Kontext-Metamodell basiert.
State: Sec�on a�ributes
id : 
A�ribute
lhs1
Quellelement
„State.id“
Abbildung 5.12: Explizite Auszeichnung von Quellelementen für dynamische Werte
Werden für ein Pattern während einer Transformation in einem Quell-
modell mehrere Anwendungspunkte gefunden, resultiert dies gleichzeitig in
mehreren ermittelten Werten für das definierte dynamische Quellelement.
Um in solchen Fällen dem Transformations-Algorithmus die eindeutige Aus-
wahl des in einer bestimmten Situation korrekten Wertes zu ermöglichen,
werden zusätzliche Beschreibungsmittel benötigt. Diese Problematik wird
detailliert in Abschn. B.1.1 diskutiert.
Entsprechend den Ergebnissen dieses Abschnittes sowie von Abschn. B.1.1
definiert das PAMTraM-Metamodell für die Spezifikation von Quellelementen
für Werteverarbeitungen die Typen FixedValue, LocalDynamicSourceElement,
ExternalDynamicSourceElement und GlobalDynamicSourceElement. Diese
werden an unterschiedlichen Stellen des Metamodells bzw. für unterschied-
liche Anwendungsfälle wiederverwendet. Tab. 5.2 fasst die Eigenschaften
dieser Elemente zusammen.
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Tabelle 5.2: Typen von Quellelementen für Werteverarbeitungen
Name Beschreibung
FixedValue Spezifikation eines Festwerts.
LocalDynamic
SourceElement
Spezifikation eines lokalen dynamischen Werts durch ex-
pliziten Verweis auf ein Attribut der aktuellen LHS.
ExternalDynamic
SourceElement
Spezifikation eines externen dynamischen Werts basierend
auf einem Attribut einer Elternstruktur der aktuellen LHS.
GlobalDynamic
SourceElement
Spezifikation eines globalen dynamischen Werts basierend
auf einem Attribut einer beliebigen Strukturbeschreibung.
Modifizierung und Kombination von Werten Im Rahmen der oben disku-
tierten Werteverarbeitungen müssen Werte oftmals kombiniert und/oder
verändert werden. Betrachtet man wiederum das Beispiel der Benennung ei-
nes Navigationsflusses nach dem Schema [Quelle]_to_[Ziel], besteht dies
aus einer Kombination dreier Werte. Des Weiteren kann es evtl. gewünscht
bzw. notwendig sein, die für [Quelle] und [Ziel] ermittelten Werte zu-
nächst umzuformen: Sind die Zustände bspw. (wie in Abb. 3.1a gezeigt) nach
dem Schema [Name]betrieb (Fehlerbetrieb, Normalbetrieb, etc.) benannt,
könnte die Extraktion des Namens relevant sein. Ähnlich zu den ValueCon-
straints (vgl. Abschn. 5.1.2) ist bezüglich dieser Umformungen zwischen
numerischen und String-basierten Werten zu unterscheiden: Während bei
numerischen Werten vor allem die Angabe von Berechnungsvorschriften
sinnvoll ist, bietet es sich bei String-basierten Werten wiederum an, dem
Nutzer vordefinierte Elemente zur Umsetzung typischer Anwendungsfälle
wie z. B. dem Ersetzen einer bestimmten Zeichenkette anzubieten.
Während existierende Ansätze im Bereich deklarativer Abbildungsmodelle
zwar teilweise bereits die Modifizierung von Werten ermöglichen, ist dies
i. Allg. auf die Ausführung informal – als einfacher String – unter Nutzung
komplexer Programmiersprachen wie der OCL spezifizierter Berechnungs-
vorschriften beschränkt (vgl. z. B. [Didonet Del Fabro und Valduriez, 2008;
Eclipse, 2016a]). Auch können mehrfach benötigte Modifizierungsvorschrif-
ten oftmals nicht wiederverwendet werden, sondern müssen an mehreren
Stellen erneut formuliert werden. Dies erschwert die Anpassung und War-
tung von Abbildungen. Um diesen Nachteilen zu begegnen, wird im Rahmen
dieser Arbeit für die Modifizierung von Werten das Konzept der expliziten
Definition deklarativer ValueModifierSets verfolgt. Diese können global in
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einem PAMTraM-Modell definiert werden, sodass sie an mehreren Stellen
wiederverwendet (eingebunden) werden können. Ein ValueModifierSet kann
sich dabei aus beliebig vielen ValueModifiern zusammensetzen, die während
einer Transformation sequentiell auf einen ermittelten Wert angewendet
werden. Konkrete Umsetzungen des abstrakten Typs ValueModifier sind
in Tab. 5.3 erläutert. In Bezug auf die Kombination mehrerer Werte (nach
deren eventueller Modifizierung durch ein oder mehrere ValueModifierSets)
bietet das PAMTraM-Metamodell an entsprechenden Stellen die Möglichkeit,
mehrere gefundene Werte einerseits entweder einfach aneinanderzureihen
oder alternativ mit Hilfe eines mathematischen Ausdrucks zu verrechnen.
Tabelle 5.3: Modifizierung von Werten mit Hilfe von ValueModifiern
Element Anwendungsfall
Expression
Modifier
Umformung eines numerischen Werts anhand einer Be-
rechnungsvorschrift.
StringPrepender/
-Appender
Voranstellen/Anhängen eines Strings.
ToUpper/Lower-
CaseConverter
Umwandeln eines Ausdrucks in Groß-/Kleinbuchstaben.
SubString
Replacer
Nutzung von RegularExpressions [Mitkov, 2005] zur Rea-
lisierung komplexer Ersetzungen für Zeichenketten, die
durch obige Mittel nicht abgedeckt werden.
UniqueNumber
Appender
Anhängen einer eindeutigen Zahl. Kann genutzt werden,
um die Eindeutigkeit von Werten zu garantieren.
5.2 Teilpaket mapping –Beschreibung mehrdeutiger Abbildungen
Gemäß Anforderung 1 müssen Abbildungen mehrdeutige Verweise zwischen
einer LHS und einer RHS beschreiben können, wobei eine RHS eine oder
mehrere parallel zu instanziierende Zielstrukturen beschreiben kann (vgl.
Abschn. 3.1.2). Die Realisierung solch grundlegender Abbildungen wird im
Folgenden in Abschn. 5.2.1 diskutiert. Im Anschluss geht Abschn. 5.2.2 auf
die Formalisierung erweiterter Abbildungen ein, die zusätzliche Informatio-
nen bereitstellen, die durch den Transformations-Algorithmus ausgewertet
werden können (vgl. Abschn. 3.2.2).
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Definition 5.1 (Grundlegende vs. Erweiterte Abbildung): Als grundlegende
Abbildung wird in dieser Arbeit eine Abbildung bezeichnet, die lediglich eine
einfache (eventuell mehrdeutige) Zuordnung zwischen einer LHS und einer
RHS darstellt. Erweiterte Abbildungen beinhalten demgegenüber zusätzli-
che Informationen die durch den Transformations-Algorithmus allgemein
zur Durchführung der Transformation bzw. im Speziellen zur Auflösung
von Mehrdeutigkeiten verwendet werden können. Hierbei kann es sich z. B.
um Informationen handeln, die das Parametrieren oder Verknüpfen von
Zielstrukturen im Rahmen des Expanding-Schrittes der Ausführung einer
Abbildung betreffen.
5.2.1 Realisierung grundlegender Abbildungen
Wie bereits oben beschrieben, stellen Abbildungen in grundlegender Form
einfache Verweise zwischen LHS und RHS dar. Da gemäß Abschn. 5.1 LHS
und RHS mit Hilfe von Patterns realisiert werden und jedes Pattern durch
ein Element vom Typ Section gekennzeichnet ist (vgl. Abb. 5.4), lassen
sich diese Verweise durch Referenzen auf die konkreten Subtypen Source-
Section für LHS und TargetSection für RHS realisieren, wie in Abb. 5.13
dargestellt.
Source
Sec�on
Target
Sec�onMappingsource
1 target
1
Abbildung 5.13: Realisierung grundlegender, eindeutiger Abbildungen
Abbildungen müssen als RHS einerseits sowohl mehrere, parallel zu in-
stanziierende Zielstrukturen definieren können, anderseits auf Grund der
möglichen Mehrdeutigkeiten (vgl. Abschn. 2.3.1) aber auch die Beschrei-
bung alternativer Zielstrukturen ermöglichen. Beide Anforderungen gelten
dabei gleichzeitig und unabhängig voneinander. Daraus folgt, dass eine
Abbildung sowohl parallele als auch alternative Zielstrukturen enthalten
kann. Abb. 5.14 stellt schematisch eine solche komplexe Abbildung dar,
die ineinander verschachtelte Alternativen und Parallelitäten beinhaltet.
In der Form eines mathematischen Ausdrucks ließe sich die RHS dieser
Abbildung als rhs_a∧ ((rhs_b1∧ rhs_b2)∨ (rhs_c1∧ rhs_c2)) darstellen.
Als konkretes Beispiel für diese komplexe RHS kann etwa wie in Abb. 5.15
veranschaulicht der bereits in Abschn. 2.3.2 diskutierte Anwendungsfall der
Realisierung eines Auswahlelements dienen: Hierfür existieren als mögliche
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alternative Zielstrukturen z. B. eine Radiobutton-Gruppe (rhs_b) sowie ei-
ne Dropdown-Liste (rhs_c). Diese wiederum setzen sich jeweils aus dem
eigentlichen Auswahlelement (rhs_b1/rhs_c1 ) sowie den zu wählenden
Optionen8 (rhs_b2/rhs_c2 ) zusammen. Darüber hinaus greifen beide Va-
rianten zur Beschriftung der Optionen auf separat definierte Optionstexte
zurück, die auf Basis von rhs_a erstellt werden. In Bezug auf solch kom-
plexe Abbildungen soll im Rahmen dieser Arbeit zwischen Möglichkeiten
für Parallelitäten außerhalb und innerhalb von Alternativen unterschieden
werden.
lhs1
Mapping
rhs1
lhs : 
SourceSec�on rhs_a :
TargetSec�on
Parallelität (außerhalb)
Parallelität (innerhalb)
Al
te
rn
a�
ve
rhs_b1 : 
TargetSec�on
rhs_b2 : 
TargetSec�on
rhs_c1 : 
TargetSec�on
rhs_c2 : 
TargetSec�on
Abbildung 5.14: Möglichkeiten für Alternativen sowie innere und äußere Paralleli-
täten bei der Definition von Abbildungen
rhs_a rhs_c1
rhs_c2
rhs_b1
Op�on1
Op�on1
Op�on2
Op�on3
„Tank1“
„Tank2“
„Tank3“
rhs_b2
Op�on1
Op�on2
Op�on3
Op�ons-
texte Op�ons-
texte
Abbildung 5.15: Veranschaulichung der komplexen RHS aus Abb. 5.14 anhand des
konkreten Anwendungsfalls der Realisierung einer Einzelauswahl
8einzelne Radiobuttons bzw. Dropdown-Elemente
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Definition 5.2 (Typen von Parallelitäten): Parallelitäten bezüglich Ziel-
strukturen können sowohl innerhalb als auch außerhalb von Alternativen
bestehen. Innere Parallelitäten zeichnen dabei mehrere zu instanziierende
Zielstrukturen aus, die gemeinsam eine Option einer aufzulösenden Al-
ternative bzw. Mehrdeutigkeit bilden. Äußere Parallelitäten kennzeichnen
demgegenüber Zielstrukturen, die unabhängig von der schließlich gewählten
Option zur Auflösung einer Mehrdeutigkeit (in jedem Fall) zu instanziieren
sind.
In Konformität zu existierenden Ansätzen, die die Instanziierung mehrerer
unabhängiger Zielelemente bzw. -strukturen basierend auf einer Abbildung
ermöglichen (wie z. B. ATL), bietet es sich an, Parallelitäten im PAMTraM-
Metamodell dadurch zu realisieren, dass eine Abbildung nicht nur eine
(wie in Abb. 5.13 dargestellt) sondern beliebig viele Zielstrukturen refe-
renzieren kann. Würden Alternativen ebenfalls durch Verweis auf mehrere
Zielstrukturen beschrieben, müssten zur Unterscheidung zusätzliche Kon-
trollmechanismen (z. B. auf Basis von Annotationen) eingeführt werden.
Diese wiederum würden die Komplexität der Definition von Abbildungen
erhöhen. Aus diesem Grund sollen Alternativen in einem PAMTraM-Modell
stattdessen dadurch gekennzeichnet werden, dass mehrere Abbildungen für
die gleiche Quellstruktur definiert werden – durch die separate Modellierung
von Strukturen und Abbildungen ist dies ohne zusätzlichen Aufwand pro-
blemlos möglich. Diese Vorgehensweise würde jedoch dazu führen, dass die
Zielstrukturen äußerer Parallelitäten (im Beispiel aus Abb. 5.14 die Struktur
rhs_a) für jede als Alternative modellierte Abbildung separat ausgezeichnet
werden müssten. Um dies zu verhindern, bietet das PAMTraM-Metamo-
dell zusätzlich die Möglichkeit, an mehreren Stellen benötigte Verweise auf
Zielstrukturen in einer sogenannten abstrakten Abbildung zu definieren, die
dann in mehrere konkrete Regeln integriert werden kann. Solch ein nach
Wagelaar u. a. (2011) auch als Vererbung von Regeln9 bezeichnetes Vorgehen
ist bereits aus anderen Ansätzen wie z. B. ATL [Eclipse, 2016a] bekannt.
5.2.2 Realisierung erweiterter Abbildungen
Wie bereits in der Einführung zu Abschn. 5.2 erläutert, beinhalten erweiterte
Abbildungen neben der einfachen Zuordnung einer Quellstruktur zu einer
oder mehreren (alternativen oder parallelen) Zielstrukturen weitere Infor-
mationen, die durch den Transformations-Algorithmus ausgewertet werden
können.
9Übersetzt aus dem Englischen: “rule inheritance”
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Definition 5.3 (Abbildungshinweis): Im Rahmen dieser Arbeit sollen solche
zusätzlichen Informationen, die durch den Entwickler in Abbildungen inte-
griert werden, um den Transformations-Algorithmus bei der Ausführung von
Abbildungen zu unterstützen, als Abbildungshinweise bzw. Mapping Hints
bezeichnet werden.
Da solche Informationen sich immer auf eine bestimmte zu erstellende
Zielstruktur beziehen, ist die Aufrechterhaltung dieser Beziehung auch bei
der Konfiguration der Abbildungen und Abbildungshinweise sinnvoll. Aus
diesem Grund ermöglicht das PAMTraM-Metamodell die Definition sog.
Abbildungshinweis-Gruppen (MappingHintGroups): Diese verweisen einerseits
auf eine zu instanziierende Zielstruktur und ermöglichen (falls notwendig)
andererseits die zusätzliche Definition von Abbildungshinweisen, die bei der
Instanziierung dieser Struktur verwendet werden können. Abb. 5.16 zeigt ein
exemplarisches PAMTraM-Modell zur konkreten Umsetzung der komplexen
Abbildung aus Abb. 5.14 bevor im Folgenden auf die benötigten konkreten
Typen von Abbildungshinweisen eingegangen wird.
lhs : 
SourceSec�on
lhs-to-rhs_a : 
Mapping
lhs-to-rhs_c : 
Mapping
rhs_a : 
TargetSec�on
rhs_c1 : 
TargetSec�on
rhs_c2 : 
TargetSec�on
abstract = true
:MappingHintGrouphint
Groups
hint
Groups
:MappingHintGroup
:MappingHintGroup
:MappingHintGroup
target
Sec�on
target
Sec�on
lhs-to-rhs_b : 
Mapping
rhs_b1 : 
TargetSec�on
rhs_b2 : 
TargetSec�on
:MappingHintGroup
:MappingHintGroup
:MappingHintGroup
target
Sec�on
target
Sec�on
source
Sec�on
source
Sec�on
source
Sec�on
target
Sec�on
extend
hint
Groups
Abbildung 5.16: Umsetzung der komplexen, mehrdeutigen Abbildungsregel aus
Abb. 5.14 mit Hilfe des PAMTraM-Metamodells
Diese Typen lassen sich aus einer Analyse der Eigenschaften von RHS
gemäß Abschn. 5.1 ableiten: Demnach stellen RHS zunächst einmal zu in-
stanziierende Modellstrukturen mit Variabilitäten bezüglich Attributwerten
und Kardinalitäten von Referenzen dar. Diese Variabilitäten müssen im
Rahmen des Expanding-Schrittes der Ausführung der Abbildung aufgelöst
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werden (vgl. Abschn. 3.1.2), d. h. es müssen konkrete Werte für Attribute
sowie für Kardinalitäten von Referenzen (und Attributen) bestimmt werden.
Hierzu werden i. Allg. Werte von korrespondierenden Attributen/Kardina-
litäten in der LHS verwendet. Abb. 5.17 zeigt dies für eine exemplarische
Abbildung zwischen dem Transition-Element aus dem in Abb. 3.2a darge-
stellten Quell-Metamodell und einer NavigationFlow/Signal-Struktur aus
dem in Abb. 3.2b dargestellten Ziel-Metamodell. In diesem Fall werden
zur Bestimmung der Werte der name-Attribute (Symbole AH-1) sowie der
Kardinalität der trigger-Referenz (Symbol AH-2) in der RHS wie durch die
Pfeile symbolisiert korrespondierende Attribute in der LHS genutzt: Der
Wert des target-Attributs der LHS wird zum Wert des name-Attributs des
NavigationFlows der RHS, der Wert des event-Attributs der LHS wird zum
Wert des name-Attributs des Signals der RHS und die Kardinalität des
event-Attributs der LHS wird für die Kardinalität der trigger-Referenz der
RHS verwendet10. Zur Auflösung dieser beiden Typen von Variabilitäten
bieten sich folglich zwei unterschiedliche Typen von Abbildungshinweisen an.
lhs1
target
event
: Transi�on
Mapping name
: Naviga�onFlow
trigger 2e : E
b : B
e : E
ContactInfo
name
: Signal
rhs1
AH-1
AH-2
AH-1
Abbildung 5.17: Veranschaulichung einer Abbildung zwischen zwei Elementstruktu-
ren sowie verwendeter Informationen zur Auflösung von Variabilitäten während
der Ausführung der Transformation (Symbole AH-1 und AH-2)
Eine weitere charakteristische Eigenschaft der RHS einer Abbildung be-
steht darin, dass sie lediglich eine oder mehrere separat zu instanziierende
Strukturen beschreibt. Folglich müssen diese wie bereits in Abschn. 3.1.2
beschrieben im Rahmen des Expanding-Schrittes nach ihrer (eventuell mehr-
fachen) Instanziierung miteinander verbunden werden, um ein zusammenhän-
gendes Zielmodell zu erzeugen. Exemplarisch ist dieser Vorgang in Abb. 5.18
dargestellt. Bei Referenzen zur Verbindung erzeugter Strukturen kann es
sich entweder um Non-Containment- (Symbole AH-3) oder Containment-Re-
ferenzen (Symbole AH-4) handeln. Diese besitzen unterschiedliche Aufgaben
10Die Kardinalität der trigger-Referenz wird hier immer 1 sein, da das korrespondie-
rende event-Attribut der LHS gemäß Metamodell maximal einen Wert erlaubt (vgl.
Abb. 3.2a).
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(Erstellen von Querverbindungen zwischen Elementen vs. Realisierung der
Baumstruktur eines Modells), woraus unterschiedliche Anforderungen an die
entsprechenden Abbildungshinweise resultieren. Daher bietet sich auch hier
die Realisierung zweier unterschiedlicher Typen von Abbildungshinweisen an.
: Naviga�onFlow
: Signal
trigger
: Visualiza�on
Model
rhs1
rhs3
naviga�on
Flows
: Panel
rhs2
panels
source
target
AH-3
AH-4
AH-3
AH-4
Abbildung 5.18: Verbindung erzeugter Strukturinstanzen mit Hilfe von Referenzen
(Symbole AH-3 und AH-4) zur Erstellung eines zusammenhängenden Zielmodells
Im Folgenden sollen die vier resultierenden Typen (gemäß der Symbole
AH-1 bis AH-4 aus den Abbildungen 5.17 und 5.18), die im PAMTraM-
Metamodell jeweils durch eigene Elemente – als Spezialisierung des abstrakten
Elements MappingHint – repräsentiert sind, genauer vorgestellt werden.
AH-1 AttributeMapping: Der Abbildungshinweis AttributeMapping er-
laubt die Beschreibung der Ableitung von Attributwerten für die RHS einer
Abbildung. Neben einfachen Zuordnungen, wie in Abb. 5.17 dargestellt, müs-
sen auch komplexere Relationen, z. B. mit mehreren Quellelementen, deren
Werte nach bestimmten Vorgaben kombiniert werden, möglich sein. Zur
Umsetzung dieser Anforderung werden die in Abschn. 5.1.4 beschriebenen
Konzepte bezüglich der unterschiedlichen Typen von Quellelementen für
Werteverarbeitungen sowie für die Modifikation und Kombination ermittelter
Werte genutzt. Abb. 5.19 verdeutlicht die Verwendung eines AttributeMap-
pings anhand der bereits in Abschn. 5.1.4 erläuterten Ermittlung des Namens
von Navigationsflüssen nach dem Schema [Quelle]_to_[Ziel]. Hierfür wird
ein dynamischer Wert [Quelle] (basierend auf dem id-Attribut des aktuellen
Zustands) mit dem Festwert _to_ sowie einem weiteren dynamischen Wert
[Ziel] (basierend auf dem target-Attribut der Transitionen des aktuellen
Zustands) verknüpft11.
11Falls State und Transition in getrennten (und über die container-Referenz verbunden)
Quellstrukturen modelliert wurden, kann ein äquivalentes AttributeMapping mit
einem ExternalDynamicSourceElement (vgl. Abschn. B.1.1) verwendet werden.
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State: 
Sec�on
Cardinality : 
ONE_INFINITY
Transi�on: 
Sec�on
a�ributes
id : 
A�ribute
target: 
A�ribute
a�ributes
expression : „“
: A�ributeMapping
value : „_to_“
_to_ : FixedValue
Naviga�onFlow: 
Sec�on
a�ributes
name: 
A�ributetarget
[Quelle] :
A�ributeMapping
SourceElement
[Ziel] :
A�ributeMapping
SourceElement
source
source
: Mapping : MappingHintGroup
mapping
HintGroups
sourceSec�on targetSec�on
references
transi�on: 
Composite
Reference
value
lhs1 rhs1
mapping
Hints
source
Elements
Abbildung 5.19: Konkrete Realisierung einer komplexen Ableitung von Attribut-
werten mit Hilfe eines AttributeMappings
AH-2 CardinalityMapping: Analog zu obigem AttributeMapping bie-
tet das PAMTraM-Metamodell zur Auflösung von Variabilitäten bezüglich
der Kardinalität von Referenzen den Abbildungshinweis CardinalityMap-
ping. Diesbezüglich sind zunächst zwei unterschiedliche Fälle zu betrachten:
So kann sich die Kardinalität eines Elements einer Zielstruktur einerseits
einfach aus der Kardinalität eines Elements einer Quellstruktur ergeben.
Andererseits sind aber auch Fälle denkbar, wo sich die Kardinalität ana-
log zu obiger Ableitung von Attributwerten aus dem Wert (anstatt der
Kardinalität) von Attributen eines oder mehrerer Quellelemente ergibt, so-
fern diese Werte Ganzzahlen repräsentieren. Abb. 5.20 stellt eine konkrete
Realisierung der ersten Variante für das bekannte Anwendungsbeispiel der
Ableitung der Kardinalität der trigger-Referenz eines NavigationFlows dar
(vgl. Abb. 5.17)12. Auf ein konkretes Beispiel für die zweite Variante soll an
dieser Stelle aufgrund eines fehlenden Anwendungsbeispiels auf Basis der
der in Abb. 3.2 vorgestellten Metamodelle verzichtet werden. Wegen der
analogen Realisierungskonzepte zur Ermittlung und Kombination mehrerer
Werte kann allerdings das in Abb. 5.19 dargestellte AttributeMapping als
Referenz herangezogen werden.
12Da die trigger-Referenz für dieses Anwendungsbeispiel stets eine Kardinalität von 1
besitzt (vgl. Abschn. 3.1.1), ist an dieser Stelle die Definition eines CardinalityMap-
pings nicht zwingend notwendig und dient lediglich der Veranschaulichung.
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Transi�on: 
Sec�on
target: 
A�ribute
a�ributes
: CardinalityMapping
Naviga�onFlow: 
Sec�on
references
trigger: 
Composite
Reference
target
: Mapping : MappingHintGroup
mapping
HintGroups
source
Sec�on
target
Sec�on
mapping
Hints
source
A�ribute value
Signal: 
Class
lhs1
rhs1
Abbildung 5.20: Konkrete Realisierung der Ableitung von Kardinalitäten mit Hilfe
eines CardinalityMappings
AH-3 ReferenceTargetSelector: Bei der Erstellung von Querverweisen
innerhalb einer oder zwischen verschiedenen instanziierten Struktur(en) auf
Basis modellierter CrossReferences (vgl. Abb. 5.4) besteht die Möglichkeit,
dass mehrere mögliche Zielelemente für eine modellierte Referenz existieren.
Dies ist immer dann der Fall, wenn für solch eine modellierte Referenz
entweder gar kein Zielelement angegeben wurde oder wenn das konfigurierte
Zielelement mehrfach instanziiert wurde. In dem in Abb. 5.18 dargestellten
Beispiel etwa existieren drei Instanzen vom Typ Panel13, die jeweils alle als
Ziel der source- und target-Referenzen für die zwei instanziierten Elemente
vom Typ NavigationFlow dienen können. In solchen Fällen muss dem Model-
lierer einer Transformation die Möglichkeit gegeben werden, Regeln für die
konkrete Auswahl einer bzw. mehrerer dieser Zielinstanzen vorzugeben. Hier-
zu kann das Element ReferenceTargetSelector genutzt werden, welches das
in Abschn. B.1.2 detailliert erläuterte Konzept der Instanzauswahl umsetzt.
AH-4 ContainerSelector: Analog zur Auswahl eines oder mehrerer mög-
licher Zielelemente für Querverweise mit Hilfe eines ReferenceTargetSelectors
ermöglicht ein ContainerSelector die Auswahl einer konkreten Container-
Instanz. Dies ist immer dann notwendig, wenn für eine Struktur entweder
keine container-Klasse (vgl. Abb. 5.4) definiert wurde oder die spezifizierte
container-Klasse im Rahmen der Transformation mehrfach instanziiert wur-
de. Auch der ContainerSelector setzt dazu das Konzept der Instanzauswahl
(vgl. Abschn. B.1.2) um. Da ein Element aufgrund der Baumstruktur von
13Erkennbar an den drei schräg hintereinander liegenden Kästen für rhs2
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EMF-Modellen (vgl. Abschn. 2.1.1) nicht in mehreren Elementen gleichzei-
tig enthalten sein darf, ist im Gegensatz zu ReferenceTargetSelectors, die
für jeden modellierten Querverweis separat definiert werden können, ledig-
lich die Definition eines einzigen ContainerSelectors pro Struktur sinnvoll.
Abb. 5.21 verdeutlicht nochmals die unterschiedlichen Anwendungsfälle für
ReferenceTarget- und ContainerSelectors.
Struktur
Instanz
Container 
A
Container 
B
Container 
C
Referenz-
Ziel A
Referenz-
Ziel B
Referenz-
Ziel C
?ContainerSelector
?ReferenceTargetSelector
Abbildung 5.21: Unterschiedliche Anwendungsfälle von Container- und Reference-
TargetSelectors
Tab. 5.4 gibt einen zusammenfassenden Überblick über die verschiedenen
Typen von Abbildungshinweisen sowie deren jeweiligen Anwendungskontext.
Tabelle 5.4: Typen von Abbildungshinweisen
Name Anwendungskontext
AH-1 AttributeMapping Ableitung von Attributwerten in Zielstrukturen.
AH-2 Cardinality
Mapping
Ableitung von Referenzkardinalitäten in Ziel-
strukturen.
AH-3 Reference
TargetSelector
Auswahl konkreter Instanzen als Ziel von Quer-
verweisen innerhalb oder zwischen Zielstrukturen.
AH-4 ContainerSelector Auswahl von Container-Elementen für erzeugte
Zielstrukturen.
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5.3 Teilpaket condition –Beschreibung bedingter Abbildungen
Dieser Abschnitt geht auf die Erweiterung von Abbildungen um explizite
Bedingungen ein. Gemäß Anforderung 2 müssen diese zu Abbildungen hinzu-
gefügt werden können, um zur Auflösung von Mehrdeutigkeiten beizutragen,
wie sie insbesondere in der Domäne der Benutzungsschnittstellen häufig
auftreten.
5.3.1 Realisierung komplexer Bedingungen
Wie bereits in Abschn. 3.3 hergeleitet, stellen Strukturbeschreibungen die
Grundlage zur Realisierung von Bedingungen dar, indem sie – zusätzlich
zu der eigentlichen LHS einer Abbildung – geforderte (Positive Application
Condition) oder verbotene (Negative Application Condition) Modellstruk-
turen definieren. Durch die existierenden Möglichkeiten zur Formulierung
von ValueConstraints (vgl. Abschn. 5.1.2) lassen sich in modellierten Struk-
turen auch bereits sinnvolle Anforderungen an Attributwerte ausdrücken:
So könnte bspw. bezogen auf das in Abb. 3.8a dargestellte Metamodell
eine Struktur definiert werden, die einen Bildschirm mit einer Mindestauf-
lösung von Full-HD (1920 * 1080 Pixel) repräsentiert. Wie in Abb. 5.22a
dargestellt, führt dieses Vorgehen allerdings zu einem erhöhten Modellie-
rungsaufwand, falls in anderen Abbildungen ähnliche Bedingungen benötigt
werden (z. B. Auflösung < Full-HD). Aus diesem Grund ist es notwendig,
auch die Bedingungen selbst (nicht nur die von ihnen referenzierten Struk-
turbeschreibungen) durch komplexere Forderungen erweitern zu können, wie
in Abb. 5.22b dargestellt. Dadurch können anstatt mehrerer spezifischer
wenige allgemeingültige Strukturbeschreibungen definiert werden, die für
mehrere Bedingungen wiederverwendet werden können. Für obiges Beispiel
ist etwa die einmalige Beschreibung eines allgemeinen Bildschirms ohne
spezifische Forderungen nach einer bestimmten Auflösung ausreichend. Je
nach Anwendungsfall, beteiligten Metamodellen oder weiteren Faktoren
(z. B. persönlichen Vorlieben) ermöglicht dies dem Nutzer eine differenzierte
Vorgehensweise bei der Realisierung bedingter Abbildungen.
Eine weitere Anforderung an die Erweiterbarkeit von Bedingungen wurde
bereits in Abschn. 3.3 hergeleitet: Dort wurde erläutert, dass Bedingun-
gen Forderungen wie z. B. “genau/mindestens/maximal eine vorhandene
Plattform soll eine bestimmte Anforderung erfüllen” beschreiben können
müssen. Betrachtet man nochmals die grundlegende Natur von Patterns – die
Beschreibung von Modellstrukturen unter Einbeziehung definierter Variabi-
litäten – lässt sich hieraus ableiten, dass sich solch komplexe Forderungen
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screenHeight >= 1080
screenWidth >= 1920
Bildschirm >= Full-HD 
: HardwarePla�orm
screenHeight < 1080
screenWidth < 1920
Bildschirm < Full-HD 
: HardwarePla�orm
LHS
quelle
...
bedingung
quelle ...
bedingung
Abbildung 1
Abbildung 2
(a) Einfache Bedingungen mit mehreren
spezifischen Strukturbeschreibungen
screenHeight
screenWidth
Bildschirm 
: HardwarePla�orm
LHS
Abbildung 1
Abbildung 2
quelle
...
bedingung
(screenHeight/Width
< Full-HD)
quelle
...
bedingung
(screenHeight/Width
>= Full-HD)
(b) Komplexe Bedingungen mit einer allge-
meingültigen Strukturbeschreibung
Abbildung 5.22: Realisierungsmöglichkeiten für Bedingungen
genau auf diese Variabilitäten beziehen können müssen: So realisiert bspw.
die in Abb. 5.22b dargestellte komplexe Bedingung eine Einschränkung
von Attributwerten während obiges Beispiel der Existenz einer bestimm-
ten Anzahl von Bildschirmen zusätzliche Einschränkungen bezüglich einer
Kardinalität formuliert.
Aus diesem Grund definiert das PAMTraM-Metamodell zunächst zwei
Bedingungstypen: AttributeCondition und CardinalityCondition. Diese er-
möglichen die Formulierung von Bedingungen unter Wiederverwendung
existierender Konzepte wie der expliziten Auszeichnung von Quellelementen
und der Formulierung von ValueConstraints (vgl. Abschn. 5.1.4) sowie der
Instanzauswahl (vgl. Abschn. B.1.2)
5.3.2 Verknüpfung von Bedingungen
Existierende Ansätze, die die deklarative Formalisierung von Bedingungen
unterstützen, betrachten oftmals bereits die Realisierung komplexer Bedin-
gungen, die sich aus mehreren Teilbedingungen zusammensetzen. So können
bspw. bei AGG [Runge, 2015], UsiXML [Limbourg u. a., 2005] oder der
von Biermann, K. Ehrig u. a. (2006) vorgestellten Lösung beliebig viele
NACs für eine Abbildung formuliert werden. Diese Teilbedingungen müssen
allerdings immer alle erfüllt sein (UND-Verknüpfung) – eine differenziertere
Zusammensetzung wird nur von wenigen Ansätzen (z. B. Henshin [Arendt
u. a., 2010]) unterstützt. Gerade bei Kontextbedingungen im Rahmen der UI-
Entwicklung ist die Möglichkeit zur Formulierung solch komplexer Verknüp-
fungen allerdings zwingend notwendig, wie bereits in Abschn. 3.3 erläutert.
Aus diesem Grund bietet das PAMTraM-Metamodell Sprachmittel zur logi-
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schen Verknüpfung von Teilbedingungen, wie in Abb. 5.23 dargestellt14. Im
Gegensatz zu der von Arendt u. a. (2010) vorgestellten Lösung unterstützt
diese Struktur zusätzlich die Wiederverwendung von Teilbedingungen (mit
Hilfe der sharedCondPart(s)-Referenzen), auf die genauer in Abschn. 5.3.5
eingegangen wird.
Complex
Condi�on
Not
Condi�on
1..*
sharedCondParts
UnaryCondi�onVariadicCondi�on
1..*
localCondParts
1
sharedCondPart
1
localCondPart
And Or
A�ribute
Condi�on
Cardinality
Condi�on
Abbildung 5.23: Realisierung logischer Verknüpfungen von Teilbedingungen
5.3.3 Abhängigkeiten zwischen mehrdeutigen Abbildungen
Aus der expliziten Unterstützung mehrdeutiger Abbildungen mit alterna-
tiven Zielstrukturen resultiert auch die Notwendigkeit der Definition von
Abhängigkeiten zwischen solchen. Als Beispiel hierfür soll Abb. 5.24 dienen:
Diese zeigt den in Abschn. 2.3.2 bzw. Abschn. 5.2.1 diskutierten Anwen-
dungsfall eines Auswahlelements (auf AUI-Ebene des CRF), für das mehrere
mögliche Abbildungen (z. B. Dropdown-Liste oder Radiobutton-Gruppe;
auf CUI-Ebene des CRF) existieren. Für den Fall, dass der Entwickler so-
wohl für das eigentliche Auswahlelement (Einzelauswahl) als auch für die
zu wählenden Optionen (Option) jeweils mehrdeutige Abbildungen defi-
niert, besteht eine Abhängigkeit zwischen diesen Abbildungen: So darf für
eine Option die Abbildung zur Erzeugung eines Radiobuttons bspw. nur
dann genutzt bzw. gewählt werden, wenn für das Einzelauswahl-Element,
14Weitere Verknüpfungen wie NOR oder XOR lassen sich leicht aus den bestehenden
Verknüpfungen zusammensetzen.
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welches die jeweilige Option enthält, die entsprechende Abbildung zur Er-
zeugung einer Radiobutton-Gruppe gewählt wurde. Analoges gilt für die
Erzeugung von Dropwdown-Elementen in Abhängigkeit einer Dropdown-
Liste. Zur expliziten Formalisierung solcher Abhängigkeiten bietet das PAM-
TraM-Metamodell den zusätzlichen Bedingungstyp Anwendungsabhängigkeit
(ApplicationDependency).
Einzel-
auswahl
quelle ziel
quelle
erfordert
Op�on
1..*
Dropdown-
Liste
Radio-
bu�on-
Gruppe
Dropdown-
Element
Radio-
bu�on
ziel
ziel
zielquelle
quelle
erfordert
Abbildung 
1a
Abbildung 
1b
Abbildung 
2a
Abbildung 
2b
1..*
1..*
Abbildung 5.24: Definition von Abhängigkeiten zwischen mehrdeutigen Abbildungen
Zu beachten ist, dass solche Abhängigkeiten in aller Regel nicht allgemein
zwischen zwei Abbildungen sondern jeweils nur für spezifische Modellaus-
schnitte bestehen: In obigem Beispiel besteht die Abhängigkeit z. B. nur in
Bezug auf diejenige Instanz eines Einzelauswahl-Elements, welches die aktu-
elle Instanz des Option-Elements enthält, bzw. in Bezug auf die Abbildung,
die für diese Instanz gewählt wurde. Wurde für eine andere Instanz eines
Einzelauswahl-Elements eine andere Abbildung gewählt, hat dies keinen
Einfluss. Um solch spezifische Anforderungen formulieren zu können, inte-
griert auch der Bedingungstyp ApplicationDependency wiederum zusätzliche
Sprachmittel zur Instanzauswahl (vgl. Abschn. B.1.2).
5.3.4 Erweiterung von Abbildungen um Bedingungen
Nachdem sich der bisherige Inhalt dieses Abschnittes mit der Ableitung
der Sprachmittel zur deklarativen Beschreibung der Bedingungen selbst
befasst hat, soll an dieser Stelle genauer auf die eigentliche Erweiterung von
Abbildungen um Bedingungen eingegangen werden. Existierende Ansätze,
wie z. B. die in Abschn. 3.3 vorgestellten, differenzieren an dieser Stelle nicht
und ermöglichen lediglich eine einfache Erweiterung von Abbildungen um
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Bedingungen. In diesen Fällen führt eine negativ ausgewertete Bedingung
stets zur Nichtbeachtung einer kompletten Abbildung.
In vielen Fällen ist allerdings eine differenziertere Betrachtung sinnvoll, bei
der auch einzelne Teile von Abbildungen durch Bedingungen eingeschränkt
(deaktiviert oder aktiviert) werden können. Dies ermöglicht vor allem die
Reduktion der Anzahl notwendiger Abbildungen: Betrachtet man wiederum
das Beispiel der Erzeugung von Dropdown-Listen und Radiobutton-Gruppen
(vgl. Abb. 5.24), so könnten jeweils die Abbildungen 1a und 1b sowie 2a und
2b fusioniert werden, wenn die notwendigen Bedingungen (Anwendungsab-
hängigkeit) jeweils nicht für komplette Abbildungen sondern lediglich für
einzelne der evtl. mehreren (parallel) zu erzeugenden Zielstrukturen formu-
liert werden könnten, wie in Abb. 5.25 dargestellt. In diesem Fall entfällt
die Notwendigkeit der mehrfachen Modellierung redundanter Anteile beider
Abbildungen – z. B. wenn wie bereits in Abb. 5.15 dargestellt sowohl für jedes
erzeugte Dropdown-Element als auch für jeden Radiobutton ein zusätzliches
Textelement zur Anzeige des Optionsnamens generiert werden muss (vgl.
Abb. 5.25). Aus diesem Grund ermöglicht das PAMTraM-Metamodell die
Annotation von Bedingungen nicht nur an komplette Abbildungen oder
Abbildungsmodelle, sondern auch an einzelne Abbildungshinweis-Gruppen
oder Abbildungshinweise, um dem Modellierer größtmögliche Freiheit bei
der Strukturierung bedingter Abbildungen zu bieten.
Einzel-
auswahl
quelle
erfordert
Op�on
1..*
Dropdown-
Liste
Radio-
bu�on-
Gruppe
Dropdown-
Element
Radio-
bu�on
ziel
ziel
quelle
Abbildung 1
Abbildung 2
1..*
1..*
Text-
element
ziel
erfordert
1
1
ziel
ziel
Abbildung 5.25: Feingranulare Annotation von Bedingungen
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5.3.5 Wiederverwendung von Bedingungen
Existierende Ansätze erlauben lediglich die lokale Definition von Bedingungen
als Teil von Abbildungen. Gerade bei der Nutzung von Kontextbedingungen
entsteht allerdings häufig die Situation, dass gleiche oder ähnliche (z. B.
negierte) Bedingungen an mehreren Stellen relevant sind: So werden bspw.
die in Abb. 5.22 dargestellten Bedingungen zur Abfrage der Bildschirmgröße
sicherlich nicht nur einmal sondern mehrfach (z. B. bei jeder Abbildung
eines Typs von UI-Elementen und evtl. auch bei Abbildungen für die Er-
stellung des generellen Layouts, etc.) benötigt. Daher können, wie bereits in
Abb. 5.1b dargestellt, Bedingungen nicht nur lokal als Teil einer Abbildung,
Abbildungshinweis-Gruppe oder eines Abbildungshinweises sondern auch
global in einem separaten Bedingungsmodell definiert und anschließend an
mehreren Stellen eingebunden werden. Darüber hinaus können, wie bereits
in Abschn. 5.3.2 erläutert, auch bei der logischen Verknüpfung von Bedin-
gungen Teilbedingungen nicht nur lokal definiert, sondern auch von anderen
Stellen (bspw. aus Bedingungsmodellen) mit Hilfe der sharedCondPart(s)-
Referenzen wiederverwendet werden.
5.3.6 Zusammenfassung
In diesem Abschnitt wurden die Beschreibungsmittel des PAMTraM-Meta-
modells zur Formalisierung von Bedingungen unter besonderer Beachtung
der Unterstützung beliebiger Kontext-Metamodelle sowie der durch die Un-
terstützung von Mehrdeutigkeiten resultierenden Anforderungen dargelegt.
Darauf aufbauend erfolgte eine Ableitung der Annotationsmöglichkeiten für
solche Bedingungen. Tab. 5.5 fasst die wichtigsten Aspekte dieses Abschnitts
zusammen.
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Tabelle 5.5: Aspekte der Beschreibung von Bedingungen
Typen von Bedingungen
Not/And/Or Logische Verknüpfung von Teilbedingungen
AttributeCond. Prüfen von Attributwerten in Modellausschnitten
CardinalityCond. Prüfen von Referenzkardinalitäten in Modellausschnitten
Application
Dependency
Explizite Definition von Abhängigkeiten zwischen unter-
schiedlichen mehrdeutigen Abbildungen
Annotationsmöglichkeiten von Bedingungen
MappingModel Einschränkung/Deaktivierung einer kompletten Sammlung
von Abbildungen
Mapping Einschränkung/Deaktivierung einer einzelnen Abbildung
MappingHint
Group
Einschränkung/Deaktivierung der Erstellung einzelner Ziel-
strukturen
MappingHint Einschränkung/Deaktivierung von Abbildungshinweisen
Definition von Bedingungen
lokal ∗ Als Teil von MappingModels, Mappings, HintGroups
oder Hints
∗ Sinnvoll für einmalig/selten benötigte Bedingungen
global ∗ Als Teil eines separaten Bedingungsmodells
∗ Sinnvoll für häufig benötigte Bedingungen
5.4 Invarianten und Validierungsregeln
Wie bereits in Abschn. 2.2 erläutert, können nicht sämtliche Anforderungen,
die ein valides Modell erfüllen muss, anhand des zugehörigen Metamodells
ausgedrückt werden. Dies betrifft vor allem komplexe Anforderungen, die
nicht nur ein einziges Modellelement betreffen, sondern sich auf das Zusam-
menspiel mehrerer Elemente beziehen. Aus diesem Grund werden Invarianten
benötigt, die zusätzliche sog. statische Semantik [Strembeck und Zdun, 2009]
definieren. Diese Invarianten bilden – neben den durch das Metamodell vor-
gegebenen Einschränkungen – die Grundlage von Validierungsregeln, die
genutzt werden können, um die Sinnhaftigkeit eines Modells zu überprüfen.
Im Folgenden sollen die wichtigsten (Gruppen von) Invarianten für das im
Rahmen dieses Kapitels vorgestellte PAMTraM-Metamodell abgeleitet wer-
den. Analog zur Aufteilung des Metamodells in unterschiedliche Teilpakete
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lassen sich auch diese Invarianten aufteilen in solche, die die Strukturbeschrei-
bung, die Definition von Abbildungen oder die Definition von Bedingungen
betreffen.
Strukturbeschreibung –Teilpaket structure Die Sprachmittel des Teilpa-
kets structure dienen wie in Abschn. 5.1 erläutert der Beschreibung von
Patterns, die durch das jeweilige UI-Metamodell definierte Zusammenhänge
widerspiegeln und konkretisieren. Invarianten für dieses Teilpaket betreffen
daher hauptsächlich die Zusicherung, dass die durch ein Pattern beschrie-
bene Modellstruktur das Metamodell lediglich einschränkt, diesem aber
nicht widerspricht. Abb. 5.26a demonstriert dies exemplarisch anhand einer
invaliden Strukturbeschreibung: über die Referenz StateModel.state dürfen
lediglich Elemente vom Typ State, nicht aber vom Typ Transition referen-
ziert werden. Eine entsprechende Validierungsregel muss folglich für jede
modellierte Reference überprüfen, ob die referenzierten Elemente vom Typ
Class auf die gleiche Klasse des zugehörigen UI-Metamodells (oder eine Sub-
Klasse dieser Klasse) verweisen, wie die durch die Reference repräsentierte
Referenz des UI-Metamodells. Wie in Abb. 5.26b dargestellt, betreffen diese
Zusicherungen z. B. auch die Verweise zwischen verschiedenen Patterns – im
Beispiel eine invalide Vererbung zwischen den inkompatiblen Metamodell-
Elementen StateModel und State. Eine entsprechende Validierungsregel muss
folglich überprüfen, dass über die extend-Referenz nur solche Sections re-
ferenziert werden, die die gleiche Klasse des zugehörigen UI-Metamodells
(oder eine Super-Klasse dieser Klasse) repräsentieren, wie die Section, für
die die extend-Referenz gesetzt wird.
StateModel : 
Sec�on
references
state : 
Composite
Reference
Transi�on: 
Class
value
lhs1
(a) Invalides Ziel einer Referenz
StateModel : 
Sec�on
lhs3
State :
Sec�on
a�ributes
id :
A�ribute
lhs2
extends
(b) Invalide Vererbungsbeziehung
Abbildung 5.26: Beispiele für invalide Strukturdefinitionen gegenüber dem Meta-
modell aus Abb. 3.2a
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Definition von Abbildungen –Teilpaket mapping Grundlegende Abbildun-
gen stellen wie in Abschn. 5.2.2 erläutert lediglich Verbindungen zwischen
LHS und RHS dar. Da diese prinzipiell beliebig definiert werden können,
reichen die durch das Metamodell bereitgestellten Einschränkungen dies-
bezüglich zur Garantierung valider Abbildungen aus. Anders sieht dies
hingegen bezüglich der Abbildungshinweise aus, die diese Abbildungen im
Rahmen erweiterter Abbildungen konkretisieren. Bei der Konfiguration sol-
cher Abbildungshinweise ist sicherzustellen, dass diese nicht der eigentlichen
Abbildung widersprechen. Dies betrifft vor allem die Konsistenz der durch
einen Abbildungshinweis referenzierten Elemente eines Patterns mit dem
als LHS bzw. RHS der Abbildung ausgezeichneten Pattern. Abb. 5.27 de-
monstriert dies anhand einer exemplarischen invaliden Konfiguration einer
Abbildung: In diesem Fall ist das enthaltene AttributeMapping invalide, da
es als Zielattribut ein Attribut spezifiziert, welches nicht Teil der durch das
Mapping gekennzeichneten Zielstruktur (rhs1) ist – ein valides AttributeMap-
ping könnte bspw. das Attribut name des Elements NavigationFlow aus rhs1
als Ziel auszeichnen.
State: 
Sec�on
a�ributes
id: 
A�ribute
expression : „“
: A�ributeMapping
Panel: 
Sec�on
a�ributes
name : 
A�ributetarget
id : 
A�ributeMapping
SourceElement
source
: Mapping : MappingHintGroup
mapping
HintGroups
source
Sec�on
target
Sec�on
mapping
Hints
lhs1
rhs2
rhs1Naviga�onFlow: 
Sec�on
a�ributes
name : 
A�ribute
Abbildung 5.27: Invalide Konfiguration eines AttributeMapping
Definition von Bedingungen –Teilpaket condition Ähnlich wie die Abbil-
dungshinweise aus dem Teilpaket mapping werden Bedingungen genutzt, um
Abbildungen zu konkretisieren. Folglich ist auch für Bedingungen sicherzu-
stellen, dass diese der eigentlichen Abbildung nicht widersprechen. Auch
wenn Bedingungen teilweise genau wie die Abbildungshinweise Elemente
aus Strukturbeschreibungen referenzieren (z. B. ein Attribut bei einer At-
tributeCondition), sind diesbezüglich jedoch keine zusätzlichen Invarianten
notwendig, da diese Elemente explizit auch aus einer anderen als der durch
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die Abbildung (als LHS) referenzierten Struktur stammen können. Dies ist
z. B. immer dann der Fall, wenn eine Bedingung Elemente aus Strukturen
referenziert, die auf einem Kontext-Metamodell basieren.
Eine Besonderheit stellt hingegen der Bedingungstyp ApplicationDepen-
dency dar, mit Hilfe dessen Abhängigkeiten zwischen unterschiedlichen
Abbildungen formuliert werden können (vgl. Abschn. 5.3.3). Bei der Formu-
lierung solcher Bedingungen muss durch eine Validierungsregel sichergestellt
werden, dass keine zyklischen Abhängigkeiten entstehen, da diese im Rah-
men der Durchführung einer Transformation nicht aufgelöst werden können.
Abb. 5.28 stellt eine solche invalide Konfiguration von Abhängigkeiten dar.
mapping1: 
Mapping
: Applica�on
Dependency
local
Condi�on
target
mapping2:  
Mapping
: Applica�on
Dependency
local
Condi�on
mapping3: 
Mapping
: Applica�on
Dependency
local
Condi�on
target
target
Abbildung 5.28: Zyklische Abhängigkeiten bei Verwendung von ApplicationDepen-
dencies
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Kapitel 6
Entwurf eines generischen
Transformations-Algorithmus
Der generische Transformations-Algorithmus stellt neben dem verwendeten
Abbildungs-Metamodell die zweite zentrale Komponente bei der Realisierung
von Modelltransformationen unter Nutzung deklarativer Abbildungsmodel-
le dar (vgl. Abb. 3.7). Im Folgenden wird zunächst in Abschn. 6.1 ein
konkreter Transformations-Algorithmus unter Beachtung der Rahmenbe-
dingungen dieser Arbeit abgeleitet. Anschließend gehen Abschn. 6.2 und
Abschn. 6.3 genauer auf die spezifischen Herausforderungen des Erzeugens
zusammenhängender Modelle sowie des Auflösens von Mehrdeutigkeiten ein.
6.1 Ableitung eines konkreten Algorithmus
Inhalt dieses Abschnittes ist die Ableitung eines generischen Transformations-
Algorithmus, der die in Kap. 4 abgeleiteten Anforderungen erfüllt. Ein sol-
cher Algorithmus ist dabei immer bis zu einem gewissen Grad abhängig von
den Informationen, die durch die Abbildungen in einem Abbildungsmodell
bereitgestellt werden, und folglich vom konkreten Aufbau des zugehörigen
Abbildungs-Metamodells. Im Folgenden soll allerdings zunächst ein allge-
meingültiger Algorithmus abgeleitet werden, der lediglich auf dem abstrakten
Konzept von Abbildungen basiert, die gemäß Abschn. 3.1.2 Zuordnungen zwi-
schen Strukturen des Quell- und Ziel-Metamodells beschreiben. Anschließend
werden in den Abschnitten 6.1.1 bis 6.1.5 Aspekte diskutiert, die spezifisch
für das konkrete, in Kap. 5 hergeleitete PAMTraM-Metamodell sind.
Ein wichtiger Aspekt bei der Durchführung von Modelltransformatio-
nen ist laut Czarnecki und Helsen (2003) das Scheduling, also die Planung
der Ausführungsreihenfolge von Abbildungen: So kann z.B. eine falsche
Ausführungsreihenfolge zweier Abbildungen dazu führen, dass im Zuge der
Ausführung einer Abbildung eine Verknüpfung zu einem Element erstellt
werden soll, welches noch gar nicht existiert, da es erst im Rahmen der
Ausführung einer anderen Abbildung erstellt wird. Das Scheduling kann
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nach Czarnecki und Helsen (2003) entweder explizit oder implizit erfolgen:
Explizites Scheduling wird in der Regel vor allem bei imperativen Transfor-
mationsansätzen eingesetzt [Jouault und Kurtev, 2007] und erfordert vom
Nutzer neben der Konfiguration der Abbildungen selbst eine zusätzliche
Konfiguration der Ausführungsreihenfolge dieser Abbildungen. Dies erhöht
die Komplexität gerade für Entwickler ohne tiefgreifendes Wissen über mo-
dellgetriebene Technologien. Aus diesem Grund bietet sich im Rahmen dieser
Arbeit die Verwendung eines impliziten Scheduling-Mechanismus an, bei
dem die Ausführungsreihenfolge durch den Transformations-Algorithmus
vorgegeben bzw. ermittelt wird.
Die fehlende Kontrolle des Entwicklers über die Ausführungsreihenfolge
der Abbildungen stellt allerdings auch einen Nachteil impliziter Scheduling-
Mechanismen dar. Um diesen zu überwinden, bietet sich für den grundsätz-
lichen Aufbau des Transformations-Algorithmus eine Gliederung in mehrere
Phasen an (phasing [Czarnecki und Helsen, 2003]), die jeweils einen be-
stimmten Aspekt der Ausführung von Abbildungen behandeln: Instanziiert
man z.B. in einer Phase zunächst die RHS sämtlicher Abbildungen und
erstellt erst anschließend in einer weiteren Phase Verknüpfungen zwischen
den erstellten Elementen, anstatt jeweils das Erstellen und Verknüpfen von
Elementen in einer gemeinsamen Phase zu behandeln, so kann oben er-
läutertes Problem der Möglichkeit einer falschen Ausführungsreihenfolge
vermieden werden. Abgesehen vom eigentlichen Einlesen und Persistieren
der Quell- und Zielmodelle am Anfang bzw. Ende der Transformation, das
an dieser Stelle nicht weiter betrachtet werden soll, bieten sich als Phasen
zunächst die bereits in Abschn. 3.1.2 erläuterten prinzipiellen Aspekte der
Ausführung von Abbildungen – das Matching und das Expanding – an. Um al-
lerdings eine größtmögliche Unabhängigkeit von der Ausführungsreihenfolge
der Abbildungen zu erreichen, lassen sich diese wie im Folgenden beschrieben
in weitere Subphasen unterteilen. Eine Übersicht über den resultierenden
grundsätzlichen Ablauf ist in Abb. 6.1 dargestellt.
Matching
1. Searching: In diesem Schritt werden Anwendungspunkte für Abbil-
dungen gesucht, indem für deren LHS passende Elemente bzw. Ausschnitte
der Quellmodelle gesucht werden.
2. Extracting: Nachdem alle durchzuführenden Abbildungen ermittelt
wurden, können im nächsten Schritt die für die Durchführung der Abbil-
dungen relevanten Parameter extrahiert werden. Hierbei handelt es sich
vor allem um Attributwerte von Quellelementen oder Kardinalitäten von
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Abbildung 6.1: Übersicht über die verschiedenen Phasen des generischen Transfor-
mations-Algorithmus
Referenzen, die für die Erstellung, Parametrierung und Verknüpfung der
Elemente des Zielmodells im folgenden Expanding-Schritt benötigt werden.
Expanding
3. Instantiating: Nach Abschluss des Matching-Prozesses können zu-
nächst die durch die RHS der Abbildungen beschriebenen einzelnen (unzu-
sammenhängenden) Zielstrukturen instanziiert und basierend auf den im
Extracting-Schritt ermittelten Parametern parametriert werden. Das bedeu-
tet, dass zunächst noch keine Querverweise zu anderen Strukturen erstellt
werden.
4. Linking: Nachdem die einzelnen, unzusammenhängenden Modellaus-
schnitte auf Basis der RHS der Abbildungen erstellt wurden, können nun
benötigte Querverweise (Referenzen) zu Elementen aus anderen Strukturen
angelegt werden.
5. Joining: Zum Abschluss der Transformation ist sicherzustellen, dass
ein bzw. mehrere zusammenhängende Zielmodelle entstehen, die die Con-
tainment-Anforderungen von EMF erfüllen. Dazu muss der Algorithmus
valide Pfade zur Verbindung erzeugter Modellausschnitte ermitteln und
instanziieren.
Basierend auf diesen allgemeingültigen Phasen sollen nun im Folgenden
spezifische Auswirkungen diskutiert werden, die sich aus dem konkreten, in
Kap. 5 entworfenen Abbildungs-Metamodell ergeben.
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6.1.1 Searching – Suchen von Anwendungspunkten für Abbildungen
Der Prozess der Suche nach Anwendungspunkten für Abbildungen kann auf-
grund der separaten Modellierung von LHS und Abbildungen in PAMTraM-
Modellen (vgl. Abb. 5.1b) zunächst als eine Suche nach Anwendungspunkten
für das durch eine LHS repräsentierte Pattern betrachtet werden. Da ein
solcher Vorgang laut Gomes, Barroca und Amaral (2014) bezogen auf die
Ausführungszeit einer Transformation die kostenintensivste Tätigkeit ist,
erlaubt diese Trennung die einfache Implementierung alternativer Verfahren
bzw. zusätzlicher Optimierungsansätze, die in dieser Arbeit allerdings nicht
im Fokus stehen sollen. Für eine detaillierte Analyse möglicher Ansätze sei
an dieser Stelle auf die Erläuterungen von Gomes, Barroca und Amaral
(2014) verwiesen. In dieser Arbeit soll stattdessen eine Strategie gewählt
werden, die auch Entwicklern ohne tiefgreifendes Wissen über die Entwick-
lung von Modelltransformation die möglichst einfache Validierung erstellter
Abbildungen bzw. LHS ermöglicht. Diesbezüglich ist zunächst zu beachten,
dass bei der Suche nach für einen bestimmten Modellausschnitt anwendbaren
LHS prinzipiell drei unterschiedliche Fälle auftreten können:
1. Es wird keine LHS gefunden, die für den gegebenen Modellausschnitt
anwendbar ist.
2. Es wird genau eine anwendbare LHS gefunden.
3. Es werden mehrere anwendbare LHS gefunden.
Während der zweite Fall – die Ermittlung genau einer anwendbaren LHS –
den einfachen Standardfall darstellt, bedürfen die anderen beiden Fälle
genauerer Betrachtung. Wird keine anwendbare LHS gefunden (Fall 1),
so muss dies nicht zwingend das Resultat eines Modellierungsfehlers sein.
Stattdessen kann es durchaus möglich sein, dass ein bestimmter Ausschnitt
des Quellmodells (bzw. die entsprechenden Elemente des zugehörigen Meta-
modells) nicht für das Erstellen des Zielmodells benötigt wird und folglich
keine entsprechende(n) LHS definiert wurde(n). Um dem Modellierer aller-
dings zu ermöglichen, eventuelle Modellierungsfehler in LHS zu identifizieren,
sollten im Rahmen einer Implementierung des Algorithmus Möglichkeiten
zur Visualisierung der für einen bestimmten Ausschnitt eines spezifischen
Quellmodells ermittelten LHS integriert werden.
Bei der Behandlung des dritten Falles – dem Vorliegen mehrerer anwendba-
rer LHS – stellt sich zunächst die Frage, ob einem Element des Quellmodells
lediglich eine einzige oder mehrere LHS zugeordnet werden dürfen. Diese
Unterscheidung ist in solchen Fällen relevant, in denen durch den Entwickler
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mehrere identische bzw. sich überlappende LHS modelliert wurden, wie in
Abb. 6.2 dargestellt. Da wie in Abschn. 5.2.1 erläutert die Erzeugung meh-
rerer Zielmodell-Ausschnitte für einen Quellmodell-Ausschnitt bereits durch
das Konzept der Parallelitäten abgedeckt wird und mehrdeutige Abbildun-
gen (Alternativen) realisiert werden können, indem mehrere Abbildungen
auf die gleiche LHS verweisen, ist eine solche mehrfache Modellierung von
Strukturen prinzipiell nicht notwendig. Aus diesem Grund wird festgelegt,
dass jedem Element des Quellmodells maximal eine LHS zugeordnet werden
darf. Dies dient zusätzlich der Übersichtlichkeit der Strukturbeschreibungen
und ermöglicht wie oben bereits gefordert eine einfache Visualisierung der
ermittelten Zuordnungen, wodurch diese für den Entwickler des Abbildungs-
modells einfacher zu verstehen sind. Bei der Auswahl einer der anwendbaren
LHS bietet es sich des Weiteren an, jeweils diejenige LHS zu bevorzugen, die
mehr Elemente des Quellmodells abdeckt (in Abb. 6.2b betrifft dies lhs2 ), da
durch dieses Vorgehen leicht allgemeinere (im Beispiel lhs1 ) und spezifische-
re (im Beispiel lhs2 ) Strukturbeschreibungen mit jeweils unterschiedlichen
Abbildungen definiert werden können.
references
transi�on : 
Composite
Reference
value
lhs2
State : 
Sec�on
lhs1
State : 
Sec�on
Cardinality : 
ZERO_INFINITY
Transi�on : 
Class
(a) Exemplarische Definitionen zweier
LHS
id : „Fehler-
betrieb"
: State
target : „Normal-
betrieb"
: Transi�on
target : „Hand-
betrieb"
: Transi�on
target : „Automa�k-
betrieb"
: Transi�on
lhs1
lhs2
transi�on
(b) Quellmodell-Ausschnitt mit zugeordneten
LHS
Abbildung 6.2: Problematik überlappender Strukturbeschreibungen
Obige Festlegungen führen in Verbindung mit der Containment-Struktur
der in dieser Arbeit betrachteten Modelle dazu, dass ein einfacher Searching-
Algorithmus umgesetzt werden kann: Dieser traversiert die Elemente des
Quellmodells ausgehend von dessen Wurzelelement Schritt für Schritt ent-
lang der Containment-Referenzen und sucht währenddessen jeweils für das
aktuelle Element anwendbare Patterns. Dabei wird im Prinzip das bekannte
Verfahren der Tiefensuche in einem gerichteten Graphen – dem durch die
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Containment-Referenzen gebildeten Baum des Quellmodells – angewendet
(vgl. [Turau, 2009]), wie in Abb. 6.3 dargestellt. Zu beachten ist allerdings,
dass während der Suche (temporär) auch in andere Bereiche der Containment-
Struktur gesprungen werden muss: Dies ist jeweils dann der Fall, wenn als
Teil eines Patterns modellierte CrossReferences (vgl. Abb. 5.5a), welche Non-
Containment-Referenzen des (UI-)Metamodells repräsentieren, oder mit Hilfe
der container-Referenz (vgl. Abb. 5.5c) modellierte Anforderungen an Eltern-
strukturen überprüft werden müssen. Folglich handelt es sich bei dem imple-
mentierten Verfahren um eine angepasste Version der klassischen Tiefensuche.
1
2
3
4
Abbildung 6.3: Traversieren von Quellmodellen nach dem Prinzip der Tiefensuche
mit dem Ziel der Zuordnung von LHS
Sollen im Rahmen einer Transformation mehrere Quellmodelle (gemäß
Abschn. 2.3.2 schließt dies auch Kontextmodelle mit ein) verarbeitet werden,
so können diese prinzipiell als mehrere unabhängige Zweige eines gemeinsa-
men Baumes (mit imaginärem Wurzelelement) angesehen werden. Daraus
wiederum folgt, dass diese einfach nacheinander, in beliebiger Reihenfolge
nach obigem Schema durchsucht werden können.
Bevor Abbildungen für die zugeordneten LHS ausgewählt werden kön-
nen, sind zunächst die für die Abbildungen modellierten Bedingungen (vgl.
Abschn. 5.3) auszuwerten. An dieser Stelle wird nochmals der Vorteil des
vorherigen separaten Zuordnens der LHS zu Quellmodell-Ausschnitten unab-
hängig von den eigentlichen Abbildungen deutlich: Die Abbildungen können
im Falle modellierter Bedingungen von mehreren LHS bzw. Patterns abhän-
gen und jeder dieser LHS können beliebig viele Modellausschnitte zugeordnet
werden. Dadurch können einige Bedingungen nicht sinnvoll ausgewertet wer-
den, bevor nicht alle diese Zuordnungen bekannt sind. Obiges Vorgehen ga-
rantiert diesbezüglich, dass zum Zeitpunkt der Auswertung der Bedingungen
bereits alle Zuordnungen zwischen Patterns und Modellausschnitten bekannt
sind und somit auch alle modellierten Bedingungen sinnvoll ausgewertet
werden können. Einzig bei der Auswertung von Anwendungsabhängigkeiten
(vgl. Abschn. 5.3.3) muss der Transformations-Algorithmus darauf achten,
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dass diese eine bestimmte Auswertungsreihenfolge erfordern. Problematisch
sind in diesem Zusammenhang zyklische Anwendungsabhängigkeiten – diese
sollten allerdings bereits bei der Konfiguration der Abbildungen durch den
Editor bzw. integrierte Validierungs-Funktionalitäten verhindert werden (vgl.
Abschn. 5.4).
6.1.2 Extracting – Extraktion von Parametern
Im Extracting-Schritt werden Parameter basierend auf den zugeordneten
Patterns ermittelt, die im folgenden Expanding-Schritt benötigt werden, um
die RHS zu instanziieren, zu parametrieren und zu verbinden. Bei Verwen-
dung des PAMTraM-Metamodells werden die benötigten Parameter durch
die definierten Abbildungshinweise bestimmt. Um die Ermittlung unnötiger
Parameter zu verhindern, können zunächst die für Abbildungshinweisgrup-
pen und Abbildungshinweise modellierten Bedingungen ausgewertet werden
und entsprechende Gruppen bzw. Hinweise mit negativen Bedingungen deak-
tiviert werden. Wurde etwa bezogen auf das Beispiel aus Abb. 5.25 durch die
Auswertung der definierten Anwendungsabhängigkeiten ermittelt, dass im
Rahmen von Abbildung 2 für ein bestimmtes Option-Element ein Dropdown-
Element und kein Radiobutton zu erzeugen ist, so können die entsprechende
MappingHintGroup zur Erzeugung des Radiobuttons sowie sämtliche zuge-
ordneten MappingHints für diese konkrete Instanz der Abbildung deaktiviert
bzw. ignoriert werden, sodass diesbezüglich keine Parameter ermittelt werden
müssen.
Bei den relevanten, zu extrahierenden Parametern handelt es sich je-
weils um Werte von Attributen oder Kardinalitäten von Referenzen, die im
Rahmen modellierter Abbildungshinweise referenziert werden: Betrachtet
man bspw. nochmals das AttributeMapping aus Abb. 5.19, so betrifft dies
die verschiedenen mit Hilfe der sourceElements-Referenz ausgezeichneten
Quellelemente, die anschließend nach dem Prinzip [Quelle]_to_[Ziel] zu-
sammengesetzt werden. Besonderer Betrachtung bedürfen hier Fälle, bei
denen für einen einzigen Quellmodell-Ausschnitt mehrere Parameterwerte er-
mittelt werden. So können z. B. im Fall des obigen AttributeMappings mehrere
Werte für das Quellelement [Ziel] gefunden werden, da ein State mehrere
Transitions besitzen kann: Bezogen auf den Modellausschnitt aus Abb. 6.2b
werden durch den Algorithmus bspw. für das Quellelement [Quelle] der
Wert Fehlerbetrieb und für das Quellelement [Ziel] die Werte Normalbetrieb,
Handbetrieb und Automatikbetrieb gefunden. In solchen Fällen müssen die
Werte sinnvoll miteinander verknüpft werden – für das vorliegende Beispiel
entstehen die Parameterwerte Fehlerbetrieb_to_Normalbetrieb, Fehlerbe-
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trieb_to_Handbetrieb sowie Fehlerbetrieb_to_Automatikbetrieb. Tab. 6.1
fasst das verallgemeinerte Vorgehen bei der Verknüpfung von n bzw. m er-
mittelten Werten für zwei Quellelemente QEn bzw. QEm zusammen. Dieses
Vorgehen kann analog auch auf die Verknüpfung ermittelter Werte von mehr
als zwei Quellelementen erweitert werden.
Tabelle 6.1: Verknüpfung von für zwei Quellelemente ermittelten Werten unter-
schiedlicher Kardinalitäten in komplexen Werteverarbeitungen
Fall Vorgehen
m = 0 oder n = 0 Abbruch des Algorithmus mit Fehlermeldung
m,n = 1 Bilden eines einzigen verknüpften Werts
m = 1; n > 1 n-fache Vermehrung des für QEm ermittelten Werts →
Bilden n verknüpfter Werte
m,n > 1; n = m Paarweise Verknüpfung der für QEm und QEn ermittel-
ten Werte → Bilden m = n verknüpfter Werte
n > m > 1;
n mod m = 0
(n mod m)-fache Vermehrung der für QEm ermittelten
Werte → Bilden n verknüpfter Werte
n > m > 1;
n mod m > 0
Abbruch des Algorithmus mit Fehlermeldung
6.1.3 Instantiating – Instanziierung einzelner Zielstrukturen
Im Instantiating-Schritt werden basierend auf den den LHS zugeordneten
Quellmodell-Ausschnitten und den durch die gewählten Abbildungen refe-
renzierten RHS zunächst die erforderlichen Ausschnitte des/r Zielmodells/e
instanziiert. Des Weiteren werden zunächst lediglich die Variabilitäten bezüg-
lich Attributwerten und Kardinalitäten von Referenzen aufgelöst. An dieser
Stelle sei darauf hingewiesen, dass modellierte Kardinalitäten oftmals implizit
anhand von AttributeMappings aufgelöst werden können, was die Anzahl not-
wendiger CardinalityMappings deutlich reduziert. Als Beispiel sei dazu wieder
das komplexe AttributeMapping aus Abb. 5.19 herangezogen: Bereits in Ab-
schn. 6.1.2 wurde auf die Ermittlung bzw. Verknüpfung der Werte für die ver-
schiedenen Quellelemente eingegangen, woraus sich für den Modellausschnitt
aus Abb. 6.2b drei verschiedene Werte (Fehlerbetrieb_to_Normalbetrieb,
Fehlerbetrieb_to_Handbetrieb und Fehlerbetrieb_to_Automatikbetrieb) er-
geben. Daraus folgt automatisch, dass für diesen Modellausschnitt drei
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Elemente vom Typ NavigationFlow anzulegen sind, da jeder einzelne Navi-
gationFlow lediglich einen dieser Werte “aufnehmen” kann. Ein zusätzliches
CardinalityMapping ist hier folglich überflüssig.
Wurde für eine modellierte Variabilität allerdings keinerlei Abbildungs-
hinweis formuliert (es handelt sich bezogen auf diese Variabilität also um
eine grundlegende Abbildung), können erlaubte Werte lediglich anhand
des im (UI-)Metamodell definierten Datentyps für Attribute bzw. der lo-
wer/upperBound für Referenzen (vgl. Abb. 2.2) eingeschränkt werden – die
verbleibenden Mehrdeutigkeiten sind durch weitere Strategien aufzulösen,
auf die in Abschn. 6.3 eingegangen wird.
6.1.4 Linking – Erstellen von Querverweisen zwischen Strukturen
In der Linking-Phase werden Querverweise zu anderen instanziierten RHS
hergestellt. Wurde kein entsprechender Abbildungshinweis (ReferenceTar-
getSelector) definiert, wertet der Algorithmus automatisch mögliche Ziel-
elemente für angelegte CrossReferences anhand einer Analyse des Ziel-
Metamodells und der erzeugten Modellausschnitte aus. Falls diese Analyse
kein eindeutiges Ergebnis liefert (z. B. weil zwei mögliche Zielelemente des
entsprechenden Typs für eine zu erstellende Referenz ermittelt wurden), müs-
sen auch hier wieder weitere Strategien zur Auflösung von Mehrdeutigkeiten
zum Einsatz kommen (s. Abschn. 6.3).
Für den Transformations-Algorithmus wäre es einfach möglich, eine ent-
sprechende Analyse möglicher Zielelemente für sämtliche Referenzen, die im
Metamodell für ein bestimmtes Element bzw. dessen Klasse definiert sind,
und für jedes der instanziierten Elemente zu ermitteln. Allerdings würde
dies potentiell zu einer Vielzahl aufzulösender Mehrdeutigkeiten führen. Dies
ist vor allem dann problematisch, wenn der Nutzer in die Auflösung der
Mehrdeutigkeiten involviert ist. Daher wird die Durchführung des Linking-
Algorithmus auf diejenigen Referenzen beschränkt, die explizit in der Struk-
turbeschreibung einer RHS enthalten sind. Betrachtet man bspw. nochmals
die exemplarische Definition der NavigationFlow-Struktur aus Abb. 5.19, so
enthält diese keine Definition für die beiden Referenzen source und target,
sodass diese in der Linking-Phase nicht betrachtet werden.
6.1.5 Joining –Garantieren zusammenhängender Zielmodelle
In der Joining-Phase werden zunächst angelegte container-Referenzen und
ContainerSelectors ausgewertet, um ein Container-Element für die Wurzel-
elemente instanziierter RHS zu ermitteln. Für all diejenigen RHS, für die
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durch den Entwickler des Abbildungsmodells keines dieser beiden Hilfsmit-
tel definiert wurde, wird anschließend ein spezieller Pfadsuche-Algorithmus
durchgeführt, um zusammenhängende Zielmodelle garantieren zu können. Da
ein solcher Algorithmus unabhängig von der konkreten Ausprägung eines Ab-
bildungs-Metamodells ist, wird auf dessen Herleitung separat in Abschn. 6.2
eingegangen. Spezifisch für die Verwendung dieses Algorithmus in Kombi-
nation mit dem in Kap. 5 vorgestellten PAMTraM-Metamodell ist jedoch,
dass zusätzlich angelegte FileAttributes (vgl. Abschn. 5.1.3) ausgewertet wer-
den müssen, mit deren Hilfe eine Zuordnung von RHS zu unterschiedlichen
Zielmodellen vorgenommen werden kann.
6.2 Erzeugen zusammenhängender Zielmodelle
Die durch Containment-Referenzen realisierte Baumstruktur ist eine wichtige
Eigenschaft EMF-basierter Modelle. Sie gilt in analoger Form allerdings auch
für XML- und MOF-basierte Modelle [Köhler, Lewin und Taentzer, 2007]1,
sodass der im Rahmen dieses Abschnitts abgeleitete Algorithmus auch bei
der Arbeit mit solchen Modellen angewendet werden kann. Die Zusicherung
der Baumstruktur für erzeugte Modelle durch eine Modelltransformation
wird bisher kaum betrachtet. Einzig Köhler, Lewin und Taentzer (2007)
diskutieren im Rahmen von Graph-Transformationen die Validierbarkeit von
Abbildungsregeln bezüglich ihrer Erfüllung der in Abschn. 2.1.1 dargelegten
Anforderungen (ein Wurzelelement, keine zyklischen Containments, ...). Im
Gegensatz zu dieser Lösung, die lediglich die Validierung existierender Ab-
bildungsregeln ermöglicht, soll an dieser Stelle ein Algorithmus abgeleitet
werden, der erzeugte Zielstrukturen automatisch miteinander verbindet,
um ein bzw. mehrere zusammenhängende Zielmodelle zu erzeugen, die die
Containment-Anforderungen von EMF erfüllen. Ein solcher Algorithmus
kann dazu beitragen, den Modellierungsaufwand für Abbildungen zu verrin-
gern, da selbst bei unvollständigen Abbildungsmodellen zusammenhängende
Zielmodelle erzeugt werden können.
Wie die basierend auf den konfigurierten Abbildungen erzeugten Elemente
bzw. Strukturen zu einem vollständigen Modell bzw. einer vollständigen
Baumstruktur zusammengefügt werden können, lässt sich prinzipiell aus
einer Analyse des Ziel-Metamodells ableiten. Eine solche Analyse muss
dazu Verbindungspfade (entlang Containment-Referenzen) jeweils ausgehend
von einem beliebigen instanziierten Element zu dem Wurzelelement einer
1Laut Köhler, Lewin und Taentzer (2007) dient diese Eigenschaft als Grundlage für
eine Abbildbarkeit MOF/EMF-basierter Modelle nach XML unter Verwendung des
XMI-Standards [OMG, 2015c].
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instanziierten, zu verbindenden Zielstruktur suchen. Das genaue Vorgehen
bei dieser Suche soll im Folgenden anhand des Beispiel-Metamodells aus
Abb. 6.4 erläutert werden.
AA
B C0..1
refCB
A
0..*
refCA
0..1
refBA
D
0..1 refDC
:D
:A
<<Instanz von>>
<<Instanz von>>
Modell Metamodell
Abbildung 6.4: Beispielmodell und -Metamodell zur Illustration des Algorithmus
zur Suche von Verbindungspfaden
Die Pfadsuche startet immer ausgehend vom Wurzelelement einer instanzi-
ierten Zielstruktur (z. B. das Element :A in Abb. 6.4) und bewegt sich dann
nach oben in der Containment-Hierarchie (in entgegengesetzter Richtung zum
resultierenden Verbindungspfad). Hierzu werden zunächst alle Containment-
Referenzen ermittelt, die auf die Klasse (EClass) des aktuellen Elements ver-
weisen. Im dargestellten Beispiel-Metamodell sind dies die beiden Referenzen
refBA und refCA. Danach iteriert der Algorithmus basierend auf der ermittel-
ten Liste möglicher Container-Klassen weiter nach oben in der Containment-
Hierarchie. Für das gegebene Beispiel ergeben sich somit schließlich folgen-
de möglichen Verbindungspfade: B refBA−→ A, C refCA−→ A, C refCB−→ B refBA−→ A,
D
refDC−→ C refCA−→ A und D refDC−→ C refCB−→ B refBA−→ A. Anschließend prüft der
Algorithmus für jede ermittelte Klasse, die Ausgangspunkt eines ermittelten
Pfades ist (B, C und D für das gezeigte Beispiel), ob instanziierte Elemente
dieses Typs existieren. Ist dies der Fall, so wurde ein möglicher Verbindungs-
pfad gefunden. Für das gezeigte Beispiel ist :D die einzig existierende Instanz,
die als Startpunkt für einen ermittelten Verbindungspfad agieren kann. Folg-
lich sind lediglich die Pfade D refDC−→ C refCA−→ A und D refDC−→ C refCB−→ B refBA−→ A
valide. In diesem Schritt werden darüber hinaus noch zyklische Containments
verhindert, indem entsprechende invalide Pfade bzw. Instanzen aussortiert
werden: Würde für das gezeigte Beispiel das Element :D etwa bereits (direkt
oder indirekt) in dem Element :A enthalten sein, so würde der entsprechende
Verbindungspfad für diese Container-Instanz ignoriert. Abschließend ist noch
die Kapazität der gefundenen Pfade zu beachten:
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Definition 6.1 (Kapazität von Verbindungspfaden): Die Kapazität eines
Verbindungspfades gibt an, wie viele Elemente eines bestimmten Typs über
diesen Pfad mit einem bestimmten Startelement verbunden werden können.
Sie berechnet sich aus dem Produkt der oberen Grenzen (upperBound)
sämtlicher Referenzen, die Teil des Verbindungspfades sind.
Die Beachtung der Kapazität eines Verbindungspfades ist notwendig, da
jede Zielstruktur mehrfach instanziiert werden kann und alle Instanzen bzw.
die zugehörigen Wurzelelemente verbunden werden müssen (z. B. die drei
instanziierten Elemente :A). Bezogen auf obiges Beispiel besitzt der Pfad
D
refDC−→ C refCA−→ A eine unbeschränkte Kapazität (1 · *), wohingegen der Pfad
D
refDC−→ C refCB−→ B refBA−→ A lediglich eine Kapazität von 1 (1 · 1 · 1) besitzt.
Folglich können die drei Instanzen von A mit dem Element :D lediglich über
den Pfad D refDC−→ C refCA−→ A verbunden werden.
Eine mögliche zukünftige Erweiterung könnte vorsehen, eine einzelne In-
stanz alternativ über den PfadD refDC−→ C refCB−→ B refBA−→ Amit :D zu verbinden.
In den meisten Fällen wird in praktischen Anwendungen aber die Verbin-
dung aller Instanzen derselben Zielstruktur über den gleichen Pfad relevanter
sein. Darüber hinaus können entsprechende Ausnahmen bei Verwendung
des in Kap. 5 entworfenen Metamodells auch jetzt schon durch die manuelle
Formulierung entsprechender ContainerSelectors umgesetzt werden.
Sobald ein eindeutiger Verbindungspfad gewählt wurde, können notwendi-
ge Zwischenelemente unter Rückgriff auf das zugehörige Metamodell automa-
tisch instanziiert werden (z. B. eine Instanz von C für obigen Verbindungs-
pfad). Im Idealfall wird für jede bis auf eine einzige Instanz einer erstellten
Zielstruktur ein valider Verbindungspfad gefunden – dieses Element stellt
dann das Wurzelelement des Modells dar. Ist dies nicht der Fall, d. h. es
existiert mehr als eine instanziierte Zielstruktur, für die bzw. für deren
Wurzelelement kein valider Verbindungspfad ermittelt werden konnte, wird
ein ähnlicher Algorithmus angewendet, um ein gemeinsames Wurzelelement
zu erzeugen. Der umgekehrte Fall, bei dem für sämtliche Elemente Verbin-
dungspfade ermittelt werden konnten, wird durch die Vermeidung zyklischer
Containments (vgl. oben) ausgeschlossen.
Während der oben beschriebene Algorithmus in der Theorie gut funktio-
niert, existieren einige praktische Nachteile: Das erste Problem resultiert aus
rekursiven Metamodell-Strukturen die zu einer unendlichen Anzahl mögli-
cher Verbindungspfade führen. Betrachtet man bspw. eine Erweiterung des
in Abb. 6.4 dargestellten Metamodells um eine zusätzliche Containment-
Referenz refCC, die es Elementen vom Typ C erlaubt, andere Elemente vom
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selben Typ zu enthalten, ergeben sich unendliche viele weitere Möglichkeiten,
um die Elemente vom Typ A mit :D zu verbinden (D refDC−→ C refCC−→ C refCA−→ A,
D
refDC−→ C refCC−→ C refCC−→ C refCA−→ A, . . . ). Um dieses Problem zu umgehen,
ignoriert der Algorithmus solche rekursiven Pfade, die mehr als ein Element
desselben Typs instanziieren würden. Dies stellt allerdings keine große Ein-
schränkung dar: Falls solche Pfade benötigt werden, können sie durch eine
entsprechende Erweiterung bzw. Gestaltung der modellierten Zielstrukturen
trotzdem erzeugt werden.
Ein weiterer Nachteil des gewählten Algorithmus liegt im exponentiellen
Wachstum der Anzahl von Verbindungspfaden basierend auf der Komple-
xität des jeweiligen Ziel-Metamodells. So existieren bereits für das sehr
einfache Metamodell aus dem oben dargelegten Beispiel (vor Auswertung
der Kapazitäten) fünf Verbindungspfade. Als Extrembeispiel soll an dieser
Stelle das Metamodell von XHTML [W3C, 2002] dienen: Betrachtet man die
Pfadsuche für den Fall, dass ein Hyperlink-Element (<a>) mit einem Body-
Element (<body>) verbunden werden soll, so entsteht selbst unter Missach-
tung rekursiver Verbindungspfade eine riesige Anzahl möglicher Pfade, da
viele Elemente in XHTML sich gegenseitig enthalten können. Betrachtet
man n Elemente, die sich jeweils gegenseitig enthalten können und maxi-
mal ein einziges Mal in einem Verbindungspfad enthalten sein dürfen, so
berechnet sich die resultierende Anzahl an Verbindungspfaden anhand von
Gleichung 6.1.
p(n) =
n∑
k=0
n!
(n− k)! ;n ∈ N (6.1)
Während dies bereits für n = 3 zu 16 möglichen Pfaden führt, existieren
für n = 10 ca. 9,86 Millionen Möglichkeiten. Solche Größenordnungen
führen nicht nur zu extrem langen Berechnungszeiten, sondern machen
auch eine anschließende sinnvolle Auswahl (z. B. durch einen Menschen)
nahezu unmöglich. Daraus lässt sich schlussfolgern, dass es abhängig von
der Komplexität des jeweiligen Ziel-Metamodells notwendig sein kann, die
maximale Länge von Verbindungspfaden a priori zu beschränken, um eine
sinnvolle Anzahl an Resultaten zu erhalten. Auch dies hat jedoch in der
Praxis nur wenig negativen Einfluss auf die Anwendbarkeit des Algorithmus,
denn insofern sehr komplexe Verbindungspfade zwischen Strukturen im
Rahmen einer Transformation benötigt werden, können diese immer noch
durch eine entsprechende Erweiterung der Zielstrukturen erzeugt werden.
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6.3 Behandlung von Mehrdeutigkeiten
Gemäß Anforderung 4 soll der in dieser Arbeit entwickelte Transformations-
Algorithmus gegenüber existierenden Ansätzen explizit auch grundlegende
Abbildungen unterstützen können, die keine Abbildungshinweise enthal-
ten. Hierzu wurde bereits in den Abschnitten 6.1.3 bis 6.1.5 erläutert, wie
im Rahmen des Expanding-Schrittes basierend auf einer Analyse des Ziel-
Metamodells zusätzliche Informationen (z. B. bezüglich der Werte von At-
tributen oder der möglichen Zielelemente für Referenzen) ermittelt werden
können. Betrachtet man allerdings nochmals die bisherigen Erläuterungen
dieses Kapitels, so wird klar, dass trotz dieser ermittelten Informationen in
unterschiedlichen Phasen der Transformation Mehrdeutigkeiten auftreten
können:
1. Searching: In diesem Schritt können Mehrdeutigkeiten dann auftreten,
wenn zwei LHS definiert wurden, die jeweils die gleichen Elemente des Quell-
modells abdecken – die also identisch oder bezogen auf einen bestimmten
Quellmodell-Ausschnitt äquivalent sind. Des Weiteren treten Mehrdeutigkei-
ten im Falle mehrdeutiger Abbildungen auf, die die gleiche LHS referenzieren.
2. Instantiating: Im Rahmen des Instantiating treten Mehrdeutigkeiten
für alle in einer RHS definierten Variabilitäten auf, denn diese beschreiben
ja gerade aufzulösende Mehrdeutigkeiten innerhalb einer Strukturdefinition.
3. Linking: Mehrdeutigkeiten treten dann auf, wenn für eine zu setzende
Referenz zwischen instanziierten RHS mehrere mögliche Zielklassen und/oder
-instanzen existieren.
4. Joining:Mehrdeutigkeiten treten dann auf, wenn durch den Pfadsuche-
Algorithmus mehrere mögliche Verbindungspfade für eine instanziierte RHS
ermittelt wurden. Dies gilt auch, wenn für einen ermittelten Pfad mehrere
mögliche Startinstanzen existieren: Bezogen auf das Beispiel aus Abb. 6.4
würde dies der Fall sein, wenn nicht nur eine sondern mehrere Instanzen
der Klasse D existieren würden, sodass ein ermittelter Pfad von jeder dieser
Instanzen beginnen könnte. Darüber hinaus können auch bei der Instanzi-
ierung eines gewählten Pfades noch Mehrdeutigkeiten auftreten. Dies ist
immer dann der Fall, wenn mehr als eine Instanz über den Pfad angebunden
werden soll und der Pfad mehrere Referenzen mit einer upperBound größer 1
enthält: In solchen Fällen muss entschieden werden, wie viele Instanzen eines
bestimmten Zwischenelements erzeugt werden sollen. Wiederum bezogen
auf das Beispiel ergibt sich eine solche Situation, wenn auch die Referenz
refDC eine upperBound größer 1 hätte, wie in Abb. 6.5 dargestellt. In diesem
Fall könnten entweder alle Instanzen von A an eine einzige (zu erzeugende)
Instanz von C oder jede Instanz von A über eine eigene Instanz von C ange-
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bunden werden. Schließlich können Mehrdeutigkeiten während der Joining-
Phase auch noch auftreten, wenn durch den Algorithmus mehrere mögliche
Typen zu erstellender Wurzelelemente ermittelt werden.
A
C
A
0..*
refCA
D
0..*
refDC
<<Instanz von>>
<<Instanz von>>
Modell Metamodell
:C
AA
refDC
refCA
A:A
refDC
:D
refCA
:C
Abbildung 6.5: Angepasste Version des Beispiels aus Abb. 6.4 mit auftretender
Mehrdeutigkeit bei der Instanziierung des Verbindungspfades (grau dargestellt)
Um eine Transformation durchführen zu können, sind diese Mehrdeutig-
keiten in der jeweiligen Phase der Transformation aufzulösen, indem eine
der ermittelten Varianten ausgewählt wird. Der klassische Ansatz hierfür
besteht wie bereits in den Abschnitten 3.2.2 und 3.3 bzw. 5.2.2 und 5.3
erläutert in der Erweiterung der Definition von Abbildungen um geeignete
Abbildungshinweise und/oder Bedingungen, die im Rahmen der Transforma-
tion ausgewertet werden können. Wie oben beschrieben, sollen durch den
Transformations-Algorithmus allerdings explizit auch grundlegende Abbil-
dungen unterstützt werden, die keine solchen zusätzlichen Informationen
enthalten. Darüber hinaus kann u. a. aufgrund der in der Domäne der UI-Ent-
wicklung grundsätzlich auftretenden Mehrdeutigkeiten (vgl. Abschn. 2.3.1)
nicht immer verhindert werden, dass selbst nach Auswertung aller sinnvol-
len Bedingungen noch Mehrdeutigkeiten verbleiben. So ist bspw. die Wahl
zwischen einer Dropdown-Liste oder einem Satz von Radiobuttons zur Reali-
sierung einer Auswahl oftmals lediglich auf Basis informaler Faktoren wie
z. B. persönlicher Vorlieben möglich. Daher sollen im Folgenden mögliche
zusätzliche bzw. alternative Ansätze zur Auflösung von Mehrdeutigkeiten
analysiert werden.
Einen ersten solchen Ansatz stellt diesbezüglich die Konsultation des An-
wenders dar, die z. B. durch Czarnecki und Helsen (2003), Hager u. a. (2011),
Hennig u. a. (2011) und Siikarla und Systä (2008) für die Auswahl anzu-
wendender Abbildungen vorgeschlagen wird. Sie bietet den Vorteil, dass der
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Nutzer zusätzliche Aspekte, die nur schwer formal in einem automatischen
Algorithmus implementiert werden können (z. B. persönliche Vorlieben oder
Kundenanforderungen), bei der Auswahl in Betracht ziehen kann. Allerdings
besitzt diese Lösung Nachteile in der Skalierbarkeit (wenn zwischen einer
großen Anzahl an Auswahlmöglichkeiten gewählt oder an vielen verschiede-
nen Stellen eine Auswahl getroffen werden muss), da jede Nutzerauswahl
nicht nur die Ausführungszeit einer Transformation erheblich verlängert,
sondern auch eine erhebliche kognitive Last für den Nutzer darstellen kann.
Dies kommt umso mehr im Falle iterativer Entwicklungsprozesse zum Tra-
gen, da solche interaktiven Entscheidungen in jedem Iterationszyklus erneut
getroffen werden müssen.
Einen bekannten Ansatz zur Lösung dieses Problems stellen die soge-
nannten Traceability Links [Czarnecki und Helsen, 2003] dar (vgl. z. B. das
Decision Trace Repository von Hennig u. a. (2011) oder das MappingModel
aus UsiXML [UsiXML Consortium, 2007]). Solche Traceability Links ver-
knüpfen dabei Elemente von Quell- und Zielmodellen. Sie werden während
der ersten Durchführung einer Transformation erstellt und können daraufhin
in weiteren Durchläufen einer Transformation mit dem/den gleichen Quell-
und Abbildungsmodell(en) für das Nachvollziehen und die anschließende
Wiederverwendung früherer Entscheidungen genutzt werden. Dadurch muss
ein Nutzer nur im Falle neuer oder geänderter Teilbereiche von Quell- und/o-
der Abbildungsmodellen erneut interagieren. Um sämtliche eingangs dieses
Abschnittes hergeleiteten Typen von Mehrdeutigkeiten in allen Phasen der
Transformation auflösen zu können, sind in einem Traceability Link neben
Verweisen auf Quell- und Zielmodell-Elemente auch die zugehörigen Ele-
mente des Abbildungsmodells zu persistieren (z. B. die LHS, welche einem
Element des Quellmodells zugeordnet wurde, oder die RHS, basierend auf
welcher ein Element des Zielmodells erzeugt wurde).
Neben einer solchen Auswertung einer einzelnen gespeicherten Transfor-
mation können auch statistische Analysen mehrerer durchgeführter Transfor-
mationen (z. B. unter Auswertung einer Vielzahl gespeicherter Traceability
Links) einen zusätzlichen Ansatz zur Auflösung von Mehrdeutigkeiten dar-
stellen. Auch wenn dadurch keine korrekte Wahl garantiert werden kann,
kann dieses Vorgehen zumindest genutzt werden, um mögliche Varianten
bezüglich ihrer Wahrscheinlichkeit bzw. Relevanz in einer bestimmten Situa-
tion vorzusortieren und so den Bedienkomfort für den Nutzer zu erhöhen.
Abhängig vom Typ der aufzulösenden Mehrdeutigkeit können statistische
Auswertungen auf verschiedenen Ebenen durchgeführt werden: (1) auf Ebene
eines konkreten Quell- oder Zielmodells (welches durch mehrfache Ausfüh-
rung eines Abbildungsmodells mehrfach eingelesen/erzeugt wird), (2) auf
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Ebene eines konkreten Abbildungsmodells (für beliebige mit diesem Abbil-
dungsmodell transformierte Quellmodelle) oder (3) auf globaler Ebene für
ein bestimmtes Quell- bzw. Ziel-Metamodell. So können bspw. Auswertun-
gen bezüglich getroffener Entscheidungen bei Vorliegen einer mehrdeutigen
Abbildung entweder (1) für ein konkretes Quellmodell in Verbindung mit
einem verwendeten Abbildungsmodell oder auch (2) für ein konkretes Abbil-
dungsmodell und sämtliche, mit diesem Abbildungsmodell transformierten
Quellmodelle durchgeführt werden. Eine Auswertung auf Ebene von Meta-
modellen (3) ergibt für diesen Typ von Mehrdeutigkeiten allerdings keinen
Sinn, da mehrdeutige Abbildungen erst durch das Erstellen eines konkreten
Abbildungsmodells entstehen. Tab. 6.2 stellt die sinnvollen Auswertungs-
ebenen für die unterschiedlichen, eingangs dieses Abschnittes abgeleiteten
Typen von Mehrdeutigkeiten dar.
Tabelle 6.2:Mögliche Ebenen statistischer Auswertungen für unterschiedliche Typen
von Mehrdeutigkeiten (Modell→ konkretes Quell- oder Zielmodell; Abbildung→
konkretes Abbildungsmodell aber beliebige Quell- und Zielmodelle; Metamodell
→ konkretes Quell- oder Ziel-Metamodell aber beliebige Abbildungsmodelle)
Auswertungsebene
Mehrdeutigkeit Modell Abbildung Metamodell
Searching
Äquivalente Quellstrukturen ! ! %
Mehrdeutige Abbildungen ! ! %
Instantiating
Variabilitäten ! ! !
Linking
Mehrere Zielklassen ! ! !
Mehrere Zielinstanzen ! % %
Joining
Mehrere Verbindungspfade ! ! !
Mehrere Startinstanzen ! % %
Mehrere Instanziierungsmöglichkei-
ten
! ! !
Mehrere Wurzelelement-Typen ! ! !
! Auswertung möglich % Auswertung nicht möglich/sinnvoll
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Als letzten Ansatz stellt die automatische Auswahl eines Standard- oder
Zufallselements eine offensichtliche Vorgehensweise zur Auflösung von Mehr-
deutigkeiten dar. Obwohl dieses Vorgehen natürlich keine Garantie für die
richtige (im entsprechenden Augenblick z. B. vom Nutzer gewünschte) Wahl
bieten kann, ermöglicht es doch eine vollautomatische Durchführung einer
Transformation ohne Nutzerrückfragen.
Aus den Betrachtungen dieses Abschnittes lässt sich ableiten, dass jeder
der obigen Ansätze das Potential besitzt, sinnvolle Beiträge für die Auflösung
von Mehrdeutigkeiten zu liefern. Gleichzeitig bringt jeder der Ansätze aber
auch Nachteile mit sich, die einen alleinigen Einsatz unter Beachtung der
Randbedingungen und Anforderungen dieser Arbeit nicht rechtfertigen. Aus
diesem Grund erscheint es sinnvoll, im Rahmen einer konkreten Implemen-
tierung sämtliche Ansätze umzusetzen und sequentiell zur Auflösung von
Mehrdeutigkeiten zu verwenden. Tab. 6.3 fasst diese Erkenntnisse zusammen.
Tabelle 6.3: Kombination der Ansätze zur Auflösung von Mehrdeutigkeiten
Ansatz Anwendungsaspekte
1. Erweiterte
Abbildungen
+ Garantie korrekter/gewünschter Entscheidungen
− Keine Garantie eindeutiger Resultate
− Führt zu komplexeren Abbildungen
2. Traceability
Links
+ Wiederverwendung früherer Transformationen
− Nur für unveränderte Modellausschnitte anwendbar
− Erfordern vorherigen Durchlauf der Transformation
3. Statistische
Auswertungen
+ Sinnvoll vor allem zur Vorsortierung von Vorschlägen
− Erfordern Vielzahl durchgeführter Transformationen
für aussagekräftige Resultate
4. Konsultation
des Nutzers
+ Möglichkeit zur Integration informaler Informationen
− Verhindert vollautomatische Transformationen
− Schlechte Skalierbarkeit
5. Standard-
auswahl
+ Ermöglicht vollautomatische Transformationen
− Keine Garantie korrekter Entscheidungen
+ Vorteil des Ansatzes − Nachteil des Ansatzes
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Higher-Order Transformations
Einer der Hauptvorteile bei der Nutzung formaler Abbildungsmodelle liegt
wie bereits in Abschn. 3.2 erläutert in der Möglichkeit zur Nutzung von
Higher-Order Transformations (HOTs) für deren automatische Verarbeitung.
Zwei Anwendungsfälle hierfür stellen dabei die bereits erläuterte Ausführung
(Kap. 6) und Validierung (Abschn. 5.4) von Abbildungsmodellen dar. Darü-
ber hinaus ermöglichen HOTs vor allem aber auch deren semi-automatische
Generierung (Synthese) sowie Modifizierung/Erweiterung, wie in Abb. 7.1
dargestellt. Da diese beiden Anwendungsfälle das Potential besitzen, die Er-
stellung von Abbildungsmodellen zu vereinfachen, sollen im Rahmen dieses
Abschnitts diesbezüglich konkrete Einsatzszenarien entworfen werden.
HOT
Eingangs-
Informa�onen
Abbildungs-
Modell
(a) Generierung von Abbildungsmodellen
HOT
Abbildungs-
Modell*
Eingangs-
Informa�onen
Abbildungs-
Modell
(b) Modifizierung von Abbildungsmodellen
Abbildung 7.1: Auswahl von Anwendungsszenarien für HOTs (vgl. [Tisi u. a., 2009])
7.1 Analyse möglicher Einsatzszenarien für Higher-Order
Transformations
Für eine Analyse konkreter Einsatzszenarien für HOTs zur Generierung bzw.
Modifizierung von Abbildungsmodellen ist zunächst relevant, welche Arten
von Eingangsinformationen (vgl. Abb. 7.1) für eine solche HOT zur Verfügung
stehen. Diesbezüglich bieten sich zunächst natürlich die an einer Transfor-
mation beteiligten Quell-, Kontext- und Ziel-Metamodelle an. Wie bereits in
Abschn. 3.2.3 erläutert, wurde diesbezüglich durch Didonet Del Fabro und
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Valduriez (2008) ein Ansatz für die semi-automatische Ableitung von Abbil-
dungen basierend auf einer Ähnlichkeitsanalyse zwischen Quell- und Ziel-Me-
tamodellen vorgestellt. Dieser Ansatz unterstützt allerdings keine Ableitung
komplexer Strukturen, sondern fokussiert hauptsächlich auf einzelne Elemen-
te, die als LHS bzw. RHS einer Abbildung dienen. Daher ist er auf strukturell
ähnliche Metamodelle beschränkt. Im Rahmen dieser Arbeit sollen daher wei-
tere Ansätze zur semi-automatischen Ableitung von HOTs abgeleitet werden.
Für den Fall, dass während der Entwicklung einer Modelltransformation
bereits ein exemplarischer Satz an Quell-, Kontext- und/oder Zielmodel-
len vorliegt – beispielsweise um später die Korrektheit einer Transformation
validieren zu können – können diese Modelle als zweite Klasse von Eingangs-
informationen genutzt werden. Existierende Ansätze wie die von Strommer
(2008) und Varró (2006) ermöglichen die Nutzung dieser Informationen
lediglich zur Ableitung von Abbildungen basierend auf einer manuellen
Kennzeichnung zusammenhängender Elemente aus Quell- und Zielmodel-
len (vgl. Abschn. 3.2.3). Darüber hinaus fokussieren auch diese Ansätze
vor allem auf Abbildungen zwischen einzelnen Metamodell-Elementen. In
exemplarischen Quell- und Zielmodellen sind allerdings auch die (oftmals
komplexen) Elementstrukturen bereits enthalten, die die Grundlage von
Patterns darstellen (vgl. Abschn. 5.1.1). Da die Modellierung dieser Patterns,
die als LHS und RHS die Basis von Abbildungen bilden, bei der Entwick-
lung einer Modelltransformation einen großen Teil des Aufwandes ausmacht,
bietet es sich an, dem Nutzer deren semi-automatische Ableitung basierend
auf existierenden Modellen bzw. Modellausschnitten zu ermöglichen.
Die Entwicklung von Modelltransformationen bzw. Abbildungsmodellen
stellt i. Allg. einen iterativen Prozess dar, im Rahmen dessen Patterns und
Abbildungen Schritt für Schritt definiert, getestet und weiterentwickelt
bzw. verbessert werden. Eine dritte Informationsquelle, die im Rahmen der
Entwicklung von Abbildungsmodellen genutzt werden kann, stellen daher die
im Rahmen solcher zum Test durchgeführter Transformationen getroffenen
Nutzerentscheidungen zur Auflösung auftretender Mehrdeutigkeiten dar (vgl.
Abschn. 6.3). Auch wenn diese Informationen nicht formal, z. B. in einem
Modell, vorliegen, können sie wertvolle Informationen zur Verbesserung von
Patterns bzw. Abbildungen beisteuern, da auftretende Mehrdeutigkeiten
oftmals ja gerade auf inkomplette bzw. verbesserungswürdige Abbildungen
schließen lassen.
Basierend auf dieser Analyse wird im Folgenden zunächst in Abschn. 7.2
die Ableitung von Patterns aus bestehenden (UI- bzw. Kontext-)Modellen
und im Anschluss in Abschn. 7.3 die iterative Erweiterung existierender
Patterns und Abbildungen basierend auf Nutzerentscheidungen diskutiert.
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7.2 Ableitung von Patterns aus bestehenden Modellen
Auch wenn wie in Abschn. 7.1 beschrieben die Elementstrukturen, die die
Grundlage von Patterns darstellen, in exemplarischen UI- bzw. Kontext-
modellen bereits enthalten sind, ist die Ableitung eines Pattern aus einem
solchen Modell bzw. Modellausschnitt nicht eineindeutig. Dies resultiert vor
allem aus der Möglichkeit von Variabilitäten in Patterns. So kann bspw. für
einen Modellausschnitt, der ein Element mit bestimmtem Attributwert be-
schreibt, bei der Ableitung einer LHS/RHS eine der folgenden drei Varianten
eines Patterns erzeugt werden:
a Source/TargetSection inklusive Source/TargetSectionAttribute mit entspre-
chendem ValueConstraint1 für LHS bzw. fest vorgegebenem value für RHS
(sofern der spezifische Attributwert charakteristisch für das Pattern ist)
b Source/TargetSection inklusive Source/TargetSectionAttribute ohne Va-
lueConstraint bzw. value (sofern das Attribut bspw. als Quelle für einen
Abbildungshinweis verwendet werden soll)
c Source/TargetSection gänzlich ohne Source/TargetSectionAttribute (sofern
das Attribut für die Transformation irrelevant ist)
Abb. 7.2 zeigt die Ergebnisse dieser drei Varianten für einen Modellaus-
schnitt, der gemäß dem Metamodell aus Abb. 3.2a einen State mit der id
“Fehlerbetrieb” beschreibt. Ähnliche Varianten bestehen z. B. auch bei der
Ableitung komplexerer Patterns bezüglich der Realisierung von Referenzen
(CompositeReference vs. CrossReference; Wert des cardinality-Attributs, vgl.
Abb. 5.8) oder bezüglich der Frage, ob für referenzierte Modellelemente bzw.
-strukturen aus anderen Teilen des Modells ebenfalls automatisch Patterns
abgeleitet werden sollen.
Aufgrund dieses großen Freiheitsgrads wird ein Vorgehen benötigt, welches
dem Nutzer bereits während der Erzeugung eines Patterns Einflussmöglich-
keiten gewährt und so die nachträglich notwendigen Änderungen minimiert.
Eine detaillierte Analyse dieses Vorgehens sowie der sinnvollen manuellen Ein-
griffspunkte zur Beeinflussung des Prozesses ist im Anhang in Abschn. B.2.1
zu finden.
1Auch bei der konkreten Formulierung des ValueConstraints gibt es natürlich noch meh-
rere Möglichkeiten, z. B. bezüglich des konkret genutzten Typs (EqualityConstraint,
StringConstraint, . . . ).
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State : 
SourceSec�on
a�ributes
id : 
SourceSec�on
A�ribute
lhs1-a
type : REQUIRED
value : „Fehlerbetrieb“
: EqualityConstraint
value
Constraint
(a)
State : 
SourceSec�on
a�ributes
id : 
SourceSec�on
A�ribute
lhs1-b
(b)
lhs1-c
State : 
SourceSec�on
(c)
Abbildung 7.2: Unterschiedliche Varianten einer generierten LHS für ein State-
Element mit id-Attribut aus einem Quellmodell gemäß Abb. 3.2a
7.3 Iterative Erweiterung von Patterns und Abbildungen
basierend auf Nutzerentscheidungen
Wie bereits in Abschn. 6.3 beschrieben, besteht eine Möglichkeit zur Auf-
lösung auftretender Mehrdeutigkeiten im Rahmen der Durchführung einer
Transformation in der Konsultation des Nutzers. Zur Erweiterung von Pat-
terns und Abbildungen können folglich die Informationen genutzt werden,
die der Nutzer im Rahmen dieser Konsultationen (z. B. anhand eines Aus-
wahldialoges) spezifiziert. Welche Erweiterungen dabei basierend auf diesen
Informationen durchgeführt werden können bzw. wie viel manuelle Einwir-
kung des Nutzers hierzu erforderlich ist, hängt dabei stark vom konkreten
Typ der aufzulösenden Mehrdeutigkeit ab. Abschn. B.2.2 führt diesbezüg-
lich eine detaillierte Betrachtung anhand zweier exemplarischer Fälle durch.
Zusammenfassend lässt sich in Bezug auf diese Betrachtungen auswerten,
dass bei allen Typen von Mehrdeutigkeiten zur Unterstützung des Entwick-
lers zumindest das Aufzeigen möglicher Ansatzpunkte für Erweiterungen
sowie das initiale Einfügen entsprechender Elemente zur Erweiterung des
Abbildungsmodells (z. B. eines bestimmten MappingHints) möglich ist.
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Meixner, Paternò und Vanderdonckt (2011) stellen fest, dass eine Hauptursa-
che für die bisher geringe Akzeptanz modellbasierter Techniken in industriel-
len Anwendungsszenarien deren oftmals mangelhafte Werkzeugunterstützung
ist. Aus diesem Grund soll in diesem Kapitel auf die prototypische Um-
setzung der in den vorherigen Kapiteln abgeleiteten Konzepte in einem
Transformations-Framework eingegangen werden – dem PAMTraM -Frame-
work.
Die in Kap. 5 beschriebene Herleitung der Modellierungssprache erfolgte
unter Verwendung der Sprachmittel von Ecore – dem Metametamodell des
Eclipse Modeling Frameworks (EMF). Da EMF bzw. Eclipse selbst offene
und – anhand von Plugins – erweiterbare Entwicklungsplattformen darstel-
len [Eclipse, 2016c], bietet es sich an, das PAMTraM-Framework ebenfalls
auf Basis von EMF und Eclipse zu entwickeln. Im Folgenden soll auf die
Hauptkomponenten des Frameworks eingegangen werden, die jeweils in
Form mehrerer Plugins realisiert sind und sich zwei Hauptanwendungsfäl-
len zuordnen lassen: dem Erstellen von Abbildungsmodellen (Abschn. 8.1)
und der Durchführung von Transformationen basierend auf einem erstellten
Abbildungsmodell (Abschn. 8.2). Basierend auf der Beschreibung dieser
Komponenten zeigt Abschn. 8.3 die resultierende Struktur des PAMTraM-
Frameworks.
8.1 Erstellen von Abbildungsmodellen
Die Basis für das Erstellen von Abbildungsmodellen stellt das in Kap. 5
hergeleitete und in Anhang C im Detail dargestellte PAMTraM-Metamodell
dar. Da dieses auf Basis der Sprachmittel von Ecore – dem Metametamodell
von EMF– formuliert wurde, repräsentiert es zugleich auch bereits die
konkrete Umsetzung des Metamodells unter Verwendung von EMF.
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Gemäß den verschiedenen in Kap. 5 diskutierten Bestandteilen der Mo-
dellierungssprache gliedert sich die Erstellung von Abbildungsmodellen in
verschiedene Aspekte: die Definition von Patterns zur Beschreibung von
LHS und RHS, die Definition von Abbildungen zwischen diesen LHS und
RHS inklusive notwendiger Abbildungshinweise sowie die Definition und Zu-
weisung notwendiger (Kontext-)Bedingungen. Diese Aufgaben können dabei
zunächst manuell unter Verwendung eines entsprechenden Editors erfolgen.
Die zur Realisierung von LHS und RHS notwendigen Patterns können jedoch
wie in Abschn. 7.2 beschrieben auch basierend auf existierenden Quell- bzw.
Zielmodellen semi-automatisch generiert werden. Zur Überprüfung erstellter
Abbildungsmodelle werden darüber hinaus auf jeden Fall entsprechende
Validierungsregeln benötigt, wie bereits in Abschn. 5.4 diskutiert.
8.1.1 Editor
Eine große Herausforderung bei der Nutzung modellbasierter Ansätze stellt
nach Vanderdonckt (2008) die hohe Einstiegshürde1 dar, die von einem Ent-
wickler zunächst das Erlernen einer neuen Sprache fordert – im Falle dieser
Arbeit betrifft dies die in Kap. 5 entworfene Sprache zur Formalisierung von
Abbildungen. Zur Bewältigung dieser Herausforderung ist laut Stahl u. a.
(2012) die konkrete Syntax (vgl. Abschn. 2.2) bzw. der Editor einer Model-
lierungssprache extrem wichtig, da er die “Schnittstelle für den Modellierer”
darstellt und somit die Komplexität einer Sprache verbergen kann. Acreţoaie,
Störrle und Strüber (2016) fordern diesbezüglich für Transformationsspra-
chen eine sog. Syntax-Transparenz, bei deren Vorliegen Abbildungen in der
konkreten Syntax des entsprechenden Quell- bzw. Ziel-Metamodells unter
Nutzung des zugehörigen Editors formuliert werden können. Dies ist bei exo-
genen Transformationen allerdings unmöglich zu erreichen, da hier prinzipiell
unterschiedliche Quell- und Ziel-Metamodelle und damit unterschiedliche
konkrete Syntaxen und Editoren beteiligt sind. Aus diesem Grund ist zur
Erstellung der Abbildungsmodelle ein eigener Editor zu entwickeln, der den
Entwickler bestmöglich in seiner Arbeit unterstützt.
Solche Editoren lassen sich prinzipiell nach der verwendeten konkreten
Syntax in textuell und grafisch unterteilen. Alle gängigen und im bisherigen
Verlauf dieser Arbeit angesprochenen Transformations-Frameworks bieten
zumindest rudimentäre Editoren zur Erstellung von Abbildungsmodellen
und setzen dabei sowohl auf grafische (vor allem bei Graph-basierten An-
sätzen, s. z. B. [Biermann, K. Ehrig u. a., 2006; Ermel u. a., 2011; Runge,
1Übersetzt aus dem Englischen: “high threshold”
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2015]) als auch textuelle (s. z. B. ATL [Eclipse, 2016a] oder Epsilon [Eclipse,
2016f]) Lösungen. Laut Stahl u. a. (2012) können grafische Repräsentatio-
nen gerade bei komplexen Modellen schnell unübersichtlich werden und
vor allem bei der parallelen Arbeit im Team hinderlich sein, wohingegen
textuelle Repräsentationen im Vergleich weniger gut lesbar sind. Da wie
in Kap. 5 erläutert ein Hauptbestandteil der Mappings die Beschreibung
von Modellstrukturen (Patterns) ist und sich diese durch eine Baumstruk-
tur auszeichnen, bietet sich an dieser Stelle stattdessen ein Baum-basierter
Editor als Spezialfall grafischer Editoren mit hierarchischer Darstellung von
Elementen [Terfloth, Wendler und Habiger, 2008] an. Gegenüber grafischen
Editoren mit freier Platzierung von Elementen zeichnet sich ein solcher
Editor durch eine strukturierte Darstellung mit geringerem Freiheitsgrad
sowie einfachere Möglichkeiten zur Realisierung kollaborativer Ansätze aus.
Baum-basierte Editoren existieren auch bereits für andere Transforma-
tions-Frameworks, z. B. in Form von MARIAE [Lisai u. a., 2011] oder des
Mapping Modeling Tools [Lopes u. a., 2006]. Sie stellen im Allgemeinen jeweils
anhand getrennter Baumansichten die Quellelemente/-strukturen von Abbil-
dungen (links), die Zielelemente/-strukturen (rechts) sowie die eigentlichen
Abbildungen (mittig) dar. Der Editor des PAMTraM-Frameworks verwendet
diesen Ansatz wieder, wie in Abb. 8.1 anhand eines Bildschirmfotos mit den
jeweiligen Ansichten für LHS (vgl. Symbol ¬), Mappings (­) und RHS (®)
dargestellt. Darüber hinaus stellt der Editor zusätzliche Ansichten jeweils
für die Modellierung globaler Bedingungen (vgl. Abschn. 5.3.4) sowie für
ValueModifierSets (vgl. Abschn. 5.1.4) bereit (¯ und °). Um die Übersicht-
lichkeit zu erhöhen, erfolgt jeweils eine koordinierte Auswahl zwischen den
verschiedenen Ansichten: Wählt der Entwickler bspw. ein Mapping oder
einen bestimmten MappingHint aus, so werden die entsprechenden (Elemente
der) Patterns der zugehörigen LHS und RHS in den jeweiligen Ansichten
ebenfalls automatisch selektiert. Abb. 8.1 zeigt dies für eine Auswahl des
AttributeMappings NameMapping in Ansicht ­, wodurch automatisch auch
das zugeordnete Quellelement in der LHS (Attribut associatedWith in An-
sicht ¬) sowie das definierte Zielelement in der RHS (Attribut PanelName
in Ansicht ®) selektiert wird. Da durch das AttributeMapping weder Bedin-
gungen noch ValueModifierSets referenziert werden, erfolgt in den beiden
Ansichten ¯ und ° keine Auswahl.
In Abschn. 6.1.1 wurde bereits erläutert, dass dem Modellierer ermög-
licht werden sollte, etwaige Modellierungsfehler in LHS zu identifizieren,
indem ihm für eine LHS in einem konkreten Quellmodell ermittelte Anwen-
dungspunkte angezeigt werden. Hierzu wurde der Editor um eine spezielle
Matching-Ansicht erweitert, die im Anhang in Abschn. B.3.2 erläutert wird.
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2
3
4
5
Abbildung 8.1: Bildschirmfoto des Editors: Teilansichten zur Erstellung von Ab-
bildungsmodellen (¬: LHS; ­: Mappings; ®: RHS; ¯: globale Bedingungen;
°: ValueModifierSets)
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8.1.2 Ableitung von Patterns aus bestehenden Modellen
In Abschn. B.2.1 wurde ein detailliertes Vorgehen zur Ableitung von Patterns
aus bestehenden Modellen entworfen, welches dem Nutzer an unterschiedli-
chen Punkten Einflussmöglichkeiten bietet. Ausgangspunkt dieses Vorgehens
ist die Auswahl eines oder mehrerer Modellelemente, welche die Grundlage
des zu erzeugenden Patterns bilden. Eine solche Auswahl sollte idealerweise
direkt aus dem Editor möglich sein, welcher durch den Nutzer zur Bear-
beitung des entsprechenden (UI-)Modells genutzt wird. Dies würde jedoch
die entsprechende Erweiterung einer unbegrenzten Anzahl von Editoren
erfordern. Daher wurde eine solche Erweiterung stattdessen lediglich für
den durch EMF bereitgestellten generischen, Baum-basierten Editor im-
plementiert, wie in Abb. 8.2a anhand eines entsprechenden Kontextmenü-
Eintrags dargestellt. Da dieser Editor die Bearbeitung beliebiger Modelle
(die auf beliebigen Metamodellen basieren) ermöglicht, stellt dies keine Ein-
schränkung der allgemeinen Funktionalität dar. Das weitere Vorgehen gemäß
Abschn. B.2.1 wurde in Form eines Dialog-basierten Systems umgesetzt.
Abb. 8.2b zeigt ein Bildschirmfoto der Dialogseite, welche die manuelle An-
passung automatisch generierter Patterns ermöglicht, bevor diese endgültig
in ein Abbildungsmodell eingefügt werden.
8.1.3 Validierungsregeln
Die zur Validierung erstellter PAMTraM-Modelle notwendigen Validierungs-
regeln müssen zum einen die durch das Metamodell selbst definierten An-
forderungen überprüfen (z. B. bzgl. einer für eine Referenz geforderten Kar-
dinalität), zum anderen aber auch die zusätzlichen Invarianten abdecken,
die in Abschn. 5.4 abgeleitet wurden und beliebig komplex sein können.
EMF ist in der Lage, Validierungsregeln zur Überprüfung der durch das
Metamodell definierten Einschränkungen automatisch zu generieren. Die
zusätzlichen Invarianten gemäß Abschn. 5.4 (bzw. die Validierungsregeln
zu ihrer Überprüfung) müssen jedoch manuell definiert bzw. implementiert
werden.
Zur Formulierung solcher Invarianten im Umfeld von EMF gibt es unter-
schiedliche Möglichkeiten: Zum einen können spezifische Sprachen wie z. B.
OCL [OMG, 2014b] oder die Epsilon Validation Language (EVL) [Eclipse,
2016g] verwendet werden, zum anderen unterstützt EMF aber auch die
Formulierung von Invarianten unter Verwendung von Java. Spezifische Spra-
chen besitzen diesbezüglich den Vorteil einer speziellen Syntax, die auf die
Domäne der Beschreibung von Validierungsregeln angepasst ist. Allerdings
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(a) Auswahl der Basiselemente
(b) Anpassung vorläufig generierter Patterns
Abbildung 8.2: Dialogsystem zur Ableitung von Patterns
besteht dieser Vorteil lediglich für den Entwickler eines Transformations-
Frameworks – nicht aber für den letztendlichen Nutzer. Darüber hinaus sind
solche Sprachen in aller Regel in ihrer Funktionalität eingeschränkt: So dis-
kutieren bspw. Kolovos, Rose und Paige (2016) einige gravierende Nachteile
von OCL wie z. B. die limitierten Möglichkeiten für ein Nutzerfeedback. Diese
Nachteile werden zwar durch EVL behoben, im Rahmen dieser Arbeit erfolg-
te die Implementierung der benötigten Validierungsregeln jedoch dennoch
auf Basis von Java: Dies ist zum einen konform mit den o. g. automatisch
generierten Validierungsregeln, die bei EMF in Form von Java-Methoden
vorliegen, und schafft zum anderen keine zusätzlichen Abhängigkeiten zu
anderen Frameworks wie z. B. Epsilon [Eclipse, 2016f] bei Nutzung von EVL.
Abb. 8.3 zeigt eine resultierende Nutzerrückmeldung im Editor nach einer
durchgeführten Validierung für eine invalide Strukturdefinition gemäß dem
Beispiel aus Abb. 5.26a.
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Abbildung 8.3: Modellvalidierung im Editor: Anzeige eines Modellierungsfehlers
8.2 Durchführung von Transformationen
Dieser Abschnitt diskutiert die Aspekte des PAMTraM-Frameworks, die die
Durchführung von Transformationen basierend auf einem PAMTraM-Modell
betreffen. Die Grundlage hierfür stellt eine konkrete Implementierung des in
Kap. 6 entworfenen generischen Transformations-Algorithmus dar. Darüber
hinaus werden Komponenten benötigt, welche die Konfiguration sowie das
Durchführen von Transformationen basierend auf diesem Algorithmus er-
möglichen. Abschließend werden Komponenten zur iterativen Erweiterung
eines PAMTraM-Modells ausgehend von Nutzerentscheidungen gemäß den
Erläuterungen in Abschn. 7.3 vorgestellt.
8.2.1 Umsetzung des generischen Transformations-Algorithmus
Wie in Abschn. 6.1 beschrieben, gliedert sich der generische Transformations-
Algorithmus abgesehen vom Einlesen der Quellmodelle am Anfang sowie
dem Speichern der Zielmodelle am Ende in fünf Phasen:
1. Searching: Suche nach Anwendungspunkten für Abbildungen
2. Extracting: Ermittlung von Parametern für ausgewählte Abbildungen
3. Instantiating: Erzeugen der unzusammenhängenden Zielstrukturen
4. Linking: Erstellen von Querverweisen zwischen den Zielstrukturen
5. Joining: Erzeugen eines oder mehrerer zusammenhängender Modelle
Bei diesem Algorithmus handelt es sich streng genommen ebenfalls wieder
um Transformationsregeln gemäß dem in Abb. 3.5 aufgezeigten Schema:
Diese Regeln beschreiben eine M2M-Transformation, welche basierend auf
mehreren Eingangsmodellen (UI-Modelle und -Metamodelle, Kontextmo-
delle und -Metamodelle sowie ein PAMTraM-Modell) ein oder mehrere
Ausgangs-(UI-)Modelle erzeugt. Zur Umsetzung dieser Transformationsre-
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geln kann daher prinzipiell zunächst jede der in Abschn. 3.1.3 vorgestellten
Realisierungsvarianten für Transformationssprachen genutzt werden. Die
resultierenden Transformationsregeln sind allerdings sehr komplex: Sie müs-
sen zum einen die fünf oben beschriebenen Phasen abbilden und darüber
hinaus komplexe Algorithmen (z. B. bezüglich der Verbindung erzeugter
Modellausschnitte, vgl. Abschn. 6.2) implementieren sowie weitere Infor-
mationen (z. B. von gespeicherten Ergebnissen statistischer Auswertungen
oder Nutzerentscheidungen im Rahmen der Auflösung von Mehrdeutigkeiten,
vgl. Abschn. 6.3) verarbeiten können. Aus diesem Grund sind deklarative
Transformationssprachen zur Implementierung des Algorithmus wenig geeig-
net, da diese wie in Abschn. 3.1.3 beschrieben die konkrete Ausführung von
Abbildungen nicht betrachten und daher i. Allg. keine Umsetzung komple-
xer Algorithmen ermöglichen. Um eine möglichst flexible und erweiterbare
Lösung zu entwickeln und keine zusätzlichen Abhängigkeiten zu anderen,
mehr oder weniger komplexen Transformations-Frameworks wie z. B. Epsilon
[Eclipse, 2016f] zu erhalten, fiel eine Entscheidung auch gegen eine spezifische
Transformationssprache und für eine universelle Programmiersprache. Da
sowohl Eclipse als auch EMF auf Basis von Java entwickelt wurden, stellt
Java die logische Wahl zur Realisierung des Algorithmus dar und lässt alle
Möglichkeiten für zukünftige Entwicklungen bzw. Erweiterungen offen.
Für die Implementierung wurde analog zu dem bereits in Abb. 6.1 dar-
gestellten Aktivitätsdiagramm jeder der fünf Schritte (bzw. die hierfür
notwendigen Algorithmen) in Form einer eigenen Komponente umgesetzt.
Wie bereits in Abschn. 6.3 beschrieben, können in jeder Phase (ausgenommen
der Extracting-Phase) Mehrdeutigkeiten auftreten. Daher soll im Folgenden
auf die konkrete Umsetzung der verschiedenen Strategien zur Auflösung von
Mehrdeutigkeiten eingegangen werden. Auf die erneute Beschreibung der
Auswertung erweiterter Abbildungen (Ansatz 1 in Tab. 6.3) soll dabei ver-
zichtet werden, da diese bereits ausführlich in Abschn. 5.2.2 und Abschn. 6.1
diskutiert wurde.
Zur Umsetzung der Traceability Links (Ansatz 2 in Tab. 6.3) wurde ein
spezielles Metamodell – das TransformationModel-Metamodell – entwickelt,
welches im Anhang in Abb. B.7 dargestellt ist. Es ermöglicht dem Trans-
formations-Algorithmus wie in Abschn. 6.3 gefordert das Persistieren von
Verknüpfungen zwischen Elementen der an einer Transformation beteilig-
ten Quell-, Ziel- und Abbildungsmodelle. Darüber hinaus können diese mit
Metainformationen wie dem Zeitpunkt der durchgeführten Transformation
angereichert werden. Wenn eine erneute Transformation durchgeführt wer-
den soll, kann ein solches TransformationModel als Grundlage zur Auflösung
von Mehrdeutigkeiten genutzt werden. Dabei ist wichtig, dass frühere Ent-
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scheidungen nur für unveränderte Teile von Quell- und PAMTraM-Modellen
wiederverwendet werden. Im Gegensatz zu existierenden Lösungen ermög-
licht das entworfene Metamodell dazu auch die Speicherung einer kompletten
Kopie der an einer Transformation beteiligten Quell-, PAMTraM- und Ziel-
modelle, was einen Vergleich mit den aktuellen Modellen ermöglicht. Sowohl
zur Ermittlung unveränderter Modellteile als auch zur Bestimmung kor-
respondierender Elemente zwischen zwei Modellversionen wird dabei das
EMFCompare-Framework [Eclipse, 2016d] genutzt.
In Tab. 6.2 wurden bereits die möglichen Ebenen statistischer Auswertun-
gen (Ansatz 3 in Tab. 6.3) für unterschiedliche Typen von Mehrdeutigkeiten
analysiert. Allgemein gesehen erscheint eine Implementierung statistischer
Auswertungen auf Modellebene nur wenige Vorteile zu bringen: Auf dieser
Ebene agieren bereits die TraceabilityLinks, welche eine zusätzliche Sortierung
der möglichen Varianten basierend auf statistischen Auswertungen überflüs-
sig machen. Aus diesem Grund führt der implementierte Transformations-
Algorithmus die Auswertungen lediglich auf Ebene von Abbildungsmodellen
und Metamodellen durch. Dabei werden die Möglichkeiten zur Auflösung
einer Mehrdeutigkeit nach Häufigkeit der Entscheidung in früher durchge-
führten Transformationen sortiert. Bei den Typen von Mehrdeutigkeiten,
die eine Auswertung sowohl auf Abbildungs- als auch auf Metamodell-Ebene
zulassen, erfolgt eine Gewichtung beider Häufigkeiten – der Faktor dieser
Gewichtung kann durch den Nutzer konfiguriert werden. Bei der Berechnung
der Häufigkeiten ist zu beachten, dass frühere Entscheidungen jeweils nur
bei Vorliegen äquivalenter Auswahlmöglichkeiten vergleichbar sind: So kann
z. B. nicht zwingend davon ausgegangen werden, dass der Nutzer bei einer
möglichen Auswahl zwischen zwei Mappings zur Erzeugung einer Dropdown-
Liste oder einer Radiobutton-Gruppe genau so wählen würde, wie wenn
zusätzlich als dritte Option noch eine Sprachauswahl genutzt werden könnte.
Daher werden in die Berechnung der Häufigkeiten früherer Entscheidungen
nicht nur die getroffene Entscheidung selbst, sondern auch die vorhandenen
Entscheidungsmöglichkeiten einbezogen.
Die Konsultation des Nutzers (Ansatz 4 in Tab. 6.3) wurde mit Hilfe eines
Satzes von Dialogen realisiert. Diese ermöglichen dem Nutzer je nach Typ der
Mehrdeutigkeit die Auswahl einer oder mehrerer der präsentierten Optionen.
Die Sortierung der Optionen erfolgt dabei – falls durchgeführt – nach dem
Ergebnis der statistischen Auswertungen.
Im Falle vollautomatischer Transformationen oder des Überspringens eines
Dialogs durch den Nutzer kann eine Standardauswahl (Ansatz 5 in Tab. 6.3)
durchgeführt werden. Diese wählt automatisch die erste Auswahlmöglichkeit
bzw. den Standard-Attributwert/die lowerBound einer Referenzkardinalität.
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Wie bereits in Abschn. 6.3 erläutert, besitzen die unterschiedlichen er-
läuterten Ansätze zur Auflösung von Mehrdeutigkeiten jeweils Vor- und
Nachteile. Darüber hinaus ist es ratsam, für zukünftige Erweiterungen die
einfache Integration etwaiger zusätzlicher Ansätze oder das Ersetzen existie-
render Ansätze durch andere Implementierungen (z. B. erweiterte statistische
Auswertungen nicht nur basierend auf den lokal bekannten durchgeführten
Transformationen sondern anhand einer globalen Wissensbasis) zu ermögli-
chen. Zur Umsetzung dieser Anforderungen wurde für die Implementierung
bzw. Integration obiger Ansätze das StrategyPattern [Gamma u. a., 2011]
verwendet, wie in Abb. 8.4 dargestellt. Dabei deklariert das Interface Am-
biguityResolvingStrategy Methoden für jeden der verschiedenen Typen von
Mehrdeutigkeiten – diese Methoden werden von den konkreten Strategien zur
Auflösung der Mehrdeutigkeiten implementiert. Die Komponenten zur Um-
setzung der verschiedenen Phasen des Transformations-Algorithmus können
die implementierten Strategien folglich nutzen, ohne abhängig von konkreten
Implementierungen zu sein, sodass die einfache Integration zusätzlicher bzw.
alternativer Ansätze ermöglicht wird.
Transforma�on
Algorithm
+ searchingSelectSec�on(...) 
+ searchingSelectMapping(...)
+ instan�a�ngSelectA�ributeValue(...)
+ instan�a�ngSelectCardinality(...)
+ ...
AmbiguityResolvingStrategy
<<interface>>strategies
1..*
MappingHint
Strategy
TraceabilityLink
Strategy
UserDecision
Strategy
DefaultSelec�on
Strategy
Sta�s�cs
Strategy
Searching
Algorithm
Extrac�ng
Algorithm
Instan�a�ng
Algorithm
Linking
Algorithm
Joining
Algorithm
<<uses>>
1
1
1
1
1
Abbildung 8.4: Integration der verschiedenen Ansätze zur Auflösung von Mehrdeu-
tigkeiten mit Hilfe des StrategyPatterns
8.2.2 Konfiguration und Starten von Transformationen
Bevor eine konkrete Transformation durchgeführt werden kann, sind durch
den Nutzer zunächst die zu verwendenden Quell- und PAMTraM-Modelle
festzulegen. Darüber hinaus sind aber auch weitere Einstellungen wie z. B.
die Auswahl und Konfiguration der zu nutzenden Strategien zur Auflösung
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von Mehrdeutigkeiten vorzunehmen. Zur Vornahme sämtlicher dieser Ein-
stellungen bietet das PAMTraM-Framework einen speziellen Konfigurations-
Dialog, welcher im Anhang in Abschn. B.3.3 genauer vorgestellt wird.
8.2.3 Iterative Erweiterung von Patterns und Abbildungen basierend auf
Nutzerentscheidungen im Rahmen einer Transformation
In Abschn. 7.1 wurde erläutert, dass Transformationen i. Allg. nicht nur
von Endanwendern, sondern auch von Entwicklern im Rahmen des Tests
und der iterativen Weiterentwicklung von Abbildungsmodellen durchgeführt
werden. Basierend auf diesem Gedanken wurde in Abschn. B.2.2 erläutert,
wie Informationen, die durch den Nutzer im Rahmen der Auflösung von
Mehrdeutigkeiten zugeführt werden, als Ausgangspunkt zur semi-automa-
tischen Erweiterung von Abbildungsmodellen genutzt werden können. Das
PAMTraM-Framework setzt diese Überlegungen derart um, dass in jedem
Dialog zur Auflösung einer Mehrdeutigkeit durch eine zusätzliche Schaltflä-
che (“Enhance PAMTraM Model”) die entsprechenden Aktionen (z. B. die
automatische Erweiterung von Patterns oder Abbildungen oder das Starten
eines Assistenzsystems) ausgelöst werden kann. Abb. 8.5 zeigt dies exem-
plarisch anhand der Auflösung einer Mehrdeutigkeit bezüglich möglicher
Verbindungspfade.
Abbildung 8.5: Möglichkeit zur Erweiterung von Patterns oder Abbildungen auf
Basis einer Nutzerentscheidung
8.3 Zusammenfassung
Die im Rahmen dieses Kapitels vorgestellten Komponenten lassen sich in
vier Teilbereiche unterteilen: Komponenten, die der Realisierung der in
Kap. 5 vorgestellten Modellierungssprache zur Formalisierung von Abbil-
dungen dienen, Komponenten, die den in Kap. 6 entworfenen generischen
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Transformations-Algorithmus umsetzen, Komponenten, die einen Entwick-
ler bei der Erstellung eines neuen PAMTraM-Modells unterstützen, und
Komponenten, die einem Nutzer die Konfiguration sowie Durchführung
von Transformationen basierend auf einem existierenden PAMTraM-Mo-
dell ermöglichen. Abb. 8.6 fasst basierend auf diesen vier Teilbereichen die
resultierende Gesamtstruktur des PAMTraM-Frameworks zusammen.
Nutzer-
Schni�stellen
Generische
Transforma�on
Modellierungssprache Entwickler-Schni�stellen
PAMTraM-
Metamodell
Transforma�ons-
Algorithmus
<<basiert auf>>
- Ableitung von Pa�ern aus bestehenden 
Modellen
- Erweiterung von Pa�ern und Abbildungen 
basierend auf Nutzerentscheidungen
Editor
Validierungs-
regeln
<<basieren auf>>
<<basiert auf>>
<<nutzt>>
- Erweiterte Abbildungen
- Traceability Links
- Sta�s�sche Auswertungen
- Konsulta�on des Nutzers
- Standardauswahl
Strategien zur 
Auﬂösung von 
Mehrdeu�gkeiten
<<nutzt>>
- Konﬁgura�on von 
Transforma�onen
- Starten von 
Transforma�onen
Konﬁgura�ons-
dialog für 
Transforma�onen
<<führt aus>>
Higher-Order
Transforma�ons
<<erweitern>>
<<bindet ein>>
Auswahldialoge 
zur Konsulta�on 
des Nutzers <<geht aus von>>
<<stellt bereit>>
Abbildung 8.6: Übersicht über die verschiedenen Komponenten des PAMTraM-
Frameworks
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Validierung
Im Rahmen dieses Kapitels sollen die verschiedenen Ergebnisse dieser Arbeit
validiert und bewertet werden. Die Entwicklung sämtlicher betrachteter
Aspekte erfolgte im Rahmen dieser Dissertation anhand der Anforderungen
aus der Domäne der Benutzungsschnittstellen im Allgemeinen und deren
Einsatz in der industriellen Automatisierungstechnik im Speziellen. Bereits
in den Abschnitten 2.3 und 2.4 wurde diskutiert, dass in diesem Bereich
eine Vielzahl von Anwendungsgebieten, Plattformen und daher auch Model-
lierungssprachen sowohl für UI- als auch Kontextmodelle existieren. Eine
umfassende Validierung, die sämtliche dieser Sprachen und Anwendungsge-
biete berücksichtigt, ist aufgrund dieser Vielzahl – im Rahmen dieser Arbeit
aber auch generell – nicht durchführbar. Daher werden im Folgenden zu-
nächst in Abschn. 9.1 ausgewählte Fallstudien vorgestellt, die die Nutzung
der entwickelten Methoden und Komponenten in relevanten und repräsen-
tativen Szenarien demonstrieren. Aufbauend auf diesen Fallstudien erfolgt
anschließend in Abschn. 9.2 eine Analyse der Lösung hinsichtlich ausgewähl-
ter Kriterien zur Bewertung von Transformationssprachen und -frameworks.
Abschließend werden in Abschn. 9.3 generelle Schlussfolgerungen in Bezug
auf die Eignung und Grenzen der entwickelten Methodik gezogen.
9.1 Validierung anhand repräsentativer Fallstudien
Im Rahmen dieses Abschnittes werden die Ergebnisse dieser Arbeit anhand
ausgewählter Fallstudien demonstriert und validiert. Dabei wird weniger
auf die detaillierte Verwendung einzelner Aspekte wie z. B. die konkre-
te Realisierung eines bestimmten Abbildungshinweises unter Verwendung
des PAMTraM-Metamodells eingegangen, da diese jeweils bereits in den
Kapiteln 5 bis 8 diskutiert wurden. Stattdessen stehen generelle Anwendungs-
aspekte bzw. Auswirkungen der im Rahmen dieser Dissertation entwickelten
Methodik sowie deren prototypischer Implementierung in Form des PAM-
TraM-Frameworks im Vordergrund, anhand derer die Erfüllung der in Kap. 4
formulierten Anforderungen überprüft werden kann.
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9.1.1 Fallstudie 1: Eindeutige Abbildungen und die iterative
Vervollständigung grundlegender Abbildungen
Szenario/Ziele Zwar erfolgte die Ableitung der im Rahmen dieser Disserta-
tion entwickelten Methodik unter Betrachtung der Möglichkeit mehrdeutiger
Abbildungen, trotzdem müssen durch diese Methodik natürlich auch ein-
deutige Abbildungen unterstützt werden. Dies soll im Rahmen dieser ersten
Fallstudie anhand der Umsetzung der bereits in Abschn. 3.1.1 vorgestellten
und im Verlauf dieser Arbeit als durchgängiges Beispiel genutzten Überfüh-
rung zwischen Zustandsmodellen auf AUI- und Visualisierungsmodellen auf
CUI-Ebene des CRF ohne Einfluss von Kontextbedingungen diskutiert wer-
den. Darüber hinaus werden anhand dieser Transformation die Möglichkeiten
für auftretende Mehrdeutigkeiten während der verschiedenen Phasen des
Transformations-Algorithmus sowie für deren Auflösung anhand von Nutzer-
befragungen demonstriert. Weiterhin wird die iterative Vervollständigung
grundlegender Abbildungen ohne Abbildungshinweise hin zu erweiterten
Abbildungen sowie die Unterstützung des Entwicklers bei dieser Aufgabe
diskutiert.
Umsetzung des Abbildungsmodells Die für die Transformation grundle-
genden Abbildungen für diese Fallstudie stellen (A-1) die Erzeugung eines
Panels (rhs1) für jeden State (lhs1) sowie (A-2) die Erzeugung einer Na-
vigationFlow/Signal-Struktur (rhs2) für jede Transition (lhs2) dar (vgl.
Abschn. 3.1.1). Abb. D.1 im Anhang visualisiert diese beiden Abbildungen
nochmals. Zur Realisierung der Abbildungen sind zunächst die für die LHS
und RHS benötigten Patterns zu definieren. Da für das Szenario bereits die
in Abb. D.2 dargestellten Beispielmodelle existieren, welche alle für die benö-
tigten Patterns relevanten Elementstrukturen enthalten, können die LHS und
RHS wie in Abschn. 7.2 bzw. 8.1.2 beschrieben aus diesen Elementstrukturen
semi-automatisch abgeleitet werden. Zur Vervollständigung des Abbildungs-
modells sind die erstellten LHS und RHS anschließend zu verknüpfen. Hierzu
wurden die im Rahmen von Abschn. 5.2 entworfenen Sprachmittel Mapping
sowie MappingHintGroup verwendet. Das resultierende Abbildungsmodell
ist in Abb. D.3 dargestellt.
Durchführung einer Transformation Im Folgenden soll die Transformation
des in Abb. D.2a dargestellten exemplarischen Quellmodells auf Basis des
definierten Abbildungsmodells betrachtet werden. In der Searching-Pha-
se werden dabei zunächst passende Elemente dieses Quellmodells für die
beiden definierten LHS State und Transition ermittelt. Während dieses
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Vorgangs treten zunächst keine Mehrdeutigkeiten auf, da weder mehrere
analoge bzw. identische LHS noch mehrdeutige Abbildungen definiert wur-
den. Da im Abbildungsmodell keine Abbildungshinweise definiert wurden,
wird die Extracting-Phase zur Ermittlung von Parametern übersprungen. In
der anschließenden Instantiating-Phase werden die unzusammenhängenden
Zielstrukturen basierend auf den ermittelten Abbildungen erzeugt – für das
Beispielmodell mit zwei States und einer Transition resultiert dies entspre-
chend in der Erzeugung zweier Panels sowie einer NavigationFlow/Signal-
Struktur.
Für die als Teil der RHS modellierten Attribute wurden keine konkreten
Werte festgelegt (vgl. Abb. D.3) – es bestehen folglich Variabilitäten, die im
Rahmen der Instanziierung der Elemente des Zielmodells bei der Festlegung
von Werten für diese Attribute aufzulösen sind. Dazu werden die unter-
schiedlichen Strategien (soweit möglich bzw. nötig) gemäß der in Tab. 6.3
vorgeschlagenen Reihenfolge angewendet: Da bis hierhin weder entsprechen-
de Abbildungshinweise (AttributeMappings) definiert wurden – es handelt
sich diesbezüglich folglich um grundlegende Abbildungen – noch gespeicherte
TraceabilityLinks vorliegen, wird der Nutzer zur Auflösung der Mehrdeutig-
keiten konsultiert. Abb. 9.1a demonstriert dies exemplarisch anhand der
Frage nach dem Wert des name-Attributs (Panel.name) eines der beiden
erzeugten Panels. Ähnliches gilt in der anschließenden Linking-Phase für
die Auswahl der Panels, die als Ziel der source- und target-Referenz des
NavigationFlows verwendet werden sollen: Da für das Beispielmodell zwei
Panels erzeugt wurden, wird auch hier der Nutzer konsultiert, um jeweils
das Referenzziel (entweder das Panel mit dem Namen “Normalbetrieb” oder
das mit dem Namen “Fehlerbetrieb”) zu wählen (s. Abb. 9.1b).
In der abschließenden Joining-Phase müssen die erzeugten Panel- und
NavigationFlow-Elemente zu einem zusammenhängenden Modell mit Baum-
struktur verbunden werden1. Hierzu erzeugt der in Abschn. 6.2 entworfe-
ne Algorithmus automatisch zunächst ein VisualizationModel-Element als
gemeinsames Wurzelelement und verbindet anschließend alle Panels und
NavigationFlows mit diesem. Da das VisualizationModel die einzige Mög-
lichkeit für ein gemeinsames Wurzelelement darstellt und jeweils eindeutige
Verbindungspfade existieren, um Panels und NavigationFlows mit diesem
zu verbinden (über die panels- und navigationFlows-Referenzen der Klasse
VisualizationModel), müssen hierbei keine Mehrdeutigkeiten aufgelöst wer-
den. Da das generierte VisualizationModel lediglich als Container für andere
1Das Signal-Element muss hierbei nicht betrachtet werden, da es bereits über eine
Containment-Referenz in einem NavigationFlow enthalten ist.
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(a) Spezifikation von Attributwerten
(b) Auswahl von Referenzzielen
Abbildung 9.1: Auflösen von Mehrdeutigkeiten anhand von Nutzerentscheidungen
Elemente agiert und keine eigenen Informationen z. B. anhand von Attri-
buten spezifiziert, ergibt sich außerdem der positive Nebeneffekt, dass für
dessen Erzeugung keine eigene Abbildung mitsamt entsprechender LHS/RHS
definiert werden muss. Das resultierende Modell entspricht folglich dem in
Abb. D.2b dargestellten.
Erweiterung des Abbildungsmodells Um bei zukünftigen Durchführungen
der Transformation die automatische Ableitung der verschiedenen Attribut-
werte sowie der Ziele der source- und target-Referenzen von NavigationFlows
zu ermöglichen, muss die oben beschriebene grundlegende Version des Abbil-
dungsmodells um entsprechende Abbildungshinweise erweitert werden2. Diese
Erweiterungen können zum einen manuell durch den Nutzer mit Hilfe des
in Abschn. 8.1.1 vorgestellten Editors erfolgen. Zum anderen ist aber auch
eine semi-automatische Erweiterung möglich – den Ausgangspunkt hierfür
stellt wie in Abschn. 8.2.3 erläutert die “Enhance PAMTraM Model”-Schalt-
2Für einen NavigationFlow wurde ein entsprechendes AttributeMapping für das
name-Attribut bereits in Abb. 5.19 vorgestellt. Einen ReferenceTargetSelector zur
Ermittlung des Ziels der target-Referenz zeigt Abb. B.3. Analoge Abbildungshinweise
können entsprechend auch für die anderen Attribute und Referenzen definiert werden.
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fläche im Rahmen der Dialoge zur Nutzerkonsultation dar. Wird diese bspw.
während der in Abb. 9.1a dargestellten Nachfrage nach einem Attributwert
betätigt, wird daraufhin automatisch ein entsprechendes AttributeMapping
“nameMapping” eingefügt, dessen Ziel auf das Attribut name der Klasse
Panel verweist, wie in Abb. 9.2 gezeigt. Ein automatisches Setzten des bzw.
der Quellelemente des AttributeMappings ist hingegen nicht möglich, da hier-
für prinzipiell eine beliebige Kombination von Werten beliebiger Attribute
aus sämtlichen LHS denkbar ist, die unter Zuhilfenahme von ValueModi-
fiern wie in Abschn. 5.1.4 erläutert auch noch beliebig modifiziert werden
können. Das noch unvollständige AttributeMapping muss folglich wie in
Abb. 9.2 gestrichelt dargestellt durch den Nutzer manuell vervollständigt
werden.
State : 
SourceSec�on
lhs1
a�ributes id: SourceSec�on
A�ribute
Panel : 
TargetSec�on
rhs1
a�ributes name: TargetSec�on
A�ribute
mapping1 : 
Mapping
: Mapping
HintGrouphint
Groups
source
Sec�on
target
Sec�on
expression : „“
nameMapping : 
A�ributeMapping
target
[Quelle] : 
A�ributeMapping
SourceElement
source
mapping
Hints
source
Elements
Abbildung 9.2: Automatisch generiertes AttributeMapping “nameMapping” mit
notwendigen manuellen Erweiterungen (gestrichelt dargestellt)
Zusammenfassend lässt sich folglich sagen, dass die in Kap. 5 entwickelte
Sprache die zur Definition sowohl der grundlegenden als auch der erweiterten
Abbildungen notwendigen Elemente bietet. Des Weiteren begünstigt der
entworfene generische Transformations-Algorithmus durch die Fähigkeit der
Ausführung grundlegender Abbildungen die nachträgliche Vervollständigung
von Abbildungen durch das iterative Hinzufügen benötigter Abbildungs-
hinweise. Hierbei unterstützt das entwickelte prototypische Werkzeug den
Entwickler, indem es die semi-automatische Ableitung von Abbildungshin-
weisen basierend auf Nutzerentscheidungen ermöglicht.
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9.1.2 Fallstudie 2: Mehrdeutige Abbildungen mit Kontextbedingungen
und Integration nicht formalisierbarer Informationen
Szenario/Ziele Anhand dieser zweiten Fallstudie wird zunächst die basie-
rend auf den Abschnitten 2.3 und 2.4 geforderte Unterstützung mehrdeutiger
Abbildungen demonstriert, die durch entsprechende Kontextbedingungen
erweitert bzw. eingeschränkt sind. Als Anwendungsbeispiel dient eine Mo-
delltransformation zwischen T&C- und CUI-Ebene des CRF3, die einen
Ausschnitt der von Pregel (2016) entworfenen Fallstudie zur Parametrierung
eines Demonstrators für ein multimodales Fahrerassistenzssystem (FAS)
ausmacht. Das FAS übernimmt dabei die Alarmierung des Fahrers bei Un-
terschreiten eines bestimmten Abstands zum vorausfahrenden Fahrzeug (s.
Abb. D.5 im Anhang für ein Bildschirmfoto des Demonstrators). Abhängig
von der Ausstattung des Fahrzeugcockpits kann diese Alarmierung auf un-
terschiedliche Arten unter Nutzung visueller, akustischer oder haptischer
Ausgaben erfolgen. Aus diesen unterschiedlichen Möglichkeiten für Alarmie-
rungen ergeben sich automatisch prinzipiell mehrdeutige Abbildungen. Da
der Demonstrator Cockpits mit unterschiedlichen Hardware-Ausstattungen
(z. B. mit/ohne Möglichkeit haptischer Ausgaben) repräsentieren können
soll, müssen diese mehrdeutigen Abbildungen jeweils für konkrete Hardware-
Ausstattungen eingeschränkt werden. Diese Abhängigkeit von der Cockpit-
Ausstattung entspricht Kontextbedingungen, die ein geeignetes Plattform-
Metamodell referenzieren. Neben der Unterstützung mehrdeutiger, bedingter
Abbildungen wird in dieser Fallstudie auch die Möglichkeit zur Integration
informaler, d.h. im Gegensatz zu den Abbildungshinweisen aus Abschn. 9.1.1
nicht formalisierbaren, Informationen zur Auflösung von Mehrdeutigkeiten
in eine Transformation anhand von Nutzerentscheidungen demonstriert.
Für die Umsetzung des Szenarios wurden die Metamodelle von Concur
Task Trees (CTT) [W3C, 2012] für die T&C-Ebene und AMINO-UI [Baron,
2016] für die CUI-Ebene sowie das von Koltun (2015) und Pregel (2016)
entwickelte Plattform-Metamodell genutzt. Diese sind jeweils im Anhang in
Abschn. D.2 abgebildet. Auf den konkreten Aufbau der Metamodelle sowie
auf die Ableitung sinnvoller Abbildungen zwischen diesen soll an dieser Stelle
nicht eingegangen werden – eine detaillierte Analyse diesbezüglich findet sich
in [Pregel, 2016]. Als Zusammenfassung dieser Analyse und Ausgangspunkt
der weiteren Erläuterungen dieser Fallstudie stellt Listing 9.1 die mehr-
deutige, bedingte Abbildung zwischen der LHS ctt:AlarmXTask und den
mehrdeutigen RHS amino:... zu Illustrationszwecken in Form von Pseudo-
code dar. Die RHS beschreiben dabei die verschiedenen möglichen Arten
3Die AUI-Ebene des CRF wird für dieses Szenario folglich nicht betrachtet.
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von Alarmierungen (ColorAnimation, BlinkAnimation, SoundAnimation, Vi-
brationAnimation) in Abhängigkeit der durch die Plattform bereitgestellten
Ausgabegeräte (Display, Speaker, VibrationMotor). Zu beachten ist, dass
die RHS nicht nur einfache Elemente sondern komplexe Elementstrukturen
mit Variabilitäten beschreiben: So ist z. B. für eine ColorAnimation die zur
Animation genutzte Farbe als Attribut mit Variabilität spezifiziert
Listing 9.1: Umzusetzende mehrdeutige, bedingte Abbildung als Pseudocode
1 // Mehrdeutige Abbildung zur Erzeugung unterschiedlicher
2 // Alarmierungen in Abhaengigkeit von Plattformmerkmalen
3 foreach ctt:AlarmXTask create
4 amino:ColorAnimation if platform:Display
5 amino:BlinkAnimation if platform:Display
6 amino:SoundAnimation if platform:Speaker
7 amino:VibrationAnimation if platform:VibrationMotor
Verwendung von Nutzerentscheidungen zur Integration nicht formalisier-
barer Informationen Bei der vorliegenden Fallstudie soll der Entwerfer eines
Cockpits vor Ort über die konkret zu nutzende(n) Art(en) der Alarmierung
(z. B. per ColorAnimation über das Display und/oder VibrationAnimati-
on über einen Vibrationsmotor) entscheiden können. Das Plattformmodell
soll also wie in Listing 9.1 dargestellt für die Abbildungen nur die notwen-
digen Einschränkungen formulieren, nicht aber zwingend zu eindeutigen
Ergebnissen im Rahmen der Durchführung einer Transformation führen. Die
gewollten Alternativen, die dem Entwerfer des Cockpits geboten werden
sollen, werden folglich bewusst nicht weiter eingeschränkt und sind somit
nicht automatisch auflösbar. Dadurch muss der Nutzer (im Rahmen dieser
Fallstudie der Entwerfer des Cockpits) zu diesen Entscheidungen befragt
werden. Beschreibt ein Plattformmodell bspw. sowohl einen Lautsprecher
als auch einen Vibrationsmotor, kann der Nutzer entscheiden, ob er bei-
de (SoundAnimation und VibrationAnimation), eine oder gar keine der
möglichen Animation wählen möchte. Analog verhält es sich für die oben
beschriebenen Variabilitäten in den definierten RHS: Diese wurden bewusst
definiert, damit der Nutzer im Rahmen von Nutzerbefragungen während
der Durchführung einer Transformation z. B. die Farbe einer gewählten
ColorAnimation bestimmen kann.
Umsetzung des Abbildungsmodells Inhalt dieses Abschnittes ist die kon-
krete Umsetzung der in Listing 9.1 zur Veranschaulichung des Sachverhalts
anhand von Pseudocode beschriebenen mehrdeutigen Abbildung mit den
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Mitteln des PAMTraM-Metamodells. Wie in Abschn. 5.2.1 erläutert, werden
mehrdeutige Abbildungen in einem PAMTraM-Modell dadurch definiert,
dass mehrere Abbildungen angelegt werden, die jeweils auf die gleiche LHS
verweisen. Der obere Teil von Abb. 9.3 stellt dies ausschnitthaft für die bei-
den Alarmierungs-Typen Color- und BlinkAnimation dar4 – die Abbildungen
für die anderen Alarmierungs-Typen können analog definiert werden.
AlarmXTask : 
SourceSec�on
lhs1
Display : 
SourceSec�on
value : 1
comparator :
GREATER_OR_EQUAL
DisplayCondi�on:
CardinalityCondi�on
BlinkAnima�on 
: TargetSec�on
rhs2
BlinkAnima�on
Mapping : 
Mapping
: Mapping
HintGrouphint
Groups
target
Sec�on
source
Sec�on
ColorAnima�on 
: TargetSec�on
rhs1
ColorAnima�on
Mapping : 
Mapping
: Mapping
HintGrouphint
Groups
target
Sec�on
source
Sec�on
shared
Condi�on
source
Abbildung 9.3: Realisierung der mehrdeutigen, bedingten Abbildungen aus Lis-
ting 9.1 in einem PAMTraM-Modell (Ausschnitt)
Die Grundlage von Kontextbedingungen stellen wie in Abschn. 5.3.1 er-
läutert zunächst entsprechende Patterns dar, welche relevante Ausschnitte
von Kontextmodellen beschreiben. Solche Kontextmodelle agieren neben
dem/n UI-Modell(en) als zusätzliche Eingangsmodelle für eine Transfor-
mation. Folglich werden die Patterns für Kontextmodelle analog zu den
Patterns für UI-Quellmodelle in einem PAMTraM-Modell als SourceSections
beschrieben. Darauf aufbauend können anschließend die eigentlichen Bedin-
gungen definiert werden, die zusätzliche Anforderungen an die definierten
Patterns formulieren. Das PAMTraM-Modell aus Abb. 9.3 definiert hierzu
zunächst ein entsprechendes Pattern zur Beschreibung eines Displays und
darauf aufbauend eine Bedingung “DisplayCondition”, die fordert, dass ein
solches Display mindestens einmal in einem entsprechenden Kontextmodell
vorhanden sein muss. Da es sich hierbei um eine Anforderung bezüglich einer
4Aus Gründen der Übersichtlichkeit sind dabei jeweils nur die Wurzelelemente der
verschiedenen LHS und RHS dargestellt.
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Kardinalität handelt, wurde wie in Abschn. 5.3.1 erläutert das entworfene
Sprachmittel der CardinalityCondition als konkrete Ausprägung einer Bedin-
gung genutzt5. Da für die beiden dargestellten Abbildungen ColorAnimation
und BlinkAnimation die gleiche Bedingung benötigt wird (vgl. Listing 9.1),
wurde diese wie in Abschn. 5.3.5 erläutert als globale Bedingung in einem
separaten Bedingungsmodell (nicht dargestellt) definiert. Dies ermöglicht die
anschließende Einbindung der Bedingung in beide Abbildungen mit Hilfe der
sharedCondition-Referenz (s. Abb. 9.3). Im Gegensatz zur lokalen Definition
der Bedingung als Teil der Abbildungen verhindert dies die Notwendigkeit
der mehrfachen Modellierung der gleichen Bedingung.
Durchführung von Transformationen Basierend auf dem konfigurierten
Abbildungsmodell können im Anschluss Transformationen durchgeführt
werden. Wie oben erläutert kann die Befragung des Nutzers dabei zur Be-
einflussung der generierten Lösung genutzt werden. Abb. 9.4 zeigt einen
entsprechenden Dialog zur Auswahl einer oder mehrerer Abbildungen für die
jeweiligen Typen von Animationen. Die verfügbaren Abbildungen werden
dabei jeweils wie oben beschrieben durch die ausgewählte Plattform beein-
flusst und ihre Sortierung erfolgt anhand der Ergebnisse der statistischen
Auswertungen durch die StatisticsStrategy (vgl. Abschn. 8.2.1). Außer zur
Auswahl der zu nutzenden Abbildungen wird der Nutzer auch bezüglich der
Auflösung von Variabilitäten in den durch diese Abbildungen referenzierten
RHS konsultiert. Dadurch kann dieser auch die konkreten Ausprägungen
der gewählten Abbildungen beeinflussen, z. B. indem er durch Spezifikation
unterschiedlicher konkreter (Attribut-)Werte im Rahmen der Erzeugung
von ColorAnimations unterschiedliche Farben festlegt (vgl. Abb. D.5). Eine
entsprechende Nachfrage bzgl. Attributwerten wurde bereits im Rahmen der
ersten Fallstudie in Abb. 9.1a gezeigt.
Die zusätzliche bzw. alternative Nutzung der TraceabilityLinkStrategy bie-
tet die Möglichkeit, durchgeführte Transformationen (und damit durch den
Nutzer getroffene Entscheidungen) zu Speichern und Wiederzuverwenden.
Abb. 9.5 illustriert dies anhand der Auswahl eines während einer früheren
Durchführung einer Transformation gespeicherten TransformationModels
(vgl. Abschn. 8.2.1) im Rahmen der Konfiguration einer durchzuführenden
Transformation. Die in dem gewählten TransformationModel gespeicher-
ten TraceabilityLinks werden daraufhin bei auftretenden Mehrdeutigkeiten
ausgewertet, sodass es zu keinen Nutzerabfragen mehr kommt.
5Die für die anderen, nicht in der Abbildung dargestellten Alarmierungs-Typen not-
wendigen Plattformbedingungen können analog definiert werden.
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(a) Plattform mit Display, Speaker und VibrationMotor
(b) Plattform mit Display ohne Speaker und VibrationMotor
Abbildung 9.4: Auswahl von Abbildungen anhand von Nutzerentscheidungen
Abbildung 9.5: Wiederverwendung eines gespeicherten TransformationModels bzw.
der enthaltenen TraceabilityLinks mit Hilfe der TraceabilityLinkStrategy
124
9.1 Validierung anhand repräsentativer Fallstudien
9.1.3 Fallstudie 3: Wiederverwendung von Abbildungsmodellen
Szenario/Ziele In dieser Fallstudie wird ein Schritt der im Rahmen des
Forschungsprojektes AutoProBe [GFaI e.V., 2013; Martin, Freund u. a.,
2015] entworfenen Transformationskette zur Erzeugung von Bedienoberflä-
chen für Fertigungsanlagen wie der in Abb. 9.6 dargestellten betrachtet.
Den Ausgangspunkt dieses Transformationsschrittes – das Quellmodell bzw.
-Metamodell – bildet ein CUI-(Meta-)Modell, welches verschiedene Bedien-
bilder (Layer) und deren Inhalte in Form von UI-Elementen (Viobject)
beschreibt. Die Viobjects stellen Platzhalter für Grafikelemente dar und
werden u.a. durch ihre Größe, ihre Position sowie eine typeID – eine textuelle
Spezifikation des prinzipiellen Typs des UI-Elements (z. B. Button, einfa-
ches Ein-/Ausgabeelement, Repräsentation einer Bearbeitungsstation, usw.) –
charakterisiert. Das komplette Metamodell ist in Abb. D.11 dargestellt.
Abbildung 9.6: Exemplarische Fertigungsanlage (s. [Martin, Freund u. a., 2015])
Basierend auf diesem Quell-Metamodell werden Transformationen für zwei
unterschiedliche Zielsysteme bzw. -sprachen entwickelt. Dabei wird gezeigt,
wie die entwickelte Methodik bzw. die prototypische Implementierung des
PAMTraM-Frameworks die Wiederverwendung von (Teilen von) Abbildungs-
modellen für unterschiedliche Transformationen unterstützt. Als Ziel der
ersten Transformation dient das industrielle Visualisierungssystem Visu+ der
Firma Phoenix Contact [Phoenix Contact, 2016], welches auf FUI-Ebene des
CRF angesiedelt ist. Die zweite Transformation erzeugt demgegenüber UI-
Modelle für das auf CUI-Ebene angesiedelte modellbasierte Visualisierungs-
system Movisa [Hennig, 2012]. Im Gegensatz zu den anderen im Rahmen
dieses Kapitels betrachteten Transformationen handelt es sich bei dieser
zweiten Transformation folglich um eine horizontale (vgl. Abschn. 2.1.2)
zwischen UI-Sprachen vergleichbarer Abstraktionsebenen.
Bevor die folgenden Abschnitte die konkrete Umsetzung der beiden Trans-
formationen diskutieren, sind an dieser Stelle zunächst die sich aus obigen
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Erläuterungen ergebenden prinzipiell notwendigen Abbildungen bzw. die
hierfür benötigten LHS relevant. Eine ausführliche Analyse diesbezüglich
wurde von Steffen (2014) durchgeführt – für diese Fallstudie sollen lediglich
zwei (Gruppen) der dort ermittelten Abbildungen betrachtet werden: Zu-
nächst müssen basierend auf den im Quellmodell definierten Layern die
entsprechenden Elemente der jeweiligen Zielsprache zur Beschreibung von
Bedienbildern generiert werden. Darüber hinaus müssen für die verschiede-
nen Typen von Viobjects die entsprechenden UI-Elemente der Zielsprache
instanziiert und parametriert werden.
Abbildungsmodell 1: Visu+ Visualisierungsprojekte für Visu+ setzen sich
aus einer Vielzahl unterschiedlicher Dateien in verschiedenen Unterord-
nern zusammen: So existieren u. a. Dateien zur Konfiguration allgemeiner
Projekteinstellungen, der genutzten Prozessvariablen sowie der Prozessda-
tenserver, die diese Variablen bereitstellen. Darüber hinaus wird z. B. auch
jedes Bedienbild in einer eigenen Datei abgelegt. Eine Übersicht über die
unterschiedlichen Dateien bzw. Dateitypen sowie ihre Aufgaben befindet
sich im Anhang in Abb. D.12. Die meisten (und alle für diese Fallstudie
relevanten) Dateitypen sind dabei wie von Messbauer (2015) analysiert XML-
basiert. Aufgrund der Festlegung auf EMF in Kap. 5 können die benötigten
Dateien folglich durch die entworfenen Mittel zur Realisierung von M2M-
Transformationen automatisch generiert werden (vgl. Abschn. 2.1.1). Aller-
dings ergibt sich für dieses Szenario im Gegensatz zu den bisher in diesem
Kapitel vorgestellten Transformationen die Besonderheit, dass nicht nur
ein einziges Zielmodell zu erzeugen ist. Stattdessen sind eine Vielzahl an
Dateien bzw. Modellen zu generieren, wobei sowohl die Anzahl als auch die
Benennung der Dateien abhängig vom Inhalt des jeweiligen Quellmodells
der Transformation ist.
Wie in Abschn. 5.1.3 erläutert, werden solche Anwendungsfälle von existie-
renden deklarativen Transformationssprachen nicht oder nur unzureichend
unterstützt. Das PAMTraM-Metamodell hingegen bietet hierzu das FileAt-
tribute als spezielles TargetSectionAttribute (vgl. Abb. 5.11), welches sowohl
die statische als auch die dynamische Festlegung von Zielmodellen ermög-
licht. Abb. 9.7 zeigt dessen Verwendung am Beispiel der Erzeugung einzelner
Bedienbilder, welche in Visu+ durch das Metamodell-Element MovResource
repräsentiert werden: Jedes Bedienbild (jedes Element vom Typ MovRe-
source) muss dabei jeweils in einer eigenen Datei mit der Dateiendung visscr
im Unterordner RESOURCES/[Projektname] gespeichert werden, wobei der
Projektname frei gewählt werden kann. Dazu wird im Rahmen der darge-
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stellten Abbildung zunächst jedes Element vom Typ Layer aus dem CUI-
Modell auf ein Visu+-Element vom Typ MovResource abgebildet. Anhand
eines AttributeMappings wird darüber hinaus die Zieldatei dynamisch in
Abhängigkeit vom Layer-Namen nach dem Schema RESOURCES/autopro-
be/[Layer-Name].visscr ermittelt6. Nach dem gleichen Prinzip kann für die
anderen oben beschriebenen benötigten Dateien (z. B. zur Konfiguration der
Prozessvariablen) verfahren werden – die resultierende Projektstruktur mit
den erzeugten Dateien für die in Abb. 9.6 abgebildete Fertigungsanlage ist
in Abb. D.13 dargestellt.
Layer : 
SourceSec�on
a�ributes
name : 
SourceSec�on
A�ribute
expression : „“
: A�ributeMapping
value : „RESOURCES/
autoprobe/“
RESOURCES/[Projekt-
Name]/ :
FixedValue
MovResource : 
TargetSec�on
a�ributes
: FileA�ribute
target
[Layer-Name] : 
A�ributeMapping
SourceElement
source
: Mapping : MappingHintGroup
mapping
HintGroups
source
Sec�on
target
Sec�onmapping
Hints
value : „.visscr“
.visscr : FixedValue
source
Elements
lhs1 rhs1
ﬁle
Abbildung 9.7: Dynamische Festlegung von Zielmodellen anhand des FileAttributes
Die verschiedenen auf den Bedienbildern dargestellten UI-Komponenten
werden im Rahmen weiterer Abbildungen erzeugt. Die Zuordnung zu den
Bedienbildern kann dabei mit dem in Abschn. 5.2.2 vorgestellten Konzept
des ContainerSelectors realisiert werden, wodurch die eigene Definition von
FileAttributes für diese Elemente überflüssig wird. Eine entsprechende Abbil-
dung ist im Anhang in Abb. D.14 dargestellt: Sie erzeugt Elemente vom Typ
ChildType, der in Visu+ auf Bedienbildern dargestellte Elemente repräsen-
tiert, und ordnet die erzeugten Elemente mit Hilfe eines ContainerSelectors
dem zugehörigen Bedienbild vom Typ MovResource zu.
Abbildungsmodell 2: Movisa Beim Entwurf der Modellierungssprache für
Abbildungen in Kap. 5 wurde gemäß Anforderung 1 darauf Wert gelegt, LHS
6Soll der Projekt-Name (“autoprobe”) nicht fest vorgegeben sondern ebenfalls dy-
namisch aus dem Quellmodell ermittelt werden, kann dies durch ein zusätzliches
sourceElement analog zur Ermittlung des Layer-Namens realisiert werden.
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und RHS unabhängig von den eigentlichen Abbildungen speichern zu können,
um diese für unterschiedliche Abbildungsmodelle wiederverwenden zu können.
Diese Eigenschaft kann bei der Erstellung des zweiten Abbildungsmodells
genutzt werden: Da für dieses die gleichen prinzipiellen Abbildungen zur
Erzeugung von Bedienbildern und UI-Komponenten realisiert werden müssen,
wie bereits für obige Transformation nach Visu+, können die für diese erste
Transformation definierten LHS weiterverwendet werden. Dazu bietet das
PAMTraM-Framework wie in Abb. 9.8 dargestellt die Möglichkeit, einzelne
(interne) Teilmodelle eines PAMTraM-Modells – für den Anwendungsfall
dieser Fallstudie etwa ein SourceSectionModel inklusive der enthaltenen
LHS– als separates (externes) Modell zu exportieren. Dieses exportierte
Modell kann anschließend in einem anderen PAMTraM-Modell importiert
werden. Bei diesem importierten Modell handelt es sich wie im Anhang
in Abb. D.15 dargestellt um keine Kopie7, sondern um dasselbe Modell.
Dieses agiert als gemeinschaftliches (shared) Teilmodell, das von beiden
PAMTraM-Modellen gleichzeitig genutzt wird. Dadurch sind nachträgliche
Änderungen bzw. Ergänzungen in diesem Teilmodell in beiden PAMTraM-
Modellen zugänglich. Basierend auf dem importierten gemeinschaftlichen
SourceSectionModel (bzw. den enthaltenen LHS) lassen sich daraufhin die
benötigten Abbildungen zur Erzeugung eines Movisa-Modells wie gehabt
definieren. Hierauf soll an dieser Stelle nicht weiter eingegangen werden.
Abbildung 9.8: Export eines SourceSectionModels inkl. der enthaltenen LHS
Ergebnisse Basierend auf den Erläuterungen dieses Abschnitts wurden die
entsprechenden PAMTraM-Modelle definiert und zur Durchführung von
Modelltransformationen für die in Abb. 9.6 dargestellte Fertigungsanlage
genutzt. Die resultierenden Bedienoberflächen für Visu+ und Movisa sind im
Anhang in Abschn. D.3 anhand ausgewählter Bildschirmfotos dargestellt.
7Falls gewünscht, lässt sich natürlich auch dies (z. B. auf Dateiebene) erreichen.
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9.1.4 Fallstudie 4: Möglichkeiten und Grenzen der entwickelten Methodik
Szenario/Ziele In dieser Fallstudie sollen zwei spezielle Aspekte der bereits
im letzten Abschnitt vorgestellten Transformation(en) zur Erzeugung von
Bedienoberflächen für Fertigungsanlagen betrachtet werden, welche Gren-
zen und Erweiterungsmöglichkeiten der entwickelten Methodik aufzeigen:
die Erzeugung des UIs zur Visualisierung des Transportsystems und die
Einbindung von Bibliothekssystemen.
Herausforderung 1 Das Transportsystem einer Fertigungsanlage verbindet
deren verschiedene Bearbeitungsstationen (vgl. Abb. 9.6). Es setzt sich aus
vielen Einzelstücken (Geraden, Kurven, sowie Verzweigungen bzw. Zusam-
menführungen) zusammen, wie in Abb. 9.9a anhand einer Draufsicht auf
einen Teil des Transportsystems der in Abb. 9.6 gezeigten Fertigungsanlage
dargestellt. Im Quellmodell ist jedes dieser Einzelstücke als eigenes Element
vom Typ Viobject (vgl. Abschn. 9.1.3) repräsentiert, wobei der prinzipielle
Typ (Gerade, Kurve, Verzweigung/Zusammenführung) über das typeID-
Attribut bekannt ist. Für die Erzeugung des Zielmodells und entsprechend
für die Realisierung der Abbildungen ist zusätzlich aber auch die konkrete
Ausprägung (“Kurve von unten nach links”, “Kurve von unten nach rechts”,
usw.) der Elemente relevant: Sie bestimmt wie in Abb. 9.9b dargestellt das
zu nutzende Bild bzw. die notwendige Rotation des Bildes.
1
1 1
2
2
3
1
1 3
(a) (b)
Abbildung 9.9: Visualisierung eines Transportsystems: (a) Geraden (À), Kurven (Á)
und Verzweigungen bzw. Zusammenführungen (Â) als benötigte Teilelemente;
(b) Unterschiedliche Ausprägungen von Kurven
Diese Information ist jedoch lediglich implizit im Quellmodell enthalten
und muss im Rahmen einer Transformation aus einer Analyse der angrenzen-
den Transportsystem-Elemente abgeleitet werden: Hierzu müssen zunächst
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anhand der sich aus Größe und Position ergebenden Ausdehnung sämtli-
cher Elemente die benachbarten (angedockten) ermittelt werden. Anschlie-
ßend kann in einem zweiten Schritt für diese Elemente die Andockrichtung
berechnet werden. Zuletzt kann aus den für ein Element ermittelten un-
terschiedlichen Andockrichtungen die konkrete Ausprägung (z. B. “Kurve
von unten nach links” bei zwei andockenden Elementen unten und links)
abgeleitet werden. Hierbei handelt es sich um eine komplexe Berechnung,
für deren Realisierung u. a. Schleifenkonstrukte sowie das Speichern von
Zwischenergebnissen benötigt werden.
Solche Berechnungen sind mit den Mitteln des PAMTraM-Metamodells
bzw. allgemein mit Ansätzen, die auf deklarativen Abbildungsmodellen ba-
sieren, nicht oder nur extrem schwer realisierbar, da solche Ansätze auf die
Abbildung von Elementen und nicht auf komplexe Berechnungen fokussieren.
Basierend auf dieser Eigenschaft ist die Realisierung einer Transformation mit
Hilfe deklarativer Abbildungsmodelle immer dann schwierig bis unmöglich,
wenn benötigte Informationen nicht explizit (z. B. in Form eines Attribut-
werts) in einem Quell-(Meta-)Modell enthalten sind und sich auch nicht auf
einfache8 Art und Weise basierend auf explizit enthaltenen Informationen
ermitteln lassen (z. B. durch Kombination oder Vergleich zweier Werte).
Lösungsansätze Um dieses Problem zu umgehen, können benötigte aber
nicht explizit im Quell-(Meta-)Modell enthaltene Informationen analog zu
den in Abschn. 9.1.2 erläuterten nicht formalisierbaren Informationen anhand
von Nutzerkonsultationen beigesteuert werden. Diese Lösung ist allerdings
zumindest für diese Fallstudie nicht ideal, da der Nutzer aufgrund der
Vielzahl der Elemente des Transportsystems eine Unmenge an Nachfragen
beantworten muss. Eine andere Möglichkeit zur Umgehung dieser generel-
len Herausforderung bei der Nutzung deklarativer Ansätze besteht in der
Realisierung hybrider Ansätze, die deklarative und imperative Konzepte
verbinden [Czarnecki und Helsen, 2003]. Eine Erweiterung der im Rahmen
dieser Dissertation erarbeiteten Methodik um imperative Konzepte scheint
für die Zukunft durchaus denkbar und sinnvoll. Durch die in Kap. 5 erfolgte
Festlegung auf EMF bzw. Ecore bietet sich jedoch noch ein dritter Lösungs-
ansatz an, der ohne explizite Erweiterungen der bestehenden Methodik
auskommt: Mit Hilfe des Konzeptes der abgeleiteten Attribute9 können in
Ecore-basierten Metamodellen zusätzliche Attribute (oder auch Referenzen)
8Die konkreten Limitierungen ergeben sich hier in Abhängigkeit von der spezifischen
Realisierung des deklarativen Ansatzes.
9Übersetzt aus dem Englischen: “derived attribute”
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angelegt werden, deren Werte anhand anderer Informationen automatisch be-
rechnet werden [Steinberg u. a., 2009] – die Berechnungsvorschrift kann dabei
u. a. mit Hilfe von OCL definiert werden, wodurch komplexe Berechnungen
möglich sind. Diese Vorgehensweise hat den Vorteil, dass ein Metamodell
um benötigte Elemente erweitert werden kann, ohne dass auf Modellebene
Änderungen notwendig sind. Da die Werte für die neuen Elemente dynamisch
berechnet und nicht persistiert werden, bedeutet dies auch, dass bestehende
Werkzeuge (z. B. Editoren), welche auf dem ursprünglichen Metamodell
basieren, problemlos weitergenutzt werden können.
Im Rahmen dieser Fallstudie wurde dies derart genutzt, dass das Element
Viobject des Quell-Metamodells um ein abgeleitetes Attribut transportEle-
mentType erweitert wurde, welches die konkrete Ausprägung eines Trans-
portsystem-Elements (z. B. “corner_down_left” oder “corner_down_right”)
nach oben hergeleitetem Algorithmus berechnet. Diese – nun explizit vor-
handene – Information kann daraufhin im Rahmen eines Abbildungsmodells
zur Erzeugung der benötigten Elemente des Zielmodells verwendet werden.
Abb. 9.10 demonstriert dies anhand einer Abbildung zur Erzeugung der für
eine Kurve von unten nach links benötigten Elemente – die konkrete Aus-
prägung der TargetSection ist dabei natürlich abhängig von dem konkreten
Ziel-Metamodell (Visu+ bzw. Movisa, vgl. Abschn. 9.1.3). Die Abbildung in
Abhängigkeit vom konkreten Attributwert “corner_down_left” wurde dabei
unter Verwendung einer AttributeCondition wie in Abschn. 5.3.1 erläutert
realisiert. Im Gegensatz zu der Fallstudie aus Abschn. 9.1.2 wurde die Bedin-
gung an dieser Stelle in Form einer lokalen Bedingung als Teil der Abbildung
(über die Referenz localCondition) definiert, da sie nicht zur Einschränkung
weiterer Abbildungen benötigt wird. Entsprechende Abbildungen bzw. Be-
dingungen für andere konkrete Werte des Attributs transportElementType
können analog definiert werden.
Herausforderung 2 Wie bereits in Abschn. 2.4 erläutert, integrieren indus-
trielle Visualisierungssysteme wie z. B. Visu+ häufig spezielle Bibliothekssys-
teme, die umfangreiche Bibliotheken wiederverwendbarer, parametrierbarer
Elementstrukturen enthalten (z. B. zur Darstellung verschiedener Typen von
Bearbeitungsstationen oder von Alarmlisten). Diese sog. Bibliothekselemente
kapseln wichtiges domänenspezifisches Wissen, tragen zu einem konsistenten
Erscheinungsbild erstellter UIs bei und vereinfachen deren Entwicklung.
Daher bietet es sich an, existierende Bibliothekselemente auch bei der au-
tomatischen Erzeugung von UIs durch Modelltransformationen zu nutzen.
Hierzu müssen diese als RHS von Abbildungen verwendet werden können.
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Viobject: 
SourceSec�on
lhs1
CornerDownLe�
Condi�on:
A�ributeCondi�on
CornerDownLe� : 
TargetSec�on
rhs1CornerDownLe�
Mapping : 
Mapping
: Mapping
HintGrouphint
Groups
target
Sec�on
source
Sec�on
transportElement
Type: 
SourceSec�on
A�ribute
type : REQUIRED
value :
„corner_down_le�“
: EqualityConstraint
source
local
Condi�on
a�ributes
value
Constraint
Abbildung 9.10: Verwendung des abgeleiteten Attributs transportElementType zur
Realisierung unterschiedlicher Abbildungen für unterschiedliche Ausprägungen
von Transportsystem-Elementen
Das Format, in dem die Bibliothekselemente in den Bibliotheken gespeichert
sind, ist jedoch jeweils abhängig vom zugehörigen Visualisierungs- bzw. Bi-
bliothekssystem. Es besteht folglich eine Diskrepanz zwischen diesem Format
und dem durch das entworfene PAMTraM-Metamodell vorgegebenen Format
zur Beschreibung von RHS in Form von Elementen vom Typ TargetSection.
Neben der Verwaltung von Bibliotheken realisieren die meisten existie-
renden Bibliothekssysteme spezifische Management-Algorithmen, die u. a.
zum Instanziieren von Bibliothekselementen in Visualisierungen unter Be-
rücksichtigung der vom Nutzer spezifizierten Parameter verwendet werden
[Freund, Martin und Braune, 2016]. Während der Instanziierung von Ele-
menten nehmen diese Algorithmen oftmals spezifische Anpassungen (z. B. in
Bezug auf die Skalierung innerer Elemente) vor. Daher ist es auch bei der
Instanziierung von Bibliothekselementen im Rahmen von Modelltransforma-
tionen vorteilhaft, diese Algorithmen zu nutzen. Sofern das entsprechende
Bibliothekssystem über eine entsprechende Programmierschnittstelle ver-
fügt, ist dies im Rahmen imperativer Ansätze prinzipiell leicht möglich. Bei
deklarativen Ansätzen erfordert dies jedoch eine Erweiterung des Transfor-
mations-Algorithmus, welcher die konfigurierten Abbildungen ausführt. Da
jedes Visualisierungssystem ein eigenes Bibliothekssystem inkl. zugehöri-
ger Algorithmen implementiert, ist eine solche Anpassung für jedes dieser
Systeme separat notwendig.
Lösungsansätze Zur Überwindung dieser Herausforderungen bei der Inte-
gration eines bestehenden Bibliothekssystems in die im Rahmen dieser Arbeit
entwickelte Methodik sind prinzipiell unterschiedliche Ansätze denkbar, wie
im Folgenden erläutert und in Abb. 9.11 zusammengefasst:
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Integration per Higher-Order Transformation: Mithilfe der in Ab-
schn. 7.2 entworfenen HOT zur semi-automatischen Ableitung von Element-
strukturen können die bestehenden Bibliothekselemente in TargetSections
überführt werden10. Während diese Lösung keine Erweiterungen des be-
stehenden PAMTraM-Metamodells sowie des Transformations-Algorithmus
erfordert, geht die Zuordnung zu den ursprünglichen Bibliothekselemen-
ten verloren. Außerdem ist eine Nutzung der vorhandenen Management-
Algorithmen des Bibliothekssystems nicht möglich.
Direkte Integration: Das PAMTraM-Metamodell kann so erweitert
werden, dass Bibliothekselemente (alternativ zu den TargetSections) als Ziel
von Abbildungen spezifiziert werden können. Während dieser Ansatz die
direkte Nutzung der vorhandenen Elemente ermöglicht, erfordert er umfang-
reiche Änderungen sowohl am Metamodell als auch am Transformations-
Algorithmus.
Integration per Wrapper: Bibliothekselemente können mit Hilfe spe-
zieller Wrapper eingebunden werden. Die benötigten Wrapper-Elemente
können analog zu der ersten Variante automatisch mit Hilfe einer speziellen
HOT erzeugt werden. Während diese Lösung ebenfalls Erweiterungen am
PAMTraM-Metamodell sowie am Transformations-Algorithmus erfordert,
bietet sie gegenüber der direkten Integration den Vorteil, dass viele be-
stehende Konzepte wiederverwendet werden können: So können bspw. die
verschiedenen Typen von Abbildungshinweisen sowie die zugehörigen Teil-
Algorithmen des Transformations-Algorithmus für die Ermittlung der bei
der Instanziierung von Bibliothekselementen benötigten Parameter weiter
genutzt werden.
Bibliothek
: Mapping
: Target
Sec�on
target
HOT
(a) HOT
: Mapping
Bibliothek
library
Target
(b) Direkt
: LibraryEntry
Wrapper
target
Sec�on
original
LibraryEntry
Bibliothek
: Mapping
: Target
Sec�on
target
HOT
(c) Wrapper
Abbildung 9.11: Prinzipdarstellung der unterschiedlichen Varianten zur Nutzung
von Bibliothekselementen als RHS von Abbildungen
10nach manueller Instanziierung des Bibliothekselements in einer Visualisierung
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Die erste Variante (Integration per HOT, s. Abb. 9.11a) stellt lediglich eine
implizite Integration des Bibliothekssystems dar, da nicht dessen Algorith-
men zum Instanziieren der Elemente genutzt werden. Demgegenüber reali-
sieren die anderen beiden Varianten (Direkte Integration, s. Abb. 9.11b, und
Integration per Wrapper, s. Abb. 9.11c) eine explizite Integration. Allerdings
erfordern diese umfangreiche Erweiterungen des entworfenen PAMTraM-
Metamodells und Transformations-Algorithmus. Diese Erweiterungen sind
dabei für jedes zu unterstützende Visualisierungs- bzw. Bibliothekssystem
neu durchzuführen – ob sich der Aufwand für entsprechende Erweiterungen
lohnt, ist im Einzelfall zu entscheiden.
Da das Bibliothekssystem von Visu+ beim Instanziieren von Bibliotheks-
elementen (abgesehen vom Parametrieren der Elemente) keine speziellen
Algorithmen ausführt, wurde für dieses Zielsystem (Transformation 1, vgl.
Abschn. 9.1.3) im Rahmen dieser Fallstudie die erste Variante genutzt und
die benötigten Bibliothekselemente semi-automatisch per HOT in TargetSec-
tions überführt – hierauf soll im Folgenden nicht näher eingegangen werden.
Für das Zielsystem Movisa (Transformation 2, vgl. Abschn. 9.1.3) wurde
von Freund, Martin und Braune (2016) ein Bibliothekssystem entworfen,
welches komplexe Algorithmen zum Instanziieren von Bibliothekselementen
integriert. Darüber hinaus handelt es sich bei diesem Bibliothekssystem um
eine generische Lösung, welche nicht auf Movisa festgelegt ist, sondern prin-
zipiell für beliebige UI-Metamodelle genutzt werden kann [Freund, Martin
und Braune, 2016]. Aufgrund dieser beiden Tatsachen ergibt sich aus einer
expliziten Integration dieses Systems ein potentiell großer Nutzen. Daher
wurden für die Fallstudie das PAMTraM-Metamodell sowie der generische
Transformations-Algorithmus um eine entsprechende Wrapper-Lösung er-
weitert. Detaillierte Erläuterungen zu diesen Erweiterungen finden sich in
Anhang E.
Ergebnisse Dank der günstigen Wahl von Ecore als Metametamodell konn-
ten die benötigten Abbildungen zur Erzeugung des Transportsystems nach
Erweiterung des Quell-Metamodells um das abgeleitete Attribut transportEle-
mentType wie oben erläutert definiert werden. Als RHS für die verschiedenen
definierten Abbildungen konnten bestehende Bibliothekselemente (implizit
für Visu+, explizit für Movisa) genutzt werden. Ergebnisse durchgeführter
Transformationen wurden bereits im Rahmen der vorherigen Fallstudie im
Anhang in den Abbildungen D.16 bis D.21 gezeigt.
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9.2 Bewertung anhand relevanter Kriterien
Nachdem im vorherigen Abschnitt die prinzipielle Eignung der entwickelten
Methodik sowie deren prototypischer Implementierung in Form des PAM-
TraM-Frameworks anhand ausgewählter Fallstudien demonstriert wurde,
erfolgt in diesem Abschnitt eine allgemeine Bewertung anhand relevanter
Kriterien. Hierzu wurden von Mens und Van Gorp (2006) im Rahmen einer
allgemeinen Taxonomie für Modelltransformationen Erfolgs- und Qualitäts-
kriterien für Transformationssprachen und -frameworks abgeleitet, deren
Erfüllung bzw. prinzipielle Erfüllbarkeit durch die Entwicklungen dieser Ar-
beit im Folgenden diskutiert wird. Da es sich bei der in Kap. 8 diskutierten
Umsetzung des Frameworks lediglich um eine prototypische Implementierung
handelt, soll bei dieser Diskussion vor allem die Bewertung der zugrunde
liegenden Methodik im Fokus stehen.
9.2.1 Erfolgskriterien nach Mens und Van Gorp (2006)
Erstellen, Ansehen, Modifizieren und Löschen von Transformationen Da
die Entwicklungen dieser Arbeit explizit nicht nur auf die Ausführung exis-
tierender, sondern vor allem auf die Definition neuer Transformationen bzw.
Transformationsregeln abzielten, handelt es sich hierbei um Standardauf-
gaben. Diese werden im PAMTraM-Framework durch den prototypischen
Editor unter Verwendung des entwickelten Abbildungs-Metamodells ermög-
licht.
Vorschläge zur Anwendung bestimmter Transformationen Mens und Van
Gorp (2006) erläutern, dass spezielle Systeme bereitgestellt werden könnten,
die einem Nutzer für einen spezifischen Anwendungskontext Vorschläge sinn-
voll anzuwendender Transformationen bzw. einzelner Transformationsregeln
machen. Ein solches System könnte z. B. sämtliche horizontalen Transforma-
tionen zur Überführung eines CUI-Modells in einen bestimmten Nutzungs-
kontext auflisten. Durch den generischen Charakter der im Rahmen dieser
Lösung entwickelten Methodik ist ein solches System (abgesehen von trivia-
len Ansätzen wie z. B. dem Aufzeigen aller für ein ausgewähltes Quellmodell
bzw. das zugehörige Metamodell prinzipiell anwendbaren Transformationen)
nicht sinnvoll realisierbar. Durch den modularen Ansatz der entwickelten
Lösung könnte diese aber für konkrete, weiter eingeschränkte Domänen
und/oder Anwendungsszenarien entsprechend erweitert werden.
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Anpassen und Wiederverwenden von Transformationen Möglichkeiten zur
einfachen Anpassung und/oder Wiederverwendung von (Teilen von) Trans-
formationsregeln stellen eine wichtige Voraussetzung zur Vereinfachung der
Entwicklung neuer Transformationen dar. Hierzu tragen sämtliche im Rah-
men dieser Arbeit entwickelten Komponenten bei: Zunächst sind hier in
Bezug auf die Modellierungssprache für Abbildungen die Möglichkeiten der
Einbindung sowie Erweiterung bzw. Anpassung existierender LHS, RHS oder
Abbildungshinweisgruppen (mit Hilfe der extend-Referenzen, vgl. Abb. 5.4
und 5.16) zu nennen. Im Rahmen der Durchführung von Transformationen
können wie speziell im Rahmen der Fallstudie aus Abschn. 9.1.2 gezeigt
Nutzerkonsultationen zur (temporären) Anpassung von Transformationen
an definierten Punkten genutzt werden. Schließlich ermöglicht das PAM-
TraM-Framework sowohl die manuelle (unter Verwendung des Editors) als
auch die semi-automatische (unter Verwendung der implementierten Higher-
Order Transformations) Anpassung bzw. Erweiterung von Abbildungsmo-
dellen. Darüber hinaus ist wie in der Fallstudie aus Abschn. 9.1.3 gezeigt
auch die Wiederverwendung von Teilmodellen (z. B. definierter Patterns)
für unterschiedliche Abbildungsmodelle möglich.
Verifizierung und Zusicherung der Korrektheit von Transformationen Die
Verifizierung von Modelltransformationen bzw. Transformationssprachen be-
trifft unterschiedlichste Faktoren sowohl syntaktischer als auch semantischer
Natur, wie z. B. die Korrektheit, Vollständigkeit oder das Bewahren eines
bestimmten Verhaltens (s. [Calegari und Szasz, 2013] für eine Übersicht über
relevante Faktoren). Entsprechende Untersuchungen formaler Natur wurden
bisher vor allem auf dem Gebiet Graph-basierter Transformationsansätze
vorgenommen [Schätz, 2010], da diese auf mathematischen Theorien fußen,
wodurch solche Analysen vereinfacht werden. Im Rahmen dieser Dissertation
sind solche theoretischen Analysen aufgrund deren Aufwands jedoch nicht
umfangreich durchführbar.
Ohne spezielle weitere Analysen kann zum einen aber zugesichert werden,
dass eine Transformation immer endet (es kommt zu keinen Endlosschleifen).
Dies resultiert aus dem generellen Aufbau des generischen Transformations-
Algorithmus, welcher zunächst die Quellmodelle entlang ihrer (endlichen)
Baumstruktur bzgl. anwendbarer Abbildungen durchsucht und diese anschlie-
ßend ausführt. Dadurch, dass der Algorithmus zur Erstellung der Zielmodelle
die durch EMF bzw. das entsprechende Ziel-Metamodell bereitgestellten
Konzepte nutzt, kann darüber hinaus auch die Wohlgeformtheit erzeugter
Modelle garantiert werden. Es kann folglich zumindest zugesichert werden,
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dass Zielmodelle generiert werden, die im Folgenden zur Validierung und
iterativen Weiterentwicklung der erstellten Abbildungen durch deren Ent-
wickler genutzt werden können. Die Unterstützung des Entwicklers – ein
Hauptziel dieser Arbeit – kann folglich erreicht werden.
Testen und Validieren von Transformationen Zur Validierung erstellter
Abbildungsmodelle können zunächst die erstellten Validierungsregeln (s.
Abschn. 5.4) genutzt werden. Diese prüfen allerdings nur in begrenztem
Umfang, ob erstellte Abbildungen auch sinnvoll sind: Ob konfigurierte Ab-
bildungen bspw. den Intentionen des Modellierers genügen, kann anhand von
Validierungsregeln nicht geprüft werden. Hierfür können einerseits selbst-
verständlich Transformationen durchgeführt und deren Ergebnisse mit den
erwarteten verglichen werden. Zusätzlich wurde wie in Abschn. 8.1.1 erläu-
tert jedoch die MatchingPage als Teil des Editors entwickelt, welche die für
LHS ermittelten Quellmodell-Ausschnitte visualisiert. Im Rahmen zukünf-
tiger Erweiterungen sollten diese Werkzeuge allerdings ausgebaut werden,
um z.B. die von Corley u. a. (2016) und Hibberd, Lawley und Raymond
(2007) vorgeschlagenen Techniken für das Debuggen von Transformationen
oder komplexere Visualisierungen bzw. Analysen durchgeführter Transfor-
mationen, wie sie z. B. durch Henshin [Arendt u. a., 2010] geboten werden,
zu ermöglichen. Die im Rahmen der Durchführung von Transformationen
gespeicherten TraceabilityLinks stellen hierfür einen guten Ausgangspunkt
dar.
Umgang mit unvollständigen oder inkonsistenten Modellen Laut Mens
und Van Gorp (2006) sollten durch ein Transformations-Framework Me-
thoden zur Behandlung und/oder Behebung von Unvollständigkeiten, In-
konsistenzen und Mehrdeutigkeiten angeboten werden, die im Rahmen der
Definition von Abbildungsmodellen auftreten können. Zur Ermittlung in-
konsistenter bzw. invalider Abbildungsregeln können die oben erläuterten
Validierungsregeln genutzt werden. Die Unterstützung unvollständiger bzw.
grundlegender Abbildungen war ein Kerngedanke bei der Entwicklung der
Methodik im Rahmen dieser Arbeit und wird u. a. durch die verschiedenen
Strategien zur Auflösung von Mehrdeutigkeiten umgesetzt. Auch die iterati-
ve Weiterentwicklung von Abbildungsmodellen stellt einen Kernaspekt des
PAMTraM-Frameworks dar und wurde u. a. ausführlich in Abschn. 7.3 bzw.
Abschn. B.2.2 diskutiert.
Natürlich können Inkonsistenzen bzw. Unvollständigkeiten darüber hin-
aus auch bei Quellmodellen einer Transformation auftreten [Mens und Van
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Gorp, 2006]. Der entworfene Transformations-Algorithmus ist in der Lage,
solche unvollständigen Modelle prinzipiell auszuführen – durch den automa-
tischen Joining-Algorithmus können sogar zusammenhängende Zielmodelle
garantiert werden.
Gruppieren, Zusammenstellen und Zerlegen von Transformationen Ein
PAMTraM-Modell gliedert sich wie in Kap. 5 erläutert in unterschiedliche
Teilmodelle zur Beschreibung von Patterns, Abbildungen und Bedingungen,
wobei jeweils mehrere dieser Teilmodelle definiert werden können. Wie in
Abschn. 9.1.3 am Beispiel des Imports eines externen SourceSectionMo-
dels gezeigt, ermöglicht dies die flexible Zusammenstellung von PAMTraM-
Modellen und die Gruppierung logischer Einheiten in einzelne Teilmodelle.
Transformationen als Entitäten erster Klasse11 Transformationen werden
im Rahmen der entwickelten Methodik anhand formaler Abbildungsmodelle
beschrieben, wodurch diese Forderung umfänglich erfüllt ist. Hieraus resul-
tieren u. a. die Möglichkeiten für Higher-Order Transformations, welche im
Rahmen von Kap. 7 analysiert wurden.
Bidirektionalität von Transformationen Deklarativ formulierte Abbildun-
gen besitzen den Vorteil, dass sie unter Umständen richtungsfrei sind (vgl.
[Bézivin, Büttner u. a., 2006]) und daher bidirektional ausgeführt werden
können, wobei LHS als RHS und RHS als LHS einer Abbildungsregel agieren.
Dies kann u. a. die Basis für die Realisierung synchronisierender Trans-
formationen zwischen zwei Modellen darstellen [Giese und Wagner, 2008].
Allerdings stellen bereits Czarnecki und Helsen (2003) fest, dass die Umkeh-
rung einer Abbildung nicht zwingend eine (eindeutige) Funktion sein muss.
Dies kann bei der im Rahmen dieser Arbeit entwickelten Methodik an meh-
reren Stellen auftreten, z. B. wenn durch ein AttributeMapping die Werte
mehrerer Quellattribute aneinander gereiht und anschließend für den Wert
eines Zielattributs genutzt werden. Abbildungen in einem PAMTraM-Modell
können folglich nicht ohne weiteres invers ausgeführt werden. Sie könnten
jedoch durchaus als Basis für die Generierung eines inversen Abbildungsmo-
dells (unter Nutzung einer entsprechenden Higher-Order Transformation)
dienen, welches anschließend durch den Nutzer zu konkretisieren bzw. zu
vervollständigen ist.
11Übersetzt aus dem Englischen: “first class entity”
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Nachvollziehbarkeit und Änderungsfortpflanzung Die Bereitstellung expli-
ziter Verweise zwischen den Quell- und Zielmodellen einer Transformation
wird von Mens und Van Gorp (2006) gefordert, um das Ergebnis einer solchen
nachvollziehen zu können. Dies wird im Rahmen des PAMTraM-Frameworks
durch die Erstellung von TraceabilityLinks geleistet. Solche Links können
auch die Grundlage für eine Änderungsfortpflanzung darstellen, bei der ein
Zielmodell nach Änderungen am Quellmodell nicht komplett neu generiert,
sondern lediglich basierend auf den geänderten Elementen des Quellmo-
dells aktualisiert wird [Hearnden, Lawley und Raymond, 2006]. Der hierzu
notwendige inkrementelle Update-Mechanismus müsste basierend auf einer
Erkennung der Änderungen im Quellmodell die verschiedenen Phasen des in
Kap. 6 entworfenen Algorithmus jeweils nur für diese Änderungen ausfüh-
ren und die basierend auf den geänderten Elementen erzeugten Zielmodell-
Elemente in das bereits bestehende Zielmodell einpflegen.
9.2.2 Qualitätskriterien nach Mens und Van Gorp (2006)
Nutzbarkeit und Gebrauchstauglichkeit Die prinzipielle Nutzbarkeit der
entwickelten Methodik für relevante Probleme der betrachteten Domäne
wurde im Rahmen der Fallstudien in Abschn. 9.1 nachgewiesen. Die Ge-
brauchstauglichkeit bzw. Usability bestimmt demgegenüber “das Ausmaß,
indem [. . . ] festgelegte Ziele effektiv, effizient und zufriedenstellend zu errei-
chen [sind]” [DIN, 2017]. Aspekte der Gebrauchstauglichkeit wurden bereits
beim Entwurf der entwickelten Methodik durch die Analyse spezieller Ei-
genschaften und Anforderungen der Zieldomäne berücksichtigt. Ein Beispiel
hierfür stellen die abgeleiteten Higher-Order Transformations dar, die ja
gerade dazu dienen sollen, Abbildungsmodelle effizienter erstellen zu können.
Das erreichte Maß der Gebrauchstauglichkeit ist nach ISO (2016) allerdings
z. B. erst anhand ausgiebiger Nutzerbeobachtungen oder -befragungen zu
ermitteln, was im Rahmen dieser Arbeit nicht zu leisten ist. Darüber hinaus
ist der erreichbare Grad der Gebrauchstauglichkeit vor allem auch von der
konkreten Umsetzung des Transformations-Frameworks abhängig, da dieses
die Schnittstelle zwischen dem Nutzer sowie der entwickelten Methodik
darstellt.
Prägnanz und Ausführlichkeit Mens und Van Gorp (2006) erläutern, dass
eine Transformationssprache einerseits aus so wenigen Sprachelementen wie
möglich bestehen sollte, um eine hohe Prägnanz zu erreichen. Anderer-
seits sollte sie an den richtigen Stellen aber auch ausführlich genug sein,
um dem Nutzer die komfortable Erledigung häufig benötigter Aufgaben
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zu ermöglichen. Das PAMTraM-Metamodell berücksichtigt diese beiden
widersprüchlichen Anforderungen auf unterschiedliche Arten: So wurde etwa
im Rahmen der ValueModifier zum Modifizieren String-basierter Attribut-
werte einerseits der allgemeingültige SubStringReplacer eingeführt, mit dem
unter Verwendung regulärer Ausdrücke beliebig komplexe Modifizierungen
vorgenommen werden können (Prägnanz). Andererseits wurden für häufig
auftretende Aufgaben wie z. B. das Anhängen einer Zeichenkette eigene
Sprachelemente eingeführt (Ausführlichkeit). Ähnliches gilt auch für die
Einschränkung von Werten unter Verwendung der ValueConstraints. Damit
werden dem Entwickler flexible Möglichkeiten zur Umsetzung von Problemen
geboten. Um allgemein eine hohe Prägnanz zu erreichen, wurden u. a. in
Abschn. 5.1.4 grundlegende Anwendungsszenarien abgeleitet und anhand
von Sprachelementen umgesetzt, die an mehreren Stellen wiederverwendet
werden. Ein Beispiel hierfür stellt das Konzept der Auszeichnung von Quell-
elementen für Werteverarbeitungen dar, das u. a. zur Realisierung sowohl
von Abbildungshinweisen als auch von komplexen Bedingungen genutzt wird.
Dies führt zu einer Reduktion des Sprachumfangs bzw. zumindest der der
Sprache zugrunde liegenden Konzepte. Auch in Bezug auf das richtige Ver-
hältnis zwischen Prägnanz und Ausführlichkeit gilt aber, dass eine endgültige
Bewertung erst durch umfangreichere Nutzerstudien ermittelt werden kann.
Performanz und Skalierbarkeit Da es sich bei dem PAMTraM-Framework
lediglich um eine prototypische Implementierung handelt, stand die Perfor-
manz bei der Umsetzung des Transformations-Algorithmus nicht im Fokus.
Allerdings bieten vor allem die Trennung zwischen Abbildungsmodell und
Transformations-Algorithmus und die Gliederung des Algorithmus in meh-
rere Phasen gute Voraussetzungen zum Erreichen performanter Lösungen:
In Bezug auf den Algorithmus lassen sich etwa einige Phasen (z. B. die In-
stantiating-Phase, in der die unzusammenhängenden Zielstrukturen erstellt
werden) problemlos parallelisieren, was die Performanz der Ausführung deut-
lich erhöhen kann. Alternativ könnte wie durch Mens und Van Gorp (2006)
vorgeschlagen auch ein Compiler-basierter Ansatz genutzt werden, bei dem
der generische Transformations-Algorithmus das Abbildungsmodell nicht
direkt ausführt, sondern dieses z. B. in Form einer M2T-Transformation in
eine andere (performantere) Transformationssprache überführt.
Erweiterbarkeit Durch die Realisierung der einzelnen Teile des PAMTraM-
Frameworks als Plugins für die Entwicklungsumgebung Eclipse sind Mög-
lichkeiten für Erweiterungen durch die Implementierung zusätzlicher Plugins
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prinzipiell gegeben. Speziell beachtet wurde dieser Punkt bei der Integration
der verschiedenen Strategien zur Auflösung von Mehrdeutigkeiten anhand
des StrategyPatterns (vgl. Abschn. 8.2.1), wodurch veränderte bzw. zusätz-
liche Strategien problemlos durch weitere Implementierungen beigesteuert
werden können.
Interoperabilität Eine Interoperabilität mit anderen Werkzeugen ist dann
besonders einfach zu realisieren, wenn diese ebenfalls auf Eclipse basieren.
In einem solchen Fall bietet wiederum die Realisierung des Frameworks in
Form mehrerer Eclipse-Plugins Vorteile, da dies bspw. das einfache Anstoßen
von Transformationen aus anderen Werkzeugen heraus ermöglicht. Einen
weiteren Vorteil in Bezug auf die Interoperabilität mit anderen Werkzeu-
gen stellt die Repräsentation von Transformationen anhand eines formalen
Abbildungsmodells dar, welches in einem standardisierten Format (Ecore)
vorliegt. Dies ermöglicht das einfache Einlesen, Verändern oder Erzeugen
von Abbildungsmodellen, wie in Kap. 7 anhand der Nutzung von Higher-
Order Transformations gezeigt.
Akzeptierbarkeit durch die Nutzer Ähnlich wie die oben angesprochene
Bewertung der Gebrauchstauglichkeit gilt auch in Bezug auf die Akzeptierbar-
keit durch die Nutzer (im Speziellen die Entwickler neuer Transformationen),
dass eine abschließende Bewertung im Rahmen dieser Dissertation nicht
möglich ist, auch wenn die Entwicklungen dieser Arbeit auf die speziellen
Bedürfnisse der Zieldomäne bzw. der zugehörigen Nutzer abzielten.
Unterstützung standardisierter Formate Die Unterstützung standardisier-
ter Austauschformate für Modelle ist durch die Wahl von EMF bzw. Ecore
zur Realisierung des Abbildungs-Metamodells gegeben, da EMF nicht nur
die Nutzung Ecore- sondern auch UML/MOF- sowie XML/XSD-basier-
ter Modelle unterstützt (vgl. Abschn. 2.1.1). Darüber hinaus bietet EMF
durch seine große Verbreitung den Vorteil, dass auch bereits für andere
Modellierungstechnologien Import-Ansätze bestehen. So wurden z. B. von
Brunelière (2005) und Rath (2014) Ansätze zur Überführung von Excel-
Tabellen in Ecore-basierte Modelle vorgestellt. Gerade in Anwendungen der
industriellen Automatisierungstechnik, in denen Excel laut Drath und Barth
(2012) häufig zum Datenaustausch genutzt wird (z. B. zur Beschreibung
von in einer Anlage enthaltenen Komponenten), bieten diese Ansätze die
Möglichkeit der automatischen Verarbeitung solcher Daten im Rahmen von
Modelltransformationen.
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9.2.3 Zusammenfassung
Tab. 9.1 zeigt eine Übersicht über die Ergebnisse der Analysen dieses Ab-
schnitts. Als zusammenfassende Auswertung lässt sich sagen, dass die ent-
wickelte Methodik nahezu alle der von Mens und Van Gorp (2006) zusam-
mengetragenen Erfolgs- und Qualitätskriterien für Transformationssprachen
und -frameworks erfüllt bzw. zumindest gute Voraussetzungen für deren
Erfüllung im Rahmen einer Erweiterung der prototypischen Implementie-
rung des PAMTraM-Frameworks bietet. Vor allem die Usability im Rahmen
realistischer industrieller Verwendungsszenarien sowie die Akzeptierbarkeit
des Ansatzes durch die entsprechenden Nutzer sind jedoch anhand weiterer
Analysen zu ermitteln bzw. nachzuweisen. Besonders das gewählte Kon-
zept der Beschreibung von Transformationen durch formale, deklarative
Abbildungsmodelle begünstigt die Entwicklung flexibler und erweiterbarer
Werkzeuge, die diesen beiden Zielen zuträglich sein können.
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Tabelle 9.1: Übersicht über die relevanten Entwurfs- und Umsetzungsaspekte zur
Erfüllung bzw. Erfüllbarkeit der betrachteten Erfolgs- und Qualitäts-Kriterien
Kriterium Umsetzungsaspekt Kapitel
Erfolgskriterien
Entwicklung Prototypischer Editor 8.1.1
Anwendungsvorschläge —
Anpassen und Wiederver-
wenden
•extend-Referenzen
•Konsultation des Nutzers
•Editor, HOTs
5.1.2, 5.2.2
6.3
8.1.1, 7
Verifizierung Terminierung, Wohlgeformtheit 6
Testen und Validieren •Validierungsregeln
•MatchingPage
5.4, 8.1.3
8.1.1
•Unvollständige Modelle
•Inkonsistente Modelle
•Auflösung von Mehrdeutigkeiten
•Validierungsregeln
6.3, 8.2.1
5.4, 8.1.3
Gruppieren, Zerlegen, Zu-
sammenstellen
Import von Teilmodellen 5, 9.1.3
Entitäten erster Klasse Formales Abbildungsmodell 5
Bidirektionalität Deklaratives Abbildungsmodell 5
Nachvollziehbarkeit, Ände-
rungsfortpflanzung
TraceabilityLinks 8.2.1
Qualitätskriterien
•Nutzbarkeit
•Gebrauchstauglichkeit
•Fallstudien
•—
9.1
Prägnanz, Ausführlichkeit •Bereitstellung allgemeiner und
spezifischer Sprachelemente
•Ableitung allg. Sprachkonzepte
5
5.1.4
Performanz, Skalierbarkeit —
Erweiterbarkeit Plugin-Mechanismus von Eclipse 8
Interoperabilität •Plugin-Mechanismus von Eclipse
•EMF
8
5
Nutzer-Akzeptanz —
Standardisierte Formate EMF 5
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9.3 Schlussfolgerungen
In diesem Abschnitt sollen allgemeine Schlussfolgerungen aus den in den
Abschnitten 9.1 und 9.2 erfolgten Auswertungen gezogen werden. Als ein
Ergebnis zeigt sich, dass die entworfene Methodik der Konfiguration von
Transformationen in deklarativen, bedingten Abbildungsmodellen die Ba-
sis für die Möglichkeit der Entwicklung einer zweckmäßigen, erweiterbaren
Werkzeugumgebung darstellt. Darüber hinaus hat sich besonders die Fest-
legung auf Ecore als Metametamodell an mehreren Stellen als vorteilhaft
erwiesen, da Ecore bzw. EMF (1) die Möglichkeit zur Einbeziehung anderer
Modellierungstechnologien bietet, (2) die Erweiterung von Metamodellen
mit Hilfe abgeleiteter Attribute ermöglicht, um zusätzliche Informationen in
expliziter Form in einem Modell anbieten zu können, und (3) durch standar-
disierte Schnittstellen einen wesentlichen Anteil an der Erweiterbarkeit der
entwickelten Lösung hat.
Allerdings wurden in Abschn. 9.1.4 auch die Grenzen der deklarativen Me-
thodik aufgezeigt, die zukünftige Erweiterungen in Richtung eines hybriden
Ansatzes notwendig bzw. zumindest sinnvoll erscheinen lassen. Ob für einen
konkreten Anwendungsfall die entsprechend aufwändige Implementierung
komplexer Berechnungsvorschriften jedoch zwingend notwendig ist, muss
im Einzelfall entschieden werden. Oftmals kann anhand vollautomatischer
Modelltransformationen sowieso lediglich eine erste Version eines UIs (bzw.
UI-Modells) generiert werden [Raneburger, 2010], die anschließend manuell
erweitert bzw. verbessert werden sollte. Dies ist laut [Urbas und Doherr,
2011] z. B. grundsätzlich in der Domäne prozesstechnischer Anlagen der Fall.
Vor allem in solchen Fällen ist jeweils das Kosten-Nutzen-Verhältnis bei der
Erstellung einer Modelltransformation zu berücksichtigen. Unter Umständen
kann es etwa sinnvoll sein, lediglich eine relativ einfache Transformation zu
erstellen, die z. B. nur die benötigten UI-Elemente anlegt, deren exakte Ska-
lierung und Platzierung aber anschließend einem menschlichen Entwickler
überlässt. Alternativ stellt auch die von Martin und Braune (2017) propagier-
te Integration eines Template-Systems und die damit einhergehende Trennung
des UI-Designs von den eigentlichen Transformationsregeln ein interessantes
Konzept dar. In diesem Rahmen spielt auch die Einbeziehung bzw. Anwen-
dung von UI Patterns eine wichtige Rolle: Diese beschreiben anerkannte
Lösungsstrategien für bekannte Problemstellungen [Sinnig u. a., 2005] (z. B.
in Bezug auf die Realisierung der Seitennavigation) und können speziell durch
Einsatz sog. generativer Patterns [Marc Seissler, Breiner und Meixner, 2011;
Vanderdonckt und Simarro, 2010] semi-automatisch auf bestehende Modelle
angewendet werden und dadurch die finale Ausgestaltung von UIs erleichtern.
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In Bezug auf den generischen Transformations-Algorithmus wurde das
Potential der Unterstützung unvollständiger Abbildungen sowie die dar-
aus resultierenden Möglichkeiten für die iterative Vervollständigung von
Abbildungen gezeigt. Anhand der Fallstudien wurde demonstriert, dass in
Abhängigkeit unterschiedlicher Faktoren jeder der in Abschn. 6.3 abgelei-
teten Ansätze zur Auflösung auftretender Mehrdeutigkeiten das Potential
besitzt, sinnvolle Informationen beizusteuern. Einflussfaktoren können z. B.
die Komplexität des/r Ziel-Metamodells/e sowie der definierten Abbildungen,
die durch das Ziel-Metamodell abgedeckte Domäne oder auch die Anwen-
dungsphase einer Transformation (Test während der Entwicklung gegenüber
Nutzung durch den Endanwender) sein. Die vorgeschlagene sequentielle
Kombination mehrerer Ansätze hat sich daher als sinnvoll erwiesen.
Anhand der Fallstudien wurde darüber hinaus gezeigt, dass die abgeleite-
ten Higher-Order Transformations das Potential besitzen, den Entwickler
bei der Definition und iterativen Erweiterung von Abbildungen zu unterstüt-
zen. Ein spezifischer Anwendungsfall hierfür ergibt sich aus dem Umstand,
dass in industriellen Anwendungen häufig auf Visualisierungs-Templates
zurückgegriffen wird, um die Entwicklung von UIs zu beschleunigen und ein
einheitliches Erscheinungsbild zu fördern: Diese Templates stellen Vorlagen
dar, die bereits einige relevante und immer wieder verwendete Strukturen
beinhalten (z. B. ein Login-Bedienbild, das in jeder Visualisierung verwendet
wird). Soll nun in dem Unternehmen ein modellbasierter Entwicklungsprozess
etabliert werden, in dem Visualisierungen zukünftig automatisch erzeugt
werden, und liegen die bisher verwendeten Vorlagen in Form von Model-
len vor, bietet die entworfene HOT zur semi-automatischen Ableitung von
LHS/RHS aus vorliegenden Quell- bzw. Zielmodellen die Möglichkeit, diese
komfortabel in eine Modelltransformation zu integrieren.
Zusammenfassend lässt sich sagen, dass im Rahmen der Validierung die
durch die entwickelte Methodik sowie die prototypische Implementierung des
PAMTraM-Frameworks geleisteten Beiträge zur Vereinfachung der Entwick-
lung von Modelltransformationen dargelegt werden konnten. Dies betrifft
u. a. die Wiederverwendung von Teilen von Abbildungsmodellen (z. B. ganzer
Teilmodelle oder auch einzelner Bedingungen), die Unterstützung grundle-
gender Abbildungen durch den Transformations-Algorithmus sowie die semi-
automatische, iterative Ableitung und Weiterentwicklung von Abbildun-
gen. Das in Abschn. 1.1 formulierte übergeordnete Ziel dieser Arbeit – das
Leisten eines Beitrags zur Vereinfachung der Entwicklung von Modelltrans-
formationen in der Domäne der Benutzungsschnittstellen der industriellen
Automatisierungstechnik – kann daher als erfüllt angesehen werden.
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Bei der Entwicklung von Modelltransformationen handelt es sich allgemein
um einen aufwändigen, fehleranfälligen und daher kostenintensiven Prozess.
Besonders in der Domäne der Benutzungsschnittstellen, in der oftmals meh-
rere Transformationen z. B. zur Unterstützung unterschiedlicher Nutzungs-
kontexte entwickelt werden müssen, führt dies zu einer hohen Einstiegshürde
in Bezug auf die Einführung modellgetriebener Prozesse. Um diese Einstiegs-
hürde zu senken, wurde im Rahmen dieser Arbeit eine Methodik entwickelt,
deren Ziel die vereinfachte Entwicklung von Modelltransformationen für die
automatische Generierung von Benutzungsschnittstellen ist.
Dazu wurden zunächst spezifische Herausforderungen in Bezug auf die
Entwicklung von Benutzungsschnittstellen im Allgemeinen sowie in An-
wendungsszenarien der industriellen Automatisierungstechnik im Speziellen
analysiert und in Kap. 4 in Form von fünf übergeordneten Anforderungen
an diese Arbeit festgehalten. Im Folgenden fasst zunächst Abschn. 10.1
die in Bezug auf diese Anforderungen erzielten wissenschaftlichen Beiträge
zusammen. Abschließend gibt Abschn. 10.2 einen Ausblick auf zukünftige
notwendige bzw. sinnvolle Erweiterungen der entwickelten Methodik sowie
deren prototypischer Implementierung. Darüber hinaus werden Möglichkei-
ten zur Integration einzelner entwickelter Methoden bzw. Komponenten in
andere Transformationssprachen bzw. -frameworks diskutiert.
10.1 Beiträge der Arbeit
Der Hauptbeitrag dieser Arbeit besteht in einer Methodik zur Konfiguration
von Modelltransformationen in deklarativen, bedingten Abbildungsmodellen
sowie in darauf aufbauenden Komponenten zur iterativen Entwicklung und
Ausführung dieser Abbildungsmodelle. Im Folgenden sollen die einzelnen Bei-
träge in Bezug auf die in Kap. 4 formulierten übergeordneten Anforderungen
an diese Arbeit zusammengefasst werden.
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Anforderung 1: Modellierungssprache für Abbildungen In Kap. 5 wurde
eine Modellierungssprache zur Konfiguration von Abbildungen in formalen
Abbildungsmodellen entwickelt. Um der in der Domäne der MBUID existie-
renden extremen Vielzahl an UI-Beschreibungssprachen auf allen Ebenen des
Cameleon Reference Frameworks Rechnung zu tragen, ermöglicht diese die
Definition von Abbildungen zwischen beliebigen UI-Beschreibungssprachen.
Durch die Entscheidung für eine deklarative Grundstruktur der entwickel-
ten Sprache konnte der Fokus beim Erstellen von Transformationen wie
in Abschn. 3.1.2 erläutert auf die Definition von Abbildungen zwischen
Elementen bzw. Strukturen der jeweiligen Quell- und Zielsprachen gelegt
werden –Aspekte der Umsetzung dieser Abbildungen müssen vom Model-
lierer nicht (bzw. deutlich weniger als bei imperativen Ansätzen) beachtet
werden. Diese Fokussierung stellt eine wichtige Grundlage dar, um auch
Domänenexperten ohne tiefes Wissen über Modelltransformationen zu deren
eigenständiger Entwicklung zu befähigen.
Gemäß Anforderung 1 wurde bei der Realisierung der Sprache spezieller
Wert auf die Möglichkeit zur Beschreibung von Mehrdeutigkeiten gelegt,
um die besonders in der Domäne der Benutzungsschnittstellen prinzipiell
auftretenden mehrdeutigen Abbildungen sinnvoll berücksichtigen zu können.
Dies ermöglicht es u. a., Abbildungen für unterschiedliche Zielkontexte in
einem gemeinsamen Abbildungsmodell zu betrachten. Durch die Möglich-
keit der Realisierung von n-Wege-Transformationen gilt dies selbst, wenn
für unterschiedliche Zielkontexte unterschiedliche (Ziel-)Metamodelle bzw.
-sprachen genutzt werden (z. B. eine Sprache zur Beschreibung visueller und
eine andere Sprache zur Beschreibung auditiver UIs). Darüber hinaus ermög-
licht das entwickelte Abbildungs-Metamodell im Gegensatz zu existierenden
Ansätzen wie in Abschn. 9.1.3 demonstriert die einfache Wiederverwendung
einzelner Teile von Abbildungsmodellen.
Durch die Realisierung der Abbildungssprache in Form eines formalen
Metamodells konnte eine leicht erweiterbare Lösung entwickelt werden,
die darüber hinaus die automatische Erzeugung, Veränderung, Validierung
oder Auswertung von Abbildungsmodellen unter Nutzung von Higher-Order
Transformations ermöglicht. Durch die Wahl von EMF zur Realisierung
des Abbildungs-Metamodells können Transformationen zwischen Sprachen
aus unterschiedlichen Modellierungstechnologien entwickelt werden, wie in
Abschn. 9.1.3 anhand der Erzeugung XML-basierter Modelle demonstriert
wurde.
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Anforderung 2: Bedingte Abbildungen Der Nutzungskontext stellt wie in
Abschn. 2.3.2 beschrieben eine wichtige Grundlage zur Einschränkung von
mehrdeutigen Abbildungen dar. Zur Berücksichtigung dieses Sachverhalts
wurde die entwickelte Sprache zur Beschreibung mehrdeutiger Abbildungen
so erweitert, dass definierte Abbildungen um explizite Kontextbedingungen
erweitert werden können. Dadurch wird die Notwendigkeit der Anpassung
bzw. Neu-Erstellung eines Abbildungsmodells bei Vorliegen eines geänderten
Nutzungskontextes (repräsentiert durch veränderte Kontextmodelle) ver-
mieden. Im Gegensatz zu existierenden Ansätzen für bedingte Abbildungen
können sich die Bedingungen dabei auf beliebige Metamodelle beziehen,
wodurch eine allgemeingültige Lösung erreicht werden konnte. Darüber
hinaus ermöglicht dies auch die Realisierung klassischer Anwendungsbedin-
gungen, welche sich nicht auf ein separates Kontext-Metamodell, sondern auf
das aktuelle Quell-(UI-)Metamodell beziehen. Dies wurde im Rahmen der
Fallstudie aus Abschn. 9.1.4 anhand der Bedingung zur Erzeugung unter-
schiedlicher Typen von Transportsystem-Elementen gezeigt. Wie auch bei
den anderen Teilen der entwickelten Sprache wurde darüber hinaus auf die
einfache Wiederverwendbarkeit von (Teil-)Bedingungen geachtet, wodurch
der Aufwand für deren Realisierung reduziert werden kann. Die umgesetzten
feingranularen Möglichkeiten zur Annotation von Bedingungen (z. B. an
einzelne Abbildungshinweise) fördern zusätzlich die Kompaktheit erstellter
Abbildungsmodelle.
Anforderung 3: Generischer Transformations-Algorithmus Um auf Basis
eines konfigurierten Abbildungsmodells eine Transformation durchführen
zu können, wurde in Kap. 6 ein zugehöriger Transformations-Algorithmus
entwickelt. Da das Abbildungs-Metamodell wie oben erläutert die Definition
von Abbildungen zwischen beliebigen UI-Beschreibungssprachen ermöglicht,
wurde dieser Algorithmus als generischer Algorithmus ausgelegt, der für
Transformationen zwischen beliebigen Sprachen verwendet werden kann.
Im Gegensatz zu existierenden Transformations-Algorithmen führt der hier
entwickelte Algorithmus selbstständig eine Analyse der durch das Abbildungs-
modell referenzierten Ziel-Metamodelle durch. Dadurch können nicht durch
den Entwickler als Teil der Abbildungen definierte – fehlende – Informationen
zum Teil automatisch ermittelt werden. Die im Rahmen dieser Analysen
ermittelbaren Informationen müssen im Folgenden nicht mehr manuell in
die Abbildungen integriert werden, wodurch eine Vereinfachung von deren
Entwicklung erreicht werden kann. Ein wichtiger Punkt ist dabei vor al-
lem das automatische Erzeugen zusammenhängender Zielmodelle auf Basis
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einer Analyse möglicher Verbindungspfade zwischen Elementen. Wie in Ab-
schn. 9.1.1 gezeigt, kann dies u. U. sogar komplette Abbildungen überflüssig
machen.
Anforderung 4: Strategien zur Auflösung von Mehrdeutigkeiten Durch die
Unterstützung grundlegender Abbildungen durch den entworfenen Transfor-
mations-Algorithmus können in unterschiedlichen Phasen der Transformation
Mehrdeutigkeiten auftreten. Um diese Mehrdeutigkeiten auflösen zu können,
wurden verschiedene Strategien abgeleitet: 1. die Auswertung modellier-
ter Abbildungshinweise und Bedingungen, 2. die Auswertung gespeicherter
TraceabilityLinks, 3. die Durchführung statistischer Auswertungen, 4. die Kon-
sultation des Nutzers sowie 5. das Treffen einer Standardauswahl. Abhängig
vom Anwendungskontext einer Transformation können diese verschiedenen
Strategien unterschiedliche Informationen beitragen und dadurch (1) den zur
Erstellung von Abbildungsmodellen notwendigen Aufwand verringern, (2)
die Möglichkeit zur Integration nicht formalisierbarer Informationen durch
Konsultation des Nutzers bieten und (3) die iterative Weiterentwicklung
bzw. Fertigstellung von Abbildungen fördern.
Anforderung 5: Semi-automatische Ableitung von Abbildungen Durch die
oben erläuterte Eigenschaft des generischen Transformations-Algorithmus,
selbstständig benötigte Informationen aus einer Analyse der Ziel-Meta-
modelle einer Transformation abzuleiten, muss deren Entwickler weniger
Informationen in definierte Abbildungen integrieren. Trotzdem bleibt die
Konfiguration von Abbildungen eine aufwändige Aufgabe. Im Rahmen von
Kap. 7 wurde daher analysiert, wie sog. Higher-Order Transformations
genutzt werden können, um die Entwicklung von Abbildungsmodellen zu
vereinfachen. Als Resultat dieser Analyse wurde zum einen eine Methodik
zur semi-automatischen Ableitung von für die Definition von Abbildungen re-
levanten Patterns auf Basis existierender Quell- oder Zielmodelle vorgestellt,
zum andern ein Vorgehen zur semi-automatischen Erweiterung bzw. Vervoll-
ständigung von Abbildungsmodellen auf Basis von Nutzerentscheidungen
zur Auflösung von Mehrdeutigkeiten entwickelt.
Zusammenfassung Die entwickelte Methodik basiert auf der Konfiguration
von Modelltransformationen anhand deklarativer, bedingter Abbildungsmo-
delle sowie auf deren Ausführung durch einen generischen Transformations-
Algorithmus, welcher in der Lage ist, grundlegende Abbildungen auszuführen
und die dadurch auftretenden Mehrdeutigkeiten aufzulösen. Es wurde gezeigt,
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dass diese Methodik eine gute Grundlage zur Vereinfachung der Entwicklung
von Modelltransformationen darstellt. Dies konnte im Speziellen erreicht
werden durch:
• die Nutzung eines deklarativen Ansatzes, der dem Entwickler die Fo-
kussierung auf die Definition relevanter Abbildungen zwischen Sprach-
elementen bzw. -strukturen ermöglicht,
• die Integration vielfältiger Möglichkeiten zur Wiederverwendung rele-
vanter Teile von Abbildungen bzw. Abbildungsmodellen,
• den Entwurf eines Transformations-Algorithmus, welcher die notwen-
digen Informationen, die durch den Entwickler in eine Abbildung
integriert werden müssen, reduziert sowie
• die Unterstützung des Entwicklers durch Higher-Order Transforma-
tions.
Solche Vereinfachungen in Bezug auf die Entwicklung von Modelltransfor-
mationen sind wie bereits in Abschn. 2.5 erläutert besonders für kleine und
mittlere Unternehmen wichtig, die zum einen oftmals über keine Entwickler
mit speziellen Kenntnissen aus der Domäne der Modelltransformationen ver-
fügen und zum anderen entwickelte Transformationen nur für relativ wenige
Projekte nutzen können, wodurch eine aufwändige Entwicklung stärker ins
Gewicht fällt.
Auch wenn die Analysen und Entwicklungen dieser Arbeit unter besonde-
rer Berücksichtigung der spezifischen Anforderungen bei der Entwicklung
von Benutzungsschnittstellen in der Domäne der industriellen Automati-
sierungstechnik auf Basis des Cameleon Reference Frameworks erfolgten,
wurde dennoch ein allgemeingültiger Ansatz geschaffen. Dieser kann daher
unter Berücksichtigung der genannten Vorteile und Beschränkungen der de-
klarativen Grundstruktur prinzipiell zur Realisierung von Modell-zu-Modell-
Transformationen zwischen beliebigen Metamodellen und im Rahmen der
Umsetzung beliebiger modellgetriebener Entwicklungsprozesse wie z. B. der
Model-driven Architecture (MDA) [OMG, 2014a, 2017] verwendet werden.
Durch die Nutzung formaler Abbildungsmodelle sowie aufgrund der sich
daraus ergebenden Erweiterbarkeit des Ansatzes (vgl. Abschn. 9.2.2) können
die in dieser Arbeit entwickelten Komponenten hierfür falls notwendig auch
um weitere Komponenten ergänzt werden. Dadurch können z. B. spezifische,
für einen bestimmten Entwicklungsprozess benötigte Aspekte umgesetzt
werden.
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10.2 Ausblick
Wie in Kap. 9 sowie im vorherigen Abschnitt erläutert wurde, konnte durch
die im Rahmen dieser Dissertation entwickelte Methodik ein Beitrag zur
Vereinfachung der Entwicklung von Modelltransformationen geleistet wer-
den. Basierend auf dieser Methodik sollen im Folgenden einige sinnvolle
Erweiterungs- sowie Integrationsmöglichkeiten diskutiert werden.
Erweiterung hin zu einer hybriden Lösung Bereits im Rahmen der Fall-
studie aus Abschn. 9.1.4 wurde am Beispiel der Realisierung komplexer
Berechnungen auf die aus der Entscheidung für einen deklarativen Ansatz
resultierenden prinzipiellen Beschränkungen eingegangen. Diese Beschrän-
kungen können die Erweiterung der Lösung hin zu einem hybriden Ansatz
sinnvoll machen, bei dem die deklarative Grundstruktur durch imperative
Elemente ergänzt wird. Einen ersten diesbezüglichen Lösungsansatz stellt
die im Rahmen von Abschn. 9.1.4 propagierte Verwendung abgeleiteter At-
tribute zur expliziten Bereitstellung benötigter, aber nur implizit in einem
Quell-(Meta-)Modell enthaltener Informationen dar. Ähnliches gilt für die
Nutzung virtueller TargetSectionAttributes zum Zwischenspeichern ermit-
telter (einfacher) Werte – dies wird z. B. in Abb. D.14 zur Realisierung des
ContainerSelectors genutzt. In weiteren Analysen ist jedoch zu ermitteln,
ob diese Ansätze ausreichend sind, oder ob stattdessen eine explizite Er-
weiterung der entwickelten Methodik sowie des entworfenen Abbildungs-
Metamodells notwendig ist. So könnten z. B. für bestimmte Anwendungsfälle
Möglichkeiten zum Zwischenspeichern kompletter Modellelemente (anstatt
lediglich einfacher Werte) notwendig sein.
Round-trip Engineering und inkrementelle Transformationen Im Rahmen
dieser Arbeit wurden in Bezug auf das CRF vor allem vertikale Transforma-
tionen zur schrittweisen Konkretisierung eines UIs betrachtet. In der Domäne
der MBUID werden manuelle Ergänzungen bzw. Änderungen an Modellen
laut Hennig u. a. (2011) jedoch häufig auch auf unteren Abstraktionsebe-
nen vorgenommen. Diese Tatsache erfordert eine (möglichst automatische)
Übernahme dieser Änderungen in Modelle auf höheren Abstraktionsebenen,
damit die auf verschiedenen Ebenen existierenden Modelle synchron bleiben.
Diese Problematik der Modellsynchronisierung wird im Allgemeinen als
Round-Trip Engineering (RTE) bezeichnet [Hettel, Lawley und Raymond,
2008]. Während die bereits in Abschn. 9.2.1 diskutierten Möglichkeiten für
bidirektionale Transformationen eine wichtige Grundlage für die aufwands-
arme Realisierung von Round-trip Engineering darstellen, sollten darüber
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hinaus wie von Giese und Wagner (2008) gefordert Möglichkeiten für in-
krementelle Transformationen bereitgestellt werden. Im Gegensatz zu der
kompletten Neu-Erstellung eines Modells ermöglichen solche inkrementellen
Transformationen die Bewahrung von (z. B. manuell erstellten) Modellteilen,
die durch die formulierten Abbildungsregeln nicht abgedeckt werden.
Solche inkrementellen Transformationen werden darüber hinaus auch benö-
tigt, um das aktuell in der Domäne der industriellen Automatisierungstechnik
unter dem Stichwort Industrie 4.0 diskutierte Konzept des Plug&Produce
[Kainz u. a., 2013] unterstützten zu können. Dieses fordert die einfache Aus-
tauschbarkeit einzelner Komponenten oder Teile einer Produktionsanlage.
Abgesehen von der u. a. durch Blumendorf, Lehmann und Albayrak (2010)
und Mark Seissler (2013) diskutierten Erzeugung adaptiver bzw. kontextsen-
sitiver UIs, im Rahmen derer die dynamische Zuordnung (bestimmter Teile)
existierender UI-Modelle auf bestimmte Ziel-Plattformen betrachtet wird,
wird eine entsprechend notwendige automatische Anpassung der Bedien-
oberflächen bzw. der diesen zugrunde liegenden UI-Modelle für geänderte
Anlagenteile aktuell noch kaum diskutiert. Eine solche Anpassung ist nur
unter Verwendung inkrementeller Transformationen sinnvoll möglich, um
händische Anpassungen am erzeugten UI (bzw. an den zugehörigen Model-
len) bewahren zu können. Entsprechend ist in weiterführenden Arbeiten zu
untersuchen, wie existierende Konzepte zur inkrementellen Modellsynchroni-
sierung und zum Round-trip Engineering (s. u. a. [Bork u. a., 2008; Giese
und Wagner, 2008; Hettel, Lawley und Raymond, 2008]) in die entwickelte
Methodik im Allgemeinen und in den generischen Transformations-Algorith-
mus im Speziellen integriert werden können. Eine wichtige Voraussetzung
hierfür stellen die bereits existierenden Möglichkeiten zur Speicherung bzw.
Wiederverwendung der Traceability Links (vgl. Abschn. 8.2.1) dar.
Anpassung an spezifische Sprachen oder Domänen Die Entwicklungen
dieser Arbeit wurden bewusst darauf ausgelegt, eine allgemeingültige Lö-
sung zu entwerfen, die im Rahmen der MBUID für beliebige Sprachen und
Teildomänen nutzbar ist. Durch diese Allgemeingültigkeit geht allerdings
das Potenzial für die Betrachtung spezifischer Problemstellungen verloren.
Denkbar ist daher eine Erweiterung der entwickelten Methodik für spezifische
Anwendungsfälle. So stellen etwa Popp, Falb u. a. (2012) einen spezifischen
Transformationsansatz für die Erzeugung struktureller UI-Modelle auf Basis
von Interaktionsmodellen vor, bei dem eine spezielle GUI-Optimizer-Kom-
ponente die Abbildungsregeln nach gewissen Aspekten konfiguriert (z. B.
mit dem Ziel der optimalen Ausnutzung der gegebenen Bildschirmgröße).
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Durch die in dieser Arbeit gewählte Definition der Abbildungsregeln in
einem formalen Modell sind solche Anpassungen bzw. Einbindungen zusätz-
licher Komponenten prinzipiell leicht möglich und bieten das Potenzial, die
Qualität automatisch erzeugter UIs zu erhöhen.
Integration von Teilaspekten in andere Ansätze Die Entwicklungen dieser
Arbeit zielten auf den Entwurf einer unabhängigen, geschlossenen Methodik
für die Realisierung von Modelltransformationen ab. Nichtsdestotrotz exis-
tieren natürlich wie in Kap. 3 diskutiert noch eine Vielzahl weiterer Ansätze
auf diesem Gebiet. Diesbezüglich bieten einige der entworfenen Teilaspekte
sowie der zugehörigen Methoden das Potenzial, unabhängig von den anderen
Entwicklungen dieser Arbeit in diese existierenden Transformations-Frame-
works integriert zu werden. So kann bspw. der entworfene Algorithmus zur
Erzeugung zusammenhängender Zielmodelle problemlos auch im Rahmen
anderer existierender Algorithmen umgesetzt werden. Ähnliches gilt für die
vorgeschlagene Methodik der semi-automatischen Ableitung von Patterns
basierend auf existierenden Modellen: Diese kann auch für andere Ansätze,
die auf der Beschreibung von LHS und RHS für Abbildungen in Form von
Patterns basieren, eine wertvolle Unterstützung des Entwicklers darstellen.
In weiteren Arbeiten sollte dieses Integrations-Potential speziell in Bezug
auf populäre Ansätze wie ATL oder QVT genauer analysiert werden.
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Anhang

Anhang A
Aufbau des Ecore-Metametamodells
Abbildung A.1: Elementübersicht und Vererbungshierarchie [Eclipse, 2016e]
A1
Anhang A Aufbau des Ecore-Metametamodells
Abbildung A.2: Detaillierte Darstellung der Elemente inklusive sämtlicher Attribute
und Referenzen [Eclipse, 2016e]
A2
Anhang B
Weiterführende Erläuterungen zu
ausgewählten Inhalten dieser Arbeit
B.1 Vertiefende Betrachtungen zu Aufbau und Verwendung der
entwickelten Modellierungssprache für Abbildungen
B.1.1 Arten dynamischer Quellelemente für Werteverarbeitungen
Bereits in Abschn. 5.1.4 wurde hergeleitet, dass Quellelemente für Werteverar-
beitungen wie z. B. AttributeMappings entweder statischer oder dynamischer
Natur sein können. Dynamische Quellelemente ergeben sich dabei zur Lauf-
zeit einer Transformation basierend auf Attributwerten von Elementen eines
Quellmodells. Dazu muss das jeweilige Attribut (als Teil einer Strukturbe-
schreibung) ausgezeichnet werden, welches als Quelle zur Bestimmung des
Werts während der Durchführung einer Transformation dient (vgl. Abb. B.1).
State: Sec�on a�ributes
id : 
A�ribute
lhs1
Quellelement
„State.id“
Abbildung B.1: Explizite Auszeichnung von Quellelementen für Werteverarbei-
tungen
Eine solch einfache Auszeichnung ist allgemeinen gesehen allerdings nicht
ausreichend, da die definierte Elementstruktur und somit auch das ausge-
zeichnete Element als Teil dieser Struktur in einem Quellmodell mehrfach
auftreten kann. Abb. B.2 verdeutlicht dies anhand einer verschachtelten
Struktur von Zuständen. In einem solchen Fall ist nicht klar, welche der
auftretenden Instanz(en) des ausgezeichneten Quellelements für die Ver-
arbeitung genutzt werden soll(en): So ist/sind z. B. bei der Nutzung der
A3
Anhang B Weiterführende Erläuterungen
id eines Zustands für die Ableitung eines Attributwertes im Zielmodell le-
diglich der/die Attributwert(e) zu nutzen, die zu der aktuell im Rahmen
der Transformation behandelten Instanz der LHS gehören – im Beispiel aus
Abb. B.2 entspricht dies der id des Zustands state2. Bei der Überprüfung
einer Bedingung, die (an einer beliebigen Stelle des Quellmodells) die Exis-
tenz eines Zustands mit einer bestimmten id fordert, sind demgegenüber
jedoch sämtliche ermittelten Werte (nicht nur die der aktuell behandelten
LHS-Instanz entsprechenden) zu berücksichtigen – im Beispiel entspricht dies
den ids sämtlicher Zustände state1 bis state4.
id : „Normal-
betrieb"
state1 : State
states Quellelement
„State.id“
Aktuelle behandelte
LHS-Instanz
id : „Anfahren"
state4 : State
id : „Hand-
betrieb"
state2 : State
id : „Automa�k-
betrieb"
state3 : State
states
Abbildung B.2: Problematik mehrfach auftretender Quellelemente bei der dynami-
schen Ermittlung von Werten
Um solch unterschiedliche Anwendungsfälle abdecken zu können, muss
durch den Modellierer genauer spezifiziert werden können, welche Instanz(en)
jeweils zu nutzen sind. Dafür bietet das entwickelte PAMTraM-Metamodell
die Möglichkeit, ausgezeichnete Quellelemente zusätzlich jeweils entweder
als lokal, extern oder global zu kennzeichnen, wobei diese Charakterisierung
jeweils in Relation zur aktuell behandelten LHS-Instanz zu sehen ist. Dabei
werden für ein lokales Quellelement nur Instanzen (des ausgezeichneten Quell-
elements) in Betracht gezogen, welche Teil der aktuellen LHS-Instanz sind.
Für ein externes Quellelement dagegen werden nur Instanzen berücksichtigt,
die Teil der Pattern-Instanz sind, welche dem Eltern-Pattern der aktuellen
LHS-Instanz entspricht. Für ein globales Quellelement schließlich werden
beliebige Instanzen des ausgezeichneten Quellelements in Betracht gezogen.
Tab. B.1 verdeutlicht diese Unterscheidung durch Auflistung der jeweils
durch die Auszeichnung als lokales, externes oder globales Quellelement
abgedeckten Instanzen aus Abb. B.2 in Abhängigkeit der aktuell behandelten
LHS-Instanz.
A4
B.1 Vertiefende Betrachtungen zur entwickelten Modellierungssprache
Tabelle B.1: Auswirkungen der Kennzeichnung von Quellelementen als lokal, extern
oder global bezogen auf Abb. B.2
Behandelte Ermittelte Quellelemente
LHS-Instanz Lokal Extern Global
state1 Normalb. — Normalb., Handb.,
Automatikb., Anfahren
state2 Handb. Normalb. Normalb., Handb.,
Automatikb., Anfahren
state3 Automatikb. Normalb. Normalb., Handb.,
Automatikb., Anfahren
state4 Anfahren Automatikb. Normalb., Handb.,
Automatikb., Anfahren
Wird ein Quellelement als lokal oder extern spezifiziert, so kann jeweils
ein eindeutiger – durch die aktuelle LHS-Instanz (bzw. deren Eltern-Instanz)
vorgegebener –Wert ermittelt werden1. Im Falle als global ausgezeichneter
Quellelemente sind falls notwendig zusätzliche Mechanismen anzuwenden,
um die ermittelten Werte sinnvoll weiter einzuschränken. Hierzu können
die in Abschn. B.1.2 beschriebenen Konzepte der Instanzauswahl genutzt
werden.
B.1.2 Einschränkung und Auswahl von Strukturinstanzen
Ein bei der Arbeit mit Strukturbeschreibungen häufig auftretender Anwen-
dungsfall betrifft die dynamische Einschränkung der für ein modelliertes
Pattern während der Transformation gefundenen Anwendungspunkte – im
Folgenden als “Auswahl von Strukturinstanzen” bezeichnet. Dieses Problem
wurde bereits in Abschn. B.1.1 im Rahmen der Nutzung globaler Quellele-
mente angesprochen, welche dazu führen können, dass für ein Quellelement
einer Werteverarbeitung mehrere mögliche Strukturinstanzen vorliegen. Ein
anderes Beispiel stellt die Auswahl des konkreten Zielelements für einen
Querverweis unter Nutzung eines ReferenceTargetSelectors dar (vgl. Ab-
schn. 5.2.2). In solchen Fällen muss dem Nutzer die Auswahl einer bzw.
mehrerer dieser Instanzen ermöglicht werden. Da jeweils alle gefundenen
Strukturinstanzen demselben Pattern genügen und sich daher lediglich in
1Da jedes Element in EMF-basierten Modellen lediglich ein Elternelement besitzen
darf, ist auch der Wert externer Quellelemente eindeutig.
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ihren Attributwerten unterscheiden, muss die Auswahl einer bzw. mehrerer
konkreter Instanzen über eine Auswertung dieser Attributwerte erfolgen.
Hierfür bietet das PAMTraM-Metamodell das Element InstanceSelector, wel-
ches dem Ersteller von Abbildungen die explizite, deklarative Modellierung
von Auswahlregeln zur Selektion von Instanzen zu ermöglicht.
Abb. B.3 verdeutlicht dessen Verwendung anhand der konkreten Model-
lierung eines ReferenceTargetSelectors – einer konkreten Subklasse des Typs
InstanceSelector : Das dargestellte Beispiel zeigt die Auswahl der Panel-In-
stanz als Ziel der target-Referenz eines NavigationFlows basierend auf dessen
Namen2 – das Panel inklusive Namen (rhs2 ) wird dabei durch eine weitere
(nicht dargestellte) Abbildung erstellt. Mit Hilfe der referenceAttribute-Re-
ferenz des ReferenceTargetSelectors kann dazu ein Attribut der Zielklasse
spezifiziert werden, dessen Wert mit dem über die modellierten Quellelemen-
te ermittelten verglichen wird. Umgangssprachlich lässt sich der modellierte
Selector folgendermaßen ausdrücken: “Nutze dasjenige Panel als Ziel für
die target-Referenz des NavigationFlows, dessen name dem Wert des target-
Attributs der aktuell behandelten Transition entspricht.”
Transi�on: 
Sec�on
target: 
A�ribute
a�ributes
: Reference
TargetSelector
Naviga�onFlow: 
Sec�on
references
target: 
CrossReference
aﬀected
Reference
[target] :
InstanceSelector
SourceElement
source
: Mapping : MappingHintGroupmapping
HintGroups
source
Sec�on
target
Sec�on
Panel: 
Sec�on
a�ributes
name: 
A�ribute
reference
A�ribute
lhs1
rhs1
rhs2
source
Elements
mapping
Hints
target
Class
Abbildung B.3: Konkrete Realisierung der Auswahl von Strukturinstanzen als Ziel
von Querverweisen mit Hilfe eines ReferenceTargetSelectors
2Ein analoger ReferenceTargetSelector könnte für die source-Referenz (basierend auf
der id des die Transition enthaltenden Zustands) definiert werden.
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B.2 Spezifische Aspekte der entwickelten Higher-Order
Transformations
B.2.1 Ablaufschema für die Ableitung von Patterns aus bestehenden
Modellen
Aufgrund der vielen Freiheitsgrade bei der Ableitung eines Patterns für
einen bestimmten Modellausschnitt bietet sich ein Vorgehen an, welches dem
Nutzer bereits während der Erzeugung der Patterns Einflussmöglichkeiten
gewährt und so die nachträglich notwendigen Änderungen minimiert. Die
verschiedenen hierzu erforderlichen Schritte sollen im Folgenden anhand der
exemplarischen Generierung eines Patterns für das NavigationFlow-Element
“panel1_to_panel2” aus dem Beispielmodell aus Abb. B.4 erläutert werden.
visualiza�onModel : 
Visualiza�onModel
name : „Normal-
betrieb"
panel1 : Panel
name : „Normalbetrieb-
_to_Fehlerbetrieb"
panel1_to_panel2 : 
Naviga�onFlow
naviga�on
Flows
panels
name : „Fehler"
signal1 : Signal
source
target
trigger
name : „Fehler-
betrieb"
panel2 : Panel
Abbildung B.4: Beispielmodell für die Ableitung eines Patterns
1. Auswahl: In diesem Schritt werden durch den Nutzer die Quellmodell-
Elemente, auf deren Basis das Pattern generiert werden soll, spezifiziert.
Da die korrekte Auswahl sämtlicher benötigter Elemente für ein komplexes
Pattern schnell aufwändig werden kann, ist es dabei sinnvoll, diesen Schritt
wie folgt in drei Unterschritte zu unterteilen:
1. Zunächst muss durch den Nutzer das Quellmodell-Element ausgewählt
werden, welches das Wurzelelement des zu erstellenden Patterns re-
präsentiert3. Für das obige Beispiel betrifft dies das NavigationFlow-
Element “panel1_to_panel2”.
3Natürlich ist auch die Auswahl mehrerer Elemente möglich, was zur gleichzeitigen
Generierung mehrerer Patterns führt. Aus Gründen der Einfachheit soll der weitere
Prozess an dieser Stelle jedoch basierend auf der Auswahl eines einzigen Elements
diskutiert werden.
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2. Da ein Pattern einen kompletten Modellausschnitt beschreiben kann
(vgl. Abschn. 5.1.2), bietet sich anschließend eine Auswahl an, ob
auch die (über Containment-Referenzen enthaltenen direkten und
indirekten) Kind-Elemente des ausgewählten Quellmodell-Elements
in das zu generierende Pattern integriert werden sollen. Bezogen auf
obiges Beispiel betrifft dies das einzige enthaltene Element “signal1”.
3. Die bis hierhin ausgewählten Elemente können auch Querverweise
zu Elementen aus anderen Teilen des Modells enthalten. Für obiges
Beispiel betrifft dies etwa die über die source/target-Referenzen re-
ferenzierten Panels “panel1” und “panel2”. Entscheidet der Nutzer,
dass diese Querverweise (bzw. deren Zielelemente) für das Pattern
relevant sind, ist es sinnvoll, für diese referenzierten Elemente ebenfalls
entsprechende Patterns zu generieren.
2. Generierung: Basierend auf den ausgewählten Elementen können im
nächsten Schritt die vorläufigen Patterns generiert werden. Abb. B.5 de-
monstriert das Ergebnis dieses Prozesses für das Quellmodell-Element “pa-
nel1_to_panel2” jeweils für die verschiedenen im vorherigen Schritt erläu-
terten Optionen.
3. Anpassen: Wie oben bereits beschrieben, gibt es unterschiedliche Vari-
anten für die Realisierung generierter Patterns. Daher ist es sinnvoll, dem
Nutzer das Anpassen der im vorherigen Schritt generierten vorläufigen
Patterns zu ermöglichen. Sinnvolle Änderungsmöglichkeiten sind dabei:
1. der nachträgliche Ausschluss von Sub-Patterns (z. B. einzelner Attri-
bute oder kompletter Teilstrukturen),
2. das Anpassen generierter ValueConstraints oder Kardinalitäten
3. sowie das Zusammenführen äquivalenter (Sub-)Patterns. Für das Bei-
spiel aus Abb. B.5 wurden z. B. die beiden Patterns rhs2 und rhs3
generiert, die beide ein Panel repräsentieren und sich lediglich im für
das Attribut name festgelegten Wert unterscheiden (“panel1” gegen-
über “panel2”). Sind diese konkreten Werte für die Patterns irrelevant,
so sind beide Patterns äquivalent. Da das mehrfache Erstellen äqui-
valenter Patterns keinen Sinn ergibt, sollten diese vor dem Einfügen
in ein PAMTraM-Modell zusammengeführt werden. Im Gegensatz
zum einfach Löschen eines der identischen Patterns kann so sicher-
gestellt werden, dass eventuell existierende Referenzen auf Elemente
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panel1_to_panel2 : 
TargetSec�on
references
panel1 : 
TargetSec�onsource : 
TargetSec�on
CrossReference
target : 
TargetSec�on
CrossReference
references
value
value
references
trigger : 
TargetSec�on
CompositeReference
signal1 : 
TargetSec�on
Class
value
rhs1_b rhs2
panel2 : 
TargetSec�on
rhs3
rhs1_a
Abbildung B.5: Varianten einbezogener Elemente bei der Generierung von Patterns:
rhs1_a (nur für das ausgewählte Element “panel1_to_panel2”); rhs1_b (für
das ausgewähltes Element und Kindelemente); rhs1_a/rhs1_b sowie rhs_2 und
rhs_3 (auch für referenzierte Elemente)4
der äquivalenten Patterns nicht ebenfalls gelöscht, sondern auf das
zusammengeführte Pattern umgebogen werden. Außerdem können
überflüssige bzw. hinderliche Attributwerte bzw. entsprechende Value-
Constraints automatisch gelöscht werden (für das Beispiel betrifft dies
wie oben beschrieben die Werte “panel1” und “panel2”).
4. Einfügen: Als letzter Schritt können die generierten Patterns in ein
ausgewähltes PAMTraM-Modell eingefügt werden. Auch hier bietet es sich
allerdings – äquivalent zu Schritt 3. 3 – an, zunächst zu prüfen, ob bereits
identische Patterns in dem gewählten Modell enthalten sind. Ist dies der Fall,
sollten die neu generierten Patterns nicht einfach ignoriert werden. Stattdes-
sen sollte auch hier wieder eine Zusammenführung mit den existierenden
Patterns durchgeführt werden.
B.2.2 Betrachtungen zur Auswertung von Nutzerentscheidungen
Die Möglichkeiten zur automatischen Erweiterung von Patterns bzw. Abbil-
dungen basierend auf Nutzerentscheidungen hängen jeweils stark vom konkre-
ten Typ der aufzulösenden Mehrdeutigkeit ab. Dies soll im Folgenden anhand
zweier exemplarischer Fälle genauer betrachtet werden – entsprechende Über-
legungen können in analoger Weise aber auch für alle anderen Typen von
Mehrdeutigkeiten angestellt werden.
4Aus Gründen der Übersichtlichkeit sind generierte TargetSectionAttributes sowie die
Kardinalitäten von Klassen nicht dargestellt.
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Ein negatives Extrem stellt hierbei das Auflösen einer Mehrdeutigkeit
bezüglich mehrerer, alternativer Abbildungen, die die gleiche LHS referen-
zieren, in der Searching-Phase (vgl. Abschn. 6.1.5) der Transformation dar.
Solche Mehrdeutigkeiten lassen sich lediglich anhand zusätzlicher (Kontext-)
Bedingungen einschränken. Aus der Nutzerentscheidung – der Auswahl einer
der möglichen anwendbaren Abbildungen – selbst lässt sich diesbezüglich
allerdings keine konkrete sinnvolle Erweiterung des Abbildungsmodells (z. B.
ein spezieller Bedingungstyp) ableiten. Aufgrund der in der Domäne der
UIs grundsätzlich auftretenden Mehrdeutigkeiten (vgl. Abschn. 2.3) ist auch
gar nicht sicher, dass sich die entsprechen Alternativen überhaupt sinnvoll
anhand einer (weiteren) Kontextbedingung einschränken lassen. Daher ist es
in diesem Fall lediglich sinnvoll, dem Nutzer z. B. anhand eines Assistenzsys-
tems möglicherweise sinnvolle Erweiterungen wie etwas das Anlegen einer
neuen oder das Referenzieren einer existierenden Bedingung aufzuzeigen
und ihn bei der Durchführung dieser Aufgaben zu unterstützen.
Ein positives Extrem stellt demgegenüber das Auflösen einer Mehrdeu-
tigkeit bzgl. eines möglichen Verbindungspfades in der Joining-Phase (vgl.
Abschn. 6.1.5) der Transformation dar. Hierbei wird durch den Nutzer für
ein bestimmtes Pattern der zu nutzende Verbindungspfad gewählt und es
werden – falls der gewählte Verbindungspfad eine Länge größer als 1 besitzt –
implizit auch zu instanziierende Zwischenelemente festgelegt. Die Ableitung
der Vorgehensweise zur Erweiterung eines bestehenden Abbildungsmodells
in einem solchen Fall soll im Folgenden anhand des Beispiels aus Abb. 6.4
erfolgen, bei dem Elemente vom Typ A mit Elementen vom Typ D verknüpft
werden müssen5. Diesbezüglich zeigt Abb. B.6a die beiden notwendigen RHS6.
Wählt der Nutzer nun einen der anhand des Metamodells aus Abb. 6.4 er-
mittelten möglichen Verbindungspfade (z. B. D refDC−→ C refCA−→ A), so kann
zunächst das existierende Pattern rhs1 automatisch so erweitert werden,
dass die benötigten Zwischenelemente (für den gewählten Pfad betrifft dies
ein Element vom Typ C ) in zukünftigen Durchführungen der Transformation
automatisch erstellt werden. Anschließend kann noch durch Setzen der con-
tainer-Referenz für rhs2 sichergestellt werden, dass dieses erweiterte Pattern
auch in zukünftigen Durchführungen der Transformation automatisch zur
Verbindung der Elemente vom Typ A genutzt wird. Abb. B.6b stellt die
entsprechend erweiterten Patterns dar.
Entsprechende mögliche Vorgehensweisen lassen sich analog für alle an-
5Da wie in Abschn. 6.2 erläutert bei drei zu verbindenden Instanzen von A keine
Mehrdeutigkeit bezüglich des Verbindungspfades auftritt, soll an dieser Stelle lediglich
eine einzelne Instanz von A betrachtet werden.
6Abbildungen, die auf diese RHS verweisen, sind aus Platzgründen nicht dargestellt.
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deren Typen auftretender Mehrdeutigkeiten ableiten – bei allen Typen ist
dabei zur Unterstützung des Entwicklers zumindest das Aufzeigen mögli-
cher Ansatzpunkte sowie das initiale Einfügen entsprechender Elemente zur
Erweiterung des Abbildungsmodells (z. B. eines bestimmten MappingHints)
möglich.
D : 
TargetSec�on
rhs1
A : 
TargetSec�on
rhs2
(a) Original-Patterns
D : 
TargetSec�on
rhs1*
A : 
TargetSec�on
rhs2*
references
refDC : 
TargetSec�on
CompositeReference
value
C : 
TargetSec�on
Class
container
(b) Erweiterte Patterns nach Auswahl des Verbindungspfades
D
refDC−→ C refCA−→ A
Abbildung B.6: Automatische Erweiterung bestehender Patterns basierend auf einer
Nutzerentscheidung anhand des Beispiels aus Abb. 6.4
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B.3 Zusätzliche Erläuterungen zum PAMTraM-Framework
B.3.1 Metamodell zur Persistierung von Traceability Links
<<from pamtram>>
PAMTraM
<<from pamtram>>
Mapping
<<from pamtram>>
MappingHintGroup
startDate : EDate
endDate : EDate
name : String
Transforma�on
Model
pamtram
Instance
1
<<from ecore>>
EObject
source
Models1..*
target
Models1..*
Transforma�on
Mapping
Transforma�on
MappingHint
Group
transforma�on
HintGroups1..*
transforma�on
Mappings1..*
source
Element
1
associated
Mapping
1
associated
HintGroup
1
target
Elements 1..*
Abbildung B.7: Metamodell des TransformationModel zum Speichern von Tracea-
bilityLinks
B.3.2 Überprüfen modellierter LHS mit Hilfe der MatchingPage
Die MatchingPage stellt eine spezielle Sicht des entwickelten Editors dar,
welche die Visualisierung der im Rahmen einer Transformation ermittel-
ten Zuordnungen zwischen Elementen eines Quellmodells und LHS bzw.
Mappings ermöglicht. Diese Informationen können vom Modellierer zur
Validierung der definierten LHS verwendet werden. Hierzu ermöglicht die
MatchingPage wie in Abb. B.8 dargestellt die Auswahl eines konkreten
Quellmodells (Ansicht ³) und die anschließende Darstellung der für eine
bestimmte LHS (Ansicht ±) bzw. ein zugehöriges Mapping (Ansicht ²)
im Rahmen des Searching-Schrittes der Transformation ermittelten Mo-
dellausschnitte. Die dargestellte Situation zeigt bspw. sämtliche Elemente
des Quellmodells (Ansicht ³), die dem Mapping sequentialCompositionMap-
ping (Ansicht ²) bzw. der zugehörige LHS seqentialComposition (Ansicht ±)
zugeordnet wurden.
B.3.3 Konfiguration von Transformationen
Bei der Durchführung einer Transformation unter Verwendung des implemen-
tierten Algorithmus können diverse Konfigurationsentscheidungen getroffen
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6 7
8
Abbildung B.8: Bildschirmfoto des Editors: Teilansichten zur Überprüfung model-
lierter LHS (±: LHS; ²: Mappings; ³: konkretes Quellmodell)
werden. Neben der Auswahl eines oder mehrerer Quellmodelle sowie des
PAMTraM-Modells, welches die auszuführenden Abbildungen definiert, sind
diesbezüglich auch weitere Einstellungen wie z. B. eine mögliche Begrenzung
der maximalen Länge von Verbindungspfaden (vgl. Abschn. 6.2) möglich.
Darüber hinaus müssen auch die anzuwendenden Strategien zur Auflösung
auftretender Mehrdeutigkeiten ausgewählt und u.U. konfiguriert werden. In
Analogie zu existierenden Eclipse-basierten Transformations-Frameworks
wie z. B. ATL wurde zur Vornahme dieser Einstellungen sowie für das Star-
ten einer Transformation ein entsprechender Konfigurations-Dialog wie in
Abb. B.9 dargestellt entwickelt. Bezüglich der anzuwendenden Strategien
zur Auflösung von Mehrdeutigkeiten ist zu beachten, dass die MappingHint-
Strategy automatisch aktiviert wird, sofern in dem verwendeten PAMtraM-
Modell mindestens ein Abbildungshinweis definiert wurde. Die DefaultSelec-
tionStrategy wird in jedem Fall benötigt, um valide Zielmodelle garantieren
zu können, selbst wenn bspw. der Nutzer eine Abfrage einfach überspringt.
Daher können diese beiden Strategien auf der Konfigurationsseite für die
anzuwendenden Strategien im Gegensatz zu den anderen Ansätzen nicht
deaktiviert werden.
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(a) Konfiguration allgemeiner Einstellungen
(b) Auswahl und Konfiguration der Strategien zur Auflösung
von Mehrdeutigkeiten
Abbildung B.9: Konfiguration einer durchzuführenden Transformation
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PAMTraM-Metamodell
pamtram
structure condi�onmapping
Abbildung C.1: Übersicht über die verschiedenen Teilpakete des Metamodells
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C.1 Teilpaket pamtram
PAMTraM
name : EString
NamedElement
value : String
FixedValue
expression : String
ExpressionElement
0..*
global
Values
Condi�onalElement
<<from condi�on>>
ComplexCondi�on
shared
Condi�on0..1
ModiﬁableElement
<<from mapping>>
ValueModiﬁerSet
0..*modiﬁers 0..1localCondi�on
Abbildung C.2: Teilpaket pamtram: Wurzelelement und allgemeine Elemente
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PAMTraM
SourceSec�on
Model
Mapping
Model
TargetSec�on
Model
Condi�on
Model
source
Sec�on
Models
0..*
shared
Source
Sec�on
Models
0..*
mapping
Models
0..*
shared
Mapping
Models0..*
target
Sec�on
Models
0..*
shared
Target
Sec�on
Models
0..*
shared
Condi�on
Models 0..*
condi�on
Models
0..*
NamedElementCondi�onal
Element
Sec�onModel
Abbildung C.3: Teilpaket pamtram: Teilmodelle
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C.2 Teilpaket structure
cardinality : 
CardinalityType
Class
Reference A�ribute
a�ributes : A0..*0..*references : R
container : C
0..1
Composite
Reference
Cross
Reference
value : C
0..*
value : C
0..*
abstract : Boolean
Sec�on
extend : S 0..*
Sec�on
Model
0..*
sec�ons : S
Actual
A�ribute
Virtual
A�ribute
MetaModel
Element
<<from pamtram>>
NamedElement
S -> Sec�on
C -> Class
R -> Reference
A-> A�ribute
Die verschiedenen 
Subklassen von 
METAMODELELEMENT (SECTION, 
CLASS, ATTRIBUTE, REFERENCE, 
usw.) leiten die Bindung 
dieser generischen Typen 
weiter an ihre Subklassen. 
Dies ist aus Platzgründen 
nicht dargestellt.
S -> Sec�on
C -> Class
R -> Reference
A-> A�ribute
ZERO_ONE
ONE
ZERO_INFINITY
ONE_INFINITY
<<enumera�on>>
CardinalityType
Abbildung C.4: Teilpaket structure: Generische Beschreibung von Patterns
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Class
<<from ecore>>
EClass
eClass
1
Reference
eReference
1
<<from ecore>>
EReference
ActualA�ribute eA�ribute
1
<<from ecore>>
EA�ribute
Sec�onModel <<from ecore>>
EPackage
ePackage
1
Abbildung C.5: Teilpaket structure: Generische Beschreibung von Patterns –
Verweise auf Elemente des Ecore-Metametamodells
LocalDynamic
SourceElement
ExternalDynamic
SourceElement
GlobalDynamic
SourceElement
<<from pamtram>>
FixedValue
Dynamic
SourceElement
S -> Sec�on
C -> Class
R -> Reference
A-> A�ribute
A�ribute 1
source : A
<<from pamtram>>
NamedElement
<<from pamtram>>
ModiﬁableElement
InstanceSelector instanceSelectors : 
InstanceSelectorType
0..*
InstanceSelectorType 
-> InstanceSelector
Abbildung C.6: Teilpaket structure: Typen von Quellelementen für Werteverarbei-
tungen
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type : ValueConstraintType
ValueConstraint
REQUIRED
FORBIDDEN
<<enumera�on>>
ValueConstraintType
SingleReference
ValueConstraint
<<from pamtram>>
NamedElement
<<from pamtram>>
ExpressionElement
<<from pamtram>>
ModiﬁableElement
ValueConstraint
SourceInterfacesource
Elements
0..*
value: String
Equality
Constraint
Choice
Constraint
choices
2..*
value: String
operatorType :
NCOperatorType
Numeric
Constraint
value: String
operatorType :
SCOperatorType
caseSensi�ve:
Boolean
String
Constraint
EQUAL
GREATER
GREATER_OR_EQUAL
LESS
LESS_OR_EQUAL
<<enumera�on>>
NCOperatorType
MATCH_EQUAL
MATCH_BEGINNING
MATCH_ENDING
MATCH_SUBSTRING
MATCH_REGEX
<<enumera�on>>
SCOperatorType
Source
InstanceSelector
instance
Selectors
0..*
Abbildung C.7: Teilpaket structure: Beschreibung von Variabilitäten mit Hilfe von
ValueConstraints
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ValueConstraint
SourceInterface
ValueConstraint
SourceElement
ValueConstraint
ExternalSourceElement
ValueConstraint
GlobalSourceElement
<<from pamtram>>
FixedValue
LocalDynamic
SourceElement
ExternalDynamic
SourceElement
GlobalDynamic
SourceElement
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
InstanceSelectorType -> 
SourceInstanceSelector
Abbildung C.8: Teilpaket structure: Beschreibung von Variabilitäten mit Hilfe von
ValueConstraints –Quellelemente für Vergleichswerte
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InstanceSelector
InstanceSelector
SourceInterface
InstanceSelector
SourceElement
InstanceSelector
ExternalSourceElement
InstanceSelector
GlobalSourceElement
<<from pamtram>>
FixedValue
LocalDynamic
SourceElement
ExternalDynamic
SourceElement
GlobalDynamic
SourceElement
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
InstanceSelectorType -> 
SourceInstanceSelector
1..*
source
Elements
Target
InstanceSelector
TargetSec�on
Class
1
target
Class
Source
InstanceSelector
SourceSec�on
Class
1
target
Class
<<from pamtram>>
ExpressionElement
<<from pamtram>>
ModiﬁableElement
SourceSec�on
A�ribute
0..1
reference
A�ribute
TargetSec�on
A�ribute
0..1
reference
A�ribute
Abbildung C.9: Teilpaket structure: Auswahl spezifischer Strukturinstanzen mit
Hilfe eines InstanceSelectors
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includeSubTypes : 
Boolean
SourceSec�on
Class
ignoreUnmachted
Elements : Boolean
SourceSec�on
Reference
SourceSec�on
A�ribute
0..*a�ributes
value
0..*
value
0..*
SourceSec�onSourceSec�onModel
sec�ons
0..*
ActualSource
Sec�onA�ribute
ActualA�ribute
Reference
Sec�onModel
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
DieTypen 
SOURCESECTION,
SOURCESECTIONCLASS,
SOURCESECTIONATTRIBUTE
und 
SOURCESECTIONREFERENCE
führen das gleiche Typ-
Binding durch. Dies ist 
aus Übersichtsgründen 
nicht dargestellt.
Sec�on Class
A�ribute
ValueConstraint
0..*
value
Constraints
SourceSec�on
CompositeReference
SourceSec�on
CrossReference
Cross
Reference
Composite
Reference
references0..*
Abbildung C.10: Teilpaket structure: Beschreibung von LHS
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TargetSec�on
Class
TargetSec�on
Reference value : String
unique : Boolean
TargetSec�on
A�ribute
0..*a�ributes
references0..*
value
0..*
TargetSec�onTargetSec�onModel
sec�ons
0..*
ActualTarget
Sec�onA�ribute
ActualA�ribute
Reference
Sec�onModel
<<bind>>
S -> TargetSec�on
C -> TargetSec�onClass
R -> TargetSec�onReference
A-> TargetSec�onA�ribute
DieTypen 
TARGETSECTION,
TARGETSECTIONCLASS,
TARGETSECTIONATTRIBUTE
und 
TARGETSECTIONREFERENCE
führen das gleiche Typ-
Binding durch. Dies ist 
aus Übersichtsgründen 
nicht dargestellt.
Sec�on Class
A�ribute
TargetSec�on
CompositeReference
TargetSec�on
CrossReference
Cross
Reference
Composite
Reference
VirtualA�ribute
VirtualTarget
Sec�onA�ribute
Abbildung C.11: Teilpaket structure: Beschreibung von RHS
A24
C.2 Teilpaket structure
TargetSec�on
ﬁleType : FileType
FileA�ributeﬁle
0..1
XMI
XML
<<enumera�on>>
FileType
VirtualTarget
Sec�onA�ribute
Abbildung C.12: Teilpaket structure: Beschreibung von RHS–Festlegung des Ziel-
modells
Resource
Parameter
LibraryEntry
TargetSec�on
Model
<<from genlib>>
LibraryEntry
original
LibraryEntry
1
VirtualTarget
Sec�onA�ribute
LibraryParameter
<<from pamtram>>
NamedElement
parameters0..*
Die Klasse LIBRARYENTRY
bietet einen Wrapper für 
Elemente der Klasse 
GENLIB::LIBRARYENTRY, der 
die Verwendung von 
Bibliothekselementen als 
TARGETSECTION  in einem 
PAMTraM-Modell 
ermöglicht.
0..*
library
Elements
resource
Parameters
0..*
id1
classpath1
Abbildung C.13: Teilpaket structure: Nutzung von Bibliothekselementen aus dem
GenLib-Metamodell als RHS (vgl. Anhang E)
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A�ribute
Parameter
Container
Parameter
ExternalReference
Parameter
<<bind>>
ParameterType -> 
genlib::AbstractA�ribute
Parameter
Library
Parameter
Resource
Parameter
<<bind>>
ParameterType -> 
genlib::AbstractContainer
Parameter
<<bind>>
ParameterType -> 
genlib::AbstractExternal
ReferenceParameter
<<from ecore>>
EObject
source
1
<<from genlib>>
Resource
Parameter
TargetSec�on
class1
ActualTarget
Sec�onA�ribute
TargetSec�on
CrossReference
reference1
VirtualTarget
Sec�onA�ribute
a�ribute1
Analog zu einem LIBRARYENTRY bieten die 
verschiedenen Parametertypen 
(RESOURCEPARAMETER, ATTRIBUTEPARAMETER, 
CONTAINERPARAMETER und 
EXTERNALREFERENCEPARAMETER) Wrapper für die 
entsprechenden Parametertypen des GENLIB-
Metamodells und ermöglichen so das Setzen 
von Parametern mit Hilfe der MAPPINGHINTS des 
PAMTraM-Metamodells.
a�ribute1
ParameterType
1
originalParameter :
ParameterType
1 originalParameter
Abbildung C.14: Teilpaket structure: Nutzung von Bibliothekselementen aus dem
GenLib-Metamodell als RHS –Parametertypen
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C.3 Teilpaket mapping
Mapping
Model
abstract : Boolean
Mapping
0..*
mappings
<<from pamtram>>
Condi�onalElement
<<from pamtram>>
NamedElement
<<from structure>>
SourceSec�on
source
Sec�on 1
abstract : Boolean
MappingHintGroup
extend 0..*
<<from structure>>
TargetSec�on
target
Sec�on
1
0..*
mapping
HintGroups
Abbildung C.15: Teilpaket mapping: Abbildungen und Abbildungshinweis-Gruppen
MappingHint
Group
<<from pamtram>>
Condi�onalElement
<<from pamtram>>
NamedElement
0..*
mapping
Hints
MappingHint
A�ributeMapping CardinalityMapping ReferenceTargetSelector ContainerSelector
Abbildung C.16: Teilpaket mapping: Typen von Abbildungshinweisen
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A�ributeMapping
<<from structure>>
TargetSec�on
A�ribute
target1
<<from pamtram>>
ModiﬁableElement
<<from pamtram>>
ExpressionElement
A�ributeMapping
SourceInterface
A�ributeMapping
SourceElement
A�ributeMapping
ExternalSourceElement
A�ributeMapping
GlobalSourceElement
<<from pamtram>>
FixedValue
<<from structure>>
LocalDynamic
SourceElement
<<from structure>>
ExternalDynamic
SourceElement
<<from structure>>
GlobalDynamic
SourceElement
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
InstanceSelectorType -> 
SourceInstanceSelector
0..*
source
Elements
Abbildung C.17: Teilpaket mapping: Abbildungshinweis-Typ AttributeMapping
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CardinalityMapping
<<from structure>>
TargetSec�on
Classtarget
1
CardinalityMapping
SourceInterface
CardinalityMapping
SourceElement
CardinalityMapping
ExternalSourceElement
CardinalityMapping
GlobalSourceElement
<<from pamtram>>
FixedValue
<<from structure>>
LocalDynamic
SourceElement
<<from structure>>
ExternalDynamic
SourceElement
<<from structure>>
GlobalDynamic
SourceElement
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
InstanceSelectorType -> 
SourceInstanceSelector
0..*
source
Elements
0..1
source
<<bind>>
S -> SourceSec�on
C -> SourceSec�onClass
R -> SourceSec�onReference
A-> SourceSec�onA�ribute
Für ein CardinalityMapping 
darf jeweils nur entweder 
eine SOURCE (entweder eine 
SOURCESECTIONCLASS oder ein 
SOURCESECTIONATTRIBUTE) oder 
ein Satz von SOURCEELEMENTS
speziﬁziert werden.  
<<from pamtram>>
ModiﬁableElement
<<from pamtram>>
ExpressionElement
<<from structure>>
MetaModel
Element
Abbildung C.18: Teilpaket mapping: Abbildungshinweis-Typ CardinalityMapping
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ReferenceTarget
Selector
<<from structure>>
TargetSec�on
CrossReference
aﬀectedReference
1
<<from structure>>
TargetInstance
Selector
Abbildung C.19: Teilpaket mapping: Abbildungshinweis-Typ ReferenceTarget-
Selector
ContainerSelector
<<from structure>>
TargetInstance
Selector
<<from ecore>>
EReference
containerReference
0..1
Abbildung C.20: Teilpaket mapping: Abbildungshinweis-Typ ContainerSelector
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ValueModiﬁerSet
ValueModiﬁer
modiﬁers
0..*
<<from pamtram>>
NamedElement
StringModiﬁer NumericModiﬁerUniqueNumberAppender
stringToAppend : 
String
StringAppender Expression
Modiﬁer
<<from pamtram>>
ExpressionElement
stringToPrepend : 
String
StringPrepender
regex : String
replacement : String
SubstringReplacer
regexToConvert :
String
ToUpperCase
Converter
regexToConvert :
String
ToLowerCase
Converter
Abbildung C.21: Teilpaket mapping: Modifizierung von Werten
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C.4 Teilpaket condition
<<from pamtram>>
NamedElement
ComplexCondi�on
UnaryCondi�on
Condi�on
VariadicCondi�on
Not
0..1
sharedCondPart
0..1
localCondPart
And Or
0..*
sharedCondParts
0..*
localCondParts
Condi�on
Model 0..*condi�ons
Abbildung C.22: Teilpaket condition: Logische Verknüpfung von Teilbedingungen
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C.4 Teilpaket condition
value : Integer
comparator : 
ComparatorEnum
Condi�on
A�ribute
Condi�on
<<bind>>
TargetType -> 
structure::SourceSec�on
A�ribute
Cardinality
Condi�on
Applica�on
Dependency
<<bind>>
TargetType -> 
structure::SourceSec�on
Class
<<bind>>
TargetType -> 
pamtram::Condi�onal
Element
1..* value
Constraints
EQ
GT
LT
GE
LE
<<enumera�on>>
ComparatorEnum
<<from structure>>
ValueConstraint
TargetType
1
target :
TargetType
<<from ecore>>
EObject
<<from structure>>
Source
InstanceSelector
0..*
instance
Selectors
Abbildung C.23: Teilpaket condition: Typen von Bedingungen
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Anhang D
Zusätzliche Ressourcen für die
Fallstudien
D.1 Fallstudie 1: Eindeutige Abbildungen und die iterative
Vervollständigung grundlegender Abbildungen
StateModel
id : String [1]
State
target : String [1]
event : String [1]
Transi�on
0..*
transi�on
state0..*
state
0..*
Visualiza�on
Model
name : String [1]
Panel
name : String [1]
Naviga�onFlow
naviga�on
Flows
0..*
panels0..*
name : String [1]
Signal
source
1
target 1
A-1
A-2
1..*trigger
Abbildung D.1: Quell- (links) und Ziel-Metamodell (rechts) sowie für eine Transfor-
mation relevante Abbildungen
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stateModel : 
StateModel
id : „Normal-
betrieb"
state1 : State
target : „Fehler-
betrieb"
event : „Fehler"
state1_to_state2 : 
Transi�on
state
id : „Fehler-
betrieb"
state2 : State
transi�on
(a) Quellmodell
visualiza�onModel : 
Visualiza�onModel
name : „Normal-
betrieb"
panel1 : Panel
name : „Normalbetrieb-
_to_Fehlerbetrieb"
panel1_to_panel2 : 
Naviga�onFlow
naviga�on
Flows
panels
name : „Fehler"
signal1 : Signal
source
target
trigger
name : „Fehler-
betrieb"
panel2 : Panel
(b) Zielmodell
Abbildung D.2: Beispielmodelle
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D.1 Fallstudie 1: Eindeutige Abbildungen
State : 
SourceSec�on
lhs1
a�ributes
id: 
SourceSec�on
A�ribute
Transi�on: 
SourceSec�on
a�ributes target: 
SourceSec�on
A�ribute
event : 
SourceSec�on
A�ribute
a�ributes
lhs2 Naviga�onFlow
: TargetSec�on
source: 
TargetSec�on
CrossReference
target : 
TargetSec�on
CrossReference
trigger:
TargetSec�on
CompositeReference
cardinality : ONE
Signal : 
TargetSec�on
Class
value
rhs2
name: 
TargetSec�on
A�ributea�ributes
Panel : 
TargetSec�on
rhs1
a�ributes name: 
TargetSec�on
A�ribute
value
value
container
mapping2 : 
Mapping
: Mapping
HintGroup
source
Sec�on
target
Sec�on
mapping1 : 
Mapping
: Mapping
HintGrouphint
Groups
source
Sec�on
target
Sec�on
hint
Groups
name: 
TargetSec�on
A�ribute
a�ributes
references
references
references
Abbildung D.3: PAMTraM-Modell mit grundlegenden Abbildungen
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D.2 Fallstudie 2: Mehrdeutige Abbildungen mit
Kontextbedingungen und Integration nicht formalisierbarer
Informationen
Konﬁgura�onsdateien
für den Simulator Simulator
<<nutzt>>
Beschreibung der 
Hardware-
Eigenscha�en des 
simulierten KFZ
Pla�orm-
Modell
Beschreibung mul�modaler 
Ausgaben bzw. Anima�onen
Konﬁgura�on von Aufgaben
zur Alarmierung des Nutzers
M2M-
Transforma�on
M2T-
Transforma�on
T&C
CUI
FUI
Abbildung D.4: Einordnung der Fallstudie bzw. des Szenarios in das CRF
Abbildung D.5: FAS-Demonstrator: Unterschiedliche visuelle Alarmierungen
bei Unterschreiten eines Mindestabstands [Pregel, 2016]
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D.2 Fallstudie 2: Mehrdeutige Abbildungen mit Kontextbedingungen
name : String
type : String
descrip�on : String
category : Category
Itera�ve : Boolen
op�onal : Boolean
Task
SubTask
operator : 
BinaryOperator
Condi�onGroup
object : String
value : String
Condi�onLiteral
name : String
class : ObjectClass
Object
task1..*
0..*
precondi�on
0..*
postcondi�on
0..*
condi�on
Group
0..1sub
Task
0..*
condi�on
Literal
TaskModel
name : 
TemporalOperator Name
TemporalOperator
task0..*
0..1
temporal
Operator
0..*
object
Abbildung D.6: Vereinfachte Version des Metamodells von CTT nach W3C (2012)
type : „Alarm0“
name : 
„no_danger“
type : „Alarm1“
name : 
„low_danger“
type : „Alarm2“
name : 
„medium_danger“
type : „Alarm3“
name : 
„high_danger“
type : „Alarm“
name : „distance_measurement“
Abbildung D.7: CTT-Beispielmodell mit vier konfigurierten Alarmierungs-Aufgaben
(erstellt mit Hilfe von ConcurTaskTrees Environment, http://giove.cnuce.cnr.
it/ctte.html)
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CUIModel
Component
components0..*
Simple
Container
Border
Component
Sound
Component
Hap�cal
Component
Representa�on
Record
0..1
representa�on
Anima�on
Record
anima�on
Record
0..1
val : ValueType
StyleProperty
styleProperty0..*
Anima�on
0..*anima�on
StyleProperty
Anima�onpropertyToAnimate
0..1
stylePropertyResult
0..1
ValueType -> Variable
Visual
StyleProperty
Acous�cal
StyleProperty
Hap�c
StyleProperty
BackgroundColor
BorderColor
...
Sound
SoundAc�ve
...
Pa�ernVibra�on
Con�nuous
Vibra�on
...
Abbildung D.8: Vereinfachte Version des Metamodells von AMINO-UI nach Baron
(2016) mit Erweiterungen nach Pregel (2016) (Ausschnitt)
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D.2 Fallstudie 2: Mehrdeutige Abbildungen mit Kontextbedingungen
Pla�orm Ressource
ComplexRessource ElementaryRessource
PMbase
0..*
ressources
0..*sub
Ressources
0..*
pla�orm
Collec�on 0..*
ressource
Collec�on
Interac�onRessource
OutputDevice InputDevice
VisualOutput
Device
Audi�veOutput
Device
Tac�leOutput
Device
Propriocep�ve
OutputDevice
Vibra�onMotorDisplay Speaker
Abbildung D.9: Plattform-Metamodell nach Koltun (2015) mit den Erweiterungen
gemäß Pregel (2016) (Ausschnitt)
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D.3 Fallstudie 3: Wiederverwendung von Abbildungsmodellen
Projektdateien 
für Visu+
Grundau�au 
der Bedienbilder
M2M-
Transforma�on
FUI1
Anlagenmodell
einer Fer�gungs-
anlage
M2M-
Transforma�on
T&C
HTML-basierte
Oberﬂäche
M2T-
Transforma�on
Movisa-Modell
mit konkreten
UI-Elementen
M2M-
Transforma�on
FUI2
CUI2
CUI*
Abbildung D.10: Einordnung der Fallstudie bzw. des Szenarios in das CRF
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SCXML
name : String
unitspermeter : 
Double
xmax : Double
xmin : Double
ymax : Double
Ymin : Double
Visualiza�on
0..*visualiza�on
layer 0..*
id : String
State
id : String
name : String
visible : Boolean
Layer
0..*state
0..*transi�on
event : String
cond : String
target : String
Transi�on
0..*
state
viobject0..*
id : String
name : String
label : String
x : Double
y : Double
width : Double
height : Double
grtype : String
grtext : String
ctrltype : String
send : String
Viobject
Externaldatatype
externaldata
0..*
extdata0..*
name : String
type : String
value : String
Externaldataelement
extdata
0..*
Abbildung D.11: Erweitertes Metamodell von SCXML zur Beschreibung von Visuali-
sierungen auf der CUI-Ebene des CRF gemäß den Erweiterungen des AutoProBe-
Forschungsprojektes [GFaI e.V., 2013]
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Abbildung D.12: Projektaufbau eines Visu+-Projektes [Messbauer, 2015]
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D.3 Fallstudie 3: Wiederverwendung von Abbildungsmodellen
Abbildung D.13: Generiertes Visu+-Projekt für eine exemplarische Fertigungsanlage
Layer : 
SourceSec�on
a�ributes
name : 
SourceSec�on
A�ribute
expression : „“
: A�ributeMapping MovResource : 
TargetSec�on
a�ributes
virtualName: 
VirtualA�ributetarget
[Layer-Name] : 
A�ributeMapping
SourceElement
source
: Mapping : MappingHintGroup
mapping
HintGroups
sourceSec�on targetSec�on
mapping
Hints
lhs1 rhs1
Viobject : 
SourceSec�on
: ContainerSelector
ChildType : 
TargetSec�on
[Layer-Name] : 
InstanceSelector
ExternalSourceElement
: Mapping : MappingHintGroup
mapping
HintGroups
sourceSec�on targetSec�on
mapping
Hints
source
Elements
lhs2 rhs2
container
source
reference
A�ribute
source
Elements
target
Class
Abbildung D.14: Zuordnung von Elementen vom Typ ChidType zu Bedienbil-
dern (vom Typ MovResource) mit Hilfe eines ContainerSelectors1
1Als Ziel-Attribut (referenceAttribute) für den ContainerSelector wird dabei der Name
des Bedienbildes genutzt. Da das Metamodell von Visu+ hierfür kein Attribut
definiert, wird dieser anhand eines virtuellen Attributs (VirtualAttribute) realisiert.
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Layer: 
SourceSec�on
MovResource: 
TargetSec�on
LayerMapping: 
Mapping
: MappingHintGroup
mapping
HintGroups
source
Sec�on
target
Sec�on
Gemeinscha�liches 
SourceSec�onModel
PAMTraM-Modell 1
: PAMTraM
: Mapping
Model
Visu+: Target
Sec�onModel
: Source
Sec�onModel
mapping
Models
target
Sec�on
Models
sharedSource
Sec�onModels
mappings
sec�ons
sec�ons
Panel: 
TargetSec�on
LayerMapping: 
Mapping
: MappingHintGroup
mapping
HintGroups
target
Sec�on
PAMTraM-Modell 2
: PAMTraM
: Mapping
Model
Movisa: Target
Sec�onModel
mapping
Models
target
Sec�on
Models
mappings
sec�ons
sharedSource
Sec�onModels
Abbildung D.15: Wiederverwendung von LHS über ein gemeinschaftliches bzw.
geteiltes SourceSectionModel
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D.3 Fallstudie 3: Wiederverwendung von Abbildungsmodellen
Abbildung D.16: Generierte Oberfläche für Visu+: Übersicht
Abbildung D.17: Generierte Oberfläche für Visu+: Detailansicht einer Bearbei-
tungsstation
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Abbildung D.18: Generierte Oberfläche für Visu+: Detailansicht der Ein- und
Ausgänge einer Komponente
Abbildung D.19: Generierte Oberfläche für Movisa2: Übersicht
2dargestellt anhand des Ergebnisses eines Exports nach HTML unter Verwendung der
durch Movisa bereitgestellten M2T-Transformation
A48
D.3 Fallstudie 3: Wiederverwendung von Abbildungsmodellen
Abbildung D.20: Generierte Oberfläche für Movisa3: Detailansicht einer Bear-
beitungsstation
Abbildung D.21: Generierte Oberfläche für Movisa3: Detailansicht der Ein- und
Ausgänge einer Komponente
3dargestellt anhand des Ergebnisses eines Exports nach HTML unter Verwendung der
durch Movisa bereitgestellten M2T-Transformation
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Anhang E
Integration eines generischen,
modellbasierten Bibliothekssystems
Bereits in Abschn. 9.1.4 wurde erläutert, dass eine explizite Integration des
in Freund, Martin und Braune (2016) vorgestellten Bibliothekssystems in
das PAMTraM-Framework sinnvoll ist, da es sich hierbei um einen generi-
schen Ansatz für beliebige UI-Beschreibungssprachen handelt, woraus ein
großer potentieller Nutzen resultiert. Wie in Abb. E.1 dargestellt, ermög-
licht eine solche Integration die Nutzung bereits bestehender, durch ein
Bibliothekssystem angebotener Bibliothekselemente auch im Rahmen von
Modelltransformationen. Dazu werden diese Elemente auf Basis von Trans-
formationsregeln instanziiert. Sofern eine durch eine Transformationsregel
zu erstellende Modellstruktur bereits durch ein existierendes Bibliotheks-
element repräsentiert wird, birgt dieses Vorgehen den Vorteil, dass diese
zu instanziierende Struktur nicht erneut als RHS formuliert werden muss,
sondern einfach wiederverwendet werden kann. Auch können durch das Bi-
bliothekssystem bereitgestellte, spezielle Algorithmen bspw. zur Ausführung
zusätzlicher Aktionen während des Einfügens eines Elements genutzt werden.
Dies führt des Weiteren dazu, dass sowohl bei einem automatischen als
auch bei einem manuellen Anwendungsszenario dieselben Bibliotheksele-
mente und -algorithmen verwendet werden. Dadurch kann ein konsistentes
Erscheinungsbild garantiert werden – selbst wenn eine automatisch erstellte
Benutzungsschnittstelle manuell angepasst wird.
Nach einer kurzen Erläuterung des Aufbaus und der Eigenschaften des
existierenden Bibliothekssystems in Abschn. E.1 werden daher im Folgenden
zunächst in Abschn. E.2 allgemeine Betrachtungen bezüglich der Verwendung
von Bibliothekssystemen im Rahmen von Modelltransformationen angestellt.
Nach der anschließenden Vorstellung der zur Integration des existierenden
Bibliothekssystems in das PAMTraM-Framework notwendigen Maßnahmen
in Abschn. E.3 erfolgt eine abschließende Auswertung in Abschn. E.4.
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Quell-Modell
Ziel-Modell
<<nutzen>>
Transforma�ons
regeln
Bibliothekssystem
(a) Schem. Darstellung
Transforma�ons-
Sprache
<<Instanz von>> <<Instanz von>>Transforma�ons-
Regeln
Quelle
Ziel
Transforma�on
Quelle
Ziel
<<Instanz von>> Quell-
Metamodell
Quell-
Modell
<<Instanz von>>
Ziel-
Metamodell
Ziel-
Modell
Bibliotheks-
System<<nutzt>>
Ziel
Bibliotheks-
Ziel
(b) Einordnung in Abb. 3.5
Abbildung E.1: Integration eines Bibliothekssystems in Modelltransformationen
E.1 Das generische, modellbasierte Bibliothekssystem
Laut Freund, Martin und Braune (2016) bestehen die folgenden allgemeinen
Anforderungen an ein Bibliothekssystem: Zum einen muss eine Datenstruktur
definiert werden, die die Persistierung von Bibliothekselementen ermöglicht.
Ein einzelnes Bibliothekselement besteht dabei aus einer unveränderlichen
Struktur zusammengesetzter Elemente (z. B. einem komplexen UI-Element,
welches einen Tank mitsamt oberen und unteren Grenzwertgebern darstellt),
ausgezeichneten Parametern (z. B. zur Anbindung von Prozessdaten) so-
wie zusätzlichen Metadaten (z. B. einer ID, einer Beschreibung oder einem
Vorschaubild). Neben dieser Datenstruktur seien durch ein Bibliothekssys-
tem Management-Algorithmen bereitzustellen, die u. a. das Erstellen neuer
Bibliothekselemente, das Durchsuchen von Bibliotheken und natürlich das
Instanziieren von Elementen in einem UI ermöglichen.
Zur Beschreibung von UIs werden wie auch bereits in dieser Arbeit heraus-
gearbeitet (vgl. Abschn. 2.3) unterschiedlichste Sprachen eingesetzt. Daher
stellt das von Freund, Martin und Braune (2016) entwickelte Bibliotheks-
system eine generische Lösung zur Umsetzung dieser Anforderungen dar,
die prinzipiell für beliebige UI-Beschreibungssprachen eingesetzt werden
kann. Dazu stellt das entwickelte System sowohl ein generisches Metamo-
dell als auch generische Management-Algorithmen bereit, die jeweils sofern
notwendig für konkrete Beschreibungssprachen erweitert werden können.
Im Folgenden stellen die Abschnitte E.1.1 und E.1.2 kurz das generische
Metamodell sowie die generischen Management-Algorithmen vor. Eine ex-
emplarische spezifische Erweiterung dieser generischen Komponenten für
das modellbasierte Visualisierungssystem Movisa, welches auch im Rahmen
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E.1 Das generische, modellbasierte Bibliothekssystem
der Fallstudie aus Abschn. 9.1.4 genutzt wurde, wird in Freund, Martin und
Braune (2016) diskutiert.
E.1.1 Generisches Metamodell
Bibliothekselemente beschreiben laut Freund, Martin und Braune (2016) (1)
die prinzipiell unveränderliche Struktur aggregierter UI-Elemente, die bei
der Instanziierung des Elements im Zielmodell angelegt werden müssen, (2)
einen Satz von Parametern, die für die Instanziierung benötigt werden und
veränderliche Elemente kennzeichnen, und (3) Metadaten, die die Identifi-
kation des Elements erlauben. Zur Umsetzung dieser Anforderungen wurde
in Freund, Martin und Braune (2016) das in Abb. E.2 dargestellte, EMF-
basierte Metamodell entwickelt. Eine kurze Erläuterung der Elemente dieses
Metamodells findet sich in Tab. E.1. Das dargestellte Metamodell erlaubt
dabei jeweils die Definition einzelner Bibliothekselemente, die dank des XMI-
Standards [OMG, 2015c] in Form einzelner Modelle/Dateien gespeichert
werden können. Umfangreiche Bibliotheken können durch die Sammlung meh-
rerer Bibliotheks-Elemente in einem gemeinsamen Ordner realisiert werden.
E.1.2 Generische Management-Algorithmen
Neben der Bereitstellung einer Datenstruktur zur Definition und Persistie-
rung einzelner Bibliothekselemente (s. Abschn. E.1.1) ist ein Bibliotheks-
system laut Freund, Martin und Braune (2016) auch dafür verantwortlich,
die mit Hilfe dieser Datenstruktur definierten Bibliothekselemente in unter-
schiedlichen Bibliotheken zu organisieren sowie einem Nutzer die Erstellung
neuer sowie die Nutzung existierender Elemente zu ermöglichen. Hierzu bie-
tet das in Freund, Martin und Braune (2016) vorgestellte Bibliothekssystem
einen Satz von Management-Algorithmen an, die als Eclipse-Plugin realisiert
sind und das Durchsuchen, Hinzufügen, Löschen sowie Instanziieren von
Bibliothekselementen ermöglichen. Auch bei diesen Algorithmen handelt es
sich wieder um eine generische Implementierung, die für einen spezifischen
Anwendungsfall bei Nutzung einer konkreten UI-Beschreibungssprache durch
Beisteuern einer entsprechenden Erweiterung der Klasse AbstractLibrary-
Context ergänzt werden kann. Ein solcher Anwendungsfall kann bspw. ein
spezieller Algorithmus sein, der beim Setzen von Parametern zur Vorgabe der
Größe des eingefügten Elements die enthaltenen (Teil-)Elemente nach einem
bestimmten Vorgehensmodell skaliert. Abb. E.3 zeigt die Struktur des Plug-
ins sowie die Verwendung der angebotenen Algorithmen zum Instanziieren
eines Elements in einem UI-Modell.
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name : String
author : String
version : String
descrip�on : String
thumbnail : String
LibraryEntry libraryItem
1
LibraryItem
containers
0..*
0..*
references
a�ributes
0..*
resource : String
newPath: String
Resource
Parameterresources
0..*
contained : ContainedType
container : ContainerType  
Container
Parameter
source : SourceType
target : TargetType
External
ReferenceParameter
a�ribute : A�ributeType
value : String
A�ribute
Parameter
interface
1
Parameter
Descrip�on
1
2
3
4
ContainedType
ContainerType
SourceType
TargetType
A�ributeType
Abbildung E.2: Generisches Metamodell des in Freund, Martin und Braune (2016)
vorgestellten modellbasierten Bibliothekssystems
+ addElement(entry)
+ getElements() : list
+ getElement(name) : entry
+ insertIntoModel(model, entry)
+ removeElement(name)
GenLibrary
<<use>>
+ applyParameters(entry)
+ insertSta�cContent(entry)
<<interface>>
LibraryContext
Abstract
LibraryContext
: GenLibrary : Abstract
LibraryContext
getElement(…)
libEntry
prepareParameters(
libEntry)
insertIntoModel(...)
applyParameters(...)
insertSta�cContent(...)
Abbildung E.3: Struktur des Plugins und Verwendung der generischen Algorithmen
zur Instanziierung eines Bibliothekselements
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Tabelle E.1: Elemente des generischen Metamodells des modellbasierten Biblio-
thekssystems
Element Beschreibung
LibraryEntry Kennzeichnet ein Bibliothekselement; Bietet diverse Attri-
bute zur Definition von Metadaten
LibraryItem Enthält die unveränderliche Struktur zusammengesetzter
Elemente; Anzahl und Typ enthaltener Elemente können
durch konkrete Erweiterungen für spezifische UI-Metamodel-
le festgelegt werden
Parameter
Description
Beschreibt die Parameter, die bei der Instanziierung des
Bibliothekselements gesetzt werden müssen; Konkrete Erwei-
terungen der vier abstrakten Parametertypen (s. u.) können
wiederum durch konkrete Erweiterungen spezifisch für ein
UI-Metamodell definiert werden
Container
Parameter
Dient der Festlegung der Position des eingefügten Biblio-
thekselements in der Containment-Struktur des UI-Modells
ExternalRefe-
renceParameter
Dient dem Erstellen von Querverweisen von Elementen des
eingefügten Bibliothekselements auf bereits existierende Ele-
mente des UI-Modells
Attribute
Parameter
Dient dem Setzen bzw. Verändern von Attributwerten (z. B.
der Höhe und Position) beim Einfügen des Bibliotheksele-
ments in ein UI-Modell
Resource
Parameter
Dient der Spezifikation des Zielorts zusätzlicher Ressourcen
(z. B. Bilder), die beim Einfügen des Bibliothekselements
kopiert werden müssen
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E.2 Verwendung in automatischen Anwendungsszenarien
Das klassische –manuelle –Verwendungsszenario für Bibliothekssysteme sieht
vor, dass ein UI-Entwickler die Einträge einer Bibliothek durchsucht und
auf Basis informellen Expertenwissens passende Elemente basierend auf den
spezifizierten Metadaten auswählt. Überträgt man dieses Szenario auf die
Verwendung des Bibliothekssystems im Rahmen einer Modelltransformation,
bedeutet dies Folgendes: Der Entwickler wählt (zur Entwurfszeit der Transfor-
mation) ebenfalls auf Basis informellen Expertenwissens passende Elemente
aus der Bibliothek aus und formuliert anschließend für jedes zu instanziie-
rende Bibliothekselement eine entsprechende Transformationsregel. Dieses
Vorgehen besitzt allerdings den Nachteil, dass die formulierten Transforma-
tionsregeln immer nur für eine vorgedachte Menge von Bibliothekselementen
anwendbar sind – zur Einbindung neuer Bibliothekselemente müssen zusätz-
liche Transformationsregeln formuliert werden. Alternativ kann die Auswahl
der zu instanziierenden Bibliothekselemente auch dynamisch (während der
Durchführung einer Transformation) basierend auf in einem Quellmodell
enthaltenen Informationen ermittelt werden. Dies bietet den Vorteil, dass
durch eine einzige Abbildungsregel die Instanziierung mehrerer Bibliotheks-
elemente beschrieben werden kann. Um dies erreichen zu können, muss eine
Abbildung zwischen den im Quellmodell enthaltenen Informationen und
den Metadaten, die das auszuwählenden Bibliothekselement identifizieren,
erfolgen. Hieraus ergeben sich allerdings einige Herausforderungen, die im
Folgenden diskutiert werden sollen.
Obwohl die Entwicklung eines UIs normalerweise eine der letzten Phasen
in der Entwicklung einer Anlage darstellt (vgl. Abschn. 2.4), wird oftmals
gefordert, dieses bereits so früh wie möglich zu testen [Sauer und Ebel, 2007].
Während solch früher Tests kann es allerdings vorkommen, dass ein Eintrag,
der im Rahmen einer Modelltransformation von einem Bibliothekssystem an-
gefordert wird, (noch) nicht existiert, da er z. B. noch nicht entworfen wurde.
In solchen Fällen würde ein einfaches Fehlschlagen der Transformation deren
frühe Evaluierung bzw. die frühe Evaluierung des erzeugten UIs behindern.
Stattdessen sollte durch das Bibliothekssystem eine Strategie bereitgestellt
werden, die automatisch einen alternativen Eintrag auswählt und zurücklie-
fert, der über eine entsprechende (Basis-)Funktionalität verfügt. Um eine
solche Strategie realisieren zu können, ist die Anreicherung der Metadaten
von Bibliothekselementen mit semantischen Informationen notwendig, die
anschließend von einem automatischen Algorithmus ausgewertet werden
können, um ein passendes Alternativelement zu bestimmen.
In der Domäne der industriellen Automatisierungstechnik existieren be-
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reits einige Ansätze für solche semantischen Beschreibungen (z. B. eCl@ss
[eCl@ss e.V., 2015]). Deren Verwendung zur Charakterisierung von Biblio-
thekselementen birgt allerdings einige Nachteile: Zunächst einmal müsste sich
der Domänenexperte bei der Erstellung von Bibliothekselementen zwingend
an die vorgegebene Klassifizierung halten. Dies ist besonders problematisch,
da Bibliothekselemente nicht immer ein spezifisches Element einer Anlage
repräsentieren (z. B. eine firmenspezifische Kopfzeile oder eine Alarmliste).
Solche Elemente könnten mit Hilfe eines Ansatzes wie eCl@ss nicht klassifi-
ziert werden, da dieser alleine auf die Klassifizierung von Produkten und
Dienstleistungen abzielt. Des Weiteren würde solch eine Lösung komplexe
Algorithmen zur Auswahl alternativer Einträge erfordern, da einzelne Ein-
träge nur indirekt anhand der Unterschiede in ihren eCl@ss-Beschreibungen
miteinander verglichen werden könnten.
Eine einfachere und direktere Lösung besteht in der Herstellung expliziter
Verbindungen zwischen Bibliothekselementen und konkret in der Realisierung
eines Vererbungskonzeptes ähnlich dem von AutomationML [Draht, 2010].
Dieses Konzept ermöglicht dem Domänenexperten bei der Erstellung einer
Bibliothek die Realisierung einer (Vererbungs-)Hierarchie, die am besten zu
der Domäne bzw. dem Fokus der zu erstellenden Bibliothek passt. Beschränkt
man des Weiteren die Möglichkeit der Vererbung auf Einfachvererbungen,
kann der Aufbau von Bibliotheken durch eine Baumstruktur dargestellt
werden. Ein Beispiel hierfür ist in Abb. E.4 anhand des Aufbaus einer Bi-
bliothek dargestellt, die Elemente zur Visualisierung einzelner Komponenten
einer Anlage beinhaltet. Eine solche Baumstruktur ermöglicht die eindeutige
Adressierung von Bibliothekselementen über die Angabe eines entsprechen-
den Classpaths (anstatt eines einfachen Namens, vgl. Abb. E.3), welcher die
Position des Elements in der Vererbungshierarchie beschreibt (z. B. Com-
ponent.Sensor.Inductive). Darüber hinaus ermöglicht dieses Konzept die
Erstellung eines einfachen Algorithmus, der sich entlang der Hierarchie einer
Bibliothek bzw. entlang der Elemente des Classpaths nach oben bewegt und
alternative (abstraktere) Elemente ausliefern kann, falls ein angefragtes Ele-
ment (noch) nicht in der Bibliothek existiert. Existiert für die exemplarische
Bibliothek aus Abb. E.4 etwa kein konkretes Element für einen induktiven
Sensor (Classpath Component.Sensor.Inductive), kann alternativ auf einen
allgemeinen Sensor (Classpath Component.Sensor) ausgewichen werden.
Zur Umsetzung einer solchen hierarchischen, Baum-basierten Struktu-
rierung von Bibliotheken sind unterschiedliche Ansätze denkbar, die bis
hin zu komplexen Datenbank- oder Web-basierten Konzepten (vgl. z. B.
[Bernardi und Santucci, 2002; Lee und Zobel, 1996]) reichen können. Da
diese unterschiedlichen Konzepte leicht gegeneinander ausgetauscht und auch
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Component
Sensor Actor ...
Camera Induc�ve ...
+
-
Abstraktions-
level
+
-
Anzahl an
Parametern
Abbildung E.4: Hierarchische Realisierung einer Bibliothek
nachträglich eingeführt werden können, wurde demgegenüber für die pro-
totypische Implementierung dieser Arbeit auf eine einfache lokale, Ordner-
basierte Speicherung zurückgegriffen. Abb. E.5 demonstriert dies anhand der
resultierenden Ordnerstruktur für die exemplarischen Bibliothekselemente
aus Abb. E.41.
Abbildung E.5: Ordner-basierte Realisierung der hierarchischen Bibliothek aus
Abb. E.4 (erweiterter Umfang)
Wie bereits in Abb. E.3 anhand der allgemeinen Verwendung des Biblio-
thekssystems dargestellt, muss im Rahmen der Durchführung einer Transfor-
mation nach der Anfrage eines passenden Bibliothekselements und vor bzw.
während des Aufrufs der Algorithmen zur Instanziierung des Elements im
1Das eigentliche Bibliothekselement – eine Instanz des Typs LibraryEntry (vgl.
Abb. E.2) – ist dabei jeweils in der Datei data.xmi im entsprechenden Ordner enthal-
ten.
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Zielmodell das Element zunächst noch parametriert werden. Hierfür müssen
Werte für die verschiedenen in der ParameterDescription (vgl. Abb. E.2)
definierten Parameter festgelegt werden. Die Anzahl, Namen und Bedeutung
der Parameter unterscheiden sich allerdings zwischen den verschiedenen Ele-
menten, was spezifische Transformationsregeln für unterschiedliche Elemente
erfordert. Folglich können die Transformationsregeln nicht unabhängig von
den Bibliothekselementen erstellt werden, da alle Parameter im Vorhinein
bekannt sein müssen. Dieses Problem betrifft auch oben erläutertes Verfah-
ren der Auslieferung eines Alternativelements: Unterscheiden sich Anzahl,
Namen, oder Bedeutungen der Parameter, ist ein solcher Austausch nicht
länger möglich. Diese Nachteile lassen sich jedoch durch eine sinnvolle Struk-
turierung der Bibliotheken verringern: Solange ein Element, welches tiefer in
der Vererbungshierarchie der Bibliothek angesiedelt ist, lediglich zusätzliche
Parameter definiert, können diese bei der Verwendung eines (abstrakteren)
Alternativelements einfach ignoriert werden.
Durch eine solche hierarchische Strukturierung von Bibliotheken kann
auch das eingangs dieses Abschnitts formulierte Ziel erreicht werden, die
Anzahl der Transformationsregeln zu reduzieren, die zum Einfügen der
verschiedenen Bibliothekselemente erstellt werden müssen. Dazu müssen die
folgenden Bedingungen erfüllt sein:
1. Ein bestimmter Satz von Elementen (ein Ausschnitt aus der durch die
Bibliothek realisierten Baumstruktur) muss über denselben Satz von
Parametern verfügen.
2. Die benötigten Werte für die Parameter müssen entweder bereits zur
Entwicklungszeit der Transformation bekannt sein oder der benötigte
Algorithmus zur Ableitung der Parameterwerte basierend auf Informa-
tionen aus einem Quellmodell muss identisch sein.
Für jeden Satz an Elementen, der diese Bedingungen erfüllt, ist jeweils eine
einzige, gemeinsame Transformationsregel zur Durchführung der Anforde-
rung, Parametrierung sowie Instanziierung von Elementen ausreichend. Für
das Beispiel aus Abb. E.4 könnte bspw. eine einzige Transformationsregel
die Elemente Sensor sowie sämtliche Unterelemente (Camera, Inductive, . . . )
behandeln, insofern alle diese Elemente mit demselben Satz von Parametern
ausgestattet sind (z. B. mit lediglich einem einzigen Parameter value) und
aus einem äquivalenten Teil eines Quellmodells resultieren (z. B. aus der
Beschreibung einer elektrischen Komponente in einem Anlagenmodell).
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E.3 Integration in das PAMTraM-Framework
Die Nutzung des in Abschn. E.1 vorgestellten Bibliothekssystems im Rahmen
von Modelltransformationen ist prinzipiell immer dann möglich, wenn die
genutzte Transformationssprache auf die in Abschn. E.1.2 vorgestellte, Java-
basierte API des Systems zugreifen kann. Dies ist z. B. bei Nutzung der
Epsilon-Sprachfamilie [Eclipse, 2016f] der Fall. Eine solche Nutzung der API
im Rahmen von Transformationsregeln stellt allerdings einen komplexen
Vorgang imperativer Natur dar. Aufgrund des deklarativen Grundkonzepts
des PAMTraM-Frameworks ist eine solche Integration daher nicht geeignet.
Stattdessen soll an dieser Stelle ein Vorgehen entwickelt werden, das die
deklarative Nutzung existierender Bibliothekselemente im Rahmen von Ab-
bildungsmodellen erlaubt. Deklarative Nutzung bedeutet hierbei analog zur
allgemeinen Vorgehensweise deklarativer Ansätze (vgl. Abschn. 3.1.3), dass
die Abbildungen eines Abbildungsmodells lediglich das Bibliothekselement
auszeichnen, das als Ziel der Abbildung dient. Aspekte, welche die Durchfüh-
rung der Abbildungen und damit den Aufruf der API des Bibliothekssystems
betreffen, werden demgegenüber durch den generischen Transformations-
Algorithmus beigesteuert werden. Abb. E.6 fasst dieses Konzept zusammen.
<<realisiert>>
Abbildungs-
Modell
Quelle
Ziel
Transforma�on
Quelle
Ziel
<<Instanz von>> Quell-
Metamodell
Quell-
Modell
<<Instanz von>>
Ziel-
Metamodell
Ziel-
Modell
Transforma�ons-
Algorithmus
<<führt aus>>
Bibliotheks-
System
Bibliotheks-
Ziel<<nutzt>>
Abbildung E.6: Erweiterung des Integrationskonzepts aus Abb. E.1b für die in
dieser Arbeit genutzte deklarative Vorgehensweise
Im Folgenden geht zunächst Abschn. E.3.1 auf Möglichkeiten zur Inte-
gration des Bibliothekssystems in das in Kap. 5 entworfene PAMTraM-
Metamodell ein. Anschließend diskutiert Abschn. E.3.2 die notwendigen
Erweiterungen des in Kap. 6 entworfenen generischen Transformations-Algo-
rithmus bevor abschließend Abschn. E.3.3 auf notwendige Erweiterungen
des PAMTraM-Frameworks gemäß Kap. 8 eingeht.
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E.3.1 Integration in das PAMTraM-Metamodell
Wie bereits in Abschn. 9.1.4 diskutiert, kann eine explizite Integration
von Bibliothekssystemen in das in Kap. 5 entworfene PAMTraM-Metamo-
dell entweder direkt oder mit Hilfe von Wrapper-Elementen erfolgen (s.
Abb. E.7.). Bei einer direkten Integration ist das PAMTraM-Metamodell
so zu erweitern, dass Bibliothekselemente (alternativ zu TargetSections) als
Ziel von Abbildungen spezifiziert werden können. Dieser Ansatz erfordert
allerdings umfangreiche Änderungen nicht nur am Metamodell sondern auch
am Transformations-Algorithmus. So müssen u. a. auch neue Typen von
Abbildungshinweisen und zugehörige Teil-Algorithmen im generischen Trans-
formations-Algorithmus umgesetzt werden, die für die Ableitung der Werte
der verschiedenen Parameter (vgl. Abb. E.2) genutzt werden können.
: Mapping
Bibliothek
library
Target
(a) Direkt
: LibraryEntry
Wrapper
target
Sec�on
original
LibraryEntry
Bibliothek
: Mapping
: Target
Sec�on
target
HOT
(b) Wrapper
Abbildung E.7: Prinzipdarstellung der unterschiedlichen Varianten der expliziten
Nutzung von Bibliothekselementen als RHS von Abbildungen
Bei einer Wrapper-basierten Lösung hingegen übernehmen spezifische
Wrapper-Elemente eine Art Vermittlung zwischen den Konzepten der Tar-
getSections (bzw. allgemein der Patterns, vgl. Abschn. 5.1.1) und denen der
Bibliothekselemente gemäß Freund, Martin und Braune (2016). Vergleicht
man diese Konzepte, so lassen sich diese relativ gut aufeinander abbilden,
wie Tab. E.2 zusammenfasst. Unterschiede ergeben sich lediglich daraus, dass
Bibliothekselemente im Gegensatz zu den Elementstrukturen im Kontext die-
ser Arbeit eine prinzipiell unveränderliche Struktur beschreiben, weshalb sie
keine Variabilitäten bezüglich Kardinalitäten zulassen. Darüber hinaus kön-
nen Bibliothekselemente zusätzliche Ressourcen wie z. B. Bilder spezifizieren,
die im Zuge der Instanziierung in das Zielprojekt zu kopieren sind. Aus dieser
Ähnlichkeit folgt, dass eine Wrapper-basierte Lösung zwar ebenfalls Erweite-
rungen am PAMTraM-Metamodell sowie am Transformations-Algorithmus
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Tabelle E.2: Vergleich der Konzepte von TargetSections und Bibliothekselementen
Target-
Section
Bibliotheks-
Element
Grundkonzept
Beschreibung von Elementstrukturen als ... Pattern Modell-
ausschnitt
Möglichkeiten für Variabilitäten
Bezüglich Attributwerten 3 3 a
Bezüglich Referenzkardinalitäten 3 7
Durchgeführte Aufgaben während der Instanziierung
Auflösen von Variabilitäten 3 3
Erstellen von Querverweisen zu anderen
Strukturen
3 3 b
Realisierung der Containment-Struktur 3 3 c
Kopieren von Ressourcen 7 3 d
! wird unterstützt % wird nicht unterstützt
amittels AttributeParameter (vgl. Abb. E.2)
bmittels ExternalReferenceParameter (vgl. Abb. E.2)
cmittels ContainerParameter (vgl. Abb. E.2)
dmittels ResourceParameter (vgl. Abb. E.2)
erfordert, gegenüber der oben beschriebenen direkten Integration aber den
Vorteil bietet, dass viele bestehende Konzepte (z. B. die existierenden Typen
von Abbildungshinweisen) wiederverwendet werden können.
Aufgrund dieser Vorteile wurde diese Variante zur Integration des Biblio-
thekssystems genutzt. Dazu wurden die in Abb. 5.4 vorgestellten Konzepte
der Strukturbeschreibung auf die verschiedenen Parametertypen abgebildet,
wodurch sich die benötigten Wrapper-Elemente ergeben. Tab. E.3 fasst dies
zusammen. Die konkrete Realisierung des entsprechenden Teils des PAM-
TraM-Metamodells ist in den Abbildungen C.13 und C.14 dargestellt. Ein
exemplarisches Bibliothekselement zur Darstellung von Bearbeitungsstatio-
nen (Station), welches unter Nutzung der in Freund, Martin und Braune
(2016) vorgestellten konkreten Erweiterung des Bibliothekssystems für das
Visualisierungssystem Movisa (movisalib) formuliert wurde, sowie die für
dessen Einbindung in ein PAMTraM-Modell benötigten Wrapper-Elemente
zeigt Abb. E.8.
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Tabelle E.3: Zur Integration von Bibliothekselementen benötigte Wrapper-Elemente
sowie zugehörige Abbildungshinweise zur dynamischen Wertermittlung
Aspekt Wrapper-Element Abbildungshinweis
AttributeParameter ActualTargetSection
Attribute
AttributeMapping
ContainerParameter TargetSection ContainerSelector
ExternalReference
Parameter
TargetSectionCross
Reference
ReferenceTarget
Selector
ResourceParameter VirtualTargetSection
Attribute
AttributeMapping
Classpath VirtualTargetSection
Attribute
AttributeMapping
: LibraryEntry
parameters
value : „Sta�on“
: VirtualTarget
Sec�onA�ribute
Value : 
ActualTarget
Sec�onA�ribute
classpath
a�ribute
HeightParameter : 
A�ributeParameter
Value : 
ActualTarget
Sec�onA�ributea�ribute
parameters
pamtram-
Metamodell
WidthParameter : 
A�ributeParameter
<<from genlib>> 
Sta�on : 
LibraryEntry
library
Item
<<from movisalib>>
: MovisaLibraryItem
<<from genlib>>
: Parameter
Descrip�on
a�ributes
<<from movisalib>>
: WidthParameter
interface
ownedUI
Component
<<from movisalib>>
: HeightParameter
a�ributes
movisalib-
Erweiterung
genlib-
Metamodell
<<from movisa>> 
Sta�on : 
SimpleContainer
...
<<from movisa>> 
Width : 
ScaledProperty
<<from movisa>> 
Height : 
ScaledProperty
movisa-
Metamodell
source
source
source
source
originalLibrary
Entry
original
Parameter
original
Parameter
Abbildung E.8: Exemplarisches Bibliothekselement sowie dessen Einbindung in ein
PAMTraM-Modell mit Hilfe entsprechender Wrapper-Elemente (Ausschnitt)
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Durch die Nutzung des Wrapper-basierten Ansatzes können die beste-
henden Algorithmen der Transformation sowie die bestehenden Typen von
Abbildungshinweisen analog zur Nutzung von klassischen TargetSections
verwendet werden. Bereits in Abschn. E.2 wurde diskutiert, dass unter
gewissen Voraussetzungen durch eine einzige Transformationsregel bzw. Ab-
bildung ein ganzer Satz von Bibliothekselementen abgedeckt werden kann.
In einem solchen Fall muss das konkret zu instanziierende Bibliotheksele-
ment – identifiziert durch seinen Classpath (vgl. Abschn. E.2) – dynamisch
zur Laufzeit der Transformation basierend auf aus dem Quellmodell abge-
leiteten Informationen ermittelt werden. Zur Festlegung des resultierenden
Classpaths bietet das PAMTraM-Metamodell neben den Wrapper-Elementen
für die Parameter daher ein zusätzliches virtuelles Attribut (vgl. Tab. E.3).
Dieses ermöglicht die dynamische Konkretisierung des Classpaths, welcher
das zu instanziierende Bibliothekselement beschreibt, mit Hilfe eines Attri-
buteMappings. Abb. E.9 illustriert dies anhand der Ermittlung des konkret
zu nutzenden Station-Bibliothekselements: Anstatt eines allgemeingülti-
gen Elements zur Darstellung einer generischen Arbeitstation (Classpath
Station) kann je nach konkretem Quellmodell-Element ein spezifischeres
Bibliothekselement genutzt werden, z. B. für eine Fräsmaschine (Classpath
Station.Mill).
Sta�on-Viobject : 
SourceSec�on
...
expression : „“
: A�ributeMapping Sta�on : 
LibraryEntry
classpath
value : „Sta�on“
: VirtualTarget
Sec�onA�ribute
target
[classpath]: 
A�ributeMapping
SourceElement
source
: Mapping : MappingHintGroup
mapping
HintGroups
source
Sec�on
target
Sec�on
mapping
Hints
lhs1 rhs1
Classpath: 
ActualSource
Sec�onA�ribute
Abbildung E.9: Dynamische Ermittlung des resultierenden Classpaths mit Hilfe
eines AttributeMappings
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E.3.2 Integration in den generischen Transformations-Algorithmus
Durch das im letzten Abschnitt gewählte Konzept zur Integration des Biblio-
thekssystems in das PAMTraM-Metamodell können die existierenden Typen
von Abbildungshinweisen wie in Tab. E.3 diskutiert weiter verwendet wer-
den. Daher sind bezüglich der Matching-Phase der Transformation zunächst
einmal keine Anpassungen notwendig, da die bestehenden Algorithmen zum
Finden von Anwendungspunkten einer Abbildung sowie zur Extraktion rele-
vanter Parameter weiterverwendet werden können. Die Expanding-Phase ist
allerdings insofern anzupassen, dass im Falle von Bibliothekselementen nicht
die normalen Subphasen (Instantiating, Linking, Joining) durchgeführt wer-
den. Stattdessen müssen hier die entsprechenden durch das Bibliothekssystem
bereitgestellten Algorithmen zum Instanziieren von Bibliothekselementen
genutzt werden, da diese Algorithmen wie bereits in Abschn. E.1.2 diskutiert
u.U. Metamodell-spezifische Optimierungen durchführen können. Da diese
Optimierungen Auswirkungen auf das gesamte UI-Modell haben können,
bietet sich die Erweiterung des Transformations-Algorithmus um eine zu-
sätzliche Phase am Ende der Transformation an: Nachdem bereits ein (bis
auf die Bibliothekselemente) vollständiges und zusammenhängendes Modell
erzeugt wurde, kann in dieser Phase das gemeinsame Einfügen sämtlicher
Bibliothekselemente unter Verwendung der entsprechenden Algorithmen des
Bibliothekssystems realisiert werden. Abb. E.10 zeigt eine entsprechende
Erweiterung der in Abb. 6.1 vorgestellten Phasen.
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Abbildung E.10: Integration der Instanziierung von Bibliothekselementen in die
Phasen des generischen Transformations-Algorithmus (vgl. Abb. 6.1)
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E.3.3 Integration in das PAMTraM-Framework
Wie bereits in Abb. E.7b angedeutet, können die zur Integration eines Bi-
bliothekselements in ein PAMTraM-Modell benötigten Wrapper-Elemente
automatisch erzeugt und parametriert werden: Hierzu muss für ein gewähl-
tes genlib-Bibliothekselement zunächst ein pamtram-LibraryEntry erzeugt
werden. Anschließend ist für jeden im genlib-Bibliothekselement definierten
Parameter das entsprechende Wrapper-Element gemäß Tab. E.3 zu erstellen,
zu parametrieren und in den erstellten LibraryEntry einzufügen. Am Ende
dieses Prozesses entsteht somit ein eingebundenes Bibliothekselement wie
das bereits in Abb. E.8 exemplarisch dargestellte. Zur Durchführung dieser
Schritte wurde eine entsprechende Higher-Order Transformation erstellt und
so in den in Abschn. 8.1.1 beschriebenen Editor integriert, dass Sie über
eine spezielle Schaltfläche aufgerufen werden kann (s. Abb. E.11, Symbol ¬).
Um “klassische” RHS und solche, die auf Bibliothekselementen basieren,
im Editor unterscheiden zu können, wurde dieser darüber hinaus um eine
zusätzliche, separate Ansicht erweitert (Ansicht ­). In dieser werden die
importierten Bibliothekselemente mitsamt den zugehörigen Wrapper-Ele-
menten dargestellt. Da wie in Abschn. E.3.1 beschrieben ansonsten keine
zusätzlichen Erweiterungen des PAMTraM-Metamodells notwendig sind,
bleiben die anderen Funktionalitäten bzw. Sichten des Editors unverändert.
E.4 Auswertung
Die im Rahmen dieses Kapitels entworfenen Erweiterungen des PAMTraM-
Frameworks sowie der zugehörigen Komponenten wurden im Rahmen der in
Abschn. 9.1.3 bzw. 9.1.4 diskutierten Fallstudie zur Erzeugung des Movisa-
Modells (Zielsystem 2) genutzt. Hierbei wurden existierende Bibliotheksele-
mente u. a. zur Erzeugung der Visualisierungen der Bearbeitungsstationen
(s. Abb. D.19) sowie einzelner Komponenten dieser Stationen (s. Abb. D.20)
verwendet. Durch das in Abschn. E.2 diskutierte Konzept der dynamischen
Ermittlung des resultierenden Classpaths basierend auf aus dem Quellmo-
dell ermittelten Informationen konnten dabei die Bibliothekselemente für
sämtliche Stationen und Komponenten jeweils auf Basis einer einzigen defi-
nierten Abbildung erzeugt werden, was den Entwicklungsaufwand für das
Abbildungsmodell extrem reduziert. Dies sieht auf den ersten Blick zwar
sehr vorteilhaft aus, liegt aber vor allem daran, dass die für die Fallstudie
genutzten Bibliothekselemente fast alle über den gleichen Parametersatz
verfügen (jeweils zur Bestimmung der Parameter für Breite, Höhe, X- und
Y-Position). Würde jede Station eigene, zusätzliche Parameter definieren
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Abbildung E.11: Bildschirmfoto des Editors: Nutzung von Bibliothekselementen als
RHS (¬: Einbindung zusätzlicher Bibliothekselemente; ­: Darstellung eingebun-
dener Bibliothekselemente)
(z. B. zur Anzeige spezifischer Prozessdaten), reduziert sich dieser Vorteil, da
in einem solchem Fall jeweils eigene Abbildungen definiert werden müssen,
welche die Ableitung der entsprechenden Parameter-Werte mit abdecken.
Der große Vorteil bei der expliziten Integration eines vorhandenen Bi-
bliothekssystems gegenüber der impliziten Integration besteht allerdings in
jedem Fall darin, dass bestehende Bibliothekselemente und Algorithmen
sowohl für manuelle als auch für automatische Anwendungsszenarien ver-
wendet werden können. Hieraus resultiert ein konsistentes Erscheinungsbild
selbst bei manuellen Änderungen. Darüber hinaus ermöglicht eine solche
explizite Integration die/den einfache(n) Aktualisierung/Austausch einzelner
Bibliothekselemente oder kompletter Bibliotheken2. Dadurch kann z. B. die
Gestaltung einer generierten Visualisierung bequem an Kundenwünsche
angepasst werden, ohne Änderungen am Abbildungsmodell vornehmen zu
müssen.
2Ein solcher Austausch ist natürlich nur möglich, wenn sich die Struktur der Biblio-
thekselemente, d. h. die Art und Anzahl der Parameter, nicht ändert.
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