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Abstract
In this paper we describe how the operation of adding a uniton arises via the DPW method
of obtaining harmonic maps into compact Riemannian symmetric spaces out of certain holo-
morphic one forms. We exploit this point of view to investigate which unitons preserve finite
type property of harmonic maps. In particular, we prove that the Gauss bundle of a harmonic
map of finite type into a Grassmannian is also of finite type.
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1 Introduction
In [12], Uhlenbeck observed that, in the setting of harmonic maps of R2 into a compact Rieman-
nian symmetric space G/K, the harmonic map equations amount to the flatness of a family of
connections depending on an auxiliary parameter λ ∈ S1. This zero-curvature formulation yields
an action of a certain loop group on the space of harmonic maps; underlying this dressing action
is the existence of Iwasawa-type decompositions of the loop groups and loop algebras concerned
(cf. [1, 3, 7, 8, 12].)
In [7], the authors introduced a systematic procedure of obtaining harmonic maps into a com-
pact Riemannian symmetric space G/K from holomorphic 1-forms with values in the subspace
Λ−1,∞ =
{
ξ ∈ ΛgC | λξ extends holomorphically to |λ| < 1
}
, (1)
where gC denotes the Lie algebra of GC, and proved that this correspondence between Λ−1,∞-
valued holomorphic 1-forms µ, the holomorphic potentials, and harmonic maps is equivariant with
respect to loop group actions by dressing and by gauge transformations on the 1-forms µ.
Another well known operation for generating new harmonic maps from a given one was in-
troduced by Uhlenbeck [12] and is called adding a uniton. In the case of harmonic maps into
Grassmannians, this procedure corresponds to the forward replacements and backward replace-
ments of Burstall and Wood [6].
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In this paper we describe how the operation of adding a uniton arises via gauge transformations
on the holomorphic 1-forms µ and we exploit this point of view to investigate which unitons preserve
finite type property. Recall that harmonic maps of finite type are obtained by integrating a pair of
commuting Hamiltonian vector fields on certain finite-dimensional subspaces of loop algebras (cf.
[2, 4]) and play a fundamental role in the genus one case, i.e., harmonic maps from a two-torus
– for example, it was shown in [2] that any non-conformal harmonic map of a two-torus into a
rank one symmetric space G/K is of finite type. In particular, we prove that the Gauss bundle
of a harmonic map of finite type into a Grassmannian is also of finite type. Finally we show that
these unitons preserving finite type can be added by taking a limit of dressing transformations as
in the completion procedure studied by Bergvelt and Guest in [1]. To obtain these results one has
to enlarge the loop groups involved in DPW procedure, as in [3], and the space of holomorphic
potentials µ (see Section 4).
2 Extended solutions
We start by summarizing briefly the relevant definitions and results concerning the well known
correspondence between harmonic maps and extended solutions, referring the reader to the seminal
paper [12] for details.
Let G be a compact (connected) semisimple matrix Lie group, with identity e and Lie algebra
g. Equip G with a bi-invariant metric. Let GC be the complexification of G, with Lie algebra gC
(thus gC = g⊗ C). Consider the based loop group
ΩG =
{
γ : S1 → G (smooth) | γ(1) = e
}
and the corresponding infinite-dimensional Lie algebra
Ωg =
{
γ : S1 → g (smooth) | γ(1) = 0
}
.
A smooth map Φ : C→ ΩG is called an extended solution if it satisfies
Φ−1dΦ =
(
1− λ−1
)
α′ +
(
1− λ
)
α′′
for each λ ∈ S1, where α′ is a gC-valued (1, 0)-form on C with complex conjugate α′′. Observe
that, for each z ∈ C, λ 7→ Φ(z)(λ) is holomorphic on C∗.
Theorem 1. [12] a) If Φ : C → ΩG is an extended solution, then the map φ : C → G defined by
φ(z) = Φ(z)(−1) is harmonic. b) If φ : C→ G is harmonic, then there exists an extended solution
Φ : C→ ΩG such that φ(z) = Φ(z)(−1), for all z ∈ C. This is unique up to multiplication on the
left by an element γ ∈ ΩG such that γ(−1) = e.
Remark 1. Let G/K be a symmetric space with automorphism τ and base point x0 = eK. Define
a map ι : G/K → G by ι(g ·x0) = τ(g)g
−1. It is well known that ι is a totally geodesic embedding,
the Cartan embedding of G/K into G, so that if ϕ : C → G/K is harmonic then ι ◦ ϕ : C → G is
also, and we can apply Theorem 1 to ι ◦ ϕ.
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3 Holomorphic potentials and extended framings
In [7] the authors introduced a systematic procedure of obtaining harmonic maps into a symmetric
space from certain holomorphic 1-forms. The main ingredients are the existence of various loop
factorizations and the concept of extended framing. Next we will recall this construction.
Let N = G/K be a symmetric space with automorphism τ and associated symmetric decom-
position g = k ⊕ m. Let φ : C → N be a smooth map and take a lift ψ : C → G of φ, that is,
we have φ = π ◦ ψ where π : G → G/K is the coset projection. Corresponding to the symmetric
decomposition g = k⊕m there is a decomposition of α = ψ−1dψ, α = αk+αm. Let αm = α
′
m+α
′′
m
be the type decomposition of αm into (1, 0)-form and (0, 1)-form of C. Consider the loop of 1-forms
αλ = λ
−1α′m + αk + λα
′′
m. We may view αλ as a Λτg-valued 1-form, where
Λτg =
{
ξ : S1 → g (smooth) | τ(ξ(λ)) = ξ(−λ) for all λ ∈ S1
}
. (2)
It is well known that φ is harmonic if, and only if, d+αλ is a loop of flat connections on the trivial
bundle Cn = C× Cn. Hence, if φ is harmonic, we can define a smooth map Ψ : C→ ΛτG, where
ΛτG is the infinite-dimensional Lie group corresponding to the loop Lie algebra (2),
ΛτG =
{
γ : S1 → G (smooth) | τ(γ(λ)) = γ(−λ) for all λ ∈ S1
}
,
such that Ψ−1dΨ = αλ. The smooth map Ψ is called an extended framing (associated to φ). Our
harmonic map is recovered from Ψ via φ = π◦Ψ1 (here we are using the notation Ψ1(z) = Ψ(z)(1)).
Consider the subspace Λ−1,∞ as in (1).
Definition 1. A holomorphic 1-form µ on C with values in Λ−1,∞ is called a holomorphic po-
tential. The space of all holomorphic potentials is denoted by P. If µ ∈ P takes values in
Λτ−1,∞ = Λτg
C ∩ Λ−1,∞, we say that µ is a τ -twisted holomorphic potential. The space of all
τ-twisted holomorphic potentials is denoted by Pτ . Thus µ =
∑
k>−1 λ
kµk ∈ Pτ if µeven is a
kC-valued 1-form and µodd is a m
C-valued 1-form.
Fix an Iwasawa decomposition of the reductive group KC: KC = KB where B is a solvable
Lie subgroup. Consider the following infinite-dimensional twisted Lie groups:
ΛτG
C =
{
γ : S1 → GC (smooth) | τ(γ(λ)) = γ(−λ) for all λ ∈ S1
}
;
Λ+B,τG
C =
{
γ ∈ ΛτG
C | γ extends holomorphically to |λ| < 1 , γ(0) ∈ B
}
.
We have the following twisted loop group decomposition:
Theorem 2. [7] Multiplication ΛτG× Λ
+
B,τG
C → ΛτG
C is a diffeomorphism onto.
So, let µ be a τ -twisted holomorphic potential; since µ is holomorphic, its (0, 1)-part vanishes;
then µ = ξdz for some holomorphic function ξ : C→ gC and it satisfies the Maurer-Cartan equation
dµ+ 12 [µ∧µ] = 0, that is, dµ = d+µ is a flat connection. We can integrate to obtain a unique map
Ψµ : C→ ΛτG
C such that Ψ−1µ dΨµ = µ and Ψµ(0) = e. If we factorize Ψµ pointwise according to
Theorem 2, we obtain a smooth map Φµ : C → ΛτG such that Ψµ = Φµb, with b : C → Λ
+
B,τG
C .
We have:
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Theorem 3. [7] Φµ : C→ ΛτG is an extended framing.
4 Holomorphic potentials and extended solutions
Since in our study of harmonic maps we will use extended solutions instead of extended framings
and, as in [3], we will consider an action on the space of all extended solutions of germs at zero of
maps C→ GC, in this section we reformulate the DPW construction of harmonic maps according
to our conveniences. In particular, we have to enlarge the space of holomorphic potentials. For
completeness, we give detailed proofs of the main results.
Fix 0 < ε < 1. Let Cε and C1/ε denote the circles of radius ε and 1/ε centered at 0 ∈ C; define
open subsets of P1 = C ∪ {∞} by
Iε =
{
λ ∈ P1 | |λ| < ε
}
, I1/ε =
{
λ ∈ P1 | |λ| > 1/ε
}
, Eε =
{
λ ∈ P1 | ε < |λ| < 1/ε
}
;
put Iε = Iε ∪ I1/ε and C
ε = Cε ∪C1/ε so that P
1 = Iε ∪Cε ∪Eε. Consider the infinite-dimensional
Lie groups
ΛεG =
{
γ : Cε → GC (smooth) | γ(λ) = γ
(
1/λ¯
) }
ΩεEG =
{
γ ∈ ΛεG | γ extends holomorphically to γ : Eε → GC and γ(1) = e
}
ΛεIG =
{
γ ∈ ΛεG | γ extends holomorphically to γ : Iε → GC
}
and the corresponding infinite-dimensional Lie algebras
Λεg =
{
γ : Cε → gC (smooth) | γ(λ) = γ
(
1/λ¯
) }
ΩεEg =
{
γ ∈ Λεg | γ extends holomorphically to γ : Eε → gC and γ(1) = 0
}
ΛεIg =
{
γ ∈ Λεg | γ extends holomorphically to γ : Iε → gC
}
.
To express the extended solution equation in terms of ΛεG we shall make use of the following
Iwasawa-type decomposition of ΛεG:
Theorem 4. [9] Multiplication ΩεEG × Λ
ε
IG → Λ
εG is a diffeomorphism. In particular, any
γ ∈ ΛεG may by written uniquely in the form γ = γEγI , where γE ∈ Ω
ε
EG and γI ∈ Λ
ε
IG
C.
Remark 2. The limiting case of Theorem 4 as ε → 1 is the more familiar decomposition ΩG ×
Λ+G
C → ΛGC where ΛGC =
{
γ : S1 → GC | γ is smooth
}
and
Λ+G
C =
{
γ ∈ ΛGC | γ extends holomorphically to |λ| < 1
}
.
This result is due to Pressely-Segal [11].
We also have to enlarge our class of potentials: fix 0 < ε < 1 and consider the subspace of Λεg
defined by Λε−1,∞ = {ξ ∈ Λ
εg | λξ extends holomorphically to Iε} ; each element ξ ∈ Λ
ε
−1,∞ can be
written as ξ = (ξ+, ξ−), where ξ+ : Cε → g
C extends meromorphically to Iε with at most a simple
pole at 0 and ξ− : C1/ε → g
C is defined by ξ−(λ) = ξ+
(
1/λ¯
)
;
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Definition 2. A 1-form µ = (µ+, µ−) on C with values in Λ
ε
−1,∞ such that µ+ is holomorphic is
called a ε-holomorphic potential. The space of all ε-holomorphic potentials is denoted by Pε.
Remark 3. The space of holomorphic potentials P can be interpreted as the limiting case of
Definition 2 as ε→ 1.
Let µ be a holomorphic ε-potential, so that dµ = d + µ is a flat connection. This means that
we can integrate to obtain a unique map Ψµ : C → Λ
εG, with Ψ−1µ dΨµ = µ and Ψµ(0) = e. We
call Ψµ a complex extended solution. If we factorize Ψµ according to Theorem 4, we obtain a map
Φµ : C→ Ω
ε
EG such that Ψµ = Φµb, with b : C→ Λ
ε
IG. Note that, since Ψµ(0) = e, we also have
Φµ(0) = e and b(0) = e.
Theorem 5. Φµ : C→ Ω
ε
EG ⊂ ΩG is a extended solution.
Proof. With respect to the Iwasawa decomposition, the Lie algebra Λεg splits into a direct sum of
Lie subalgebras:
Λεg = ΩεEg⊕ Λ
ε
Ig. (3)
Since Φµ = Ψµb
−1, we have
Φ−1µ dΦµ = Adb(µ)− db b
−1. (4)
But b takes values in ΛεIG, that is
b(z) = b0(z) + b1(z)λ+ b2(z)λ
2 + . . . (5)
for all λ ∈ Iε, so that db b
−1 takes values in ΛεIg, then by (3) and (4)
Φ−1µ dΦµ =
(
Adb(µ)
)
Ωε
E
g
. (6)
Now, µ is a 1-form on C with values in Λε−1,∞ and Λ
ε
IG acts on Λ
ε
−1,∞; in Cε we can write
µ =
∑
k>−1 µkλ
k; hence
(
Adb(µ)
)
Ωε
E
g
=
(
λ−1 − 1
)
Adb0(µ−1) +
(
λ− 1
)
Adb0(µ−1). (7)
Since µ−1 is a g
C-valued holomorphic 1-form we can write µ−1 = ξ−1dz for some holomorphic
function ξ−1 : C→ g
C; hence
Φ−1µ dΦµ =
(
1− λ−1
)
α′ +
(
1− λ
)
α′′, (8)
with
α′ = −Adb0(µ−1) = −Adb0(ξ−1)dz, (9)
that is, Φµ is an extended solution.
Then any ε-holomorphic potential µ gives rise to a harmonic map φµ : C → G with φµ(z) =
Φµ(z)(−1) and φµ(0) = Φµ(0)(−1) = e.
Remark 4. Again, by taking the limiting case of Theorem 5 as ε→ 1 we see that any holomorphic
potential µ ∈ P gives rise to a harmonic map φµ : C→ G.
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Remark 5. Set αλ = (1−λ
−1)α′+(1−λ)α′′. Let d = ∂+∂¯ and dαλ = ∂αλ+∂¯αλ , respectively, be the
type decompositions of the connections d (the trivial connection) and dαλ = d+αλ, respectively, on
C
n = C×Cn. Considering the (0, 1)-parts of equations (4) and (8), we obtain −(1−λ)α′′ = ∂¯b b−1.
This means that the gauge transformation b gauges the holomorphic structure ∂¯αλ on C
n to the
trivial holomorphic structure ∂¯ on Cn, that is, b−1∂¯αλb = ∂¯. In particular, b : (C
n, ∂¯)→ (Cn, ∂¯αλ)
is a holomorphic isomorphism.
Remark 6. Denote by Pˆ the space of all 1-forms on C satisfying the following conditions: a) µ
takes values in Λ−1,∞; b) dµ = d + µ is a flat connection; c) the (0, 1)-part of µ takes values in
Λ+g
C, the Lie algebra of Λ+G
C. Again we can integrate and apply the Iwasawa decomposition
of Remark 2 to obtain a smooth map Φµ : C → ΩG. Moreover, the arguments given to prove
Theorem 5 carry over directly to this case to prove that Φµ is also an extended solution. This
space of potentials will be useful for us in section 7.
Any harmonic map from C to G is obtained, up to left multiplication by a constant, from a
holomorphic potential µ ∈ P :
Theorem 6. Let φ : C → G be a harmonic map such that φ(0) = e. Then there exists a
holomorphic potential µ ∈ P such that φ = φµ.
Proof. Let φ : C → G be a harmonic map such that φ(0) = e. Let Φ be an extended solution
associated to φ, with Φ−1dΦ =
(
1 − λ−1
)
α′ +
(
1 − λ
)
α′′. Consider the Λ+g
C-valued (0, 1)-form
θ = −(1 − λ)α′′. The ∂¯-problem ∂¯b b−1 = θ, b(0) = e can be solved over C (see appendix of
[7]). Let b : C → Λ+G
C be the unique solution of this problem and put Ψ = Φb. We have
Ψ−1dΨ = Adb−1
(
Φ−1dΦ
)
+ b−1db. By construction we see that µ = Ψ−1dΨ is a Λ−1,∞-valued
1-form of type (1, 0) (in particular, due to Maurer-Cartan equation, µ is holomorphic) such that
φ = φµ.
5 Extended framings vs. extended solutions
In the previous sections we have seen two procedures of obtaining harmonic maps from a potential
µ: via extended solutions we get an harmonic map φ : C → G; via extended framings (if µ is a
twisted potential) we get an harmonic map φ˜ : C → G/K. We show in this section that (when µ
is a twisted potential) φ and φ˜ are essentially the same harmonic map.
Fix a twisted potential µ ∈ Pτ and integrate to obtain a complex extended solution Ψ : C →
ΛGC. This map has a unique factorization Ψ = Φb, with Φ : C → ΩG an extended solution and
b : C→ Λ+G
C. The corresponding harmonic map into G is given by φ = Φ−1 (again, we are using
the notation Φλ(z) = Φ(z)(λ)). On the other hand, we can view Ψ as a map from C to ΛτG
C and
use the decomposition of Theorem 2 to write Ψ = Φ˜b˜, where Φ˜ : C→ ΛτG is an extended framing
and b˜ : C→ Λ+B,τG
C. The corresponding harmonic map into the symmetric space G/K is given by
φ˜ = π ◦ Φ˜1. Let ι : G/K → G be the Cartan embedding. It happens that φ has values in ι(G/K)
and φ = ι ◦ φ˜. In fact: we have ι ◦ π ◦ Φ˜1 = τ(Φ˜1)Φ˜
−1
1 = Φ˜−1Φ˜
−1
1 ; however, by the uniqueness of
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the decomposition Ψ = Φb, we have Φ = Φ˜Φ˜−11 and b = Φ˜1b˜, so that ι ◦ π ◦ Φ˜1 = Φ˜−1Φ˜
−1
1 = Φ−1;
hence Φ and Φ˜ produce the same harmonic map into G/K.
6 Dressing actions and gauge transformations
Another consequence of Iwasawa-type decomposition of Theorem 4 is that it allows us to define a
natural action #ε of Λ
ε
IG on Ω
ε
EG: if g ∈ Ω
ε
EG and h ∈ Λ
ε
IG, then h#εg = (hg)E . Applying this
action pointwise, we obtain from an extended solution Φ : C → ΩG a new map h#εΦ : C → ΩG
defined by (h#εΦ)(z) = h#εΦ(z), for all z ∈ C.
Theorem 7. [3, 7, 8] h#εΦ is an extended solution.
We will recall now from [3] how these actions vary with ε. For 0 < ε < ε′ < 1 we have
injections Λε
′
I G ⊂ Λ
ε
IG and Ω
ε
EG ⊂ Ω
ε′
EG. Similarly, for 0 < ε < 1, we have ΩholG ⊂ Ω
ε
EG, where
ΩholG =
⋂
0<ε<1Ω
ε
EG. Its is easy to see that
ΩholG =
{
γ : C∗ → GC | γ is holomorphic, γ(1) = e and γ(λ) = γ
(
1/λ¯
)}
.
We have:
Theorem 8. [3] For 0 < ε < ε′ < 1, γ ∈ Λε
′
I G ⊂ Λ
ε
IG, and g ∈ Ω
ε
EG ⊂ Ω
ε′
EG, we have
γ#ε′g = γ#εg ∈ Ω
ε
EG.
Corollary 1. [3] The action of each Λε
′
I G preserves ΩholG and, for 0 < ε < ε
′ < 1, γ ∈ Λε
′
I G ⊂
ΛεIG and g ∈ ΩholG, we have γ#ε′g = γ#εg.
It follows that we can take a direct limit as ε → 0 and so obtain an action on ΩholG of the
group of germs at zero of maps C→ GC. Henceforth, we write γ#g for this action on ΩholG.
On the other hand, the holomorphic gauge group
Gε =
{
h = (h+, h−) : C→ Λ
ε
IG such that ∂¯h+ = 0
}
acts on the space Pε of ε-holomorphic potentials by gauge transformations: if µ ∈ Pε and h ∈ Gε,
then h · µ = Adh(µ) − dh h
−1 ∈ Pε. It happens that the correspondence between holomorphic
potentials and extended solutions µ→ Φµ is equivariant with respect to these actions:
Theorem 9. [3, 7] If h ∈ Gε, then Φh·µ = h(0)#Φµ.
Remark 7. The limiting case of Theorem 9 as ε→ 1 can be stated as follows:
Consider the dressing action # of Λ+G
C on ΩG corresponding to the Iwasawa decomposition
of Remark 2; let G be the holomorphic gauge group of all h : C → Λ+G
C such that ∂¯h = 0; let
µ ∈ P be a holomorphic potential. Then Φh·µ = h(0)#Φµ.
7 Adding a uniton and gauge transformations
Another well known operation for generating new extended solution from a given one was in-
troduced by Uhlenbeck [12] and is called adding a uniton. In this section we describe how this
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operation arises via gauge transformations on the holomorphic potential. More precisely: consider
a holomorphic potential µ ∈ P with associated extended solution Φµ; denote by Sµ the set of all
gauge transformations h : C → ΛGC such that h · µ = Adh(µ) − dh h
−1 is in Pˆ (see Remark 6);
each element h of Sµ gives rise to a new extended solution Φh·µ; in particular, we have G ⊂ Sµ and
Φh·µ = h(0)#Φµ if h ∈ G; next we describe the elements of h ∈ Sµ whose action on µ corresponds
to the operation of adding a uniton to Φµ.
Theorem 10. [12] Let Φ : C → ΩU(n) be an extended solution, φ : C → U(n) the corresponding
harmonic map. Write α0 =
1
2φ
−1dφ = Azdz + Az¯dz¯. Let ℓˆ be a subbundle of C
n with Hermitian
projection πˆ : Cn → ℓˆ satisfying the uniton conditions: a) πˆ⊥Azπˆ = 0; b) πˆ
⊥(∂¯πˆ + Az¯ πˆ) = 0.
Then Φ˜ : C→ ΩU(n) given by Φ˜λ = Φλ(πˆ + λπˆ
⊥) is an extended solution.
This operation of obtaining new harmonic maps from a given one is called adding a uniton in
[12]. Note that the second uniton condition means that ℓˆ is a holomorphic subbundle of Cn with
respect to the holomorphic structure ∂¯α0 .
We recall from [12] how to add a uniton to a harmonic map into a Grassmannian:
Let Gk(C
n) be the complex Grassmannian of k-planes in Cn. The unitary group U(n) acts
transitively on Gk(C
n) with stabilizers conjugate to U(k) × U(n − k). Fix a complex k-plane
V0 ∈ Gk(C
n) with stabilizer K and let π0 be the Hermitian projection onto V0. Let τ be the
involution of U(n) given by conjugation by Q0 = π0 − π0
⊥. The identity component of the fixed
set of τ is K so that Gk(C
n) is a symmetric space with involution τ . The corresponding Cartan
embedding ιk : Gk(C
n) → U(n) is given by ιk(V ) = Q0(πV − πV
⊥), where πV denotes the
Hermitian projection onto the k-plane V .
Theorem 11. [12] Suppose that ψ : C→ Gk(C
n) is a harmonic map and Φ an extended solution
associated to φ = ιk◦ψ. Let ℓˆ be a subbundle of C
n, with Hermitian projection πˆ : Cn → ℓˆ, satisfying
the uniton conditions, and such that [φ, πˆ] = 0. Then Φ˜ : C→ ΩU(n) given by Φ˜λ = Φλ(πˆ+λπˆ
⊥) is
an extended solution associated to a harmonic map ψ˜ into a Grassmannian Gk˜(C
n): Φ˜−1 = ιk˜ ◦ ψ˜.
Let ℓ be a holomorphic subbundle of (Cn, ∂¯), with Hermitian projection π. Fix a holomorphic
potential µ ∈ P . Suppose that π⊥µ−1π = 0. Define γℓ : C→ ΩG by
γℓ = π + λ
−1π⊥. (10)
This map γℓ gauges the connection dµ to the connection associated to the 1-form
γℓ · µ =
(
π + λ−1π⊥
) ( ∑
k>−1
µkλ
k
) (
π + λπ⊥
)
−
(
1− λ−1
)
dπ
(
π + λπ⊥
)
.
The coefficient in λ−2 on the right hand of this equality is zero since π⊥µ−1π = 0. Moreover, since
ℓ is a holomorphic subbundle of Cn, we have ∂¯ππ = 0; hence the (0, 1)-part of the coefficient in
λ−1 on the right hand of this equality also vanishes. Then γℓ · µ ∈ Pˆ and γℓ ∈ Sµ.
Theorem 12. Φγℓ·µ is obtained from Φµ by adding a uniton. More precisely: consider the Iwasawa
decomposition of Ψµ, Ψµ = Φµb, and the subbundle ℓˆ = b0ℓ, where b0(z) = b(z)(0), with Hermitian
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projection πˆ : Cn → ℓˆ; then ℓˆ satisfies the uniton conditions of Theorem 10 and
Φγℓ·µ = (πˆ0 + λ
−1πˆ⊥0 )Φµ(πˆ + λπˆ
⊥),
where πˆ0 is the Hermitian projection onto the fibre of ℓˆ at z = 0.
Proof. First note that Ψγℓ·µ = (πˆ0+λ
−1πˆ⊥0 )Ψµ(π+λπ
⊥), i.e., Ψ−1γℓ·µdΨγℓ·µ = γℓ·µ and Ψγℓ·µ(0) = e.
Then, to find Φγℓ·µ we have to factorize Ψγℓ·µ according to the Iwasawa decomposition. We have
Ψγℓ·µ = (πˆ0 + λ
−1πˆ⊥0 )Ψµ(π + λπ
⊥) = (πˆ0 + λ
−1πˆ⊥0 )Φµb(π + λπ
⊥)
= (πˆ0 + λ
−1πˆ⊥0 )Φµ(πˆ + λπˆ
⊥)(πˆ + λ−1πˆ⊥)b(π + λπ⊥). (11)
We claim that bˆ = (πˆ+λ−1πˆ⊥)b(π+λπ⊥) takes values in Λ+G
C. In fact, bˆ is holomorphic at λ = 0
if πˆ⊥b0π = 0 (this is the coefficient in λ
−1). But πˆ⊥b0π = 0 if and only if ℓˆ = b0ℓ, whence πˆ
⊥b0π
vanishes automatically. The invertibility follows by applying the same argument to bˆ−1. Whence
bˆ takes values in Λ+G
C. From (11) we conclude now that Φγℓ·µ = (πˆ0 + λ
−1πˆ⊥0 )Φµ(πˆ + λπˆ
⊥) (in
particular, ℓˆ satisfies the uniton conditions.)
Reciprocally, any uniton can be added via the action of some loop of the form (10) on the
holomorphic potential µ:
Theorem 13. Suppose that the subbundle ℓˆ with Hermitian projection πˆ : Cn → ℓˆ satisfies the
uniton conditions with respect to Φµ. Set ℓ = b
−1
0 ℓˆ. Then: a) ℓ is holomorphic with respect to the
trivial holomorphic structure ∂¯; b) π⊥µ−1π = 0 and c) we have Φγℓ·µ = (πˆ0+λ
−1πˆ⊥0 )Φµ(πˆ+λπˆ
⊥).
Proof. a) We have seen in Remark 5 that b : (Cn, ∂¯) → (Cn, ∂¯αλ) is a holomorphic isomorphism;
hence, ℓ is a holomorphic subbundle of (Cn, ∂¯), since ℓˆ is a holomorphic subbundle of (Cn, ∂¯α0). b)
Equation π⊥µ−1π = 0 follows directly from the first uniton condition and (9) . c) This statement
follows directly from Theorem 12.
8 Harmonic maps into Grassmannians and subbundles
As an application of the ideas of section 7, in section 9 we will be able to improve and clarify
some results presented in the unpublished second author’s doctoral thesis [10] concerning unitons
preserving finite type property of harmonic maps. Before we shall recall from [6] some relevant
facts about harmonic maps into Grassmannians:
Let N = G/K be a symmetric space with involution τ . Denote by g and k the Lie algebras
of G and K, respectively, and consider the corresponding symmetric decomposition g = k ⊕ m
into ±1-eigenspaces of the derivation of τ . Recall that, for each x = g · x0, the surjective map
g → TxN given by ξ 7→
d
dt
∣∣
t=0
exp tξ · x has the Lie algebra Adgk as kernel and so restricts to an
isomorphism Adgm → TxN . The inverse map βx : TxN → Adgm defines a g-valued 1-form β on
N , the Maurer-Cartan form of N = G/K. We denote by [m] the subbundle of the trivial bundle
g = N × g defined by [m]g·x0 = Adg(m).
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If N is actually the (matrix) group manifold G, acting on itself by right translations, then β is
just the (left) Maurer-Cartan form θ of G. Moreover:
Lemma 1. [5] If ψ : C → G/K is a smooth map and ι is the Cartan embedding of G/K into G,
then, with φ = ι ◦ ψ we have (φ−1dφ =)φ∗θ = −2ψ∗β.
Proof. In fact: let X ∈ TxG/K; then X =
d
dt
∣∣
t=0
exp tβ(X) · x so that
ι∗(X) =
d
dt
∣∣∣
t=0
τ
(
exp tβ(X)
)
ι(x) exp
(
− tβ(X)
)
= ι(x)
(
Adι(x)−1τ(β(X)) − β(X)
)
= −2ι(x)β(X);
hence ι∗θ = ι−1dι = −2β, and from this equality, by taking the pullback by ψ, we see that the
statement of this lemma holds.
Consider now the case of the Grassmannian Gk(C
n). Denote by u(n) the Lie algebra of U(n)
and take V0 ∈ Gk(C
n) as base point. The associated symmetric decomposition u(n) = k ⊕ m is
given by
kC = Hom(V0, V0)⊕Hom(V0
⊥, V0
⊥) ,
mC = Hom(V0, V0
⊥)⊕Hom(V0
⊥, V0) .
Let T → Gk(C
n) be the tautological subbundle of Gk(C
n)× Cn whose fibre at V ∈ Gk(C
n) is V
itself. With respect to the usual Hermitian structure ofGk(C
n), the Maurer-Cartan form of Gk(C
n)
restricted to the bundle of (1, 0)-vectors gives an isomorphism β(1,0) : T (1,0)Gk(C
n)→ Hom(T, T⊥).
Identify a smooth map ψ : C → Gk(C
n) with the smooth complex subbundle ψ of the trivial
bundle Cn given by setting the fibre at z equal to ψ(z) for all z ∈ C. Conversely any rank k
subbundle of Cn induces a map C → Gk(C
n). Denote the Hermitian projection onto a vector
subbundle ψ by πψ and define vector bundle morphisms A
′
ψ , A
′′
ψ : ψ → ψ
⊥ called the ∂- and ∂¯-
second fundamental forms of ψ in Cn by A′ψ(v) = πψ⊥(
∂v
∂z ) and A
′′
ψ(v) = πψ⊥(
∂v
∂z¯ ), for v a smooth
section of ψ. Note that A′ψ is minus the adjoint of A
′′
ψ⊥ . The second fundamental forms of ψ in
C
n, A′ψ and A
′′
ψ, represent, via β
(1,0), the (1, 0)-components of the partial derivatives ∂ψ and ∂¯ψ
(see [6]):
ψ∗β
( ∂
∂z
)
= ψ∗β(1,0)
( ∂
∂z
)
+ ψ∗β(0,1)
( ∂
∂z
)
= A′ψ +A
′
ψ⊥ . (12)
Comparing Lemma 1 with (12) we obtain the following formula to the derivative of φ = ι ◦ ψ in
terms of the second fundamental forms of ψ:
1
2
φ−1∂φ = −(A′ψ +A
′
ψ⊥). (13)
In this setting, the harmonicity equations can be reformulated as follows (cf. [6]): we give
each subbundle of Cn the connection induced from the trivial connection of Cn and corresponding
Koszul–Malgrange holomorphic structure; a smooth map ψ : C→ Gk(C
n) is harmonic if and only
if A′ψ is holomorphic; this holds if and only if A
′′
ψ is anti-holomorphic.
Now, given two holomorphic bundles E, F over a Riemann surface and a holomorphic bundle
morphism A : E → F , there are unique holomorphic subbundles KerA and ImA of E and F ,
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respectively, that coincide with KerA and ImA almost everywhere. Thus we can define the ∂- and
∂¯-Gauss bundles of a harmonic map ψ : C→ Gk(C
n) by G(1)(ψ) = ImA′ψ and G
(−1)(ψ) = ImA′′ψ,
respectively. These bundles also represent harmonic maps (cf. [6]). Iterating this construction we
set G(0)(ψ) = ψ, and for i = 1, 2, . . ., G(i)(ψ) = G′(G(i−1)(ψ)), G(−i)(ψ) = G′′(G−(i−1)(ψ)). The
bundle G(i)(ψ) is called the ith-Gauss bundle of ψ.
Remark 8. The harmonic map G(−1)(ψ) can be obtained by adding the uniton ℓ = kerA′ψ⊥ to ψ.
9 Unitons preserving finite type
Definition 3. [4] A harmonic map φ : C → G is of finite type if it can be obtained from an
extended solution Φµ : C → ΩG whose holomorphic potential µ = ξdz is constant of the form
ξ = λd−1η, for some odd d ∈ N, with
η ∈ Ωdg =
{
η ∈ Ωg | η =
∑
|k|≤d
ηkλ
k
}
.
It is clear that:
Theorem 14. Fix a harmonic map φµ : C → G of finite type, with µ = λ
d−1ηdz and η ∈ Ωdg.
Fix a constant subspace of Cn and let π0 : C
n → ℓ0 be the corresponding hermitian projection. If
γℓ0 = π0 + λ
−1π⊥0 is a loop in Sµ, then φγl0 ·µ is also of finite type.
Consider the vector subspace ℓ0 = ker η−d of C
n, with Hermitian projection π0; in this case, we
have π⊥0 µ−1π0 = 0, whence γℓ0 ∈ Sµ. A more concrete example of unitons preserving finite type
is given by the following theorem:
Theorem 15. If ψ : C → Gk(C
n) is of finite type, then, for each integer r, G(r)(ψ) is of finite
type.
Proof. Fix ψ(0) as base point of Gk(C
n), letK be the isotropic subgroup of U(n) associated to ψ(0)
and τ the corresponding automorphism. Let µ = ξdz ∈ Pτ be a constant τ -twisted holomorphic
potential of the form ξ = λd−1η, for some odd d ∈ N, with η =
∑
|k|≤d ηkλ
k ∈ Ωdg, associated
to ψ. Since d is odd and η is twisted, we have η−d ∈ m
C. According to the decomposition
of mC into (1, 0)-vectors and (0, 1)-vectors, mC = m+ ⊕ m−, with m+ = Hom(ψ(0), ψ(0)⊥) and
m− = Hom(ψ(0)⊥, ψ(0)), write η−d = η
+
−d + η
−
−d. Fix the vector subspace ℓ0 = ker η
−
−d. Clearly
we have γℓ0 ∈ Sµ; thus Φγℓ0 ·µ gives rise to a harmonic map of finite type. We claim that this
harmonic map is precisely the Gauss bundle G−1(ψ):
Let Ψµ be the complex extended solution associated to µ. Factorize Ψµ according to Remark
2, Ψµ = Φb. Fix an Iwasawa decomposition K
C = KB and factorize Ψµ according to Theorem 2,
Ψµ = Φ˜b˜. Since i) b˜0 takes values in B ⊂ K
C, ii) Φ˜1 frames ψ, that is, ψ = Φ˜1 · ψ(0), and iii)
b0 = Φ˜1b˜0 (cf. Section 5), we conclude that b0 : C→ Gl(n,C) also frames ψ, that is, ψ = b0 ·ψ(0).
In particular, ψ∗[mC]z = Adb0(z)(m
C) and
Hom(ψ∗T, ψ∗T⊥)z = Adb0(z)(m
+) Hom(ψ∗T⊥, ψ∗T )z = Adb0(z)(m
−) (14)
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for each z ∈ C. On the other hand, from (9) and (13) follows that
A′ψ +A
′
ψ⊥ = Adb0(η−d). (15)
Hence, from (14) and (15) we conclude that A′ψ⊥ = Adb0(η
−
−d). Thus,
kerA′ψ⊥ = kerAdb0(η
−
−d) = b0ℓ0.
Taking account Remark 8 and Theorem 12, this establishes the claim.
Iterating this argument and reversing orientation we have the result.
However, unitons do not always preserve finite type: let φ : C → Gk(C
n) be a (non-constant)
harmonic map of finite type and δ : C → Gs(C
m) a (non-constant) holomorphic map. Then
ψ = φ⊕δ : C→ Gk+s(C
n⊕Cm) is a harmonic map which is obtained from φ by adding the uniton
δ. If A′δ has singular points, the same happens to A
′
ψ = A
′
φ ⊕ A
′
δ; in this case, ψ can not be of
finite type, since equation (15) ensures that the second fundamental forms A′ψ and A
′′
ψ⊥ associated
to a harmonic map ψ : C→ Gk(C
n) of finite type have no singular points (points where the rank
of ImA′ψ drops).
Remark 9. Let {γa} be a curve in Λ
ε
IG and Φ an extended solution. Suppose lima→0 γa = γ with
γ ∈ ΛεG. The extended solution Φ˜ = lima→0
(
γa#Φ
)
need not to coincide with (γΦ)E ; thus, Φ˜ is
not, apriori, obtained by applying a dressing transformation to Φ. Following [1], we shall refer to
the procedure of obtaining Φ˜ from Φ as completion. In [12], Uhlenbeck suggested that any uniton
can be added this way. Bergvelt and Guest [1] settled negatively this conjecture and studied in
detail this procedure of completion in the case of curves in ΛεIG defined by γa = πV + ξaπ
⊥
V , where
V is a constant subspace of Cn, a ∈ C, and ξa is the rational function in λ given by
ξa(λ) =
a¯λ− 1
λ− a
1− a
a¯− 1
. (16)
We observe that if Φµ is an extended solution associated to the holomorphic potential µ ∈ P , and
V is a constant subspace of Cn such that π⊥V µ−1πV = 0 everywhere, then lima→0 γa ·µ = γ ·µ ∈ P ,
with γ = πV + λ
−1π⊥V . Hence, in this case, the completion procedure amounts to add a uniton.
In particular, we see that the unitons preserving finite type in Theorem 14 can be added via
completion.
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