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In a novel approach to quantum dynamics, we apply the tools of recurrence network analysis to the
dynamics of the quantum mechanical expectation values of observables. We construct and analyse
-recurrence networks from the time-series data of the mean photon number in a model tripartite
quantum system governed by a nonlinear Hamiltonian. The role played by the intensity-dependent
field-atom coupling in the dynamics is investigated. Interesting features emerge as a function of a
parameter characterising this intensity-dependent coupling in both the short-time and the long-time
dynamics. In particular, we examine the manner in which standard measures of network theory such
as the average path length, the link density and the clustering coefficient depend on this parameter.
PACS numbers: 05.45.T; 42.50.-p; 05.45.-a
I. INTRODUCTION
Atom optics provides an ideal platform for exploring
the rich spectrum of nonclassical effects displayed by
the state of a physical system during temporal evolu-
tion. These effects include wave packet revival phenom-
ena [1], squeezing properties of the state of the system
[2], and changes in the degree of entanglement between
the subsystems of the total system [3]. These effects have
been examined extensively in models of atom-field inter-
action in the presence of field nonlinearities as well as
intensity-dependent couplings (IDC). For instance, the
changes with time of the quadrature squeezing and en-
tropic squeezing of the state of the system or that of a
subsystem have been determined directly from relevant
tomograms [4, 5]. Sudden death of the entanglement be-
tween subsystems [3], as well as the collapse of the en-
tanglement to a constant non-zero value over a signif-
icant time-interval [5, 6], have been identified theoreti-
cally in multipartite models of radiation fields interact-
ing with atomic media. In the examples considered, the
full system is an isolated quantum system in a pure state
that evolves unitarily under a self-adjoint Hamiltonian.
Each of its subsystems, however, is effectively an open
quantum system interacting with the rest of the system.
These interactions are lossy, in general. Hence the sub-
system dynamics, governed by the appropriate reduced
density matrix, mimics that of a dissipative system. As
a consequence, the dynamics of expectation values of ap-
propriate subsystem operators could display, in princi-
ple, a wide range of interesting properties ranging from
ergodicity to exponential sensitivity.
In Ref. [6], the dynamics of a tripartite system com-
prising a Λ-atom interacting with two radiation fields
with inherent nonlinearities and field-atom IDC has been
investigated. For initially unentangled field and atom
states, the subsequent state of the system has been shown
to exhibit the full range of nonclassical effects mentioned
∗ pradip@physics.iitm.ac.in
above. In particular, the manner in which the degree
of coherence of the initial field states, the nature of
the nonlinearities in the fields, and the precise form of
IDC affect the occurrence of nonclassical features have
been examined. Over the time interval when entan-
glement collapses to a fixed non-zero value, the mean
and variance of the photon number corresponding to ei-
ther of the field modes also settle down to fixed val-
ues. A novel feature that appears in this model is the
occurrence of a bifurcation cascade. This crucially de-
pends on the form of the IDC, and the choice of the
initial field state which is a standard coherent state (CS)
|α〉 , α ∈ C. In the photon number basis {|n〉}, we have
|α〉 = e−|α|2/2∑∞0 αn |n〉 /(n!)1/2. If N = a†a is the
photon number operator corresponding to one of the two
fields, an IDC of the form f(N) = (1 + κN)1/2 leads
to a bifurcation cascade displayed by the mean photon
number, which is very sensitive to the value of the inten-
sity parameter κ (0 ≤ κ ≤ 1). This particular form of
IDC is interesting from a group-theoretic point of view,
as it interpolates between the Heisenberg-Weyl algebra
for the field operators a and a† when κ = 0, and the
SU(1, 1) algebra when κ = 1 [7]. Intermediate values of
κ correspond to a deformed SU(1, 1) operator algebra.
With very small changes in κ, the mean photon num-
ber displays very different temporal behaviour over the
same given time interval reckoned from the initial instant
of time. This varies from collapse of the mean photon
number to a constant non-zero value over the interval
mentioned, to oscillatory behaviour over that interval.
A natural question to ask is whether the long-time dy-
namics of the system is also as sensitive to the value of
κ, and if so, do any interesting correlations appear in the
dynamics over these distinctly different time scales? By
employing the tools of time-series analysis of appropriate
observables, the ergodic nature of quantum expectation
values displayed over a sufficiently long time interval has
been analysed in various quantum systems [8–10]. Treat-
ing the mean photon number as a dynamical variable,
its time series has been examined from a dynamical sys-
tems view-point in these systems, and has been shown
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2to display a rich range of ergodic behaviour that is de-
pendent on the initial state considered and on the non-
linearities that are present. However, an approach to
the long-time dynamics of such quantum systems based
on network analysis adds a new dimension to investiga-
tions of quantum dynamics. In this paper we report on
an extensive analysis based on this approach and the in-
teresting correlations between the short and long time
dynamics dictated by the IDC of the form given above.
Over the years, network analysis has become a pow-
erful tool in investigating the underlying structure and
temporal behaviour of complex classical dynamical sys-
tems [11–15]. Several methods to convert the time se-
ries of a particular classical dynamical variable into an
equivalent network exist in the literature[16–22], each
method capturing specific features of the system that
are encoded in the time series. These include, among
others, dynamical transitions in the system and topolog-
ical properties of the attractor. In particular, the anal-
ysis of the recurrence of trajectories to specific cells in
the classical phase space of dynamical variables, based
on -recurrence networks, is ideal for unravelling com-
plex bifurcation scenarios [19, 23], distinguishing between
chaotic and non-chaotic dynamics [24], tracing unstable
periodic orbits [25], defining alternative notions of frac-
tal dimensions [22], and so on. Further, this method
performs efficiently even with significantly shorter time
series (∼ 100 points) [19, 24] compared to other meth-
ods. Hence, apart from analysing model systems, -
recurrence-based network methods have found successful
applications in the analysis of nonlinear time series that
occur in widely different areas such as medicine [26, 27],
paleo-climate records [23, 24, 28], astrophysics [29], time
-dependence of available infrastructures [30], and so on.
In this work, we apply network analysis to the tripartite
quantum system mentioned earlier. An important reason
for such investigations is that large data sets are avail-
able and a network analysis most often helps to capture
the important physics buried in these sets by a judicious
choice of a considerably smaller set. This is also expected
to facilitate machine learning programs.
At present, even in quantum systems such large data
sets need to be examined. Due to the inherent nature
of a quantum system, extraction of valuable information
from quantum data sets poses a serious challenge. Sev-
eral approaches are being attempted for this purpose. For
instance, topological features that are manifest in a small
data set are identified and investigations on whether they
persist at all scales are being carried out [31]. Again, ef-
fective simplified networks have been suggested to iden-
tify crucial features of entanglement percolation in large
data sets pertaining to quantum information processing
(see, for instance, [32–34]).
In all quantum systems the outcomes of measurement
are the expectation values of appropriate quantum ob-
servables, and hence these play the role of dynamical
variables. In this paper we therefore take the approach
that large data sets such as long time-series of quan-
tum observables can be effectively managed through net-
work analysis where a significantly smaller set of values
from the time-series are selected. We identify appropriate
measures from network theory which capture the essence
of the dynamics of the tripartite quantum system consid-
ered.
The plan of the rest of the paper is the following:
We first summarise the relevant features of the quan-
tum model. We then comment briefly on the short-time
bifurcation cascade of the mean photon number as the
intensity parameter is varied over a range of values. This
is followed by an outline of the details of the procedure
used to construct the network from the time series. We
then examine important properties of the network such
as the average path length, the link density and the clus-
tering coefficient in order to assess how the long-time be-
haviour of the mean photon number depends on κ. The
main new feature that emerges is the strong correlation
of this dependence with the κ-dependence revealed in the
bifurcation cascade.
II. THE QUANTUM MODEL
The tripartite quantum system considered here com-
prises a Λ-atom in a cavity, interacting with a probe field
F1 and a coupling field F2 with frequencies Ω1 and Ω2 re-
spectively. The field annihilation and creation operators
corresponding to Fi (i = 1, 2) are ai and a
†
i . The three
atomic energy eigenstates are denoted by |j〉 (j = 1, 2, 3)
(see Fig. 1).
FIG. 1: Schematic diagram of the Λ system.
F1 and F2 induce the |1〉 ↔ |3〉 and |2〉 ↔ |3〉 transi-
tions respectively, while the transition |1〉 ↔ |2〉 is dipole-
forbidden. The Hamiltonian incorporating field nonlin-
earities and atom-field intensity-dependent couplings is
(setting ~ = 1)
H =
3∑
j=1
ωjσjj +
2∑
i=1
{
Ωi a
†
iai + χi a
†2
i a
2
i
+ λi
[
ai f(Ni)σ3i + f(Ni) a
†
i σi3)
]}
. (1)
σjk = |j〉 〈k| are the Pauli spin operators, and {ωj} are
positive constants. χi represents the strength of the non-
linearity in Fi, and λi is the atom-field coupling param-
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FIG. 2: 〈N1〉 versus τ for different values of κ. Initial state |1;α;α〉 , |α|2 = 25, χ/λ = 5.
eter corresponding to the |3〉 ↔ |i〉 transition (i = 1, 2).
The IDC f(Ni) = (1 + κiNi)
1/2, where Ni = a
†
iai.
We denote by {|n〉} and {|m〉} (n, m = 0, 1, 2, · · · ) the
photon number bases corresponding respectively to the
fields F1 and F2. The fields are initially taken to be in the
CS |α〉, and the atom in the state |1〉. The initial state
|ψ(0)〉 of the full system is therefore a superposition of
product states |1〉⊗|n〉⊗|m〉. The state |ψ(t)〉 at any time
t > 0 is obtained by unitary evolution of |ψ(0)〉 governed
by the Hamiltonian H. The space of the parameters in
H is quite rich. For simplicity, we shall set λ1 = λ2 = λ
and χ1 = χ2 = χ. Further, we work with zero detuning,
i.e., we set ω3 − ωi − Ωi = 0, (i = 1, 2), and κ2 = 0. In
the rest of this paper, we drop the suffix and denote κ1
by κ.
III. SHORT-TIME BEHAVIOUR OF THE MEAN
PHOTON NUMBER
We have investigated the temporal evolution of the sys-
tem in the strong nonlinearity regime, setting χ/λ = 5,
for different values of |α|2 (the initial value of the mean
photon number). We first consider |α|2 = 25. As re-
ported earlier [6], the mean photon number exhibits an
interesting bifurcation cascade as κ is varied from 0 to 1
(Fig. 2). The entanglement collapse from approximately
3000 to 9000 units of scaled time τ (= λt) for κ = 0 is
replaced by a ‘pinched’ effect over that same interval for
κ = 0.002. In contrast, for κ = 0.0033 there is a signif-
icantly larger spread in the range of values of the mean
photon number, and the pinch seen for lower values of κ
is absent. The qualitative behaviour of the mean photon
number for κ = 0.005 is very similar to that which arises
for κ = 0.002. Thus κ = 0.0033 is a special value (for the
given values of χ/λ and |α|2). With further increase in κ,
an oscillatory pattern in the mean photon number takes
over, the spacing between successive crests and troughs
diminishing with increasing κ. This feature persists up
to κ = 1.
The range 0 < τ . 10000 suffices to capture all these
dynamical features (including the bifurcation cascade in
the dynamics of 〈N1〉). Hence we regard this range as
the short-time regime in this model.
As far as the long-time dynamics is concerned, we dis-
card the interval 0 < τ . 10000 and consider the range
10000 . τ . 35000, well past the interval of the cascade.
We have verified that the upper bound of ∼ 35000 suffices
to capture the dynamical features (such as the maximal
Lyapunov exponent) deduced by time-series analysis go-
ing up to τ = 300000. The interval 10000 < τ . 35000 is
therefore regarded as a long-time regime as far as network
analysis is concerned.
In the sections that follow we establish that the long-
time dynamics of the system is also very sensitive to small
changes in κ, and that once again κ = 0.0033 is a spe-
cial value. Such a correspondence between the short and
long time dynamics exists for all sufficiently large values
of |α|2. The investigation of the long-time dynamics is
based on converting the long time series data of the mean
photon number into a network.
IV. RECURRENCE NETWORKS
We begin with a brief description of network construc-
tion from a time series[11], in the context of the spe-
cific system of interest here. As mentioned earlier, for
each value of κ, we obtain a long time series {s(i)}
(i = 1, 2, · · · , N , where N = 25000) in the interval
10000 ≤ τ < 35000. The range of variation of {s(i)}
naturally depends on the value of κ. In order to facil-
itate comparison between the various time series {s(i)}
obtained for different values of κ, each of them is rescaled
to fit into the unit interval [0, 1]. Now consider any one
of the time series, denoted by {y(i)}.
The quantum mechanical subsystem we consider is ef-
fectively dissipative. Observed over a sufficiently long
time, the dynamics appears to settle down in a very
localised region of the relevant ‘phase space’, that we
loosely term an attractor. It has been demonstrated[35]
in the network analysis of classical systems that the con-
version of {y(i)} into a uniform deviate time series {u(i)}
stretches the attractor in all directions to fill the unit
interval optimally, without affecting the dynamical in-
variants, and provides better convergence of data points.
This procedure is considered to be helpful from a com-
putational viewpoint, and so we adopt it. For each y(i),
if n(i) is the number of data points ≤ y(i), the uniform
deviate time-series is given by u(i) = n(i)/N .
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FIG. 3: Left to right: Attractors for κ = 0.0032, 0.0033 and 0.0034, respectively. (a) Top: rescaled time series
{y(i)}. (b) Bottom: uniform-deviate time series {u(i)}. (τ = dimensionless time, td = time delay.)
Next, employing the strategy described for carrying
out the time-series analysis for networks [15], a suitable
time delay td is identified. This is the first minimum of
the time-delayed mutual information. An effective phase
space of dimensions demb( N) is reconstructed from
{u(i)} and td. In this phase space we then have a total
of N ′ = N − (demb − 1)td state vectors xj (1 ≤ j ≤ N ′)
given by
xj = [u(j), u(j + td), · · · , u(j + (demb − 1)td)]. (2)
The dynamics takes one state vector to another and
phase trajectories arise. The phase space is divided into
cells of a convenient size  (see below). The recurrence
properties of the phase trajectories are quantified with
the help of the (N ′ ×N ′) recurrence matrix R with ele-
ments
Rij = Θ(− ‖ xi − xj ‖), (3)
where Θ denotes the unit step function and ‖ ·· ‖ is the
Euclidean norm. R is a real symmetric matrix with each
diagonal element equal to unity. The adjacency matrix is
defined as A = R−I, where I is the (N ′×N ′) unit matrix.
Two state vectors (nodes) xi and xj (i 6= j) are connected
iff Aij = 1. The network is therefore comprised of links
between such connected nodes.
Since the recurrence matrix depends on , the network
and its properties are sensitive to the value of . It is
therefore necessary to choose  appropriately. Too small
a value of  makes the network sparsely connected, with
an adjacency matrix that has too many vanishing off-
diagonal elements. On the other hand, too large value
a of  would imply that all the non-diagonal elements of
A are unity, and the small-scale properties of the system
cannot then be captured. An optimal choice of the value
of  (= c, say) must therefore be made. Numerous meth-
ods have been suggested in the literature for obtaining c
[35–38]. Here we take the approach[38] summarised be-
low.
Consider the Laplacian matrix L = D − A, where D
is a diagonal matrix with elements Dij = δij ki (no sum-
mation over i) and ki =
∑N ′
j=1Aij , the degree of the
node i. L is a real symmetric matrix, and each of its
row sums vanishes. Together with the Gershgorin circle
theorem (see, e.g., [39]), these properties imply that the
eigenvalues of L are real, non-negative, and that at least
one of the eigenvalues is zero. The recurrence network is
fully connected if there is a single zero eigenvalue, and
the second-smallest eigenvalue l2 is positive. By calcu-
lating l2 for different values of , the smallest value of 
for which l2 > 0 is ascertained. We denote this value by
c.
In Fig. 3 we illustrate the manner in which the con-
version of the merely rescaled time-series {y(i)} into a
uniform deviate time-series {u(i)} stretches the attrac-
tor. Consider the case when |α|2 = 25. We know already
from the short-term dynamics that κ = 0.0033 is a spe-
cial value in this case. The figure displays the attractor
plots for κ = 0.0032, 0.0033, and 0.0034 respectively. It
is evident that in the long-time dynamics, too, the plots
for κ = 0.0033 are quite distinct from those for even very
slightly different values of κ.
In Table I, we list the numerical values of td, demb and
c for different values of κ, calculated from {u(i)}. We
see that as κ increases, td decreases while demb increases
gradually. We note also that the value of c is minimum
for κ = 0.0033.
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FIG. 4: (a) APL, (b) LD, (c) CC and (d) Transitivity versus  for different values of κ.
TABLE I: td, demb and c for different values of κ.
κ td demb c
0 8 3 0.025
0.0012 7 3 0.030
0.0032 7 3 0.025
0.0033 7 3 0.020
0.0034 7 3 0.025
0.07 4 3 0.060
0.1 3 6 0.200
V. NETWORK ANALYSIS
We now proceed to investigate the details of the net-
works obtained in the foregoing for different values of κ.
We have estimated the average path lengths, link densi-
ties, clustering coefficients, transitivities, degree distribu-
tions and assortativities which characterise the dynam-
ics underlying generic networks. (For ready reference we
state the definitions of some of these quantities[11, 14,
15, 40] which are relevant to our present purposes.) The
sensitivity of the network to the value of κ is also exam-
ined.
The average path length APL (or the characteristic
path length) of a network of P nodes is given by
APL = 1/[P (P − 1)]
P∑
i,j
dij , (4)
where dij is the shortest path length connecting nodes i
and j. The link density LD of the network is defined as
LD = 1/[P (P − 1)]
P∑
i
ki, (5)
where ki is the degree of the node i (defined earlier). The
local transitivity characteristics of a complex network are
quantified by the local clustering coefficient, which mea-
sures the probability that two randomly chosen neigh-
bours of a given node i are directly connected. For finite
networks, this probability is given by
Ci = 1/[ki(ki − 1)]
P∑
j,k
Ajk Aij Aik. (6)
The global clustering coefficient (CC) is defined as the
arithmetic mean of the local clustering coefficients taken
over all the nodes of the network, i.e.,
CC = (1/P )
P∑
i
Ci. (7)
The transitivity T of a network is defined as
T =
∑P
i,j,k Aij Ajk Aki∑P
i,j,k Aij Aki
. (8)
The dependence of APL, LD, CC and transitivity on
 (where  ≥ c) for |α|2 = 25 is shown in Fig. 4. For
all values of κ, APL decreases (Fig. 4(a)) and LD in-
creases (Fig. 4(b)) with increasing . This is to be ex-
pected: the number of links in the networks increases
with increasing , and this results in shorter average path
length, and larger link densities. However decrease in CC
for sufficiently large  indicates that the closed loops in
the network do not increase significantly. In the recon-
structed dynamics this would suggest that periodic orbits
are few, and ergodic and/or long-period trajectories are
more prevalent. An interesting feature is that both CC
and transitivity are very sensitive to the value of κ. For
values close to 0.0033 the manner in which these change
with  is distinctly different from that for other values of
κ (Figs. 4(c)and (d)). Further, both these measures pass
through a maximum for κ = 0.0033, attaining a value
that is significantly larger than that in all other cases.
Thus we have identified that CC and transitivity cap-
ture the uniqueness of the value κ = 0.0033. We have
verified that like APL and LD the degree distribution
and assortativity are also not good indicators. For com-
pleteness, we have reported the degree distribution for
|α|2 = 25 and for different values of κ (Figs. 6(a)-(d)).
With changes in the values of |α|2 these conclusions do
not change.
We have carried out extensive numerical investigations
of the dynamics as a function of κ for different values of
|α|2, confirming in each case that the special value of κ
identified in the short-time dynamics retains its distinct
nature in the long-time dynamics as well, as reflected in
the clustering coefficient obtained from -recurrence net-
work analysis. The pinching effect in the neighbourhood
of the special value of κ is evident in Figs. 5(a)-(c) de-
picting the short-time dynamics for |α|2 = 20, 25 and 30,
6 0
 2500
 5000
 7500
 19.95
 20
κ = 0
κ = 0.0025
κ = 0.0066
κ = 0.01(a)
τ 
κ
〈N1〉
 0
 4000
 8000
 12000
 24.95
 25
(b)
κ = 0
κ = 0.002
κ = 0.0033
κ = 0.006
τ 
κ
〈N1〉
 0
 5000
 10000
 15000
 29.95
 30
κ = 0
κ = 0.0015
κ = 0.0024
κ = 0.0035(c)
τ 
κ
〈N1〉
 0.5
 0.55
 0.6
 0.65
 0  0.02  0.04  0.06  0.08  0.1
(d)
CC
κ
 0.55
 0.6
 0.65
 0  0.005  0.01
 0.5
 0.55
 0.6
 0.65
 0.7
 0  0.02  0.04  0.06  0.08  0.1
(e)
CC
κ
 0.55
 0.6
 0.65
 0.7
 0  0.005  0.01
 0.55
 0.6
 0.65
 0.7
 0.75
 0  0.02  0.04  0.06  0.08  0.1
(f)
CC
κ
 0.55
 0.65
 0.75
 0  0.005  0.01
 0.5
 0.55
 0.6
 0.65
 0.7
 0  0.02  0.04  0.06  0.08  0.1
(g)
Tr
an
sit
ivi
ty
κ
 0.55
 0.6
 0.65
 0  0.005  0.01
 0.5
 0.55
 0.6
 0.65
 0.7
 0  0.02  0.04  0.06  0.08  0.1
(h)
Tr
an
sit
ivi
ty
κ
 0.5
 0.55
 0.6
 0.65
 0.7
 0  0.005  0.01
 0.55
 0.6
 0.65
 0.7
 0.75
 0  0.02  0.04  0.06  0.08  0.1
(i)
Tr
an
sit
ivi
ty
κ
 0.55
 0.6
 0.65
 0.7
 0.75
 0  0.005  0.01
FIG. 5: Top panel: 〈N1〉 versus τ for different values of κ, with |α|2 equal to (a) 20, (b) 25 and (c) 30. Clustering
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FIG. 6: Degree distribution for |α|2 = 25 with κ equal
to (a) 0, (b) 0.0033, (c) 0.01, and (d) 0.1.
respectively. The corresponding dependence of CC and
transitivity on κ for fixed c is shown in Figs. 5(d)-(i).
(The precise value of c obviously depends on the value
of κ). The spectacular feature that once again emerges is
that at precisely these values of κ (= 0.0066, 0.0033 and
0.0024 respectively for |α|2 = 20, 25 and 30) obtained
from the appearance of the bifurcation cascade, the cor-
responding clustering coefficient is at its maximum (Figs.
5(d)-(f)). The insets in Figs. 5(d)-(i) highlight the peaks
in both CC and transitivity at the special values of κ for
different values of |α|2.
An understanding of the bifurcation cascade and the
importance of the special value of κ can be obtained by
first considering the classical Duffing equation which de-
scribes an externally driven beam supported in a frame,
on which an axial compressive force P and a horizon-
tal harmonic excitation force f cos(ωE t) act. (See Ref.
[41], p. 738, Fig. 10.5.1.) Sensitivity to parameter values
is manifested via a series of bifurcations.
We draw attention to the ‘imploding sombrero’ and
the oscillatory behaviour (ibid., p. 745, Fig. 10.5.6) that
this cubic nonlinearity produces. In our system the beam
with its two arms and the connecting cross-bar is anal-
ogous to the three-level atom. The two external forces
(one on each arm and the cross-bar) are analogous to the
two fields that interact between two levels of the three-
level atom. However the nature of the square-root non-
linearity in the quantum system renders the situation
more complex and movement from the imploding som-
brero (the pinch-effect) to oscillations is through a sig-
nificant increase in fluctuations at the special value of κ.
Thus this value separates two types of behaviour, and is
therefore important in the quantum dynamics of the sys-
tem considered. The reconstructed long-term dynamics
also highlights this special value as CC and transitivity
maximise at that value.
7VI. CONCLUDING REMARKS
We have applied the ideas of -recurrence network the-
ory to analyse the long-time dynamics of an observable in
a generic model of a tripartite quantum system: a three-
level atom interacting with two initially coherent radi-
ation fields. In its short-time dynamics, this observable
(the mean photon number 〈N1(t)〉 of one of the fields) ex-
hibits a bifurcation cascade as a function of the parame-
ter κ that characterises an intensity-dependent atom-field
coupling or interaction. This feature enables the identifi-
cation of a special value of κ. In oder to study the long-
time dynamics of the same observable, we have carried
out a detailed analysis of the time series of 〈N1〉 by creat-
ing an appropriate -recurrence network from the series.
We then find that this specific value of the bifurcation
parameter κ also plays a special role in the long-time dy-
namics. The inference is corroborated by the behaviour
of the clustering coefficient obtained from the network.
It would be interesting to investigate the counterparts of
the foregoing features in the dynamics of other systems,
including multipartite ones.
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