We present a new view onto the successive approximations' approach in study of the two-point nonlinear fractional boundary value problems. In order to reduce the original problem and further construct its approximate solution we use the co-called 'freezing' technique and the dichotomy-type approach. These lead to improvement of the sufficient conditions for application of the aforementioned method and sharpen the obtained estimates.
Introduction
The fractional differential equations have been waking a high interest during the last decades. The variety of their applications in biology, physics, engineering and economics lead to development of the proper and precise techniques to study behavior of solutions of the aforementioned equations and their systems.
Particular attention is paid to the class of nonlinear fractional boundary value problems (FBVPs), since construction of their exact solutions may be impossible or one may face computational difficulties trying to find their analytical representation. However, the high precise constructive methods of approximation of solutions may help to simplify and even solve this task.
Is the current paper we give a new view on the successive approximations approach, recently used in study of the FBVPs for periodic and c Year Diogenes Co., Sofia pp. xxx-xxx Cauchy-Nicoletti type boundary conditions (see [2] - [5] ). An original 'freezing' technique, initially suggested for the nonlinear systems of ordinary differential equations (see discussions [8] , [7] ), and a dichotomy-type approach (see [9] , [10] ) lead to investigation of solutions of two 'model'-type FBVPs, containing some artificially introduced parameters. The approximate solutions of these problems are constructed analytically, while the numerical values of parameters are determined as solutions of the so-called 'bifurcation' equations.
It should be emphasized that the suggested in this paper technique for study of the FBVPs allows us to improve the applicability conditions of the successive approximations approach and to essentially sharpen the estimates, obtained in the earlier papers (see [2] - [5] ).
Problem setting
Consider a two-point nonlinear boundary-value problem for a system of fractional differential equations (FDEs)
for some p ∈ (0, 1), where C a D p t is the generalized Caputo fractional derivative with lower limit at a (see [12, Definition 1.8] , [11, Definition 2.3] ) f : G f → R n is a continuous vector-function and G f := [a, b] × D, D ⊂ R n is a closed and bounded domain, subjected to the two-point boundary constraint g(x(a), x(b)) = 0, (2.2) where g : D × D → R n is a continuous function.
Together with the FBVP (2.1), (2.2) we study two 'model'-type FBVPs with separated two-point linear boundary conditions
where z, λ, η ∈ R n are considered as parameters.
The problem is to find a continuous function x : [a, b] → D satisfying the system of FDEs (2.1) and the nonlinear boundary conditions (2.2).
assigning them values of solution x of the FBVP (2.1), (2.2) at the points t = a, t = a+b 2 , t = b: The following lemmas hold.
Then for all t ∈ [a, b] the following estimate is true:
5)
where
and Γ(·) is the Gamma-function.
Proof. The direct calculations show that
Note, that we could omit the absolute value for some terms under the integrals, since 
7)
where α 0 (·, τ, I) = 1 and α 1 (·, τ, I) defined by formula (3.6) .
Then the following estimate holds:
,
Proof. Let us first estimate α 1 (t, τ, I). Indeed, using its explicit form (3.6) we get:
.
For m = 2 from the recurrent formula (3.8) we obtain:
Suppose that for (m − 1) the estimate
is true, and let us prove it in the case of m. The direct calculations show that α m (t, τ, I)
The last inequality proves lemma. ✷
Successive approximation techniques on the half intervals
with the zero-approximation to the exact solution given by
Similarly to the FBVP (2.3), (2.4) we assume that for the problem
and construct an appropriate sequence of functions
5)
where the zero-approximation to the exact solution is 
an inequality holds r(Q u ) < 1. (3.9)
(3) The limit function (3.9) satisfies boundary conditions
and is a unique solution of an integral equation
in the domain D u , i.e. it is a solution of the corresponding Cauchy problem for a perturbed system of FDEs:
13)
where ∆ : D a × D a+b 2 → R n is a mapping given by formula:
The following error estimation holds:
15)
where I n is the n-dimensional unit matrix.
Proof. Simple calculations show that the first statement of the theorem holds, i.e. all functions of the sequence (3.2) are continuous and satisfy the parametrized boundary restrictions (2.4). Now we prove that for all m ∈ N functions u m of the sequence (3.2) will remain in its domain of definition, i.e. the iteration process can last infinitely long. For this purpose let us estimate the differences d 0 m (t, z, λ) := |u m (t, z, λ) − u 0 (t, z, λ)|, m ∈ N, where functions u m (·, z, λ) and u 0 (·, z, λ) are defined by formulas (3.2), (3.3). We get From the inequality (3.16) for m = 0 we already obtained an estimate
Computations show that for the general case of the iteration step m one gets d m m+1 (t, z, λ)
(3.17) In view of the inequality (3.17) 
This means that
where O n is the zero n-dimension matrix. Passing in (3.18) to the limit for j → ∞, we get the estimate (3.15). Moreover, according to the Cauchy criteria the sequence of functions {u m (·, z, λ)}, defined by the iterative formula (3.2), is uniformly convergent in the domain G u to the limit function u ∞ (·, z, λ).
Since all functions of the sequence (3.15) satisfy two-point parametrized boundary conditions (2.4), the limit function u ∞ (·, z, λ) also satisfied them.
Analogically to Theorem 1 in [2] it is easy to show, that letting m → ∞ in the relation (3.2), the limit function (3.9) is the solution of the integral equation (3.11), i.e. it is a unique solution of the Cauchy problem (3.12), (3.11) with the perturbation term ∆(z, λ) defined by (3.14) .
✷ Under similar to Theorem 3.1 conditions one can prove convergence of the sequence of functions v m (·, λ, η), i.e. theorem holds. 
an inequality holds
Then for arbitrary pair of vector parameters (λ, η) ∈ D a+b 2 × D b :
(1) All functions of the sequence are continuous on the interval a+b 2 , b and satisfy the separated boundary conditions (2.6).
(2) The sequence of functions (3.5) for t ∈ a+b 2 , b converges uniformly as m → ∞ to its limit function v ∞ (t, λ, η) = lim m→∞ v m (t, λ, η).
(3.21) and is a unique solution of an integral equation
in the domain D v , i.e. it is a solution of the corresponding Cauchy problem for a perturbed system of FDEs:
where Θ : D a+b 2 × D b → R n is a mapping, given by formula:
Proof. The proof is similar to the aforementioned Theorem 3.1. ✷ Remark 3.1. Theorem 3.1 and 3.2 guarantee that under assumed conditions functions we obtain a well defined continuous function x ∞ (·, z, λ, η), which at the point t = a+b 2 attains the value
Main result
Let us now study two fractional initial value problems (FIVP) with some constant perturbation vector terms:
where µ u = col(µ u 1 , µ u 2 , . . . , µ u n ), µ v = col(µ v 1 , µ v 2 , . . . , µ v n ) ∈ R n we will call 'control parameters'. and
instead of the exact one. Here ∆ m : D a ×D a+b
Using our conclusions about function x ∞ (·, z, λ, η) given by (3.29), it is natural that its m-th approximation will be defined as
where the sequences of function u m (·, z, λ), v m (·, λ, η) have the form (3.2), (3.5) accordingly. Proof. Since the functions u m (·, z, λ) and v m (·, λ, η), defined by the successive approximations 3.2, 3.5, satisfy the consistency condition
it follows that Due to assumptions of the theorem, parameters z, λ, η satisfy the socalled 'bifurcation equations' (5.1), (5.2) . This means that (5.6), (5.7) may be simplified to the form The fact, that this function is also continuous at all the other points follows straightforward from its definition. ✷
