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Abstrak 
Kondisi sebuah ruangan pada suatu lahan dapat mempengaruhi tingkat huni ruangan tersebut. Kondisi ini dipengaruhi 
oleh beberapa faktor, antara lain temperatur, cahaya matahari, serta kelembapannya. Kita tidak akan mengerti dengan 
pasti faktor apa yang paling mempengaruhi kondisi sebuah lahan. Salah satu contoh metode yang sering digunakan 
untuk klasifikasi data yaitu Support Vector Machine (SVM) dan Naive Bayes. Dengan memproses data melalui atribut 
yang ada, akan dihasilkan keputusan di kelas mana data tersebut berada. Dengan begitu kita dapat menghitung tingkat 
keakurasian kedua metode tersebut terhadap suatu studi kasus. Melalui penelitian yang telah dilakukan, menghasilkan 
akurasi dengan menggunakan SVM lebih besar dibanding dengan Naive Bayes berdasarkan data okupansi lahan yang 
dipengaruhi oleh cuaca. 
Kata kunci: Support Vector Machine, Naive Bayes, Okupansi 
 
Abstract 
The condition of a room on a land can affect the occupancy rate of the room. This condition is influenced by several 
factors, including temperature, sunlight, and humidity. We will not understand exactly what factors most affect the 
condition of a land. One example of a method often used for data classification is Support Vector Machine (SVM) and 
Naive Bayes. By processing the data through an existing attribute, a decision will be made in the class where the data 
is located. That way we can calculate the level of accuracy of both methods against a case study. Through research 
that has been done, it produces accuracy by using a larger SVM compared to Naive Bayes based on weather-affected 
land occupancy data. 
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1. Pendahuluan 
 
Kondisi sebuah lahan bangunan atau ruangan untuk dapat dihuni dipengaruhi oleh beberapa faktor-faktor alam 
yang secara natural mempengaruhi kondisi lahan bangunan atau suatu ruangan. Dengan mempelajari kumpulan data 
dari faktor-faktor tersebut, kita dapat mengklasifikasikan data-data tersebut untuk mengambil keputusan. Hasil 
pengklasifikasian data tersebut menghasilkan pengkelompokan data kedalam sebuah kelas. Dari studi kasus tersebut, 
kita akan mencoba mengklasifikasikan data-data tersebut dengan menggunakan SVM dan Naive Bayes. Bagaimanakah 
performansi SVM dan Naive Bayes dalam mengklasifikasikan data okupansi lahan tersebut. Metode manakah yang 
memiliki tingkat akurasi yang lebih baik. Banyak penelitian yang sebelumnya telah menerapkan metode Naive Bayes 
dan SVM dalam pengklasifikasian data [1] [2]. SVM adalah sebuah metode yang menggunakan persamaan hyperplane 
dalam memisahkan dua kelas data dengan menentukan margin terbesar antara data-data terluar [3]. Naive Bayes 
merupakan metode klasifikasi dengan menghitung probabilitas kemunculan data dalam suatu kelas [4]. 
 
2. Perancangan 
 
2.1 Blok Proses 
Alur sistem yang digunakan dalam penelitin ini adalah: 
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2.2 Data Set 
Data set yang digunakan berupa enam atribut dan dua kelas (satu atribut sebagai kelas). Jumlah data latih 
yang digunakan sebanyak 8143 baris data dan data uji sebanyak 2665 baris data. Data set yang digunakan dapat 
diunduh pada [5]. Contoh data yang digunakan: 
 
Gambar 2.2 Data set 
 
2.3 Confusion Matriks 
Confusion matriks akan digunakan dalam mengkelompokan data klasifikasi kedalam empat bagian, dan akan 
digunakan untuk menghitung besar akurasi pengujian.  
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Gambar 2.1 Diagram Blok Proses 
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Tabel 2.1 Confusion Matriks 
 0 1 
0 TN FP 
1 FN TP 
Keterangan: 
TN = True Negative 
FP = False Positive 
FN= False Negative 
TP = True Positive 
 
Tingkat akurasi pengujian akan dihitung dengan rumus: 
 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =
𝑇𝑁 + 𝑇𝑃
𝑃 + 𝑁
=
𝑇𝑁 + 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 
(2.1) 
 
3. Pembahasan 
 
3.1 Hasil klasifikasi Naive Bayes 
Dari hasil pengujian dengan menggunakan metode Naive Bayes, didapatkan hasil: 
Tabel 3.1 Hasil klasifikasi Naive Bayes 
 0 1 
0 1638 55 
1 6 966 
 
Dari hasil tersebut dihasilkan tingkat akurasi Naive Bayes sebesar 0.9771 
3.2 Hasil klasifikasi SVM 
Dari hasil pengujian dengan menggunakan metode SVM, didapatkan hasil: 
Tabel 3.2 Hasil klasifikasi SVM 
 0 1 
0 1638 55 
1 2 970 
 
Dari hasil tersebut dihasilkan tingkat akurasi Naive Bayes sebesar 0.9786 
3.3 Visualisasi Data 
Dari hasil pengujian diatas dapat terlihat bahwa perbedaan kedua metode tersebut terletak pada hasil FN dan 
TP. Metode Naïve Bayes gagal mengklasifikasikan empat data dari data uji. Untuk dapat mengambil kesimpulan, 
penulis menggunakan visualisasi dua dimensi dengan menggunakan program matlab. Alasan mengapa digunakan 
visualisasi dua dimensi agar data yang ditampilkan dapat terlihat jelas. 
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 Gambar 3.1 Visualisasi dengan matlab 
 Dari gambar diatas, diperlihatkan posisi data ketika dilakukan pengujian dengan menggunakan metode SVM. 
Data berwarna biru yang berada jauh dengan kumpulan data lain adalah data yang gagal diklasifikasikan dengan 
metode Naïve Bayes. Data tersebut yang seharusnya berada pada kelas 1, namun dihasilkan sebagai kelas 0 oleh Naïve 
Bayes. Hal ini dikarenakan posisi data yang sangat jauh dengan posisi kelas 1 dari data training yang menghasilkan 
nilai rata-rata serta standar deviasi untuk kelas 1. Serta adanya beberapa data latih outlier yang mempengaruhi hasil 
pengklasifikasian, sehingga data tersebut diklasifikasikan sebagai kelas 0 oleh Naïve Bayes. 
4. Kesimpulan 
Dari hasil pengujian yang dilakukan dengan menggunakan dua metode yaitu SVM dan Naive Bayes, terlihat 
bahwa metode SVM memiliki tingkat performansi yang lebih besar daripada Naive Bayes dengan perbedaan tingkat 
akurasi sebesar 0.0015. Hal ini dikarenakan ketidakmampuan Naive Bayes dalam mengatasi masalah data outlier. Data 
outlier sangat berpengaruh dalam perhitungan parameter yang akhirnya menyebabkan turunnya performansi Naive 
Bayes. 
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