In this paper we study the structure of the graded ring of projective invariants of n ordered points on the projective line CP 1 . A theorem of Kempe (1894) [Ke], see also [Howe] and [KR], states that the graded ring R of projective invariants is generated by elements of lowest degree. We give a new proof of this theorem using a toric degeneration. Our main theorem implies that the ideal of relations in the lowest degree elements is generated by quadratic relations if n is odd and by relations of degrees two, three, and four if n is even. We also show that R is not a complete intersection except for n ≤ 4 and n = 6.
Introduction
The computation of the graded ring of projective invariants of unordered points was one of the source problems of invariant theory "This is an amazingly difficult job, and complete success was achieved only for n ≤ 6" 1 . Later, "by an extraordinary tour de force" (Mumford, loc. cit.) Shioda [Sh] dealt with the case n = 8. However in 1894 Kempe, see [Ke] , proved that for the case of n ordered points that the lowest degree invariants generate the ring of invariants. This paper was said by R. Howe in [Howe] , pg. 156, to be the "deepest result" of classical invariant theory Date: March 6, 2008 . *The first two authors were partially supported by NSF grant DMS-0104006 and Ravi Vakil was partially supported by NSFCARERR/PECASE Grant DMS-0228011, an AMS Centennial Fellowship and an Alfred P. Sloan Research Fellowship. 1 D. Mumford Geometric Invariant Theory, Ergebnisse der Mathematik und Ihrer Grenzgebiete vol. 34 Third Enlarged Addition, Springer, pg.77 1 (in the sense that it is the only result that Howe could not prove from standard constructions in representation theory). We also consider the space of weighted points on CP 1 . Let the i-th point be weighted by r i and let r = (r 1 , . . . , r n ) ∈ (Z + ) n . Let R r denote the ring of projective invariants. It is natural to consider weighted points since the weights parametrize the very ample line bundles of (CP 1 ) n . The space of weighted points (even for real weights) was considered in [DM] . In their theory the weights are the parameters for the hypergeometric function. We will see below another reason (coming from Euclidean geometry) why introducing weights is natural (the weights are the sidelengths of the moduli space M r of polygonal linkages in Euclidean three-space).
We first observe that Kempe's Theorem remains true for all integral weights. Our main result is the computation of the relations of the ring of invariants.
Theorem 1.1. Let r = (r 1 , . . . , r n ) be a tuple of positive integers.
(1) The ring R r is generated by the invariants of lowest degree.
(2) The ideal of relations in these generators is generated by relations of degree four and less.
(3) Suppose all the weights r i are even. Then the ideal of relations is generated by quadratic relations. (4) If each r i = 1 and n is odd then the ideal of relations is generated by quadratic relations. (5) If each r i = 1 and n is even then the subring of elements of even degree is isomorphic to R s where s = (2, 2, . . . , 2) ∈ Z n and hence by (3) the ideal of relations is generated by quadratic relations.
Remark 1.2. If |r| = i r i is odd (in particular the case that n is odd and each r i = 1) then there are no nonzero invariants of odd degree. There are always nonzero invariants of even degree, however, and so the lowest degree nonzero invariants in this case are degree two. Consequently the relations (which are technically of degree four) are generated by quadratic relations in the degree two generators. On the other hand if |r| is even then the degree one elements generate. The simplest example where there is a fundamental cubic relation is n = 6 with each r i = 1. In this case the ideal is generated by a single cubic relation in five degree one generators, see [DO] , page 17.
The heart of the paper is §7 and §9. In these sections we enlarge the set of generators for R r used above (which we will refer to henceforth as the Kempe generators) in order that the leading terms of this larger set (relative to the filtration by Lakshmibai-Gonciulea degree defined in §6) is a set of generators for the associated graded ring (the homogeneous coordinate ring of the toric fiber of our toric degeneration). The extra generators are quadratic expressions in the Kempe generators. Our main result proves that the ideal of relations among this larger set of generators is generated by quadratic relations. When these quadratic relations are rewritten in terms of the Kempe generators we obtain relations of degrees two, three and four.
We also have results concerning the number of relations provided we are in the classical case of equally weighted points.
Theorem 1.3. The ring of projective invariants for n equally weighted (with r i = 1, 1 ≤ i ≤ n) points is not a complete intersection unless n ≤ 4 or n = 6.
We would like to thank Philip Foth for many helpful comments about toric degenerations. This project was inspired by reading [FH] . In [HM] we will prove the conjecture of [FH] which describes the toric fiber of the toric degeneration of the moduli space of points on the line (as a topological space) as the collapsed space introduced in [KY] . Finally we would like to thank Roger Howe for telling us about [Howe] .
Points on the line and Euclidean polygons
We begin this section by giving a precise definition of the moduli space of weighted configurations (with integral weights r i ) of points on CP 1 as a Geometric Invariant Theory quotient. We will then show that this space is homeomorphic (and symplectically isomorphic in the smooth case) to the space M r of congruence classes of Euclidean n-gon linkages with side-lengths r. This relationship is central to this paper.
Let (CP 1 ) n // r SL(2, C) denote the G.I.T. quotient of (CP 1 ) n modulo the diagonal action of SL(2, C), where r = (r 1 , . . . , r n ) is a vector of positive integers which specify the ample line bundle H r = H ⊗r1 ⊠ · · · ⊠ H ⊗rn over (CP 1 ) n where H is the ample generator of the Picard group of CP 1 . There is a unique linearization of H r for the action of SL(2, C). Let R r be the graded ring of invariant sections, that is R r = ∞ N =0 Γ((CP 1 ) n , (H r ) ⊗N ) SL(2, C) . We now relate the space (CP 1 ) n // r SL(2, C) to the space M r of n-gon linkages with side-lengths r modulo orientation preserving Euclidean motions. We will be brief. We refer the reader to [KM] for details. An (closed) n-gon e modulo translations in Euclidean three space E 3 is given by an n-tuple of vectors e = (e 1 , e 2 , . . . , e n ) (the edges) such that the following closing condition holds e 1 + e 2 + · · · + e n = 0.
It is proved in [KM] and [Kly] that the map µ(e) = e 1 + e 2 + · · · + e n is the momentum map for the diagonal action of SO(3) on the product S 2 (r 1 ) × · · · × S 2 (r n ). Consequently the set of closed n-gon linkages is the zero level set of the momentum map and after dividing by SO(3) we obtain the symplectic quotient S 2 (r 1 ) × · · · × S 2 (r n )// r SO(3). It follows from a general theorem of Kirwan-Kempf-Ness that the symplectic quotient S 2 (r 1 ) × · · · × S 2 (r n )// r SO(3) is canonically homeomorphic to the Mumford quotient (CP 1 ) n // r SL(2, C). A direct proof using the conformal center of mass is given in [KM] . We obtain Theorem 2.1. There is a canonical homeomorphism of the space M r of n-gon linkages in E 3 with side-lengths r modulo orientation-preserving isometries and the moduli space (CP 1 ) n // r SL(2, C) of weighted ordered points on the line.
Mumford quotients
3.1. Definition of Mumford quotient. We refer the reader to [Do] for additional details. Suppose that G is a reductive algebraic group, V is a quasi-projective variety, and η : G × V → V is regular action of G. Let π : L → V be an ample line bundle over V . A G-linearization of L is a regular action η : G × L → L which is linear on fibers and makes the following diagram commute:
Given such a linearization, we automatically get linearizations on all tensor powers L ⊗N of L. Thus G has an action on sections s of L ⊗N given by (g · s)(x) = g · s(g −1 · x) = η(g, s(η(g −1 , x))). Let Γ(V, L ⊗N ) G denote the G-invariant sections of L ⊗N . The Mumford quotient V // η G is defined as
If the linearization is understood, sometimes we denote V // η G by V //G.
If s is a section let supp
where points x, y are identified iff cl(G · x) and cl(G · y) intersect nontrivially.
3.2. The Gel'fand-MacPherson correspondence. The Gel'fand-MacPherson correspondence says that a Mumford quotient of Grassmannian space Gr k (C n ) by the torus (C * ) n is isomorphic to a Mumford quotient of the product space (CP k−1 ) n by the diagonal action of PGL(k, C).
Let L be the trivial line bundle C n×k × C → C n×k . Given any group G acting on C n×k , a character χ : G → C * defines a linearization of L by g·(A, z) = (g·A, χ(g)z).
The group GL(k, C) acts on the right of C n×k by matrix multiplication. The group T of diagonal matrices in GL(n) acts on the left of C n×k . Let det a : GL(k, C) → C * be det a (g) = (det(g)) a and let χ r : T → C * be
The character χ r × det a descends to G iff |r| = i r i = ka, and we assume that is the case so that we have a G-linearization of the trivial line bundle.
Let L k,n be the ample generator of the Picard group of Gr k (C n ); we may realize the total space of L k,n by equivalence classes V n×k × C/ ∼ where V n×k is the open subset of C n×k of matrices with independent columns and (A, z) ∼ (Ag, det(g)z) for g ∈ GL(k, C). Denote the equivalence class (A, z) ∼ by [A, z] . The character χ r defines a T -linearization of L a k,n = L ⊗a k,n by
Let H be the ample generator of the Picard group of CP k−1 , and let H r be the ample line bundle over the product (CP k−1 ) n given by
We may identify the total space of H with (C k \ {0}) × C/ ∼ where (v, z) ∼ (vλ, λz) for λ ∈ GL(1); let [v, z] denote the equivalence class. There is a unique linearization of H r for the (right) diagonal action of PGL(k, C) on (CP k−1 ) n .
By the First Fundamental Theorem of Invariant Theory, [Do] , Theorem 2.1, the homogeneous coordinate ring of the Grassmannian is generated by Plücker coordinates, hence, for any N ≥ 0 we have
On the other hand the sections of the outer tensor product of hyperplane section bundles over n copies of CP k−1 are products of homogeneous polynomials in the homogeneous coordinates, that is,
Hence we have an isomorphism of the Mumford quotients
Gr k (C n )// χr T ∼ = C n×k // χr×det a G ∼ = (CP k−1 ) n // r PGL(k, C)
In fact, in the Introduction we took the quotient of (CP 1 ) n by SL(2, C) instead of PGL(2, C). We claim that there exists a PGL(2, C)-linearization of H r if and only if the sum of the r i 's is even. Indeed, we have a PGL(2, C)-linearization if and only if we have a PSL(2, C)-linearization if and only if we have an SL(2, C) linearization in which −1 acts trivially. But −1 acts on H r by multiplication on each fiber by (−1) ri and the claim follows. On the other hand we have an SL(2, C)linearization and an SL(2, C) quotient for any r. The two quotients coincide when they are both defined (i.e. the sum of the r i 's is even).
4.
The algebraic geometry of the moduli space of polygons 4.1. The Plücker embedding of Grassmann varieties. In the previous section we gave a construction of Gr k (C n ) as a Mumford quotient of C n×k . We now look at this more closely for k = 2.
Recall that L is the trivial line bundle over C n×2 and we have a GL(2, C)linearization of the bundle L ⊗N via the character det a . Specifically, for m ∈ C n×2 , z ∈ C and g ∈ GL(2, C), we have g · (m, z) = (mg −1 , det(g) −aN z).
Given a map τ : C n×2 → C we get a section of L ⊗N via s τ (m) = (m, τ (m)), and all sections are of this form. For g ∈ GL(2, C) we have (g · s τ )(m) = g · s τ (mg) = g · (mg, τ (mg)) = (m, det(g) −aN τ (mg)).
Thus the section s τ is invariant if and only if τ (mg) = det(g) aN τ (m).
Let i and j be integers, 1 ≤ i, j ≤ n. Define a map C n×2 → C by assigning to a matrix m the determinant of the 2 × 2 minor of m formed by taking rows i and j. We denote this map with the 2 × 1 tableau i j .
(Note that we have the identity
so it suffices to consider tableaux with i < j.) The product of k of these 2 × 1 tableaux is denoted by a 2 × k tableau:
Clearly if τ : C n×2 → C is a map given by a 2 × k tableau then τ (mg) = det(g) k τ (m); conversely, any map τ : C n×2 → C satisfying τ (mg) = det(g) k τ (m) is given by a linear combination of 2 × k tableau. Equivalently, all invariant sections of L ⊗N (or sections of H ⊗a , see previous section) are linear combinations of s τ where τ is a 2 × aN tableau.
The Mumford quotient C n×2 // det a GL(2, C) (which we know to be Gr 2 (C n )) is by definition Proj S a where S a is the graded ring N ≥0 Γ(C n×2 , L ⊗N ) GL(2,C) . We have a good understanding of the generators of S a : the ring is generated by lowest degree elements, and each graded piece is spanned by s τ , over tableaux τ of the appropriate size. We now describe the relations satisfied by the s τ . Note that S a ⊂ S 1 , so it suffices to describe the relations in S 1 .
A tableau is called semi-standard if its columns are strictly increasing and its rows are weakly increasing.
Proposition 4.1. The relations between tableaux are generated by the Plücker relations:
where a, b, c, d are any integers between 1 and n. If τ , σ, and γ are the above tableaux, then all relations in S 1 are generated by the corresponding relation s τ = s σ + s γ .
Proposition 4.2. The 2 × aN semi-standard tableaux are linearly independent;
is a basis for the N th graded piece of S a .
4.2.
The homogeneous ring of (CP 1 ) n // r SL(2, C). Assume that |r| = i r i = 2a is even. If we quotient C n×2 by GL(2, C) we obtain the Grassmannian Gr 2 (C n ) with the line bundle L ⊗a 2,n . Let r be a weight of the torus T ⊂ GL(n) and χ r the corresponding character, which defines a T -linearization of L ⊗a 2,n . If we now quotient Gr 2 (C n ) by T we obtain the moduli space (CP 1 ) n // r SL(2, C) (see the previous section on the Gel'fand-MacPherson correspondence.)
The quotient (CP 1 ) n // r SL(2, C) is, by definition, Proj S T a , where S T a is the fixed subring of S a under the action of the torus. We now determine the invariant sections. Let s τ be a section of H ⊗aN corresponding to the tableau τ . An element t = (t 1 , . . . , t n ) ∈ T acts on τ via
where c i is the number of times i occurs in τ and we use the notation
(this is most easily seen by returning to the bundle L over C n×2 ). Thus s τ is invariant if and only if c = N r, i.e., c i = N r i for each 1 ≤ i ≤ n. For a general section s, write s = α i s τi where the τ i are semi-standard. Clearly, s is invariant if and only if each s τi is as well. Thus we have shown:
Proposition 4.3. The N th graded piece of the ring S T a has for a basis {s τ } where τ runs over the semi-standard tableaux for which i occurs precisely N r i times.
From now on, we are going to be working more with the tableaux than the sections. For convenience, we put R r to be the "ring of tableaux" which satisfy the condition of the above theorem. This is clearly no loss in generality, as the map s : R r → S T a which assigns to a tableau τ the section s τ is an isomorphism. We also will write C[Gr 2 (C n )] for the homogeneous coordinate ring of the Grassmann variety with respect to the Plücker embedding. We shall regard the elements of C[Gr 2 (C n )] as tableaux with two rows and any number of columns, with entries ranging from 1 to n. The ring R r is a subring of C[Gr 2 (C n )].
4.3.
Example. If r = (1, 1, . . . , 1) (which corresponds to regular n-gons) a tableau is in R r if and only if each integer between 1 and n occurs the same number of times in the tableau. For example, for n = 6 the tableau 1 2 3 4 5 6 is allowed. Note that the condition of being in R r puts a restriction on the number k of columns in a tableau: for this choice of r, if n is even then k must be a multiple of n/2 while if n odd then k must be a multiple of n.
4.4.
The side-splitting map on rings. We now construct a surjection of graded rings R r → R r ′ for certain choices of r and r ′ . This map will be called the sidesplitting map for reasons which will become apparent later. In this section, [x, y] will denote the integers between x and y (inclusively).
Let r be a side-length vector of length n and let r ′ be a side length vector of length n ′ , where n > n ′ . Let φ : [1, n] → [1, n ′ ] be a nondecreasing map such that
We define a map φ * : R r → R r ′ as follows: let φ * be the unique graded ring homomorphism such that for any tableau τ ∈ R r , φ * (τ ) is the tableau obtained by replacing all i's in τ with φ(i). The following proposition shows that this is well-defined.
Proposition 4.4. The map φ * is a well-defined surjection of graded rings. Furthermore, it maps semi-standard tableaux to semi-standard tableaux (or zero).
Proof. Define a mapφ * : C[Gr 2 (C n )] → C[Gr 2 (C n ′ )] by lettingφ * act on tableaux in the same manner that φ * was specified to act on tableaux. The mapφ * will lift the map φ * to the larger ring C[Gr 2 (C n )]. The reason for doing this is that these larger rings are simpler than the rings R r , so it will be easier to verify that the map φ * is well-defined. We now turn out attention to this.
Recall that the rings C[Gr 2 (C n )] and C[Gr 2 (C n ′ )] are generated by 2×1 tableaux with entries in [1, n] ([1, n ′ ] respectively) subject to the relations
These relations are obviously preserved byφ * ; thusφ * is well-defined. Next observe thatφ * maps R r into R r ′ . This is an immediate consequence of the condition (1) imposed on the map φ. By construction, the restriction of the map φ * to the subring R r is equal to the map φ * , that is to say, we have the following commutative diagram:
This proves that the map φ * is well-defined, since it is simply the restriction of a well-defined map. The fact that φ * is surjective is obvious: given any tableau τ in C[Gr 2 (C n ′ )] simply change all occurrences of i to something in φ −1 (i) in such a way that the weights add up correctly. More precisely, if j 1 , . . . , j k are the solutions to φ(j) = i then change r j1 of the i's in τ to be j 1 's, r j2 of the i's to j 2 's, etc. By the condition (1) this is guaranteed to work. Thus φ * is surjective. Note, however, thatφ * is not necessarily surjective.
Finally, the fact that φ * takes semi-standard tableau in R r to semi-standard tableau in R r ′ (or zero) follows immediately from the condition that φ is nondecreasing. This completes the proof. 4.5. Geometric interpretation of the side-splitting map. The side-splitting map φ * : R r → R r ′ defined in the previous section induces a map φ * : M r ′ → M r on the moduli spaces of polygons. This map has a very natural geometric description, which we now give. Let x ∈ M r ′ be an n ′ -gon. Then φ * (x) is obtained from x by splitting the ith edge of x into k pieces of lengths r j1 , . . . , r j k respectively, where j 1 , . . . , j k are the solutions to φ(j) = i. By "splitting" an edge we simply mean regarding a point along the edge as a vertex. Thus if φ is not the identity map then φ * (x) will always have 180 degree internal angles.
Geometrically, Proposition 4.4 may be rephrased as follows:
Proposition 4.5. The map φ * : M r ′ → M r is a closed immersion of projective varieties.
4.6. Example of the side-splitting map. Let r = (1, 1, 1, 1, 1, 1, 1, 1), r ′ = (2, 2, 2, 2) and i 1 2 3 4 5 6 7 8 φ(i) 1 1 2 2 3 3 4 4
The semi-standard tableau 1 2 4 6 3 5 7 8 is an element of R r ; its image under φ * is the semi-standard tableau 1 1 2 3 2 3 4 4 .
On polygons, φ * takes regular quadrilaterals of side length 2 to regular octagons of side length 1. A typical example is illustrated below. Generators for R r . The following theorem of Kempe gives generators of the ring R r in the case r = (1, 1, . . . , 1). We give a new proof of this important theorem based on the toric results which appear later in this paper. For Kempe's original, very clever, proof, see Howe (pg. 156) .
Theorem 4.6 (Kempe). For r = (1, 1, . . . , 1) the ring R r is generated by lowest degree elements; in other words, for n even R r is generated by 2 × (n/2) semistandard tableaux for which each integer between 1 and n occurs precisely once, while for n odd R r is generated by 2 × n semi-standard tableaux for which each integer between 1 and n occurs precisely twice.
Proof. We assume theorem 9.8 which asserts that the ring R r is generated by elements of degree one and two. We now prove that we need only elements of degree one. For n odd, there is nothing left to prove. For n even we must show that every degree two tableaux can be expressed algebraically in terms of degree one tableaux.
We associate a graph to a tableau as follows: the vertices of the graph are the integers between 1 and n; for each column in the tableau, containing the number i and j place an edge between i and j. The graph is undirected and allowed to contain multiple edges between vertices.
A tableau τ can be written as a product τ 1 τ 2 of tableaux where τ 1 is degree 1 if and only if one can pick n/2 edges in the graph associated to τ which contain each vertex precisely once. In fact, these edges can be used to form the columns of τ 1 by a process inverse to that of the previous paragraph. If τ can be decomposed as such we will say that it (or its graph) can be factored.
We now examine how Plücker relations work on graphs. On tableaux, the Plücker relation takes a tableau and two columns in that tableau and yields a sum of two tableaux. In terms of graphs, therefore, the Plücker relation should take a graph and two edges in the graph and result in two new graphs. More precisely, let τ be a tableau and Γ its associated graph. Let (a, b) and (c, d) be two edges in Γ (i.e., two columns in τ ). The Plücker relations applied to these two columns in τ give We are now in a position to complete the proof. Recall that we need to show that a tableau degree 2 with n even can be expressed in terms of degree 1 tableaux. Now, the graph of such a tableau is a graph on n vertices for which every vertex has valence 2. Such a graph is neccessarily a disjoint union of cycles. If we take two cycles and one edge from each cycle and apply the Plücker relations, the cycles merge into one cycle in both of the resulting graphs. Thus by applying the Plücker relations repeatedly we end up with many graphs each of which is a cycle of length n. Since n is even such a graph can clearly be factored. Thus the original tableau can be written as a sum of products of degree one tableaux.
We illustrate the proof given above for n = 6. Consider the tableau 1 2 3 4 5 6 2 3 4 5 6 1 Its graph and a factorization are depicted below
This corresponds to the factorization of tableau:
1 2 3 4 5 6 2 3 4 5 6 1 = 1 3 5 2 4 6 · 2 4 6 3 5 1 A more interesting example is given by the tableau 1 1 2 4 4 5 2 3 3 5 6 6 the graph of which is
Clearly, this cannot be factored. However, upon applying the Plücker relations to edges (1, 3) and (4, 6) we obtain the two graphs:
Each of these graphs is isomorphic to the graph in the previous example (as unlabelled graphs) and so can be factored. Such a factorization would express the original tableau as a sum with two terms, each of which is a product of two degree one tableaux.
Theorem 4.7. For any weight r ′ the ring R r ′ is generated by lowest degree elements.
Proof. This follows immediately from Theorem 4.6 and Proposition 4.4. Take r to be the side-length vector of length n consisting of all 1's, where n = |r ′ |. There is an obvious map φ : [1, n] → [1, n ′ ] satisfying the conditions to be a side-splitting map. The resulting surjection φ * : R r → R r ′ implies that R r ′ is generated by lowest degree elements, since this is true for R r .
Note that these results give us projective embeddings of (CP 1 ) n // r SL(2, C): if N +1 is the number of lowest degree elements of R r then (CP 1 ) n // r SL(2, C) embeds into CP N . We will call this embedding the Kempe embedding. For example, for n = 2m even and r = (1, 1, . . . , 1) the hook length formula gives N = C m − 1, where
is the m-th Catalan number; thus the moduli space of regular n-gons embeds into CP Cm−1 .
A general result on complete intersections.
A closed subvariety X ⊂ CP N is said to be a complete intersection if its homogeneous ideal I(X) is generated by a regular sequence, see [CLO] chapter 9.
In this section we prove an inequality relating several fundamental data of X when X is a complete intersection. In the following H R is the Hilbert polynomial of the graded C-algebra R, H X the Hilbert polynomial of X and L(P ) the leading coefficient of the polynomial P . We note (but we will not use it in what follows)
See [Ha] , pg. 166.
Proposition 4.8. Let X ⊂ CP N be a complete intersection which is not contained in any hyperplane. Then
Note that the above inequality gives a relationship between the crudest intrinsic datum of X (namely its dimension) and the crudest extrinsic data of X (namely its codimension and the leading term of its Hilbert polynomial). We will deduce Proposition 4.8 from the following result.
Lemma 4.9. Let R be a graded C-algreba, let y 1 , . . . , y M be a regular sequence of homogeneous elements in R, where the degree of y i is p i , and put R = R/(y 1 , . . . , y M ).
Proof. By induction we are reduced to the case M = 1 where y = y 1 is a nonzerodivisor of R of degree p = p 1 . We must show H R has degree one less than H R and L(H R ) = N pL(H R ). (See [CLO] , page 445, for the necessary basics on Hilbert polynomials and regular sequences.)
From the exact sequence
we obtain an exact sequence on graded components
(exactness on the left follows since y is a nonzerodivisor). Taking dimensions shows that
. This implies that the degree of H R is one less than the degree of H R . If we write
Proof (of Proposition 4.8) . If X is a complete intersection in CP N then its ideal I(X) can be defined by a regular sequence of homogeneous elements y 1 , . . . , y M in the ring
where p i is the degree of y i . Since X is not contained in any hyperplane we have p i ≥ 2. This proves the result (note M = codim X, H R = H X and N − M = dim X).
4.9. (CP 1 ) n // r SL(2, C) is rarely a complete intersection. Let n be even, r = (1, 1, . . . , 1) and N = C n/2 − 1. The Kempe embedding gives an embedding of (CP 1 ) n // r SL(2, C) into CP N .
Theorem 4.10. For n ≥ 8 even, the image of the Kempe embedding M r → CP N is not a complete intersection. For n = 2, 4, 6 the image is a complete intersection.
We wish to apply Proposition 4.8. To do so, we need to know about the leading coefficient of the Hilbert polynomial H R of the Kempe embedding.
Lemma 4.11. The leading coefficient L(H R )of the Hilbert polynomial of the ring R r is ≤ 1.
Proof. The k-th graded component of R r has for a basis the semi-standard tableaux of weight k, which correspond bijectively to integral points in the polytope kSS( n 2 ̟ 2 , r) (see §5), the dilate of the polytope SS( n 2 ̟ 2 , r) by the factor k. Thus the dimension of the k-th graded component of R r is equal to the number of integral points in kSS( n 2 ̟ 2 , r). For large k we have
Now there is a map π from the polytope kSS( n 2 ̟ 2 , r) to the n − 3 dimensional cube with side lengths equal to k given by π(k) = (k 1,2 , k 1,3 , · · · , k 1,n−2 ).
The reader will verify that π is an injection whence
But the degree of H R is n − 3. The previous inequality (valid for large k) implies that the leading coefficient of H R is less than or equal to 1.
We now prove the Theorem.
Proof (of Theorem 4.10) . Assume the image of the Kempe embedding is a complete intersection. We now know the following: L(H Mr ) ≤ 1, dim M r = n − 3 and codim M r = C n/2 − n + 2. The inequality in Proposition 4.8 would then give 2 C n/2 −n+2 ≤ (n − 3)!; however, this is violated for n ≥ 8: take log 2 of both sides, together with log 2 ((n − 3)!) < (n − 3)(n − 2)/2 for n ≥ 7. Also C n/2 − n + 2 > (n − 3)(n − 2)/2 for n ≥ 10. When n = 8 we have 2 C4−8+2 = 2 8 = 256 > 120 = (8 − 3)!. For n = 2 the ring R r ∼ = C[x] and the space (which is a point) is a complete intersection. For n = 4 the space (CP 1 ) n // r SL(2, C) is simply CP 1 (and the Kempe embedding is surjective onto CP 1 ). For n = 6 the image of the Kempe embedding is a cubic hypersurface in CP 4 , see [DO] . These are all complete intersections. Now let us examine the case n is odd. Now the image of the Kempe embedding lies within CP N −1 where N is the number of semistandard tableaux weighted by (2, 2, . . . , 2) ∈ Z n .
Theorem 4.12. Let n ≥ 1 be an odd integer. Then the image of the Kempe embedding M r → CP N is a complete intersection iff n = 1 or n = 3.
Lemma 4.13. Let r = (2, 2, ..., 2) ∈ Z n where n is odd. The leading coefficient of the Hilbert polynomial of the ring R r is ≤ 2 n−3 .
Proof. The k-th graded component of R r has for a basis the semi-standard tableaux of weight 2k, which correspond bijectively to integral points in the polytope kSS(n̟ 2 , r) (see §5), the dilation of the polytope SS(n̟ 2 , r) by a factor of k. Thus the dimension of the k-th graded component of R r is equal to the number of integral points in kSS(n̟ 2 , r). We repeat the previous argument replacing the cube of dimension n − 3 with side-lengths k by the cube of dimension n − 3 with side-lengths 2k. We obtain
We now prove the theorem for the case n odd.
Proof (of Theorem 4.12) . Assume the image of the Kempe embedding is a complete intersection. Let R(n) = N be the number of integral points in SS(n̟ 2 , r) (the notation R(n) is used because R(n) is the n-th Riordan number.) We now know the following:
The inequality in Proposition 4.8 would then give 2 R(n)−n+2 ≤ 2 n−3 (n − 3)!. We claim this inequality is violated for n ≥ 7. It is simple to check that R(n) > 2 n−3 for n ≥ 7. But for n ≥ 7, If n = 1 then R r ∼ = C (the space is empty) and if n = 3 then R r ∼ = C[x] (the space is a point.) These are both complete intersections. 5. The three isomorphic polytopes 5.1. The diagonal length polytope D(r). We define the F :
is the set of lengths of the diagonals drawn from the zeroth vertex v 0 to the remaining vertices. Precisely
We note that d 1 and d n−1 are fixed (they are the lengths of the first and last edges) d 1 = r 1 and d n−1 = r n . Also F is continuous but is not smooth if some diagonal length d i is equal to zero.
We define a subset D(r) of R n−3 by
Proof. Draw an abstract convex n-gon P in the plane (without specifying its sidelengths). Then the above diagonals triangulate P into n−2 triangles, T 1 , T 2 , . . . , T n−2 where T 1 has vertices v 0 , v 1 and v 2 , T 2 has vertices v 0 , v 2 , v 3 and finally T n−2 has vertices v 0 , v n−2 and v n−1 .
The critical observation is that we can construct a polygon with the given sidelengths if and only if we can realize each of the n − 2 triangles T i , 1 ≤ i ≤ n − 2 as planar triangles with side-lengths d i , r i+1 and d i+1 . For given the n − 2 triangles we can assemble them along their common diagonals to obtain the n-gon. But the triangle T i can be realized if and only if the three numbers d i , r i+1 and d i+1 satisfy the tringle inequalities. 5.2. The Gelfand-Tsetlin polytopes GT (Λ̟ 2 , r). To begin this section we will make a definition (our presentation here is borrowed from [dLMc] though we have indexed our entries differently.
For each n ∈ N, let X n be the set of all triangular arrays (x ij ) 1≤i<j≤n with x ij ∈ R.
Definition 5.2. A Gelfand-Tsetlin pattern or GT-pattern is a triangular array x = (x ij ) 1≤i<j≤n ∈ X n such that all x ij are nonnegative and satisfy the interlacing inequalities:
Define s i , 1 ≤ i ≤ n to be the sum of the entries in the i-th row, i j=1
x ij and r i , 1 ≤ i ≤ n to be the first differences of the s i 's so
We then define Definition 5.3. The weight wt(x) of the Gelfand-Tsetlin pattern x is the n-tuple r = (r 1 , r 2 , . . . , r n ) where the r i 's are as immediately above.
A GT-pattern is traditionally depicted in an inverted triangle array. See [dLMc] pg.2. In our case all the entries x ij will be zero for i ≥ 3, that is there are only two nozero entries in each row of the pattern (except the first (bottom) row where there is only one nonzero entry). We will use a i , b i to denote the nonzero entries in the i-th row Furthermore the two nonzero entries in the top row will be assumed to be equal. Their common value will be denoted Λ. We give an example for the case of n = 6 ( we define a n = b n = a n−1 = Λ and b 1 = 0). Figure 2 We will often abbreviate such a pattern by a the ordered pair (a, b) where a = (a 1 , a 2 , . . . , a n ) and b = (b 1 , b 2 , . . . , b n ).
Thus we now have s i = a i + b i , 1 ≤ i ≤ n and the interlacing inequalities now become
(
Here 1 ≤ i ≤ n. We will denote the the above polytope by GT (Λ̟ 2 ). Thus the polytope GT (Λ̟ 2 ) has affine hull X(Λ), the subspace of R 2n defined by the conditions a n = b n = Λ and b 1 = 0. 5.2.1. The polytope GT (Λ̟ 2 , r). Suppose now that an n-tuple of positive real numbers r is given. We define
We define an affine subspace X(Λ, r) of R 2n by the conditions
Definition 5.4. The polytope GT (Λ̟ 2 , r) is the intersection of the polytope GT (Λ̟ 2 ) with the affine subspace X(Λ, r).
Thus the elements x ∈ GT (Λ̟ 2 , r) are required to have weight r. Recalling that b 1 = 0 we have a 1 = s 1 = r 1 .
The map Φ is the map of momentum polytopes underlying the Hausmann-Knutson duality between the bending integrable system on the polygon space M r and the Gelfand-Tsetlin integrable system on the torus quotient Gr 2 (C n )// r T , see [HK] .
Proposition 5.6. Suppose Λ = ( n i=1 r i )/2. Then the map Φ carries the Gelfand-Tsetlin polytope GT (Λ̟ 2 , r) bijectively onto the diagonal length polytope D(r).
Proof. Note first that the inequality a i ≥ b i corresponds under Φ to the inequalitiy d i ≥ 0. We will prove that the interlacing inequalities relating the i-th and i+1 rows (i.e. the rows (a i , b i ) and (a i+1 , b i+1 )) corresponds under Φ to the triangle inequalities for the triangle T i+2 (that is the triangle with side-lengths d i+1 , d i+2 , r i+3 ).
The three interlacing inequalities are
The reader will verify that each of the interlacing inequalities corresponds to one of the three triangle inequalities. We label the triangle inequalities so that corresponding inequalities have the same label.
We leave the analysis of the two boundary triangles to the reader. 5.3. The polytopes SS(Λ̟ 2 , r).
The following definitions are fundamental in combinatorial representation theory.
Definition 5.7. A filling of a Young diagram by the integers between 1 and n is said to be semistandard if the columns are strictly increasing and the rows are weakly increasing.
A Young diagram with a semistandard filling by the integers between 1 and n is called a semistandard Young tableau. Given a semistandard Young tableau τ we define its weight wt(τ ) to be the sequence of nonnegative integers r = (r 1 , r 2 , . . . , r n ) where r i is the number of i's in the tableau.
We will now restrict to the case in which the underlying Young diagram is a 2 by M rectangle.
Definition 5.8. Let τ be a semistandard tableau obtained by a semstandard filling of a 2 by M rectangle filled by the integers between 1 and n. We let k 1j , resp. k 2j denote the number of j's in the first, resp. second row. We define the multiweight wt(τ ) of τ to be the 2 by n matrix with integer entries given by wt
For example for the semistandard tableau τ = 1 1 2 4 4 5 2 3 3 5 6 6 has multiweight wt(τ ) given by wt(τ ) = 2 1 0 2 1 0 0 1 2 0 1 2 Note also that the (ordinary) weight wt(τ ) = r is given by
The multiplicities k ij satisfy the following "stairstep inequalities" (corresponding to the condition that the columns be strictly increasing)
The third stair-step inequality They also satisfy the three equations
Proposition 5.9. The stairstep inequalities and the equations (2), (3), (4), give conditions on k 1 k 2 that are necessary and sufficient in order that there exist a semistandard filling of a 2 by n rectangle such that there are k 1i i's, 1 ≤ i ≤ n, in the first row and k 2i i's, 1 ≤ i ≤ n, in the second row.
Proof. There is only one way to fill in the rows with the given multiplicities since the rows are weakly increasing. The i-th stairstep inequality gives that the string of i's inr the bottom row is completed before the string of i's in the top row is completed. This guarantees that the columns are strictly increasing.
To save space we will replace the column vector notation k 1 k 2 by the row vector notation (k 1 , k 2 )
We now define the third polytope SS(Λ̟ 2 , r) we will need in this paper.
Definition 5.10. Define the polytope SS(Λ̟ 2 ) to be the set of 2 by n matrices with real number entries y = y ij , i = 1, 2 and 1 ≤ j ≤ n, such that the y ij 's satisfy the stairstep inequalities and the three equalities above. We have y = y 11 y 12 y 13 · · · y 1,n−1 y 1n y 21 y 22 y 23 · · · y 2,n−1 y 2n
We define the polytope SS(Λ̟ 2 , r) to be the subset of SS(Λ̟ 2 ) consisting of those y which are of weight r i.e. such that y 1j + y 2j = r j , 1 ≤ j ≤ n. 5.3.1. The map Ψ. We define a map Ψ by Ψ(a, b) = (k 1 , k 2 ) where
Proposition 5.11.
(1) The map Ψ carries the Gel'fand-Tsetlin polytope GT (Λ̟ 2 )) bijectively onto the polytope SS(Λ̟ 2 ).
(2) The map Ψ is weight preserving and consequently carries the Gel'fand-Tsetlin polytope GT (Λ̟ 2 ), r) bijectively onto the polytope SS(Λ̟ 2 , r) .
Proof. We first prove (i). We claim that the i-th stairstep inequality is equivalent under Ψ to the middle interlacing inequality a i ≥ b i+1 . Indeed the sum of the first i entries in the first row of Ψ(x) = k 1 k 2 telescopes to a i and the sum of the first i+1 entries in the second row telescopes to b i+1 . The other two interlacing inequalities are equivalent to the conditions that k 1,i+1 and k 2,i+1 are nonnegative.
To prove (ii) we first claim that under Ψ the number r 1 goes to k 11 and r i goes to k 1,i + k 2,i (the number of times i appears in the tableaux T corresponding to Ψ(x)). Indeed the first statement is obvious and for i ≥ 2 we have r
From this it is immediate that the weight of the pattern x is equal to the weight of the tableau corresponding to Ψ(x).
Remark 5.12. The map on integral points induced by the map Ψ is a special case of a basic map in combinatorial representation theory. The integral GT patterns and the semistandard Young tableau index weight bases for the irreducible representation with highest weight Λ̟ 2 and the map Ψ indexes a weight preserving change of basis ( see [dLMc] , Figure 1) .
Lattice points in the diagonal polytopes D(r).
We have defined the polytope isomorphisms
Each of these takes integral integral points to integral points. Furthermore Ψ −1 : SS(Λ̟ 2 , r) → GT (Λ̟ 2 , r) carries integral points to integral points. The integral points of SS(Λ̟ 2 , r) (and hence GT (Λ̟ 2 , r)) are of fundamental importance since they correspond to semistandard tableaux.
The map Φ −1 does not take integral points to integral points. There are generally more integral points in D(r) than in GT (Λ̟ 2 , r). In fact, the integral points in D(r) are in one-to-one correspondence with the integral points in GT (2Λ̟ 2 , 2r). A simple example is r = (1, 1, 1, 1) . The Gel'fand-Tsetlin polytope GT (2̟ 2 , r) has two integral points corresponding to the tableaux 1 2 3 4 and 1 3 2 4 , but D(r) has three integral points, (1, 2, 1), (1, 1, 1), and (1, 0, 1). The point (1, 1, 1) is not the image of an integral point in GT (2̟ 2 , r). Since we are primarily concerned with the semistandard tableaux which generate R r , which shall say the a point in D(r) is a lattice point iff it maps to an integral point under Φ −1 .
Proposition 5.13. Denote the lattice points in D(r) by D(r)(Z). Let d ∈ D(r). Then,
r i mod 2 for every j ≤ n − 1.
(In particular if r = (1, 1, . . . , 1) then d ∈ D(r) is a lattice point iff d i ≡ i mod 2 for each i ≤ n − 1.)
A toric degeneration of M r
We construct a toric degeneration of the moduli space of polygons by descending a toric degeneration of the Grassmannian Gr 2 (C n ) to its torus quotients. The degeneration of the Grassmannian is essentially the same as that given in [LG] . Foth and Hu [FH] first observed that the toric degenerations of flag varieties constructed by Alexeev and Brion [AB] descend to give toric degenerations of their torus quotients. The momentum polytopes of the corresponding toric varieties will be SS(Λ̟ 2 ) and SS(Λ̟ 2 , r) respectively. In what follows we consider problems concerning lattice points in these polytopes. In all cases the underlying lattice will be the standard integer lattice. 6.1. A toric degeneration of Gr 2 (C n ). Our toric degeneration is essentially the same as that given in [LG] . Recall that 2a = i r i = |r| and L a 2,n is the very ample line bundle of Gr 2 (C n ) corresponding to the character det a of GL(2, C). Let
The degree one (N = 1) sections s τ generate R as a ring, where τ is a semistandard 2 by Λ tableau filled with indices 1 through n. For ease of notation, we shall identify s τ with τ . We have that R is an infinite dimensional C-vector space, with basis consisting of semistandard 2 by N a tableaux as N ranges from 0 to infinity (when N = 0 the section s ∅ of the empty tableau is taken to be the constant section 1 of the trivial line bundle.) The multi-weights wt(τ ) defined in the previous section make R into a multi-graded vector space. For each multi-weight k, let π k denote the projection of R onto the one-dimensional subspace of weight k. Let gr 1 (R) denote the associated multi-graded ring, defined as follows. As a C-vector space gr 1 (R) is the same as R; only the ring structures will differ. We define multiplication on
where k = wt(τ ) + wt(σ) and τ ,σ are semistandard tableaux. Here we have usedτ andσ to denote the elements in gr 1 (R) corresponding to the (multihomogeneous) elements τ and σ.
Definition 6.1. Given semistandard tableaux τ and σ, let τ * σ be the unique semistandard tableau such that wt(τ * σ) = wt(τ ) + wt(σ).
Remark 6.2. The tableau τ * σ can be described alternatively as the tableau obtained by concatenating τ and σ, then rearranging the top row and bottom row indices so that both rows are nondecreasing.
Lemma 6.3. The product ofτ andσ in gr 1 (R) is given by:
Proof. If basic straightening relations are applied to the product τ σ, all the monomials have the same set of indices as τ and σ together. Furthermore, there is exactly one monomial in the sum which has the same set of indices in its top row as the set of indices in the top row of the concatenated τ σ. Finally when enough applications of basic straightening relations are applied so that each term in the sum is semistandard, the unique term with the same indices in the top row as τ σ must be equal to τ * σ.
Let T be the complex torus C 2×n /Z 2×n of dimension 2n. Identify the characters of T with the multi-weights (k 1 , k 2 ) ∈ Z 2n by (k 1 , k 2 )((t 1,1 , . . . , t 1,n , t 2,1 , . . . , t 2,n )) = i,j t ki,j i,j .
We define an action of T on semistandard tableaux. If wt(τ ) = (k 1 , k 2 ) and t ∈ T, let t · τ = wt(τ )(t) τ.
Extend the action to be linear on R.
The torus T does not act effectively on R. For k = 1, 2 and 1 ≤ ℓ ≤ n let T k,ℓ denote the one dimensional subgroup of T where all components t i,j except t k,ℓ are equal to 1. The subgroups T 2,1 and T 1,n act trivially since in any semistandard tableau the index 1 does not appear in the second row nor does the index n appear in the first row. Furthermore, since the tableaux also have the same number of entries in the first and second rows, the one-dimensional subgroup (t, t, . . . , t, t −1 , t −1 , . . . , t −1 ) acts trivially. Let T denote the quotient of T by these three one-dimensional subgroups. Now the character lattice χ * (T) is canonically a sub-lattice of χ * ( T) of dimension 2n − 3, given by the equations
Now T acts effectively on R (and gr 1 (R)) as a collection C module homomorphisms. Furthermore, T acts by ring homomorphisms on gr 1 (R), since
Let Gr 2 (C n ) 0 denote the associated toric variety Proj(gr 1 (R)), which contains the projective quotient T/∆(T) of T as an open subset. Here ∆(T) denotes the image in T of the diagonal subgroup of T. Now we shall construct Gr 2 (C n ) 0 as the special fiber of a degeneration of the ring R by choosing a T stable N-filtration as in [AB] . Definition 6.4. Let C ≥ 2 be an integer. For each semistandard 2 by N a tableau τ = τ 1,1 τ 2,1 τ 1,2 τ 2,2 · · · τ 1,N a τ 2,N a define
For each non-negative integer m let
Let gr 2 (R) be the associated graded ring, with graded components F m (R)/F m−1 (R). We shall say that the tableau τ has LG-degree C τ (since this is the construction of Lakshmibai-Gonciulea).
Now R is both filtered and graded. The filtration is given by the LG-degrees of tableaux and the grading comes from the decomposition of R into sections of tensor powers of L a 2,n . The filtration and grading are not compatible, since the set of elements of R of degree k and less is not a union of LG-filtration levels. Now gr 2 (R) is graded in two ways; we have the standard degree deg(τ ) = N where τ is 2 by N a and there is also the LG-degree C τ . The reason why the standard grading (by the standard degree) is well-defined on gr 2 (R) is that the standard degree of a tableau may be computed from its multi-weight.
We will use the following notation for the rest of the paper. We have an identification of vector spaces R = ⊕Cτ i where τ i runs over the set of semistandard tableau with two rows. If the LG-degree of τ i is m then we letτ i denote the corresponding (basis) element of gr 2 (R) (m) = F m (R)/F m−1 (R). Thus as vector spaces we have gr 2 (R) = ⊕Cτ i . Lemma 6.5. Multiplication within gr 2 (R) is given byτ · gr 2 (R)σ = τ * σ.
Proof. Suppose that τ ,σ are semistandard tableaux. Let τ σ = τ * σ + i c i γ i be the product of τ and σ computed in R, where the γ i are semistandard. We shall show that C γi < C τ * σ for each i. Consider the basic straightening relations
(We are considering the above 2 by 2 tableaux as factors of larger tableaux which actually lie within R.) Let
We have
Since the equation τ σ = τ * σ + i c i γ i is gotten from a sequence of basic straightening relations, and τ * σ is the final leftmost term, it is clear from the above that each C γi < C τ * σ . Hence the product ofτ andσ in gr 2 (R) is τ * σ.
Corollary 6.6. The C-algebras gr 1 (R) and gr 2 (R) are isomorphic.
Remark 6.7. Of course gr 1 (R) and gr 2 (R) are not isomorphic as graded C-algebras: the grading of gr 1 (R) is by a cone in the character lattice of T, whereas the grading of gr 2 (R) is a grading by the natural numbers.
It is well-known that if R is a filtered ring then there is a one-parameter flat degeneration with special fiber the associated graded ring of R. We sketch one way to do this, borrowed from [AB] , using the Rees algebra. Let z be an indeterminant and let R be the Rees algebra
6.2. Restriction of the degeneration to torus invariants. The small torus T ∼ = (C × ) n acts on R by ring homomorphisms, by t · τ = χ a r (t)χ s (t −1 )τ, where τ is a 2 by N a semistandard tableau and s = (s 1 , s 2 , . . . , s n ) where s i is the number of occurrences of i in τ . We extend the action of the small torus T to R by making the indeterminant z an invariant. Let R T denote the torus invariants. Theorem 6.9.
Proof. Flatness follows from the fact that restriction to T -invariants is an exact functor of C[z]-modules. The other properties are immediate.
Recall that the T-invariant sub-module R r = R T of R is generated by symbols τ for those tableaux τ , with weight a multiple of r. We still say that the LG-degree ofτ in R T is C τ as above. However, the standard degrees of τ andτ are no longer the number of columns of τ , but rather the number N whenever τ has shape 2 by N a (where a = |r|/2), since then τ corresponds to a section s τ of the N -th tensor power of the line bundle L ⊗a 2,n over Gr 2 (C n ), see §4. Definition 6.10. We let (R r ) 0 denote the projective coordinate ring of the toric fiber of the above induced toric degeneration or R r = R T . Thus
The main point of what follows is that the graded C-algebra (R r ) 0 can be identified with the semigroup algebra of the graded semigroup S r of lattice points in the family of integral dilates D(N r), N ≥ 0, of the diagonal polytope D(r). Here we define the degree of a lattice point d ∈ D(N r) to be N . This definition of degree makes the semi-group algebra C[S r ] into a graded C-algebra with relations generated by binomial relations
Here we use the symbol x d to be the element of C[S r ] corresponding to d ∈ D(N r). Proposition 6.11. We have an isomorphism of graded C-algebras
Proof. First of all gr 2 (R T ) and R T are isomorphic as C-modules. A basis for the N -th graded summand is given by the setτ for τ a semistandard 2 by N a tableaux of weight N r. These correspond to the integral points occurring in SS(N a̟ 2 , N r) for N ≥ 0. The map Ψ • Φ −1 is a degree-preserving bijection between S r and this basis. We claim this map induces to a graded ring homomorphism. Multiplication in gr 2 (R T ) is given byτσ = τ * σ. But the multi-weight of τ * σ is the sum of the multi-weights of τ and σ by definition. Hence multiplication in gr 2 (R T ) corresponds to addition of multi-weights, which is the (commutative) semigroup structure of the integral points in the various SS (N a̟ 2 , N r) . The map Ψ • Φ −1 is additive and so it preserves the semigroup structure. Therefore it induces to a ring homomorphism.
We will identify the rings (R r ) 0 and C[S r ] using the above isomorphism henceforth.
7. The projective coordinate ring of the toric fiber (M r ) 0
Fix r ∈ (Z + ) n . We shall show in this section that the degree one and degree two elements of the toric ring C[S r ] generate C[S r ]. Furthermore we will show that the ideal of C[S r ] (and hence (R r ) 0 ) is generated by relations of degrees two, three, and four. It follows immediately from the proofs given that C[S 2r ] ∼ = (R 2r ) 0 has a presentation by degree one generators and quadratic relations. 
Additionally when the vector space contains a given lattice let A(Z) denote the lattice points which are contained in A. 
i is an integer with the same parity as (r 1 + · · · + r i ); that is d ′ i ≡ (r 1 + · · · + r i ) mod 2. On the other hand d ′′ = (d ′′ 1 , . . . , d ′′ n−1 ) in D(2m) is a lattice point iff each d ′′ i is an even integer. Define d ′ i = k, such that k ∈ Z, k ≡ (r 1 + · · · + r i ) mod 2, and k −
For this to be well-defined we need to show that k exists and is unique. Uniqueness follows immediately since there can be only one integer of a given parity in an open interval of length 2. For existence we must check that d i /(2m + 1) does not have opposite parity to (r 1 + · · · + r i ), since in this case there is no integer of the correct parity less than one unit from d i /(2m + 1). But d i ≡ (r 1 + · · · + r i ) mod 2 since d ∈ D(2m + 1)(Z) is a lattice point and (2m + 1) is odd. Hence if d i /(2m + 1) is an integer then d i /(2m + 1) ≡ (r 1 + · · · + r i ) mod 2 as well since 2m + 1 is odd. Therefore the parity condition for d ′ is satisfied. Let d ′′ = d − d ′ . Note that each d ′′ i is even since d i and d ′ i have the same parity. We have that in fact d ′′ i is the nearest even integer to 2md i /(2m + 1). Thus the lattice point conditions are satisfied. Now we only need to show that d ′ ∈ D(1) and d ′′ ∈ D(2m).
Since d 1 = (2m+1)r 1 and d n−1 = (2m+1)r n−1 we have that d ′ 1 = r 1 , d ′′ 1 = 2mr 1 , d ′ n−1 = r n−1 , and d ′′ n−1 = 2mr n−1 . It remains to show the triangle inequalities,
Recall that d ′ i−1 is the nearest integer to d i−1 /ℓ with parity (r 1 + · · · + r i−1 ) mod 2 and d ′ i is the nearest integer to d i /ℓ with parity (r 1 +· · ·+r i ) mod 2. The distance between d i−1 /ℓ and d i /ℓ is at most r i and also d ′ i−1 − d ′ i ≡ r i mod 2. We also have that (1) and (2) hold.
Lemma 7.4. For each positive integer m,
Proof. We show the lemma by induction on m ≥ 1. The case m = 1 is a tautology. Suppose that m ≥ 2. We show that
where d ′ +d ′′ = d, by placing d ′ in the proximity of d/m. Recall that the integrality condition is that the components of d, d ′ , and d ′′ are even integers.
Let e − : R → 2Z be the function which assigns the nearest even integer, where odd integers 2t + 1 are mapped to 2t. To be concise, e − (x) = min{k ∈ 2Z : k + 1 ≥ x}.
Similarly let e + : R → 2Z assign the nearest even integer where odd integers 2t + 1 are mapped to 2t + 2, e + (x) = max{k ∈ 2Z : k − 1 ≤ x}.
We will often use the following properties of e − and e + :
• each of e − and e + is weakly increasing.
. . , i s } = J d such that i t < i t+1 for all t, and set i 0 = 1 and i s+1 = n.
Note that e ± (x) + e ∓ (y) = k whenever x + y = k and k ∈ 2Z. We have that
We show that d ′ ∈ D(2). The proof that d ′′ ∈ D(2m − 2) is similar. Since d 1 = 2mr 1 and d n−1 = 2mr n−1 , we have d ′ 1 = 2r 1 and d ′ n−1 = 2r n−1 . Now suppose 2 ≤ i ≤ n − 1. We must show the three triangle inequalities that define D(2):
The functions e − and e + are weakly increasing, and since d i /m ≤ d i−1 /m + 2r i we have that (3) holds. Suppose that one of d i−1 /m or d i /m is not an odd integer and d i−1 + d i = 2mr i . Without loss of generality suppose that d i−1 /m is not odd. Then e + (d i−1 /m) = e − (d i−1 /m). Since the sum d i−1 /m + d i /m = 2r i is even, we have that e + (d i−1 /m) + e − (d i /m) = 2r i . Now
and again (3) holds. Suppose that i ∈ J d . Hence i ∈ J 1 d and so d i−1 /m ≤ 2r i and d i /m ≤ 2r i . Therefore each of d ′ i−1 ≤ 2r i and d ′ i ≤ 2r i . We have d ′ i−1 = e ± (d i−1 /m) and d ′ i = e ∓ (d i /m). Whenever two numbers x, y satisfy x+y ≥ k ∈ 2Z, then e ± (x)+e ∓ (y) ≥ k, thus (3) holds since
We show that (1) holds. We have that
≥ 2r i since we have shown (3) already, and hence we get that d ′ i−1 ≥ 2r i + 1, a contradiction with d ′ i−1 ≤ 2r i . The other cases are similar.
Theorem 7.5. The toric ring C[S r ] is generated by elements of degrees one and two; furthermore, (R 2r ) 0 is generated by elements of degree one.
Proof. The first statement is a direct consequence of lemmas 7.3 and 7.4. The second statement follows from lemma 7.4. 7.2. The word problem for S r and the relations for C[S r ].
We will actually solve the presentation problem for C[S r ] by solving the seemingly more difficult word problem for the graded semigroup S r = ∪ N ≥0 D(N )(Z). The technique is to define a normal form for words in S r expressed in terms of degree one and degree two elements, then show that any word can be brought into normal form by a sequence of relations of small degree.
Definition 7.6. Let ξ 2m+1 : D(2m + 1)(Z) → D(1)(Z) be given by ξ 2m+1 (d) = d ′ where d ′ is as in the proof of lemma 7.3.
Definition 7.7. Let A be an integer matrix. Let the j-th column of A be denoted c j (A). If each column of A belongs to either D(1)(Z) or D(2)(Z) then we say that A is a D-matrix. (D-matrices represent monomials in C[S r ] which are products of degree one and degree two generators.) The elements of D(1)(Z) (resp. D(2)(Z)) are said to have degree one (resp. two.) We define deg(A) to be the sum of the degrees of the columns of A whenever A is a D-matrix. Suppose that deg(A) = 2m is even. Let J a = {i 1 , . . . , i k } be the set of all i, 2 ≤ i ≤ n − 1, such that a i−1 ≤ 2mr i and a i ≤ 2mr i , where i t < i t+1 for all t, 1 ≤ t < k. Let i 0 = 1 and let i k+1 = n. (Note that J a = J 1 a as in the proof of lemma 7.4.) Suppose A has the following properties:
(N0) Each column of A has degree two. (N1) For each i the row entries a i,j satisfy |a i,j − a i /m| < 2.
(N2) For i 2t ≤ i < i 2t+1 , row i is weakly increasing. For i 2t+1 ≤ i < i 2t+2 , row i is weakly decreasing. Then we say that A is in normal form. Now suppose that deg(A) = 2m + 1 is odd. Then we say that A is in normal form if the first column of A is equal to ξ 2m+1 (a) and if the matrix A ′ obtained from A by removing the first column is in normal form.
Lemma 7.9. (uniqueness) For any a = (a 1 , . . . , a n−1 ) ∈ D(ℓ)(Z) there is at most one matrix A in normal form such that the columns of A sum to a.
Proof. Suppose ℓ = 2m = deg(A) is even and A is in normal form. Then each column of A is degree two so all the matrix entries are even integers and there are m columns. For each i let k i be an even integer such that k i ≤ a i /m ≤ k i + 2. By condition (N1) we know that each a i,j is either k i or k i + 2. Let t i be the number of a i,j equal to k i . Then, t i k i + (m − t i )(k i + 2) = a i , so 2t i = m(k i + 2) − a i , and thus t i is determined by the value of a i . Finally the monotonicity condition (N2) determines each a i,j .
Suppose ℓ = 2m + 1 = deg(A) is odd and A is in normal form. The first column of A must be equal to ξ 2m+1 (a) so it is determined. Now the matrix A ′ which is A with the first column removed is degree 2m and is in normal form, so it's entries are determined by the argument given above for matrices of even degree.
Definition 7.10. We say that two D-matrices A and B are equivalent if the sum of the columns of A is equal to the sum of the columns of B. (Note that each equivalence class contains at most one representative in normal form by the above lemma -later we will see that a normal form representative always exists.) Definition 7.11. Let A be a D-matrix and let d 1 and d 2 be two different columns of A. We define operations of types (F2), (F3) , and (F4) as follows.
(F2) If deg(d 1 ) = deg(d 2 ) = 1 then remove columns d 1 and d 2 and place d 1 +d 2 as the last column. (F3) If deg(d 1 ) = 1 and deg(d 2 ) = 2, let d = d 1 + d 2 . If d 1 precedes d 2 then replace d 1 with ξ 3 (d) and replace d 2 with d − ξ 3 (d). If d 2 precedes d 1 then replace d 2 with ξ 3 (d) and replace
Then there is a finite sequence (A 0 , A 1 , . . . , A p ) of equivalent D-matrices where A 0 = A, the final matrix A p is in normal form, and for each i the matrix A i+1 is obtained from A i by a single operation of type (F2), (F3), or (F4). (In the special case that A is even degree and all columns are degree two then all these operations are of type (F4).)
Proof. First note that (F2) operations can be applied to any pair of degree one columns until either every column is degree two (when deg(A) is even) or there is only one column of degree one (when deg(A) is odd.) Assume now that A has at most one column of degree one.
Suppose that deg(A) = 2m is even, so that each column of A is degree two and there are m columns. so an f − , f + operation is of type (F4). Let a = (a 1 , . . . , a n−1 ) = j c j (A). We claim that after a finite number of f − , f + operations, each entry a i,j of row i satisfies |a i,j − a i /m| < 2. The i-th row (which has even integer entries that sum to a i ) is of minimal distance (using the standard Euclidean metric) from the constant vector (a i /m, . . . , a i /m) iff |a i,j − a i /m| < 2 for each j. Suppose x and y are even integers. It is easy to check that
and the inequality is strict iff |x − y| ≥ 4. Hence f − , f + operations cannot take the i-th row further from the constant vector (a i /m, . . . , a i /m). Now suppose that the i-th row is as close as possible to (a i /m, . . . , a i /m) by applying f − , f + operations. Suppose there is some a i,j such that |a i,j − a i /m| ≥ 2. Then there is some j ′ such that |a i,j ′ − a i,j | > 2 since j a i,j = a i . Since a i,j ′ − a i,j is even we have |a i,j ′ − a i,j | ≥ 4. But now an f − , f + operation on columns j, j ′ places row i strictly closer to (a i /m, . . . , a i /m), a contradiction. Therefore after sufficiently many f − , f + operations the resulting matrix satisfies (N1). Assume now that A satisfies (N1). We shall now switch to a different kind of (F4) operation (which does not disrupt (N1)) which will eventually give us a matrix that also satisfies (N2). Recall the definition of J a . We have J a = {i 1 , . . . , i k } is the set of all i, 2 ≤ i ≤ n − 1, such that a i−1 ≤ 2mr i and a i ≤ 2mr i , where i t < i t+1 for all t, 1 ≤ t < k. Let i 0 = 1 and let i k+1 = n. Let
Then a i−1 /m ≤ 2r i and a i /m ≤ 2r i , so the entries in rows i − 1 and i are at most 2r i since |a i−1,j − a i−1 /m| < 2 and |a i,j − a i /m| < 2 for all j. Hence the sum of any two entries in row i − 1 is at most 4r i and the sum of any two entries in row i is at most 4r i . Therefore each of d i−1 and d i is at most 4r i so i ∈ J 1 d . Next we show that J 0 d ⊂ J a . Suppose i ∈ J 0 d . This means that d i−1 + d i = 4r i and each of d i−1 /2 and d i /2 is an odd integer. Since a i−1,j + a i,j ≥ 2r i and a i−1,j ′ + a i,j ′ ≥ 2r i and a i−1,j + a i−1,j ′ + a i,j + a i,j ′ = d i−1 + d i = 4r i , we have that a i−1,j + a i,j = 2r i and a i−1,j ′ + a i,j ′ = 2r i . Suppose by way of contradiction that a i−1 > 2mr i . Then each entry of row i − 1 is at least 2r i . Then a i−1,j = a i−1,j ′ = 2r i and a i,j = a i,j ′ = 0. But now d i = a i,j + a i,j ′ = 0 which contradicts that d i /2 is an odd integer. Therefore a i−1 ≤ 2mr i . Similarly we can show a i ≤ 2mr i . Hence i ∈ J a .
We define a g − , g + operation to be the following. Let j < j ′ and replace columns c j (A), c j ′ (A) with g − (c j (A) + c j ′ (A)), g + (c j (A) + c j ′ (A)) in that order. Clearly any such g − , g + operation is of type (F4) and it preserves the inequalities |a i,j − a i /m| < 2. We claim that a finite number of such operations results in a matrix in normal form. First notice that g − , g + operations don't change the multi-set of entries in any given row since they preserve the (N1) condition. We determine how g − , g + operations affect the order of the row entries. The output of g − and g + is determined by the type of interval i belongs to; either i 2t ≤ i < i 2t+1 for some t or i 2t+1 ≤ i < i 2t+2 for some t. Let us examine the case i 2t ≤ i < i 2t+1 . Here g − applies the e − rule and g + applies the e + rule. Hence the result of a g − , g + operation to columns j, j ′ with j < j ′ is to put entries a i,j , a i,j ′ into (weakly) increasing order. After applying these operations to all pairs j, j ′ , the resulting i-th row is weakly increasing. The case i 2t+1 ≤ i < i 2t+2 is similar; this row will be weakly decreasing after g − , g + operations are performed on all pairs of columns.
Suppose deg(A) = 2m + 1 is odd, so there is one column of degree one and m columns of degree two. Apply a single (F3) operation so that the first column is the degree one column and columns 2 through m + 1 are degree two. Always let A ′ denote A without the first column. We will show after enough operations of types (F3) and (F4) that the first column is ξ 2m+1 (a) and that A ′ satisfies conditions (N0) and (N1) for normality. Then g − , g + operations can be performed on A ′ so that A ′ will eventually satisfy (N2).
The i-th row must satisfy that a i,1 ≡ (r 1 + · · · + r i ) mod 2, each a i,j is even for j ≥ 2, and the sum j a i,j = a i . Clearly row i is closest to the vector
These inequalities are necessary for the first column c 1 (A) to be ξ 2m+1 (a) and for A ′ to satisfy (N1). If each row satisfies ( * ) then in fact c 1 (A) = ξ 2m+1 (a) and A ′ satisfies (N1). Suppose that ( * ) holds for row i. We claim that operations of types (F3) and (F4) preserve ( * ). We have that |2a i,1 − a i,j | < 4 for each j ≥ 2. But 2a i,1 − a i,j is even so in fact |2a i,1 − a i,j | ≤ 2 < 3. Therefore, |(a i,1 + a i,j )/3 − a i,1 | < 1. But this implies that ξ 3 (c 1 (A) + c j (A)) i = a i,1 since a i,1 has parity (r 1 + · · · + r i ) mod 2 and is less than one unit from (a i,1 + a i,j )/3. Therefore row i is fixed by any (F3) operation. On the other hand if an (F4) operation is applied to columns j and j ′ then it either fixes a i,j and a i,j ′ or swaps their order since |a i,j − a i,j ′ | ≤ 2.
Suppose that row i is as close as possible to v i by applying (F3) and (F4) operations. Suppose by way of contradiction that |a i,1 − a i /(2m + 1)| ≥ 1. Then there is some j 0 ≥ 2 such that a i /(2m + 1) is strictly between a i,j0 /2 and a i,1 since a i /(2m + 1) is the weighted average of the entries in row i, where a i,1 is weighted by 1 and a i,j is weighted by 2 for each j ≥ 2. Therefore |2a i,1 − a i,j0 | > 2. But 2a i,1 − a i,j0 is even so in fact |2a i,1 − a i,j0 | ≥ 4. So |(a i,1 + a i,j0 )/3 − a i,1 | ≥ 4/3. Without loss of generality suppose that a i,1 < a i,j0 /2. Then we have a i,1 < (a i,1 + a i,j0 )/3 < a i,j0 /2
Let k be the nearest integer of parity (r 1 + · · · + r i ) mod 2 to (a i,1 − a i,j0 )/3. Then we have a i,1 < k ≤ a i,j0 /2. Let δ i be the change in the distance between row i and v i after applying an (F3) operation to columns 1 and j 0 . Let a = a i /(2m + 1) and let t = k − a i,1 . Then δ i = (a i,1 +t−a) 2 +(a i,j0 −t−2a) 2 −(a i,1 −a) 2 −(a i,j0 −2a) 2 = 2t(t−(a i,j0 −a i,1 −a)).
But we know that 0 < t ≤ a i,j0 /2 − a i,1 < a i,j0 − a i,1 − a. The first inequality follows from the fact that a i,1 < k and the last inequality follows from that fact that a i,j0 > 2a = 2a i /(2m+1). Hence δ i is negative which means an (F3) operation takes row i strictly closer to v i , a contradiction. Hence |a i,1 −a i /(2m+1)| < 1. Now by our argument above for even degree matrices, we must have that the remaining entries a i,j differ by at most 2 from one another ((F4) operations can accomplish this) and consequently we also have that |a i,j − 2a i /(2m + 1)| < 2 for each j ≥ 2. Therefore, working row by row, we end up with a matrix A such that c 1 (A) = ξ 2m+1 (a) and A ′ satisfies (N1). Now apply g − , g + operations to A ′ so that finally A ′ satisfies (N2) as well.
Corollary 7.13. For any D-matrix A, there is a unique matrix N (A) in normal form which is equivalent to A.
Theorem 7.14. The ideal of C[S r ] ∼ = (R r ) 0 is generated by quadratic relations of degrees two, three, and four. Furthermore, the ideal of (R 2r ) 0 is generated by quadratic relations.
Proof. One only needs to determine if two monomials in degree one and two variables are equal. This corresponds to deciding if two D-matrices are equivalent, which is true iff they have the same normal form. Operations of types (F2),(F3), and (F4) correspond to degree two, degree three, and degree four relations in the ideal of C[S r ]. By lemma 7.12 these operations are enough to place any D-matrix A into its normal form N (A). Hence relations up to degree four must generate the ideal of C[S r ]. For the case of (R 2r ) 0 a D-matrix is of even degree and we only need type (F4) operations to place it into normal form. In this case an (F4) operation corresponds to a quadratic relation.
Lifting generators and relations from the toric fiber
We begin with the following lemma which will be basic in what follows. We leave the proof to the reader. For background on filtrations and gradings we refer to [Bou1] . Throughout this section all filtrations will be increasing and indexed by the nonnegative integers Z + .
Lemma 8.1. Suppose that M is a filtered module over a filtered ring R and that their filtrations are compatible in the sense that
where µ is the module structure. Suppose that x 1 , x 2 , . . . , x n are elements of M such that their images x i , 1 ≤ i ≤ n, under the leading term map generate gr(M ) as a gr(R) module. Then
2. An analogous argument shows that if the images in gr(R) of a finite set of elements r 1 .r 2 , . . . , r n of R generate gr(R) then the elements elements r 1 .r 2 , . . . , r n generate R.
Our goal in this section is to prove the statement for relations that is the analogue of the statement in the remark for generators.
Definition 8.3. Let M be a filtered module and x ∈ M . We define the filtration level (or order) v(x) ∈ Z + of x to be the smallest n such that x ∈ F n (M ).
Assume that R is graded as a vector space and that we have chosen homogeneous generators f 1 , f 2 , . . . , f n for R such that the images f 1 , f 2 , . . . , f n of these generators in gr(R) generate gr(R). We assume the degree of f i is e i , 1 ≤ i ≤ n.
We obtain two exact sequences.
Here π sends x i to f i , 1 ≤ i ≤ n. In the above the polynomial ring C[x 1 , x 2 , · · · , x n ] is a weighted polynomial ring, the variable x i has weight e i . We define a filtration on R by defining the filtration level of r to be the minimum of the degrees of the polynomials in π −1 (r). The reader will verify that this filtration coincides with the quotient filtration of the standard filtration on C[x 1 , x 2 , · · · , x n ]. We remind the reader that the quotient filtration is characterized by the fact that the induced map on each filtration level is a surjection, see [Bou1] ,pg. 164.
We note that gr(C[x 1 , x 2 , · · · , x n ])) is the polynomial ring C[x 1 ,x 2 , · · · ,x n ]. We leave to the reader the task of proving (by induction on the filtration level) Lemma 8.4. Suppose R is a filtered C-algebra which is graded as a vector space and f 1 , . . . , f n have the property that their images f 1 , . . . , f n generate gr(R). Then the given filtration on R coincides with the quotient filtration associated to the surjection π : C[x 1 , x 2 , · · · , x n ] → R given by π(x i ) = f i . Example 8.5. We give the following example to show what can go wrong if f 1 , . . . , f n do not generate gr(R). We give this example because a similar phenomenon occurs for the case of regular hexagons. Consider the affine coordinate ring R of the saddle surface z = xy. Then R is generated by x and y. We give R the filtration that is the quotient of the filtraton on C[x, y, z], so the images x, y and z have degree one in R. We also have a surjection π : C[u, v] → R given by π(u) = x and π(v) = y. Clearly π is not onto at filtration level one. There is no contradiction with the lemma above because the images x and y do not generate gr(R)).
Since we give I the filtration induced as a submodule of the polynomial ring both I and R have the filtrations needed to apply Proposition 2 of [Bou1] , pg. 169 to deduce that we have an exact sequence
and consequently gr(ι) : gr(I) → J is an isomorphism.
We are now ready to state and prove the result we want on lifting relations from gr(R) to R. We emphasize that we are assuming that the generators for R map to generators for gr(R) under the leading term map.
Proposition 8.6. Suppose p 1 , p 2 , . . . , p k ∈ gr(C[x 1 , x 2 , . . . , x n ]) generate the ideal of relations in the given generators for gr(R). Then
(1) There exist liftsp i , 1 ≤ i ≤ k, to C[x 1 , x 2 , . . . , x n ] such that for all i the polynomialp i is a relation for R.
(2) For any choice of such liftsp i , 1 ≤ i ≤ k the lifts generate the ideal of relations of R.
Proof. Since we have shown that J ≡ gr(I) the first statement in the proposition is obvious (since the leading term map is onto by definition of gr(I)). However the lift of a homogeneous element will usually not be homogeneous (the ideal I may not contain any nonzero homogeneous elements). The second statement follows from Lemma 8.1 -the images of the lifts generate the ideal gr(I) so the lifts generate I.
The projective coordinate ring of M r
Now we apply the lifting results of the previous section to get a presentation of the ring R r . We begin by carrying over some definitions from the toric ring (R r ) 0 to R r . Recall the definition of normal form for D-matrices.
Definition 9.1. For any d ∈ D(mr)(Z) let τ d ∈ R r be the unique tableau with multi-weight Ψ(Φ −1 (d)) ∈ SS(ma̟ 2 , mr). If a D-matrix is in normal form with columns d 1 , . . . , d s we shall say the product τ d1 τ d2 · · · τ ds ∈ R r is a normal monomial. Also we shall say thatτ d1τd2 · · ·τ ds ∈ (R r ) 0 is a normal monomial.
Definition 9.2. Suppose k = 2m is even. Choose tableaux τ i,j such that 1 ≤ i ≤ M k , 1 ≤ j ≤ m, where M k is the number of lattice points in D(kr)(Z), and such that
is the set of normal monomials of degree k,
where M k is the number of lattice points in D(kr)(Z), and such that
Note that M k is the number of semistandard tableaux of weight kr, which is the dimension of (R r ) (k) .
Remark 9.3. The choice of the ordering of normal monomials is not unique, since it is possible for two normal monomials to have the same total LG-degree, which is j LG-deg(τ i,j ). Proposition 9.4. The components of SS kr are exactly the semistandard tableaux of weight kr.
Proof. Let N kr be as above. The normal monomials of degree k are in bijection with the integral points of the polytope SS(ka̟ 2 , kr), by
But the semistandard tableaux of weight kr are in bijection with the integral points of SS(ka̟ 2 , kr) by σ → wt(σ).
Theorem 9.5. The tuple N kr is a basis for (R r ) (k) .
We claim the matrix [c i,j ] is unipotent. Since the product of any two semistandard tableaux τ σ is τ * σ + i c i ρ i where each c i ∈ Z, each ρ i is semistandard, and LG-deg(ρ i ) < LG-degree(τ * σ), one can argue by induction on s ≥ 2 that s ℓ=1 τ ℓ = (τ 1 * τ 2 * · · · * τ s ) +
LG-deg(ρ i ) < LG-deg(τ 1 * τ 2 * · · · * τ s ) Since the tuple SS kr = (σ 1 , . . . , σ M k ) satisfies LG-deg(σ i ) ≤ LG-deg(σ i+1 ), the matrix [c i,j ] is upper-triangular, and since the first term of the sum is the concatenated product, we get 1's on the diagonal of [c i,j ]. Therefore [c i,j ] is unipotent. Since SS kr is a basis of R (k) r the theorem follows.
Definition 9.6. Let C kr be the (unipotent) basis exchange matrix from N kr to SS kr . Proposition 9.7. For any two tableaux ρ 1 , ρ 2 with ρ 1 ρ 2 ∈ R (k) r , there exists i 0 ≤ M k such that
j=1τ i0,j is the leading term of the right hand side with respect to LG-degree. Proof. We have already established the analogous statement in terms of semistandard tableaux. There exists i 0 ≤ M k such that
andρ 1ρ2 =σ i0 = s j=1τ i0,j is the leading term of the right hand side with respect to LG-degree.
Theorem 9.8.
(1) The ring R r is generated by semistandard tableaux in degrees one and two.
The relations in these tableaux are generated by quadratic relations of degrees two, three, and four.
(2) The ring R 2r is generated by semistandard tableaux of degree one. The relations in these tableaux are generated by quadratic relations.
Proof. The tableauxτ of degrees one and two generate (R r ) 0 so their lifts τ must generate R r . Now we choose lifts of the relations in (R r ) 0 of types (F2), (F3), and (F4) to get degree two, three, four relations in the tableaux of degree one and two.
First consider a relation of type (F2) which isσ 1σ2 =τ where σ 1 * σ 2 = τ and σ 1 , σ 2 are degree one. Write
where M 2 = dim R (2) r , (τ 1 , . . . , τ M2 ) = SS 2r = N 2r . There is some k such that τ = τ k , and furthermore τ = τ k is the leading term of the right hand side with respect to LG-degree. Hence this relation is a lift of the (F2) relationσ 1σ2 =τ . Now consider a relation of type (F3), which isστ =σ ′τ ′ where the right hand side is a normal monomial, andσ,σ ′ are degree one andτ ,τ ′ are degree two. Write
r and N 3r = (σ 1 τ 1 , . . . , σ M3 τ M3 ). The normal monomialσ ′τ ′ is the leading term of the right hand side with respect to LG-degree, so this relation is a lift of the (F3) relationστ =σ ′τ ′ .
Finally consider a relation of type (F4), which isτ 1τ2 =τ ′ 1τ ′ 2 where the right hand side is a normal monomial, and each ofτ 1 ,τ 2 ,τ ′ 1 ,τ ′ 2 is degree two. Write
where M 4 = dim R (4) r and N 4r = (τ 1,1 τ 1,2 , . . . , τ M4,1 τ M4,2 ). The normal monomial τ ′ 1τ ′ 2 is the leading term of the right hand side with respect to LG-degree, so this relation is a lift of the (F4) relationτ 1τ2 =τ ′ 1τ ′ 2 . It follows from proposition 8.6 and theorem 7.14 that the relations in the degree one and degree two tableaux are generated by the lifted relations above,
where N jr = (n 1 , . . . , n Mj ) and ρ 1 ρ 2 ∈ R (j) r , j = 2, 3, 4. Similarly the semistandard Young tableaux of weight 2r generate R 2r and the relations in these tableaux are generated by quadratic relations, which are lifts of relations of type (F4) for the toric ring (R r ) 0 . Now recall Theorem 4.7 which states that in fact R r is generated by elements of degree one provided that |r| = i r i is even. We shall now upgrade this theorem to include a statement about the relations.
Theorem 9.9. Assume that |r| = n i=1 r i is even. Then R r is generated by semistandard tableaux of weight r and the relations amongst these tableaux are generated by relations of degree four and less. If furthermore each r i is even then the relations among the tableaux of weight r are generated by quadratic relations.
Proof. We have that the degree tableaux of weight r generate R r by Theorem 4.7.
Each tableaux of weight 2r is a quadratic function of tableaux of weight r. For each tableaux τ of weight 2r, write τ in terms of tableaux of weight r: τ = i a i (τ )σ i,1 σ i,2
Let f (τ ) = i a i (τ )σ i,1 σ i,2 . The relations of type (F2'), (F3'), and (F4') in Theorem 9.8 above may be replaced with relations in tableaux of weight r by substituting each degree two tableau τ with f (τ ). 9.1. An explicit algorithm for listing the relations. First write each degree two tableau τ in terms of degree one tableaux (see Theorem 4.7):
For each j = 2, 3, 4, do the following.
(1) List the normal monomials N jr = (n 1 , . . . , n Mj ) and semistandard tableaux SS jr = (σ 1 , . . . , σ Mj ) weakly increasing with respect to LG-degree.
(2) Compute the change of basis matrix C jr using Plücker relations.
(3) Compute C −1 jr (recall C jr is unipotent with integer entries). (4) List all non-normal monomials ρ 1 ρ 2 of degree j.
(5) For each such ρ 1 ρ 2 above, use Plücker relations to compute the coeffients c ′ i,ρ1ρ2 where
c i,ρ1ρ2 n i (7) Replace each degree two tableau τ occuring in the relation above with f (τ ).
9.2.
A minimal set of generating relations for R 2r . The relations given for R r above may not be minimal. The prime example is that of n = 6 with each r i = 1, where a single cubic relation generates the ideal of relations. However, the presentation given for R 2r (when each r i is even) turns out to be a minimal presentation.
Theorem 9.10. A minimal set of generating relations for R 2r is given by
where (σ 1 τ 1 , . . . , σ M4 τ M4 ) = N 4r and the products ρ 1 ρ 2 range over all non-normal products of degree two tableaux in R r (they are degree one in R 2r ).
Proof. Let I be the ideal generated by the above relations, and let J be the ideal generated by all but one of them, say p(ρ 1 , ρ 2 ) = τ 1 τ 2 − M4 i=1 c i,ρ1ρ2 σ i τ i . We show that J does not contain p(ρ 1 , ρ 2 ). Suppose p(ρ 1 , ρ 2 ) ∈ J. Then, p(ρ 1 , ρ 2 ) = ℓ a ℓ p(α ℓ , β ℓ ) for some coefficients a ℓ , where the products α ℓ β ℓ are not equal to ρ 1 ρ 2 in the polynomial ring C[γ 1 , . . . , γ M2 ] where the γ i range over the tableaux of weight 2r. But the monomial ρ 1 ρ 2 does not even occur on the right hand side of the equation since it is not one of the α ℓ β ℓ 's nor is it a normal monomial. Hence we have a contradiction. 9.3. Some examples. Here we will concentrate on the case of equal weights. When the r i 's are equal there is a natural action of the symmetric group on the moduli space, so that the resulting quotient is the space of unordered points on the line, the set of roots of a homogeneous degree n polynomial in two variables -the classical subject of "binary quantics", see [KR] . 9.3.1. Four points. Let r = (1, 1, 1, 1) . The moduli space M r is simply the projective line CP 1 . The invariant semistandard 2 by 2 tableaux are X = 1 2 3 4 Y = 1 3 2 4
These give the embedding into CP 1 . The moduli space of the square is one dimensional over C, and hence there can be no relations between X and Y . Hence the embedding surjects onto CP 1 . Identify CP 1 with C ∪ {∞} where [z, 1] → z ∈ C, and [1, 0] → ∞. Now let z 1 , z 2 , z 3 , z 4 ∈ C. The condition for semistability is that no three of these points coincide, and the well known cross ratio function is given by
9.3.2. Five points. Let r = (2, 2, 2, 2, 2). The moduli space M r (the pentagon space) is more complicated, it is embedded in CP 5 and satisfies five quadratic equations. It can be shown that M r is CP 2 with four points blown up. The generators are A = 1 1 2 2 3 3 4 4 5 5 B = 1 1 2 2 4 3 3 4 5 5 C = 1 1 2 3 3 2 4 4 5 5 D = 1 1 2 3 4 2 3 4 5 5 E = 1 1 2 4 4 2 3 3 5 5 F = 1 1 3 3 4 2 2 4 5 5
These give an embedding of the moduli space of the pentagon into CP 5 . There are five non-normal quadratic products, BC, AE, AF , BF , and CE. The generating set of relations is BC = AD, AE = BD − D 2 + DE, AF = CD − D 2 + DF BF = D 2 − DE, CE = D 2 − DF 9.3.3. Six points. The space of equilateral hexagons is a cubic hypersurface in CP 4 . We leave this as an exercise for the reader; otherwise see [DO] , page 17, for more details.
9.3.4. Eight points. By computer experiment one may check that the quadratic relations generate the cubic and quartic relations when n = 8. By our main theorem on relations, we know that all relations are generated by the quadratic relations. There are fourteen generators and fourteen relations. Generators for the ring of octagons:
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