Abstract: Pairwise likelihood functions are convenient surrogates for the ordinary likelihood, useful when the latter is too difficult or even impractical to compute. One drawback of pairwise likelihood inference is that, for a multidimensional parameter of interest, the pairwise likelihood analogue of the likelihood ratio statistic does not have the standard chi-square asymptotic distribution. Invoking the theory of unbiased estimating functions, this paper proposes and discusses a computationally and theoretically attractive approach based on the derivation of empirical likelihood functions from the pairwise scores. This approach produces alternatives to the pairwise likelihood ratio statistic, which allow reference to the usual asymptotic chi-square distribution useful when the elements of the Godambe information are troublesome to evaluate or in the presence of large datasets with relative small sample sizes. Monte Carlo studies are performed in order to assess the finite-sample performance of the proposed empirical pairwise likelihoods.
Introduction
In various modern applications, such as models with a complex dependence structure, classical likelihood-based methods may encounter both theoretical and computational problems, due to the difficulty, or even impracticability, of specifying the full likelihood function. In these situations, it is possible to resort to alternative inferential methods that are based on approximate likelihoods derived by combining marginal distributions (see Cox and Reid, 2004; Varin, 2008; Varin et al., 2011) .
Let Y be a q-dimensional random vector with joint density f (y; θ), θ ∈ Θ ⊆ R d , d ≥ 1. Let y = (y 1 , . . . , y n ) be a random sample of size n from Y . Suppose that there is a significant difficulty in evaluating f (y; θ), and the corresponding likelihood L(θ), but that we may compute likelihoods for pairs of observations (y i h , y i k ) (i = 1, . . . , n; h, k = 1, . . . , q, h = k). From the bivariate marginal densities f hk (·, ·; θ), we can obtain the pairwise likelihood pL(θ) = pL(θ; y) = 
where w i hk are non-negative weights which do not depend on the parameter θ or on y. The pairwise likelihood is a particular instance of the general class of composite likelihoods (see Varin, 2008; Varin et al., 2011 , for recent reviews on composite likelihoods methods). Composite likelihood contains, and thus generalizes, the usual ordinary likelihood, as well as many other alternatives, such as the pseudo-likelihood of Besag (1974) and the partial likelihood of Cox (1975) .
The validity of using the pairwise likelihood to perform inference about θ can be assessed from the standpoint of unbiased estimating functions or the KullbackLeibler criterion (for details, see Lindsay, 1988; Cox and Reid, 2004; Varin, 2008; Varin et al., 2011) . Under regularity conditions (Molenberghs and Verbeke, 2005) , the pairwise score is an unbiased estimating function, the pairwise maximum likelihood estimator is asymptotically normal and Wald type statistics and score-type statistics have the usual asymptotic null distribution.
As it is well known, Wald-type statistics lack invariance under reparametrization and force confidence regions to have an elliptical shape. Under this respect, likelihood ratio type statistics are more appealing. However, one drawback with pairwise likelihood methods is that the null distribution of the pairwise likelihood ratio statistic does not converge to the standard chi-square distribution, but to a linear combination of independent chi-square variates with coefficients given by the eigenvalues of a matrix related to the Godambe information (Kent, 1982) . Several adjustments of the pairwise likelihood ratio to approximate the usual chi-square distribution have been proposed, which typically require the computation of the elements of the Godambe information (see Satterthwaite, 1946; Wood, 1989; Geys et al., 1999; Lindsay et al., 2000; Chandler and Bate, 2007; Pace et al., 2011) .
By invoking the theory of unbiased estimating functions, in this paper we propose a computationally and theoretically attractive alternative approach which is based upon empirical likelihoods derived from the pairwise score function. In particular, we propose two versions of the empirical pairwise likelihood ratio statistic. The first one, termed hereafter pw e (θ), is derived following Adimari and Guolo (2010) and has a standard chi-square asymptotic null distribution. The statistic pw e (θ) is particularly appealing when the elements of the Godambe information are computationally expensive to estimate (see Varin et al., 2011) . The second statistic, denoted with pw e (θ), shares the same asymptotic distribution of the pairwise likelihood ratio statistic and can be appealing since the rate of convergence to its null distribution is, in general, fast.
The paper is organized as follows. In Section 2 pairwise likelihood methods are briefly reviewed. In Section 3 the proposed approach is discussed and in Section 4 three simulation studies are analyzed in detail in the context of the equicorrelated normal distribution, of correlated binary data and of multivariate extreme values. Simulation results indicate that the proposed statistic allow quite accurate inferences. Some concluding remarks are given in Section 5.
Background on pairwise likelihood
The validity of inference about θ using the pairwise likelihood function (1) can be justified invoking the theory of unbiased estimating functions. Under broad assumptions assumed in this paper (Molenberghs and Verbeke, 2005) , the maximum pairwise likelihood estimatorθ p is the solution of the pairwise score function
where
The pairwise score pU (θ) is unbiased, i.e. E θ (pU (θ)) = 0, since it is a linear combination of valid score functions. Moreover, the maximum pairwise likelihood estimatorθ p is consistent and asymptotically normal with mean θ and variance
with H(θ) = E θ (−∂pU (θ)/∂θ ) and J(θ) = var θ (pU (θ)) = E θ pU (θ)pU (θ) . The matrix V (θ) −1 is known as the Godambe information matrix (Godambe, 1960) . The form of V (θ) is due to the failure of the second Bartlett identity since, in general,
Pairwise Wald-type or score-type test statistics based on pL(θ) are straightforward to derive using consistent estimates of the matrices H(θ) and J(θ) (see Varin, 2008 , for a detailed discussion), and present the standard chi-square asymptotic distribution. In particular the the Wald type test is
while the score type statistic is
On the contrary, the pairwise likelihood ratio statistic pw(θ) = 2(p (θ p ) − p (θ)), with p (θ) = log pL(θ), does not have the standard chi-square asymptotic distribution. Indeed, the null asymptotic distribution of pw(θ) is a linear combination of independent chi-square random variables, i.e.
where Z 1 , . . . , Z d are independent standard normal variates and the coefficients ω 1 , . . . , ω d are the eigenvalues of the matrix H(θ) −1 J(θ). In the special case d = 1, we have ω 1 = J(θ)/H(θ), so that the adjusted pairwise likelihood ratio statistic pw 1 (θ) = pw(θ)/ω 1 is asymptotically χ 2 1 . For d > 1 several authors (see Rotnitzky Jewell, 1990; Geys et al., 1999; Molenberghs and Verbeke, 2005) propose to use first order moment matching, which gives pw 1 (θ) = pw(θ)/ω, with
d approximation is used for the null distribution of pw 1 (θ).
First and second moment matching gives the Satterthwaite type (Satterthwaite, 1946) adjustment suggested in Varin (2008) , i.e. pw 2 (θ) = pw(θ)/κ, with κ = j w 2 j / j w j . The null asymptotic distribution is χ 2 ν , with ν = ( j w j ) 2 / j w 2 j . Matching of moments up to higher order have been also be considered (Wood, 1989; Lindsay et al., 2000) . These corrections to pw(θ) might be inaccurate because they correct only moments of the distribution.
The corrections proposed by Chandler and Bate (2007) and Pace et al. (2011) are alternative methods to moment based adjustments that aim to have a statistic with the usual χ 2 d asymptotic null distribution. In particular Chandler and Bate (2007) propose the so-called vertical scaling to pw(θ), given by
Pace et al. (2011) proposed a parametrization invariant adjustment that takes the form
All these adjustments to pw(θ) require the evaluation of J(θ) and H(θ), which can be computationally troublesome or computationally demanding to compute in some situations, such as in the example of multivariate extreme values example considered in Section 4.
Empirical pairwise likelihood ratio statistics
This section develops a computationally and theoretically appealing approach, called empirical pairwise likelihood. This approach is attractive in those problems where the evaluation of the matrices H(θ) and J(θ) is computationally cumbersome or when dealing with large datasets with relatively few observations. Empirical likelihood is a pseudo-likelihood function for θ derived from a very general estimating function (see Owen, 2001 , as a general reference). It is a nonparametric tool which allow to obtain a pseudo-likelihood in several contexts, which include inference for dependent data (Owen, 1991; Kolaczyk, 1994; Kitamura, 1997; Nordman and Lahiri, 2006; Nordman, 2008) . The main appeal of the empirical likelihood approach is that, under suitable regularity conditions, only unbiasedness of the estimating function is required to obtain a standard asymptotic chi-square distribution for the empirical likelihood ratio statistic or for its profile counterpart.
The drawback of the empirical likelihood ratio statistic is that it may lead to unsatisfactory inferences when the sample size is relative small, since the convergence to its null distribution may be slow.
An empirical pairwise likelihood ratio statistic for θ, derived from the pairwise score function (2) can be expressed as
where the Lagrangian multiplier ξ = ξ(θ) satisfies
Note that, alternatively, the pairwise score function (2) may be expressed as
when considering a set of measurable events {A r : r = 1, . . . , m} defined in terms of pairs of observations (y i h , y i k ), with m = nq(q−1)/2. With this formulation, pU r (θ) = ∂ log f (y ∈ A r ; θ)/∂θ. In (5) it is highlighted that the pairwise score function has m terms and we have pU 1 (θ) = pU 1 12 (θ), pU 2 (θ) = pU 1 13 (θ), . . . , pU m (θ) = pU n (q−1)q (θ). An empirical likelihood ratio statistic for θ derived from (5), is pw e (θ) = 2 m r=1 log 1 +ξ pU r (θ) ,
where the Lagrangian multiplierξ solves
Expression (2) and (5) are alternative expressions of the same score function and hence they lead to the same estimatorθ p . The difference in grouping becomes relevant when (2) and (5) are used to obtain an empirical likelihood function. Indeed, the former maximizes a distribution function with n weights, while the second one a distribution functions with m weights. In order to state the asymptotic behaviour of the pairwise empirical likelihood ratio statistics pw e (θ) and pw e (θ) two propositions are given. Proposition 1. Consider the pairwise score function (2). Then
Proposition 1 states the same asymptotic results of Owen (1988 Owen ( , 1990 for the empirical pairwise likelihood ratio pw e (θ). In particular the leading term in the expansion of pw e (θ) is O p (n −1 ) and the error term is of order O p (n −1/2 ). The proof can be easily obtained following the theory in Adimari and Guolo (2010) . The chisquare approximation still holds when θ is partitioned as θ = (ψ, λ), i.e. for the profile version of pw e (θ). In particular pw ep (ψ) = inf λ w e (ψ, λ) still converges in distribution to a chi-square random variable.
Proposition 2. Consider the pairwise score function (5). Then
The proof of Proposition 2 is given in the Appendix. Proposition 2 states that the asymptotic null distribution of pw(θ) and pw e (θ) are the same. Hence, when d = 1 it is possible to recover the usual asymptotic null distribution of pw e (θ) considering its scaled version pw e1 (θ) = pw e (θ)/ω 1 (see Adimari and Guolo, 2010) . For d > 1, it is possible to use the scaled statistic pw e1 (θ) = pw e (θ)/ω. In the presence of nuisance parameters, the profile version of pw e (θ), given by pw ep (ψ) = inf λ pw e (ψ, λ), can be easily scaled in order to have a statistic distributed as chi-square random variable. In the Appendix some remarks about the accuracy of the chi-square approximation of pw e1 (θ), which depends on n, q and the dependence structure of the observations, are given.
Monte Carlo studies
In this section three examples are discussed in order to compare the finite-sample behaviour of the inferential procedures based on the statistics presented in Sections 2 and 3. The first example deals with a equicorrelated multivariate normal distribution, the second one considers correlated binary data and the third one focuses on multivariate extreme values. The first example considers a vector parameter and is feasible to do closed form calculations both for complete and pairwise likelihood quantities. The second and the third examples provide a framework of practical interest, where the estimation of the matrices H(θ) and J(θ) is needed and can be computationally intensive to estimate.
Multivariate normal distribution
Let us focus on the mean µ, variance σ 2 , and on the correlation coefficient ρ of a multivariate normal distribution. In this case, the full likelihood function L(θ), with θ = (µ, σ 2 , ρ), is available and it is possible to compare the full likelihood ratio statistic w(θ), based on L(θ), with the scaled versions of pw(θ) presented in Section 2 and with the proposed pairwise empirical likelihoods, pw e (θ) and pw e (θ).
Let Y be a q-variate normal random variable with corr(Y r , Y s ) = ρ, for r, s = 1, . . . , q, r = s and with µ r = µ, and σ 2 r = σ 2 , for r = 1, . . . q. Given a sample y = (y 1 , . . . , y n ), the pairwise log-likelihood is
q h=1 y i h /nq . In order to assess the behaviour of the proposed test statistics, we ran a simulation experiment, with n = 15, 30 and q = 30, for three values of ρ, ranging from a moderate to a strong correlation. Table 1 reports the empirical coverages of equitailed confidence regions. Note that both pw 1 (θ) and pw e1 (θ) are multiplied by the same scale factor 1/ω, which is evaluated at the pairwise maximum likelihood estimate. The results in Table 1 show that the proposed pairwise empirical likelihood statistic pw e1 (θ) shows a reasonably performance in terms of coverage and is close to w(θ), pw 1 (θ), pw s (θ) and pw inv (θ) when the correlation is less than 0.9. For all considered n, pw e1 (θ) outperforms pw e (θ), pw w (θ) and pw s (θ).
Binary data
The pairwise likelihood is particularly useful for modelling correlated binary outcomes, as discussed in Le Cessie and Van Houwelingen (1994) . This kind of data arises, e.g., in the context of repeated measurements on the same subject, where a maximum likelihood analysis involve multivariate integrals whose dimension equals the cluster sizes.
Let us focus on a multivariate probit model and constant cluster sizes. In this case, the pairwise log-likelihood is
(see Le Cessie and Van Houwelingen, 1994; Kuk and Nott, 2000) . Pairwise likelihood inference is much simpler than using the full likelihood since it involves only bivariate normal integrals. For instance (see also Renard et al., 2004) , we have pr
, where Φ 2 (·, ·; ρ) denotes the standard bivariate normal distribution function with correlation coefficient ρ and γ i h = x i h β/σ, with β unknown regression coefficient, σ known scale parameter and x i h fixed constants (i = 1, . . . , n; h, k = 1, . . . , q).
Simulation results for the overall parameter θ = (β 0 , β 1 , ρ) are summarized in Table 2 , which gives the empirical coverages for equitailed confidence regions for θ. The derivatives of (8) are not available in closed form and numerical evaluation of all the likelihood quantities involved in the simulation study has been used. The results in Table 2 show that, as in Example 1, the empirical likelihood statistic pw e (θ) gives quite good results for moderate sample sizes improves on pw w (θ), pw s (θ), pw cb (θ), pw pss (θ). 
Multivariate extreme values
As pointed out in Padoan et al. (2010) , the general q-dimensional distribution function under a max-stable process representation does not permit an analytical tractable form. In this situation the specification of bivariate spatial models becomes crucial in order to write down a likelihood function to make inference with multivariate extreme values. The model used is the Gaussian extreme value model (Coles, 1993) that, for locations t h , t k ∈ R 2 (h, k = 1, . . . q), has probability function where Φ(·) is the standard gaussian distribution function, t = (t h − t k ) , a(t) = (t Σt) 1/2 and Σ is the covariance matrix with covariance σ hk and standard deviations σ h , σ k > 0. The function a(t) measures the strength of the extremal dependence between z h and z k : as a(t) tends to zero we have complete dependence while as a(t) tends to infinity we have complete independence. Data were simulated over regular grids of 8×8 and 30×30 locations and the couples considered in the pairwise likelihood function were all those satisfying e(t) = (t t) 1/2 ≤ d with d > 0 fixed constant. This condition implies that the pairwise likelihood function (1) has weights w i hk = {0, 1} in accordance to e(t). In our simulation study we set σ h = σ 1 = 2000, σ k = σ 2 = 3000, σ hk = σ 12 = 1500 and d = 3. The results for this example are summarized in Table 3 , with θ = (σ 1 , σ 2 , σ 12 ), and highlight a reasonable performance of the proposed statistics. The pw e (θ) seems to be more accurate when the dimension of the grid grows, in accordance with the proof given in the Appendix. As expected, pw e (θ) needs relatively large sample sizes to be comparable with the scaled versions of pw(θ) and pw e (θ) but in this example a jack-knife estimate of J(θ) is cumbersome to obtain since the maximization step required to obtainθ p is time demanding: in the 30 × 30 grid framework with n = 150 the couples involved in the pairwise likelihood function are 2.975.400. 
Concluding remarks
In this paper, the possibility of deriving empirical likelihoods from a pairwise score function has been investigated. This approach offers a new attractive computational method to derive likelihood ratio type test statistics. The simulation results in Section 4 indicate that the proposed pw e1 (θ) and pw e (θ) can be useful to make inference in complex models. Moreover, for multidimensional θ and for large q, pw e1 (θ) appears preferable than pw e (θ), but it must be noticed that the latter can be used when both pw e1 (θ) and pw 1 (θ) are not available. For example, when analysing long sequences of genetic or spatial data, it may happen that the matrix H(θ) is too large and its inverse can be computational troublesome to compute. As a final remark, we note that the proposed pairwise empirical likelihoods may be readily extended to general composite score functions providing inferential tools alternative to composite likelihood functions.
