Introduction
Measurements of the health consequences of urban fuel consumption are central to evaluation of regulations, technologies and clean fuels that improve urban air quality. Presently, measurements combine known health effects with simulations of emissions, ambient air quality, and mortality risk estimates (U.S. Environmental Protection Agency (2007) ; European Commission). However, estimated health effects emphasize short-run response to specific atmospheric chemicals. Further, the incorporation of long-term effects of chronic and low level exposure to air pollution is incomplete. Long term effects of pollution on health are difficult to measure because the low level and chronic exposure must take place for several years before effects will occur. Further, potential long-term effects are easy for critics to discredit (Kittman).
Our estimate of the relation between an important health indicator, the mortality rate for heart disease and stroke (HDS), and a pollution variable, the intensity of fuel consumption at a particular location, provides a glimpse of the overall long-term effects of chronic exposure to air pollution. Optimistically, scientists will eventually understand the complex chemistry of pollutant emission and transformation in the environment, and the medical risks of chronic exposure to an array of urban air components. Until then, reduced form equations can estimate the composite relation between the final (endogenous) effects and initial (exogenous) causes (Greene, 2003, p. 379) . Reduced form estimates can supplement an exhaustive understanding of individual cause and effect relationships. Specifically, we estimate the total physical and social response to the technology improvements, product bans/substitutions, and economic policies associated with the US Clean Air Act (CAA) on HDS death risk-it is shown that the package of public actions had a substantial economic benefit.
Regarding organization, we first review the state of scientific understanding and uncertainty about air quality related determinants of health and HDS risk. Second, statistical estimates of the cross section relationship between the HDS mortality rate and the intensity of fuel consumption are presented. Third, policy-related reductions in HDS mortality are calculated by comparing slopes of the fuel intensity regression, before the US Clean Air Act (1974) and after the most recent policy revisions in 2004. Next, the cancer rate improvement estimate is combined with value of statistical life estimates (VSL) from the literature for a direct statistical estimate of overall program gains. Lastly, allocation of the overall welfare gain to components is discussed.
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Fuel consumption-health relationships for policy analysis: state of knowledge and uncertainty
Exceptional complexity arises because the fuel consumptionhuman health relationship has at least three dimensions. First, the auto technology for burning fuel influences the composition and extent of chemical emissions into the atmosphere. And the nature of emissions changes over time with changing auto technology and regulation. Second, the reactive chemicals emitted from vehicles are transformed in the atmosphere, and sometimes the atmosphere itself is changed. Indeed, a separate branch of chemistry, atmospheric chemistry, has arisen in an attempt to understand the interactions between fuel-based emissions and the air we breathe. Third, science understands that air pollution adversely influences human health, but agreement on the mechanisms and effects is incomplete. The following statements illustrate that each of the components also have multiple dimensions:
Combustion emissions and their contribution to ambient particulate, semivolitile, and gaseous air pollutants all contain organic compounds that induce toxicity, mutagenicity, genetic damage, oxidative damage, and inflammation (Lewtas, 2007, p. 27 ).
Most of the medical literature on health risks from urban air pollution used in policy analysis focuses on short-run effects caused by specific chemicals uniquely present in urban areas. For instance, ozone's role in death from asthma, bronchitis, and emphysema has been verified and suggested for incorporation in future policy analysis (Bailar et al., 2008) . Less extreme health problems from the same diseases are emphasized in existing benefit cost studies, but such studies frequently include a longer list of health reducing chemicals (sulfates, carbon monoxide, nitrogen oxides, sulfur dioxide, and lead). For example, see (U.S. EPA (2007), p. D-6) .
Generally speaking, the long run health risks from air pollution are difficult to measure, because the many health effects are present only decades after exposure and air pollution is difficult to isolate as the sole cause (Cohen, 2003 (Cohen, , p. 1011 . One important determinant of long run HDS risk, particulate air pollution, has been included as a criterion for designing appropriate policies for mitigating air pollution for policy analysis (Pope et al., 2002) . Another study, not incorporated in policy analyses, suggests longrun relations between HDS risk and high emissions of nitrogen oxide and sulphate-apparently accumulated lead exposure (measured by bone lead) aggravates susceptibility in exposure to ozone and sulfates (Park et al., 2008, p. 6 ). Further, current research investigations focus on the HDS risks associated with other elements of urban air that come from the gasoline engine, especially Polycyclic Aromatic Hydrocarbons (PAH) (Lewtas, 2007, p. 95) . Urban air chemical-HDS risk relationships are partially known, partially unknown.
The long run (HDS death rate) effect of policy and induced technology changes should also be taken into account, because government policies are part of the fuel-health matrix. CAAs aimed at cleaner emissions have directly regulated engine technology and fuel recipes for both gasoline and diesel engines. Indirectly, these policies have caused a substitution of polluting substances in favour of relatively clean additives. And fuel recipe regulations of the last 15 years have restricted several other toxic chemicals.
To curb the gasoline engine's pollution, the catalytic converter (CC) was introduced in 1973 to remove olefins (highly reactive compounds that promote smog formation) from auto exhaust. Leaded gasoline was gradually banned at the same time because it damaged new cars equipped with the CC . There was an immediate decline in the urban population's lead blood level as the lead ban progressed (Kitman, 2000, p. 37) . Further, a safe minimum threshold for exposure to lead apparently does not exist (Navas-Acien et al., 2007) . Hence, a reduction in the long-run HDS rate due to the lead ban is plausible.
Production of high-octane lead-substitute additives increased steadily with the introduction of the CC. The lead ban was complete in 1995 (U.S. Department of Energy, pp. 9 and 22). Initially, MTBE, benzene-rich reformate, and ethanol shared the new additive market, because they all had octane-boosting properties that were similar to lead. When the 1990 CAA took effect, though, benzene restrictions were included to address cancer mortality risks; benzene in reformulated fuel was limited to 2.0% (U.S. Department of Energy, pp. 9). Recently, the benzene content of gasoline was limited to 0.62% in all gasoline (Octane Week (2007a, b) , p.1). Also, MTBE was banned in several states and mostly removed from the national market in 2005 amidst concerns for ground water pollution. Gradually, ethanol substitutes have been removed from the lead-substitute market. In effect, the CC and ethanol are complementary inputs, used in fixed proportions, and jointly responsible for extensive HDS rate reductions over the last 20 years.
Particulate regulations for diesel were introduced after the 1990 CAA. New standards specified cleaner diesel engines-a new heavy truck emitted 0.751 g/hp h of particulates before regulation, and gradually reduced to 0.1 g/hp h for 1994 models (U.S. Environmental Protection Agency (1985) , p. 10630). It takes a long time for actual particulate reductions, however, owing to the long useful life of a diesel truck.
Esther fuels from soybean or rapeseed oil also reduce particulate emissions. Experimental data suggest that 20% esther-blended diesel fuel only emits 85% of the particulates of #2 fuel oil (Manicom et al.) . Some esther-blend tests have shown an increase in nitrous oxide emissions. However, adjusted engines reduce all categories of pollutants in some tests (Goetz) . Overall, improved diesel engines and esther fuel blends are substitute inputs for reducing particulate emissions.
Separately, the CAA regulations of 1990 and 2000 both specified reduction in smog-causing gasoline engine emissions that were achieved by regulating fuel composition (Ragsdale, 1994) . Reduced criteria pollutant emissions include chemicals with known HDSprovoking characteristics: nitrogen oxides, ozone (Gryparis et al., 2004) , and sulphur oxides (Sunyer et al., 2003) . Further, there are potential long term effects due to an interaction between previous lead exposure and current susceptibility to ozone exposure (Park et al., 2008) . Finally, emerging research on the HDS risks associated with PAH's, and the appearance of these chemicals with particulates, suggest a possible understatement of the importance of gasoline emissions and regulations.
Estimation procedures
A disease rate-fuel intensity relationship underlies our empirical analysis. In Fig. 1 , the function f i has a positive slope because residents of highly populated areas are exposed to higher concentrations of pollutants from fuel consumption than residents of small towns or rural areas. Further, f i is hypothesized to be relatively flat (has a smaller slope) when strict fuel blending regulations, clean fuels that exclude harmful substances, or modern clean-burning engines dominate the vehicle fleet. In contrast, f i is hypothesized to be steeper before regulation, because older cars emitted more harmful exhaust pollutants, and fuel blending was not regulated for health benefits. Other factors may shift the position of f i over time; examples of time-shifting variables include improving health care and deteriorating health habits such as obesity, drinking, and smoking. Our estimation of health benefits consists of estimating f i before the Clean Air Act in 1972, and after the CAA in 2004. Then the 'other health determining factors' are adjusted to their 2004 values, and a before and after comparison of mortality rates is calculated.
We used the 'fixed time and group effects' model for cross section-time series estimation (Greene, 2003, p. 291) . Accordingly, the mortality rate is the dependent variable, and the intensity of fuel use is one explanatory variable. Additionally, a dummy variable for the observation's state and year are also included to capture the effects of other health determining variables. The regression specification is:
dr it is the 'age-adjusted' mortality rate due to cardiovascular disease, in deaths/100,000 people; gi it the fuel (gasoline and diesel) use intensity, in gallons/mi 2 ; Dt it is 1 for year t (1972, 2004) , and 0 otherwise; Dsit is 1 for state s (s=al, ar, etc.), and 0 otherwise; e it is a random variable; a t , a i , b i are parameters for estimation Eq. (1) defines 2 cross-section regressions, defined by t= 72 and t =04. Also, the index, i, refers to sub-state observations, mainly metropolitan counties of the US.
Initially, we expected to include explicit other health-determining factors as explanatory variables. Some state-level data on cigarette consumption, weight status, and health expenditures was available for recent years, but not for the pre-CAA period of 1972. Further, local data were unavailable for both health variables in all time periods. Hence, we proxied the state of health habits, and health care delivery at each time and location using the 'state' and 'time' variables. The death rate -fuel intensity -binary variable approach to estimation is likely viable under most circumstances. First, bias in regression coefficients due to an omitted explanatory variable, such as health habits, does not occur when the independent variables are uncorrelated (Judge et al., 1982, p. 597) . There is no reason to expect typical health habits to vary systematically across low density and high density urban areas. Thus, bias in b due to exclusion of cigarette consumption, using 2001 data, is not extensive-the 2004 correlation between fuel intensity and cigarette consumption was À .01. Similarly, the correlation between fuel intensity and the fraction overweight population was moderate, at À .13. Second, policy inferences based on changes in the slope of the fuel consumption-health relationship are likely valid even in the presence of higher correlations between fuel intensity and other (omitted) health variables, provided that the correlation pattern among independent variables is similar before and after the policy change.
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The dependent variable in Eq. (1) removes the effect of changing age distribution. We used the 'age adjusted' death rate due to cardiovascular disease. The age adjusted death rate for n age groups is: Thus, the actual mortality rate within each age group in each county is weighted by a fixed age distribution proportion for a base year period. The 2000 age distribution of US population defines the fixed age distribution weights (National Center for Health Statistics, p. 479).
For national policy analysis, it is convenient that the standardized national death rate becomes the actual death rate in the base year.
Similarly for local data, the actual death rate is approximately equal to the standardized death rate when the area's age distribution is approximately equal to the national age distribution in the base year. Then the number of deaths is approximately equal to the current population times the age adjusted death rate for the base year.
Estimation was executed on two cross-sectional regressions using the seemingly unrelated regression (SUR) procedure from The Statistical Analysis System (SAS) software package. Each equation had its own intercept term, which defined two a t 's. An explicit dummy variable takes a unit value (Ds i = 1) for each state. Further, a particular state coefficient is constrained to be the same across both cross sectional equations.
Data
Individual death records data were compiled for our statistical analysis. The adjusted mortality rate data were constructed from individual records kept by the Center for Disease Control and made available by the National Center for Health Statistics (National Bureau of Economic Research). Individual records were available for 215 counties that were classified as metropolitan in 1972, which were all included in the analysis. 1 See Appendix A for further discussion. 2 These states are i= al, ar, az, ca, co, ct, dc, de, fl, ga, ia, id, il, in, ks, la, ma, md, me, mi, mn, mo, ms, nc, ne, nh, nj, nm, nv, ny, oh, ok, or, pa, ri, sc, tn, tx, ut, va, wa, wi.
The gasoline intensity variable was also constructed. We used county level data on Vehicle miles travelled (VMT), which is collected jointly by the US Department of Transportation and the U.S. Environmental Protection Agency (Driver et al., 2007) . The VMT data was combined with fuel economy estimates for the appropriate year from the EPA's MOBILE6 model (e.g., Landman). Fuel consumption for each county was approximated by multiplying miles by fuel economy, and aggregating across vehicle classes. We matched 1978 VMT data with the pre-regulation cardiovascular disease rate observation, because it was the earliest data available. Lastly, fuel consumption for each county or 'other state' observation was divided by the geographical area of the appropriate unit.
Also, 48 'other state' or 'rural' observations were used for preliminary estimations. These observations were constructed by subtracting the appropriate metropolitan counties from state level data. 3, 4 This extended the range of exposure on the low side, and increased the sample size to 263 observations in each year.
Estimates
Estimates for the mortality rate function were based on Eq. (1). But several specifications were estimated to evaluate inclusion of specific dummy variables. Preliminary estimates suggested that both time dummies were significant and should be included. Initially, the Ds i =0 situation refers to six rural states that did not have a metropolitan county in the 1972 reference data (mt, nd, sd, vt wv, and wy). Other state dummies were also excluded when the effect was not significantly different from zero. Furthermore, including rural observations did not affect the estimates, and precluded calculation of 2004 fuel-health correlations because appropriate state-level health data were unavailable. Hence, rural data is excluded from the reported results (Table 1) . 5 The estimated mortality response function is given in Table 1 , and t-values for individual variables indicate statistically significant effects. The reported set of explanatory variables explain about one-third of sample variation in the two sample years, which is typical for cross sectional regressions.
Regarding the magnitude of estimated coefficients, the two time dummies suggest an increase in the mortality rate over time. Also, the state effects that are positive, zero, and negative define three groups of states (which are summarized in Table 1 ). The state with the largest positive effect is Alabama, and the state with the lowest negative effect is New Mexico. Time and spatial variation in these effects can be attributed to changing health care technology, health care delivery, and health habits in particular locations. Indeed, the pattern of state dummies with large negative effects in several southern states conforms to preliminary estimates for the 2004 regression with available cigarette consumption data for 2004-cardiovascular disease rates tended to be high in the south (Alabama, Louisiana, Oklahoma, and Virginia). 3 For the dependent variable, the raw data, the number of cardiovascular disease deaths by age group, was given at the state level and for each metropolitan county. The total number of deaths (by age group) for the rural ''rest of state'' region is the residual difference between the number of deaths in the state less the sum of deaths in the metro counties. The population data by age group is also given at the state and metro-county level by age groups. So the residual population by age group in the rural rest-of-state region is the state population less the sum of population in the metro counties. Next, the death rate by age group for the rural was calculated as the ratio of the number of deaths divided by the population for each age group.
Finally, the ''age adjusted death rate'' was calculated as a weighted average using weights from the national average age distribution.
For the fuel intensity variable, we started with fuel consumption data at the state level and for the metro-counties. So the ''rural fuel consumption'' was calculated as the difference between state consumption and the sum of metro-county consumption. Next, we obtained data on the physical area of each state and metro-counties. Then we calculated the area of the rural area as the difference between the state total and the sum of urban counties-area. Finally, fuel intensity for the rural area is rural fuel consumption divided by rural population. 4 The 'other state' observations do extend the physical area of some observations, but not abruptly. Specifically, one-half of the 'other state' areas are smaller than the largest county in the sample. Further, one-fourth of the other state areas are no more than twice the size of the second largest county.
5 Similar estimates that include these rural observations are given in Appendix B.
The estimated response to the fuel intensity variable is important for policy analysis. As anticipated, the slope effect for the initial period is significant. Further, the fuel intensity for 2004 effect is smaller and not statistically significant.
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One would not expect a negative estimateb 04 in Table 1 when all health shifting variables are uncorrelated with gi. In the strictly urban sample defining the results of Table 1 and Appendix D, however, there is a moderate negative correlation between overweight and fuel intensity in 2004. A priori bias analysis suggests that the estimateb 04 would be low without the overweight variable. The 2004 regression of an all urban sample with the overweight variable included (in Appendix Table D1 bears this out-here,b 04 is positive but not strictly significant.
Still, the estimate of the difference,b 04 Àb 72 , drives the policy analysis. The analysis of Appendix A suggests that unbiased difference estimates will likely occur. Unbiased difference estimates should hold as long as the overweight/fuel intensity intercorrelation across counties holds in both time periods. Overall, the results of Table 1 (and Table B1 ) confirm that the impact of increasing fuel intensity on HDS has been reduced since CAAs, CC, and ethanol. However, one should not necessarily conclude that the effect is eliminated.
Calculations of policy change effects
We now present the mortality rate reduction and associated economic value associated with the policy change, including individual metropolitan areas and for the entire US. First, the calculation of mortality rate change is explained. Second, the valuation procedure is discussed. Third, the calculations are presented.
Mortality change
For an estimate of today's cardiovascular disease risk without the CAA policies, use today's values for 'other health variables' with the 1972 estimate of the mortality response to fuel intensity. Thus, the level and position of today's response functions with the CAA and without the CAA are identified. These two response curves are shown in Fig. 2 . The lower response curve is calculated using 2004 values of binary variables and the 2004 coefficient for fuel intensity. The upper response curve differs only in the use of the 1972 coefficient for fuel intensity response. The mortality gain from the CAA policies for a county with a given g is defined by the difference between the two response curves.
Further, there is a statistically significant difference between the post-policy and the pre-policy mortality rate function. When the 'pre-function' and the 'post-function' are compared on a 2004 basis with a given fuel intensity level, the statistic, t = D/sd(D), has a t distribution with N-K degrees of freedom under the null hypothesis that the mortality function does not change with CAA policy. 7 For the estimates of Table 1 , D= À0.011663, sd(D)=0.00357, and t = À3.25. Also, a normal approximation holds with our large sample. Hence, the null hypothesis, no change in the mortality function associated with the policy, is rejected at any reasonable significance level.
However, an ex post estimate of the mortality change from policy inception should probably take into account the change in fuel intensity over the period, as well as the shift in the mortality function. The estimate of mortality rate change in county i since the policy change is D i ¼b 04 g i04 Àb 72 g i72 :
Then the mortality change accross all counties is
Valuation
We use a Value of Statistical Life (VSL) estimate to value the mortality reduction associated with the CAAs. Now we summarize the important concepts, estimates and limitations associated with this method.
Measurements of individuals' willingness to trade money for a slightly higher death risk often rely on a statistical relationship between wages and the risk of accidental death in various occupations (Moore and Viscusi, 1988, p. 484) . The essential estimates from a well-known cross sectional study are The mortality function estimate in the initial period 0 is:
So the pre-policy mortality function in today's health situation is:
Taking the difference gives:
Assuming that fuel intensity does not change, g in =g io =g i , gives:
The statistic, approximation holds with our large sample. Hence, the null hypothesis, no change in the mortality function associated with the policy, is rejected at any reasonable significance level.
has a t distribution with N-K degrees of freedom (Kmenta, p. 372).
where w i (7.01(7.0)) is the wage for individual i, in $/hr, p i (7.98(9.7)) is i's chance of accidental death, in deaths /100,000 workers, c i (0.54(0.2)) is i's salary replacement rate under workers' compensation, 0-1.
Above, sample means (m) and standard deviations (s) are in parentheses: (m(s)).
The wage change that compensates the typical worker for an increase in the accidental death probability of 1 more worker out of 100,000 is:
Evaluating at sample means (with 8 h/day, 5 day/week, and 52 wk/yr) implies that the wage-accidental death chance tradeoff is Dwi Dpi ¼ $44:72=yr one fatality
An extrapolation of the incremental tradeoff to the certainty case (Dpi =100,000) is computationally useful. That is, the value of statistical life (VSL) implied by the wage-fatality risk tradeoff is
The VSL is merely an arithmetically convenient way of summarizing the wage-accident tradeoff. To illustrate, the cost to a typical worker of a policy that increases the accidental death probability by 0.0001 (10 per 100,000 workers) is 0:0001 Â VSL ¼ $447:2=yr:
Now consumers' willingness to accept a higher mortality rate environment can be calculated without knowing all the details of the data used in a particular study (akin to the elasticity).
The VSL estimate of $7 million/person used in this study is the median value of VSL estimates from 30 US studies (Viscusi and Aldy (2003), p. 63) . Similarly, the US government recommends an estimate of $7.4 million, based another meta-analysis of several studies (US EPA).
Occasionally, it makes sense to place a value on human life. For instance, a calculation of the discounted value of lost earnings associated with an accidental death is routinely used as the basis for a damage estimate where someone is legally responsible for the death. But most reject the notion of placing a value on human life in a policy analysis setting. Importantly, the VSL literature does something else: it measures individuals' willingness to trade money for an environment with an incrementally higher mortality risk, the type of decision that occurs routinely in labor markets. It also extrapolates the estimated willingness to pay for small changes in the mortality risk that are associated with policy changes. Still the VSL terminology is unfortunate, because it invites comparison to the related concept, the value of a human life, which is objectionable. Ironically, more obscure economic language would probably enhance widespread understanding of the VSL concept.
VSL estimates have some characteristics that are consistent with willingness to pay or accept concepts. First, VSL estimates are higher in wealthy countries than in poor countries. This may explain why wealthier societies are more interested in environmental regulations that improve health. On the other hand, it would likely preclude across country comparisons. Second, VSL is will likely increase with an individual's age due to the accumulation of wealth. In contrast, a discounted value of lost earnings estimate would decrease with age. In short, VSL will not discriminate against wealthy old people. But it might not assign an appropriate value for poor young people.
Results
The estimates of mortality reduction in Table 2 do account for the change in the mortality function and the fuel intensity change. Then the death reduction is calculated as the mortality rate reduction times the 2004 population. In turn, the mortality rate reduction includes slope and fuel use changes. We estimate an annual death reduction of 7823 people annually for the highest 10 cities, a cumulative total 10,589 people annually for the top 20 cities, and 29,000 people for the entire US. For valuation, we estimate that the combined reductions, technology advances, and subsidies provide an annual value of $203 billion for the entire US. Further, the 10 high cities reduce their annual loss by nearly $55 billion and the top 20 cities reduce their death loss by $74.1 billion, annually. That is, the value of reduced loss of human life is $203 billion throughout the US.
For comparison, the changing fuel intensity effect reduced the US VSL estimate by about 8%, from $221 billion to the $203 billion shown in Table 2 . There were a few large coastal cities with reduced fuel intensity between 1972 and 2004, possibly due to the development of mass transit. Otherwise, fuel intensity increased between 1972 and 2004 partially offsetting the mortality function decline.
Welfare interpretation of estimates
To welfare economics, the $203 billion estimate of annual cardiovascular disease reduction benefit represents a market externality. Next we show how policy, technology, and product substitution reduced the size of the cardiovascular disease risk and internalized the externality. We also discuss effects of today's incremental fuel changes with current CAA policy, technology, and substitution possibilities in place To illustrate, consider the market for gasoline that is blended with high-octane gasoline additives. In Fig. 3 , the private demand for mixed gasoline is D p . Initially, suppose the supply is defined by constant-cost production of leaded-fuel, C 1 . In the initial baseline, the actual social demand curve, D s 1 , is below D p due to the adverse cardiovascular disease and other health effects of smog formed by using the lead additive to produce blended gasoline. Next, a policy change jointly requires the catalytic converter (CC), bans lead, and introduces ethanol. Then ethanol-blended gasoline's social demand curve, D s e , is slightly below private demand, D p . For illustration, suppose that the ethanol blend has the same production cost as lead: C l = C e . Then gasoline (blended fuel) output is the same, at Q g 0 , initially, and after joint CC introduction, lead ban, and ethanol development. Now consider the welfare change. Before the policy change, consumer surplus is A+ B+ C, external cost is B +C + D+E, and net surplus level is A À(D+ E). After the policy change, consumer surplus is still A+ B +C. But external cost, C +D, is smaller. Consequently, net benefit level, A +B À D, is larger. Taking the difference between the final and initial welfare areas gives the overall net benefit change from the joint technology change, lead ban, and ethanol substitution: area B + E in Fig. 3 .
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The reduction in external cost that is jointly attributable to the CC, lead ban, and ethanol substitution (area B + E) is included in our previous estimate of the economic value of the cardiovascular disease rate reduction. A parallel set of external cost reductions for introducing the clean diesel engine/ biodiesel also exists.
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They are also included in the $203 billion estimate of net benefits. Besides CC and diesel engine components of the externality reductions, conceptualization of the HDS benefit should include regulations that reduced benzene and other toxic chemicals in fuel, understanding that the position of D s e includes appropriate restrictions. However, the estimate here is limited to long-run HDS rate reductions. It excludes short-run health effects.
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In principle, mortality function estimates also define the environmental cost of some incremental changes in fuel policy 10 A reviewer notes analysis of an increase in ethanol's concentration inin fuel will require separate analysis of emission, air quality, and health components. Some of the components for long-run HDS impacts are available now, at least qualatively. The complex model of emissions (Federal Register, 1995) allows our comparision of a 10% ethanol blend to a baseline fuel with the same qualities but no ethanol-the calculations show the EPA's criteria pollutant groups, volatile organic compounds (VOCs), nitric oxides (NOX), and toxic chemicals (TOX), decline. There is a composition change within the toxic chemicals group: benzene and butadiene decline, formaldehyde and particulates do not change, but acetheldyde increases. Similiarly, an emissions test of 20% ethanol blends in post-2002 vehicles found that the broad chemical categories (non-methane oxygenated gas(nmog) and non-methane hydrocarbons(nmhc)) and carbon monoxide declined (West et al., 2008, p. 3-3, table 3.1) . Within the toxic chemicals group, though, there were some increases for acetylhedyde and formaldehyde (West et al., 2008) . Generally, reductions in ozone precursors, such as NOX and CO, should reduce HDS (Gryparis et al., 2004 
Conclusions
Our analysis suggests that there is a statistical relation between the HDS mortality rate and the intensity of fuel consumption in metropolitan and rural areas. Also, US Clean Air policies have reduced this dependence, by as much as 60 cardiovascular disease deaths per 100,000 residents in the largest urban areas with high fuel consumption per square mile. The initial period estimated the cardiovascular disease rate increase in intense fuel-using areas during 1972, the end of a long period without regulation-it is plausible that the early death rate increase reflects equilibrium differences in exposure to chronic and low-level air pollution. The final period estimate found little cardiovascular disease rate increase with fuel intensity during 2004-it is plausible that pollution exposures are not substantially higher in high fuel use areas, given the new equilibrium exposures 33 years later.
The welfare value of the cardiovascular disease mortality difference before and after clean air regulations is substantial. In New York City, for instance, the mortality reduction may be worth about $30.3 billion annually. Across the US, the benefit is $203 billion annually, when valuing the mortality reduction estimates with a typical VSL estimate. The mortality reduction benefit is somewhat smaller than a typical technology:regulation:health estimate would suggest; because increasing fuel consumption has offset some of the benefit. It is also plausible that EPA pollution monitoring and advisory programs have helped mitigate the long-term health risk, as good health risk information enables people to avoid the outdoors when urban air pollution is at its worst.
The welfare change estimates are relevant to ex post present value analysis that balances the stream of health benefits against public investment in the package of clean fuel technologies (the CC and low-particulate diesel engines), biofuel industry subsidies (ethanol and biodiesel), and regulatory bureaucracy. For ex ante analysis, the welfare estimates may be relevant to public investment for new clean fuel industries and clean car technologies.
Appendix A
To illustrate when the change in fuel intensity response is unbiased, consider a two-variable regression model The dependent is variable y i (cancer risk) and the independent variables are x 1i (say fuel intensity) and x 2i (say smoking), where variables are expressed in mean deviation form. Variables in the post policy period are identified by the superscript k. Variables in the prepolicy period are identified by the superscript 0. We look at the case where the response to fuel intensity changes between periods, but response to health variables is the same in both periods.
The regression model in the post policy period is:
where e is a random variable with zero population mean Eðe i Þ ¼ 0.
All variables are expressed in mean deviation form. If x 2 is excluded from the period k regression, the least squares estimator for fuel intensity response is: Table D1 SUR estimate of heart disease and stroke mortality function: using only 2004 data and including health variables. rural observations are excluded. 
