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Abstract
The independence polynomial i(G, x) of a graph G is the generating func-
tion of the numbers of independent sets of each size. A graph of order n is very
well-covered if every maximal independent set has size n/2. Levit and Man-
drescu conjectured that the independence polynomial of every very well-covered
graph is unimodal (that is, the sequence of coefficients is nondecreasing, then
nonincreasing). In this article we show that every graph is embeddable as an
induced subgraph of a very well-covered graph whose independence polynomial
is unimodal, by considering the location of the roots of such polynomials.
1 Introduction
A subset S of the vertex set of a (finite, undirected) graph G is said to be independent if
S induces a graph with no edges. The independence polynomial of a graph G is defined
to be
i(G, x) =
α∑
k=0
ikx
k,
where ik is the number of independent sets of size k in G and α = α(G), the indepen-
dence number of G, is the size of the largest independent set in G. The independence
polynomial is the generating function of the independence sequence 〈i0, i1, . . . , iα〉. The
independence polynomial of a graph has been of considerable interest [2, 3, 14–16, 18,
21–23] since it was first defined by Gutman and Harary in 1983 as a generalization of
the matching polynomial.
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For many graph polynomials (such as matching [17], chromatic [19,27] and reliability
[11,20] polynomials), the (absolute value of the) coefficient sequence, under a variety of
bases expansions, have long been conjectured to be (or proven to be) unimodal, that is,
nondecreasing then nonincreasing. We say that a polynomial is unimodal if its sequence
of coefficients is unimodal.
What can we say about the unimodality of independence polynomials? They cer-
tainly form a sequence of positive integers. Alavi et al. [1] showed, in general, that
the independence sequence 〈ik〉 of a graph G can be far from unimodal, for example,
the graph K25 + 4K2 has independence sequence 〈1, 33, 24, 32, 16〉. More examples of
graphs with nonunimodal independence sequences can be found in [1].
However, there are classes of graphs for which the independence coefficients are
indeed unimodal. In a beautiful paper [10], Chudnovsky and Seymour provedthat the
coefficients of the independence polynomials of claw–free graphs (that is, those without
an induced star on 4 vertices) are unimodal.
Another highly structured family of graphs with respect to independence are well-
covered graphs, those whose maximal independent sets all have the same size (complete
graphs and the 5-cycle are examples). The structure of such graphs has attracted con-
siderable attention in the literature, with characterizations for those of high girth [13].
In [6], the authors conjectured that the independence coefficients of well-covered graphs
were unimodal, and showed that every graph G can be embedded as an induced sub-
graph of such a well-covered graph. However, Michael and Traves [26] later disproved
the conjecture. A conjecture due to Alavi et al. [1] that is still open is that the inde-
pendence polynomial of a tree is unimodal.
Finally, Levit and Mandrescu [24] amended the original unimodality conjecture on
well-covered graphs as follows. A very well-covered graph G of order n (that is, on n
vertices) is a well-covered graph for which every maximal independent set has size n/2;
for example, the complete bipartite graphs Km,m are very well-covered. Other examples
are afforded by the following construction. Let G be any graph. Form G∗, the leafy
extension of G (sometimes also called the corona of G with K1) from G by attaching, for
each vertex v of G a new vertex v∗ to v with an edge (such a vertex is called a pendant
vertex); leafy extensions are always very well-covered (more about that shortly).
Levit and Mandrescu conjectured that the coefficients of the independence polyno-
mials of a very well-covered graph are unimodal, and to date, the conjecture remains
open. Some partial results have been proven on the tail of independence sequences of
very well-covered graphs [25] and the first dα
2
e terms have been shown to be nondecreas-
ing for well-covered graphs [26]. The conjecture is known to hold when α(G) ≤ 9 [25]
and for leafy extensions of any graph G where α(G) ≤ 8 [9], or where G is a path or
star [22]. In this paper we shall show that Levit and Mandrescu’s conjecture holds for
some iterated leafy extensions of any graph G.
2
2 Unimodality of Independence Polynomials of Leafy
Extensions and Sectors in the Complex Plane
The leafy extension G∗ of any graph G = (V,E) of order n is always very-well-covered.
Clearly, α(G∗) ≤ n, as the graph has a perfect matching (and no independent set can
contain two vertices that are matched). Moreover, α(G∗) = n as any independent set I
of G can be extended to one in G∗ by adding in any subset of (V −I)∗ = {v∗ : v ∈ V −I}.
It follows (see also [22]) that if i(G, x) =
∑
ikx
k, then
i(G∗, x) =
∑
ikx
k(1 + x)n−k
= (1 + x)n · i
(
G,
x
1 + x
)
. (1)
For a graph G and positive integer k, let Gk∗ denote the k–th iterated leafy extension
of G, that is, the graph formed by recursively attaching pendant vertices, k times:
Gk∗ =
{
G∗ if k = 1,
(G(k−1)∗)∗ if k ≥ 2.
Figure 2.1 shows the graph P 2∗4 .
Figure 2.1: The double leafy extension of P4.
We can extending formula (1) to higher iterations of the ∗ operation as follows.
Proposition 2.1. For any graph G of order n and any positive integer k,
i(Gk∗, x) = i(G, x
kx+1
)(kx+ 1)n
k−1∏
`=1
(`x+ 1)n2
k−`−1
.
Proof. We proceed by induction on k, the number of iterations of the ∗ operation. The
base case follows directly from (1), so we can assume that the result holds for some
k ≥ 1, i.e.,
i(Gk∗, x) = i(G, x
kx+1
)(kx+ 1)n
k−1∏
`=1
(`x+ 1)n2
k−`−1
.
3
A trivial induction shows that Gk∗ has order n2k. From these, the fact that G(k+1)∗ =
(Gk∗)∗ and formula (1) we derive that
i(G(k+1)∗, x) = (1 + x)n2
k
i(Gk∗, x
x+1
)
= (1 + x)n2
k
i
(
G,
x
x+1
kx
x+1
+1
)(
k
(
x
x+1
)
+ 1
)n k−1∏
`=1
(
`
(
x
x+1
)
+ 1
)n2k−`−1
= (1 + x)n2
k
i
(
G, x
(k+1)x+1
)(
(k+1)x+1
x+1
)n k−1∏
`=1
(
(`+1)x+1
x+1
)n2k−`−1
=
(1 + x)n2
k
(1 + x)n2
k−1 i
(
G, x
(k+1)x+1
)
((k + 1)x+ 1)n
k−1∏
`=1
((`+ 1)x+ 1)n2
k−`−1
= (1 + x)n2
k−1
i
(
G, x
(k+1)x+1
)
((k + 1)x+ 1)n
k−1∏
`=1
((`+ 1)x+ 1)n2
k−`−1
= i
(
G, x
(k+1)x+1
)
((k + 1)x+ 1)n
k−1∏
`=0
((`+ 1)x+ 1)n2
k−`−1
= i
(
G, x
(k+1)x+1
)
((k + 1)x+ 1)n
k∏
`=1
(`x+ 1)n2
(k+1)−`−1
.
There are many techniques for proving that a sequence is unimodal (see for example,
[28] and [4]). One that has been frequently applied is due to Newton (c.f. [12, pp. 270-
271]), who proved that if a polynomial p(x) = a0 + a1x + · · · + anxn with positive
coefficients has all real roots, then the sequence 〈a0, a1, . . . , an〉 satisfies
a2i ≥
i+ 1
i
n− i+ 1
n− i ai−1ai+1,
and hence is log concave, that is a2i ≥ ai−1ai+1 for all 0 < i < n (in fact, the sequence
is strictly log concave as a2i >
i+1
i
n−i+1
n−i ai−1ai+1 holds for all relevant i). In such a
case, it follows directly that the sequence is unimodal as well. Newton’s simple but
elegant theorem has been used to prove that a variety of sequences (and polynomials)
are unimodal, such as matching polynomials [17] and the independence polynomials of
claw-free graphs [10].
From Proposition 2.1 we see at once that all independence roots of G are real if
and only if the same is true of its leafy extension. As most independence polynomials
have a non-real root [8], we won’t be able to get at our desired result, namely that
for any graph G the independence polynomial of some iterated leafy extension of G is
unimodal, via Newton’s theorem.
4
However, Newton’s theorem is only a sufficient condition for the coefficient sequence
to be log concave. Brenti et al. [5] weakened the conditions as follows:
Proposition 2.2 ( [5]). If all the roots z of the polynomial f(x) ∈ R[x] are in the
region
{z ∈ C : |arg(z)| < pi
3
},
then the sequence of coefficients of f(x) is strictly log concave and alternates in sign.
Replacing f(x) by f(−x), we derive that:
Corollary 2.3. If all the roots z of the polynomial f(x) ∈ R[x] are in the region
{z ∈ C : 2pi
3
< |arg(z)| < 4pi
3
},
then the sequence of coefficients of f(x) is strictly log concave (and the sequence of
coefficients of f(x) is either all positive or all negative).
We shall make good use out of this corollary now to prove our main result on log
concavity of independence polynomials of leafy extensions, via an excursion through
their roots.
Theorem 2.4. For all graphs G let
M = max
{
1√
3
| Im z|+ |Re z|
|z|2 : z is a root of I(G, x)
}
.
If k > M , then the coefficients of I(Gk∗, x) are strictly log concave.
Proof. From Proposition 2.1 it follows that if r1, . . . , rm are the roots of I(G, x), then
the roots of I(Gk∗, x) are ri
1−kri for i = 1, 2, . . . ,m along with the rational numbers
−1
`
for ` = 1, 2, . . . , k. Let r be any root of I(G, x), and set a = Re r and b = Im r. Note
that either a or b is nonzero since 0 is not the root of any independence polynomial and
likewise, r 6= 1/k for all k ≥ 0. We expand a root of I(Gk∗, x) to obtain,
r
1− kr =
a+ ib
1− k(a+ ib)
=
a+ ib
(1− ka)− ikb ·
(1− ka) + ikb
(1− ka) + ikb
=
a(1− ka) + iakb+ ib(1− ka)− kb2
(1− ka)2 + k2b2
=
a(1− ka)− kb2 + i(akb+ b(1− ka))
(1− ka)2 + k2b2
=
(a− ka2 − kb2) + ib
(1− ka)2 + k2b2 . (2)
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We now wish to show that for sufficiently large k, the root z = r
1−kr of I(G
k∗, x)
lies in the sector {z ∈ C : 2pi
3
< |arg(z)| < 4pi
3
}; the result will then follow immediately
from Corollary 2.3 (as the negative rational roots obviously lie in the sector). It is
clear to see that z lies in the sector if and only if Re z < 0 and | Im z
Re z
| < √3. Now,
Re z = a−ka
2−kb2
(1−ka)2+k2b2 and (1− ka)2 + k2b2 > 0 since if b = 0 then a 6= 1/k. We also have
a − ka2 − kb2 = −k(a2 + b2) + a and so for k > (1/
√
3)|b|+|a|
a2+b2
≥ |a|
a2+b2
, it follows that
Re z < 0. We note as well that for k > |a|
a2+b2
, k(a2 + b2)− a) is positive and increasing,
as a function of k, and that (1/
√
3)|b|+|a|
a2+b2
≥ |a|
a2+b2
. We now compute the ratio of the
imaginary and real part of z:∣∣∣∣Im zRe z
∣∣∣∣ = ∣∣∣∣ bk(a2 + b2)− a
∣∣∣∣
<
|b|∣∣∣( (1/√3)|b|+|a|a2+b2 ) (a2 + b2)− a∣∣∣
=
|b|
(1/
√
3)|b|+ |a| − a
≤
√
3.
The result now follows from Corollary 2.3.
Corollary 2.5. Every graph G on n vertices is an induced subgraph of a very well-
covered graph H such that the sequence of coefficients of I(H, x) is unimodal.
3 Concluding Remarks
While Theorem 2.4 shows that for any graph G, the independence polynomial of some
iterated leafy extension of G is unimodal, the question remains as to whether this is
true for every iterated leafy extension, and, in particular, for the leafy extension of G.
From the properties of linear fractional transformations, we can explicitly state where
the independence roots of G need to lie to ensure its leafy extension has a log concave
(and hence unimodal) independence polynomial.
Theorem 3.1. If the roots of I(G, x) lie outside of the region bounded by the union of
circles with with radii
√
3
3
centred at 1
2
+
√
3i
6
and 1
2
−
√
3i
6
, then the i(G∗, x) is strictly
log-concave.
Proof. We will find the image of the region R = {z ∈ C : 2pi
3
< |arg(z)| < 4pi
3
} under the
Mo¨bius transformation f(z) = z
1+z
. Such a transformation sends lines and circles to
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lines and circles, and interiors/exteriors of circles and half-planes are sent to the same
set of regions. We need only find the image of three points on the two line segments
bounding the sector. The images of −1+√3i, 0, and∞ are 1+
√
3i
3
, 0, and 1 respectively,
yielding the circle C1, centred at
1
2
+
√
3i
6
with radius
√
3
3
. As 1/2 is inside C1 and gets
mapped to 1
3
, which is above the line arg(z) = 2pi
3
, the exterior of C1 gets mapped below
the line arg(z) = 2pi
3
.
Similarly, the images of −1 − √3i, 0, and −∞ are 1 −
√
3i
3
, 0, and 1 respectively,
yielding the circle C2, centred at
1
2
−
√
3i
6
with radius
√
3
3
. As 1/2 is inside C2 and is
mapped to 1
3
which is below the line arg(z) = 4pi
3
, the exterior of C2 gets mapped below
the line arg(z) = 4pi
3
. Therefore, if we take an exterior point to the union of C1 and C2
is must have image under f above the line arg(z) = 4pi
3
and below the line arg(z) = 2pi
3
,
i.e., in the region R. Therefore, by Corollary 2.3, I(G∗, x) is strictly log-concave.
Figure 3.1: Region that ends up outside the sector R = {z ∈ C : 2pi
3
≤ |arg(z)| < 4pi
3
}
under the Mo¨bius transformation f(z) = z
1+z
.
Theorem 3.1 assures us that as long as the roots of I(G, x) are outside of a region
in C with area a little more than 2, then I(G∗, x) will be strictly log-concave. Although
this result works for many graphs, Brown, Hickman, and Nowakowski [7] showed that
the set of independence roots of all graphs is dense in C even when restricted to well-
covered graphs. Therefore, there exist graphs with independence roots in the union of
the interior of the two circles specified in the statement of Theorem 3.1 and therefore
graphs that have leafy extensions with independence roots outside of R. In fact, using
the methods outlined in [7] to find independence roots throughout C, we have found
that I(G∗, x) has a root outside of R for G = P5[K6] and G = P6[K11] (here G[H] is
the graph formed from G by substituting a copy of H in for each vertex of G – this is
sometimes known as the lexicographic product of G with H), although the independence
polynomials in these cases turn out to be log-concave as well.
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Another point to note is that there exist graphs that are very well-covered but are
not the leafy extension of another graph: some examples which were already pointed
out are the bipartite graphs Kn,n among others. Our results do not encompass these
results; however, Finbow et al. [13] showed that, with the exceptions of K1 and C7, a
graph G with girth(G) ≥ 6 is well-covered if and only if its pendant edges form a perfect
matching. It is easy to see that the pendant edges of G forming a perfect matching
is equivalent to G = H∗ for some graph H and therefore, our results apply to every
well-covered graph with girth at least 6.
Figure 3.2: Independence roots of all connected graphs of order 8.
Figure 3.3: Independence roots of all trees of order 14.
Finally, the distribution of independence roots with respect to the sector
{z ∈ C : 2pi
3
< |arg(z)| < 4pi
3
}
is a fascinating one. Some computations suggest that most small graphs have their
roots in the sector; in fact, out of 11, 117 connected graphs of order 8, there are only 40
independence roots (counting multiplicities) outside the sector (see Figure 3.2). Hence
we propose the following:
Conjecture 3.2. The independence polynomial of almost every graph G of order n has
all of its roots in the sector {z ∈ C : 2pi
3
< |arg(z)| < 4pi
3
}, and hence is log concave.
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The same seems to be true of trees as well, and in fact we have not been able to
find a single independence root of a tree in the right half-plane (see Figure 3.3). so we
also conjecture the following:
Conjecture 3.3. The independence polynomials of trees G are stable, that is, their
roots lie in the left half-plane.
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