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1 INTRODUCTION
Ageing of civil infrastructure is a major concern
both for economic and safety reasons. In order to ex-
tend the life of ageing infrastructure or to design
new intelligent structures, structural health monitor-
ing (SHM) can be applied to estimate the state of the
structure and to get an early warning of damage.
Continuous monitoring of structures using a per-
manently installed vibration sensor network can
complement or partially replace visual inspection.
With an early detection of damage, structures can be
repaired at lower costs before more serious deterio-
ration occurs.
Damage detection can be based on vibration
measurements tracking changes of dynamic charac-
teristics of the structure. The dynamic characteristics
are extracted from measured structural response, e.g.
acceleration or strain histories. In this study, the dy-
namic characteristics are the lowest natural frequen-
cies of the structure. Because their values vary be-
tween measurements, statistical analysis is needed to
separate damage from normal variability.
It is well known that environmental or operation-
al variations also have an influence on the vibration
characteristics of structures (Wahab & De Roeck
1997; Farrar et al. 1997; Alampalli 1998; Cornwell
et al. 1999; Peeters & De Roeck 2000; Rohrmann et
al. 2000; Darbre & Proulx 2001). Due to environ-
mental effects, such as temperature variation, the
variability of the natural frequencies can be so large
that early detection of damage becomes difficult.
Therefore, special attention must be given to miti-
gate the environmental effects on the data.
It is possible to minimize the environmental or
operational influences using methods in which the
measurement of the underlying variables is not nec-
essary (Kullaa 2002, 2003, 2004, 2005, 2006, 2012,
2014; Manson 2002; Sohn et al. 2003; Vanlanduit et
al. 2005; Yan et al. 2005a, b; Basseville et al. 2006;
Yan & Golinval 2006; Lämsä & Kullaa 2007; Gor-
inevsky et al. 2007).
It is also possible to utilize the measured envi-
ronmental variables. This has been done successfully
by Magalhães et al. (2011). However, sometimes not
all underlying variables are available or the relation-
ship between the environmental variables and the
dynamic properties of the structure is complex or
non-linear. Then, damage detection from the struc-
tural response alone could be more practical and au-
tomatic (Kullaa 2011).
The paper is organized as follows. The method
for data analysis for damage detection under envi-
ronmental influences is presented in Section 2. The
structural health monitoring system with data acqui-
sition and system identification is described in Sec-
tion 3. Section 4 shows the results of damage detec-
tion using both the original data from the
undamaged structure and the same data simulating
damage with a shift in the natural frequencies. Final-
ly, concluding remarks are given in Section 5.
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2 DAMAGE DETECTION
2.1 Environmental effects
In data-based SHM, training data are first acquired
from the undamaged structure. Then, each new
measurement is compared against the training data
for statistically significant changes in the dynamic
characteristics, such as natural frequencies of the
structure. However, the normal variability of the
natural frequencies due to environmental effects is
often higher than the changes due to damage. There-
fore, removing the environmental effects from the
data is crucial for reliable and sensitive statistical
analysis for damage detection.
It is assumed that the number of extracted fea-
tures is higher than the number of environmental
variables. In that case, correlation between the natu-
ral frequencies can be utilized to minimize the envi-
ronmental effects and the measurement of the envi-
ronmental variables is not necessary.
The idea is illustrated in Figure 1 with a joint dis-
tribution of two variables x1 and x2. The variability
of either variable alone is relatively large (black
dashed lines). However, this variability can be de-
creased utilizing the correlation between them. Us-
ing the conditional distributions p(x1|x2) and p(x2|x1)
instead, the residuals will be smaller. The condition-
al distributions are shown in red in Figure 1 for a
sample data point shown with a red circle.
If the environmental effects are not taken into ac-
count, the residuals are higher and small damage can
remain undetected. Also seasonal effects can make
detection difficult.
The conditional distributions can be obtained
from the data covariance matrix as shown in the fol-
lowing (Bishop 2006, Kullaa 2011).
With enough redundancy, a subset of observa-
tions x can be estimated using the remaining varia-
bles. Each observation is divided into observed vari-
ables v and missing variables u:
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where the precision matrix Φ is defined as the in-
verse of the covariance matrix Ρ and is also written
in the partitioned form. A linear minimum mean
square error (MMSE) estimate for u|v (u given v) is
obtained by minimizing the mean-square error
(MSE) and can be computed either using the covari-
ance or precision matrix. If each variable is estimat-
ed in turn, the formulas based on the precision ma-
trix result in a more efficient algorithm (Kullaa
2010). The expected value of the missing variable is:
)()(ˆ 1 vuvuuuE μvΓΓμvuu ,,<<
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and the covariance of the conditional distribution is
1)cov( ,< uuΓvu (4)
The residuals for each variable are generated as
follows.
uuε ˆ,< (5)
All residuals are standardized according to the
training data. These standardized residuals are then
subjected to principal component analysis (PCA). In
PCA, all samples, training and test data, are included
in order to find the direction in the data space with
the largest change, which is supposed to indicate
damage. A control chart (Montgomery 1997) is de-
signed for the principal component scores of the re-
siduals. The in-control samples in the control chart
may be the same as the training data or they can be
selected differently from other measurements from
the undamaged structure.
2.2 Algorithm:
An algorithm is proposed to mitigate the environ-
mental effects for more reliable damage detection.
The algorithm consists of the following functions.
(1) MMSE estimation to estimate one variable in
turn using the remaining variables (Eq. 3)
(2) Residual generation by subtracting the esti-
mate from the actual measurement (Eq. 5)
(3) Data standardization so that all residuals have
zero mean and unit variance for the training
data
(4) Applying PCA to all data (residuals) and re-
duce dimensionality by selecting the first PC
scores of the residuals in the direction of max-
imum change (damage)
(5) Designing a control chart for the PC scores to
detect damage. Control chart is designed us-
ing in-control samples (undamaged).
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Figure 1. Illustrative example of a joint distribution of two var-
iables. Conditional distributions are shown in red for a data
point (red circle). The marginal distributions are shown in
black dashed lines.
3 BRIDGE AND MONITORING SYSTEM
The Infante D. Henrique Bridge, over the Douro
River, links the cities of Porto and Gaia, located in
the north of Portugal. The bridge is composed of a
rigid prestressed concrete box girder, with a height
of 4.50 m, supported by a shallow and thin rein-
forced concrete arch, with a thickness of 1.50 m
(Fig. 2). The arch spans 280 m between abutments
and rises 25 m until the crown (Adão da Fonseca &
Millanes Matos 2005).
Figure 2. Infante D. Henrique Bridge in the foreground and
Luiz I Bridge in the background.
The installed dynamic monitoring system is es-
sentially composed of two digitizers that receive the
signals from 12 force-balanced accelerometers,
which are installed inside the deck box girder and
distributed along the bridge according to the scheme
presented in Figure 3. In order to obtain a good
characterization of the lateral bending, vertical bend-
ing and torsion modes, each section has three sen-
sors: one measures lateral acceleration and the other
two measure vertical acceleration at the downstream
and upstream sides.
The data produced by the two digitizers are con-
tinuously transferred to FEUP as ASCII files, con-
taining acceleration time series with a measurement
period of 30 minutes and a sampling ratio of 50Hz
(Magalhães et al. 2008).
Figure 3. Dynamic Monitoring system: distribution of the ac-
celerometers.
The acquired data are continuously processed
with a dynamic monitoring software DynaMo,
which includes routines for online, automatic identi-
fication of the modal parameters of the bridge
(Magalhães et al. 2009).
Previous analyses of the acquired database are
presented in Magalhães et al. (2011) and Magalhães
et al. (2014).
4 RESULTS
The data consist of 12 identified natural frequencies.
In some samples, one or more frequencies were not
identified and those entries were replaced with NaN
(not-a-number) in the data matrix. Two approaches
were studied: (1) removing all samples including
one or more missing data, and (2) replacing the
missing data with estimated data. The results from
both approaches were similar. Here, option (1) is on-
ly presented. Estimation of missing data has been
applied in Bocca et al. (2011).
The training data are the measurements in the
first year. The training data are also used as the in-
control data to design the control charts.
4.1 No damage
First, the original data with no damage were ana-
lysed. The identified 12 lowest natural frequencies
are plotted in Figure 4, in which seasonal variability
can be observed.
Comparison of residuals for mode 5 is shown in
Figure 5 from two different distributions: marginal
distribution (top) and conditional distribution (bot-
tom). It can be seen that the residual of the condi-
tional distribution is smaller than that of the margin-
al distribution. Also, the seasonal variability cannot
be observed in the conditional distribution.
The data for damage detection are the first princi-
pal component scores of the residuals of the two
year data. If these scores are not normally distributed
and the distribution is unknown, a generalized ex-
treme value distribution can be used independently
of the data distribution (Castillo 1988, Worden et al.
2002). The data are divided into subgroups (here of
size n = 50) and the subgroup minima and maxima
are recorded. Extreme value distributions are identi-
fied for both the subgroup minima and maxima of
the in-control samples (training data). The control
limits are computed to these distributions by choos-
ing the probability of exceedance (here 0.001). The
extreme values of all data are plotted on the control
chart to see if the test samples exceed the control
limits indicating damage.
The extreme value statistics (EVS) control charts
for the first principal component of the residuals of
the two year data are plotted using the marginal dis-
tributions (Fig. 6) and the conditional distributions
(Fig. 7).
If the environmental variability is not taken into
account in the data analysis, the first PC scores ex-
hibit seasonal variability, which is shown in Figure
6. Functions (1) and (2) in Section 2.2 were omitted
in the data analysis. It can be seen that damage de-
tection is difficult, or even impossible, if environ-
mental effects are not taken into account.
On the other hand, although Figure 7 indicates
occasional false alarms, no permanent change can be
seen. Because it is known that the data were meas-
ured from the undamaged structure, it can be con-
cluded that damage detection worked fine.
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Figure 4. Identified 12 natural frequencies from each 30-
minutes measurement during two years.
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Figure 5. Residuals of the natural frequency of mode 5. Top:
data mean subtracted; bottom: conditional mean subtracted.
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Figure 6. EVS chart of the first PC scores of the residual using
the raw frequency data where the environmental effects were
not removed.
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Figure 7. The first PC scores of the residuals using the condi-
tional distributions of the frequency data where the environ-
mental effects were removed.
4.2 Damage simulation
The bridge did not indicate damage during the two
years of monitoring. In order to study the damage
detection capability of the proposed method, chang-
es in natural frequencies due to damage had to be
simulated.
The likely consequences of extreme events or
structural ageing were modelled in a simplified
manner by reductions of the bending stiffness in
small segments of selected bridge components using
a finite element model tuned with the experimentally
identified modal parameters of the bridge. Figure 8
shows the location and the extent of the four studied
damage scenarios. All damage scenarios were mod-
elled by a reduction of the vertical bending stiffness
of 10% over the length marked in the figure: D1  –
8.75 m; D2 – 10.0 m; D3 – 3.0 m and D4 – 5.0 m
(Magalhães et al. 2011).
The numerical simulations resulted in natural fre-
quencies corresponding to the experimentally identi-
fied frequencies. Absolute frequencies were, howev-
er, not used, because their difference to the
experimental values was too large, larger than the ef-
fects of damage. Instead, the introduction of damage
in the experimental values was based on the natural
frequency shifts between the numerical models of
the damaged and undamaged structure. These fre-
quency shifts were then added to the experimentally
identified frequencies to simulate damage.
Table 1 shows the mean value and standard devi-
ation of each 12 natural frequency during the two
years’ monitoring period. The statistics were com-
puted from the identified frequencies of the undam-
aged structure. Also shown are the standard devia-
tions of the conditional distributions, which are
smaller due to the removal of the environmental in-
fluences.
The impact of each damage scenario on the 12
natural frequencies is quantified in Tables 2 and 3.
Bending modes were only affected due to the char-
acteristics of the damage scenarios. The tables show
the absolute frequency shifts and the changes rela-
tive to the standard deviations.
Figure 8. Location and extent of the simulated damage scenari-
os D1–D4.
Table 1. For each 12 natural frequency: mean value,
standard deviation, and standard deviation of the
conditional distribution.___________________________
No fn ρf ρu|v
   Hz    mHz   mHz___________________________
  1   0.7781  2.07   0.80
  2   0.8211  4.22   2.31
  3   1.1466  2.67   1.08
  4   1.4156  4.48   1.49
  5   1.7518  5.28   1.59
  6   2.0121  7.86   2.25
  7   2.2253  6.47   3.43
  8   3.0420  11.81  4.03
  9   3.3385  9.07   3.71
 10  3.5237  10.47  4.83
 11  3.7616  10.21  3.80
 12  4.3807  15.72  5.15___________________________
Table 2. Frequency shifts due to damage D1 and D2:
absolute shift and shift relative to either standard de-
viation._______________________________________________
No D1 D2  ____________________  ____________________
Χfn Χfn /ρf Χfn /ρu|v Χfn Χfn /ρf Χfn /ρu|v
  mHz          mHz_______________________________________________
1    0.00      0.00      0.00       0.00      0.00      0.00
2    0.00      0.00      0.00   –1.60  –0.38  –0.69
3  –1.30  –0.49  –1.20   –0.30  –0.11  –0.28
4  –1.80  –0.40  –1.21   –2.30  –0.51  –1.55
5    0.00      0.00      0.00       0.00      0.00      0.00
6  –0.10  –0.01  –0.04   –3.00  –0.38  –1.33
7    0.80      0.12      0.23       0.00      0.00      0.00
8  –4.10  –0.35  –1.02   –2.40  –0.20  –0.59
9    0.30      0.03      0.08       0.00      0.00      0.00
10    0.00      0.00      0.00   –0.30  –0.03  –0.06
11    0.00      0.00      0.00       0.00      0.00      0.00
12  –0.10  –0.01  –0.02   –0.30  –0.02  –0.06_______________________________________________
Table 3. Frequency shifts due to damage D3 and D4:
absolute shift and shift relative to either standard de-
viation._______________________________________________
No D3 D4  ____________________  ____________________
Χfn Χfn /ρf Χfn /ρu|v Χfn Χfn /ρf Χfn /ρu|v
  mHz          mHz_______________________________________________
1    0.00      0.00      0.00       0.00      0.00      0.00
2  –0.90  –0.21  –0.39   –0.50  –0.12  –0.22
3  –0.10  –0.04  –0.09   –0.20  –0.07  –0.18
4  –1.90  –0.42  –1.28   –1.00  –0.22  –0.67
5    0.00      0.00      0.00       0.00      0.00      0.00
6  –0.60  –0.08  –0.27   –2.10  –0.27  –0.93
7    0.00      0.00      0.00       0.00      0.00      0.00
8  –1.30  –0.11  –0.32   –7.40  –0.63  –1.83
9    0.00      0.00      0.00       0.00      0.00      0.00
10  –8.20  –0.78  –1.70   –10.60 –1.01  –2.19
11    0.00      0.00      0.00       0.00      0.00      0.00
12  –0.10  –0.01  –0.02   –0.90  –0.06  –0.17_______________________________________________
The frequency shift was added to the last 5000
samples. The EVS control charts for the first princi-
pal component scores of the residuals with damage
scenarios D1–D4 are plotted in Figures 9–12, re-
spectively. All damage scenarios clearly show an ab-
rupt and permanent change in the data at the end of
the data record. Occasional false alarms emerged.
The subgroup maxima decreased below zero causing
an alarm, but the subgroup minima stayed mainly
within the control limits. This is probably due to out-
liers in the training data. Nevertheless, the shifts in
the minima can be visually observed in the figures.
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Figure 9. EVS chart of the first PC scores of the residual with
damage D1.
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Figure 10. EVS chart of the first PC scores of the residual with
damage D2.
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Figure 11. D3: EVS chart of the first PC scores of the residual
with damage D3.
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Figure 12. D4: EVS chart of the first PC scores of the residual
with damage D4.
5 CONCLUSION
A structural health monitoring system was intro-
duced with appropriate hardware and software and
applied to an arch bridge in Porto. Vibration data
during two years of continuous monitoring were
analysed to track changes in the identified natural
frequencies of the structure.
Seasonal changes were clearly present in the nat-
ural frequencies, which made damage detection dif-
ficult. The correlation between the frequencies was
utilized to remove the environmental effects from
the data using the minimum mean error estimation
algorithm. Measurement of the environmental varia-
bles (e.g. temperature) was not necessary.
The structure was known to be undamaged during
the monitoring period, which was compatible with
the results of the data analysis.
For a research study, artificial damage was simu-
lated with frequency shifts. These shifts were detect-
ed if environmental effects were first removed from
the data but remained undetected otherwise.
The presence of outliers in the data is another
concern. Using a relatively small subgroup size (50),
damage was more easily detected. A small subgroup
size would be more sensitive to damage but also
sensitive to false alarms. A large subgroup size is
quite insensitive to damage if outliers exist in the
training data. Therefore, outlier detection and cor-
rection in the training data would be an important
function in SHM systems.
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