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In this paper we show that the method of upper and lower solutions coupled with
the monotone iterative technique is valid to obtain constructive proofs of existence
of solutions for nonlinear periodic boundary value problems of functional differen-
tial equations without assuming properties of monotonicity in the nonlinear part.
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1. INTRODUCTION
The method of upper and lower solutions coupled with the monotone
iterative technique has been applied successfully to obtain results of
existence and approximation of solutions for boundary value problems for
 w x .ordinary differential equations see 4 and references therein .
Some attempts have been made to extend these techniques to study
 . w xproblems of functional differential equations FDEs for short . In 5, 1 the
periodic problem
uX t s f t , u t ,u , u 0 s u T .  .  .  . .t
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 .is considered, but in both papers it is required that f t, u, f be monotone
in the third variable. In this paper we shall show the validity of the
monotone method, without assuming such a property of monotonicity, for
 .the following periodic boundary value problem PBVP for short for FDEs
uX t s f t , u t , u h t , t g I 1.1 .  .  .  . . .
u 0 s u T , 1.2 .  .  .
w x  2 .  w x.  .where I s 0, T , f g C I = R , R , h g C I, yr, T , r ) 0, t y r F h t
F t, ; t g I.
 .   .Observe that 1.1 includes ordinary differential equations h t s t, t g
.   . .I and retarded differential equations h t s t y r, t g I . The initial
 . w xvalue problem for 1.1 has been studied by Hristova and Bainov in 3 .
We shall divide the results of this paper into two sections. In Section 2
we establish some results about FDEs that we shall need later and prove a
maximum principle. Section 3 is devoted to develop the monotone method
 .  .for 1.1 , 1.2 .
An example is also worked out to illustrate our results.
2. PRELIMINARIES AND MAXIMUM PRINCIPLE
Consider the following problem for linear FDEs,
uX t q Mu t q Nu h t s s t , t g I 2.1 .  .  .  .  . .
w xu t s w t , t g yr , 0 , 2.2 .  .  .
 . w x .where M ) 0, N ) 0, s g C I, R , and w g C yr, 0 , R .
w x .  .  .Define u g C yr, 0 , R by u s s u t y s . Observe that if we sett t
 .  .   ..   ..g t s h t y t, then u h t s u g t and therefore the results for re-t
tarded functional differential equations are applicable. In particular, prob-
 .  . w x .  w x.lem 2.1 , 2.2 has a unique solution u g C yr, T , R see 2 .
Next we obtain a maximum principle that we shall need to develop the
monotone method in Section 3.
w x . 1w x .THEOREM 2.1. Let u g E s C yr, T , R FC 0, T , R and M ) 0,
N ) 0 such that
 . X .  .   ..i u t q Mu t q Nu h t G 0, t g I
 .  .  .ii u 0 G u T
 .  .  . w xiii u 0 s u t , t g yr, 0
 .  .iv M q N T - 1.
 . w xThen u t G 0, ; t g yr, T .
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Proof. Suppose that the result is false. We shall distinguish two cases.
 .Case 1. u t F 0, ; t g I, u k 0.
 .  . X . w xIn this situation we have that u 0 G u T and u t G 0 on 0, T . Thus
 .u t s constant s K - 0, ; t g I, and we obtain
0 F uX t q Mu t q Nu h t F M q N K « K G 0, .  .  .  . .
and this is a contradiction
w x  .  .Case 2. There exist t , t g 0, T such that u t ) 0 and u t - 0.1 2 1 2
Hence two situations are possible.
 .Case 2.1. u T F 0. Define
u j s max u t ) 0. .  .
w .tg 0, T
Using the mean value theorem, we obtain
' t g j , T such that u T y u j s uX t T y j . 2.3 .  .  .  .  .  .0 0
 .  .Now, from 2.3 and condition i ,
yu j G u T y u j G y M q N u j T y j . .  .  .  .  .  .
Thus
1 F M q N T y j F M q N T , .  .  .
 .and this contradicts condition iv .
 .  .  .  .Case 2.2. u T ) 0. Thus u 0 G u T ) 0 and there exists t g 0, T3
such that
u t s 0; u t ) 0, ; t g 0, t . .  . .3 3
w .  .  .Let j g 0, t be such that u j s max u t ) 0. Using the mean3 t gw0, t x3
 .value theorem again on the interval j , t , we find a point t satisfying3 0
 .  . X . .u t y u j s u t t y j .3 0 3
 . Reasoning as in the previous case, we obtain that yu j G y M q
.  .  .N u j T , and therefore condition iv is violated again.
3. MONOTONE METHOD
 .  .In order to develop the monotone iterative technique for 1.1 ] 1.2 , we
 .shall first consider the following PBVP for the linear equation 2.1 ,
uX t q Mu t q Nu h t s s t , t g I .  .  .  . .
u 0 s u T .  . 3.1 .
w xu t s u 0 , t g yr , 0 . .  .
  .  . w x4We shall denote by E s u g E : u t s u 0 , ; t g yr, 0 .0
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 .A function a g E is said to be a lower solution for 3.1 if it satisfies0
a X t q Ma t q Na h t F s t , t g I .  .  .  . .
3.2 .
a 0 F a T . .  .
 .An upper solution for 3.1 is defined analogously by reversing the inequal-
ities of above.
 .  . w xFor a , b g E , we shall write a F b if a t F b t for all t g yr, T .0
In such as case, we shall denote
w x  4a , b s u g E : a F u F b .0
 .THEOREM 3.1. Let a and b be a lower and an upper solution of 3.1 ,
 .respecti¨ ely, with a F b and assume that the condition iv of Theorem 2.1 is
satisfied.
 . w xThen 3.1 has a unique solution u g a , b .
w  .  .x  .Proof. For each a g a 0 , b 0 , denote by u ?; a the unique solution
 .  .  . w x  .of 2.1 , 2.2 with w t s a, t g yr, 0 . First we shall show that a 0 F
  ..  .   ..u T ; a 0 , and b 0 G u T ; b 0 .
 .   ..  .Suppose that a 0 ) u T ; a 0 . Then the function ¨ defined by ¨ t s
  ..  .u T ; a 0 y a t satisfies
¨ X t q M¨ t q N¨ h t G 0, t g I .  .  . .
¨ 0 s a 0 y a 0 ) u T ; a 0 y a T s ¨ T .  .  .  .  .  . .
w x¨ t s 0 s ¨ 0 , t g yr , 0 . .  .
 . w xThus Theorem 2.1 ensures that ¨ t F 0, ; t g yr, T . This implies that
 .   ..  .  .  .   ..¨ T s u T ; a 0 y a T ) 0 and therefore a 0 F a T - u T ; a 0 .
 .   ..This is a contradiction and then a 0 F u T ; a 0 . The same arguments
 .   ..show that b 0 G u T ; b 0 .
w  .  .x  .Next we shall prove that there exists c g a 0 , b 0 such that u 0; c
 .s u T ; c .
 .  .If a 0 s b 0 , we have that
a 0 F u T ; a 0 s u T ; b 0 F b 0 s a 0 . .  .  .  .  . .  .
  ..  .  .Thus u T ; a 0 s a 0 and we may choose c s a 0 .
 .  .In consequence, we can assume that a 0 - b 0 and define the map
w  .  .x  .  . w xw: a 0 , b 0 ª R by w a s a y u T ; a . Theorem 2.2.2 in 2 assures
  ..   ..that w is continuous. Then, since w a 0 - 0 - w b 0 , there must be
w  .  .x  .one point c g a 0 , b 0 such that w c s 0.
 .Denote u s u ?; c . From the previous reasoning it is obvious that u is a
 .solution of 3.1 . Finally we shall demonstrate that u is the unique solution
 . w xof 3.1 on a , b .
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To see that a F u F b , let ¨ s u y a and ¨ s b y u. It is not1 2
 .  .  .difficult to verify that ¨ and ¨ satisfy the conditions i , ii , and iii of1 2
 .  . w xTheorem 2.1 and therefore ¨ t G 0 and ¨ t G 0 for all t g yr, T .1 2
w xThis implies that u g a , b .
 . w xNow suppose that there exist two solutions u , u of 3.1 on a , b . Let1 2
¨ s u y u . Applying Theorem 2.1 again one can prove that ¨ G 0 on1 2
w xyr, T and thus u G u . As the same argument is valid for u y u , we1 2 2 1
conclude that u s u .1 2
Now we are in a position to prove our main result, that is, the validity of
 .  .the monotone method for 1.1 , 1.2 . First we shall introduce the concepts
of lower and upper solutions for this problem.
 .  .A function a g E is a lower solution for 1.1 , 1.2 if it satisfies0
X .   .   ...  .  .a t F f t, a t , a h t , t g I, and a 0 F a T .
 .  . X .Analogously, b g E is an upper solution for 1.1 , 1.2 if b t G0
  .   ...  .  .f t, b t , b h t , t g I, and b 0 G b T .
THEOREM 3.2. Let a and b be a lower solution and an upper solution of
 .  .1.1 , 1.2 , respecti¨ ely, such that a F b on I.
Assume that there exist two constants M ) 0, N ) 0 satisfying
 .  .  .  .  .H f t, x, y y f t, u, ¨ G yM x y u y N y y ¨ , whene¨er t g1
 .  .   ..   ..I, a t F u F x F b t and a h t F ¨ F y F b h t .
 .  .H M q N T - 1.2
 4  4Then there exist two monotone sequences a and b such that a s an n 0
F a F b F b s b for e¨ery n g N which con¨erge uniformly on I to then n 0
 .  .  .  .minimal r and maximal g solutions of 1.1 , 1.2 , respecti¨ ely, that is, if
 .  . w x w xu is any solution of 1.1 , 1.2 on a , b , then u g r, g .
w x  .Proof. For each h g a , b consider the problem 3.1 with
s t s s t s f t , h t , h h t q Mh t q Nh h t . .  .  .  .  .  . .  . .h
 .We shall refer to this problem as PL .h
 .Since a F h F b we have, using H and the definitions of lower and1
upper solutions, that
a X t q Ma t q Na h t .  .  . .
F f t , a t , a h t q Ma t q Na h t .  .  .  . .  . .
F f t , h t , h h t q Mh t q Nh h t s s t .  .  .  .  . .  . . h
X .  .   ..  .and b t q Mb t q Nb h t G s t .h
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As a consequence, a and b are respectively a lower and an upper
 .solution for PL and Theorem 3.1 permits us to define the operatorh
w x w x  . w xA: a , b ª a , b where Ah is the unique solution of PL on a , b .h
Setting ¨ s Ah y Ah and applying Theorem 2.1 it is easy to prove1 2
that
w xh F h « Ah F Ah , ;h , h g a , b . 3.3 .1 2 1 2 1 2
 4  4Thus we may define the sequences a , b by a s Aa , b s Ab ,n n nq1 n nq1 n
 .a s a , b s b. Using 3.3 it is inmediate to verify that0 0
a s a F a F ??? F a F b F ??? F b s b , ;n g N.0 1 n n 0
 4  X 4  .  4Since a is increasing and a is bounded in C I, R , we have that an n n
converges to r uniformly on I.
 .  .In the same way, we can prove that there exists lim b t s g t ,nª` n
uniformly on I.
 .Using the definition of PL and passing to the limit when n tends to `,h
 .  .we obtain that r and g are solutions of 1.1 , 1.2 .
w xFinally, to prove that r is the minimal solution on a , b , let u be any
 .  . w xsolution of 1.1 , 1.2 on a , b . It is obvious that a F u. Now if a F u,0 n
one can easily see that a F u by considering the function f s u y anq1 nq1
and applying Theorem 2.1 again. Thus, passing to the limit, we may
conclude that r F u.
The same arguments prove that u F g .
Remark. The main interest of the Theorem 3.2 is the fact that the
 .condition H does not require the monotone character of f in the third1
variable.
w xEXAMPLE. We present here a problem for which the results of 1, 5 are
not valid, but it satisfies the conditions of Theorem 3.2.
Consider the equation
X 1 12u t s yu t y u t y t t q ln t q 1 , u 0 s u 1 , 3.4 .  .  .  .  .  .  . .2 5
w x qwhere t : 0, 1 ª R is a given continuous function.
 .  .If we take a t s 0, b t s 1r5, it is easy to verify that the conditions
 .  .H and H of Theorem 3.2 are satisfied for M s 2r5 and N s 1r2.1 2
Moreover, a and b are respectively a lower and an upper solution for
 .3.4 with a F b.
 .  .  .Thus 3.4 has at least one solution u t such that 0 F u t F 1r5 for
w x  .  . w x  .t g 0, 1 and u t s u 0 for t g yr, 1 , where r s max t t .t gw0, 1x
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