Abstract: Two-dimensional hydraulic modeling is fundamental to simulate flood events in urban area. Key factors to reach optimal results are detailed information about domain geometry and utility of hydrodynamic models to integrate the full or simplified Saint Venant equations in complex geometry. However, in some cases, detailed topographic datasets that represent the domain geometry are not available, so approximations-such as diffusive wave equation-is introduced whilst representing urban area with an adjusted roughness coefficient. In the present paper, different methods to represent buildings and approximation of the Saint Venant equations are tested by performing experiments on a scale physical model of urban district in laboratory. Simplified methods are tested for simulation of a real flood event which occurred in 2013 in the city of Olbia, Italy. Results show that accuracy of simulating flow depth with a detailed geometry is comparable to the one achieved with an adjusted roughness coefficient.
Introduction
Flood events are one of the most dangerous natural phenomena connected to human activities, with possible consequences on people's safety and economic losses [1] .
The flood hazard affecting densely populated areas is increasing in recent times, due to the intensification of extreme meteorological events and poorly managed urban development [2] . Two-dimensional flood inundation modeling is a pivotal component of flood risk assessment and management. It is therefore not surprising that over the last few decades significant efforts have been devoted to the development of increasingly complex algorithms to simulate the flow of water in streams and floodplains [3] [4] [5] [6] [7] [8] [9] [10] . In areas with mild slope terrain, one-dimensional models may produce misleading results and two-dimensional (2D) models are recommended also for their ability to capture preferential flow directions caused by the presence of buildings [11, 12] .
The correct representation of buildings in a 2D model is a fundamental factor to reach good flood simulation results in urban areas. When detailed geometry is available, the individual shapes of buildings can be incorporated into the calculations. For large scale modeling or when detailed geometry information are not available, flow obstructions may be represented as areas with higher roughness coefficient (roughness approach). This accounts for the increased resistance induced by the presence of buildings in the urban area. Moreover, low accuracy of available topographic data justifies introducing some simplifications to the Saint Venant equations, also known as shallow water equations (SWE) , that describe fluid dynamics [13] [14] [15] . In most practical applications of flood simulation, the diffusive wave simplification is preferred to the full solution (dynamic wave), since the local and convective acceleration terms are small in comparison to the bed slope [16] .
In the last few decades, many aspects of urban flooding have been investigated through experimental studies [17, 18] , and few of these investigations have focused on how to properly represent buildings within inundation models [19, 20] .
The main objective of this paper is to verify the accuracy of the roughness approach against full buildings incorporation in flood simulation. Further analysis was dedicated to test diffusive model against full SVE. The novelty of this research is that three different methods to represent buildings are tested by performing a number of laboratory experiments carried out with a simplified urban district physical model, and reconstructing results with a hydraulic mathematical model considering both the solution of the full SWE and the diffusive simplification. Simplified methods are tested for simulation of a real flood event that hit the city of Olbia, Italy, on November 2013.
Materials and Methods

Experimental Setup
Experiments were performed on a physical scale model at the Fantoli Hydraulic Laboratory at the Politecnico di Milano (Figure 1a) . The model was implemented for verifying the hydraulic performance of the dam body of an on-stream detention basin designed for flood risk reduction of the Fosso di Pratolungo river, a small tributary of the river Aniene, in the Lazio region, Italy. Flow into the physical model is regulated by two triangular Thompson weirs, often used in laboratory experiments for their high sensitivity to low flow rates. The maximum flow rate achievable, is 110 L/s. The ratio between the physical model lengths and the prototype is 1:25. Specifically for this work, we considered the channel reach and floodplain downstream of the dam artifact (427 cm × 223 cm), where six bricks (12 cm × 25 cm) were placed for the representation of a small urban area with regular simple geometry ( Figure 1c ). An impermeable foam layer was attached to the lower side of the bricks in order to follow the irregularities of floodplain reproduced in the physical model (Figure 1b) . A removable bridge was placed within the channel (Figure 1c ) and the channel end was blocked with a board (Figure 1a ) in order to promote floodplain inundation.
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Experimental Setup
Experiments were performed on a physical scale model at the Fantoli Hydraulic Laboratory at the Politecnico di Milano (Figure 1a) . The model was implemented for verifying the hydraulic performance of the dam body of an on-stream detention basin designed for flood risk reduction of the Fosso di Pratolungo river, a small tributary of the river Aniene, in the Lazio region, Italy. Flow into the physical model is regulated by two triangular Thompson weirs, often used in laboratory experiments for their high sensitivity to low flow rates. The maximum flow rate achievable, is 110 L/s. The ratio between the physical model lengths and the prototype is 1:25. Specifically for this work, we considered the channel reach and floodplain downstream of the dam artifact (427 cm × 223 cm), where six bricks (12 cm × 25 cm) were placed for the representation of a small urban area with regular simple geometry (Figure 1c ). An impermeable foam layer was attached to the lower side of the bricks in order to follow the irregularities of floodplain reproduced in the physical model ( Figure  1b) . A removable bridge was placed within the channel (Figure 1c ) and the channel end was blocked with a board (Figure 1a ) in order to promote floodplain inundation. Water level and velocity were measured using a portable high precision nonius hydrometric rod and a micro-current-meter, respectively, in the points shown in Figure 2 . The hydrometric rod was used to measure floodplain and channel bed elevation with a spatial resolution of 1 cm, leading to the digital elevation model shown in Figure 2 . Water level and velocity were measured using a portable high precision nonius hydrometric rod and a micro-current-meter, respectively, in the points shown in Figure 2 . The hydrometric rod was used to measure floodplain and channel bed elevation with a spatial resolution of 1 cm, leading to the digital elevation model shown in Figure 2 . 
Mathematical Hydraulic Modelling
In order to simulate the flood inundation, the Hec-Ras model was employed [21] . As from release 5.0, Hec-Ras is designed to simulate one-dimensional, two-dimensional, and combined one/two-dimensional unsteady flow through a full network of open channels, floodplains, and alluvial fans. For the purpose of this work, flood inundation was simulated with unsteady two-dimensional solution of the full SWE and the simplified diffusive equation. When a steady state was required, this was reached by setting as input a constant discharge hydrograph long enough to reach the steady condition.
Several methods have been proposed to set the friction coefficient when roughness approach is employed to simulate flow obstacles such as the equivalent friction slope method [22, 23] or similar methods [24] . In this work, we chose to use roughness Manning coefficient reported in the Hec-Ras 2D manual [25] as this is what is likely done for practical engineering applications. Further analysis to verify possible improvement when using different approaches to set roughness coefficient is ongoing.
Buildings were modeled in three different ways:
1. Method 1: incorporation of buildings using the detailed digital elevation model (DEM) with 1 cm spatial resolution. 2. Method 2: buildings are replaced by a flat area with high roughness (Manning coefficient = 10). 3. Method 3: all urban area is replaced by a flat area with high roughness (Manning coefficient = 0.15).
The mean relative absolute error (MRAE) was computed as goodness of fit index
where Xobs and Xmod are the observed and modeled values, respectively, n is the number of points compared.
Hydrologic Model
Flood hydrograph of the six streams flowing to Olbia during the 2013 flood were simulated with the FEST model (flash-flood event-based spatially distributed rainfall-runoff transformation) [26] [27] [28] [29] . FEST is a distributed, raster-based hydrologic model developed focusing on flash-flood 
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1. Method 1: incorporation of buildings using the detailed digital elevation model (DEM) with 1 cm spatial resolution. The mean relative absolute error (MRAE) was computed as goodness of fit index
where X obs and X mod are the observed and modeled values, respectively, n is the number of points compared.
Hydrologic Model
Flood hydrograph of the six streams flowing to Olbia during the 2013 flood were simulated with the FEST model (flash-flood event-based spatially distributed rainfall-runoff transformation) [26] [27] [28] [29] . FEST is a distributed, raster-based hydrologic model developed focusing on flash-flood event simulation. As a distributed model, FEST can manage spatial distribution of meteorological forcings, and heterogeneity in hill slope and drainage network morphology (slope, roughness, etc.) and land use.
The FEST model has three principal components. In the first component, the flow path network is automatically derived from the digital elevation model using a least-cost path algorithm [30] . In the second component, the surface runoff is computed for each elementary cell using the SCS-CN method [31, 32] . The third component performs the runoff routing throughout the hill slope and the river network through a diffusion wave scheme based on the Muskingum-Cunge method in its non-linear form with the time variable celerity [33] . Spatial resolution of input maps was 10 m.
The 2013 Flood in Olbia
Olbia is a flood-prone city located in Sardinia, Italy, that developed in an alluvial plain bounded on the West side by a steep mountains chain and on the East side by the Tyrrhenian Sea. Six creeks cross this area with drainage area ranging from 0.5 km 2 to 38.4 km 2 ( Figure 3) . A steep slope in the upper part and a mild slope in the valley where city mostly expanded characterize them. The FEST model has three principal components. In the first component, the flow path network is automatically derived from the digital elevation model using a least-cost path algorithm [30] . In the second component, the surface runoff is computed for each elementary cell using the SCS-CN method [31, 32] . The third component performs the runoff routing throughout the hill slope and the river network through a diffusion wave scheme based on the Muskingum-Cunge method in its non-linear form with the time variable celerity [33] . Spatial resolution of input maps was 10 m.
Olbia is a flood-prone city located in Sardinia, Italy, that developed in an alluvial plain bounded on the West side by a steep mountains chain and on the East side by the Tyrrhenian Sea. Six creeks cross this area with drainage area ranging from 0.5 km 2 to 38.4 km 2 ( Figure 3) . A steep slope in the upper part and a mild slope in the valley where city mostly expanded characterize them. Specifically, on 18 November 2013, the island of Sardinia (Italy) was affected by a meteorological event, named Cleopatra, characterized by extreme rainfall intensity (rain rate exceeded 120 mm/h in some localities), and amount (more than 450 mm of cumulated rainfall in 15 hours) that sets the maximum return period of precipitation well above 200 years. Continuous rain over two days resulted in the overflowing of the rivers in the north-eastern part of Sardinia. Olbia was one of the affected cities of the island, with discharge values that reached the 25-year return period. Images and videos of the flood can be seen on the page dedicated by BBC to the Cleopatra cyclone affecting Sardinia (http://www.bbc.com/news/world-europe-24996292).
After the flood, the technical office of the Municipality carried out a survey of the flooded areas in the urban center of Olbia. Specifically, on 18 November 2013, the island of Sardinia (Italy) was affected by a meteorological event, named Cleopatra, characterized by extreme rainfall intensity (rain rate exceeded 120 mm/h in some localities), and amount (more than 450 mm of cumulated rainfall in 15 h) that sets the maximum return period of precipitation well above 200 years. Continuous rain over two days resulted in the overflowing of the rivers in the north-eastern part of Sardinia. Olbia was one of the affected cities of the island, with discharge values that reached the 25-year return period. Images and videos of the flood can be seen on the page dedicated by BBC to the Cleopatra cyclone affecting Sardinia (http://www.bbc.com/news/world-europe-24996292).
After the flood, the technical office of the Municipality carried out a survey of the flooded areas in the urban center of Olbia.
Results
Simulation of Flow Depth and Velocity of the Laboratory Experiments
The first phase of experiments was dedicated to calibrate the Manning roughness coefficient of the channel and the floodplains. In this phase, bricks and bridge were removed from the physical model. Normal depth was set as boundary condition on domain border. The domain was implemented with a square mesh with 1 cm spatial resolution.
Measurements of the free-surface profile in the channel and over the floodplain for various flow rates (15, 18 , and 21 L/s) were compared to values computed with Hec-Ras with different roughness coefficient. The roughness coefficient value that minimized the difference between measured and computed water profile was 0.0166 s m −1/3 , which is in consistent with the expected value for concrete.
In the second phase, the bricks and bridge were positioned in the model, and experiments were performed considering a constant flow rate of 22.6 L/s, discharged through the dam bottom spillway of the physical model. Flow depth and velocity measured values were compared to mathematical model simulation results obtained with the solution of the diffusive equation and considering the three methods for representing buildings described in Section 2.2. Simulated water levels and velocities are shown in Figures 4 and 5 , respectively.
In Tables 1 and 2 observed and simulated water level and velocity, respectively, the 14 points monitored are reported. MRAE and standard deviation values computed between observed and simulated water levels and velocities are reported in Table 3 . Errors related to water levels are lower than values calculated for water velocity; this is probably also justified by the relatively higher uncertainty intrinsically involved in the velocity measuring in very low water depth (indeed, in point I, it was not possible to get velocity measurement).
As a general comment, the three methods tested are all equivalent in simulating water depths, while Method 3 is not able to correctly capture water velocities within the area approximated with a homogeneous roughness coefficient. In fact, velocity computed inside the buildings (points E, F, G, H, J, and K) do not have a physical meaning when Method 3 is used. Method 3 is intended for considering effect of urban area on flood inundating surrounding places and not to investigate flow dynamics inside the urban area.
the channel and the floodplains. In this phase, bricks and bridge were removed from the physical model. Normal depth was set as boundary condition on domain border. The domain was implemented with a square mesh with 1 cm spatial resolution.
In Method 2 and 3, as buildings that are considered impervious in Method 1 are represented only with a different roughness coefficient, water is free to flow in the area occupied by buildings, although with velocities close to zero. While this does not represent an issue when performing constant flow rate simulations, it could introduce error in inundation volume when simulating unsteady flow transient condition with discharge changing over time. In Method 2 and 3, as buildings that are considered impervious in Method 1 are represented only with a different roughness coefficient, water is free to flow in the area occupied by buildings, although with velocities close to zero. While this does not represent an issue when performing constant flow rate simulations, it could introduce error in inundation volume when simulating unsteady flow transient condition with discharge changing over time.
For this reason, further simulations for Methods 1 and 2 were performed, considering two different triangular symmetric hydrographs characterized by the same peak discharge, and two different durations, 1 and 10 min (denoted H1 and H10, respectively), so to consider two hydrographs with different volume (Figure 6 ). Moreover, water flow was also simulated running full SWE, to evaluate possible differences against simplified diffusive scheme. As the laboratory model was not intended for reproducing unsteady hydrograph, in this test we could only compare simulated data. The goodness of fit indexes are to be interpreted as the deviation of Method 2 with respect to the Method 1 simulation. Water depth and velocity in points F, G, and J are considered in this analysis at 20, 40, and 60 s for H1, and 3, 6, and 10 min for H10. Table 3 . Mean relative absolute error, with standard deviation in brackets, for water level and velocity simulation with the three different methods. For this reason, further simulations for Methods 1 and 2 were performed, considering two different triangular symmetric hydrographs characterized by the same peak discharge, and two different durations, 1 and 10 minutes (denoted H1 and H10, respectively), so to consider two hydrographs with different volume (Figure 6 ). Moreover, water flow was also simulated running full SWE, to evaluate possible differences against simplified diffusive scheme. As the laboratory model was not intended for reproducing unsteady hydrograph, in this test we could only compare simulated data. The goodness of fit indexes are to be interpreted as the deviation of Method 2 with respect to the Method 1 simulation. Water depth and velocity in points F, G, and J are considered in this analysis at 20, 40, and 60 seconds for H1, and 3, 6, and 10 minutes for H10. The results shown in Table 4 confirm small differences between Methods 1 and 2 concerning water levels, especially using diffusive model, with a maximum deviation of 0.11 when full SWE are solved with H1. This confirms that the roughness approach and diffusive solution of SWE are good enough to simulate water depths even with unsteady flow hydrographs.
Method 1 Method 2 Method 3
On the other hand, by analyzing water velocities, greater differences between Method 1 and 2 are reported for both the simulations, especially for the diffusive model.
Finally, an advantage of the diffusive solution is that it is faster than full SWE; in particular, the simplified simulation took about 20% time less than the full solution on a laptop computer with 1.5 GHz CPU clock speed and 2 GB ram. 
Simulation of Olbia Flood Inundation
Results presented in the previous section show that Methods 1 and 2 provide similar accuracy in simulating water depth and velocity in urban area. This is relevant when one flood event has to be simulated in an urban area for which detailed buildings geometry is not available. In order to The results shown in Table 4 confirm small differences between Methods 1 and 2 concerning water levels, especially using diffusive model, with a maximum deviation of 0.11 when full SWE are solved with H1. This confirms that the roughness approach and diffusive solution of SWE are good enough to simulate water depths even with unsteady flow hydrographs.
On the other hand, by analyzing water velocities, greater differences between Method 1 and 2 are reported for both the simulations, especially for the diffusive model. Finally, an advantage of the diffusive solution is that it is faster than full SWE; in particular, the simplified simulation took about 20% time less than the full solution on a laptop computer with 1.5 GHz CPU clock speed and 2 GB ram.
Results presented in the previous section show that Methods 1 and 2 provide similar accuracy in simulating water depth and velocity in urban area. This is relevant when one flood event has to be simulated in an urban area for which detailed buildings geometry is not available. In order to validate these findings, the 2013 flood that occurred in Olbia was simulated with the assumptions of Method 2, that are 2D diffusive solution model and buildings represented with high roughness cells (Manning coefficient = 10). Method 1 could not be applied as available DEM does not include building geometry, only terrain elevation is provided. Method 3 was not applied as it is assumed to be more suited to flood simulation over larger areas with many urbanized zones in them. In the case of the Olbia flood, we are interested in reconstructing detailed inundation in one single urban area.
Hydrographs of the six streams flowing to Olbia reconstructed by the FEST hydrological model were used as forcing input of the hydraulic model. The domain was implemented with a square mesh with 15 m spatial resolution deriving information from an available LIDAR survey with 1 m spatial resolution.
By comparing the flood extent simulated by the hydraulic model and the one surveyed after the flood (Figures 7 and 8) , a good agreement can be observed. The small discrepancy is probably due to the contribution of the subsurface urban drainage flow that is not considered in the mathematical model, and uncertainties in hydrological reconstruction of stream flood hydrographs. This confirms that the use of a simplified equation and approximation of buildings as high friction cells does not introduce significant error in practical applications when flood area must be assessed, even in a complex area such as the one considered in this analysis. (Manning coefficient = 10). Method 1 could not be applied as available DEM does not include building geometry, only terrain elevation is provided. Method 3 was not applied as it is assumed to be more suited to flood simulation over larger areas with many urbanized zones in them. In the case of the Olbia flood, we are interested in reconstructing detailed inundation in one single urban area. Hydrographs of the six streams flowing to Olbia reconstructed by the FEST hydrological model were used as forcing input of the hydraulic model. The domain was implemented with a square mesh with 15 m spatial resolution deriving information from an available LIDAR survey with 1 m spatial resolution.
By comparing the flood extent simulated by the hydraulic model and the one surveyed after the flood (Figures 7 and 8) , a good agreement can be observed. The small discrepancy is probably due to the contribution of the subsurface urban drainage flow that is not considered in the mathematical model, and uncertainties in hydrological reconstruction of stream flood hydrographs. This confirms that the use of a simplified equation and approximation of buildings as high friction cells does not introduce significant error in practical applications when flood area must be assessed, even in a complex area such as the one considered in this analysis. 
Conclusions
In this paper, three different methods to simulate the influence of buildings on flood inundation have been tested against measurement undertaken on a simplified urban district model in laboratory. The first method considered detailed information about topography of area containing the buildings. According to the further two methods tested, single buildings or the entire urban district are represented with a high friction area.
Results show that adoption of 2D diffusive model and roughness parameter method to represent buildings is a good option to model water heights, even when unsteady discharge with rapid change in time is considered.
On the other hand, water velocities are significantly better reconstructed by methods that consider the effect of single buildings, like in Methods 1 and 2. Results of unsteady analysis show that solution of the full SWE is less sensitive to the method considered for representing buildings respect to diffusive simplification.
Application to the simulation of a real flood that occurred in Olbia (Italy) demonstrated that use of 2D diffusive model and setting high friction instead of detailed building geometry is an effective method to assess flood inundation extent. 
Application to the simulation of a real flood that occurred in Olbia (Italy) demonstrated that use of 2D diffusive model and setting high friction instead of detailed building geometry is an effective method to assess flood inundation extent.
