Trivially, a SOMA(k, n) is Trojan for k = 0 and k = 1. Moreover, R. A.
Introduction
Throughout this paper, we let k ≥ 0 and n ≥ 2 be integers.
A SOMA, or more specifically a SOMA(k, n), is an n × n array A each of whose entries is a k-subset of a kn-set Ω (the symbol-set), such that every symbol of Ω occurs exactly once in each row and exactly once in each column of A, and every 2-subset of Ω is contained in at most one entry of A.
A SOMA(k, n) can be constructed by the superposition of k mutually orthogonal Latin squares (MOLS) of order n with pairwise disjoint symbol-sets. If a SOMA(k, n) can be constructed in such a way then it is said to be Trojan.
We remark that the name SOMA was introduced by N. C. K. Phillips and W. D.
Wallis, in [9] , as an acronym for simple orthogonal multi-array. It is a simple exercise to show that k ≤ n − 1 is a necessary condition for the existence of a SOMA(k, n). We remark that this exercise is similar to showing that k ≤ n − 1 is a necessary condition for the existence of k MOLS of order n.
Trivially, when k = 0, every SOMA(0, n) is Trojan. When k = 1, we have that a SOMA(1, n) is basically the same thing a Latin square of order n, and hence is Trojan. R. A. Bailey [4] proved that every SOMA(n − 1, n) is Trojan. So the existence of a SOMA(n − 1, n) is equivalent to the existence of n − 1 MOLS of order n, and hence to the existence of an affine plane of order n.
In this paper, we prove that every SOMA(n−2, n) must also be Trojan, which answers BCC Problem 16.19 ([15] and [6] ) in the affirmative. So our result shows that the existence of a SOMA(n−2, n) is equivalent to the existence of n−2 MOLS of order n.
Shrikhande [11] has shown that n − 3 MOLS of order n can be extended in a unique way to n − 1 MOLS of order n, when n ≥ 5. Therefore, we have that the existence of a SOMA(n − 2, n) is equivalent to the existence of an affine plane of order n, when
It is known that there exists an affine plane of order n exactly when there exists a finite projective plane of order n. Also, it is known that a finite projective plane of order n exists, when n is a prime power. However, the existence of one when n is not a prime power is still a major unsolved problem.
While every SOMA(k, n) is Trojan, when k = 0, 1, n − 1 and n − 2, it is interesting to note that similar results do not hold for k = 2 and for k = n − 3.
For the case where k = 2, it is known that there exists a Trojan SOMA(2, n) (or equivalently two MOLS of order n), except when n = 2 and n = 6. In [1] , we have shown that a non-Trojan SOMA(2, n) exists, except when n ≤ 4. This result is based on joint work with M. A. Ollis.
For the case where k = n − 3, we have that a non-Trojan SOMA(n − 3, n) exists, at least when n = 5, 6 and 7. Soicher [13] has constructed many examples of SOMA(k, n)s, with n ≤ 6, including non-Trojan SOMA(2,5)s. Phillips and Wallis [9] have constructed examples of non-Trojan SOMA(3,6)s. In [3] , we construct many examples of SOMA(k, n)s, with n = 7, 8 and 9, including a non-Trojan SOMA(4,7).
We recall that BCC Problem 16.19 [15] asks whether a SOMA(n − 2, n) must be Trojan, and this problem is discussed above as a reason for our interest in SOMAs.
Another reason for our interest in SOMAs is that a SOMA(k, n) can exist, when the existence of k MOLS of order n is unknown or impossible. BCC Problem 13.21 (in [14] and in [6] ) asks for constructions of SOMA(k, n)s with precisely this property.
Soicher, in [12] , discusses and constructs examples of SOMA(k, n)s with this property.
We briefly discuss some recent developments in BCC Problem 13.21 on SOMA(k, 10)s.
It is known that very many examples of two MOLS of order 10 exist, but the existence of three such MOLS is an unsolved problem. Soicher, in [12] , constructs a non-Trojan SOMA (3, 10) . Later, in [13] , Soicher constructs a non-Trojan SOMA(4,10).
Partial Linear Spaces
In this section, we discuss SOMAs as a class of partial linear spaces for the purposes of proving that every SOMA(n − 2, n) is Trojan, in Section 4.
A partial linear space S = (P, L) consists of a set P of points together with a set L of lines, where each line is a subset of P (of cardinality greater than or equal to 2), such that every 2-subset of P is contained in at most one line (and so every pair of distinct lines intersect in at most one point).
Let v ≥ 2, n ≥ 2 and r ≥ 0 be integers. A PLS(v, n, r) is a partial linear space whose set of points is a v-set, each line is a n-set and every point is contained in exactly r lines.
We recall here that an affine plane of order n is a PLS(n 2 , n, n + 1).
Two partial linear spaces (P, L) and (P , L ) are said to be isomorphic if there is a bijection from P to P that induces a bijection from L to L .
We now discuss a connection between SOMAs and PLS(v, n, r)s.
Let A be a SOMA(k, n) with symbol-set Ω, where k ≥ 1. We denote by [n] the set {1, 2, . . . , n}. For every symbol α ∈ Ω, we let l α be a subset of the set
(Cartesian product) given by the rule that (i, j) ∈ l α if and only if α ∈ A(i, j).
We then let L A = {l α : α ∈ Ω}. Also, we let
n } be two n-sets of lines, such that each line R
. . , n} is the set of (i, j)-positions for the i-th row and for the j-th column of the SOMA(k, n) A respectively.
We have that A is a SOMA(k, n), and that the sets R (n) and C (n) of lines correspond to the rows and the columns of A. Consequently, we have that the ordered pair
We are interested in the unrefinable decompositions of a PLS(v, n, r), which we go on to define.
It is clear that {L} is one decomposition of S. If this is the only decomposition then we say that S is indecomposable; otherwise S is said to be decomposable.
An unrefinable decomposition of the PLS(v, n, r) S is a decomposition
, we call (r 1 , . . . , r m ) an unrefinable decomposition type (or a ud-type) of
S.
We recollect that an affine plane of order n has a unique resolution into parallel classes, and so it has a type of (1, 1, . . . , 1) (sequence of length n + 1).
We recall that a SOMA(k, n) A with symbol-set Ω, where k ≥ 1, can construct the
position of S A that gives a type of (1, 1, k). Thus there exists a PLS(n 2 , n, k +2) which has a type of (1, 1, k) if there exist a SOMA(k, n) with k ≥ 1. The converse to this result holds, but is is not straightforward to show. We refer the reader to [1, Proposition 1.5.3] for further details on constructing a SOMA(k, n) from a PLS(nhas a type of (1, 1, k). So a SOMA(k, n), with k ≥ 1, is precisely a PLS(n 2 , n, k + 2)
which has a type of (1, 1, k).
It now follows that the SOMA(k, n) A is Trojan exactly when the PLS(n 2 , n, k + 2)
. Obviously, such a decomposition of S A is an unrefinable decomposition.
In [1] , and more generally in [2] , we have shown that every PLS(n 2 , n, r) has a unique unrefinable decomposition. Thus by the arguments above, every SOMA(n − 2, n)
is Trojan means exactly the same thing as every PLS(n 2 , n, n) which has a type of (1, 1, n − 2) must have a ud-type of (1, 1, . . . , 1).
Graphs on partial linear spaces
In this section, we define graphs on partial linear spaces. Also, we discuss how these graphs can be used to determine an unrefinable decomposition of a PLS(n 2 , n, r).
Given a simple graph Γ = (V, E), we denote by Γ its complement graph.
Let S = (P, L) be a partial linear space.
Two points are said to be collinear if they are both contained within some line of S.
The collinearity graph of S is the graph with vertex-set P , where {p, p } is an edge if, and only if, p and p are distinct collinear points of P .
We denote by ∆ S the graph with vertex-set L, where {l, l } is an edge if, and only if, l and l are disjoint lines of S.
To prove that every SOMA(n − 2, n) must be Trojan, we need the notion of the dual of a partial linear space, which we go on to define.
We let S = (P, L) be a partial linear space, where each point is contained in at least two lines. Then, each point p ∈ P is uniquely determined by the set of lines that each contain the point p. For each point p ∈ P , we let L(p) = {l ∈ L : p ∈ l}. We then let P L = {L(p) : p ∈ P }. We can easily see that S * = (L, P L ) is a partial linear space, and we call S * the dual of S.
Note that (S * ) * (i. e. the dual of the dual of S) is isomorphic to S. Also, we note that if S is a PLS(v, n, r), with r ≥ 2, then its dual S * is a PLS(vr/n, r, n).
Again, we let S = (P, L) be a partial linear space, where each point is contained in at least two lines. So its dual S * is a partial linear space, and we can easily show that the graph ∆ S and the complement graph of the collinearity graph of S * are isomorphic.
The following results are shown in [1] , and shown in more generality in [2] .
Lemma 3.1. Let S = (P, L) be a PLS(v, n, r) with r ≥ 1. Then, the graph ∆ S is a regular of degree n − 1 + r(v − n 2 )/n. 2. the number of connected components of Γ is the multiplicity of r;
3. for any eigenvalue λ of Γ, we have that |λ| ≤ r.
The following known theorem analyses the eigenvalues of the complement of a regular graph. Let S = (P, L) be a PLS(v, n, r), with r ≥ 2. Then, its dual S * = (L, P L ) is a PLS(b, r, n), where b = vr/n. We denote by I t the t × t identity matrix. We let N be the point-line incidence matrix of S. In addition, we let A and C be the adjacency matrices of the graphs ∆ S * and ∆ S respectively. Then the following relations hold:
It clearly follows that an eigenvalue λ of the matrix A corresponds to an eigenvalue λ + r − n of the matrix C. Now, we let S = (P, L) be a PLS(n 2 , n, n), and so its dual S * = (L, P L ) is a PLS(n 2 , n, n). For points p, q ∈ P , we let p ∼ q if and only if the lines L(p) and L(q) of the dual S * of S are disjoint (and so p ∼ q exactly when {p, q} is not a subset of any line of S). We let Γ S be the graph with vertex-set P where {p, q} is an edge if, and only if, p ∼ q. Thus {p, q} is an edge of the graph Γ S if, and only if, {L(p), L(q)} is an edge of the graph ∆ S * . So the graphs Γ S and ∆ S * are isomorphic.
Lemma 4.4. Let l, l ∈ L be disjoint lines of S. Then for each point p ∈ l, there exists some point q ∈ l such that p ∼ q.
Proof. Let p ∈ l be a point.
For a proof by contradiction, suppose that p q, for every point q ∈ l . Clearly the points p and q are distinct, for every q ∈ l . So we have that {p, q} is a subset of some line of S, for every point q ∈ l .
Since S is a PLS(n 2 , n, n), we have that the line l of S has cardinality n, and that there exists exactly n lines of S (including the line l) that each contain the point p.
Consequently as S is a partial linear space, we have a contradiction that the lines l and l of S are not disjoint.
The result follows.
Proposition 4.5. Let T = (P, M) be a PLS(n 2 , n, 1), where M ⊆ L, and let l be a line of T . Then for each point p ∈ P \ l (set minus), there exists a unique point q ∈ l such that p ∼ q.
Proof. Let p ∈ P \ l be a point. Then, there exists a unique line l of T such that the point p ∈ l . Then by Lemma 4.4, there exists some point q ∈ l such that p ∼ q. So for each point p ∈ P \ l, there exists some point q ∈ l such that p ∼ q.
Since S * is a PLS(n 2 , n, n), and by Lemma 3.1, we have that the graph ∆ S * is regular of degree n − 1. We recall the graphs ∆ S * and Γ S are isomorphic, and so Γ S is regular of degree n − 1. Obviously, the line l of T has cardinality n, and the set P \ l has cardinality n 2 − n.
By the pigeon hole principle, the result now follows.
This proposition leads to the following simple corollary.
Corollary 4.6. Let {R, C, L } be a decomposition of the PLS(n 2 , n, n) S = (P, L),
where (P, R) and (P, C) are two PLS(n 2 , n, 1)s. Then:
1. each point p ∈ P corresponds a unique matching of n − 1 edges of the graph Γ S that partitions the set R C (symmetric difference), where the lines R ∈ R and C ∈ C are such that the point p ∈ R ∩ C;
2. each edge {p, p } of the graph Γ S is a subset of exactly two elements of the set
Proof.
1. It is obvious that each point p ∈ P corresponds to the set R C, where the lines R ∈ R and C ∈ C are such that the point p ∈ R ∩ C. Consequently by Proposition 4.5, the result now follows.
2. Let p, p ∈ P be points with p ∼ p (and so p = q). Then, there exists unique lines R 1 , R 2 ∈ R and unique lines C 1 , C 2 ∈ C, such that the point p ∈ R 1 ∩ C 1 and the point p ∈ R 2 ∩ C 2 . Therefore, there exists two unique points q, q ∈ P , such that the point q ∈ R 1 ∩ C 2 and the point q ∈ R 2 ∩ C 1 . Consequently by Proposition 4.5, we have that {p, p } ⊆ R 1 C 2 and {p, p } ⊆ R 2 C 1 .
The result now follows.
We now come to the main result of this paper that answers BCC Problem 16.19 ( [6] and [15] ) in the affirmative.
Proof. We show that every PLS(n 2 , n, n) which has a type of (1, 1, n − 2) must have a ud-type of (1, 1, . . . , 1).
Let S = (P, L) be a PLS(n 2 , n, n) which has a type of (1, 1, n − 2), and so its dual
is a PLS(n 2 , n, n). Also, we let {R, C, L } be a decomposition of S which the type of (1, 1, n − 2), where (P, R) and (P, C) are two PLS(n 2 , n, 1)s.
Consider the graphs ∆ S and Γ S of S.
By Theorem 3.2, it follows that the graph ∆ S is disconnected. Thus by Proposition 4.3, and as the graphs ∆ S * and Γ S are isomorphic, we have that the graph Γ S is disconnected.
Let a subset P of P be the set of vertices for some connected component of the graph Γ S . We let Γ be the graph given by this connected component of the graph Γ S . In addition, we let P L = {L(p) : p ∈ P }, and so P L is the set of vertices for some connected component of the graph ∆ S * .
Since S * = (L, P L ) is a PLS(n 2 , n, n), and by Theorem 3.2, we have that the ordered pair (L, P L ) is a PLS(n 2 , n, r ), for some r ≥ 1. Thus the set P L has cardinality r n, for some r ≥ 1. So the set P is has cardinality r n. Furthermore, we have that |P ∩ l| = r , for every line l of S.
For a proof by contradiction, suppose that the set P has cardinality r n, such that r ≥ 2.
We now count in two different ways the number of edges of the graph Γ .
Since S * is a PLS(n 2 , n, n), and by Lemma 3.1, we have that the graph ∆ S * is regular of degree n − 1. We recall the graphs ∆ S * and Γ S are isomorphic, and so Γ S is regular of degree n − 1. Thus the graph Γ has r n(n − 1)/2 edges.
On the other hand, by Corollary 4.6, it follows that there each point p ∈ P corresponds to a unique matching of r − 1 edges of the graph Γ that partitions the set (R C) ∩ P , where the lines R ∈ R and C ∈ C are such that the point p ∈ R ∩ C.
By Corollary 4.6, we also have that each edge {p, p } of the graph Γ is a subset of exactly two elements of the set {(R C) ∩ P : R ∈ R, C ∈ C}. Thus the graph Γ has r n(r − 1)/2 edges.
So we have shown that r n(r − 1) 2 = r n(n − 1) 2 , which gives that r n(n − r ) = 0. Since r ≥ 2 and n ≥ 2, we have that r = n. Thus the graph Γ S is connected, which implies that the graph ∆ S * is connected. However, this clearly contradicts the graph ∆ S * being disconnected.
It now follows that the graph Γ S must be n copies of the complete graph K n on n vertices, and so the graph ∆ S * is n copies of the graph K n . Consequently by Proposition 4.3, we have that the graph ∆ S must be n copies of the graph K n .
Hence by Theorem 3.2, we have that the PLS(n 2 , n, n) S has a ud-type of (1, 1, . . . , 1)
as required.
