We deal with strongly competing multispecies systems of Lotka-Volterra type with homogeneous Dirichlet boundary conditions. We show that the shape of the spatial domain contributes to the occurrence of pattern formation (coexistence) and prevents extinction of the species as the competition grows indefinitely. As a result we prove the existence of complete solutions for a remarkable system of variational inequalities involved in segregation phenomena and optimal partition problems.
Introduction
Let Ω ⊂ R N be a smooth, connected, bounded domain and k ≥ 2 a positive integer. In this paper we consider the 2k-system of variational inequalities
in Ω,
in Ω, i = 1, . . . , k, for k-tuple (u 1 , . . . , u k ) of nonnegative H 1 (Ω) functions having disjoint supports, u i (x) · u j (x) = 0 a.e. in Ω, for all i = j.
Here the· operation is defined as and the corresponding procedure on the (odd) nonlinearities corresponds to
The interest in systems of the above form has been recently pointed out in a number of papers [1, 2, 3, 4, 5] showing that (1) is involved in various branches of nonlinear analysis. For instance, let us consider the k system of Lotka-Volterra type modelling the steady states of k competition types which coexist in the area Ω,
in Ω, for i = 1, . . . , k. Then, as the parameter κ of interspecific competition between the populations grows to infinity, we learn by [5] that the solutions of the system segregate and that the asymptotic state is a solution of (1). In the quoted papers, a regularity theory for the solutions of (1) is established. Namely, assigned positive boundary values for each u i in the form
the authors provide a number of qualitative properties of u i and its null set {x ∈ Ω : u i (x) = 0, ∀i = 1, . . . , k}.
Then a major problem consists in proving the existence of solutions of (1) under natural boundary conditions, such as Dirichlet (or Neumann) homogeneous boundary conditions. This is the goal of the present paper. Precisely, we consider (1) coupled with the condition (2) u i = 0 on ∂Ω, and we look for positive solutions (u 1 , . . . , u k ) of (1-2), that is, u i ≥ 0 for all i and no component is identically null.
The existence of positive solutions to our system is a nontrivial problem. As a matter of fact, in population dynamics it corresponds to the fact that all species survive under strong competition, and we expect that this is false in general. Dually, the main variational procedure leading to solutions of (1) as in [3] , fails under Dirichlet homogeneous conditions, since it provides k-tuple of the form (0, . . . , u i , . . . 0) with all but one component identically null.
Therefore, some mechanism of different nature must occur avoiding extinction of one or more populations when the competition becomes larger and larger.
In this paper we provide a first positive answer to the possibility of having coexistence of all the species u i in segregated states. We consider domains Ω of special type, essentially perturbation of regions where k disjoint balls are variously connected by thin tubes. It turns out that the particular shape of the domain, together with some nondegeneracy conditions, manage to rule out extinction of the species (see also [6, 19] ). As a matter of fact we are able to prove that, for a class of nonlinearities containing the logistic case (i.e. f i (x, s) = s(a i − s)), the problem (1-2) does have a solution with k nontrivial components.
The proof goes through the study of a system of k equations that can be seen as a generalized Lotka-Volterra model with large parameter κ of interspecific competition and presence of spatial barriers localized in the balls (see Section 3). By careful energy estimates and eigenvalue theory, the system is shown to be suitably nondegenerate on the union of k disjoint balls, uniformly in κ. This allows to apply a degree technique introduced by Dancer [6] to control domain perturbation in the case of certain nonlinear equations; as a result we manage to prove coexistence of all the species for a variety of competing models including the Lotka-Volterra case (Theorem 3.1). This is by itself an interesting result in the framework of multispecies systems. In fact, in spite of the rich literature dealing with the case k = 2 of two populations (see e.g. [7, 10, 11, 12, 14, 16] and the bibliography therein), the case of k ≥ 3 species is much harder. We quote for instance [13, 17, 18, 12] for three-species competing systems with cross-diffusion and [8, 9] for the Lotka-Volterra model, where various sufficient conditions for coexistence are provided, depending on the values of the parameters involved in the equations.
The major feature of our approach is that the whole procedure turns out to be uniform with respect to κ. This uniformity allows to perform successfully the asymptotic analysis of the solutions to the auxiliary systems as the competition goes to infinity (see also [5] ). This is crucial for the study of (1): the limit state, as κ → ∞, consists just of a k-tuple with all nontrivial components and disjoint supports; furthermore it satisfies by construction the original differential inequalities, and hence it is the desired solution of (1) coupled with (2).
Assumptions and main results
Let N ≥ 2 and k ≥ 2 be fixed integers. Let Ω 0 := k i=1 B i be a finite union of open balls B i ⊂ R N such that B i are disjoint, i = 1, ..., k. Let us also consider a sequence of domains {Ω n } n∈N approximating Ω 0 in the following sense: there exists a compact zero measure set E ⊂ R N such that (i) for any compact set K ⊂ Ω 0 , Ω n ⊃ K provided n is large;
(ii) for any open set U ⊃ E ∪ Ω 0 , Ω n ⊂ U provided n is large, see Figure 1 . Let us fix a bounded smooth domain Ω strictly containing Ω 0 ∪ Ω n for all n ∈ N.
Notice that ifΩ ⊂ Ω and u ∈ H 1 0 (Ω), it is possible to extend u to an element of H 1 0 (Ω) by defining it to be zero outside of Ω. Thus in all the paper we shall think of all our function as being in H 1 0 (Ω). We will make the following set of assumptions (for every i = 1, . . . , k):
Furthermore, for any i = 1, . . . , k, we assume that the problem
which is nondegenerate in the following sense:
for every w ∈ H 1 0 (B i ) and for every i. Note that this implies that the linearized problem at u 0
, has only the trivial solution and, furthermore, it turns out that u 0 i is an isolated solution to (3) . As a matter of fact, in the following we shall always assume that δ > 0 is small enough to ensure that, for all i:
We are now ready to state the main results contained in the paper, covering the existence of solution for our family of variational inequalities in domains of type Ω n and its connection with stationary solutions of competing systems.
Then, for any n sufficiently large, the class S(Ω n ) contains an element (u 1 , . . . , u k ) ∈ H 1 0 (Ω n ) k where u i is nontrivial, close to u 0 i in H 1 0 (Ω n ) and satisfies u i ≡ 0 in B j for all j = i. Moreover, it is the unique element of the class which is close to
Theorem 2. For any κ and n sufficiently large, the problem
such that, for all i = 1, . . . , k:
The existence of solutions for systems of the type (4) is by itself interesting in the framework of competing species. Nonetheless, our effort is motivated by the asymptotic behavior of the solutions as the competition grows. Besides establishing the link with the class S we are interested in, this analysis provides a number of interesting properties of the asymptotic limit. As a matter of fact, it turns out that in the Lotka-Volterra model all the species survive under strong competition, and they divide the territory in k disjoint regions (segregation occurs). Moreover, an unexpected phenomenon appears, that we call non invading property, namely the i-th specie does not invade the native territory B j of the other populations.
The plan of the paper is the following: in Section 3 we introduce an auxiliary competing system and establish some preliminary results. Section 4 is devoted to perform the asymptotic analysis of the solutions to the system as κ → ∞; hence we assume the existence of solutions and we prove that the second part of Theorem 2 holds true. In Section 5 we prove the uniqueness of the solution for (1) as stated in Theorem 1. Finally, in Section 6 we deal with the auxiliary system and we prove that, if n is large enough, it admits solutions on Ω n for all k large (Theorem 3.1). This concludes the proof of Theorem 2 and, in light of the asymptotic analysis, provides the existence of elements in the class S(Ω n ).
A competing species system with barriers.
In this section we introduce the auxiliary competing species system we shall study in order to derive our main results. Let κ > 0 be fixed and letΩ ⊂ R N open, connected, such thatΩ ⊂ Ω. We consider the problem
for i = 1, . . . , k. This system can be seen as a modification of the Lotka Volterra model, through linear terms which are localized in the single balls. As we shall see, this feature will be crucial in order to obtain by (5) solutions of (1) with the non-invading property, namely u i ≡ 0 on B j if j = i. Note that, due to the presence of the barriers, the above systems lack of the maximum principle, so that we cannot ensure the positivity of solutions nor even, by now, the competitive character of the model. As we shall see, this will cause some technical difficulties. The major effort of the paper consists in proving the following existence result.
Theorem 3.1. For any κ and n sufficiently large, the problem (5) in Ω n admits
As a matter of fact, in order to ensure the positivity property u i ≥ −u 0 i , instead of working directly with (5) we shall deal with the following system
Here and throughout the paper the symbol [t(x)] + will denote the positive part of t, namely [t + (x)] = max{t(x), 0}.
Then it suffices to test the equation by −[u i + u 0 i ] − , recalling that f i is odd.
Notice that (4) can be recovered in our model by the formal identification u 0 i ≡ 0. In this way, most of the results we shall prove for (5) still hold true for the Lotka system. For instance, following Lemma 3.1 we can prove that every solution to the Lotka-Volterra system corresponding to (6) has nonnegative components. Some difference arising during the proofs will be pointed out for time to time.
Variational inequalities.
In this section we provide some preliminary properties of the solutions both to (1) and to (5) . To this aim, the crucial observation is that the solutions to the systems do satisfy the variational inequalities in (1), independently of κ. As a matter of fact, if u κ i satisfies
and u i ≥ −u 0 i , we immediately obtain that (7) −∆u i ≤ f i (x, u i ).
Let us now define, for all i:
A straightforward calculation leads to an opposite variational inequality for u i :
Let us first recall a result in Dancer [6] : for n sufficiently large, the problem
Let n 0 large such that Ω n ⊂ Ω n 0 for all n ≥ n 0 and denote φ n 0 i simply φ i . Let us definef
Proof. Summing up the variational inequalities for φ i and u i it holds
Set ω = {x ∈ Ω n : φ i < u i }: note that ω is strictly contained in Ω n by the boundary conditions. Hence by testing the first inequality with
Remark 3.1. As a consequence the following uniform bound holds: for any solution (u 1 , . . . , u k ) to (6) 
Furthermore, by virtue of a classical strong maximum principle and Harnack's in-
Throughout all the paper we shall work withf i instead of f i in order to ensure uniform L ∞ bounds and we shall prove that both system (5) and the variational
In light of the above discussion, those elements should be true solutions of the original problems with f i . Notation. We shall continue to write f i meaningf i .
3.3. Nondegenaracy in Ω 0 . Notice that U 0 is solution of (6) in Ω 0 ; as a matter of fact it turns out that U 0 is an isolated solution, uniformly in κ. This will be crucial in Section 6 for the proof of Theorem 3.1.
For the proof we need a simple technical lemma that will be useful also in the rest of the paper:
For all ε > 0 there exists δ > 0 such that for all i = 1, . . . , k and
Proof. Call I the integral in (9) . We can estimate as follows:
where S is the best constant of the Sobolev embedding H 1 0 ֒→ L 2 * . By continuity of the Nemytskij operator f ′ i :
This provides the proof.
Proof of Theorem 3.2. Assume that there exists a sequence U κ of solutions to (5) such that u κ i > −u 0 i for all i and U κ → U 0 as κ → ∞. Let us set V κ = U κ − U 0 and by subtracting the respective differential equations we obtain, for all i = 1, ..., k:
Let us add and subtract the term
Let 0 < ε < 1 be given: if κ is large enough, in light of Lemma 3.3 and since u i (x) > 0 for x ∈ B j when j = i, we know that
.
Let us first note that u κ h + u 0 h > 0 by assumption, hence
then by the Sobolev embedding
Let us now fix r > 0 such that
where B h (r) denotes the ball of radius r and with the same center as B h . We note that there exists m > 0 such that u 0
for κ large enough, and proves the Claim. As a consequence, if κ is large enough, we obtain v κ i | B h ≡ 0 for all h = i. By considering this information in (11) for the choice h = i we get
for κ large enough. In light of assumption (ND) the left hand side is always bigger than ε v κ Proof. Let i be fixed and consider the variational inequality for u i ,
Let us test the above inequality with − u − i , and denote ω i := { u − i > 0}. This provides
By absolute continuity of Lebesgue integral, we can choose δ sufficiently small to ensure that µ(ω i ) < (S/2M) N/2 . Hence by (12) we find
As consequence of the lemma we also have the following nonexistence result, which is the analogous of Theorem 3.2 for the class S(Ω 0 ).
Proof. By Lemma 3.4 we know that u i ≥ 0 in B i for all i. Since u j ≥ 0 for all j and the supports are disjoint, j =i u j = ( u i ) − = 0, implying u i ≡ u i . Hence by coupling the differential inequalities for u i and u i we obtain that u i is a solution to
with null boundary conditions. Hence by assumption (ND) we obtain u i ≡ u 0 i .
Asymptotic analysis as κ → ∞
This section is devoted to establish the link between the population system (6) and the original set of variational inequalities (1) . To this aim, throughout the whole section let δ > 0 and assume that there exists (u κ 1 , . . . , u κ k ) solution to (6) such that u κ i − u 0 i H 1 (Ω) ≤ δ for all large κ. This will be proved later on (Section 6) for Ω = Ω n , as stated in Theorem 3.1.
Our aim now is to study the asymptotic limit of u κ i as κ → ∞, showing that this procedure leads to a solution of (1) with the required positivity. 
Then, if δ is small enough, there exists U ∈ H 1 0 (Ω) k such that, for all i = 1, . . . , k:
Proof. Since U κ is bounded in (H 1 (Ω)) k by assumption, we immediately obtain the existence of a weak limit U such that, up to subsequences, u κ i ⇀ u i in H 1 (Ω). Since each u κ i is positive on B j when j = i by Lemma 3.1, property (ii) comes from almost everywhere pointwise convergence. Furthermore, the differential inequalities (7) and (8) for u κ i pass to the weak limit, so (v) is already proved. Let us discuss properties (iii) and (iv). By testing (5) 
Passing to the limit for U κ ⇀ U we obtain, for all i = j, i, j = 1, ..., k
Let x ∈Ω \ ∪B i : then (13) ensures u i (x) · u j (x) = 0 for all i = j.
Claim. If x ∈ B i then u j (x) = 0 for all j = i. 
in ω j . Proof. By Theorem 4.1, we already know that u i ≥ 0 in Ω \ B i . Furthermore, u i · u j = 0 for i = j in Ω and (u 1 , . . . , u k ) satisfies (8) . Therefore Lemma 3.4 yields
Test this equation times
Hence u i ≥ 0 in Ω and it is not identically null by its closeness to u 0 i ; the strict positivity now comes from the Harnack inequality. Proof. In order to prove the strong convergence of u κ i to u i in H 1 0 (Ω), let us consider the functionsû i = u i − j =i u j , which satisfy the inequality (8) inΩ. Since from Lemma 4.2 u i ≥ 0, testing (8) with u i we obtain
The uniform L ∞ -bound provided in Section 3.2 and the Dominated Convergence Theorem allows to pass to the limit in (15) thus obtaining
Since by Theorem 4.1,
Now (14), (16) , and the lower semi-continuity of the norms yield
The strong convergence follows easily from weak convergence and convergence of norms.
Remark 4.1. The Lotka-Volterra case. Notice that the above analysis can be performed also for the Lotka system, with some differences. In particular, following the proof of Theorem 4.1, the segregation property (iv) immediately follows by (13) which reduces in this case to u i · u j = 0. On the contrary we cannot prove, at the moment, the noninvading property (iii).
Uniqueness of the asymptotic limit.
As in the previous section, let us here assume that the system (6) does have a solution on Ω n for all κ large. Our goal now consists in proving that the class S(Ω n ) consists of one single element which is close to U 0 ; it is worth noticing that U 0 does not belong to S(Ω n ), since that variational inequalities involving the hat operation cannot hold outside Ω 0 .
Theorem 5.1. If δ is small enough, for all n large the class S(Ω n ) has at most a unique element U such that U − U 0 ((H 1 0 (Ω)) k < δ. Proof. By Theorem 4.1, let U n ∈ S(Ω n ) be the asymptotic limit of the solutions to (6) , so that U n enjoys the noninvading property. Now assume by contradiction the existence of V n ∈ S(Ω n ), such that U n = V n . Claim 1. Letting n → ∞, both U n → U 0 and V n → U 0 weakly in H 1 0 (Ω) (hence strongly in in L p (Ω) for all 1 ≤ p < 2 * ).
It suffices to prove the claim for U n . Since U n is bounded in (H 1 (Ω)) k , there exists U ∈ (H 1 (Ω)) k such that u n i ⇀ u i weakly in H 1 (Ω), strongly in all L p (Ω) with subcritical p. We are going to prove that U ∈ S(Ω 0 ) so that U ≡ U 0 in light of Lemma 3.3. To this aim notice that the variational inequalities characterizing S(Ω 0 )are satisfied by u n i for all n, hence they pass to the weak limit. It remains to prove that u i ∈ H 1 0 (Ω 0 ). To this aim notice that, for all open sets V containing Ω 0 ∪ E, we have that supp u n i ⊂ Ω n ⊂ V, provided that n is sufficiently large. Hence
which implies that u i = 0 a.e. in Ω \ Ω 0 ∪ E . Since ∂Ω ∪ E has measure zero, u i = 0 on Ω \ Ω 0 , and the smoothness of ∂Ω 0 ensures u i ∈ H 1 0 (Ω 0 ) (see [15] ). Let us now start the argument that will lead to a contradiction. By setting ω n i = {u n i > 0}, we have u n i = u n i in ω n i and the following hold:
we have
Notice that a n i (x) ∈ L ∞ independently of n in light of the a priori estimate in Remark 3.1 and since f ′ i (·, 0) is bounded. We assert that this is true for the second quotient too. To see this, remember that v n i · v n j = 0 in Ω and notice that b n (x) =
. Hence the same argument used to estimate a n i (x) provides an L ∞ control for b n i , uniformly in n. As a consequence, by testing the variational inequalities in (17) with [w n i ] + and −[ w n i ] − respectively, we easily obtain that w n i is bounded in H 1 (Ω). Since this is true for all i = 1, . . . , k, there exists W = (w 1 , . . . , w k ) ∈ (H 1 (Ω)) k such that w n i ⇀ w i weakly in H 1 (Ω), strongly in L 2 so that w i = 0 for some i.
Since by Theorem 4.2 we know that B i ⊂ ω n i , we can test the first inequality in (17) with φ, providing
By the strong convergence of U n and V n to U 0 in L p (Ω) for all 1 ≤ p < 2 * and by the continuity of the Nemytskij operator f ′ i : L N (q−1)/2 (Ω) → L N/2 (Ω), see (10), it is easy to realize that a n i → f ′ i (·, u 0 i ) in L N/2 (Ω) as n → ∞. Hence we can pass to the limit and we find
as desired. It remains to prove that w i ∈ H 1 0 (B i ), but this can be done reasoning as in Claim 1.
We have so proved that w i is a weak solution of the first inequality in (17) on B i with boundary condition w i = 0 on ∂B i . This provides a contradiction with the nondegeneracy assumption (ND).
Remark 5.1. We note that the weak H 1 (Ω)-convergence stated in Claim 1 of the above proof, is actually strong. Indeed from Theorem 4.1(v), we have that
By the choice of Ω n , Theorem 4.1(iii), and pointwise convergence of u n i to u 0 i , it follows that χ {supp u n i } → χ B i a.e. in Ω. Hence the uniform L ∞ -bound provided in Section 3.2 and the Dominated Convergence Theorem allows to pass to the limit in the right hand side, thus obtaining lim n→+∞ u n i 2
Strong H 1 (Ω)-convergence follows now from weak convergence and convergence of norms.
The uniqueness result above has a remarkable implication in population dynamics. It turns out that the Lotka-Volterra model (4) exhibits the vary same asymptotic behavior of our auxiliary system (5) : hence, all the species survive under strong competition, they segregate, and furthermore no specie can invade the native territory of a different population. Notice that this fact still holds for a much greater variety of competitive models, since it essentially depends only on the validity of the differential inequalities (8).
Proof of Theorem 3.1.
This section is devoted to prove the existence of solutions to the auxiliary system when the domain is sufficiently close to Ω 0 and the interspecific competition is sufficiently strong. This will be done by using topological degree technique and ideas of Dancer [6] in order to control the perturbation of the domain. As a first step, we introduce suitable operators which allows to reformulate the existence of solutions to (5) as a fixed point problem. We then define
Furthermore we name
k the operator defined as:
With the above notation, it turns out that the solutions of (6) are in 1-1 correspondence with the fixed points of A 0,κ .
Let us now assume
in order to ensure thatq = max{2, q} is subcritical, namelyq < N +2 N −2 (this assumption can be promptly removed, see Remark 6.1.3). Then it is easy to verify that A 0,κ is compact from H 1 0 (Ω) k into itself. Furthermore Lemma 6.1. For any r ∈ 2Nq N +2 , 2N N −2 , the Nemytskij operator
is Fréchet differentiable at U 0 and
Proof. We mean to prove that for all i = 1, . . . , k
We have that
where
Mimicking the proof of Lemma 3.3, we can easily prove that I 1 → 0 as u i → u 0 i in L r (Ω). Denoting by ω i := {x ∈ Ω : u i (x) + u 0 i (x) < 0}, we observe that
Moreover
as u i → u 0 i in L r (Ω). From (19) and (20) it follows that
On the other hand
The proof is thereby complete.
From the above lemma it follows immediately that F κ :
and Jac G κ (U 0 ) denotes the Jacobian matrix of G κ at U 0 . Remark 6.1. Since we are actually working with the truncationf i instead of f i and f i is not C 1 with respect to the second variable, it is worth noticing that this does not create any problem when linearizing the operator at U 0 and the linearization of the truncated operator is still given by (21). Being the proof very similar to the proof of Lemma 6.1, we omit it. Lemma 6.2. Let ε > 0 as in assumption (ND). There existsκ such that all eigenvalues of Id − A 0,κ ′ (U 0 ) in H 1 0 (Ω 0 ) k are greater than ε. In particular, the
Proof. Let us set L κ := Id − A 0,κ ′ (U 0 ) and write (H 1 0 (Ω 0 )) k as the direct sum 1(mod k) ). Spaces H i are mutually orthogonal and L κ | H i : H i → H i , so that it is enough to prove that 0 is not an eigenvalue of L κ | H i for all i = 1, . . . , k.
If λ is an eigenvalue of L κ in H 1 , then there exists V = (v 1 , . . . , v k ) such that (v 1 , . . . , v k ) = (0, . . . , 0) and
for all i = 1, . . . , k. Since (v 1 , . . . , v k ) = (0, . . . , 0), there exists ℓ such that v ℓ ≡ 0. Equation (22) for i = ℓ in B ℓ reads as
If λ is an eigenvalue of L κ in H i for i = 1, then there exists V = (v 1 , . . . , v k ) = (0, . . . , 0) which solves (22). Let ℓ be such that v ℓ ≡ 0, then equation (22) 
. Testing the above equation with v ℓ we find
where S is the best constant in the Sobolev embedding. Therefore
→ 0 as κ → +∞ for any ℓ and i, we can findκ such that for all κ ≥κ, for all i and ℓ
. With this choice ofκ, from (23) it follows that if λ is an eigenvalue of L κ in H i for i = 1, then λ ≥ ε; in particular λ = 0. The proof is thereby complete.
Let us now fix δ > 0 small enough so that all the results in Sections 3, 4 and Theorem 5.1 hold true. In view of Theorem 3.2, for all κ ≥κ it makes sense to compute the Leray-Schauder degree (24) deg Id −A 0,κ , B (H 1 0 (Ω)) k (U 0 , δ), 0 , which turns out to be equal to +1 in view of Lemma 6.2. For all n ∈ N, let us define the operators A n,κ : H 1 0 (Ω) k → H 1 0 (Ω) k , A n,κ := L n • F κ • i n , where i n : H 1 0 (Ω) k → H 1 (Ω n ) k is the restriction i n (u 1 , . . . , u k ) = (u 1 | Ω n , . . . , u k | Ω n ) and L n : H −1 (Ω n ) k → H 1 0 (Ω n ) k ֒→ H 1 0 (Ω) k is defined as: L n (h 1 , . . . , h k ) = (u 1 , . . . , u k ) if and only if −∆u i = h i in Ω n , u i = 0 on ∂Ω n , for all i = 1, . . . , k. It turns out that A n,κ is compact from H 1 0 (Ω) k into itself. Proof. Arguing by contradiction, we assume there exist sequences n j → ∞, κ j → ∞, t j ∈ [0, 1] and U j ∈ (H 1 0 (Ω) k such that U j − U 0 (H 1 0 (Ω) k = δ and (25) U j = t j A 0,κ j (U j ) + (1 − t j )A n j ,κ j (U j ).
Since A n j ,κ j takes values in H 1 0 (Ω n j ) k , we have that U j ∈ H 1 0 (Ω n j ) k . Taking the laplacian of both sides in (25), we obtain that U j solve −∆U j = F κ j (U j ),
Since {U j } j is bounded in (H 1 0 (Ω) k , up to a subsequence, U j converges weakly in H 1 0 (Ω) k to some U = (u 1 , . . . , u k ) ∈ H 1 0 (Ω) k . By Theorem 4.1, we know that u i · u j = 0 for i = j, u i ≥ 0 in Ω and that the k-tuple (u 1 , . . . , u k ) solves the variational inequality (8),
As a matter of fact, arguing as in Theorem 5.1 (see the proof of the Claim 1), it is possible to prove that that u i ∈ H 1 0 (Ω 0 ), hence it is an element of S(Ω 0 ). Furthermore, since the convergence of U j to U is actually strong in H 1 0 (Ω) k by We finally have all the ingredients to conclude the proof of Theorem 3.1. Indeed, in light of Lemma 6.3, for n ≥n and κ ≥κ, it makes sense to compute the Leray-Schauder degree I = deg Id −A n,κ , B (H 1 0 (Ω)) k (U 0 , δ), 0 . By the homotopy invariance property we have that deg Id −A n,κ , B (H 1 0 (Ω)) k (U 0 , δ), 0 = deg Id −A 0,κ , B (H 1 0 (Ω)) k (U 0 , δ), 0 and hence, by (24), I = +1 As a consequence A n,κ has a fixed point in B (H 1 0 (Ω)) k (U 0 , δ) which provides a solution to (6) in Ω n , as required. Remarks 6.1.
1. Notice that the whole procedure can be applied to the Lotka-Volterra system, with even minor technical difficulties. Hence the first part of Theorem 2 is proved..
2.
The proof of Theorem 1 now is immediate: let n be fixed sufficiently large and consider the sequence U κ of solutions to (6) as in Theorem 3.1. As κ → ∞, the convergence of U κ to an element of S(Ω n ) follows from Section 4; the uniqueness is ensured by Theorem 5.1.
3. The restriction N < 6 assumed in (18) can be easily removed in light of the uniform L ∞ bound for the solutions to (5) , as stated in Remark 3.1. Thus we can modify h i (s 1 , . . . , s k ) = s i j =i s j for |s i | large so as not to affect the problem, but now the nonlinearity is subcritical.
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