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Chapter 1  
Introduction 
1 Overview of the Dissertation
Since the pioneering work of Kydland and Prescott (1982), dynamic models with ex-
plicit optimization-based foundations have proved to be useful laboratories to understand
complex macroeconomic phenomena. Within this methodological framework, generically
known as dynamic stochastic general equilibrium (DSGE) modelling, business cycle move-
ments in macroeconomic prices and quantities are the results of the optimal response of
rational economic agents to random disturbances hitting the economy. The early genera-
tion of DSGE models were exible price models that emphasized the importance of real
disturbances such as total factor productivity and government spending in generating busi-
ness cycles. However, recent times have seen the rise of New Keynesian DSGE models (See
Gali 2008) that while remaining committed to the rigorous microeconomic reasoning of
Kydland and Prescott (1982), also introduced imperfect competition, incomplete nominal
adjustment and consequently a role for the nominal interest rate in stimulating economic
activity. Smets and Wouters (2003, 2007) have shown that New Keynesian models, aug-
mented by a variety of real and nominal frictions and estimated with Bayesian methods
can compete with the statistical t and forecasting performance of more reduced-form
models such as vector autoregressions. In fact, the statistical success of the medium-scale
estimated New Keynesian DSGE model has made it an indispensable part of the central
bankers toolkit.
This dissertation comprises three positive essays that enhance our understanding of the
stochastic sources of business cycles and their relevant channels of transmission, through
the lens of New Keynesian DSGE models. In Chapter 2, we employ a sequence of open-
economy models, estimated with Bayesian methods, to unravel the stuctural disturbances
that drive uctuations in the US trade balance. In contrast, Chapter 3 is purely theoretical
and focusses on the comovement between public and private consumption observed in the
environment characterized by good-specic habit formation in a closed economy as in
Ravn, Schmitt-Grohé and Uribe (2006). In Chapter 4, the analysis returns to the open-
economy setting and we disaggregate the dynamics of the Canada-US real exchange rate
into movements in the domestic and international prices it subsumes, again within the
environs of an estimated DSGE model. The remainder of this introductory chapter is
organized as follows. In Sections 2, 3 and 4, we examine the contributions of each essay
in greater detail. Finally, in Section 5, we outline a few ideas to be pursued in future
research.
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2 The Dynamics of the US Trade Balance
Chapter 2 involves models that fall in the sub-strand of the New Keynesian literature
addressing the international dimension of economies and is known as the New Open Econ-
omy Macroeconomics (NOEM). E¤ectively, the NOEM bridges three distinct literatures
in international economics: the classic Mundell-Fleming model of macroeconomic uctua-
tions, traditional static trade theory as well as the international real business cycle (RBC)
literature exemplied by the work of Backus, Kydland and Kehoe (1994). While the
NOEM shares the Keynesian intellectual foundation of imperfect competition and sticky
prices with the Mundell-Fleming model, it is most intimately related to the international
RBC literature due to its focus on dynamic optimization. Critically, openness enable eco-
nomic agents to trade internationally in nancial assets and goods and insure themselves
against consumption risk in the face of domestic shocks. This leads to the inter-temporal
determination of two variables: the current account and the real exchange rate.
This essay, coauthored with Gert Peersman, focusses on the trade balance, the dom-
inant component of the current account. Specically, we o¤er an empirical analysis of
the stochastic disturbances that drive uctuations in the US trade decit, the preeminent
indicator of contemporary global nancial imbalances. We estimate a sequence of NOEM
two-country models with Bayesian methods and examine the e¤ects of a variety of domestic
and foreign disturbances, from the demand- as well as the supply-side on the US business
cycle, focussing on the trade balance (net exports) in particular. The baseline model that
we employ can be seen as a two-country version of the closed economy models described in
Smets and Wouters (2003, 2007), where the second countryis a trade-weighted aggregate
of sixteen OECD partners with whom the US has experienced decits for a reasonably
long span of time. The estimation is based on quarterly data spanning 1980-2005.
Our results highlight the relative importance of investment-specic technological shocks,
that increase the e¢ ciency of conversion of investment into the capital stock, in under-
standing the cyclical behavior of the trade balance. In most of our specications, domestic
and foreign investment-specic shocks, in unison, contribute more than half the forecast-
volatility of the trade balance. This is quite in contrast to the extant theoretical literature
that attribute the dynamics of the trade balance to neutral technological shocks, such as
total factor productivity. We nd that while investment-specic shocks have a substantial
negative e¤ect on the trade balance, the neutral shock even improves the trade balance.
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Interesting insights emerge from the split-up of the trade balance into the net-export vol-
umes, i.e. di¤erentials between foreign and home consumption and investment quantities,
and the e¤ect from the relative prices or in the other words, the expenditure-switching
e¤ect in favor of US exports that arises from the deterioration of the US terms of trade.
The crux of the di¤erential impact lies in the ability of the investment-specic shock
to elicit a strong response from the net-export volumes. Even though the neutral shock
exerts a weak negative impact on the trade balance by raising domestic consumption
and investment, the overall inuence on the trade balance is determined by the positive
expenditure-switching e¤ect induced by the fall in the price of US goods. This e¤ect
even makes the trade balance behave procyclically in the short- and medium-run. The
procyclicality of the trade balance runs against the received wisdom in the literature that
emphasizes its counter-cyclical nature. In contrast, the rise in US investment induced by
the investment-specic shock leads to a fall in net traded volumes that is robust enough to
dominate the positive expenditure-switching e¤ect, generating a decline in the trade bal-
ance. The dominance of the investment-specic shock is not a surprise as US exports and
imports are heavily concentrated in capital goods and consumer durables. Whereas the
impact of both technology shocks on total output is of a similar magnitude, investment-
specic shocks have a more powerful positive impact on US investment. As a consequence,
there is a substantial fall in relative investment net export volumes which strongly dete-
riorates the overall trade balance. The counter-cyclical trade balance dynamics triggered
by the investment shock makes it more appealing than the neutral shock as a stochastic
driver of trade decits.
3 The Comovement of Public and Private Consumption
Unlike Chapter 2, Chapter 3 is purely theoretical and is set in a closed-economy envi-
ronment. Many empirical studies report that scal expansions have a positive e¤ect on
private consumption. The standard model of macroeconomic uctuations that emphasizes
inter-temporally optimizing agents cannot generate this response. A rise in unproductive
government spending generates, ceteris paribus, a concurrent increase in the present value
of lumpsum taxes. This negative wealth e¤ect induced by the scal expansion results in the
lowering of private consumption, a phenomenon known in the literature as crowding-out.
In this essay, we examine the economic environment featuring deep(good-specic)
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habits used by Ravn, Schmitt-Grohé and Uribe (2006) to generate the positive comovement
between public and private consumption. In their set-up, habit formation at the level of
individual di¤erentiated goods varieties makes the demand function facing the price-setting
rm, dynamic. This is in contrast to the traditional scheme of habit formation at the level
of the aggregate good, which is a constant elasticity composite of the individual varieties,
as in Smets and Wouters (2003, 2007), where the demand function facing the intermediate
goods rm is static. The dynamic component in the demand for the individual varieties,
makes it optimal for the rms to lower mark-ups of prices over nominal marginal costs
when they expand production in response to the scal expansion, leading to an increase
in the demand for labor and hence the real wage rises. The consequent intra-temporal
substitution of consumption for leisure triggers the positive response of consumption.
The central contribution of this essay is the nding that the crowding-inthat Ravn,
Schmitt-Grohé and Uribe (2006) observe is contingent on their assumption that prices
and wages are perfectly exible. Starting from their original specication (and parame-
terization) with exible prices and wages, we sequentially add higher degrees of nominal
rigidities, rst in price and then in wage adjustment. In the presence of nominal rigidities,
the mark-up and the real wage cease to move substantially in response to scal shocks and
consequently consumption is still crowded out as in a standard forward-looking model.
The observed ine¤ectiveness of the deep habits set-up to generate the positive comove-
ment under more realistic conditions runs parallel to the empirical fragility of another
mechanism that the theoretical literature employs to generate the rise in consumption
to the scal expansion. Specically, Galí, López-Salido and Vallés (2007) use credit-
constrained consumers who do not smooth consumption and simply consume their after-
tax wage income. If prices are sticky and labor markets are imperfectly competitive, the
real wage rises after the scal shock. Since the credit-constrained agent is insulated from
the negative wealth-e¤ect of the scal expansion, the positive impact of the rise in the
real wage raises her consumption. If the share of credit-constrained agents is high enough,
the positive response of aggregate consumption to the scal shock can be replicated. The
empirical plausibility of this mechanism to generate the rise in consumption has been ques-
tioned by Coenen and Straub (2005), who report in an estimated DSGE model for the
Euro Area that including credit-constrained agents is insu¢ cient to generate the positive
response of consumption due to both a small estimated share of such agents and also due
to the presence of wage rigidities that mutes the e¤ect of the falling mark-up on the real
Chapter 1
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wage and hence the consumption by the credit-constrained agent.
Unlike Coenen and Straub, our computational experiments suggest that even when
labor markets are frictionless, the deep habits mechanism ceases to generate a rise in
the real wage necessary to overcome the negative wealth e¤ect of government spending
shocks in the presence of increasing price stickiness. Naturally, for a mechanism that relies
heavily on the rise in the real wage and the intra-temporal substitution e¤ect to generate
crowding-in, the link between the mark-up and the real wage is further weakened by the
presence of nominal wage stickiness. Even when price-stickiness is quite mild, increasing
nominal wage rigidity by itself induces the crowding-out of consumption under deep habits.
4 Dissaggregating Real Exchange Rate Dynamics
In Chapter 4, we return to the framework synthesizing NOEM models with Bayesian esti-
mation techniques. But instead of restricting attention to the trade balance as in Chapter
2, we focus on the second important variable of interest in international macroeconomics:
the real exchange rate.
Key to understanding the real exchange rate are its multiple constituents, the nomi-
nal exchange rate as well as the domestic and international prices of goods and services.
Extant empirical analyses of the nexus between the real exchange rate and its component
prices have relied on a statistical decomposition of the in-sample volatility of the real ex-
change rate into that of its various components in reduced-form models. The evidence is
mixed. Engel (1999) and Chari, Kehoe and McGrattan (2002) decompose the variance of
the CPI-based US real exchange rate and report that almost none of the volatility em-
anates from the relative price of non-tradables to that of tradables. In contrast, Burstein,
Eichenbaum and Rebelo (2006) and Betts and Kehoe (2008) nd that the non-traded
component account for between a third and a half of the variability of the real exchange
rate.
In this essay, we employ a small open economy DSGE model, estimated over 1986-2009,
to decompose the dynamic inuence of domestic and international prices on the Canada-US
real exchange rate, contributing simultaneously to the modern empirical general equilib-
rium open economy literature as well as the aforementioned reduced-form literature on
the inuence of relative prices on the exchange rate. Complementary to the reduced-form
studies, we recover the dominant price e¤ect, but unlike that literature, we distinguish
Chapter 1
7
between the movements that are generated in the domestic and the international prices
and hence the aggregate real exchange rate due to the distinct structural origin of these
disturbances. Specically, we disaggregate the Canada-US real exchange rate into three
relative prices (a) the international relative price of tradables (b) the relative price of
imports in terms of home-produced tradables and (c) the internal relative price of non-
tradables in terms of home-produced tradables. We then subject the real exchange rate to
structural shocks and then observe the correspondence between aggregate real exchange
rate dynamics and the dynamics of its component relative prices, in response to each
disturbance.
Our results are in the direction of those reported by Engel (1999). The results indicate
that a strong impetus from a disturbance specic to the non-tradable sector helps the
relative price of non-tradables in terms of home-produced tradables guide the dynamic
behavior of the exchange rate. However, our subsequent ndings somewhat challenge the
importance of the relative price of non-tradables in a broader context: the purely tradable
component, i.e. the international relative price of tradables as well as the relative price of
imports in terms of home-produced tradables, clearly generates even stronger aggregate
real exchange rate dynamics for all other shocks irrespective of the structural origin of
the disturbance. The two prime players in the forecast variance decomposition of the
real exchange rate are the shock to uncovered interest parity that determines the nominal
exchange rate and the mark-up shocks in the monopolistic import segment of the model,
both of which generate deviations from the law of one price. The former exerts its inuence
mostly via the international relative price of tradables while the latter generates changes
predominantly in the relative price of imports. The inuence of internal tradable and non-
tradable sector-specic disturbances on real exchange rate variability pales in comparison.
5 Future Research
Two remarkable economic phenomena accompanied the global recession of 2008. The rst
presumably one of the symptoms of the downturn is the collapse of international trade.
Between the rst quarter of 2008 and the rst quarter of 2009, exports in the developed
world plunged 17 percent while GDP fell 5 percent (Amiti and Weinstein 2009). The sec-
ond phenomenon that has received more attention in the academic literature and the media
has been the implementation of a Keynesian scal policy antidote to the recession. Fiscal
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policy-makers have resorted to massive injections of public funds to stimulate economic
activity, the most prominent example being the Obama Plan in the United States.
In this section, we outline two projects that will contribute a suite of papers which
are intimately related to both the aforementioned experiences: the symptom as well as
the antidote. The rst project extends the research agenda pursued in Chapter 2 of the
dissertation and attempts to understand the sensitivity of export-ows to nancial distur-
bances. The second project is more related to Chapter 3 and will explore the consequences
of expenditure and revenue disturbances to the government budget constraint for aggre-
gate economic activity. Both projects will address the two issues in DSGE models that
are estimated with Bayesian methods on OECD data.
5.1 International Trade Flows and Finance
The trade imbalances that characterized the global economy from the early 1990s through
the mid-2000s have contracted at a remarkable pace after the recent nancial crises. The
US trade decit touched nearly 7 percent of US GDP in 2006 while in 2009, it more than
halved to under 3 percent. Export sales are considerably riskier than domestic sales as they
are prone to payment delays and defaults by foreign importers making the exporter more
dependent on the nancial sector for credit and hence sensitive to nancial disturbances.
It is likely that the crises in the banking sector led to a contraction in credit available to
exporters and contributed to the collapse of international trade. Though the link between
export performance and nance received little attention in the traditional literature, it has
in recent times inspired a growing literature based on micro-level studies that narrowly
focussed on trade-specic credit. Amiti and Weinstein (2009) and Dorsey (2009) study the
link between exports and the availability of trade credit for Japan and emerging markets
and report that a contraction in trade credit led to a fall in exports. Complementing
these micro-level studies, this project will provide an empirical evaluation of the dynamic
impact of aggregate credit shocks on trade ows in the OECD. Are exports more sensitive
to shocks to the nancial sector than to standard aggregate demand or supply shocks?
Can the collapse of international trade be attributed to supply-side nancial factors or
merely a lack of aggregate demand unrelated to nance?
Gerali, Neri, Sessa and Signoretti (2009) introduce credit-supply shocks in a stylized
banking sector within a closed-economy DSGE model for the Euro-Area. This is unlike
the traditional set-up of Bernanke, Gertler and Gilchrist (1999) who have emphasized the
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demand side of the credit market. This study will introduce the mechanism from Gerali
et al (2009) in the empirical open-economy model that is developed in Chapter 2 of this
dissertation. We will then estimate the model with Bayesian methods on OECD data
and generate dynamic responses from macroeconomic aggregates  with exports being
the focus - in response to a contraction in credit as well as standard demand and supply
shocks. What are the multiplier e¤ects on exports after a contraction in the availability of
credit? What are the relevant channels of transmission? Do exports of consumption goods
react di¤erently from the exports of durable and investment goods to nancial shocks?
A subsidiary issue that could be treated in a separate paper would be to compare the
export dynamics implied by the DSGE model to that of an identied structural vector
autoregression to understand the di¤erential implications of a theory-based approach as
the DSGE model to that of more data-driven methodologies as the vector autoregression.
5.2 The E¤ects of the Composition and Financing of Public Expenditure
The scal stimulus packages that have been implemented throughout the OECD in the
wake of the recent economic downturn have revitalized the economics professions interest
in the macroeconomic impact of scal shocks. In the traditional business-cycle literature,
public expenditure is assumed to be an unproductive residual in aggregate demand that is
nanced by lumpsum taxes which in turn have no impact on the economys optimal growth
path. As already mentioned in Section 3, since the typical scal expansion is backed by a
concurrent withdrawal of resources from the private sector, it leads to a decline in other
components of demand such as private consumption and investment. In contrast, a host
of statistical studies that employ vector autoregressions report a positive comovement
between these key macroeconomic aggregates after a rise in government spending (See
Chapter 3 of this dissertation and the references cited therein).
By design, the traditional forward-looking economic models are likely to inaccurately
estimate the impact of the expansion on aggregate economic activity (See for e.g. Cogan,
Cwik, Taylor and Wieland 2009 among many others). While the revenue side of the
governments budget constraint is too simplistic to inuence the behaviour of the private
sector, these models also do not allow for a positive impact of public expenditure shocks
on other components of aggregate demand and even negates their comovement.
The second project aims to bridge this disconnect between the traditional theory and
the data. It proposes to use a structural macroeconometric model to address distinct issues
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on the relation between economic activity and stochastic disturbances in the governments
budget constraint. Firstly, we will study the expenditure side by allowing for the di¤eren-
tial impact of public sector consumption and investment. Secondly, we will examine the
e¤ects of distortionary taxes on consumption, capital or labor income to nance the scal
expansion. Intuitively, the e¢ cacy of a scal expansion in inuencing economic activity
will depend on what the public sector spends on and how it nances its expenditure.
The theoretical underpinnings of the model will mainly draw from two general equilib-
rium studies of scal policy. Ambler and Paquet (1996) decompose public expenditure into
those for consumption and investment. In their set-up, while public consumption is mod-
elled as unproductive as in the traditional literature, investment by the public sector, for
e.g. infrastructure, is assumed to enhance the economys production possibility frontier.
Forni, Monteforte and Sessa (2009) model a variety of disturbances on the tax revenue side.
We will then embed various features of the scal sectors in the aforementioned studies into
the empirical DSGE model of Smets and Wouters (2007), that while enjoying considerable
success in terms of statistical t, employs only the traditional rudimentary scal sector.
We will use Bayesian methods to estimate various versions of the model on US as well as
Euro-Area data. Several questions of equal interest to policy-makers as well as theorists
can be addressed within the framework of the estimated model. For example, what are
the contemporaneous impact- and long-run multipliers of a rise in public consumption or
investment on aggregate output? Are they di¤erent from those computed from a tradi-
tional set-up with a simpler public sector? Are there di¤erences between the US and the
Euro-Area in the response of output to scal expansions? Does public investment lead to
a decline in private investment? How does the nature of tax-nancing matter?
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1 Introduction
A vast literature in international macroeconomics has focused on the deterioration of the
external position of the United States (US) and its consequences for the global econ-
omy.1 This paper disentangles the stochastic inuences on the US trade balance over the
last three decades by estimating a two-country dynamic stochastic general equilibrium
(DSGE) model with fourteen structural innovations using Bayesian methods. The model
can be seen as a two-country version of the closed economy models described in Smets and
Wouters (2003, 2007), where the second countryis a trade-weighted aggregate of sixteen
OECD partners with whom the US has experienced decits for a reasonably long span of
time.
Several authors, examining di¤erent facets of the US external position using diverse
methodologies, have identied a causal link between movements in US productivity and
the external balance. Bussière, Fratzscher and Müller (2005) nd empirical support for
shifts in total factor productivity (TFP) having a signicantly negative impact on the
US current account. Corsetti, Dedola and Leduc (2006) report a negative association
between productivity shocks in US manufacturing and US net exports while Corsetti and
Konstantinou (2009) nd that permanent technological shocks raise US consumption and
net foreign liabilities persistently. Also in the theoretical literature, Backus, Kydland and
Kehoe (1994) and Kollmann (1998) explain trade balance uctuations on the basis of TFP
shocks in calibrated two-country DSGE models.
Our results corroborate the productivity-view, but in a distinct way. Technological
shocks inuence the cyclical behavior of the trade balance strongly only if they are specic
to investment. Across a spectrum of model specications, we nd compelling evidence
that investment-specic technology shocks have a robust inuence by explaining up to
more than half of the forecast variance of US net exports over the cycle. Both domestic
investment-specic technological shocks and disturbances a¤ecting investment dynamics in
the rest of the world (RoW) have a substantial impact on the variance of the imbalance.
On the other hand, neutral technological shocks, as in TFP, have little impact on the
variance. The US TFP shock even improves the trade balance in impulses due to the
1 In 2008, the US trade decit touched the 696 billion dollar mark and as a proportion of GDP equalled
4.82 percent (FRED II data). In this paper, we restrict the attention to the cycle of the trade balance
while abstracting from the trend. Other authors, e.g. Engel and Rogers (2006) have examined the long-run
path of the US trade balance.
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strong deterioration in the US terms of trade that induces expenditure-switching in favor
of US exports. We observe a relevant impact of uncovered interest parity (UIP) innovations
on trade balance uctuations, but the magnitude is much lower than in other studies (e.g.
Bergin 2006). Furthermore, we nd a limited role for domestic and foreign wage mark-up,
time impatience, monetary and scal policy shocks, as well as purchasing power parity
disturbances.
This paper lies at the interface of several strands of the literature. First, our results that
underscore the importance of investment shocks for the US trade balance complements
the ndings of closed economy studies that emphasize the relevance of these shocks for
the overall US business cycle. For instance, Justiniano, Primiceri and Tambalotti (2009a)
attribute about half the conditional forecast variance of US GDP over the cycle to US
investment shocks.2 Despite the fact that we nd a more modest inuence of investment
shocks on US output variability than Justiniano et al. (2009a), i.e. values under 30
percent at all horizons, the rise in investment that the technological disturbance evokes is
strong enough to generate very signicant movements in the US external position.3
The paper is also related to a number of macroeconometric studies that assess the
driving forces of the US trade balance. Bems, Dedola and Smets (2007) nd that scal
shocks and investment-specic technological change have had a negative inuence on the
trade balance but they focus solely on the inuence of domestic shocks in a structural
vector autoregression framework. Bergin (2006) uses maximum likelihood techniques to
estimate a small-scale New Keynesian model of the US and the remaining of the G-7
countries and nds that UIP shocks explain the bulk of trade balance uctuations. We
nd a more suppressed role for UIP shocks as we employ other frictions, observable data
series and shocks, in particular investment and corresponding disturbances.4 The latter
is not a surprise given the fact that about three quarters of US non-fuel imports and
exports are capital goods and consumer durables, which contrasts with an investment
2Another important study is that of Fisher (2006) who presents vector autoregression evidence on the
relevance of investment shocks.
3The main factor determining the incongruity in results for US GDP relative to Justiniano et al. (2009a)
is that we do not include (changes in) inventories to our data series on aggregate investment primarily
due to the non-availability of such data for our RoW aggregate. The role of investment-specic technology
shocks for the domestic economy we nd is more in line with Smets and Wouters (2007) who also do not
include inventories.
4 Importantly, Bergin (2006) also estimates the model in country di¤erences and hence can only identify
relative shocks. Our model is asymmetric as we allow parameters and shocks to vary across countries.
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share in domestic GDP of about 20 percent, as documented by Erceg, Guerrieri and Gust
(2008). Allowing for di¤erent shares of imports in consumption and investment goods
in the estimations raises the inuence of investment-specic technological shocks on the
trade balance. When we employ the traditional specication seen in e.g. Backus, Kydland
and Kehoe (1994), that allows imports to be dependent only on aggregate absorption, the
reaction of the trade balance to investment shocks is somewhat more subdued.
Finally, we contribute to the recent tradition of New Keynesian two-country mod-
els estimated with Bayesian methods seen in Rabanal and Tuesta (2009) and Lubik and
Schorfheide (2005). These authors study the dynamics of the Euro-Dollar exchange rate
while we focus on the trade balance. Our model is also much less stylized and the consid-
erably richer data-set that we employ in its empirical implementation enables the identi-
cation of a wider array of structural shocks.
We proceed as follows. The next section details the baseline theoretical model we
set up. Section 3 presents the estimation results from this model. In Section 4, we
carefully evaluate the robustness of the main ndings by subjecting the baseline model
to perturbations and examine the sources of di¤erences relative to the existing literature.
Finally, Section 5 concludes.
2 A Benchmark Two-Country Model
The baseline specication we use can be seen as a two-country version of the closed-
economy models described in Smets and Wouters (2003, 2007), henceforth SW (2003,
2007). The open economy dimension deviates from the convention in only one aspect,
i.e. the treatment of the intensity of imports in aggregate consumption and investment.5
Erceg et al. (2008) note that in the data, US exports and imports are heavily concentrated
towards capital goods and durables, making the consumption basket considerably less
open to imports than the investment basket. Hence, following these authors, we allow for
di¤erent shares of imports in each.6 Since the two countries in the model are isomorphic, we
5 In line with the empirical NOEM-literature, e.g. Rabanal and Tuesta (2009), Bergin (2006), De
Walque, Smets and Wouters (2005) and Lubik and Schorfheide (2005), we impose the same values for
the steady-state shares and open economy parameters across the two countries. To preserve empirical
tractability, just as our precedents, we do not model a non-tradable sector.
6Erceg et al. (2008) compare this disaggregatedspecication with the popular aggregatedArmington
specication, which assumes the existence of a nal good sector that combines domestic and imported goods
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only present equilibrium conditions for the Home economy that are log-linearized around
a simple symmetric non-stochastic steady-state with balanced trade and no ination or
exchange rate depreciation. Variables presented as logarithmic deviations from the steady-
state are denoted by a superscript b. Typically, foreign-country variables and parameters
are denoted with a superscript  . The innovations in all the AR(1) processes, xt are
i.i.d. N (0; x) and x 2 [0; 1) 8x. We follow Bergin (2006) in abstracting from balanced
growth and as in SW (2007), all the shocks in the theoretical model are normalized so that
they enter the estimation with a unit coe¢ cient. In Section 4, we discuss the robustness
of the results when alternative specications for our benchmark model are used.
Aggregation As in Erceg et al. (2008), an aggregation sector produces Armington
aggregates of the composite Home and imported bundles for nal consumption (C) and
nal investment (I). Z 2 fC; Ig denotes the output of the distribution sector for either
consumption or investment. In the Armington aggregator, Z is a combination of the
domestic bundle ZH and the imported bundle ZF that are in turn Dixit-Stiglitz aggregates
of di¤erentiated intermediate varieties. The analogs in the foreign country are indicated by
ZF and Z

H . Z denotes the share of imports in the respective aggregator for consumption
and investment. The price index of the domestic bundle (GDP deator) is denoted by
PH in the home region and P F in the foreign region: Imports at home are sold at a price
PF while the analogous price in the Foreign region is given by P H . The aggregate price
levels, i.e. the consumer price index and the investment deator, are convex combinations
of the GDP deator and the price of imports.
P^Zt = (1  Z)P^Ht + Z P^Ft (1)
We dene dToT  P^F   P^H and dToT   P^ H   P^ F as the Home and Foreign terms of
trade that determine the rate at which agents substitute the imported bundle for the
domestically produced bundle. If  > 0 denotes the trade elasticity, the demand functions
for the domestic bundle and imported bundle are given as
Z^Ht = Z^t + Z dToT t (2)
Z^Ft   Z^Ht =  dToT t (3)
to produce a composite good that is used for both consumption and investment, disallowing the use of
di¤erent import-intensities. Backus et al. (1994), Ra¤o (2008), Bergin (2006) and De Walque, Smets and
Wouters (2005) use the aggregated specication.
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Intermediate Sector There exists a continuum of intermediate monopolistic rms, each
of which produces a di¤erentiated variety that can be either consumed or invested. The
rm rents capital servicesKS and labor N at (GDP deator-based) real rates rk and w and
combines the factors in a Cobb-Douglas aggregate. As seen in Rabanal and Tuesta (2009),
the rm sets prices in the local currency in the market of destination and exchange rate
pass-through is decreasing in the degree of price stickiness. H 2 (0; 1) and H 2 (0; 1)
are the Calvo probability parameters for domestic sales and exports respectively, while
P 2 [0; 1] denotes the degree of price indexation for domestic sales. If  2 (0; 1) denotes
the agents subjective discount factor and Et is the expectation operator conditional on
the information set at the beginning of period t, the Phillips curve for domestic sales is
given by
^Ht =
P
1 + P
^Ht 1 +

1 + P
Et^Ht+1 +
(1  H) (1  H)
H (1 + P )
h
(1  ) w^t + r^kt   "TFPt
i
(4)
 is the share of capital services in the production function and exogenous TFP follows
"TFPt = TFP "
TFP
t 1 + TFPt . As we do not t export-import price series in the baseline
estimations, we keep the export pricing equations simple by abstracting from indexation.
The assumption of local currency pricing implies that the real exchange rates RERZ and
the terms of trade enter the Phillips curves for export sales.7
^Ht = Et^

Ht+1 +
(1  H) (1  H)
H
24 (1  ) w^t + r^kt   "TFPt
 [RERZt   Z dToT t   (1  Z) dToT t
35 (5)
Real Exchange Rate A rise in the nominal exchange rate denoted by NER implies a
depreciation of the Home currency. We use the nominal depreciation of the US dollar as an
observed variable in our estimations and follow Lubik and Schorfheide (2005) in allowing
for an i.i.d. disturbance PPP to enter the denition of the real exchange rate. This
shock captures deviations from purchasing power parity not accounted for by endogenous
frictions such as local currency pricing and home-bias in trade and hence will help the
model t the exchange rate series better.8
[RER
Z
t   [RER
Z
t 1 =

\NERt  \NERt 1

+ ^Zt   ^Zt + PPPt (6)
7The indexation of the real exchange rate and the share of imports by Z, implies that the nominal
exchange rate can be expressed in terms of the CPI-based as well as the investment deator-based real
exchange rates.
8 In one of our robustness checks, we remove this disturbance.
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Consumption and Investment Consumers have access to domestic and foreign cur-
rency denominated private risk-free bonds as well as the domestic capital stock to facilitate
the inter-temporal transfer of wealth. Optimization yields three asset-pricing conditions.
C^t =
1
1 + #
EtC^t+1 +
#
1 + #
C^t 1   1
C
(1  #)
(1 + #)

R^t  Et^Ct+1

+ "TIt (7)
Et\NERt+1  \NERt = R^t  

R^t   \NFAt+1 + "UIPt

(8)
dTQt = (1   (1  ))Etr^kt+1 +  (1  )EtdTQt+1   R^t  Et^Ct+1 (9)
Equation 7 determines the ow of aggregate consumption. The curvature parameter
C > 0 and the external habit coe¢ cient # 2 [0; 1) govern the inter-temporal elasticity of
substitution. R is the gross interest rate on domestic bonds set by the monetary authority
while C is the gross ination in the consumer price index. "TI is a disturbance that can
be interpreted as a time-impatienceshock to the subjective discount factor and evolves as
"TIt = TI "
TI
t 1 + TIt . Equation 8 presents uncovered interest parity (UIP), the arbitrage
condition for home and foreign bonds. Since the failure of UIP in its primitive form has
been well documented, we add to this condition a stochastic term "UIP whose evolution
obeys "UIPt = UIP "
UIP
t 1 + UIPt . The additional cost of acquiring net foreign assets
NFA measured by  > 0 acts as a stationarity-inducing device.9 The third asset-pricing
condition Equation 9 determines the behavior of Tobins Q.
Two key relationships that inuence the dynamics of aggregate investment and the
physical capital stock
 
K

are
I^t =

1 + 
EtI^t+1 +
1
1 + 
I^t 1 +
1
 (1 + )
dTQt   I dToT t+ "INVt (10)
bKt = I^t + (1  ) bKt 1 +  (1 + ) "INVt (11)
The presence of the investment adjustment cost parameter  > 0 delays the response
of aggregate investment to changes in Tobins Q and its relative price.10 "INV is an
9See Bergin (2006) and the references therein for details of the non-stationarity problem in incomplete
market models.
10Unlike SW (2003, 2007), the terms of trade a¤ect the investment equation as imports enter the in-
vestment basket and the price of aggregate investment is deated by the GDP deator. Alternatively, if
nominal investment is deated by the CPI, then the relative price would be given as (I   C) dToT :
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investment-specic technology shifter that stimulates the conversion of investment into
the capital stock, that reects in part, in a fall in the price of newly-installed capital.
Very recently, Justiniano, Primiceri and Tambalotti (2009b) debates the interpretation
of the investment disturbance as a purely technological one by relating it too tightly to
the relative price of investment goods. More specically, they estimate a closed-economy
model of the US positioning two disturbances that stimulate investment in distinct ways.
The rst indicates improvements in technology that a¤ect the transformation of con-
sumption goods into investment goods in a perfectly competitive investment goods sector.
Consequently, the relative price of investment perfectly (negatively) covaries with this
technological shock. The second is a disturbance that accelerates the conversion of sav-
ings into the capital stock and is termed a marginal e¢ ciency of investment shock. The
latter shock is found to be very important for US GDP over the business cycle while the
technology shock that is strictly associated with the relative price of investment plays
virtually no role. In our set-up, we do not distinguish between the two fundamental dis-
turbances modelled in Justiniano et al. (2009b) and the investment shock in Equation
10 or the models of SW (2003, 2007) is a reduced-form combination of these two shocks.
Interestingly, the macroeconomic dynamics triggered by the shock in Equation 10 makes it
observationally equivalent to the shock to the marginal e¢ ciency of investment modelled
by Justiniano et al. (2009b). As their estimate of the marginal e¢ ciency shock correlates
strongly with available measures of interest rate spreads, Justiniano et al. conclude that
the marginal e¢ ciency disturbance may proxy shocks to the functioning of the (unmod-
elled) nancial sector. While we do not challenge this claim, we opt for the traditional
classication in the literature and interpret the e¢ ciency shock as investment-specic
technology. Within our model environment, the shock also induces a fall in the price
of newly-installed capital, albeit not on a one-to-one basis as in the case of the purely
technological disturbance a¤ecting the separately-modelled investment goods sector seen
in Justiniano et al. (2009b). This property of the shock in the investment equation allows
us to distinguish it clearly from the traditional neutral technology shock that leads to a
fall in the price of all goods. We will henceforth refer to the investment disturbance as
simply the investment shock and it evolves as "INVt = INV "
INV
t 1 + INVt .
The capital services that enter the rms production function depend on the lagged
physical capital stock and the degree of capacity utilization that is a function of the rental
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rate of capital. ' 2 [0; 1] governs the strength of capacity utilization.
K^St =
bKt 1 + 1  '
'
r^kt (12)
On the other hand, the return on capital is determined by
r^kt + K^
S
t = w^t + N^t (13)
The wages are set as in SW (2003). The agent provides a di¤erentiated labor service
in the factor market and has monopoly power. If W 2 (0; 1) is the Calvo parameter
for nominal wage stickiness, N > 0 is the reciprocal of the Frisch elasticity of labor
and W > 1 is the elasticity of substitution between labor varieties in the Dixit-Stiglitz
aggregate, the wage equation is given by
w^t =

1 + 
Etw^t+1 +
1
1 + 
w^t 1 +

1 + 
Et^Ht+1   1 + W
1 + 
^Ht +
W
1 + 
^Ht 1 (14)
  (1  W ) (1  W )
W (1 + NW ) (1 + )
"
w^t   N N^t   C C^t   #C^t 1
1  #   C
dToT t#+ "WMt
W 2 [0; 1] is the degree of indexation of wages to lagged ination in the GDP deator
and "WM is a cost-push disturbance that can be interpreted as a shock to the mark-up
of the real wage over the marginal rate of substitution between consumption and leisure
(in square brackets) and follows an ARMA (1; 1) process dened as "WMt = WM "
WM
t 1 +
WMt   WM WMt 1 such that WM 2 [0; 1).
Government Spending and Goods Market Clearing Government spending is -
nanced by lump-sum taxes and falls exclusively on the domestic bundle.11 We follow
the convention in the literature by reducing government spending to a residual shock in
aggregate demand that follows "GOVt = GOV "
GOV
t 1 + GOVt .
Equation 15 represents the goods market clearing condition. Output is absorbed by
domestic sales for consumption and investment at home, exports, domestic government
11Our decision to abstract from public debt is motivated by the fact that the purely Ricardian agents
reduce their current expenditures when there is a rise in government spending, precluding a strong negative
impact on the trade balance. The assumption of a balanced budget implies that this paper does not provide
an empirical evaluation of the Twin Decits hypothesis. This view suggests that the deterioration of the
trade balance is determined by the lack of saving by the Federal government. See Corsetti and Müller
(2006) and the references therein for more details.
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spending and the cost of capacity utilization. C and I indicate the steady-state shares
of consumption and investment in output.
Y^Ht = C (1  C) C^Ht+I (1  I) I^Ht+CCC^Ht+II I^Ht+"GOVt +
Krk
YH
1  '
'
r^kt (15)
Balance of Payments The inter-temporal ow of net foreign assets is given by
\NFAt   1

\NFAt 1 = CC

C^t   C^t + [RER
C
t + (  1) (1  C)
dToT t   dToT t
+II

I^t   I^t + [RER
I
t + (  1) (1  I)
dToT t   dToT t
(16)
The aggregate net exports to GDP ratio of the Home economy is given by the right hand
side of Equation 16 and we will henceforth refer to it simply as the trade balance. It
is expressed as the sum of net exports for consumption and net exports for investment
weighted by their respective shares of imports and steady-state shares in output. A de-
composition of the trade balance into the sum of volumes for consumption and investment
net exports, the real exchange rates and the di¤erential in the terms of trade should aid
our analysis of the impact of the various structural shocks on each of these components.12
Specically, the trade balance can also be redened as
[RTBt =
bCV OLtz }| {
CC

C^t   C^t

+
bIV OLtz }| {
II

I^t   I^t

+
[RERtz }| {
CC\RERt
C
++II\RERt
I
(17)
+(  1) [CC (1  C) + II (1  I)]
dToT t  [ToTt| {z }
\RToT t
Monetary Policy The model is closed with the monetary authority following a simple
empirical Taylor-type rule to set the nominal interest rate, targeting ination in the GDP
deator and the level as well as changes in output, and is subject to exogenous monetary
policy disturbances:
R^t = MON R^t 1 + (1  MON )

^Ht + yY^Ht

+ y

Y^Ht   Y^Ht 1

+ MONt (18)
12Ra¤o (2008) analyzes net exports uctuations across OECD countries using a similar quantity-versus-
relative price decomposition of the trade balance.
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3 Estimation
3.1 Data and Estimation Method
The empirical treatment of the foreign region in the model, the RoW, poses a signi-
cant challenge. Long macroeconomic time series are unavailable for high-saving emerging
economies, for instance East Asian countries, that have centered in recent debates in the
context of the US decit. This impedes our e¤ort to disentangle the e¤ect of external
disturbances on the imbalance. To remedy the lack of data to form the RoW aggre-
gate, we propose an alternative strategy. Panel (a) of Figure 1, displays the savings and
investment patterns in the US and an aggregate of sixteen industrialized economies -
Canada, Japan, Korea, the UK and twelve economies from the Eurozone - for the period
1980-2005. Clearly, a savings-investment imbalance, which necessarily mirrors a trade
imbalance, has always prevailed even within the industrialized countries, worsening after
the early nineties. This feature of the data motivates our decision to use the bilateral
trade balance between the US and this group of OECD economies, which at least in part
reects the observed savings-investment disequilibrium, as a proxy for the actual US trade
balance in the estimations. In a robustness check, we also employ the actual trade balance
in the estimations and obtain strikingly similar results (see Section 4). Panels (b) and (c)
of Figure 1 compare the constructed intra-OECD trade balance to US GDP series with the
actual series, in levels and after linearly detrending respectively. The OECD series tracks
the actual rather well until the late 1990s before the omitted economies started to play a
dominant role. As can be seen in Table 1, the two series are highly correlated, both in
levels and after detrending. Towards the later years of the sample, the disparity between
the two series increases even though they continue to display the high cross-correlation,
which is what really matters if we want to analyze the cycle of the balance. Time series
from the OECD trade-partners are aggregated using time-varying trade-shares to embody
the RoW in the empirical analysis.13
To identify the fourteen structural innovations in the theoretical model - TI ; TI; INV ;
INV ; TFP ; TFP; WM ; WM; GOV ; GOV ; UIP ; MON ; MON and PPP - an
equal number of macroeconomic time series are matched with their analogs in the model.
We use US and RoW series on real consumption, real investment, real GDP, real wage
13Bergin (2006), Corsetti et al. (2006) and Bussière et al. (2005) are other studies that use multi-country
data aggregates in empirical models of the US external balance.
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ination, GDP deator ination and the nominal interest rates along with the net exports
to US GDP ratio and the nominal exchange rate spanning 1980Q1-2005Q4. The data
series on the trade balance is linearly detrended while the interest rates, price ination
and wage ination series are demeaned. All other series enter the estimation in demeaned
rst-di¤erences. Table 1 also provides the unconditional moments of the data and the
model analog for each (US) series that we employ. Other particulars about the data are
detailed in the Appendix.
We apply the Bayesian estimation methodology of SW (2003, 2007) and we refer to the
original papers for a detailed description. In a nutshell, the Bayesian paradigm facilitates
the combination of prior knowledge about structural parameters with information in the
data as embodied by the likelihood function. The blend of the prior and the likelihood
function yields the posterior distribution for the structural parameters which is then used
for inference. The appendix also provides further technical details on the estimation
methodology.
3.2 Priors
An overview of our priors can be found in Table 2. The prior distributions given to the
estimated structural parameters are quite di¤use and comparable to those used in other
studies. The parameters that are not estimated are given dogmatic priors at calibrated
values. We follow the strategy of Bergin (2006) and Rabanal and Tuesta (2009) in xing,
rather than estimating, the import-shares.14 We allow for di¤erent import-intensities for
consumption and investment by computing the means of the shares of imports from annual
data over 1980-2005 from the Bureau of Economic Analysis.15 We set the import-share for
consumption C at 0.039 and the investment analog I at 0.419.
16 These values are quite
14As we will see in Section 4.2 on robustness checks, estimating this critical parameter can drive it to
unrealistic values.
15 In particular, we refer to Table 2b (U.S. Trade in Goods) from U.S. International Transactions Ac-
counts Data from the BEA website. We dene Investment Imports  Industrial supplies and materials +
Capital goods, except automotive + Automotive vehicles, parts, and engines and Consumption Imports
 Consumer goods (nonfood), except automotive + Foods, feeds, and beverages. The import-shares are
computed by dividing these by aggregate investment and consumption.
16The weights that consumption and investment receive in the denition of the trade balance to output
ratio are not as disparate as these import-intensities might suggest, because consumption is by far the
most dominant component of output. Specically, in Equation (17), the weights given to consumption and
investment net exports are given by CC = 0.0238 and II = 0.088.
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similar to those used by Erceg et al. (2008) in their simulations. Other calibrations are
very standard in the literature, e.g. SW (2007). These priors remain unaltered through
all our estimations unless specically mentioned otherwise.
3.3 Baseline Results
3.3.1 Posterior Estimates
The medians and standard deviations of the posterior distributions of the structural pa-
rameters are also reported in Table 2. The estimates of the US parameters are in the
ballpark of those obtained in SW (2007). The RoW analogs are of comparable magni-
tudes except for the habit coe¢ cient and price Calvo parameters, which are rather low at
0.08 and 0.14 respectively. The trade elasticity is somewhat on the higher side at about
1.9 which exceeds the estimates of Rabanal and Tuesta (2009), Bergin (2006) and Lubik
and Schorfheide (2005), but is below the calibrated value of 2 used in Erceg et al. (2008).
Most shocks display relatively high persistence. An important exception is the UIP shock
whose AR(1) coe¢ cient is estimated at about 0.85, which is signicantly lower than the
values ranging between 0.92 and 0.98 reported by Bergin (2006) and De Walque et al.
(2005).
3.3.2 Impulse Response Analysis
In Figure 2, we present the responses of the main components of the trade balance - the
impact on the relative volumes of net exports as well as the real exchange rate and the
di¤erential in the terms of trade - to various structural shocks. In our discussion, we focus
on the impact of US shocks on US variables, as the responses induced by the RoW analogs
are symmetric with only minor di¤erences in magnitudes.17
Neutral (TFP) and Investment-specic Technology Shocks On the domestic
front, not shown in the gures, the responses to both shocks are in line with the existing
literature (e.g. SW 2007). A rise in US TFP draws positive responses from consumption,
investment and total GDP as the permanent income of the agents rise. It results in a
deterioration of the US terms of trade and a strong real depreciation of the dollar which is
17All results are available upon request.
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driven by a fall in domestic ination and interest rate. The rise in consumption leads to a
small but signicant decline in the net export volume of consumption goods. On the other
hand, investment net export volumes do not react signicantly on impact, but worsens
more than the consumption-analog in the medium- and long-run. The deterioration of the
US terms of trade induces a strong expenditure-switching e¤ect in the RoW in favor of
US goods. This positive relative price e¤ect dominates the negative volume e¤ect. The
trade balance improves on impact and remains positive for about 5 years, before the e¤ect
of the terms of trade weakens and the fall in the volumes begins to dominate.
An investment-specic technology shock increases the marginal e¢ ciency of the con-
version of the investment good into the capital stock. Investment demand strongly rises on
impact without a commensurate increase in output. Whereas the response of consumption
is insignicant on impact, the wealth e¤ect that typically follows a technology shock raises
consumption persistently after a year. Despite the rise in domestic investment demand,
the US relative terms of trade slowly deteriorates (see Figure 2). This apparently anom-
alous response of the terms of trade has been examined by Basu and Thoenissen (2008)
who explore the consequences of an investment shock in a theoretical two-country model
where import-intensities di¤er across consumption and investment. Observe that the in-
vestment shock raises the relative demand for both US and imported intermediate goods,
as compared to consumption, raising the relative price of investment in terms of consump-
tion. When the nal investment good is more open to imports than the nal consumption
good, the domestic terms of trade has to deteriorate.18 On impact, both consumption and
investment fall slightly in the RoW while RoW output rises to feed the US investment
boom. In e¤ect, net exports decline strongly in terms of investment volumes while the
fall in the consumption analog is very mild. The overall impact on the trade balance is
a strong deterioration. In quantitative terms, the overall impact of a typical investment
shock on the trade balance is about double of that of the neutral TFP shock.
The impact multipliers (not exhibited) of both technological shocks on US output are
similar. Both shocks deteriorate the domestic terms of trade and induce expenditure-
18Algebraically, the relative price of investment in terms of consumption is given as (I   C) dToT and
when investment is more open to imports than consumption so that I > C , a rise in the relative price
of investment will raise, i.e. deteriorate the terms of trade. This was conrmed numerically by a counter-
factual experiment that used extreme home-bias in investment by setting C = 0:15 and I = 0.01, while
other parameters are set at their values at the posterior median of the baseline estimation. In this scenario,
the domestic terms of trade appreciate on impact after the investment shock.
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switching in favor of US exports. What then explains their distinct e¤ects on the trade
balance? The crux of the di¤erential impact lies in the ability of the investment shock to
elicit a strong response from the relative volumes. Even though the neutral shock raises
domestic absorption, the reactions from the net export volumes are very weak and the
overall inuence on the trade balance is determined by the positive expenditure-switching
e¤ect induced by the fall in the price of US goods. This e¤ect even makes the trade balance
behave procyclically in the short- and medium-run. The procyclicality of the trade balance
runs against the received wisdom in the literature, e.g. Backus et al. (1994), Kollmann
(1998), Ra¤o (2008) and Coeurdacier, Kollmann and Martin (2010), that emphasizes its
counter-cyclical nature. In contrast, the rise in US investment induced by the investment
shock leads to a fall in net traded volumes that is robust enough to dominate the positive
expenditure-switching e¤ect, generating a decline in the trade balance. The dominance of
the investment shock is not a surprise. As documented by Erceg et al. (2008), US exports
and imports are heavily concentrated in capital goods and consumer durables. Hence, a
domestic or foreign shock that raises investment has a much larger e¤ect on the US trade
balance than a shock that boosts consumption with a similar magnitude, a mechanism
which actually holds for all kind of shocks. Whereas the impact of both technology shocks
on total output is of a similar magnitude, investment-specic technology shocks have a
more powerful positive impact on US investment. As a consequence, there is a substantial
fall in relative investment net export volumes which strongly deteriorates the overall trade
balance. The counter-cyclical trade balance dynamics triggered by the investment shock
makes it actually more appealing than the neutral shock as a stochastic driver of trade
decits.
Time Impatience, Government Spending, Monetary Policy and Wage Mark-
up Shocks A time impatience shock increases consumption and output on impact while
crowding-out investment. The strong demand for the domestic good results in a rise of
GDP deator ination improving the US terms of trade. In unison with a hike in the
interest rate by the monetary authority, the improved terms of trade reect in a real
appreciation of the US dollar. The net export in consumption goods declines sharply
in volume terms while the response of investment volumes is insignicant. Unlike the
technology shocks described above, the time-impatience shock pushes relative prices and
the volumes in the same direction, and the trade balance deteriorates.
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A rise in government consumption is nanced by lump-sum taxes and exerts a negative
wealth e¤ect on the agents, consequently crowding-out private expenditures on consump-
tion and investment. As the government purchases only the domestic good, ination in
the GDP deator rises and improves the US terms of trade and along with the rise in the
US interest rate, trigger an appreciation of the dollar. The higher relative price of the
US good raises ination in the RoW and the ensuing rise in the RoW interest rate has a
negative impact on investment. Coupled with the fact that RoW investment is also very
open to US exports and hence sensitive to its relative price, RoW investment falls. This
fall is stronger than that in US investment which declines only due to the crowding-out ef-
fect of the scal expansion. In e¤ect, investment net export volumes fall very mildly while
consumption net export volumes improve. The investment volume e¤ect is complemented
by the stronger negative expenditure-switching e¤ect triggered by the appreciation in the
US terms of trade and the dollar. Consequently, the US trade balance worsens.
Contractionary monetary policy leads to a decrease in US investment, consumption,
output and ination. The dollar appreciates via the interest parity condition making
imports cheaper and improving the US terms of trade. The latter dominates a favorable
volume e¤ect of consumption and investment, deteriorating the trade balance.
Finally, a rise in the real wage increases domestic ination and the ensuing hike in
the interest rate by the monetary authority has a negative impact on consumption and
investment while appreciating the dollar. Consumption net export volumes improve mildly
whereas investment volumes slightly decline due to the strong downward response of RoW
investment to the appreciated US terms of trade. The decline in the trade balance is
determined mostly by this negative relative price e¤ect rather than the volumes.
UIP and Purchasing Power Parity Shocks The impact of both open economy dis-
turbances on the main components of the trade balance are presented in the last two rows
of Figure 2. A UIP shock, which can be interpreted as a rise in the risk premium on
foreign borrowing, depreciates the US dollar, raises the US interest rate and lowers the
RoW interest rate. This reduces US consumption and investment while increasing the
RoW analogs. The volumes of net exports for both consumption and investment increase
and are reinforced by positive movements in the exchange rate and the terms of trade. In
e¤ect, the US trade balance improves signicantly. On the other hand, the impact of the
purchasing power parity shock is statistically insignicant for all variables except for the
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US dollar that experiences a strong nominal appreciation.
3.3.3 Determinants of Trade Balance Fluctuations
To evaluate the relative contributions of each of the fourteen shocks embedded in the
model, Table 3 shows the variance of the forecast errors of the trade balance for several
horizons. For all shocks, we report the mean of the distribution of variance decompositions
based on the posterior. For comparison, the table also reports the forecast errors of some
key US macroeconomic variables, i.e. real GDP, consumption and investment.
The relative contributions of the shocks to uctuations in real GDP, consumption and
investment are very similar to closed economy studies of the US, for instance SW (2007).
As we will explain below, we nd a lower contribution of investment shocks to domestic
uctuations than Justiniano et al. (2009). Of special interest however is the role of foreign
and open economy shocks for the US business cycle. Overall, these shocks seem not to
explain a lot: the total contemporaneous contribution to US GDP variability is slightly
above 6 percent, which reduces to values between 4 and 5 percent in the long-run. About
half of this contribution is driven by disturbances to investment in the RoW. The role
for explaining US investment volatility is more relevant, i.e. around 20 percent in the
long-run. On the other hand, when we consider trade balance uctuations, foreign and
open economy shocks turn out to be very important. In particular, they explain more
than half of US trade balance variability at very short horizons and still approximately
45 percent after 40 quarters. Hence, focusing solely on the inuence of domestic shocks
to study the deterioration of the US trade balance (e.g. Bems et al. 2007), ignores an
important source of volatility. In the remaining of this subsection, we further examine the
relative contributions of the identied innovations to the variability of the trade balance.
The combined contemporaneous contribution of US and RoW monetary policy shocks
to trade balance uctuations is around 16 percent. However, at medium- and long-term
horizons, the role of monetary policy shocks becomes negligible. Cost-push shocks from
wages contribute very little on impact but together make up about 10 percent in the long
run. The government spending shocks play a negligible role: the mean contribution of
the US shock barely comes to 4 percent at all horizons. As mentioned in the previous
subsection, the weak inuence of government spending is due to the two opposing e¤ects
it generates on the trade balance: the negative impact originating from the net exports
volumes for investment and the appreciation of the relative terms of trade and the positive
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inuence of the fall in consumption that is crowded out. The preference shocks that
capture the time impatience e¤ect on consumption contribute very little due to two main
reasons. On one hand, the import-intensity of aggregate consumption is rather low and on
the other, the crowding-out e¤ect on investment generates a positive impact on the trade
balance, opposing the negative impact of rising consumption. The time impatience shocks
contribute less than 3 percent at all horizons. Not surprising, given the insignicant
impulse responses, purchasing power parity shocks do not contribute to trade balance
uctuations.
Unlike Bergin (2006), who nds that the UIP shock determines about two-thirds of
short-run variations in the external balance (current account), we nd that this shock has
a modest inuence. The contribution comes to about 22 percent on impact and its role
decreases over time to about 15 percent over the very long run. As we will demonstrate
in Section 4, one important reason for the di¤erent results, is the absence of investment
shocks in his analysis.
Overall, the US trade balance is mainly driven by the US investment shock whose
contemporaneous contribution is approximately 24 percent, a number which increases to
36 percent over longer horizons. The RoW analog also contributes signicantly to the
variance at about 20 percent at all horizons. The scenario is quite di¤erent as regards
neutral technology shocks. The contribution of the US TFP shock increases from 4 percent
on impact to about 10 percent in the long-run while the inuence of the RoW TFP shock is
much weaker at about 2 percent at most horizons. The overwhelming impact of investment
shocks on the trade balance is intriguing as we observe a more even distribution of the
variance contributions for US GDP, with the domestic investment, neutral TFP, wage-
mark-up, government spending and monetary policy shocks all contributing substantively
depending on the forecast horizon. As explained in Section 3.3.2, the dominance for
explaining trade balance variability originates from a substantial relative volume e¤ect of
traded investment goods following an investment shock, which is relatively mild for all
other shocks.
Our results that underscore the importance of investment shocks for the US trade
balance, complements the ndings of a closed economy study by Justiniano et al. (2009a)
that emphasizes the relevance of these shocks for the US business cycle. They attribute
about half the conditional forecast variance of US GDP growth over the cycle to the
US investment shock. In contrast, in our case the observed rst-di¤erenced US output
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series is less a¤ected by investment shocks at between 15 and 18 percent at all horizons
(not exhibited). As can be seen in Table 3, our estimates are more in line with SW
(2007), implying a more modest inuence of the investment shock on the level of output
variability at about 20 percent on impact to about 30 percent in the very long run.19
While the treatment of the investment shock in our theoretical model is identical to that
of Justiniano et al. (2009a), our approach deviates from theirs along several important
dimensions, for instance in the openness of the economy, choice of shocks, observables, data
transformations and sample period. However, the main factor determining the incongruity
in results for US GDP is that we do not include (changes in) inventories to our data
series on aggregate investment.20 The di¤erence in the data denition clearly leads to
some disparity in key parameter estimates as we nd a much smaller innovation to the
investment shock and a higher estimate of the investment adjustment cost parameter that
restrains the response of investment to structural shocks.21 However, despite the relatively
higher inertia in investment and the lower variance of the shock, the rise in investment that
the technological disturbance evokes is strong enough to generate signicant movements
in the US external position.
4 Robustness Analysis
We now assess the robustness of our results by adding or removing elements from the
baseline model. We rst examine how the variance decomposition of the trade balance
is sensitive to changes in the trade balance series, sample period and baseline model
assumptions. We then evaluate the consequences of more fundamental alterations to the
model, in particular the choice of structural shocks. Such an analysis should also allow us
19Justiniano et al. report the share of the variance of the level of output explained by investment shocks
using a spectral decomposition at business-cycle frequencies and hence we cannot strictly compare our
decomposition in the time domain for the level with theirs. On the other hand, SW (2007) report the
variance decomposition for the level of output, just as in our case.
20This is primarily due to the non-availability of such data for the whole sample-period for the Euro-Area
that constitutes a signicant proportion of our RoW aggregate.
21Justiniano et al. (2009a) compare their results to those of SW (2007) and note the increased impact
of investment shocks on US GDP when inventories are included in the investment series. To conrm,
we estimated a version of our model by adding inventory data to the US series on investment, without
changing the RoW series. About half of the conditional volatility of both US output and the trade balance
is driven by the US investment shock in this scenario.
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to compare our results with the existing literature. The results are summarized in Tables
4 and 5, which report the variance decompositions at a 4 quarter forecast horizon for
the trade balance. Table 6 compares the parameter estimates obtained in the robustness
checks with the baseline case.
4.1 Sensitivity of Results Retaining Baseline Shocks
Since there is the important qualication that our dataset excludes the East Asian trade
partners, we estimated the baseline model with the actual series on the US trade balance
as a rst robustness check. As can be seen from Table 4, the relative contributions to
trade balance volatility hardly change. The reason is that even though the actual trade
balance is more than twice as volatile as the OECD aggregate, the correlation between
the two series is very high at almost 0.8. We also re-estimated the model for 1980-2000,
the period during which the OECD aggregate mimics the actual series remarkably well.
Results are still in favor of investment shocks.
Investment shocks continue to dominate when we assume complete markets, i.e. that
there exist internationally traded state-contingent bonds that insure against consumption
risk for agents in both regions and the CPI-based real exchange rate is strictly tied down
to relative habit-adjusted consumption (see fourth column of Table 4).22
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Our results are also not sensitive when we di¤erentiate between short-run and long-run
trade elasticities. For this purpose, we need to assume that the aggregation sector incurs
import adjustment costs, so that the import demand function in Equation 3 becomes
dynamic.23 For Z 2 fC; Ig ;
Z^Ft   Z^Ht =  
1 + 
 + 

dToT t + 


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(20)
22Simultaneously, we remove net foreign assets from the model while retaining the denition of the trade
balance.
23The import adjustment cost function is similar to that of Erceg et al. (2008), but unlike them, we
assume that the cost is internal to the agent so that the volumes in the import equation are both forward-
and backward-looking as in De Walque et al. (2005).
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Unlike in the baseline model, the presence of adjustment cost parameter 
 > 0 lowers
the short-run trade elasticity and hence amplies the response of the relative prices to
structural shocks. Clearly, as shown in the fth column of Table 4, investment shocks
retain their strong inuence.
As another robustness check, we used the traditional aggregation set-up as seen in
Backus et al. (1994), henceforth BKK, so that the share of imports in the aggregation
sector is specied in terms of total absorption. Due to its simplicity, the BKK specication
has been popular in the empirical literature, e.g. Rabanal and Tuesta (2009), Bergin (2006)
and De Walque et al. (2005). The trade balance is now given as
[RTBt = 

Y^ t   Y^t

+ \RERt + (  1)  (1  )
dToT t  [ToTt (21)
The import share of aggregate absorption  is xed at 0.15 in the estimation as in BKK
(1994).24 At the 4 quarter horizon, exhibited in the last column of Table 4, the home and
foreign investment shocks still dominate albeit their joint contribution is slightly lower
than in the baseline model, i.e. a reduction from 58 percent to 49 percent.
Investment shocks also dominate in other estimated versions of the baseline model
that are not presented here, but available upon request: (a) using the sample means
of the trade-shares to aggregate RoW time series (b) abstracting from variable capacity
utilization (c) adding inventory data to the US investment time series and (d) assuming
extreme export price stickiness of 10 quarters duration.
4.2 Altering the Choice of Structural Shocks
The estimated importance of specic shocks could also depend on the assumptions made
about other shocks that are or are not introduced into the estimations. Hence, we have
estimated a number of models that are more fundamentally di¤erent from the baseline
model. In all these checks, we maintain a strict equality between the number of observable
data series and the number of the shocks used to t the series.
The rst specication we implement in this subset of checks, is the removal of the
PPP shock of Lubik and Schorfheide (2005) and the highly volatile nominal exchange rate
24The original BKK framework used a two-good two-country model while the empirical papers use
tradable di¤erentiated intermediate varieties and a non-traded aggregated good in each country. Notably,
the trade balance impulse responses to structural shocks are weaker than in the baseline case.
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series from the estimation. This check is motivated by the fact that the PPP innovation
absorbs more than 75 percent of the forecast volatility of the nominal exchange rate in the
baseline model while a¤ecting no other variable signicantly. This disconnect of exchange
rate dynamics from the fundamentals has also been observed in Lubik and Schorfheide
(2005). Not surprisingly, as reported in the second column of Table 5, removing this shock
and the nominal exchange rate series does not alter the variance decomposition for the
trade balance.
The next set of checks enable a closer comparison with Bergin (2006) and De Walque et
al. (2005), our precedents in the empirical open economy literature who nd no substantive
e¤ect of investment shocks on US trade balance uctuations, albeit for contrasting reasons.
An important caveat to the exercises that we pursue here is that none of the modelling
approaches are nested within each other in terms of either structural features or statistical
implementation and it is not our intention to replicate their results. However, these checks
may still indicate the potential sources of discrepancy.
Bergin (2006) uses maximum likelihood techniques to estimate a symmetric two-
country model using ve observable data series on US and a rest of the G-7 aggregate
and nds that UIP shocks are the main drivers of the US current account. Unlike in
our case, he does not use investment shocks, motivating our decision to estimate a ver-
sion of our model abstracting from investment shocks and data. Firstly, we use the BKK
trade specication of Bergin along with a relative US import preference shock to the US
Armington aggregator function, while removing the PPP shock.25 Subsequently, in the
estimation, we use data on output, consumption, interest rate for the US and the RoW
together with the intra-OECD trade balance and exchange rate. The corresponding shocks
we employ are those to UIP, the relative import shock and the home and foreign TFP,
time impatience and monetary policy shocks. As presented in the third column of Table
5, consistent with the ndings of Bergin (2006), the UIP shock becomes the dominant
shock in the decomposition, contributing about 40 percent while the relative import pref-
erence shock contributes 18 percent. Time impatience shocks also have stronger e¤ects
now contributing together about 25 percent, compared to less than 1 percent in the base-
line case. This exercise suggest that, when fundamental investment shocks are omitted
25The share of imports is set at 0.15. The import-share preference shock worsens the trade balance and
is the mirror-image of the home-bias preference shock used by Bergin that improves it. To conform with
Bergins model, we also removed habit formation, variable capacity utilization and wage frictions, data
and shocks in this check.
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from the analysis, the contribution of these shocks to the trade balance is mainly ab-
sorbed by UIP shocks and to a lesser extent time impatience shocks. This proposition is
conrmed when we re-estimate the Bergin-specication adding only investment data and
investment-specic technological shocks. As shown in Table 5, investment shocks become
again the dominant source, whereas the joint contribution of UIP and time impatience
shocks declines from 65 percent to approximately 20 percent.
De Walque et al. (2005) examine the US and Eurozone trade balances in a large-scale
two-country model estimated with twenty two macroeconomic time series and shocks. In
line with our results, they nd that UIP shocks contribute only about 20 percent of the
US trade balance volatility at a one year horizon but, in contrast to our results, they
do not nd that investment shocks are important even though they employ these shocks
and relevant data series. What explains this di¤erence? First, they use the aggregate
BKK absorption-based trade specication, which already slightly reduces the contribution
of investment shocks to the variability of the trade balance, as discussed in Section 4.1.
Second, unlike our study, De Walque et al. (2005) do not consider the bilateral balance
between the two regions but instead focus on the actual trade balances. In their trade
structure, aggregate US (Eurozone) exports are demanded by the Eurozone (US) and an
unmodelled Rest of the World that is captured through export demand shocks. These
RoW export demand shocks enter the denition of the US trade balance directly and
turn out to account for about half of its forecast variance, which automatically dilutes
the contribution of all other shocks. Note that we do not have this demand from omitted
countries since we use the bilateral balance between the two regions.
To analyze the role of this omitted RoW export demand shocks more carefully, we
have also estimated a model with the BKK aggregate absorption based trade specication
together with an additional demand shock for US exports. Specically, we add an AR(1)
shock "X to the export demand function, Y^ Ht   Y^ Ft =  dToT t + "Xt such that "Xt =
X "
X
t 1 + Xt :26 Observe that in our case, using the bilateral balance between the two
regions, we cannot assign the demand from omitted countriesstructural interpretation
to this disturbance, although just as in the original paper, the shock acts as the US trade
balances own driving force. The fth column of Table 5 shows the results in case we
continue to assume an import share of GDP which is 15 percent. In this case, the export
demand shock contributes about 21 percent of the forecast variance, whereas investment
26Note that in De Walque et al.(2005), this shock a¤ects the export market clearing equation.
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shocks remain the major driving factor accounting for about 40 percent. Strikingly, if we
also estimate the import share of GDP as in De Walque et al. (2005), the posterior of this
parameter turns out to be close to 1 percent, and the decomposition changes dramatically.
The export shock now contributes 75 percent of the forecast variance, whereas investment
shocks account for only 5 percent (Table 5, column 6). The main reason is that the very
low import share makes the two regions behave almost as autarkic economies. The trade
balance becomes a disconnected variable driven most potently by its own shock, with the
more fundamental shocks having a minimal impact. The estimated import share of 1
percent obtained in this experiment is, however, very unrealistic given an unconditional
import share of about 15 percent observed in US data. De Walque et al. (2005) use a very
restrictive prior centered on the share of 5 percent that is accounted by European exports
in US GDP and their posterior estimates are exactly the same as the prior. In contrast,
we assigned a relatively loose prior as for all our other parameters that span the unit
interval.27 The assumed degree of openness is crucial in the international transmisson of
shocks and imposing the realistic value of 15 percent for the share of imports in total GDP,
as in this check, results in investment shocks dominating US trade balance variability.28
Finally, a modelling feature of De Walque et al. (2005) that may contribute to the
suppression of the relative inuence of investment shocks is the introduction of risk pre-
mium shocks that generate a positive comovement between consumption and investment
and contribute almost 20 percent of the trade balance forecast variance in their analysis.
Our nal check involves the introduction of these shocks into our baseline model. To do
so, we supplant the time-impatience shock in Euler Equation 7 with the risk premium
shock à la SW (2007) that appears as a wedge between the risk-free interest rate set by
the monetary authority and the rate that faces the private agent and helps to t two
asset-pricing conditions - for consumption as well as the capital stock - simultaneously.
C^t =
1
1 + #
EtC^t+1 +
#
1 + #
C^t 1   1
C
(1  #)
(1 + #)

R^t  Et^Ct+1   "RPt

(22)
27Justiniano and Preston (2010) document that posterior estimates of the openness parameter can decline
to implausibly low values if loose priors are assigned. De Walque et al. (2005) use a very informative Normal
prior of mean 0.05 and standard deviation 0.01 whereas we assigned a much looser Beta distribution of
mean 0.50 and standard deviation 0.15.
28For further conrmation, we estimated a specication in which we x the import share at 5 percent.
Already the export shock is the most dominant shock contributing 30 percent of the forecast variance while
the US investment shock accounts for only 17 percent. The latter declines even further to 7 percent if we
also introduce risk premium shocks as in De Walque et al. (2005), which is our next robustness check.
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dTQt = (1   (1  ))Etr^kt+1 +  (1  )EtdTQt+1   R^t  Et^Ct+1   "RPt  (23)
The stimulus on investment via Equation 23 that determines the marginal value of physical
capital is achieved by a lowering of the external nance premium for investors. The
additional e¤ect exerted by the risk premium shock on investment makes this disturbance
a potential candidate in diminishing the overwhelming inuence of the investment shock
on the trade balance. The last column in Table 5 shows that this is indeed the case. The
combined e¤ect of these strong demand shocks come to about 20 percent in stark contrast
to the time impatience shocks that contribute less than 1 percent in the baseline case. The
strong inuence of the US investment shock continues to hold at 28 percent. In contrast,
the inuence of the RoW investment shock is diminished by the RoW risk premium shock.
An examination of the impulse responses (not exhibited) reveals that in both regions, the
risk premium shock induces stronger responses in investment than in consumption. This is
not surprising given the well-known higher sensitivity of investment to changes in the real
interest rate (that the risk premium shock augments). However due to the much higher
degree of persistence estimated in the RoW risk premium shock, it gives a stronger push
to RoW investment than does the US analog to US investment (See nal column of Table
6). The additional impetus given by the RoW risk premium shock to regional investment
reects in a stronger reaction from investment net-traded volumes than that induced by
the US analog. On the other hand, due to the higher estimated adjustment cost and
lower persistence in the RoW investment shock, RoW investment reacts relatively less
in response, than US investment does to the US investment shock even as consumption
barely moves in either case. Consequently, this results in a relatively lower impact of the
RoW investment shock on investment net-traded volumes and hence the trade balance.
While this nding makes it di¢ cult to interpret the nature of this external disturbance,
both the RoW risk premium in this robustness check and the potent RoW investment
shock in the baseline model capture the importance of investment dynamics in the RoW
for the US trade balance. However, even with the introduction of risk premium shocks, the
home and foreign investment shocks together contribute about 43 percent of the variance
of the trade balance.
In sum, the dominance of investment shocks turns out to be a very robust feature. This
remains also when we add or remove other shock and data series to the baseline model,
such as (a) using exible labor markets while avoiding real wage data and corresponding
mark-up shocks (b) assuming that the government consumes a xed proportion of output
Chapter 2
41
and using domestic Phillips curve price mark-up shocks instead of scal shocks and (c)
using domestic and export price mark-up shocks along with US export-import price data
series.
5 Conclusions
This paper highlights the inuence of investment-specic technological shocks, relative to
other structural shocks used in the literature, on the bilateral trade balance between the
US and a trade-weighted aggregate of sixteen OECD economies in a two-country DSGE
model estimated with Bayesian methods. The relative strength of the investment shock,
which holds through a wide array of model specications, is primarily due to the strong
negative response it evokes from net export volumes that dominates a positive expenditure-
switching e¤ect arising from the deterioration of the relative terms of trade. In contrast,
neutral technological shocks have much lower inuence on the variance as the impact of
rising domestic consumption and investment is dominated by the expenditure-switching
e¤ect. The latter e¤ect is strong enough to induce a counter-factual procyclicality in
the trade balance. On the other hand, this paper also provides strong evidence on the
impact of external disturbances on the US trade balance, as seen in the contributions of
investment-specic shocks and risk premium shocks from the Rest of the World. Despite
the dichotomy in the structural interpretation of these external disturbances, a striking
feature of the channels of transmission of both shocks to the trade balance is the role of
investment.
A Appendix
A.1 Data Series
All raw series are seasonally adjusted by the Census X12 method. We use the Direction of
Trade Statistics (DOTS) database of the International Monetary Fund (IMF) to construct
the aggregated bilateral trade balance (net exports in US dollars) between the US and the
16 OECD trade partners over 1980Q1-2005Q4. The series for nominal GDP, nominal con-
sumption, nominal gross xed capital formation, nominal interest rates, nominal wages
and nominal exchange rates for the US, Canada, Japan, Korea and the UK are obtained
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from the International Financial Statistics Database (IFS) of the IMF. For the Eurozone
series, we use data from the Area Wide Model (Fagan et al. 2001).29 Shares of each
individual economy are computed by dividing the sum of imports and exports with the
individual economy by aggregate trade. We use these time-varying weights to aggregate
individual economy series to make the RoW (Canada generally gets the highest weight
while Korea gets the lowest). The trade-share weights are also used to construct a bilat-
eral nominal exchange rate between the US and the RoW, which exhibits a correlation
coe¢ cient of 0.81 with the IMFs Nominal E¤ective Exchange Rate.30 We multiply the
natural logarithms of real consumption, real GDP, real gross xed capital formation, the
GDP deator, the real wage and the nominal exchange rate by 100. These series are fed
into the model in demeaned rst di¤erences. The demeaned nominal interest rates are
divided by 4 to translate them into quarterly terms. The nominal interest rates and the
linearly detrended trade balance to US GDP ratio enter the estimation in levels.
A.2 Estimation
We use 525000 iterations of the Random Walk Metropolis Hastings algorithm to simu-
late the posterior distributions and achieve acceptance rates of about 40 percent in all
our specications. We monitor the convergence of the marginal posterior distributions
using CUMSUM statistics as dened by Bauwens et al. (1999). We discard the initial
25000 draws to compute the posterior moments in each case. The distributions of impulse
response functions and variance decompositions that we present are computed from 150
random draws from the posterior. This strategy ensures that our results are not contingent
on a particular vector of parameter values such as the posterior median or the mode.
References
[1] Backus, David, Patrick Kehoe and Finn Kydland, 1994. "Dynamics of the Trade
Balance and the Terms of Trade: The J-Curve?". American Economic Review 84,
29We use the best available substitutes for the nominal interest rate for each economy. For Canada and
the United Kingdom, we use the Treasury Bill rate, for Japan we use the government bond yield, and for
Korea, we use the discount rate. Finally, the nominal interest rate series (STN) from the Area Wide Model
is used.
30The pre-EMU Euro-Dollar exchange rate was constructed using the methodology of Lubik and
Schorfheide (2005) harnessing country-weights from the Area Wide Model.
Chapter 2
43
pp.84-103.
[2] Basu, Parantap and Christoph Thoenissen, 2008. "Investment Frictions and the Rel-
ative Price of Investment Goods in an Open Economy Model". Centre for Dynamic
Macroeconomic Analysis Working Paper No. 07/04. (Version October 2008)
[3] Bauwens, Luc, Michel Lubrano and Jean-Francois Richard, 1999. "Bayesian Inference
in Dynamic Econometric Models". Oxford University Press.
[4] Bems, Rudolfs, Luca Dedola and Frank Smets, 2007. "US imbalances: The Role of
Technology and Policy". Journal of International Money and Finance 26, pp.523-545.
[5] Bergin, Paul, 2006. "How Well can the New Open Economy Macroeconomics Ex-
plain the Exchange Rate and Current Account?". Journal of International Money
and Finance 25, pp.675-701.
[6] Bussière, Matthieu, Marcel Fratzscher and Gernot Müller, 2005. "Productivity
Shocks, Budget Decits and the Current Account". European Central Bank Working
Paper No. 509.
[7] Coeurdacier, Nicolas, Robert Kollmann and Philippe Martin, 2010. "International
Portfolios, Capital Accumulation and Foreign Assets Dynamics". Journal of Interna-
tional Economics 80, pp.100-112.
[8] Corsetti, Giancarlo, Luca Dedola and Sylvain Leduc, 2006. "Productivity, External
Balance and Exchange Rates: Evidence on the Transmission Mechanism Among G7
Countries". in Lucrezia Reichlin and Kenneth West (Eds.) NBER International Sem-
inar on Macroeconomics.
[9] Corsetti, Giancarlo and Gernot Müller, 2006. "Twin Decits: Squaring Theory, Evi-
dence and Common Sense". Economic Policy 48, pp.597-638.
[10] Corsetti, Giancarlo and Panagiotis Konstantinou, 2009. "What Drives
US Foreign Borrowing? Evidence on External Adjustment to Tran-
sitory and Permanent Shocks". European University Institute Mimeo.
http://www.eui.eu/Personal/corsetti/research/USliabilities.pdf
[11] De Walque, Gregory, Frank Smets and Rafael Wouters, 2005. "An Estimated Two-
Country DSGE Model for the Euro Area and the US Economy". National Bank of
Belgium Mimeo. (Version December 2)
Chapter 2
44
[12] Erceg, Christopher, Luca Guerrieri and Christopher Gust, 2008. "Trade Adjustment
and the Composition of Trade". Journal of Economic Dynamics and Control 32,
pp.2622-2650.
[13] Fagan, Gabriel, Jérôme Henry and Ricardo Mestre, 2001. "An Area-Wide Model
(AWM) for the Euro Area". European Central Bank Working Paper No. 42.
[14] Fisher, Jonas, 2006. "The Dynamic E¤ect of Neutral and Investment-Specic Tech-
nology Shocks". Journal of Political Economy 114, pp.413451.
[15] Justiniano, Alejandro and Bruce Preston, 2010. "Can Structural Small Open Econ-
omy Models Account for the Inuence of Foreign Disturbances?". Journal of Interna-
tional Economics. In Press.
[16] Justiniano, Alejandro, Giorgio Primiceri and Andrea Tambalotti, 2009a. "Investment
Shocks and Business Cycles". Northwestern University Mimeo. (Version May 2009)
[17] Justiniano, Alejandro, Giorgio Primiceri and Andrea Tambalotti, 2009b. "Investment
Shocks and the Relative Price of Investment". Northwestern University Mimeo.
[18] Kollmann, Robert, 1998. "US Trade Balance Dynamics: The Role of Fiscal Policy
and Productivity Shocks and of Financial Market Linkages". Journal of International
Money and Finance 17, pp.637-669.
[19] Lubik, Thomas and Frank Schorfheide, 2005. "A Bayesian Look at the New Open
Economy Macroeconomics". NBER Macroeconomics Annual 20, pp.313366.
[20] Rabanal, Pau and Vincente Tuesta, 2009. "Euro-Dollar Real Exchange Rate Dy-
namics in an Estimated Two-Country Model: An Assessment". Journal of Economic
Dynamics and Control. In Press.
[21] Ra¤o, Andrea, 2008. "Net Exports, Consumption Volatility and International Busi-
ness Cycle Models". Journal of International Economics 75, pp.14-29.
[22] Smets, Frank and Rafael Wouters, 2007. "Shocks and Frictions in US Business Cycles:
A Bayesian DSGE Approach". American Economic Review 97, pp.586-606.
[23] Smets, Frank and Rafael Wouters, 2003. "An Estimated Dynamic Stochastic General
Equilibrium Model of the Euro Area". Journal of the European Economic Association
1, pp.1123-1175.
Chapter 2
45
 
 
 
 
 
 
 
 
 
 
 Fig
u
re
 1
 
N
ote:
 Th
e
 R
est
 of
 th
e
 W
o
rld
 (R
oW
)
 is
 a
 trad
e
-w
eighted
 agg
reg
ate
 of
 th
e
 U
nited
 K
ingd
o
m
,
 C
an
ad
a
,
 Jap
an
,
 K
o
rea
 and
 12
 m
em
b
ers
 of
 th
e
 E
u
ro
- Z
o
n
e
.
 Th
e
 in
v
estm
ent
 ratio
 is
m
easu
red
 as
 (I/Y
-G)
 and
 th
e
 saving
s
 ratio
 is
 m
easu
red
 as
 (Y
-C
-T
 /Y
-G)
.
 
 
15 30
Q1 1980
Q1 1981
Q1 1982
Q1 1983
Q1 1984
Q1 1985
Q1 1986
Q1 1987
Q1 1988
Q1 1989
Q1 1990
Q1 1991
Q1 1992
Q1 1993
Q1 1994
Q1 1995
Q1 1996
Q1 1997
Q1 1998
Q1 1999
Q1 2000
Q1 2001
Q1 2002
Q1 2003
Q1 2004
Q1 2005
G
D
P%
P
an
el
 (a):
 Th
e
 H
isto
ry
 of
 S
aving
s
 and
 In
v
estm
ent
 in
 th
e
 U
nited
 States
 and
 th
e
 R
oW
R
oW
 Saving
s
R
oW
 In
v
estm
ent
U
S Saving
s
U
S In
v
estm
ent
-1.6
-0.8 0
Q1 1980
Q1 1981
Q1 1982
Q1 1983
Q1 1984
Q1 1985
Q1 1986
Q1 1987
Q1 1988
Q1 1989
Q1 1990
Q1 1991
Q1 1992
Q1 1993
Q1 1994
Q1 1995
Q1 1996
Q1 1997
Q1 1998
Q1 1999
Q1 2000
Q1 2001
Q1 2002
Q1 2003
Q1 2004
Q1 2005
G
D
P%
P
an
el
 (b):
 Th
e
 A
ctu
al
 V
ersu
s
 th
e
 Intra
-O
ECD
 U
S
 T
rad
e
 B
alan
ce
 (L
ev
el)
Intra
-O
ECD
 TB/G
D
P
A
ctu
al
 TB/G
D
P
-0.6 0
0.6
Q1 1980
Q1 1981
Q1 1982
Q1 1983
Q1 1984
Q1 1985
Q1 1986
Q1 1987
Q1 1988
Q1 1989
Q1 1990
Q1 1991
Q1 1992
Q1 1993
Q1 1994
Q1 1995
Q1 1996
Q1 1997
Q1 1998
Q1 1999
Q1 2000
Q1 2001
Q1 2002
Q1 2003
P
an
el
 (c):
 Th
e
 Lin
early
 D
etrend
ed
 T
rad
e
 B
alan
ces
A
ctu
al
Intra
-O
ECD
Th
e
 E
arly
 1990
s:
 G
lob
al
 S
aving
s
 eq
u
alled
 G
lob
al
 In
v
estm
ent
 
C h a p t e r  2
4 6
 Figu
re
 2:
 Th
e
 D
y
n
am
ic
 R
espo
n
ses
 of
 th
e
 C
o
m
p
o
n
ents
 of
 th
e
 T
rad
e
 B
alan
ce
 to
 a
 o
n
e
 Standard D
eviatio
n
 Shock 
N
ote:
 Th
e
 m
edian
 IR
F
 (thick
 black
 lin
e)
 and
 th
e
 5
th
 and
 95
th
 p
ercentiles
 (sh
ad
ed
 area)
 are
 b
ased
 o
n
 150
 rand
o
m
 d
raw
s
 fro
m
 th
e
 p
o
sterio
r
 distrib
utio
n
.
 E
ach
 IR
F
 is
 m
easu
red
 in
 
p
ercentag
e
 d
eviatio
n
s
 fro
m
 steady
-state
.
 
C h a p t e r  2
4 7
  
Table 1: Unconditional Moments of the Data 
    
Correlation between Actual and Intra-OECD US Trade Balances 
 
   
Levels 0.85 
 
 
 
Detrended 0.79 
  
    
 
Observable Series  
 US RoW Model US Variable 
Series  Mean SD Mean SD (Filtered Data) 
Real Consumption Growth 0.83 0.60 0.64 0.50 ∆  ∆	
  
Real Investment  Growth 0.63 1.73 0.60 1.27 ∆  ∆	
  
Real GDP Growth 0.71 0.70 0.65 0.55 ∆ 
Real Wage Inflation 0.08 0.34 0.26 0.46 ∆ 
GDP Deflator Inflation 0.82 0.53 0.82 0.48 ∆ 
Nominal Interest Rate 1.66 0.95 1.70 0.85 ∆ 
Nominal Depreciation of USD -0.03 2.71 - - ∆ 
Intra-OECD TB/GDP -0.38 0.16 - - ∆ 
Actual US TB/GDP -0.57 0.37 - - ∆ 
 
Note: We adjust for the terms of trade we link aggregate consumption and investment to the data.  For 
example, the level of real consumption, as we measure it in the data is given as  
 !
"#  
%&'(.  Thus, because the CPI has a component that depends on the import-intensity , the 
terms of trade influence real aggregate consumption. As the observables are fed into the model in first 
differences, the changes in the terms of trade are accounted for. 
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Note: G= Gamma, B= Beta, U= Uniform and N= Normal distributions. P1= Mean and P2= Standard Deviation for all 
distributions except for the Uniform in which case they indicate the lower and upper bounds respectively. Posterior 
moments are computed using 500000 draws from the distribution simulated by the Random Walk Metropolis 
algorithm.  
Table 2: Prior and Posterior Distributions in Baseline Estimation 
ESTIMATED STRUCTURAL PARAMETERS Posterior SHOCKS AR(1), MA(1)  Posterior 
Symbol Description Prior (P1, P2) Med SD  Prior (P1, P2) Med SD 
µ Trade Elasticity G (1.50, 0.75) 1.90 0.23 ρTI B (0.50,  0.15) 0.48 0.14 
σC US Utility Curvature G (2.00, 0.75) 2.16 0.33 ρTI* B (0.50,  0.15) 0.82 0.05 
σC
*
 
RoW Utility Curvature G (2.00, 0.75) 2.91 0.38 ρINV B (0.50,  0.15) 0.71 0.06 
ϑ US External Habit B (0.50,  0.15) 0.52 0.11 ρINV* B (0.50,  0.15) 0.65 0.08 
ϑ* RoW External Habit B (0.50,  0.15) 0.08 0.04 ρUIP B (0.50,  0.15) 0.85 0.03 
ψ US Investment Adj. Cost N (4.00, 1.00) 5.92 0.85 ρTFP B (0.50,  0.15) 0.92 0.02 
ψ* RoW Investment Adj.  Cost N (4.00, 1.00) 6.66 0.84 ρTFP* B (0.50,  0.15) 0.98 0.03 
φ US Capacity Util. Cost B (0.50,  0.15) 0.53 0.10 ρGOV B (0.50,  0.15) 0.98 0.01 
φ * RoW Capacity Util. Cost B (0.50,  0.15) 0.50 0.10 ρGOV* B (0.50,  0.15) 0.97 0.02 
θP US GDP Deflator Calvo B (0.50,  0.15) 0.77 0.04 ρWM B (0.50,  0.15) 0.60 0.10 
θP
*
 
RoW GDP Deflator Calvo B (0.50,  0.15) 0.14 0.05 ρWM* B (0.50,  0.15) 0.92 0.04 
ιP US Price Indexation B (0.50,  0.15) 0.21 0.08 νWM B (0.50,  0.15) 0.45 0.13 
ιP
*
 
RoW Price Indexation B (0.50,  0.15) 0.36 0.14 νWM* B (0.50,  0.15) 0.80 0.08 
θW US Wage Calvo B (0.50,  0.15) 0.92 0.03 SHOCK INNOVATIONS 
θW
*
 
RoW Wage Calvo B (0.50,  0.15) 0.78 0.07 100σTI U(0.001, 10) 0.17 0.04 
ιW US Wage Indexation B (0.50,  0.15) 0.65 0.09 100σTI* U(0.001, 10) 0.06 0.02 
ιW
*
 
RoW Wage Indexation B (0.50,  0.15) 0.11 0.05 100σINV U(0.001, 10) 0.40 0.05 
φpi US Mon. Pol. (Inflation) G (0.50, 0.25) 1.66 0.17 100σINV* U(0.001, 10) 0.33 0.05 
φpi* RoW  Mon. Pol. (Inflation) G (0.50, 0.25) 1.57 0.17 100σUIP U(0.001, 10) 0.16 0.03 
φy US Mon. Pol. (GDP) G (0.50, 0.25) 0.02 0.01 100σTFP U(0.001, 10) 0.78 0.21 
φy* RoW  Mon. Pol. (GDP) G (0.50, 0.25) 0.04 0.02 100σTFP* U(0.001, 10) 0.42 0.05 
φ∆y US Mon. Pol. (GDP change) G (0.50, 0.25) 0.34 0.04 100σMON U(0.001, 10) 0.28 0.03 
φ∆y* RoW  Mon. Pol. (GDP change) G (0.50, 0.25) 0.38 0.05 100σMON* U(0.001, 10) 0.21 0.03 
ρMON US Interest Smoothing B (0.50,  0.15) 0.73 0.03 100σGOV U(0.001, 10) 0.44 0.03 
ρMON* RoW  Interest Smoothing B (0.50,  0.15) 0.83 0.03 100σGOV* U(0.001, 10) 0.31 0.02 
 
 
   100σWM U(0.001, 10) 0.13 0.02 
 
 
   100σWM* U(0.001, 10) 0.13 0.02 
 
 
   100σPPP U(0.001, 10) 3.04 0.22 
 
 
       
CALIBRATED STRUCTURAL PARAMETERS 
β Discount Factor 0.99 θH* US Export Calvo 0.5 
α Share of Capital Services in Production 1/3 θF RoW Export Calvo 0.5 
δ Quarterly Rate of Capital Depreciation 0.025 ξC Import-share of consumption 0.039 
χP Substitution Elasticity of Goods Varieties 10 ξI Import-share of investment 0.419 
χW Substitution Elasticity of Labour Varieties 10 ΞC Implied steady-share of consumption in GDP 0.61 
σN Inverse of Frisch Elasticity 2 ΞI Implied steady-share of investment in GDP 0.21 
κ Cost of adjusting foreign assets 0.001    
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Note:  All models using differential import-intensities for consumption and investment are denoted by (C-I) while the 
others using the traditional BKK aggregate absorption-based specification is denoted by (Y). ‘Baseline’ indicates the 
baseline model. ‘Actual TB’ denotes the use of the actual series on the US trade balance. ‘80-00’ uses a shorter 
sample over 1980-2000, the time span during which we observe that the intra-OECD trade balance tracks the actual 
series quite well. ‘Complete’ refers to the case where international consumption risk is shared efficiently, pinning 
down the CPI-based real exchange rate to relative consumption. ‘Import-Cost’ uses adjustment costs for imports and 
hence differentiates between short-run and long-run trade-elasticities. ‘BKK’ employs the Backus, Kydland and 
Kehoe (1994) aggregation of home and imported goods specified in terms of aggregate absorption.  
Table 4:  4Q-Ahead Trade Balance Variance Decompositions with Baseline Shocks 
SPECIFICATIONS → Baseline Actual TB 80-00 Complete Import-Cost BKK 
SHOCKS ↓ (C-I) (C-I) (C-I) (C-I) (C-I) (Y) 
US       
TFP 9.03 9.04 10.00 9.95 8.17 0.95 
Investment 34.78 35.26 37.43 25.92 36.36 28.86 
Time Impatience 0.25 0.27 0.36 0.18 0.16 6.03 
Govt. Spending 2.22 1.90 2.10 4.60 1.66 11.48 
Monetary Policy 2.20 1.94 1.80 2.47 1.02 2.48 
Wage Mark-up 2.45 2.54 2.96 3.75 2.31 0.40 
ROW 
      
TFP 1.93 1.87 3.33 2.24 1.53 0.39 
Investment 23.51 22.66 13.68 28.08 25.18 21.01 
Time Impatience 0.54 0.55 0.79 1.21 0.31 3.85 
Govt. Spending 1.70 1.68 2.05 1.25 0.76 3.24 
Monetary Policy 2.30 2.26 3.06 2.02 1.24 1.27 
Wage Mark-up 2.18 2.25 2.60 2.57 1.72 0.20 
OPEN-ECONOMY 
      
UIP 16.91 17.79 19.82 15.75 19.58 19.81 
PPP 0.00 0.00 0.00 0.00 0.00 0.00 
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Note:  All models using differential import-intensities for consumption and investment are denoted by (C-I) while the 
others using the traditional aggregate absorption-based specification is denoted by (Y). Whenever a shock is 
deactivated, the variance contribution is indicated by a ‘-’.  ‘Baseline’ indicates the baseline model. ‘PPP’ denotes the 
case where we do not use the PPP shock of Lubik and Schorfheide (2005) as well as the exchange rate data. ‘B’ strips 
down the baseline model to a specification that is estimated without investment shocks, in the spirit of Bergin (2006). 
‘B-IST’ adds investment shocks and data (while not using variable capacity utilization) to this Bergin-type 
specification.  ‘DSW-15%’ employs the export shock as in De Walque, Smets and Wouters (2005) while fixing the 
import-intensity at 15 percent as in Backus, Kydland and Kehoe (1994). In ‘DSW-1%’, the import-intensity is 
estimated at 1 percent, with all other features preserved as in the previous specification. ‘Risk-P’ uses the Smets and 
Wouters (2007) risk premium shock which generates comovement between consumption and investment.  
     
Table  5:  4Q-Ahead Trade Balance Variance Decompositions with Other Shocks 
SPECIFICATIONS → Baseline PPP B B-IST DSW-15% DSW-1% Risk-P  
SHOCKS ↓ (C-I) (C-I) (Y) (Y) (Y) (Y) (C-I) 
US        
TFP 9.03 8.02 3.99 1.99 5.72 0.39 8.05 
Investment 34.78 35.41 - 28.49 22.84 3.05 28.35 
Time Impatience 0.25 0.21 10.12 2.05 5.54 0.81 - 
Govt. Spending 2.22 2.00 - - 3.77 1.57 1.87 
Monetary Policy 2.20 1.98 5.75 1.62 1.27 0.28 1.67 
Wage Mark-up 2.45 2.15 - - 1.23 0.10 1.82 
Risk-Premium - - - - - - 5.35 
Price Mark-up - - - - - - - 
Export Price Mark-up - - - - - - - 
ROW   
 
    
TFP 1.93 1.71 2.30 0.57 2.73 0.14 1.34 
Investment 23.51 24.77 - 28.19 17.25 1.96 14.49 
Time Impatience 0.54 0.43 15.38 1.77 2.26 0.45 - 
Govt. Spending 1.70 1.36 - - 2.11 0.67 1.07 
Monetary Policy 2.30 1.82 4.16 1.40 1.25 0.12 1.47 
Wage Mark-up 2.18 2.05 - - 2.12 0.09 1.36 
Risk-Premium - - - - - - 14.13 
Price Mark-up - - - - - - - 
Export Price Mark-up - - - - - - - 
OPEN-ECONOMY   
 
    
UIP 16.91 18.10 40.06 16.09 11.21 15.63 19.02 
PPP 0.00 - - - - - 0.00 
US Import Preference - - 18.24 17.82 - - - 
Export Shock - - - - 20.70 74.75 - 
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Abstract
Many empirical studies report that scal expansions have a positive e¤ect on pri-
vate consumption. This paper provides a closer examination of the deep habits
mechanism used by Ravn, Schmitt-Grohé and Uribe (2006) to generate the positive
comovement between public and private consumption. In their set-up, habit-formation
at the level of individual varieties makes the demand function facing the price-setting
rm, dynamic. This makes it optimal for the rms to lower mark-ups of prices over
nominal marginal costs when they expand production in response to the scal expan-
sion, leading to an increase in the demand for labor and hence the real wage rises. The
consequent intra-temporal substitution of consumption for leisure triggers the positive
response of consumption. Here, we show that increasing either price or nominal wage
stickiness, reduces the impact of scal spending shocks on the mark-up and the real
wage. Hence, consumption is still crowded out as in traditional models.
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1 Introduction
The impact of cyclical uctuations in government purchases on private consumption has
received considerable attention in the structural vector autoregression literature. Using
diverse schemes of identication, a large number of studies, e.g. Fatás and Mihov (2001),
Blanchard and Perotti (2002), Bouakez and Rebei (2007), Galí, López-Salido and Vallés
(2007) and Ravn, Schmitt-Grohé and Uribe (2006, 2007) report a rise in private con-
sumption following a positive scal spending shock. The standard neoclassical model
of macroeconomic uctuations that emphasizes inter-temporally optimizing agents can-
not generate this response. A rise in government spending generates, ceteris paribus, a
concurrent increase in the present value of lumpsum taxes. This negative wealth e¤ect
induced by the scal expansion results in the lowering of private consumption, a phenom-
enon known in the literature as crowding-out. The New Keynesian (NK) model that
incorporates imperfect competition and nominal rigidities while retaining the traditional
core of consumption-smoothing agents exhibits the same wealth e¤ect that crowds out
consumption after an expansionary scal shock. However, replicating the empirically rel-
evant crowding-incomovement within the traditional paradigm seems to have become
less challenging, even if not yet comprehensively overcome, in recent theoretical models.1
A government spending shock nanced by lumpsum taxes raises the agents incentive
to work and save more to o¤set the negative wealth e¤ect. The surge in the supply of
labor causes the real wage to fall. If one can induce the real wage to rise, the intra-
temporal substitution of consumption for leisure may be strong enough to compensate for
the unfavorable wealth e¤ect. The recent theoretical literature o¤ers two mechanisms that
alter the dynamics of the real wage - generating a rise rather than allowing it to fall - to
replicate the rise in consumption following the scal expansion.
Galí, López-Salido and Vallés (2007) use credit-constrained consumers who do not
smooth consumption and simply consume their after-tax wage income. If prices are sticky
and labor markets are imperfectly competitive, the real wage rises after the scal shock.
Since the credit-constrained agent is insulated from the negative wealth-e¤ect, the positive
impact of the rise in the real wage raises her consumption. If the share of credit-constrained
1The positive response of consumption to scal expansions is not entirely undebated in the VAR lit-
erature. Peersman and Straub (2006) rely on signs derived from a New Keynesian model and nd that
consumption is signicantly crowded out. In Mountford and Uhlig (2009), the movement in consumption
is very gentle and insignicant.
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agents is high enough, the positive response of aggregate consumption to the scal shock
can be replicated. The macroeconomic e¤ects of credit-constrained consumers have been
widely studied in the literature.2 However, the empirical plausibility of this mechanism to
generate the rise in consumption has been questioned in an NK model estimated for the
Euro Area by Coenen and Straub (2005), who nd that the crowding-in of consumption
is very mild and short-lived as the estimated share of credit-constrained agents is low.
In contrast, Ravn, Schmitt-Grohé and Uribe (henceforth RSU) (2006) propose an
alternative mechanism to generate the positive response of private consumption, while ad-
hering to the purely Ricardian consumption-smoothing environment.3 They construct an
economy where consumers form habits over individual goods that are produced by monop-
olistically competitive rms. The presence of deep habits - as opposed to the conventional
supercialhabit-formation at the level of the aggregated good - induces falling mark-ups
of prices over nominal marginal costs in response to a positive demand shock like a rise in
public spending. As mark-ups are negatively linked to labor demand, hours worked rise
in equilibrium enabling an increase in the real wage, thereby raising private consumption.
However, unlike the extensive literature developed around the non-Ricardian framework
adopted by Galí et al., the e¢ cacy of the deep habits mechanism in inducing the positive
comovement between private and public consumption has not received much attention.
This paper is a rst attempt in that direction.4
The central result of our analysis is the nding that the crowding-in that RSU (2006)
observe is contingent on their assumption that prices and wages are perfectly exible.
Starting from their original specication (and parameterization) with exible prices and
wages, we sequentially add higher degrees of nominal rigidities, rst in prices and then
2See among many others, Bilbiie (forthcoming) and Erceg, Guerrieri and Gust (2005) for dynamic
general equilibrium models with credit-constrained agents.
3Ravn, Schmitt-Grohé and Uribe (2007) use deep habits to generate the comovement in an open-
economy setting.
4There are other more directways of tackling the crowding-out issue in the inter-temporal model.
Bouakez and Rebei (2007) introduce government spending as a complement to private consumption in
the utility function. On the other hand, Linnemann and Schabert (2006) use government spending in the
production function of the rm. Linnemann (2006) shows that the positive comovement can be achieved
by using non-separable utility in a frictionless real business cycle model. However Bilbiie (forthcoming)
observes that this is obtained by using a counter-intuitive downward sloping labor supply curve. Bilbiie
also shows that under non-separable preferences, if consumption has to increase, even after the decrease
in wealth, consumption has to be an inferior good. In this paper however, we restrict attention to the
standard, i.e. unproductive and wasteful, scal shock and separable utility in the deep habits environment.
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in wage adjustment. Simulations of the sticky-price-sticky-wage model suggest that the
crowding-in comovement that the deep habits mechanism delivers is considerably weakened
by the sluggish adjustment on the nominal side. In the presence of nominal rigidities, the
mark-up and the real wage cease to move substantially in response to scal shocks and
consequently consumption is still crowded out as in a standard NK or RBC model.
The rest of the paper is organized as follows. In Section 2, we introduce sticky prices
and wages into the deep habits model of RSU (2006) while Section 3 presents the dynamic
responses of key variables to study the e¤ect of these nominal rigidities on the link between
deep habits and the crowding-in of consumption by expansionary scal shocks. Section 4
draws the main conclusions. A detailed technical appendix documents the derivation of
the main equations.
2 Nominal Rigidities in a Model with Deep Habits
The economic environment we consider departs from that of RSU (2006) only in the
introduction of sticky prices and wages.5 We focus on two segments of the model that
are crucial to the link between the scal shock and the subsequent rise in consumption:
deep habit formation by the public sector and the nominal rigidities facing the optimizing
agents. In most instances, we proceed to the log-linearized versions of the equilibrium
conditions without describing the non-linear versions. Steady-state variables are denoted
by an upper bar and variables that are presented as deviations from the steady-state are
denoted by b.
Consumers The agent a aggregates a continuum of di¤erentiated goods indexed by
i 2 [0; 1] for consumption C ait and investment I ait in the following way.
X C at =
24 1Z
0
 
C ait   CSCit 1
 P  1

P di
35

P

P
 1
; C 2 [0; 1); 
P
> 1 (1)
X I at =
24 1Z
0
 
I ait   ISIit 1
 P  1

P di
35

P

P
 1
; I 2 [0; 1) (2)
5Ravn, Schmitt-Grohé, Uribe and Uusküla (2008) use a sticky-price deep habits model to study the
e¤ects of monetary policy. In contrast to this paper and that of RSU (2006), they abstract from investment
and government spending.
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where Cand I indicate external habit formation at the level of the individual good. S( )i
denotes the stock of habit and evolves as a weighted average of current consumption and
investment and the predetermined stock of habit.
SCit = !
CSCit 1 +
 
1  !CCit; !C 2 [0; 1) (3)
SIit = !
ISIit 1 +
 
1  !I Iit; !I 2 [0; 1) (4)
We assume deep habit formation in investment only for the symmetry of exposition. In
our calibration exercises, investment habits are deactivated by imposing I = !I = 0 to
conform with the original RSU (2006) set-up.
Households derive utility from habit-adjusted consumption X C a while labor Na gives
disutility. We depart from RSU (2006) by assuming that the household provides di¤eren-
tiated labor services in the labor market at a nominal wage rate wa. The household faces
a labor demand schedule given by
Nat =

wat
Wt
 
W
Nt; W > 1
where N represents aggregate labor demand from the rm, W is the nominal wage index
and 
W
is the elasticity of substitution between varieties of labor. The household faces
quadratic costs in adjusting their wages to given labor demand conditions. In real terms,
these costs are given by
W
2

wat
NWwat 1
  1
2 WtNt
Pt
(5)
It is costly for the household to deviate changes in its individual wage from steady-state
nominal wage ination NW :6 The cost function is specied in terms of the aggregate
wage bill WN and the degree of wage stickiness is increasing in W > 0. In addition
to providing labor, agents rent out physical capital Ka to rms at a real net return of
rk. Physical capital depreciates at a constant rate  per period. Agents have access to
nominal bonds Da that are available at a price 1R : The consumer is entitled to pure prots
a from the rm and also pays lumpsum taxes T a to nance public expenditure. The
optimization program that faces the generic consumer is given as
max
Cat ; N
a
t ; K
a
t+1;
XI at ; D
a
t+1
E0
1X
t=0
t
" 
X C at
1 C
1  C  
Na 1+Nt
1 + N
#
; C ; N > 0;  2 (0; 1)
6The cost function is similar to that used in Furlanetto (2007) except for the fact that we do not have
to assume a zero steady-state nominal wage ination.
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subject to
1Z
0
pit (C
a
it + I
a
it) di
Pt
+
Dat+1
RtPt
+T at +
W
2

wat
NWwat 1
  1
2 WtNt
Pt
=
wat
Pt
Nat +r
k
tK
a
t +
Dat
Pt
+at
X I at + (1  )Kat = Kat+1
where E0 indicates the expectational operator conditional on the information set avail-
able when the decision is made and Pt 
0@ 1Z
0
p
1 
P
it di
1A
1
1 
P
is an index over the prices for
individual varieties.
First Order Necessary Conditions: We focus on conditions describing aggregate
behavior in a symmetric equilibrium. The inter-temporal ow of aggregate habit-adjusted
consumption is decided by the Euler equation.7 Note that the Euler equation is identical
to the one obtained from the conventional supercialhabit case.
X^Ct = EtX^
C
t+1  
1
C

R^t  Et^t+1

where X^Ct =
C^t
1  C  
C
1  C S^
C
t 1 (6)
Optimal wage-setting implies that nominal wage ination NW is positively related to the
mark-up of the marginal rate of substitution between consumption and leisure over the
real wage ~w.
^NWt = Et^
NW
t+1 +
W   1
W

N N^t + CX^
C
t   b~wt (7)
When W = 0 as in RSU (2006), the wage mark-up is zero and the real wage is strictly
tied down to the marginal rate of substitution between leisure and consumption.
b~wt = N N^t + CX^Ct (8)
Government A key ingredient in achieving the positive response of consumption to
the scal shock is the habit formation in the public sector. Similar to the private sector,
government consumption is assumed to form external habits over the individual varieties.
The public sector allocates spending over the individual goods Gi so as to maximize the
quantity of a composite good.
XGt =
24 1Z
0
 
Git   GSGit 1
 P  1

P di
35

P

P
 1
; G 2 [0; 1)
7 is the ination rate in the aggregate price level.
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The stock of habit in the public sector evolves as
!GSGit 1 +
 
1  !GGit = SGit ; !G 2 [0; 1)
Habit formation in the public sector may be motivated by the fact that the government
forms procurement relationships that create a tendency to favor transactions with sellers
who provided public goods in the past. The total demand for good i from the government
is given by
Git =

pit
Pt
 
P
XGt + 
GSGit 1
Observe that the presence of deep habits splits aggregate demand into two components.
The rst is price-elastic as given by

pit
Pt
 
P XGt and the second 
GSGit 1 is purely pre-
determined by habit formation: The presence of the price-inelastic habit term causes the
e¤ective price-elasticity of demand to be time-dependent: In a symmetric equilibrium, the
price-elasticity of demand can be expressed in log-linearized terms as
"^GP;t =
G
1  G

G^t   S^Gt 1

(9)
As we will see in the next subsection, the time-varying price-elasticity e¤ect of habit
formation has important implications for the price-setting behavior of the rm. The
government operates under a simple scal rule with its expenditure fully nanced by
lumpsum taxes. Public consumption is modelled as pure waste and follows an AR(1)
process.
G^t = G^t 1 + t; t  N(0; G);  2 [0; 1)
Firms The crux of the deep habits mechanism lies in the problem of the rm. The
rm uses capital and labor in a Cobb-Douglas combination to produce its di¤erentiated
good. Analogous to the wage-setting problem of the consumer, we depart from RSU
(2006) by introducing adjustment costs, specied à la Rotemberg (1982), into the rms
optimal pricing problem. It is costly for the rm to deviate changes in its individual
price from steady-state ination : The cost function is specied in terms of aggregate
output and the degree of price stickiness is increasing in P > 0. The rm maximizes the
expected value of prots by choosing its price and quantities given its resource constraint,
production technology, price adjustment cost, demand constraints and the evolution of
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the habit stocks.
max
pit; Kt; Nt
Cit; Iit; Git;
SCit ; S
I
it; S
G
it
E0
1X
t=0
tUCt
0BBBBBBBBBBBBBBBBBBBB@
pit
Pt
(Cit + Iit +Git)  rktKt   ~wtNt   
P
2

pit
pit 1   1
2
Yt
+mct
 
Kt N
1 
t   fc  Cit   Iit  Git

+ Ct

pit
Pt
 
P XCt + 
CSCit 1   Cit

+ It

pit
Pt
 
P XIt + 
ISIit 1   Iit

+ Gt

pit
Pt
 
P XGt + 
GSGit 1  Git

+ Ct
 
!CSCit 1 +
 
1  !CCit   SCit 
+ It
 
!ISIit 1 +
 
1  !I Iit   SIit
+ Gt
 
!GSGit 1 +
 
1  !GGit   SGit 
1CCCCCCCCCCCCCCCCCCCCA
(10)
fc is the xed cost in the rms production technology required to ensure that prots
are zero in steady state. mc; ( ) and ( ) are respectively the Lagrange multipliers on
the resource constraint, demand functions and the ow of the stock of habits. At the
optimum, the multiplier mc on the resource constraint represents the real marginal cost.
The price-elasticity e¤ect of deep habits is transmitted through the price-setting deci-
sion of the rm. The rst order condition with respect to the price is given by

UCt+1Yt+1
UCtYt
P
t+1

t+1

  1

= P
t

t

  1

+ P

Ct X
C
t
Yt
+
ItX
I
t
Yt
+
Gt X
G
t
Yt

  1
(11)
Log-linearization gives us the Phillips curve that captures the contemporaneous impact
of "^()P ; the time-varying elasticity of demand on the price level.
P^t =

1 + 
EtP^t+1 +
1
1 + 
P^t 1  
P 
CC
 
1  C
(1 + ) P
 
^Ct + "^
C
P;t

(12)
 P 
II
 
1  I
(1 + ) P
 
^It + "^
I
P;t
  P GG  1  G
(1 + ) P
 
^Gt + "^
G
P;t

+
1
(1 + ) P

Y^t   P CC
 
1  C C^t   P II  1  I I^t   P GG  1  G G^t
where C , I and G are the steady-state shares of consumption, investment and gov-
ernment spending in output. As can be seen in Equation 9, a surge in aggregate demand
such as the government spending shock induces a rise in the price elasticity. This makes it
optimal for the rm to lower its price to maximize prots. However, it can easily be seen
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that from the Phillips curve that the presence of the price adjustment cost P weakens
the e¤ect of the elasticity on the price.8
The presence of deep habits exerts an additional e¤ect on prices that emanates from
the optimal choice of the quantities produced. The rst order condition for satisfying
demand from the public sector Gi is9
pit
Pt
 mct +
 
1  !GGt = Gt (13)
The Lagrange multiplier G measures the incremental addition of a unit of public sector
demand to the prots of the rm, i.e. it represents the real marginal prot.10 At the
optimum, this equals the sum of current prots piP   mc and the present value G of
having 1   !G additional units of demand in the next period. Imposing a symmetric
equilibrium such that pi = P and using the fact that the real marginal cost is the inverse
of the gross mark-up  of price over nominal marginal cost, Equation 13 can be rewritten
as
t   1
t
+
 
1  !GGt = Gt (14)
Since the stock of habit is persistent, the present value G is determined by the rst order
condition with respect to SG.
Gt = Et
UCt+1
UCt
 
GGt+1 + !
GGt+1

(15)
Combining the log-linearized versions of Equation 14 and Equation 15, we arrive at the
dynamic ow of the mark-up.
P^t \NMCt = g1^Gt  Et
h
g2^
G
t+1 + g3

U^Ct+1   U^Ct
i
+g4Et

P^t+1   \NMCt+1

(16)
where g1; g2 ; g3 and g4 are combinations of the structural parameters.
11 Equation 16 de-
termines the intertemporal e¤ect of deep habits on prices. If the present discounted value
8 In the Appendix, we demonstrate how the Eq.(12) reduces to the standard NK Phillips curve in the
absence of deep habits.
9While we focus on demand from the public sector in this section, similiar equations also hold for
consumption and investment.
10Note that the multiplier ( ) is not widely used outside the literature on deep habits. When the rm
does not face a habit component in its demand function, i.e. ( ) = '( ) = 0; the real marginal prot is
negatively linked to the real marginal cost by the linear relation t = pitPt  mct:
11See Appendix for the derivation. Note that we have expressed the mark-up as the di¤erence between
price and the nominal marginal cost.
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of future prots is high due to the rise in demand that follows from the government spend-
ing shock, the rm has an incentive to lower the price. Equivalently, lowering prices in the
present period ensures, due to the habit component in public sector demand, additional
prots in the next period.
Pivotal to the positive e¤ect of the scal expansion on private consumption is the role
of the mark-up in the labor market. The rst order condition with respect to the labor
input of the rm is given as
^t|{z}
P^t \NMCt
+ b~wt = Y^t   N^t (17)
When aggregate demand expands, the presence of the deep habits makes it optimal for
the rm to lower prices and the mark-up when it increases output, generating a higher
demand for labor via Equation 17. Given a xed labor supply schedule, the real wage
will rise increasing the permanent income of the agents. The increase in the real wage is
the single most important factor that generates a rise in consumption in response to the
scal expansion. On the other hand, a lowering of the mark-up also stimulates investment
demand through the rst order condition for physical capital.
^t + r^
k
t = Y^t   K^t (18)
Goods Market Clearing Output is absorbed by consumption, investment and the
government, each weighted by the respective great ratio.
Y^t = CC^t + I I^t + GG^t (19)
Monetary Authority The model is closed with the monetary authority following a
simple rule as in Taylor (1993) to set the nominal interest rate in response to both ination
and output.12
R^t = ^t + Y Y^t (20)
12As can be seen from Equation 16, a rise in the real interest rate will have a positive impact on current
prices and mark-ups as the rm values future prots less. Hence, it may be instructive to consider the
impact of various policy rules in the deep habits environment. We do not pursue this objective in this
paper.
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3 Simulation
3.1 Calibration
Table 1 displays all the parameter values that are used in the stochastic simulation of
the model. The parameters that are common to the original model of RSU (2006) are
given exactly the same values. We need some additional restrictions for the parameters
governing the segment of the model that governs nominal rigidities. As in Taylor (1993),
the elasticity of the interest rate to ination  is set at 1.5 while the analog for output
Y is set at 0.5. We also assume that elasticity between labor varieties is the same as that
between the goods varieties at 5.3. We comment on the values assigned to P and W ,
the parameters governing nominal stickiness, in the next sub-section.
3.2 Impulse Response Analysis
We now examine the dynamics of key variables to an exogenous one per cent increase in
government purchases. We rst replicate the positive comovement between consumption
and government spending obtained in the original paper using a variant of the model that
uses exible prices and wages. We then demonstrate how incomplete adjustment in either
prices or wages nullies this comovement.
Flexible Wages and Prices Figure 1 displays the dynamics of the model when we
set P = W = 0, i.e. the exible price and wage scenario of RSU (2006). To facilitate
comparison with a world with standard supercial habits (at the level of the nal good),
we also plot the dynamic responses induced by the shock in a traditional sticky price NK
model. The increase in government purchases exerts downward pressure on prices and
mark-ups. The negative wealth e¤ect of the increase in government purchases that lowers
consumption and raises labor supply leading to a lowering of the real wage in standard
models, continues to exist in the deep habits set-up. However, in this environment the
government spending shock plays a role similar to that of a positive technology shock in
standard models in that it induces a rise in labor demand via the falling mark-up seen in
Equation 17. The increase in the demand for labor more than o¤sets the expansion in labor
supply and this raises equilibrium hours worked and the real wage. In response, agents
substitute consumption for leisure and consumption increases. Note that even though the
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mark-up and the real wage move quite strongly, the rise in consumption is very mild in
magnitude, of the order of less than 0.02 percentage points in the medium- and long-term.
The direction and magnitude of the dynamic responses of the mark-up, real wage and
consumption are very similar to those exhibited in Figure 1, Panel 2 in RSU (2006).
Flexible Wages and Increasingly Sticky Prices We now consider an environ-
ment where the presence of adjustment costs makes it increasingly di¢ cult for the rm to
change prices to respond to movements in aggregate demand. Keeping all other parameters
constant, we increase the price adjustment cost parameter P . The results are presented
in Figure 1 along with the dynamics in the exible price case. As a rst step, we keep P
at about 3 that corresponds to a price duration of about one quarter and a half.13 One
can already observe that even with mild price inexibility, the dynamic responses of the
mark-up, labor market variables and private consumption are muted compared to those
obtained in the model with exible prices. Interestingly, even though the real wage rises
following the fall in the price and mark-up, the nominal wage declines and mimics the
dynamic behaviour of the price level.
We now increase the price adjustment cost to that corresponding to about 1.75 quar-
ters: the negative responses of the price level and the mark-up are more gentle. Labor
demand and the real wage rise less while the fall in the nominal wage is weaker due to the
relatively milder fall in prices. When the cost parameter is raised to about 8, i.e. a price
duration of roughly two quarters, the mild downward movement in the mark-up stimulates
the demand for labor less and hence the equilibrium real wage does not rise strongly. At
this juncture, the contemporaneous impact multiplier on the real wage is about a quarter
of a percentage point, which is about half the quantitative impact under exible prices.
This is clearly not enough to o¤set the negative wealth-e¤ect of the government spending
shock and consequently, consumption is still crowded out as in models without deep habits
such as the NK model shown in the same gure.14
13 In the Appendix, we illustrate the point that for a given degree of price stickiness, the presence of
the habit component in the price-setting equation, decreases the elasticity of ination to real marginal
costs. This implies that the interpretation of the price-stickiness in quarterly terms is one based on
the traditional forward-looking NKPC under Rotemberg costs, that can easily be compared to the Calvo-
contract analog which has a direct time-scale interpretation. On the other hand, the wage-setting Equation
7 can be compared to its Calvo equivalent in a straightforward manner.
14Price stickiness in the NK model is calibrated at P = 8 as in the nal experiment in the deep habits
case.
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Mildly Sticky Prices and Increasingly Sticky Wages Intuitively, since the deep
habits mechanism relies considerably on the rise in the real wage and the consequent intra-
temporal substitution e¤ect to raise consumption, a very likely candidate to negate the
positive comovement between public and private consumption is nominal wage rigidity.
In Figure 2, we exhibit the dynamic responses for the case in which we set the price
adjustment cost parameter P at a value consistent with price changes every one and a
half quarters while systematically increasing the wage adjustment cost parameter W to
those corresponding to two, three and four quarters respectively. In the same gure, we
also reproduce the responses in the exible wage case explored in the previous subsection.
Since price stickiness is now xed, the source of inertia in the mark-up is the nominal
marginal cost that in turn is dominated by the wage component. Clearly, with increasing
wage adjustment costs, the counter-cyclical movement in the mark-up decreases. At a
three quarter nominal wage duration, consumption is very mildly crowded out by the
scal shock, but consequently the rise in the real wage is just enough to allow the intra-
temporal substitution e¤ect to balance the negative wealth e¤ect of the scal expansion and
hence the consumption response is almost zero for more than three years, before the latter
e¤ect is dominant and crowding-out occurs. However, at a four quarter wage duration,
the real wage movement is not strong enough to overwhelm the negative wealth e¤ect
and consumption is crowded out by the scal shock on impact and remains below trend
persistently. Hence, even when prices are relatively exible, the deep habits mechanism
is unable to generate the positive comovement when the rigidity in wage adjustment gets
stronger.
4 Conclusion
This paper provides a closer examination of the nexus between deep habits, counter-cyclical
mark-ups and the crowding-in of private consumption as a result of increases in purchases
by the public sector as documented by Ravn, Schmitt-Grohé and Uribe (2006). We nd
that the positive comovement between public and private consumption observed in the
original deep habits environment is contingent on the assumption that prices and wages
are perfectly exible. When nominal adjustment is sluggish either in prices or wages, the
counter-cyclical movement that the government spending shock induces in the mark-up is
milder and hence consumption is still crowded out as in traditional RBC and NK models.
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In another context, Coenen and Straub (2005) report in an estimated DSGE model
that including credit-constrained agents is insu¢ cient to generate the positive response of
consumption in the NK set-up due to both a small share of such agents and due to the
presence of wage rigidities that mutes the e¤ect of the falling mark-up on the real wage and
hence the consumption by the credit-constrained agent. Unlike Coenen and Straub, our
computational experiments suggest that even with perfect labor markets, the deep habits
mechanism ceases to generate a rise in the real wage necessary to overcome the negative
wealth e¤ect of government spending shocks in the presence of increasing price stickiness.
Naturally, for a mechanism that relies heavily on the rise in the real wage and the intra-
temporal substitution e¤ect to generate crowding-in, the link between the mark-up and
the real wage is further weakened by the presence of nominal wage stickiness, as we saw
in subsequent experiments. Even when price-stickiness is quite mild, increasing nominal
wage rigidity by itself induces the crowding-out of consumption under deep habits.
A natural extension of this research agenda would be to test empirically the ability
of the deep habits approach vis-à-vis its alternatives in generating the crowding-in co-
movement. Quite unlike in the environments featuring deep habits or credit-constrained
agents where government spending is pure waste, there exist other models in the literature
that allow a more elaborate role for government spending in the economy by making it
complementary to private consumption in the utility function (Bouakez and Rebei 2007)
or by making it augment the rms production function (Linnemann and Schabert 2006).
Embedding the various frictions in a DSGE model estimated with likelihood-based meth-
ods and culling out the specication the data favors most would considerably enrich our
understanding of the scal transmission mechanism. We leave this exercise for future
research.
A Appendix
In this section, we derive some of the key equations used in the main text. We refer
the reader to the main text for the notation. For the equations that hold for all three
components of aggregate demand - consumption, investment and government - we indicate
the concerned variable with Z and parameters specic to the particular component of
demand are superscripted with Z. A more detailed exposition of the derivations is available
on request.
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A.1 Deep Habits: The Basics
A.1.1 Demand Function
This subsection draws heavily from Ravn, Schmitt-Grohé and Uribe (2004). The standard
problem to obtain the demand functions (aggregated over all consumers) of each individual
good is
max
Zit
PtX
Z
t  
1Z
0
Pit
 
Zit   ZSZit 1

di
subject to
XZt =
24 1Z
0
 
Zit   ZSZit 1
 P 1
P di
35
P
P 1
8Z 2 fC; I; Gg
The resultant demand function for the individual good is
Zit =

pit
Pt
 P
XZt + 
ZSZit 1 (A1)
The presence of the price-inelastic habitual term causes the e¤ective price elasticity of
demand to be time-dependent: In particular
"ZP;t =
@

pit
Pt
 
P XZt + 
ZSZit 1

Zit
pit
@pit
=  
P
 
1  Z S
Z
it 1
Zit
!
This is unlike in models where the demand function that faces the rm has no habitual
component, i.e. Z = 0; so that the price elasticity of demand is constant at  
P
:We can
express the time-varying price elasticity of demand in log-linearized terms.
"^ ZP;t =
Z
1  Z

Z^t   S^Zt 1

8Z 2 fC; I; Gg
Log-linearization of Equation A1 yields,
XZt =
Z^t
1  Z  
Z
1  Z S^
Z
t 1 8Z 2 fC; I; Gg (A2)
A.1.2 Selected Steady-State Conditions
We list a few steady-state conditions that will facilitate the log-linearization of the equa-
tions determining the price-elasticity and inter-temporal e¤ects of deep habits. In steady-
state, the rst order conditions for the rms choice of quantities, i.e. Equation 14 and
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Equation 15 are given by
DH   1
DH
+
 
1  !Z Z = Z 8Z 2 fC; I; Gg (ss-i)
and

Z
=
Z
1  !Z 
Z 8Z 2 fC; I; Gg (ss-ii)
Combining steady-state conditions ss-i and ss-ii, we get
DH   1
DH

1  !Z
1  !Z   Z (1  !Z)

= Z 8Z 2 fC; I; Gg (ss-iii)
Steady-State Mark-Up Note that
1. There are no price adjustment costs in steady-state: P = 0:
2. Aggregate demands are given by : XZ = Z
 
1  Z 8Z 2 fC; I; Gg
3. The great ratios are dened as : Z =
Z
Y
8Z 2 fC; I; Gg
Impose these conditions on the price-setting condition Equation 11 in steady-state to
get
P =
1
C
 
1  C C + I  1  I I + G  1  G G (ss-iv)
Use steady-state condition ss-iii to substitute out the steady-state values of the Lagrange
multipliers Z
P =
1
DH 1
DH

C

(1 C)(1 !C)
1 !C C(1 !C)

+ I

(1 I)(1 !I)
1 !I I(1 !I)

+ G

(1 G)(1 !G)
1 !G G(1 !G)

This expression yields the gross steady-state mark-up DH :
DH =

P
 

P
   1 (ss-v)
where   
8><>: C

(1 C)(1 !C)
1 !C C(1 !C)

+ I

(1 I)(1 !I)
1 !I I(1 !I)

+ G

(1 G)(1 !G)
1 !G G(1 !G)

< 1
1 in the absence of deep habits i.e. Z = !Z = 0
9>=>;
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A.2 The Flow of Value from the Stock of Habit
In the log-linearization of Equation 15, we use steady-state condition ss-ii and simplify to
get
^
Z
t =
 
1  !ZEt^Zt+1 + !ZEt^Zt+1 +Et U^Ct+1   U^Ct 8Z 2 fC; I; Gg (A3)
A.3 Inter-temporal Mark-Up Dynamics
Steady-state conditions ss-ii and ss-iii are helpful in the log-linearization of the condition
for the optimal choice of the quantities to satiate demand, namely Equation 14. The
log-linearized version is given by
^
Z
t =
1  !Z
Z (1  !Z) ^
Z
t  
1  !Z   Z  1  !Z
Z (1  !Z) (DH   1)
^t
Substitute this expression into Equation A3 and simplify to get the dynamics of the mark-
up. For z 2 fc; i; gg
^t =
(DH   1)
 
1  !Z
1  !Z   Z (1  !Z)| {z }
z1
^Zt  
(DH   1)
 
1  !Z Z  1  !Z+ !Z
1  !Z   Z (1  !Z)| {z }
z2
Et^
Z
t+1
  
Z (DH   1)
 
1  !Z
1  !Z   Z (1  !Z)| {z }
z3
Et

U^Ct+1   U^Ct

+  !Z|{z}
z4
Et^t+1 (A4)
In the main text, we use the public sector analog of the above equation and also express
the mark-up as the di¤erence between price and nominal marginal cost.
A.4 The Phillips Curve
Log-linearizing, the rst order condition with respect to the price level Equation 11, we
get the Phillips curve
^t = Et^t+1
  P
P
24 CC  1  C ^Ct + X^Ct   Y^t+ II  1  I ^It + X^It   Y^t
+GG
 
1  G ^Gt + X^Gt   Y^t
35
Now, we proceed in three steps to obtain the Phillips curve used in the main text:
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1. Substitute out the aggregate demands X^Zt =
Zt
1 Z   
Z
1 Z S^
Z
t 1 8Z 2 fC; I; Gg
2. To introduce the time-varying price elasticities of demand "^ ZP;t =
Z
1 Z

Z^t   S^Zt 1

in
the Phillips curve, we add and subtract 
C
1 C C^t;
I
1 I I^t and
G
1 G G^t in the respective
parentheses
Use P =
1
C(1 C)C+I(1 I)I+G(1 G)G on the coe¢ cient on output and collect
output and the demand terms together in the square brackets.
^t = Et^t+1 +
1
P
h
Y^t   P CC
 
1  C C^t   P II  1  I I^t   P GG  1  G G^ti
 P 
CC
 
1  C
P
 
^Ct + "^
C
P;t
  P II  1  I
P
 
^It + "^
I
P;t

(A5)
 P 
GG
 
1  G
P
 
^Gt + "^
G
P;t

In the main text, we have expressed this equation in terms of prices rather than ination
to highlight the negative impact of the rising elasticity of demand on the price level.
Linking the Deep Habits Phillips Curve to the Standard NKPC To derive
the standard NK Phillips curve from the deep habits Phillips curve, we use the following
conditions.
1. Deep habits do not prevail in any component of aggregate demand: 
Z
= !
Z
= 0 8
Z 2 fC; I; Gg
2. From the analogs for steady-state conditions ss-iii; ss-iv and ss-v; we get DH 1DH =

Z
= 1
P
, DH =

P

P
 1 . The mark-up is now exactly the same as in standard
models of monopolistic competition.
3. Using the two above conditions in Equation A4, we obtain a negative relationship
between real marginal costs and real marginal prots:    
P
  1 cmct = ^Zt :
4. The price elasticities in log-linearized terms are zero when there are no deep habits:
"^
Z
P;t = 0:
5. Markets clear : Y^t = CC^t+I I^t+GG^t and the great ratios add up to unity: C+
I + G = 1:
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Using the aforementioned expressions in the deep habits Phillips curve, Equation A5,
we recover the standard New Keynesian Phillips Curve under Rotemberg adjustment costs.
^t = Et^t+1 +

P
  1
P
cmct (A6)
Interpreting Rotemberg Adjustment Costs on a Calvo Price Duration
Scale Let us consider the simplest case when consumption is the only component of
aggregate demand C = 1 while I = G = 0 and when the stock of habit is not persis-
tent, i.e. !C = 0:
We restate Equation A4 that decides the mark-up dynamics and express it in terms of
the real marginal prot. We will also use the fact the mark-up is the negative of the real
marginal cost.
^ Ct =  
1  C
DH   1
cmct + CEt h^Ct+1 + Et U^Ct+1   U^Cti
Plug the above equation into the deep habits Phillips curve Equation A5, use the analogs
for steady-state conditions ss-iii, ss-iv and ss-iv when consumption is the only component
of demand and rearrange variables to get
^t = Et^t+1 +
"

P
  1
P
+
C
 
   
P

P
# cmct   C
P
Et
h
^Ct+1 +Et

U^Ct+1   U^Ct
i
  "^
C
P;t
P
(A7)
As seen in Equation A6; in a world without deep habits, the Rotemberg adjustment scheme
delivers a coe¢ cient

P
 1
P
on the marginal cost in the NKPC. In the Calvo analog where
the slope coe¢ cient is (1 )(1 ) such that
1
1  determines the duration of price stickiness.
In the standard case, it is possible to compare slope coe¢ cients on the marginal costs given
by both schemes of price adjustment, to interpret the Rotemberg cost in price duration
terms. But the presence of deep habits complicates matters. In the above Phillips curve,
Equation A7, the coe¢ cient on marginal costs will be less than the conventional

P
 1
P
as
long as 
P
> ; a condition satised in our calibration where 
P
= 5.3 and  = 0.9902.
Thus for a given value of adjustment costs, the introduction of deep habits reduces the
response of prices to the marginal cost and hence it is impossible to compare the deep
habits Phillips curve slopes to the Calvo analog. Hence we stick to the standard forward-
looking NKPC to interpret the slope of the Phillips curve in quarterlyterms. Of course,
in the wage-setting equation, the slope under Rotemberg costs can be easily interpreted
on the Calvo scale.
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  Table 1: Calibration  
   
SYMBOL DESCRIPTION VALUE 
   
Parameters in Flexible Price and Wage Model as in RSU (2006) 
   
σC Risk Aversion 2 
   
β Subjective Discount Factor 0.9902 
   
1/σN Frisch Elasticity 1.3 
   
ηP Elasticity of Substitution between Goods Varieties 5.3 
   
θ C = θG External Habit in Consumption and Government Spending 0.86 
   
χC  = χG Persistence of Habit Stock in Consumption and Government Spending 0.85 
   
θ I External Habit in Investment 0 
   
χI Persistence of Habit Stock in Investment 0 
   
α Share of Capital in Production Function 1/4 
   
ΞG Steady-state  Share of Government in GDP 0.12 
   
ΞC Steady-state  Share of Consumption in GDP 0.70 
   
ρ Persistence of Government Spending Shock 0.90 
   
σG Standard Deviation of Shock 1% 
 
Additional Parameters in Models with Nominal Rigidities 
 
φpi Interest Rate Response to Inflation 1.50 
    
φY Interest Rate Response to Output 0.50 
   
 
Φ
P
,  Φ
W
 Price and Wage Adjustment Costs Value Calvo Contract Duration  
   
(NKPC Scale) 
   
 
  2.85 ~ 1.50 Q 
   
 
  5.60 ~ 1.75 Q 
   
 
  8.52 ~ 2.00 Q 
   
 
  25.29 ~ 3.00 Q 
   
 
  50.17 ~ 4.00 Q 
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Abstract
This paper employs a small open economy DSGE model, estimated over 1986-
2009, to decompose the dynamic inuence of domestic and international prices on the
Canada-US real exchange rate. While the real exchange rate mimics the dynamic
behavior of the relative price of non-tradables in terms of tradables in response to
a non-tradable sector-specic disturbance, the purely tradable component dominates
in the case of other shocks, irrespective of their structural origin. Variance decom-
positions reveal that the sources of the movements in the tradable component lie in
unsystematic deviations from uncovered interest parity as well as import price mark-up
shocks. Consequently, these disturbances are far more potent than internal tradable
or non-tradable sector-specic disturbances in driving real exchange rate uctuations.
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1 Introduction
The profession has generally struggled to relate the persistent and volatile behavior of
the real exchange rate to macroeconomic fundamentals. Key to understanding the real
exchange rate are its multiple constituents: the nominal exchange rate as well as the
domestic and international relative prices. Traditional theorists viewed the movements
in the real exchange rate as shifts in the relative price of non-tradable goods to that of
tradable goods (Samuelson 1964). However, more recently, economists have appealed to
the price of tradable goods, i.e. deviations from the law of one price in particular, to
explain real exchange rate movements (See e.g. Betts and Devereux 2000). This paper
makes an empirical contribution to this classic debate.
Extant empirical analyses of the nexus between the real exchange rate and relative
prices have relied on a statistical decomposition of the in-sample volatility of the real
exchange rate into that of its various components. Engel (1999) decomposes the variance
of the CPI-based US real exchange rate vis-à-vis many of its trade-partners and observes
that almost none of the variability emanates from the relative price of non-tradables.
Chari, Kehoe and McGrattan (2002) attribute as much as 98 percent of the variance of
the Euro-Dollar real exchange rate to the international relative price of tradables. These
reduced-form results have motivated a generation of general equilibrium models of the
exchange rate, e.g. Chari, Kehoe and McGrattan (2002), to abstract from non-tradables.
More recently, Wolden Bache, Næss and Sveen (2009) explicitly introduce export and
import prices into the denition of the real exchange rate and nd that the wedge between
these prices at the border and the price of domestically tradable goods, i.e. deviations
from the law of one price, contribute between 30 and 70 percent of the variance of four US
bilateral real exchange rates while the non-tradable component always contributes below
10 percent.
However, recent empirical studies have provided evidence in favor of the importance
of the relative price of non-tradable goods for the real exchange rate. Burstein, Eichen-
baum and Rebelo (2006) nd that the non-traded component accounts for about half the
variability of the real exchange rate. Betts and Kehoe (2008), in an extensive study of
50 economies over 25 years, attribute a third of the variance of the real exchange rate to
the relative price of non-tradables. These results suggest that the open economy litera-
ture, more specically the empirical general equilibrium models that study the important
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sources of exchange rate uctuations (e.g. Lubik and Schorfheide 2005, Bergin 2006 and
Rabanal and Tuesta 2009), may have been premature in abandoning fully articulated
non-tradable sectors.
In the light of the inconclusive evidence provided by the reduced-form literature, we
o¤er a structural treatment of real exchange rate uctuations, by embedding the exchange
rate in a richly specied dynamic stochastic general equilibrium (DSGE) model that allows
it to uctuate in response to deviations from the law of one price as well as changes in
the relative price of non-tradables. Subsequently, we use full-information methods to t
the DSGE model on time series on a battery of domestic and international price series
that constitute the real exchange rate. The central contribution of this paper is a study
of the correspondence between the real exchange rate and its constituent relative prices
in dynamic responses to structural shocks. Complementary to the reduced-form studies,
we recover the dominant relative price e¤ect, but unlike that literature, we distinguish
between the movements that are generated in the relative prices, and hence the aggregate
real exchange rate due to the distinct structural origin of these disturbances.1
Our results are in the direction of those reported by Engel (1999) and Wolden Bache
et al. (2009). In all the variants of the estimated DSGE model, we nd that while
the real exchange rate inherits the dynamic behavior of the internal relative price of non-
tradables in response to a technology shock specic to the non-tradable sector, movements
in the purely tradable component dictate real exchange rate dynamics in the case of
other disturbances, irrespective of their structural origin. Not surprisingly, sector-specic
disturbances hardly matter in the larger scheme: the shock to the uncovered interest parity
condition, that exerts its inuence via the purely tradable component, accounts for about
half the variability whenever it is used in the estimation exercise. In fact, even when we do
not employ this shock in the estimation, internal sector-specic shocks do not matter for
the forecast variance. Price mark-up shocks in the import segment of the model appear
to be more potent than shocks to internal prices in generating uctuations in the real
exchange rate.
The model that we build and estimate is in the new tradition of open economy models
1 It is important to understand that we examine the impulse responses and the forecast variance of the
real exchange rate while the statistical studies decompose the variance of the real exchange rate into the
variances and covariances of its dened components, typically the international relative price of tradables
and the internal relative price of non-tradables.
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estimated with Bayesian methods as seen in Justiniano and Preston (2006), Jacob and
Peersman (2008) and Rabanal and Tuesta (2009). Unlike these models, in view of our
objective, we introduce a non-tradable sector in our DSGE model as in two empirical
papers which study real exchange rate dynamics in stylized two-country models linking
the US and the Euro-Area. Rabanal and Tuesta (2007) and Cristadaro, Gerali, Neri and
Pisani (2008) evaluate the ability of standard empirical open economy models, augmented
with non-tradables, to address fundamental macroeconomic puzzles as the real exchange
rate volatility and persistence anomaly and the consumption real-exchange rate anomaly,
together with understanding the important stochastic driving forces of the real exchange
rate.2
Rabanal and Tuesta (2007) nd that technology shocks in the non-tradable sector
determine a third of the conditional forecast variance of the Euro-Dollar real exchange
rate. However, their results rest uncomfortably on two unrealistic features of the economic
environment they construct: the imposition of strict uncovered interest parity and the law
of one price for tradable goods. The rst feature - the presence of the parity condition that
ties down the expected evolution of the nominal exchange rate to the interest di¤erential
- obscures the fact that the exchange rate is mostly driven by stochastic deviations from
uncovered interest parity, as the vast majority of the empirical open economy literature
nds (See e.g. Rabanal and Tuesta 2009 and Justiniano and Preston 2006). On the other
hand, under the law of one price, export and import prices are simply foreign currency
equivalents of the price of the domestic tradable good and there is perfect passthrough of
exchange rate uctuations into import prices. This strategy precludes the use of export and
import prices, which are typically more volatile than domestic prices, in the estimation of
their model and hences ignores the possibility of these prices acting as potential sources of
volatility for the real exchange rate as reported by Wolden Bache et al. (2009). The second
study closely related to ours is that of Cristadoro, Gerali, Neri and Pisani (2008) who
impose neither pure uncovered interest parity nor the law of one price in their empirical
model. In extreme contrast to Rabanal and Tuesta (2007), they nd that about ninety
percent of the asymptotic forecast variance of uctuations in the Euro-Dollar exchange
rate are driven by deviations from interest parity. However, just as Rabanal and Tuesta
(2007), they continue to ignore import and export price series in their empirical analysis.
2Recent theoretical models that use non-tradable goods to address exchange rate puzzles include Be-
nigno and Thoenissen (2008), Dotsey and Duarte (2008) and Corsetti, Dedola and Leduc (2008).
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While our DSGE model shares the introduction of a non-tradable sector with both
papers, and uses endogenous deviations from the law of one price as in Cristadoro et al.
(2008), the focus on the inter-linkages between the relative prices distinguishes this paper
from its precedents. Furthermore, instead of studying the synthetic Euro-Dollar series in a
stylized two-country model as in the two aforementioned papers, we examine the Canada-
US real exchange rate in a small open economy (SOE) model. This modelling strategy
delivers a statistical advantage: unlike Rabanal and Tuesta (2007) and Cristadoro et al.
(2008), all the prices that can inuence the real exchange rate, i.e. the prices of domestic
tradable and non-tradable goods, foreign price level as well as bilateral variables as the
nominal exchange rate and export and import prices, can be treated as observable states
in the estimation while preserving the tractability of the exercise.3 We can also allow for
a much richer specication of the home economy, Canada in our case, while the larger and
relatively closed foreign economy that forms the second country, the US, is modelled in
a minimalist way. We t the SOE model on twelve macroeconomic quarterly time series
over 1986-2009.
To the extent that the SOE model is estimated with Canada-US data, this paper
is also related to the work of Justiniano and Preston (2006, 2010) and Dib (2003) who
estimate more stylized SOE models on similar datasets. The former examines the inuence
of foreign shocks on the SOE while the latter compares macroeconomic dynamics under
closed economy and open economy assumptions. In contrast to the focus of this paper,
these studies do not dwell on the components of the real exchange rate. In this manner, we
contribute simultaneously to two strands of the literature, the modern empirical general
equilibrium open economy literature as well as the reduced-form literature on the inuence
of relative prices on the exchange rate.
We proceed as follows. Section 2 outlines a SOE model that endogenously determines
the international and internal prices that constitute the real exchange rate. Section 3
details the disaggregation of the real exchange rate and discusses the qualitative di¤erences
in the inuences of its component prices. Section 4 presents the estimation results while
Section 5 evaluates the robustness of the main results. Section 6 concludes.
3While Rabanal and Tuesta (2007) only use aggregate CPI and PPI (domestic tradables) series, Crista-
doro et al. (2008) use the goods as well as services components of the CPI. As empirical two-country
models typically employ an equal number of series for each economy along with bilateral series as the
exchange rate, both studies ignore the export-import price series as well as physical investment to preserve
tractability.
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2 The Baseline Small Open Economy Model
The baseline model has much in common with the closed economy models estimated for the
US and the Euro-Area by Smets and Wouters (2003, 2007). The open economy dimension
of the model is very similar to that of Adolfson et al. (2007) who estimate a rich SOE model
for Sweden. All these models have enjoyed considerable success in terms of statistical t.
We only present equilibrium conditions for the SOE that are log-linearized around a simple
symmetric non-stochastic steady-state with balanced trade and no ination or exchange
rate depreciation. Variables presented as logarithmic deviations from the steady-state are
denoted by a superscript b. Typically, foreign economy variables and parameters are
denoted with a superscript   . We follow Smets and Wouters (2003) in abstracting
from balanced growth and normalizing all the shocks in the theoretical model so that they
enter the estimation with a unit coe¢ cient. The structural innovations in all the AR(1)
shock processes, x are i.i.d. N (0; x) and the autocorrelation coe¢ cients are indicated
by x 2 [0; 1) 8x:
Aggregation Sectors Production takes place in three layers in the SOE. The bot-
tom layer is composed of two monopolistically competititive sectors producing the non-
tradable bundle Y NT and the home-produced tradable bundle Y TH . The middle layer
is formed by a perfectly competitive sector that aggregates the home-produced tradable
bundle and the imported bundle Y TM to compose a nal tradable good Y
T in a CES combi-
nation, very similar to the Armington aggregation of home and imported tradables seen in
Backus, Kydland and Kehoe (1994). M denotes the share of imports in the nal tradable
aggregate. The top layer is constituted by a perfectly competitive sector that combines
the non-tradable bundle and the tradable aggregate again in a CES composite to form
the nal good Y for consumption and investment. NT denotes the share of non-tradable
component absorbed by the SOE. The nal consumption-investment good is not traded
internationally.
The aggregate price level PCPI , i.e. the consumer price index, is a convex combination
of price of the non-tradable bundle PNT and that of the nal tradable aggregate P T . On
the other hand, the price level of the tradable aggregate combines the price of the domestic
tradable bundle P TH and the price of the imported bundle P
T
M .
P^CPIt = (1  NT )P^ Tt + NT P^NTt (1)
Chapter 4
88
P^ Tt = (1  M )P^ THt + M P^ TMt (2)
NT > 0 denotes the elasticity of substitution between the non-tradable bundle and the
tradable aggregate and M > 0 denotes the trade elasticity. These parameters moderate
the relationship between the relative prices and the corresponding quantities through the
demand functions for the aggregated intermediate bundles.
Y^ Tt = Y^t + NT NT

P^NTt   P^ THt

(3)
Y^ NTt = Y^
T
t   NT

P^NTt   P^ THt

(4)
Y^ THt = Y^
T
t + MM

P^ TMt   P^ THt

(5)
Y^ TMt = Y^
T
Ht   M

P^ TMt   P^ THt

(6)
To be sure, there are numerous ways of introducing non-tradables into a DSGE model.
For example, in their theoretical model Dotsey and Duarte (2008) devise an intricate
input-output structure where non-tradable nal output enters two segments of the model,
unlike in our case. Firstly, it is used as an input to produce the nal tradable aggregate,
which is partly used for investment while the remaining enters the nal consumption
bundle. Secondly, non-tradables are also a direct input in the consumption bundle to
form the nal good.4 Given our objective to estimate the model, the simple production-
based structure that we employ is less restrictive on the data as it economizes on the
model-implied steady-state shares (e.g. M ; NT ) which are typically calibrated. This is
in contrast to a richer specication which allows for di¤erent shares of non-tradables and
imports in consumption and investment and entails a multiplicity of share parameters
that have to be xed.5 An additional advantage of this simple specication lies in the
tradable segment as we avoid making a distinction between consumption and investment
4 In another theoretical study, Benigno and Thoenissen (2008), the nal good which has a non-tradable
component, is only used for consumption. The intermediate non-tradable and tradable goods rms that
own the capital stocks use a proportion of their output as investment in their production process in
the next period. On the other hand, in the empirical literature, Rabanal and Tuesta (2007) use only
a nal consumption bundle that combines tradable and non-tradable components. The output of both
intermediate sectors that is not consumed is absorbed by scal spending shocks. In Cristadoro et al.
(2008) non-tradables appear both in the form of distribution services and are part of the nal composite
for consumption. Unlike the theorists, the latter two studies abstract from investment.
5As DSGE models are usually estimated with demeaned data, the ltered data is not informative about
these long-run share parameters and most empirical modellers prefer to calibrate these shares from sample
averages.
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export-import prices. Empirically, this is useful as the export-import price data that we
use to estimate the model cover a wide variety of investment as well as consumption goods
ranging over agricultural products, machinery, oil and automobiles. On the downside, the
simplicity of the structure necessitates abstracting from distribution services, a form of
expenditure on the non-tradable sector found to be important to understand real exchange
rate behavior in theoretical models, e.g. Corsetti and Dedola and Leduc (2008).6
Intermediate Sectors The two intermediate goods sectors in the SOE are mo-
nopolistically competitive, with the aggregated non-tradable and tradable bundles being
Dixit-Stiglitz composites of a continuum of di¤erentiated intermediate varieties. Each
intermediate variety can be both consumed and invested and the distinction between va-
rieties between the two sectors lies only in the tradability. In each sector indexed by
z 2 fT; NTg, output is produced by a Cobb-Douglas function that combines labor and
capital rented from the household, with  governing the share of capital. "z is an AR(1)
sector-specic productivity disturbance and fc is a xed cost in production necessary to
ensure that prots are zero in steady-state.
yzt = fc

K^zt 1 + (1  ) N^ zt + "zt

(7)
The factors of production are perfectly mobile and hence their respective prices, the
(CPI-based) real rates rk and w are equalized across sectors. This implies the real mar-
ginal costs (1  ) w^ + r^k   "z are identical, except for the sector-specic technological
disturbances.
Nominal adjustment is imperfect in both sectors and price-setting behavior is governed
by Calvo lotteries. NT 2 (0; 1) is the Calvo probability parameter for the sales of non-
tradables while NT 2 [0; 1] denotes the degree of price indexation. If  2 (0; 1) denotes
the agents subjective discount factor and Et is the expectational operator conditional
on the information set at the beginning of period t, the Phillips curve for sales by the
6The presence of distribution services combined with a very low elasticity of substitution between
home-produced tradables and imports, can be used to generate high real exchange rate volatility and low-
passthrough. However, Rabanal and Tuesta (2007) report that the presence of this friction reduces the
empirical t of their Euro-Area-US model considerably.
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non-tradable sector is given by
^NTt =
NT
1 + NT
^NTt 1+

1 + NT
Et^
NT
t+1+
 
1  NT   1  NT 
NT (1 + NT )
h
(1  ) w^t + r^kt   "NTt + P^CPIt   P^NTt
i
(8)
On the other hand, TH 2 (0; 1) is the Calvo parameter for domestic sales of the tradable
good while TH 2 [0; 1] denotes the degree of price indexation for domestic sales. The
Phillips curve for domestic sales is given by
^THt =
TH
1 + TH
^THt 1+

1 + TH
Et^
T
Ht+1+
 
1  TH
  
1  TH

TH
 
1 + TH
 h(1  ) w^t + r^kt   "Tt + P^CPIt   P^ THti
(9)
The international trade structure of the SOE is adapted from Adolfson et al. (2007).
The monopolistic importer buys foreign output at the domestic currency equivalent of
the aggregate foreign price level PCPI and sells it in the SOE in the local currency as a
mark-up over the procurement price, generating a wedge between the import price facing
the nal good sector and the cost of imports. This wedge expressed as P^CPI+[NEx P^M
can be interpreted, as in Lubik and Schorfheide (2005), as the law of one price gap. If
TM 2 (0; 1) is the Calvo parameter for import sales and TM 2 [0; 1] denotes the degree of
price indexation, the imports Phillips curve is given by
^TMt =
TM
1 + TM
^TMt+

1 + TM
Et^
T
Mt+
 
1  TM
  
1  TM

TM
 
1 + TM
 hP^CPIt + [NExt   P^Mt + "PMMt i
(10)
The presence of price-stickiness dampens the transmission of uctuations in the nominal
exchange rate NEx (a rise in which implies a depreciation of the SOE currency) into
import prices and hence the aggregate price level of the SOE. "PMM is an AR(1) cost-push
shock to import price ination and can be motivated by time-varying demand elasticities
facing the importer in the SOE. In e¤ect, it acts the exogenous component of the law of
one price gap.
Export sales of the SOE constitute only an innitesimal proportion of total absorption
in the foreign economy. Y  and PCPI indicate foreign output and consumer price levels,
the demand function for exports is given by
Y^ THt = Y^

t   M

P^ THt   P^CPIt

(11)
Analagous to the importer, the representative exporter sets his price P THt in the foreign
currency as a mark-up over its nominal marginal cost, the price of the home-produced
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tradable good. If TH 2 (0; 1) is the Calvo parameter for export sales and TH 2 [0; 1]
denotes the degree of price indexation, the corresponding Phillips curve is given by
^THt =
TH
1 + TH
^THt 1+

1 + TH
Et^
T
Ht+1+
 
1  TH
  
1  TH

TH
 
1 + TH
 hP^ THt   [NExt   P^ THt + "PMHt i
(12)
where "PMHt is a cost-push shock to export price ination and as in the importers case,
it can be motivated by time-varying demand elasticities facing the exporter in the foreign
market.
Consumers Consumers have access to private risk-free nominal one-period bonds
that are denominated either in domestic or foreign currency and the domestic physical
capital stock to facilitate the inter-temporal transfer of wealth. Equation 13 determines
the ow of consumption that is indicated by C. The curvature parameter C > 0 and the
external habit coe¢ cient # 2 [0; 1) govern the inter-temporal elasticity of substitution. R
is the gross interest rate on domestic bonds set by the monetary authority while CPI is the
gross ination in the consumer price index. "TI is a disturbance that can be interpreted as
a time-impatienceshock to the subjective discount factor and evolves as AR(1) process.
C^t =
1
1 + #
EtC^t+1 +
#
1 + #
C^t 1   1
C
(1  #)
(1 + #)

R^t  Et^CPIt+1

+ "TIt (13)
Equation 14 presents uncovered interest parity (UIP), the arbitrage condition for home
and foreign bonds that pins down the expected depreciation of the domestic currency to
the di¤erential in nominal interest rates. Since the failure of UIP in its primitive form
has been well documented, we add to this condition an AR(1) stochastic process "UIP .
Devereux and Engel (2002) attribute this random deviation from strict interest parity as a
source of exchange rate disconnect from fundamentals and interpret it as emanating from
misaligned expectations from foreign currency traders on the evolution of the currency.
Farrant and Peersman (2006) present vector autoregression evidence on the importance of
pure exchange rateshocks in driving OECD exchange rates. In a DSGE environment, a
pure exchange rate shock can easily be understood as a disturbance to the interest parity
condition. When we estimate the model, the UIP shock captures the persistence in the
nominal exchange rate data that we cannot match in its absence given that interest parity
predicts that the exchange rate behaves in a purely forward-looking manner. Finally, due
to the incomplete asset markets set-up,  > 0 that measures the cost incurred by SOE
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investors in acquiring net foreign assets NFA; is used as a stationarity-inducing device.7
Et[NExt+1   [NExt = R^t  

R^t   \NFAt + "UIPt

(14)
The consumer invests a quantity I of the nal good in the aggregate capital stock
K that is rented out to both the non-tradable and tradable sectors as factor inputs.
Investment is subject to adjustment costs increasing in the parameter  > 0 that delays
its response to changes in its marginal value measured by Tobins Q.
I^t =

1 + 
EtI^t+1 +
1
1 + 
I^t 1 +
1
 (1 + )
dTQt + "INVt (15)
K^t = I^t + (1  ) K^t 1 +  (1 + ) "INVt (16)dTQt = (1   (1  ))Etr^kt+1 +  (1  )EtdTQt+1   R^t  Et^CPIt+1  (17)
"INV is an AR(1) investment-specic technology shifter that increases the marginal e¢ -
ciency of the conversion of investment into the capital stock. Equation 17 is the rst order
condition for the capital stock that decides the dynamics of Tobins Q.
The wage is set as in Smets and Wouters (2003). The agent provides a di¤erentiated
labor service in the factor market and has monopoly power. If W 2 (0; 1) is the Calvo
parameter for nominal wage stickiness, N > 0 is the reciprocal of the Frisch elasticity of
labor and W > 1 is the elasticity of substitution between labor varieties, nominal wage
ination is given by
^NWt  W ^CPIt 1 = Et
 
^NWt+1   W ^CPIt
 (1  W ) (1  W )
W (1 + NW )
"
w^t   N N^t   C C^t   #C^t 1
1  #
#
+"WMt
(18)
The degree of indexation of wages to lagged CPI ination is measured by W 2 [0; 1]. "WM
is a cost-push disturbance that can be interpreted as a shock to the mark-up of the real
wage over the marginal rate of substitution between consumption and leisure (in square
brackets) and as in Smets and Wouters (2007) follows an ARMA (1; 1) process dened as
"WMt = WM "
WM
t 1 + WMt   WMWMt 1 such that WM 2 [0; 1).
7See Bergin (2006) and the references cited therein for alternative solutions to the unit-root problem in
incomplete nancial asset markets models.
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Market Clearing Final goods market-clearing requires that the production of the
nal good sector is absorbed by consumption, investment and government spending, each
weighted by its respective steady-state share in output.
Y^t = CC^t + I I^t + GG^t (19)
The unmodelled scal sector is nanced by lumpsum taxes and consumes a xed proportion
of output.
The intermediate tradable goods are sold both at home and exported.
y^Tt = (1  M )Y^ THt + M Y^ THt (20)
The factor markets clear when the supply of labor and capital by the household is
absorbed by demand from both the non-tradable and tradable sectors. {N and {K are
the shares of labor and capital demand by the non-tradable sector in the aggregate demand
for the respective factor of production.
N^t = {N N^NTt + (1  {N ) N^Tt (21)
K^t = {KK^NTt + (1  {K) K^Tt (22)
The inter-temporal ow of net foreign assets as a proportion of tradable output is given
by
\NFAt   1

\NFAt 1 = M

[NExt + P^ THt + Y^ THt

  M

P^ TMt + Y^
T
Mt

(23)
Monetary Authority The monetary authority in the SOE follows a simple empiri-
cal Taylor-type rule to set the nominal interest rate, targetting CPI ination and the level
as well as changes in output.
R^t = MON R^t 1 + (1  MON )

^
CPI
t + yY^t

+ y

Y^t   Y^t 1

+ MONt (24)
Foreign Economy The model is closed by postulating that the foreign economy
follows a simple closed-economy rational expectations model. Output, CPI ination and
the nominal interest rate are given by an Euler equation, Phillips curve and empirical
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monetary policy rule in the following sequence.8
Y^ t =
1
1 + #
EtY^

t+1 +
#
1 + #
Y^ t 1  
1
C
(1  #)
(1 + #)

R^t  Et^CPIt+1

+ "Y t (25)
^CPIt =

1 + 
^CPIt 1 +

1 + 
Et^
CPI
t+1 +
(1  ) (1  )
 (1 + )
 
Y^ t + 

C
Y^ t   #Y^ t 1
1  #
!
+"CPIt
(26)
R^t = 

MON R^

t 1 + (1  MON )

^
CPI
t + 

yY^

t

+ y

Y^ t   Y^ t 1

+ MONt (27)
C and #
 are the foreign utility curvature and external habit coe¢ cients while  and 
are the Calvo parameter and indexation in price-setting respectively. Monetary policy is
conducted in a way similar to that of the SOE. "Y  and "CPI are foreign AR(1) output
and CPI disturbances while MON is an innovation to monetary policy.
3 The Composition of the Real Exchange Rate
The model-implied CPI-based real exchange rate is now written as the sum of its con-
stituent relative prices.9 The rst ingredient we dene is rerT , the international relative
price of tradables, that includes the nominal exchange rate. The second component, rerM
denotes the inuence of the relative price of imports in terms of the domestic tradable
good, i.e. the terms of trade, weighted by the share of tradables in total absorption as
well as the share of imports in the tradable aggregate. Finally, rerNT is the internal rela-
tive price of the non-tradable good in terms of the home-produced tradable good, weighted
by the share of non-tradables in aggregate absorption.
[REx
CPI
t =

[NExt + P^CPIt   P^ THt

| {z }
rerTt
  (1  NT ) M

P^ TMt   P^ THt

| {z }
rerMt
 NT

P^NTt   P^ THt

| {z }
rerNTt
(28)
8We abstract from investment and scal policy in the foreign economy. In the foreign utility function,
we assume a unitary Frisch elasticity of the labor supply while the production function is linear in hours.
Justiniano and Preston (2006, 2010) use a similar New Keynesian model to model the US, and unlike in
our case, they estimate the Frisch elasticity while also using wage rigidities and data. Alternatively, the
foreign economy can be modelled as a vector autoregression as in Adolfson et al. (2007).
9This can easily be done by using the denition of the SOE aggregate price levels given in Equation
1 and Equation 2 in the primitive denition of the CPI-based real exchange rate, [REx
CPI
t = [NExt +
P^CPIt   P^CPIt :
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Importantly, since exports of the SOE only account for a negligible share of the Foreign
economy, the export price has only an indirect e¤ect on the real exchange rate through
the export demand function given in Equation 11. Note that the above equation can also
be written in terms of the inverse of the mark-up of the price-setting importer, i.e. the
law of one price gap [NEx + P^CPI   P^ TM ; if one subtracts and adds the import price to
rerT .10
The above decomposition claries that a fall in the price of the home-produced trad-
able a¤ects the real exchange rate through all three relative prices, the rst leading to
a real depreciation and the latter two triggering an appreciation. In the aggregate, the
direction of the real exchange rate response depends on which relative price e¤ect domi-
nates. However, the impact of a fall in the relative price of non-tradables, originating from
a fall in the absolute price of non-tradables, is ceteris paribus a real depreciation. Even
though a rise in the relative price of non-tradables appreciates the currency in real terms,
the mechanism is dissimilar to that used in the Balassa-Samuelson framework due to Bal-
assa (1964) and Samuelson (1964). In a nutshell, the Balassa-Samuelson thesis focuses
on a productivity increase in the tradable sector that leads to a decrease in prices and a
concurrent rise in labor demand and the real wage. Since labor is perfectly mobile across
the two sectors, costs and prices increase in the non-tradable sector, so that the relative
price of non-tradables increases, leading to an overall appreciation of the real exchange
rate. However, while the original analyses were set in a static frictionless environment,
our model hinges on a CES hierarchy of prices and quantities exhibiting di¤ering and,
as we shall see in Section 4, sometimes extreme degrees of inertia. For example, prices
in the non-tradable sector may even fall in response to a tradable sector-specic technol-
ogy shock, in our set-up as the nominal marginal cost that is common to both sectors
experiences a decline, generating a real depreciation of the currency.
10This alternative decomposition of the real exchange rate is given as
[REx
CPI
t =

[NExt + P^CPIt   P^TMt

+ [1  (1  NT ) M ]

P^TMt   P^THt

  NT

P^NTt   P^THt

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4 Estimation
4.1 Data
The Canada-US case provides the ideal environment to take our SOE model to the data.
Canada is a small and very open economy that conducts most of its international trade
transactions with only one partner, the United States. Over the period 2003-2008, the US
accounted for nearly 80 percent of Canadas exports and about 67 percent of its imports
(Statistics Canada 2009). Naturally, and importantly for the purpose of this paper, the
IMFs trade-weighted nominal e¤ective exchange rate for the Canadian dollar is almost
identical to the Canada-US exchange rate (see Figure 1).
We follow Dotsey and Duarte (2008) and Cristadaro et al. (2008) in mapping the pro-
duction of domestic tradables in the theoretical model to goods and that of non-tradables
to services. Accordingly, we use the goods and services components of the CPI to measure
the price variables for the tradable and non-tradable sectors respectively. The inuence of
the deviations from the law of one price is captured through the use of the bilateral export
and import price series between Canada and the US. In short, for Canada, we use real
consumption, real investment, nominal wage ination, CPI Goods ination, CPI Services
ination and the nominal interest rate. For the US, we use real GDP, CPI ination and
the nominal interest rate. Bilateral series include export price ination, import price in-
ation and the nominal Canada-US exchange rate. The data spans 1986 Q.I - 2009 Q.II.
The series for interest rates, price inations and wage ination are demeaned. All other
series enter the estimation in demeaned rst-di¤erences of their natural logarithms. These
twelve time series are used to identify the twelve structural innovations in the theoretical
model - TI ; INV ; MON ; T ; NT ; WM ; PMM ; 
PM
H ; 
Y ; CPI; MON and UIP .
Table 1 relates the model analog to the observed data series we employ and also provides
the unconditional moments of the data. Other particulars are detailed in the Appendix.
4.2 Methodology
We follow the Bayesian estimation methodology of Smets and Wouters (2007) and we refer
the reader to the original paper for a detailed description. In a nutshell, the Bayesian
paradigm facilitates the combination of prior knowledge about structural parameters with
information in the data as embodied by the likelihood function. The blend of the prior
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and the likelihood function yields the posterior distribution for the structural parameters
which is then used for inference. The appendix provides technical details on the estimation
methodology.
4.3 Priors
An overview of our priors is presented in Table 2. The prior distributions given to the
estimated structural parameters are quite di¤use and comparable to those used in other
studies. The parameters that are not estimated are given dogmatic priors at calibrated
values. The great ratios for investment and consumption are xed, using the sample
averages, at 0.176 and 0.577. Of direct consequence to the composition of the real exchange
rate in Equation 28; are the values we assign to two parameters governing the absorption
of non-tradables and imports. The share of non-tradables in aggregate absorption NT is
xed at 0.68, the sample mean of the share of services in aggregate GDP. We obtain the
share of imports in total absorption from Dib (2003) who uses a value of 0.28, the mean
import-to-GDP ratio during the period 19812002. Using these two ratios, the steady-state
share of imports in the tradable aggregate M is computed as 0.875. All other calibrated
values are standard. These priors remain unaltered through all our estimations.
4.4 Results from Baseline Specication
4.4.1 Posterior Distribution
The medians and standard deviations of the posterior distributions are also reported in
Table 2. The sector-specic technology shock processes exhibit low autocorrelation about
0.3, possibly due to the fact that we do not use sector-specic output in our estimation.
Almost all the Phillips curves require Calvo parameter values in the neighbourhood of
0.90 to t the persistent ination series. The only exception is the import price ination
series, the Phillips curve of which requires a lower Calvo parameter of 0.30. However, the
corresponding cost-push shock is more persistent than shocks to other Phillips curves with
an AR(1) coe¢ cient of 0.97. In contrast, for all other ination series, the shock AR(1)
coe¢ cients are quite low at slightly below 0.60 as in the case of wages and around the 0.30
mark for the remaining cases. Similarly, while the consumption habit coe¢ cient is very
high at about 0.93, the autocorrelation of the time impatience shock is quite low at about
0.30. The estimate of the elasticity of substitution between non-tradable and tradable
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goods, at about 1.14, is higher than those found for the US by Rabanal and Tuesta (2007)
and Cristadoro et al. (2008). The former nd an extremely low value of 0.13 while the
latter nd higher values ranging between 0.50 and 0.80. The trade elasticity is about 1.5
which is higher than the value of 0.80 obtained by Dib (2003) and lower than the mean
of 1.80 obtained by Justiniano and Preston (2006) in similar exercises using Canadian
data. We comment on the sizes of selected shock innovations in the following sub-sections.
Other parameters are in the ballpark of those estimated for the US and the Euro-Area by
Smets and Wouters (2003, 2007).
4.4.2 The Dynamics of the Real Exchange Rate
In Figure 2, we present the responses of the three components of the real exchange rate,
the impacts of (a) the international relative price of tradables (b) the relative price of
imports in terms of home-produced tradables and (c) the internal relative price of non-
tradables in terms of home-produced tradables, to various structural shocks. To prevent
confusion, note that our denition of the inuences from the relative prices, which are
exhibited in Figure 2, subsumes both the weights and the signs so that the sum of the
responses of the three components add up to the aggregate real exchange rate response.
In Figure 3, we also present the dynamics trigered by the main shocks for a di¤erent
decomposition of the real exchange rate dened in Footnote 10, viewed in terms of the
law of one price gap. In our discussion, shocks are classied, admittedly imperfectly, into
direct shocks to the relative prices in Equation 28, shocks to the real marginal cost,
shocks to monetary policy and domestic demand and external shocks (of US origin).
Direct Shocks to the Relative Prices: The deviation from uncovered interest
parity appears as a wedge between the Canadian and the US nominal interest rates, raising
the former while lowering the latter. Since this shock acts a risk-premium for Canadian
borrowers, the currency depreciates very strongly in nominal terms. Imports become more
expensive for the SOE, but due to nominal stickiness, the rise in import prices is less than
one-to-one to the movement in the nominal exchange rate. The terms of trade deteriorates
and has an appreciation e¤ect on the real exchange rate. The rise in import prices raises
CPI and since nominal marginal costs rise, it increases the price of domestic tradables
and non-tradables. However, the movement in the relative price of non-tradables is a
gentle fall, causing a mild though signicant depreciation e¤ect. In the aggregate, the real
exchange rate deteriorates and mimics the behavior of the international relative price of
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tradables, with the nominal exchange rate playing the pivotal role.
On the other hand, the immediate impact of the tradable sector-specic technological
disturbance is a fall in the price of tradable goods and a slow rise in aggregate quantities.
This negative e¤ect leads to a fall in aggregate CPI, decreasing the nominal costs of the
non-tradable sector inducing a mild fall in prices in that sector. Hence, the relative price
of non-tradables strongly increases and has an appreciation e¤ect on the real exchange
rate. Simultaneously the relative price of imports in terms of the domestic tradable also
increases reinforcing the appeciation e¤ect. However, the international relative price of
tradables rises strongly. This positive movement negates the negative inuences of the
two other relative prices and overall, the movement is statistically insignicant.
A technology shock in the non-tradable sector induces a fall in prices which reects
in a fall in CPI in the aggregate. This fall in aggregate CPI is stronger than in the case
of the tradable sector technology shock, as non-tradables are the dominant component
of the SOE GDP. The fall in nominal costs also leads to a mild decrease in the price of
tradable goods, but in the net, the relative price of non-tradables in terms of tradables
decreases and exerts a depreciation e¤ect on the real exchange rate. The e¤ect of this
shock is statistically insignicant on the other relative prices. Overall, the real exchange
rate follows the dynamic path of the (depreciation e¤ect from the) relative price of non-
tradables and moves in almost in the same quantum at most horizons.
The size of the innovation of the import price innovation is quite high at almost 4.5
percent, reecting the high volatility of the data series. The shock generates a strong rise in
import prices and hence acts as an exogenous deviaton from the law of one price (See also
Figure 3 for the persistent fall in the law of one price gap). The subsequent sharp push to
CPI generates a slow and persistent rise in prices of non-tradables, tradables and exports,
through the nominal cost channel. Observe that the quantitative impact on the relative
price of imports is stronger than that of the response of the relative price of non-tradables
to the non-tradable sector-specic shock. The response of the international relative price
of tradables is insignicant while the relative price of non-tradables falls gently. The
appreciation e¤ect from the relative price of imports swamps the much weaker depreciation
e¤ect from the relative price of non-tradables and the currency strongly appreciates and
replicates the e¤ect emanating from the relative price of imports.
In contrast, despite the high magnitude of the export price innovation, at about 2.5
percent, the exchange rate response is mild as the shock only has an indirect impact
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through the foreign export demand function. The rise in prices lowers foreign demand for
the SOE exports. The SOE experiences a fall in consumption, investment and production
and the lack of demand causes prices in both the tradable and non-tradable sectors to fall.
The relative price of non-tradables however rises gently. The monetary authority lowers
the interest rate to counter the fall in economic activity and the currency experiences a
nominal depreciation, though the movement is statistically signicant only for a couple of
quarters. Import prices rise modestly but the response becomes insignicant quite quickly
and the terms of trade worsens more due to the fall in the price of domestic tradables.
The overwhelming inuence on the exchange rate is from the international relative price
of tradables which rises. The currency depreciation is statistically insignicant after about
4 quarters.
Shocks to the Real Marginal Cost: The cost-push shock to the real wage raises
the prices of non-tradables and tradables slowly while the relative price of non-tradables
falls. The impact on import prices is insignicant, but the rise in the prices of home
tradables ensures that the terms of trade improves. The international relative price of
tradables falls slowly due to the nominal appreciation triggered by the rise in the interest
rate in reaction to the price hike. Cumulatively, the response of the real exchange rate is
insignicant.
The investment-specic technology shock increases the conversion of the nal good
into the capital stock and the slow fall in marginal costs reects in the decrease in prices
in both sectors. Since prices in the non-tradable sector are slightly stickier than in the
tradables sector, the latter falls more causing a rise in the relative price of non-tradables
and generates a very mild appreciation e¤ect on the currency. The monetary authority
reacts to the rise in output and raises the nominal interest rate, immediately appreciating
the currency in nominal terms, decreasing the international relative price of tradables.
The appreciated currency leads to a decline in import prices and improves the SOE terms
of trade. In the aggregate, the very mild appreciation e¤ect emanating from the relative
price of non-tradables and the much stronger appreciation e¤ect from the international
relative price of tradables goods dominates the (initially) positive terms of trade e¤ect
causing a real appreciation of the currency on impact. The real exchange rate follows the
international relative price of tradables closely as the sign of the response reverses after
about three years.
Domestic Monetary Policy and Demand Shocks: The rise in the SOE nominal
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interest rate induces a fall in domestic demand, decreases prices in the tradable and non-
tradable sectors and appreciates the currency in nominal terms. The appreciated currency
leads to a fall in the price of imports and in combination with the (stronger) fall in the
price of the home-produced tradable good, signicantly improves the terms of trade. The
dominant e¤ect is exerted by the international relative price of tradables and the currency
strongly appreciates in real terms, almost on a one-to-one basis.
The consumption shock is modelled as an exogenous increase in the economys time im-
patience to consume, raising prices in both intermediate sectors slowly. The predominant
inuence in this case is from the international relative price of tradables that appreciates
very strongly due to the currencys nominal appreciation that follows the hike in the inter-
est rate and the aggregate real exchange rate responds almost identically in both direction
and quantum.
Foreign Economy Shocks: The foreign demand shock a¤ects the foreign Euler
equation and raises aggregate demand, and importantly for the SOE, the demand for
exports rises which stimulates production in the SOE. Nominal interest rates rise in both
economies, in the SOE in a lesser quantum than in the bigger economy and the SOE
currency depreciates in nominal terms. Foreign CPI also rises due to the demand shock
and adds to the cost of procurement of the foreign good for the SOE importer. This
raises import prices and deteriorates the SOE terms of trade. Prices fall persistently
in both intermediate sectors as domestic resources are spent to feed the foreign output
boom. The relative price of non-tradables falls gently but signicantly for about four
years, depreciating the currency. This is complemented by the much stronger dynamics
of the international relative price of tradables, as the currency experiences a strong real
depreciation.
On the other hand, the shock to the foreign Phillips curve raises the procurement price
of foreign tradables, deteriorating the SOE terms of trade. The impact on the relative price
of non-tradables is insignicant. The real exchange rate inherits the dynamic behavior of
the international relative price of tradables over the forecast horizon. The foreign interest
rate shock evokes responses that are qualitatively symmetric to those generated by the
SOE interest shock and the SOE currency depreciates. The bottomline is that in response
to all the US shocks, the real exchange rate follows the time path of the international
relative price of tradables.
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4.4.3 Variance Decomposition
We now dissect the variance of the forecast errors of the real exchange rate and its com-
ponent prices to evaluate the relative contributions of the twelve shocks embedded in the
model, in the rst four columns of Table 3. Additionally, in the last column, we also
report the decomposition for the deviation from the law of one price which is simply the
di¤erence between the international relative price of tradables and the relative price of
imports in terms of the home-produced tradable.
The random deviation from interest parity is the main driver of the Canada-US real
exchange rate, accounting for above 60 percent on impact, declining to about 40 percent
over the horizon of 10 years. Justiniano and Preston (2006) obtain comparable results
for Canada while Cristadoro et al. (2008) and Rabanal and Tuesta (2009) report the
dominance of this shock in the decomposition of the Euro-Dollar exchange rate. The
combined inuence of sector-specic technology shocks pales in comparison to that of the
UIP shock, at less than 5 percent at any horizon. Between the two technology shocks, the
non-tradable sector disturbance, through its strong depreciation e¤ect on the currency,
is relatively more potent. As we noted in the impulse response analysis, the tradable
sector shock generates opposing e¤ects from the constituent relative prices and the overall
movement observed in the real exchange rate is statistically insignicant. The cost-push
shock to import prices is much more important than the internal sector-specic shocks,
with its inuence increasing over the horizon from about 7 percent on impact to about
18 percent at a 10 year horizon. In contrast, the export price shock despite being of high
volatility, is less important contributing less than 5 per cent at any horizon. This result is
an artifact of our SOE assumption that allows for only an indirect impact of export prices
on the exchange rate through the export demand function and the relevant dynamics in
foreign absorption.11
The Canadian nominal interest rate innovation is important, contributing about 15
percent on impact, with its inuence mildly decreasing over time. Shocks to the real wage
as well as the components of aggregate demand - investment and consumption - have
very little inuence, together accounting for less than 10 percent at all forecast-horizons.
Similar to Justiniano and Preston (2006, 2010), we also nd that shocks of US origin
11 It may be a reasonable conjecture that the export price shock would matter more in a two-country
set-up when the export price and corresponding data series enter the denition of the real exchange rate
directly.
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contribute negligibly to the forecast volatility.
What shocks drive the component relative prices? Not surprisingly, the variance de-
composition of the international relative price of tradables, the predominant player in the
impulse responses, is very similar to that of the real exchange rate, except for the milder
impact of the import price mark-up shock. The UIP shock exerts a very potent inuence
on the international relative price of tradables, almost replicating the pattern observed for
the real exchange rate over time. The UIP shock is less important for the relative price
of imports, accounting for below 40 percent on impact and 20 percent in the long run,
due to the strong inuence of the import price mark-up shock whose inuence increases
over time from under 40 percent to about 55 percent at the 10 year mark. Interestingly,
the relative price of non-tradables, is dominated by tradable sector technology shocks
rather than those in the non-tradable sector. While nominal stickiness, shock size and
persistence are only slightly di¤erent between the two sectors, since tradables constitute a
smaller proportion of GDP, the tradable sector shock has a milder negative e¤ect on the
the aggregate price level and hence the nominal marginal costs common to both sectors,
thereby generating only a slight decline in the absolute price of non-tradables. Conse-
quently, the relative price moves strongly. On the other hand, the non-tradable sector
shock induces a persistent decline in nominal marginal costs and hence also in the price
of tradables. Thus the variability generated in the relative price of non-tradables is more
gentle than in the former case. Finally, the law of one price gap (not explicitly dened in
the disaggregation given in Equation 28), which is essentially the di¤erence between the
rst two relative prices that we examined, is almost exclusively driven by two shocks: the
import price mark-up shock and the UIP shock. However, the impact of the UIP shock is
short-lived and in the long run, the import mark-up shock drives the deviation from the
law of one price.
A highlight of the variance decomposition is the modest inuence of tradable or non-
tradable sector-specic disturbances in determining real exchange rate dynamics. Dotsey
and Duarte (2008) and Corsetti, Dedola and Leduc (2008) have demonstrated that the-
oretical DSGE models using non-tradables in combination with other frictions such as
nominal stickiness can replicate the real exchange rate persistence and volatility observed
in the data, conditional on specic structural shocks and parametric congurations. While
our methodology relies considerably on the exogenous shocks to match the data, the im-
pulse responses presented in Subsection 4.4.2 indicate that an impetus from a disturbance
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specic to the non-tradable sector can indeed help the relative price of non-tradables guide
the behavior of the exchange rate, quite in the spirit of Dotsey and Duarte (2008). How-
ever, in a broader context, when we allow the exchange rate to be driven by a wider array
of stochastic disturbances, the tradable component, i.e. the international relative price of
tradables and the relative price of imports and associated shocks generate even stronger
real exchange rate dynamics. Naturally, the inuence of the non-tradable sector shock
diminishes to negligible proportions in the variance decomposition. In fact, import price
shocks appear to be more potent in driving the exchange rate, even though the relative
price of imports is assigned a much lower weight in the composition of the real exchange
rate.12
5 Alternative Specications
We now assess how the contributions of the relative prices and associated disturbances
change when we subject the baseline model to perturbations, adding or removing elements
one at a time. The estimation results are reported in Table 3 together with those obtained
in the baseline case. The impulse response functions of the relative prices of non-tradables
and imports and the real exchange rate and the variance decompositions of the real ex-
change rate at a 1 year horizon are presented in Table 4 and Table 5 respectively. In each
estimation, we maintain equality between the number of shocks and observables that we
use.
The Real Exchange Rate as Observable Instead of using nominal exchange rate
depreciation as the observable series in the estimation, we use the demeaned level of the
CPI-based real exchange rate computed from the data, as in Rabanal and Tuesta (2007)
and Cristadoro et al. (2008). Most parameter estimates barely di¤er. However, the size of
the import price innovation decreases considerably from 4.34 in the baseline case to about
3.50 while the UIP innovation increases from 0.28 to 0.40.13 The new parameter estimates
hardly matter for the qualitative contributions of the relative prices in the aggregate
12Given our calibration, the weights assigned to the relative prices of imports and non-tradables in the
composition of the exchange rate are (1  NT ) M = 0:28 and NT = 0:68 respectively.
13Demeaning a depreciation rate, i.e. a growth rate, is equivalent to assuming a linear trend in the level
of the nominal exchange rate. The detrended exchange rate is less volatile than the demeaned level of the
real exchange rate, explaining the rise in the innovation size.
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real exchange response. As can be seen in Table 4, the direction of the real exchange
rate response is predominantly determined by the relative price of non-tradables only in
the case of the non-tradable sector technology shock. But due to the increased size of
the UIP innovation, it makes a higher contribution of about 65 percent in the variance
decomposition.
Fixing Nominal Stickiness Since our estimates of price and wage stickiness are at
the higher end of the range reported in the literature, we check if xing these parameters
at more reasonable values will impact our main results. Somewhat arbitrarily, we set all
Calvo parameters for the price and wage Phillips curves at 0.75 implying a price change
every 4 quarters while xing all indexation parameters at 0.25. Notably, the persistence
coe¢ cients of all shocks a¤ecting the Phillips curves are now higher than in the baseline
case. However, the avor of the main results does not change as the international relative
price of tradables dominates the dynamics of the exchange rate in most impulse responses.
The UIP shock still contributes about 45 percent of the forecast variance.
PPI We now experiment with an alternative measure of home-produced tradable
good prices. Instead of using CPI Goods as in Cristadoro et al. (2008), we follow Rabanal
and Tuesta (2007) in employing the producer price index, as it may be relatively less con-
taminated by non-tradable elements as the prices of distribution services. The persistence
parameter of the tradable sector technology shock increases noticeably from 0.21 in the
baseline case to 0.35, while other parameter values remain similar. This however has little
impact on the variance decomposition as the UIP shock continues to dominate.
Producer Currency Pricing The procurement cost of the tradable good from the
foreign or home producer is transmitted immediately to import and export prices facing
the aggregation sector. In other words, the law of one price gap induced by the price-
setting importer in the baseline model disappears. Consequently, we remove the import
and export price series and the corresponding cost-push shocks from the estimation. As
in previous specications, the relative price of non-tradables matters for the aggregate
movement in the real exchange rate only in the case of the non-tradable sector-specic
shock. The variance decomposition is still favor of the UIP shock.
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No UIP Shock and Nominal Exchange Rate Data As an extreme experiment,
we now impose pure uncovered interest parity and simultaneously remove the nominal
exchange rate series from the estimation.14 The most noticeable change is in the estimate
of the Calvo parameter in the import Phillips curve which increases dramatically from the
0.30 to about 0.80. At the same time, the persistence of the corresponding shock decreases
from 0.97 to about 0.30. The innovation of the import price shock also shows a substantive
decline in size from about 4.30 percent in the baseline case to about 1.80 percent, indicating
that the presence of the volatile nominal exchange rate series in the marginal costs of the
importing rm, adds considerably to the innovation size. Qualitatively, the real exchange
rate follows the relative price of non-tradables in response to both sector-specic shocks,
although the dynamic induced by the tradable sector shock is quantitatively much weaker.
Note however, that domestic sector-specic disturbances still exert a negligible inuence,
in unison accounting for less than 5 percent. Despite the lower estimated volatility of the
import price shock, it contributes about 14 percent of the variance and the export price
shocks contribution rises to 13 percent. Importantly, quite distinct to the baseline case,
the US demand shocks via SOE export sales exert a considerable inuence on the exchange
rate. It contributes about 23 percent as does the Canadian monetary policy innovation.
Other Checks15 The main results favoring the importance of the purely tradable
component of the real exchange rate hold when (a) we remove the sector-specic technology
shocks and instead use price-mark up shocks in each intermediate sector (b) NT the
elasticity of substitution between non-tradables and tradables is set to 0.001 implying
near Leontief complementarity between the two and (c) physical capital accumulation is
removed from the model.
14This experiment is necessary because the extremely potent inuence of the UIP shock may mask the
importance of other shocks in the model. Observe that a variance decomposition is a relativeexercise.
Even if a shock generates a strong impulse response, its contribution to aggregate volatility will be dom-
inated by other shocks that generate even stronger impulses. Since the nominal exchange rate is now
withdrawn from the empirical exercise, our focus is on the relative price of imports and the relative price
of non-tradables. The percentage contributions of shocks have to be interpreted in a model-specic context.
15These results are not exhibited and are available on request.
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6 Conclusion
This paper assessed the dynamic interaction between the real exchange rate and its com-
ponent relative prices in a small open economy DSGE model estimated on Canada-US
macroeconomic time series over 1986-2009. Consistent with the theoretical literature, e.g.
Dotsey and Duarte (2008), the results indicate that a strong impetus from a disturbance
specic to the non-tradable sector can indeed help the relative price of non-tradables in
terms of home-produced tradables guide the behavior of the exchange rate. However,
our subsequent ndings somewhat challenge the importance of the relative price of non-
tradables in a broader context: the purely tradable component, i.e. the international
relative price of tradables as well as the relative price of imports, clearly generates even
stronger aggregate real exchange rate dynamics for all other shocks irrespective of the
structural origin of the disturbance. The two prime players in the forecast variance de-
composition of the real exchange rate are the UIP shock and the import price mark-up
shock, both of which generate deviations from the law of one price. The former exerts its
inuence mostly via the international relative price of tradables while the latter generates
changes predominantly in the relative price of imports. The inuence of internal sector-
specic disturbances on real exchange rate variability pales in comparison. Our ndings
complement the statistical results favoring the importance of its purely tradable compo-
nent for the real exchange rate reported by Engel (1999), Chari, Kehoe and McGrattan
(2002) and Wolden Bache et al. (2009).
We must however emphasize an important caveat. As mentioned earlier in the text,
there is no unique way of positioning non-tradables in a DSGE model and results may be
sensitive to the set-up. Bems (2008) documents that investment also has a substantial non-
traded component, a feature we cannot control for given our simple aggregation choice.
Di¤erentiating between consumption and investment deator-based real exchange rates
may be a useful avenue to explore in future research.
A Appendix
A.1 Data series
For Canada, we use the Statistics Canada database for GDP at market prices, personal
consumption expenditures, business gross xed capital formation, overnight call money
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nancing rate, CPI, CPI Goods, CPI Services and the bilateral export and import prices
as well as the nominal exchange rate with the US. The Canada-US import-export prices
are Paasche current-weighted indices broadly based on prices of commodities that include
agricultural products and livestock, crude materials as oil along with nished products
as machinery and automobiles. The import-export prices reported in CanSim Tables
228.0020 (1986Q1-1997Q4 Discontinued), 228.0039 (1997Q1-2007Q4 Discontinued) and
228.0051 (2002Q1-till date) are concatenated using the conversion factors for dates that
overlap between these series. This limits our sample period to 1986Q1-2009Q2. The
series on the producer price index and nominal wages are gleaned from the International
Financial Statistics database of the International Monetary Fund. We obtain nominal
GDP, CPI and the federal funds rate for the US from the FRED II database. All raw
series, except the interest rates, are seasonally adjusted by the Census X12 method. The
demeaned nominal interest rates are divided by 4 to translate them into quarterly terms.
We express all other series as indices based on 2002Q2 and then multiply their natural
logarithms by 100. These series are fed into the model in demeaned rst di¤erences while
the nominal interest rates enter the estimation in levels. For the rst variant of the model,
the real exchange rate is computed from the nominal exchange rate and the aggregate
CPIs from the two countries and then logged and demeaned. This variable enters the
estimation in levels.
A.2 Estimation
We use 525000 iterations of the Random Walk Metropolis Hastings algorithm to simu-
late the posterior distributions and achieve acceptance rates of about 40 percent in all
our specications. We monitor the convergence of the marginal posterior distributions
using CUMSUM statistics as dened by Bauwens et al. (1999). We discard the initial
25000 draws to compute the posterior moments in each case. The distributions of impulse
response functions and variance decompositions that we present are computed from 150
random draws from the posterior. This strategy ensures that our results are not contingent
on a particular vector of parameter values such as the posterior median or the mode.
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Figure 1:  The Canada-US Nominal Exchange Rate (1986-2009) 
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Note: The natural logarithms of all time series except the nominal interest rate are multiplied by 100 and hence 
all the numbers exhibited above can be interpreted as percentages. The T and NT in parentheses indicate 
‘tradables’ and ‘non-tradables’ respectively. 
Table 1: Unconditional Moments of the Data 
  
Canada 
 
US 
 
Model Canada Variable 
Series  Mean SD Mean SD (Filtered Data) 
Real Consumption Growth 0.36 0.73 - - ∆ 
Real Investment  Growth 0.32 2.55 - - ∆ 
Nominal Interest Rate 1.40 0.77 1.17 0.56  
CPI Inflation - - 0.72 0.51 	
 
CPI Goods Inflation (T) 0.47 0.79 - - 	
  
CPI Services Inflation (NT) 0.75 0.43 - - 	
 
Import Price Inflation -0.42 2.57 - - 	
  
Export Price Inflation 0.12 3.21 - - 	
 
Nominal Wage Inflation 0.61 0.97 - - ∆  	
 
Depreciation of Can Dol/USD.                                                      -0.20 2.97 - - ∆  
Demeaned Real Can Dol/USD - 12.47 - - ∆ 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n
 (E
ach
 colu
m
n
 adds
 to
 100).
 C
o
nfid
en
ce
 band
s
 fo
r th
e
 v
aria
n
ce
 d
eco
m
p
o
sitio
n
s
 are
 av
ailable
 o
n
 requ
est
.
 
 
T
able
 3
:
 F
o
recast
 E
rro
r
 V
arian
ce
 D
eco
m
p
o
sitio
n
 in
 B
aselin
e
 E
stim
atio
n
 
 V
A
R
IA
BLES
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R
EA
L
 
EX
C
H
A
N
G
E
 RA
TE
 
 
IN
T
.
 R
EL
.
 PRICE
 O
F
 
TRA
D
A
B
LES
 
R
EL
.
 PR
IC
E
 O
F
 
IM
PO
R
TS
 
R
EL
.
 PR
ICE
 O
F
 
N
O
N
-TRA
D
A
B
LES
 
LA
W
 O
F
 
O
N
E
 PR
IC
E
 G
A
P
 
H
O
R
IZO
N
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O
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D
irect
 Shocks
 
 U
IP
 
61.48
 
53.69
 
42.22
 
63.32
 
56.40
 
43.73
 
37.33
 
29.03
 
19.07
 
0.07
 
0.90
 
2.01
 
15.96
 
1.68
 
0.86
 
C
an
.
 T
.
 T
ech
 
0.12
 
0.19
 
0.28
 
4.10 
8.75
 
7.19
 
6.12
 
5.41
 
3.78
 
79.89
 
59.88
 
46.92
 
0.07
 
0.01
 
0.00
 
C
an
.
 N
T
.
 T
ech
 
1.06
 
3.98
 
4.22
 
0.13 
0.16
 
0.27
 
0.08
 
0.09
 
0.14
 
19.30
 
32.88
 
33.18
 
0.03
 
0.00
 
0.00
 
C
an
.
 Im
p
o
rt P
rice
 
7.16
 
13.65
 
18.20
 
0.91 
0.85
 
2.20
 
37.59
 
47.59
 
54.29
 
0.02
 
0.27
 
2.02
 
76.27
 
97.49
 
98.72
 
C
an
.
 E
xp
o
rt P
rice
 
2.56
 
4.08
 
4.73
 
3.12 
6.82
 
7.39
 
2.09
 
3.69
 
3.22
 
0.36
 
1.95
 
1.87
 
0.58
 
0.06
 
0.03
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Shocks
 to
 M
argin
al
 C
o
st
 
 C
an
.
 W
ag
e
 
0.17
 
0.66
 
2.60
 
0.21
 
2.03
 
7.83
 
0.17
 
1.29
 
4.56
 
0.30
 
3.32
 
11.61
 
0.04
 
0.00
 
0.00
 
C
an
.
 In
v
est.
 
2.82
 
1.89
 
6.69
 
2.84
 
2.02
 
9.72
 
1.59
 
0.95
 
4.95
 
0.02
 
0.35
 
1.30
 
0.77
 
0.08
 
0.04
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Shocks
 to
 M
o
n
etary
 P
olicy
 and
 D
em
and
 
 C
an
.
 M
o
n
.
 P
ol
.
 
14.86
 
12.16
 
12.30
 
15.26
 
12.74
 
12.60
 
8.90
 
6.63
 
5.91
 
0.02
 
0.20
 
0.47
 
3.85
 
0.40
 
0.21
 
C
an
.
 C
o
n
su
m
e
.
 
1.16
 
0.72
 
0.80
 
1.21 
0.81
 
0.76
 
0.69
 
0.39
 
0.32
 
0.00
 
0.01
 
0.22
 
0.32
 
0.03
 
0.02
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
U
S
 Shocks
 
 U
S
 G
D
P
 
3.80
 
2.90
 
3.07
 
3.86
 
2.88
 
3.16
 
2.27
 
1.41
 
1.39
 
0.02
 
0.16
 
0.24
 
1.00
 
0.11
 
0.05
 
U
S
 CPI
 
1.23
 
3.31
 
2.73
 
1.33
 
3.49
 
2.80
 
1.04
 
1.95
 
1.35
 
0.01
 
0.08
 
0.12
 
0.17
 
0.03
 
0.01
 
U
S
 M
o
n
.P
ol.
 
3.57
 
2.78
 
2.16
 
3.70 
3.07
 
2.36
 
2.14
 
1.57
 
1.03
 
0.00
 
0.01
 
0.03
 
0.94
 
0.10
 
0.05
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N
ote:
 R
ecall
 that
 a
 positiv
e
 im
p
ulse
 in
 any
 co
m
pon
e
nt
 im
plies
 a
 d
epreciatio
n
 effect
 o
n
 th
e
 cu
rren
cy
.
 re
r NT
 a
nd re
r M
 are
 the
 m
o
v
e
m
ents
 of
 th
e
 relativ
e
 prices
 of
 n
o
n
-trad
ables
 a
nd
 im
p
o
rts
 (in
cluding 
the
 sign and
 w
eights
 in
 the
 definitio
n
 of the
 real
 e
x
change
 rate) w
hile
 the
 aggreg
ate
 im
pulse
 of
 the
 real
 ex
ch
a
nge
 rate
 is
 giv
en
 by
 RE
x C
PI
.
 The
 co
ntributio
n
 of
 th
e
 intern
atio
n
al
 relativ
e
 price
 of 
tradables
 (n
ot
 presented) is
 sim
ply
 the
 differen
ce
 betw
ee
n
 the
 agg
reg
ate
 real
 ex
ch
a
ng
e
 rate
 IR
F
 a
nd
 th
e
 tw
o
 oth
er co
m
pon
e
nts
.
 The
 IR
F
s
 are
 m
easu
red in
 percentage
 deviatio
n
s
 fro
m
 steady
-state
.
 Th
e
 
IR
F
s
 significant
 at
 a
 10%
 lev
el
 are
 m
ark
ed
 in
 bold fo
nt
 w
hile
 the
 in
sig
nifica
nt
 IR
F
s
 are
 sh
ad
ed in
 g
ray
.
 
‘B
a
selin
e
’
 indicates
 th
e
 b
aselin
e
 SO
E
 m
od
el
.
 
‘R
E
xL
ev
el
’
 indicates
 the
 ch
eck
 in
 w
hich w
e
 u
se
 
the
 real
 ex
ch
a
ng
e
 rate
 as
 ob
se
rv
able
 in
stead of th
e
 n
o
m
in
al
 cu
rren
cy
 depreciatio
n
.
 
‘FixC
alvo
’
 calibrates
 th
e
 p
rice
 a
nd
 w
ag
e
 stickin
ess
 para
m
eters
 at
 lo
w
er
 v
alu
es
.
 
‘PPI
’
 u
ses
 th
e
 p
rodu
cer p
rice
 ind
e
x
 
to
 m
easu
re
 trad
able
 g
o
ods
 p
rices
.
 
‘PC
P
’
 im
p
o
ses
 the
 law
 of
 o
n
e
 price
 and do
es
 n
ot
 u
se
 im
port
-exp
o
rt
 p
rice
 data
 and sh
o
cks
.
 
‘N
o
 U
IP
-N
E
x
’
 d
o
es
 n
ot
 u
se
 n
o
m
in
al
 ex
ch
a
ng
e
 rate
 d
ata
 a
nd th
e
 U
IP
 
shock
.
 
T
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 4:
 M
edian
 Im
p
ulse
 R
esp
o
n
se
 F
u
n
ctio
n
s
 at
 a
 1 Y
ear
 H
o
rizo
n
 in
 M
odel
 V
ariants
 
 
B
a
selin
e
 
R
E
xL
ev
el
 
FixC
alv
o
 
PPI
 
PC
P
 
N
o
 U
IP
-N
E
x
 
SH
O
C
K
S
 
 
re
r N
T
 
re
r M
 
RE
x CPI
 
re
r NT
 
re
r M
 
RE
x C
PI
 
re
r NT
 
re
r M
 
RE
x CPI
 
re
r N
T
 
re
r M
 
RE
x CPI
 
re
r NT
 
re
r M
 
RE
x C
PI
 
re
r N
T
 
re
r M
 
RE
x CPI
 
U
IP
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C
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0
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-0.11 
0.29 
0.02 
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0
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0
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0
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0
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0
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D
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0
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0
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0
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S
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0
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 M
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0
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                     N
ote:
 Th
e
 influ
e
n
ce
 of each sh
o
ck at
 fo
recast
 ho
rizo
n
 k
 is
 m
easu
red by
 th
e
 v
ariability
 g
en
erated by
 a
 u
nit
 stand
ard deviatio
n
 sh
o
ck at
 tim
e
 0
,
 cu
m
ulated o
v
er the
 interv
al
 0 to
 k
.
 This
 is
 the
n
 
divided
 by
 the
 agg
regate
 v
ariability
 indu
ced
 by
 all
 the
 sho
ck
s
 a
nd
 e
xp
ressed
 in
 percentag
e
 term
s
.
 F
o
r
 each sp
ecificatio
n
,
 w
e
 repo
rt
 the
 m
ean
 of
 a
 distributio
n
 of v
arian
ce
 deco
m
p
o
sitio
n
s
 
co
m
p
uted
 fro
m
 150
 random
 draw
s
 fro
m
 th
e
 posterio
r distrib
utio
n
.
 E
ach
 colu
m
n
 add
s
 to
 100
.
 
‘B
a
selin
e
’
 indicates
 th
e
 b
aselin
e
 SO
E
 m
odel
.
 
‘R
E
xL
ev
el
’
 indicates
 the
 ch
eck
 in
 w
hich w
e
 u
se
 th
e
 
real
 ex
chang
e
 rate
 as
 ob
serv
able
 in
stead
 of
 th
e
 n
o
m
in
al
 c
u
rren
cy
 dep
reciatio
n
.
 
‘FixC
alv
o
’
 calibrates
 the
 price
 and
 w
age
 stickin
ess
 p
ara
m
eters
 at
 lo
w
er v
alu
es
.
 
‘PPI
’
 u
ses
 th
e
 prod
u
cer
 price
 
index
 to
 m
easu
re
 tradable
 go
od
s
 p
rices
.
 
‘PC
P
’
 im
poses
 th
e
 law
 of o
n
e
 price
 a
nd d
o
es
 n
ot
 u
se
 im
po
rt
-e
xport
 price
 d
ata
 a
nd
 shock
s
.
 
‘N
o
 U
IP
-N
E
x
’
 do
es
 n
ot
 u
se
 n
o
m
in
al
 ex
chang
e
 rate
 d
ata
 and
 
th
e
 U
IP
 sh
o
ck
.
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 5:
 V
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ce
 D
eco
m
p
o
sitio
n
 of
 th
e
 R
eal
 E
x
chang
e
 R
ate
 at
 a
 1
 Y
ear
 H
o
rizo
n
 in
 M
od
el
 V
ariants
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E
xL
ev
el
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alv
o
 
PPI
 
PC
P
 
N
o
 U
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E
x
 
SH
O
C
K
S
 
 
 
 
 
 
 
U
IP
 
55.72
 
64.93
 
43.47
 
56.97
 
48.53
 
-
 
C
an
.
 T
.
 T
ech
 
0.15
 
0.17
 
0.84
 
0.65
 
1.97
 
1.60
 
C
an
.
 N
T
.
 T
ech
 
3.30
 
2.72
 
7.43
 
2.81
 
4.01
 
2.57
 
C
an
.
 Im
port
 P
rice
 
12.16
 
7.84
 
11.19
 
12.44
 
-
 
14.09
 
C
an
.
 E
xport
 P
rice
 
3.49
 
3.68
 
6.06
 
1.89
 
-
 
12.68
 
C
an
.
 W
ag
e
 
0.35
 
0.27
 
3.51
 
0.25
 
5.70
 
1.87
 
C
an
.
 In
v
est
.
 
2.14
 
1.66
 
0.55
 
3.27
 
0.47
 
2.85
 
C
an
.
 M
o
n
.
 P
ol
.
 
12.52
 
10.11
 
10.16
 
11.17
 
26.14
 
22.94
 
C
an
.
 C
o
n
su
m
e
 
0.87
 
0.65
 
0.51
 
0.79
 
0.93
 
2.68
 
U
S
 G
D
P
 
3.33
 
3.36
 
5.76
 
3.77
 
2.55
 
23.30
 
U
S
 C
PI
 
3.07
 
2.31
 
9.90
 
3.12
 
5.64
 
8.55
 
U
S
 M
o
n
.P
ol
.
 
2.92
 
2.30
 
0.62
 
2.85
 
4.05
 
6.86
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