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Abstract
In this paper we investigate the time decay rates of perturbations of the traveling waves for
viscous conservation laws with dispersion. The convergence rates in time to traveling waves
are obtained when the initial data have different asymptotic limits at the far ﬁelds 7N: This
improves previous results on decay rates.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Consider viscous conservation laws with dispersion
ut þ f ðuÞx þ uxxx  muxx ¼ 0; xAR; t > 0; ð1:1Þ
where the ﬂux function f :R-R is smooth, and the constant m > 0 is the viscosity
parameter. The initial data
uðx; 0Þ ¼ u0ðxÞ ð1:2Þ
are assumed to satisfy u0ðxÞ-u7 as x-7N:
We consider monotone traveling wave solutions fðx  stÞ to Eq. (1.1). Such a
proﬁle f satisﬁes the following O.D.E. [11, Chapter 2]
fzzz  mfzz þ ðf ðfÞ  sfÞz ¼ 0; z ¼ x  st: ð1:3Þ
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The far-ﬁeld states u7AR and the wave speed sAR satisfy the Rankine–Hugoniot
condition
f ðuþÞ  f ðuÞ  sðuþ  uÞ ¼ 0 ð1:4Þ
and the Oleinik shock condition [10]
f ðuÞ  f ðuÞ  sðu  uÞ
o0 if uþouou;
> 0 if uououþ:
(
ð1:5Þ
If f 00 > 0 then (1.5) implies the Lax shock condition
f 0ðuþÞosof 0ðuÞ: ð1:6Þ
For the case f ðuÞ ¼ u2
2
; Eq. (1.1) reduces to the Korteweg-de Vries–Burgers
equation
ut þ uux þ uxxx  muxx ¼ 0: ð1:7Þ
Grad and Hu [5], as well as Bona and Schonbek [1] showed that (1.7) admits
traveling wave solutions fðx  stÞ connecting u to uþ; which are monotone if mc1:
Moreover, in obtaining solutions to this problem one can look for solutions which
are the sum of a traveling wave and a perturbation. It has been shown that this
traveling wave is asymptotically stable for small perturbations by Bona et al. [2].
Another proof of the stability was given by Pego [12] based on the energy method
due to Goodman [4]. For the case f ðuÞ ¼ u3; Dodd [3] showed that certain traveling
wave solutions are asymptotically stable with respect to a weighted norm as
perturbations convect away from the wave proﬁle in the direction indicated by the
group velocity associated with the linearized perturbation equation. Warnecke and
Pan [14] consider a more general equation of form (1.1) and obtained corresponding
stability results. Recently, pointwise methods are also developed to investigate
the stability of the traveling waves for equations of type (1.1) by Howard and
Zumbrun [6].
In further work on the Korteweg-de Vries–Burgers equation (1.7), Rajopadhye
[13] showed that if the perturbation lies in a suitable weighted class, then it decays:
the L2-norm of the perturbation decays at the rate of ð1þ tÞ14 and the L2-norm of
the ﬁrst-order derivative decays at the rate of ð1þ tÞ34 as t-N: Recently, Nishihara
and Rajopadhye [9] generalized the above result and obtained that the weighted L2-
norm of the perturbation decays at the rate of ð1þ tÞke2 ; provided the initial
perturbation decays at the rate jxjk in space, where e ¼ 0 if k is an integer and e > 0
otherwise.
In this paper we are concerned about the more general equation (1.1) and get the
optimal decay rate ð1þ tÞk2 for any kX0; which improves the previous result for
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KdVB equation obtained in [9]. Moreover, due to the presence of dispersion, the
arguments are much more involved when we replace u
2
2
by general convex ﬂux
function f ðuÞ:
This paper is organized as follows: in Section 2 we state some results obtained in
[14], which will be used in this work. In Section 3, we establish the L2 decay rates of
the perturbations of traveling wave solutions. In Section 4 we study the decay rates
for higher order derivatives.
Notation. We denote by C a generic constant. Moreover, in the inequalities that
follow, the constant C can change from one line to the next. For function spaces, L2
denotes the space of square integrable functions on R with the norm
jjf jj ¼
Z
R
jf ðxÞj2 dx
 1
2
:
The usual lth order norm of the Sobolev space Hl ; lX0 is denoted by
jjf jjl ¼
Xl
j¼0
jj@ jx f jj2
 !1
2
:
For a weight function w; L2w denotes the space of measurable functions f satisfyingﬃﬃﬃ
w
p
fAL2 with the norm
jf jw ¼
Z
R
wðxÞjf ðxÞj2 dx
 1
2
:
When wðxÞ ¼ /xSa ¼ ð1þ x2Þa2; we write L2w ¼ L2a and j 	 jw ¼ j 	 ja:
Let T be a positive constant and B a Banach space. Here, for any natural number
kX0; Ckð½0;T ; BÞ denotes the space of B-valued k-times continuously differentiable
functions on ½0;T : The space of B-valued L2 functions on ½0;T  is denoted by
L2ð½0;T ; BÞ: The corresponding spaces of B-valued functions on ½0;NÞ are denoted
by Ckð½0;NÞ; BÞ and L2ð½0;NÞ; BÞ; respectively.
2. Asymptotic stability of traveling waves
For completeness, in this section we state the stability results of traveling wave
solutions, which are the basis of the study for the decay rates of perturbations.
Assume that f is a monotone traveling wave solution satisfying the O.D.E. (1.3)
and that the initial perturbation u0  f is integrable over R: It is known that
solutions with the initial data near f will typically approach a translate of f rather
than f itself, but the shift can usually be determined by the mass carried by the initial
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perturbation. We deﬁne x0 by
Z
R
½u0ðxÞ  fðxÞ dx ¼ x0ðuþ  uÞ; ð2:1Þ
where u0 are the initial data given in (1.2). Observe that
Z
R
½fðx þ x0Þ  fðxÞ dx ¼ x0ðuþ  uÞ:
This follows from the fact that the left-hand side regarded as the function of x0 is
differentiable, its differention is uþ  u and it vanishes at x0 ¼ 0: Therefore,
relation (2.1) is equivalent to
Z
R
½u0ðxÞ  fðx þ x0Þ dx ¼ 0:
Without loss of generality let us assume that x0 ¼ 0; i.e.,
Z
R
½u0ðxÞ  fðxÞ dx ¼ 0: ð2:2Þ
Note that for given initial data u0 condition (2.2) selects a unique traveling wave f
from the whole family of shifted traveling waves satisfying (1.3).
We deﬁne
w0ðxÞ 
Z x
N
½u0ðyÞ  fðyÞ dy: ð2:3Þ
Then stability results obtained in [14] are given as follows.
Theorem 2.1. Assume that the Rankine–Hugoniot condition (1.4) and the Lax shock
condition (1.6) hold. Let f be a monotonically decreasing traveling wave solution of
(1.1) uniquely determined by (2.2). Suppose u0  f is integrable over R and the
primitive of this difference satisfies w0AH3ðRÞ: Then there exists a constant e > 0 such
that if jjw0jj3oe the Cauchy problem (1.1), (1.2) has a unique global solution u
satisfying
u  fACð½0;NÞ; H2ðRÞÞ-L2ð½0;NÞ; H3ðRÞÞ
and
sup
xAR
juðx; tÞ  fðx  stÞj-0 as t-N:
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Proof. To prove this theorem, we set
wðx; tÞ ¼
Z x
N
½uðy þ st; tÞ  fðyÞ dy;
which satisﬁes limx-7N wðx; tÞ ¼ 0 by (2.2) and the conservation form of the
equation (1.1). Now we decompose the solution to equation (1.1) into the form
uðx; tÞ ¼ fðzÞ þ wzðz; tÞ; z ¼ x  st
where f is a monotone traveling wave solution to (1.1) and wz denotes the
perturbation. Upon substitution into (1.1) problem (1.1), (1.2) is reduced to
wt  swz þ f ðfþ wzÞ  f ðfÞ þ wzzz  mwzz ¼ 0 ð2:4Þ
with
wðz; 0Þ ¼ w0ðzÞ 
Z z
N
½u0ðyÞ  fðyÞ dy: ð2:5Þ
Using
QðuÞ  f ðuÞ  f ðuÞ  sðu  uÞ ð2:6Þ
gives Q0ðfÞ ¼ f 0ðfÞ  s; where s is the shock speed depending on uþ and u; see
(1.4). Eq. (2.4) may be rewritten as
wt þ Q0ðfÞwz þ wzzz  mwzz ¼ Fðf;wzÞ ð2:7Þ
with
Fðf;wzÞ ¼ ½f ðfþ wzÞ  f ðfÞ  f 0ðfÞwz:
We note that
Fðf;wzÞ ¼ f 00ðfþ ywzÞw2z ð2:8Þ
for suitable yðz; tÞA0; 1½: This will be used later.
Theorem 2.1 is the consequence of the following result.
Theorem 2.2. Suppose w0AH3ðRÞ: Then there exists a positive constant e such that if
jjw0jj3oe; we obtain a solution w to (2.7), (2.5) in Cð½0;NÞ;H3ðRÞÞ satisfying
jjwðtÞjj23 þ
Z t
0
jjwzðtÞjj23 dtpCjjw0jj23; ð2:9Þ
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and moreover
jjwzð; tÞjj2-0 as t-N:
This global existence and decay for w was derived from the Local Existence
Theorem for w combined with the a priori estimate obtained in [14]. &
3. L2 decay rate
In this section we establish the L2 decay rates. We have the theorem below.
Theorem 3.1. Let w be the solution to (2.7) obtained in Theorem 2.2. If w0AL2aðRÞ for
some aX0; then for 0pkpa we have
jwðtÞjakpCjw0jað1þ tÞ
k
2: ð3:1Þ
Note that jwð	Þjak ¼ jj/z  znS
ak
2 wðtÞjj; where zn is a fixed constant satisfying
f 0ðfðznÞÞ ¼ s and /z  znS ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ ðz  znÞ2
q
:
Proof. Let K ¼ ð1þ tÞg/z  znSb: Multiplying (2.7) by 2Kw; we have
2Kwwt þ 2Q0Kwwz þ 2Kwwzzz  2mKwwzz ¼ 2KwF :
Using
H :¼ 2Kwwzz  Kw2z  2Kzwwz þ Kzzw2 þ mðKzw2  2KwwzÞ;
we obtain
½Kw2t  Ktw2 þ 2mKw2z þ 3Kzw2z þ ½KQ0ðw2Þz
 fKzzz þ mKzzgw2 þ Hz ¼ 2KwF : ð3:2Þ
Integrating (3.2) over R and using K ¼ ð1þ tÞg/z  znSb we obtain
½ð1þ tÞgjwðtÞj2bt 
Z
R
½KQ0zw2 dz þ 2m
Z
R
Kw2z dz
pgð1þ tÞg1jwðtÞj2b þ
Z
R
ðKzzz þ mKzzÞw2 dz
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þ 3
Z
R
jKzjw2z dz þ 2
Z
R
jKwF j dz: ð3:3Þ
In order to ﬁnish the proof of Theorem 3.1, ﬁrst let us prove the following lemmas.
Lemma 3.2. For znAR satisfying f 0ðfðznÞÞ ¼ s; there exists a positive constant C0 such
that
½KQ0zXC0bð1þ tÞg/z  znSb1; bA½0; a with fixed aX0: ð3:4Þ
Proof. Noting the deﬁnition of K and Q; one gets
½KQ0z ¼ ð1þ tÞg/z  znSb1AbðzÞ
with
AbðzÞ ¼ I1ðzÞ þ I2ðzÞ;
where
I1ðzÞ ¼ bðz  znÞ/z  znS1½f 0ðfÞ  s;
I2ðzÞ ¼ /z  znSf 00ðfÞfz:
Obviously I2ðzÞX0 for all zAR: It will be proved that I1ðzÞX0 for all zAR:
First, one can choose znAR such that f 0ðfðznÞÞ ¼ s: In fact, from the inequality
f 00ðuÞ > 0; i.e. f is convex, one can deduce that f 0ðuÞ increases strictly in uA½uþ; u:
Therefore, by the Lax shock condition we can choose a unique state unAðuþ; uÞ
such that f 0ðunÞ ¼ s since f 0ðuþÞosof 0ðuÞ:Moreover, the traveling wave solution f
is strictly decreasing in zAR by Theorem 2.3.1 [11]. Therefore, there exists uniquely a
number znAR such that fðznÞ ¼ un; i.e. f 0ðfðznÞÞ ¼ s:
Next, we can prove that I1ðzÞX0 for all zAR: In fact, by the mean value theorem
one obtains a suitable %z between z and zn such that
I1ðzÞ ¼  bðz  znÞ/z  znS1½f 0ðfÞ  f 0ðfðznÞÞ
¼  b ðz  z
nÞ2
/z  znS f
00ðfð%zÞÞfzð%zÞX0:
Function I1ðzÞ ¼ 0 if and only if z ¼ zn:
Because IiðzÞX0; i ¼ 1; 2;
AbðzÞXI1ðzÞ and AbðzÞXI2ðzÞ: ð3:5Þ
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Finally, we want to prove that there exists a positive constant C0 such that
AbðzÞXC0b; bA½0; a for any given aX0 ð3:6Þ
for any zAR:
In order to do this, we set R ¼ fz : jz  znjodg,fz : jz  znjXdg; here d > 0 being
suitably small that if zAfz : jz  znjodg; then
jfzðzÞjX
jfzðznÞj
2
:
This gives
/z  znSf 00ðfÞfzX min
fA½uþ;u
f 00ðfÞ jfzðz
nÞj
2
¼ min
fA½uþ;u
f 00ðfÞ jfzðz
nÞj
2
1
a
a
XC2b; ð3:7Þ
where C2 ¼ minfA½uþ;u f 00ðfÞjfzðz
nÞj
2
=a:
In the set fz : jz  znjXdg we consider I1: By the Lax shock condition, we have
lim
z-7N
I1ðzÞ ¼ bjf 0ðu7Þ  sj > 0:
This implies that there exists a constant C1 > 0 such that
I1ðzÞXC1b for jz  znjXd: ð3:8Þ
Combining (3.5), (3.7) and (3.8), we have proved (3.6) and thereby (3.4). &
Lemma 3.3. For 0otpT ; we have the following estimate:
Z
R
ðKzzz þ mKzzÞw2 dz









þ 3
Z
R
jKzjw2z dz
pC0b
2
ð1þ tÞgjwðtÞj2b1
þ 2Cbð1þ tÞg
Z
R
ð/z  znSb3 þ/z  znSb1Þw2z dz: ð3:9Þ
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Proof. By integration by parts one getsZ
R
ðKzzz þ mKzzÞw2 dz
¼ 2
Z
R
ðKzz þ mKzÞwwz dz
¼ 2bð1þ tÞg
Z
R
f/z  znSb2 þ ðb 2Þðz  znÞ2/z  znSb4
þ mðz  znÞ/z  znSb2gwwz dz:
We set a ¼ w and b ¼ nwz with
n :¼ /z  znSb2 þ ðb 2Þðz  znÞ2/z  znSb4 þ mðz  znÞ/z  znSb2:
Choosing e ¼ C04/z  znSb1 and using the inequality abpea2 þ b
2
4e we getZ
R
ðKzzz þ mKzzÞw2 dz









p 2bð1þ tÞg
Z
R
ew2 dz þ 2bð1þ tÞg
Z
R
n2
4e
w2z dz
pC0b
2
ð1þ tÞg
Z
R
/z  znSb1w2 dz
þ 2b
C0
ð1þ tÞg
Z
R
n2
/z  znSb1 w
2
z dz:
Now using the inequality ða þ b þ cÞ2p3a2 þ 3b2 þ 3c2 and ðz  znÞ2p/z  znS2;
we can estimate
n2pCð/z  znS2b4 þ/z  znS2b2Þ:
Thus
Z
R
ðKzzz þ mKzzÞw2 dz









pC0b2 ð1þ tÞgjwðtÞj2b1 dz þ Cbð1þ tÞg

Z
R
ð/z  znSb3 þ/z  znSb1Þw2z dz: ð3:10Þ
In addition, Z
R
jKzjw2z dz ¼ bð1þ tÞg
Z
R
jz  znj/z  znSb2w2z dz
p bð1þ tÞg
Z
R
/z  znSb1w2z dz: ð3:11Þ
Combining (3.10) with (3.11) we have ﬁnished the proof of the lemma. &
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Lemma 3.4. Let aX0 be fixed and bpa; then we have the estimate
Cb
Z
R
ð/z  znSb3 þ/z  znSb1Þw2z dzp
m
2
jwzj2b þ Crbjjwzjj2; ð3:12Þ
where Cr ¼ Cðrja1j þ rja3jÞ for some positive number r which satisfies 2Car pm2:
Proof. Let R ¼ B,Bc; where B ¼ fz : jz  znjprg and Bc is the usual complement
of B: One then has
Cb
Z
R
ð/z  znSb1 þ/z  znSb3Þw2z dz
¼ Cb
Z
Bc
ð/z  znSb1 þ/z  znSb3Þw2z dz
þ
Z
B
ð/z  znSb1 þ/z  znSb3Þw2z dz
p2Cb
r
Z
Bc
/z  znSbw2z dz þ Crb
Z
B
w2z dz
pm
2
Z
R
/z  znSbw2z dz þ Crb
Z
R
w2z dz:
This completes the proof of the lemma. &
Combining Lemma 3.3 with Lemma 3.4 gives the following corollary:
Corollary 3.5. Let aX0 be fixed and bpa: For 0otpT ; we have the following
estimate:
Z
R
ðKzzz þ mKzzÞw2 dz









þ 3
Z
R
jKzjw2z dz
pC0b
2
ð1þ tÞgjwj2b1 þ mð1þ tÞgjwzj2b þ 2Crbjjwzjj2: ð3:13Þ
Finally, the nonlinear term is bounded using (2.8) by
2
Z
R
jKwF j dzpCjjwjjNð1þ tÞgjwzj2b: ð3:14Þ
Due to (2.9) in combination with the Sobolev lemma, the norm jjwjjN is small if
jjw0jj3 is sufﬁciently small. Therefore, the left-hand side of (3.14) can be absorbed by
the third term on the left-hand side of (3.3). By (3.3), (3.4), (3.13) and (3.14) we
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obtain the inequality
½ð1þ tÞgjwðtÞj2bt þ
C0b
2
ð1þ tÞgjwðtÞj2b1 þ
m
2
ð1þ tÞgjwzðtÞj2b
pgð1þ tÞg1jwðtÞj2b þ 2Crbð1þ tÞgjjwzðtÞjj2 ð3:15Þ
for any bpa:
We set
C ¼ maxf1; 2Crg
minf1; C0
2
; m
2
g:
Integrating the inequality (3.15) over tA½0; t one gets
ð1þ tÞgjwðtÞj2b þ
Z t
0
½bð1þ tÞgjwðtÞj2b1 þ ð1þ tÞgjwzðtÞj2b dt
pC jw0j2b þ
Z t
0
½gð1þ tÞg1jwðtÞj2b þ bð1þ tÞgjjwzðtÞjj2 dt
 
: ð3:16Þ
As in Kawashima and Matsumura [7] or in Matsumura and Nishihara [8], by
induction we have
Lemma 3.6. For k ¼ 0; 1;y; ½a; the inequality
ðHkÞ ð1þ tÞkjwðtÞj2ak þ
Z t
0
½ða kÞð1þ tÞkjwðtÞj2ak1
þ ð1þ tÞkjwzj2ak dtpCjw0j2a ð3:17Þ
holds.
For convenience of the readers, we give an improved argument as following.
Proof. Step 1. We prove ðH0Þ:
Taking b ¼ 0; g ¼ 0 in (3.16), one gets
jjwðtÞjj2 þ
Z t
0
jjwzðtÞjj2 dtpCjjw0jj2: ð3:18Þ
Taking b ¼ a; g ¼ 0 in (3.16) and using (3.18), one gets
jwðtÞj2a þ
Z t
0
½ajwðtÞj2a1 þ jwzðtÞj2a dtpC jw0j2a þ a
Z t
0
jjwzðtÞjj2 dt
 
pCjw0j2a: ð3:19Þ
This is ðH0Þ:
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Step 2. Assume (Hk1) holds, i.e.
ð1þ tÞk1jwðtÞj2aðk1Þ þ
Z t
0
½ða k þ 1Þð1þ tÞk1jwðtÞj2ak
þ ð1þ tÞk1jwzj2aðk1Þ dtpCjw0j2a; ð3:20Þ
we prove (Hk).
Taking kpa: From (3.20) we haveZ t
0
ð1þ tÞk1jjwðtÞjj2 dtp
Z t
0
ð1þ tÞk1jwðtÞj2ak dtpCjw0j2a: ð3:21Þ
Let b ¼ 0; g ¼ k in (3.16) and using (3.21) we have
ð1þ tÞkjjwðtÞjj2 þ
Z t
0
ð1þ tÞkjjwzðtÞjj2 dt
pC jjw0jj2 þ
Z t
0
kð1þ tÞk1jjwðtÞjj2 dt
 
pCjw0j2a; ð3:22Þ
Let b ¼ a k; g ¼ k in (3.16) and using (3.20), (3.22), we have
ð1þ tÞkjwðtÞj2ak þ
Z t
0
½ða kÞð1þ tÞkjwðtÞj2ak1 þ ð1þ tÞkjwzðtÞj2ak dt
pC jw0j2ak þ
Z t
0
½kð1þ tÞk1jwðtÞj2ak þ ða kÞð1þ tÞkjjwzðtÞjj2 dt
 
pCjw0j2a; ð3:23Þ
which is ðHkÞ: By induction argument, ðHkÞ holds for any k range from 0 to ½a: &
Inequality (3.17) proves Theorem 3.1 when k is an integer. &
Next we consider the case when both a and k are not integers.
Lemma 3.7. For any e > 0; we have
ð1þ tÞajjwðtÞjj2 þ ð1þ tÞe
Z t
0
ð1þ tÞaþejjwzðtÞjj2 dtpCejw0j2a
with Ce-N as e-0:
Proof. Taking k ¼ ½a in (3.17) yields
ð1þ tÞ½ajwðtÞj2a½a þ
Z t
0
ð1þ tÞ½ajwðtÞj2a½a1 dtpCjw0j2a: ð3:24Þ
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In (3.16) we take b ¼ 0; g ¼ aþ e; then
ð1þ tÞaþejjwðtÞjj2 þ
Z t
0
ð1þ tÞaþejjwzðtÞjj2 dt
pC jjw0jj2 þ ðaþ eÞ
Z t
0
ð1þ tÞaþe1jjwðtÞjj2 dt
 
: ð3:25Þ
Next we estimate the second term on the right-hand side of (3.25). For any p; p0 with
1
p
þ 1
p0 ¼ 1 and A > 0 to be determined, using the Ho¨lder inequality we have
jjwðtÞjj2 ¼
Z
R
w
2ð1
p
þ1
p0ÞðtÞ/z  znSAA dz
p
Z
R
/z  znSApw2 dz
 1
p
Z
R
/z  znSAp0w2 dz
 1
p0
¼ ðjwðtÞj2ApÞ
1
pðjwðtÞj2Ap0 Þ
1
p0 : ð3:26Þ
In order to use (3.24) we choose A to satisfy Ap ¼ a ½a;Ap0 ¼ a ½a  1: This
means that A ¼ a½a
p
: One can also show that A ¼ ða ½aÞð1þ ½a  aÞ which implies
p ¼ 1
1þ½aa: Using (3.26), (3.24) reduces to
jjwðtÞjj2p ðjwðtÞj2a½aÞ
1
pðjwðtÞj2a½a1Þ
1
p0
pCjw0j
2
p
að1þ tÞ
½a
p ð1þ tÞ
½a
p0 ðð1þ tÞ½ajwðtÞj2a½a1Þ
1
p0
¼Cjw0j
2
p
að1þ tÞ½aðð1þ tÞ½ajwðtÞj2a½a1Þ
1
p0 : ð3:27Þ
We want to estimate the second term on the right-hand side of (3.25) by inserting
(3.27). Thus we use the Ho¨lder inequality and (3.24), we get using p ¼ 1
1þ½aa
Z t
0
ð1þ tÞaþe1jjwðtÞjj2 dt by ð3:27Þ
pCjw0j
2
p
a
Z t
0
ð1þ tÞaþe1½aðð1þ tÞ½ajwðtÞj2a½a1Þ
1
p0 dt
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pCjw0j
2
p
a
Z t
0
ð1þ tÞpðaþe1½aÞ dt
 1
p

Z t
0
ð1þ tÞ½ajwðtÞj2a½a1 dt
 1
p0
by ð3:24Þ
pCjw0j2a
Z t
0
ð1þ tÞaþe1½a dt
 1
p
pCjw0j2a
ð1þ tÞpðaþe1½aÞþ1  1
pðaþ e 1 ½aÞ þ 1
 !1
p
¼ Cjw0j2a
ð1þ tÞpe  1
pe
 1
p
:
Thereby we have
Z t
0
ð1þ tÞaþe1jjwðtÞjj2 dtpCejw0j2að1þ tÞe
with Ce-N; as e-0: Therefore, inserting this estimate and taking a new Ce we have
ð1þ tÞaþejjwðtÞjj2 þ
Z t
0
ð1þ tÞaþejjwzðtÞjj2 dtpCejw0j2að1þ tÞe:
This proves Lemma 3.7. &
Lemma 3.8. Let 0pkpa: Then
ð1þ tÞkjwðtÞj2ak þ ð1þ tÞe
Z t
0
ð1þ tÞkþejwzðtÞj2ak dtpCejw0j2a
where Ce-N as e-0:
Proof. Note that if a ¼ k then Lemma 3.8 is the same as Lemma 3.7. Hence, we
consider the case koa: In (3.16) we take b ¼ a k; g ¼ k þ eoa: Then
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ð1þ tÞkþejwðtÞj2ak þ
Z t
0
ða kÞð1þ tÞkþejwðtÞj2ak1 dt
þ
Z t
0
ð1þ tÞkþejwzj2ak dt
pC jw0j2ak þ
Z t
0
ðk þ eÞð1þ tÞkþe1jwðtÞj2ak dt

þ
Z t
0
ða kÞð1þ tÞkþejjwzðtÞjj2 dt

: ð3:28Þ
From Lemma 3.7 we have
Z t
0
ð1þ tÞkþejjwzðtÞjj2 dtpCjw0jað1þ tÞe: ð3:29Þ
Next, we estimate the second term on the right-hand side in (3.28). Here we need to
use the following inequalities from (3.17)
ð1þ tÞ½kjwðtÞj2a½kpCjw0j2a
and
Z t
0
ð1þ tÞ½kjwðtÞj2a½k1 dtpCjw0j2a:
Now we choose p ¼ 1
1þ½kk; A ¼ k½kp : A similar procedure as in the proof of Lemma
3.7 yields
ðk þ eÞ
Z t
0
ð1þ tÞkþe1jwðtÞj2ak dtpCejw0j2að1þ tÞe:
This proves Lemma 3.8. &
From Lemma 3.8 it follows that
jwðtÞjakp
ﬃﬃﬃﬃﬃ
Ce
p
ð1þ tÞk=2jw0ja:
Taking any e ¼ e0 > 0 so that Ce is a ﬁxed constant, we obtain estimate (3.1) with
C ¼ ﬃﬃﬃﬃﬃﬃﬃCe0p : This completes the proof of Theorem 3.1. &
4. Decay rate of ﬁrst derivatives
Now we turn to estimate the decay rate for the derivative of w:
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Theorem 4.1. Let w satisfy the same conditions as in Theorem 3.1. If
wzð	; 0ÞAL2aþ1ðRÞ; then the following estimate holds:
jwzðtÞjaþ1kpC½jw0ja þ jwzð	; 0Þjaþ1ð1þ tÞ
k
2 ð4:1Þ
for 0pkpa: In case wzð	; 0ÞAL2aðRÞ; then (4.1) holds only for 1pkpa:
The proof of Theorem 4.1 is very technical and was broken up into a number of
lemmas. For the proof we consider the following.
We assume that
uðx; tÞ ¼ fðzÞ þ wzðz; tÞ; z ¼ x  st
is the solution of Eq. (1.1). Letting v ¼ wzðz; tÞ; we can get from (1.1)–(1.3) with
changing variables from ðx; tÞ to ðz; tÞ
vt þ ðQðfþ vÞ  QðfÞÞz þ vzzz  mvzz ¼ 0: ð4:2Þ
Multiplying Eq. (4.2) by 2/zMSbv; where /zMS ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M2 þ z2p with M a positive
constant to be appropriately chosen below. Integrating the result over R we have
2
Z
R
/zMSbvvt dz þ 2
Z
R
/zMSbvðQðfþ vÞ  QðfÞÞz dz
þ 2
Z
R
/zMSbvvzzz dz  2m
Z
R
/zMSbvvzz dz ¼ 0: ð4:3Þ
After several integrations by parts, we have
2
Z
R
/zMSbvvt dz ¼
Z
R
/zMSbv2 dz
 
t
; ð4:4Þ
2
Z
R
/zMSbvvzzz dz ¼ 
Z
R
/zMSbzzzv
2 dz þ 3
Z
R
/zMSbz v
2
z dz ð4:5Þ
and
2m
Z
R
/zMSbvvzz dz ¼ m
Z
R
/zMSbzzv
2 dz þ 2m
Z
R
/zMSbv2z dz: ð4:6Þ
In order to bound the second term in (4.3), which is the key in the proof of Theorem
4.1, we deﬁne
½Q :¼ Qðfþ vÞ  QðfÞ and B :¼
Z fþv
f
QðyÞ dy  QðfÞv:
We have the following lemma.
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Lemma 4.2. For t > 0; it holdsZ
R
/zMSbvðQðfþ vÞ  QðfÞÞdz









pC
Z
R
/zMSb1v2 dz: ð4:7Þ
Proof. Since
Bz ¼Qðfþ vÞðfz þ vzÞ  QðfÞfz  Q0ðfÞfzv  QðfÞvz
¼ ½Qðfz þ vzÞ  Q0ðfÞfzv;
we have
vz½Q ¼ Bz  ð½Q  Q0ðfÞvÞfz ¼ Bz  12Q00ðxÞv2fz
with x being between f and fþ v; and
/zMSbvðQðfþ vÞ  QðfÞÞz
¼ ð/zMSbv½QÞz
 vz½Q/zMSb /zMSbz v½Q
¼ ð/zMSbv½QÞz /zMSbðBz  12Q00ðxÞv2fzÞ
/zMSbz v½Q
¼ ð/zMSbv½Q /zMSbBÞz þ/zMSbz ðB  v½QÞ
þ 1
2
Q00ðxÞv2fz/zMSb: ð4:8Þ
Using
B  v½Q ¼
Z fþv
f
QðyÞ dy  Qðfþ vÞv
¼ðQðfþ yvÞ  Qðfþ vÞÞv
¼ðy 1Þv2Q0ðx0Þ;
where 0oyo1 and x0 is between fþ yv and fþ v; (4.8) reduces to
/zMSbv½Qðfþ vÞ  QðfÞz
¼ ð/zMSbv½Q /zMSbBÞz þ/zMSbz ðy 1Þv2Q0ðx0Þ
þ 1
2
Q00ðxÞv2fz/zMSb:
J. Pan, H. Liu / J. Differential Equations 187 (2003) 337–358 353
Hence, since f; fz and v ¼ wz are bounded, see Corollary 2.3.2 in Chapter 2 of [11],
we have
Z
R
/zMSbvðQðfþ vÞ  QðfÞÞz dz










pC
Z
R
/zMSbz v
2 dz þ
Z
R
j/zMSbfzjv2 dz
 
pC
Z
R
/zMSb1v2 dz: ð4:9Þ
The lemma is proved. &
By (4.3)–(4.7), we get
Z
R
/zMSbv2 dz
 
t
þ
Z
R
ð2m/zMSb þ 3/zMSbz Þv2z dz
pC
Z
R
/zMSb1v2 dz þ
Z
R
/zMSbzzzv
2 dz þ m
Z
R
/zMSbzzv
2 dz: ð4:10Þ
Further, the following lemma is true.
Lemma 4.3. For bpaþ 1 and M > 3ðaþ1Þ
2m ; we have the estimate
ðjvðtÞj2bÞt þ jvzðtÞj2bpCjvðtÞj2b1: ð4:11Þ
Proof. Using jzjo/zMS one gets
j/zMSbzzj ¼ jb/zMSb2 þ bðb 2Þz2/zMSb4j
pCa/zMSb2pCa/zMSb1
and
j/zMSbzzzj ¼ j3bðb 2Þz/zMSb4 þ bðb 2Þðb 4Þz3/zMSb6j
pCa/zMSb3
pCa/zMSb1:
In addition, by choosing M > 3ðaþ1Þ
2m ; and b satisfying bpaþ 1; one gets
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2m/zMSb þ 3/zMSbz ¼ 2m/zMSb þ 3bz/zMSb2
¼/zMSb2ð2mz2 þ 3bz þ 2mM2Þ
Xm/zMSb:
Substituting these three inequalities into (4.10), and noting that for any ﬁxed M there
always exists a positive constant C such that
C1/z  znSp/zMSpC/z  znS;
we immediately get (4.11). &
Lemma 4.4. For 1pkpa with fixed a; we have the estimate
ð1þ tÞkþejvðtÞj2aþ1k þ
Z t
0
ð1þ tÞkþejvzðtÞj2aþ1k dt
pCðjw0j2a þ jv0j2aÞð1þ tÞe: ð4:12Þ
Proof. Let d be a parameter. Multiplying (4.11) by ð1þ tÞd; one gets
½ð1þ tÞdjvj2bt  dð1þ tÞd1jvj2b þ ð1þ tÞdjvzj2bpCð1þ tÞdjvj2b1:
Integrating this result with respect to time we get
ð1þ tÞdjvj2b þ
Z t
0
ð1þ tÞdjvzj2b dtpC jv0j2b þ
Z t
0
ð1þ tÞdjvj2b1 dt

þ
Z t
0
dð1þ tÞd1jvj2b dt

: ð4:13Þ
Let 1pbpa; b 1 ¼ a kX0; and d ¼ k þ e in (4.13) we get
ð1þ tÞkþejvj2aþ1k þ
Z t
0
ð1þ tÞkþejvzj2aþ1k dt
pC jv0j2aþ1k þ
Z t
0
ð1þ tÞkþejvj2ak dtþ
Z t
0
ðk þ eÞð1þ tÞkþe1jvj2aþ1k dt
 
:
From Lemma 3.8, we have for v ¼ wz
Z t
0
ð1þ tÞkþejvj2ak dtpCð1þ tÞejw0j2a for 0pkpa ð4:14Þ
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and Z t
0
ð1þ tÞkþe1jvj2aþ1k dtpCð1þ tÞejw0j2a for 1pkpa: ð4:15Þ
Therefore, (4.12) has been proved. &
Lemma 4.5. If v0AL2aþ1; then we have the estimate
jvðtÞj2aþ1 þ
Z t
0
jvzðtÞj2aþ1 dtpCðjw0j2a þ jv0j2aþ1Þ: ð4:16Þ
Proof. By (3.17) with k ¼ 0 we getZ t
0
jvðtÞj2a dtpCjw0j2a: ð4:17Þ
If v0AL2aþ1; then (4.13) with d ¼ 0 and b ¼ aþ 1 gives
jvðtÞj2aþ1 þ
Z t
0
jvzðtÞj2aþ1 dtpC jv0j2aþ1 þ
Z t
0
jvðtÞj2a dt
 
pCðjw0j2a þ jv0j2aþ1Þ; ð4:18Þ
which proves (4.16). &
Lemma 4.6. For 0oko1; we may estimate
ð1þ tÞkþejvðtÞj2aþ1k þ
Z t
0
ð1þ tÞkþejvzðtÞj2aþ1k dt
pC½jw0j2a þ jv0j2aþ1ð1þ tÞe: ð4:19Þ
Proof. For 0oko1; i.e. for aoboaþ 1 with b ¼ aþ 1 k and d ¼ k þ e;
inequality (4.13) implies
ð1þ tÞkþejvj2aþ1k þ
Z t
0
ð1þ tÞkþejvzj2aþ1k dt
pC jv0j2aþ1 þ
Z t
0
ð1þ tÞkþejvj2ak dt
 
þ
Z t
0
ðk þ eÞð1þ tÞkþe1jvj2aþk1 dt
pC ð1þ tÞejw0j2a þ jv0j2aþ1 þ
Z t
0
ð1þ tÞkþe1jvj2aþ1k dt
 
;
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where we have used (4.14). Next we estimateZ t
0
ð1þ tÞkþe1jvj2aþ1k dt
for 0oko1; in the same way as before. In fact, for 1
q
þ 1
q0 ¼ 1; B þ B0 ¼ aþ 1
k; qB ¼ aþ 1; q0B0 ¼ a; we getZ t
0
ð1þ tÞkþe1jvj2aþ1k dt
¼
Z t
0
ð1þ tÞkþe1
Z
R
/zMSaþ1kv2 dz dt
¼
Z t
0
ð1þ tÞkþe1
Z
R
/zMSBþB
0
v2 dz dt
p
Z t
0
ð1þ tÞkþe1
Z
R
/zMSqBv2 dz
 1
q
Z
R
/zMSq
0B0v2 dz
 1
q0
dt
¼
Z t
0
ð1þ tÞkþe1
Z
R
/zMSaþ1v2 dz
 1
q
Z
R
/zMSav2 dz
 1
q0
dt
¼
Z t
0
ð1þ tÞkþe1ðjvj2aþ1Þ
1
qðjvj2aÞ
1
q0 dt:
Using (4.16), (4.17) and Ho¨lder inequality, we haveZ t
0
ð1þ tÞkþe1jvj2aþ1k dt
¼
Z t
0
ð1þ tÞkþe1ðjvj2aþ1Þ
1
qðjvj2aÞ
1
q0 dt
pCðjw0j2a þ jv0j2aþ1Þ
1
q
Z t
0
ð1þ tÞkþe1ðjvj2aÞ
1
q0 dt
pCðjw0j2a þ jv0j2aþ1Þ
1
q
Z t
0
ð1þ tÞqðkþe1Þ dt
 1
q
Z t
0
jvj2a dt
 1
q0
pCðjw0j2a þ jv0j2aþ1Þ
1
qðjw0j2aÞ
1
q0 ð1þ tÞ
qðkþe1Þþ1
qðk þ e 1Þ þ 1
 !1
q
pCðjw0j2a þ jv0j2aþ1Þ
1
qðjw0j2aÞ
1
q0 ð1þ tÞe
where q ¼  1
k1; 0oko1: Combining the estimates obtained, we have proved
(4.19). &
At this stage we can conclude Theorem 4.1 by combining Lemma 4.4 with Lemma
4.6.
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