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Abstract
Let (Xk)k≥1 be a sequence of i.i.d. random variables with values in the finite and totally ordered alphabet
Am := {1, . . . , m} and distribution p
X
1 , . . . , p
X
m. Let (Yk)k≥1 be another sequence of i.i.d. random variables with
values in the same alphabet but with distribution pY1 , . . . , p
Y
m. Let LCIn be the length of the longest common and
weakly increasing subsequences in X1, ..., Xn and Y1, ..., Yn. Once properly centered and normalized, LCIn is shown
to have a limiting distribution which is expressed as a functional of two multidimensional Brownian motions.
1 Introduction and preliminary results
1.1 Introduction
We analyze the asymptotic of LCIn, the length of the longest common subsequences in random words with an
additional weakly increasing requirement. Throughout, let (Xk)k≥1 be a sequence of i.i.d. random variables with
values in the finite alphabet Am := {1, . . . ,m} and distribution pX1 , . . . , pXm, pXi > 0, i = 1, . . . ,m. Let (Yk)k≥1
be another sequence of i.i.d. random variables with values in the same alphabet but with distribution pY1 , . . . , p
Y
m,
pYi > 0, i = 1, . . . ,m. Next, LCIn, the length of the longest common weakly increasing subsequences of the words
X1, . . . , Xn and Y1, . . . , Yn, is the maximal integer r ∈ {1, . . . , n} such that there exist 1 ≤ i1 < · · · < ir ≤ n and
1 ≤ j1 < · · · < jr ≤ n such that
• ∀s ∈ {1, . . . , r}, Xis = Yjs ,
• Xi1 ≤ Xi2 ≤ · · · ≤ Xir and Yj1 ≤ Yj2 ≤ · · · ≤ Yjr ,
and if no integer satisfies these two conditions, we set LCIn = 0.
For a discussion of this problem, with motivation, and a more complete bibliography, we refer the reader to [1],
where the following is further proved:
Theorem 1.1. Let Xk and Yk (k = 1, 2, . . . ) be uniformly distributed over {1, . . . ,m}. Then,
LCIn − n/m√
n/m
===⇒
n→∞
max
0=t0≤t1≤···≤tm=1
[(
− 1
m
m∑
i=1
BXi (1) +
m∑
i=1
(
BXi (ti)−BXi (ti−1)
))∧(
− 1
m
m∑
i=1
BYi (1) +
m∑
i=1
(
BYi (ti)−BYi (ti−1)
))]
, (1.1)
where BX and BY are two m-dimensional standard Brownian motions on [0, 1].
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The authors of [1] also conjectured the following generalization:
Theorem 1.2. Let Xk and Yk (k = 1, 2, . . . ) have the same distribution, let pmax = maxi∈{1,...,m} pXi and let k
∗ be
its multiplicity. Then
LCIn − n/m√
npmax
===⇒
n→∞
max
0=t0≤t1≤···≤tk∗=1
[(√
1− k∗pmax − 1
k∗
k∗∑
i=1
BXi (1) +
k∗∑
i=1
(
BXi (ti)−BXi (ti−1)
))∧(√
1− k∗pmax − 1
k∗
k∗∑
i=1
BYi (1) +
k∗∑
i=1
(
BYi (ti)−BYi (ti−1)
))]
, (1.2)
where BX and BY are two k∗-dimensional standard Brownian motions on [0, 1].
Below, we aim to give the limiting distribution of LCIn, without assuming that the Xk and Yk (k = 1, 2, . . . )
have the same distribution, and also to provide an alternative proof of Theorem 1.1 as well as a proof of (1.2).
1.2 Probability
For i ∈ {1, . . . ,m} and j ∈ {1, . . . , n} let ℓ ∈ N = {0, 1, 2, . . .} be such that j + ℓ ≤ n+ 1, and let
NX,ij,ℓ =
ℓ−1∑
k=0
1Xj+k=i
(
resp.NY,ij,ℓ =
ℓ−1∑
k=0
1Yj+k=i
)
,
which are simply the number of letters i between, and including, j and j + ℓ− 1 in X1, ..., Xn (resp. Y1, ..., Yn), with
the convention that the sum is zero in case ℓ = 0. From the definition of LCIn, it is clear that
LCIn = max
ℓX ,ℓY ∈Nm
ℓX1 +···+ℓXm=n
ℓY1 +···+ℓYm=n
(
NX,1
1,ℓX1
∧NY,1
1,ℓY1
+NX,2
ℓX1 ,ℓ
X
2
∧NY,2
ℓY1 ,ℓ
Y
2
+ · · ·+NX,m
ℓX1 +···+ℓXm−1,ℓXm
∧NY,m
ℓY1 +···+ℓYm−1,ℓYm
)
.
Next, let Λ = {µ ∈ (R+)m = [0,+∞)m : µ1 + · · ·+ µm = 1}, where for all x ∈ (Rm)2, x = (xX , xY ). For µ ∈ Λ,
let ℓn(µ) = ⌊(µ1+ · · ·+µi)n⌋− ⌊(µ1+ · · ·+µi−1)n⌋, where ⌊.⌋ is the usual integer part, aka the floor function. When
µ runs through Λ, ℓn(µ) runs exactly through {ℓ ∈ Nm : ℓ1 + · · ·+ ℓm = n}, so
LCIn = max
λ∈Λ2
(
NX,1
1,ℓn(λX )1
∧NY,1
1,ℓn(λY )1
+NX,2
ℓn(λX )1,ℓn(λX )2
∧NY,2
ℓn(λY )1,ℓn(λY )2
+ . . .
+NX,m
ℓn(λX )1+···+ℓn(λX )m−1,ℓn(λX )m ∧N
Y,m
ℓn(λY )1+···+ℓn(λY )m−1,ℓn(λY )m
)
. (1.3)
For i ∈ {1, . . . ,m} and t ∈ [0, 1], let now
B˜n,Xi (t) =
NX,i1,⌊tn⌋ − pXi tn√
pXi (1− pXi )n
,
(
resp. B˜n,Yi (t) =
NY,i1,⌊tn⌋ − pYi tn√
pYi (1− pYi )n
)
, (1.4)
and for ease of notation, throughout the paper, for λ ∈ Λ2, let
V˜ n,Xi (λ
X) =
√
pXi (1− pXi )
(
B˜n,Xi (λ
X
1 + · · ·+ λXi )− B˜n,Xi (λX1 + · · ·+ λXi−1)
)
, (1.5)
V˜ n,Yi (λ
Y ) =
√
pYi (1− pYi )
(
B˜n,Yi (λ
Y
1 + · · ·+ λYi )− B˜n,Yi (λY1 + · · ·+ λYi−1)
)
, (1.6)
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so that (1.3) becomes
LCIn = max
λ∈Λ2
m∑
i=1
[(
npXi λ
X
i +
√
nV˜ n,Xi (λ
X)
)
∧
(
npYi λ
Y
i +
√
nV˜ n,Yi (λ
Y )
)]
. (1.7)
The above identity provides a representation of LCIn as a maximum over the locations, λ ∈ Λ2, where to pick
in each word X1, . . . , Xn and Y1, . . . , Yn, the letters 1, 2, . . . ,m in order to form a common sub-word. This is different
from the approach in [1], where the maximum is over k1, . . . , km which are the numbers of letters 1, 2, . . . ,m in a
common sub-word. Of course the two representations are equivalent. However, the advantage of our approach is that
λ takes its values in a deterministic set, as opposed to a random set for the ki above.
In order to keep dealing with maxima it will be convenient to replace B˜ni in (1.4) by its continuous alternative:
for i ∈ {1, . . . ,m} and t ∈ [0, 1], let
Bn,Xi (t) =
NX,i1,⌊tn⌋ + (tn− ⌊tn⌋)1X⌊tn⌋+1=i − pXi tn√
pXi (1− pXi )n
,
(
resp.Bn,Yi (t) =
NY,i1,⌊tn⌋ + (tn− ⌊tn⌋)1Y⌊tn⌋+1=i − pYi tn√
pYi (1− pYi )n
)
.
Next define V n,X , V n,Y just as in (1.5) and (1.6), replacing B˜ by B, and let
LCIcn = max
λ∈Λ2
m∑
i=1
[(
npXi λ
X
i +
√
nV n,Xi (λ)
)
∧
(
npYi λ
Y +
√
nV n,Yi (λ)
)]
.
Our analysis rests on estimating the variations of Bn,Xi , B
n,Y
i . To do so, let α ∈ (0, 1/6) and let Aαn be the event:
∀i ∈ {1, . . . ,m}, ∀j ∈ {1, . . . , n}, ∀ℓ ∈ {0, . . . , n+ 1− j},
∣∣∣∣∣N
X,i
j,ℓ − pXi ℓ√
n
∣∣∣∣∣ ≤ nα2
√
ℓ
n
and
∣∣∣∣∣N
Y,i
j,ℓ − pYi ℓ√
n
∣∣∣∣∣ ≤ nα2
√
ℓ
n
.
By standard exponential inequalities,
1− P (Aαn) ≤ 2n(n+ 1)m exp
(−2n2α) , (1.8)
and so if Aαn occurs, then for all x, y in [0, 1] and i ∈ {1, . . . ,m},∣∣∣∣√pXi (1 − pXi )(Bn,Xi (y)−Bn,Xi (x))∣∣∣∣ ≤ nα2
√
|y − x|+ 1
n
.
Moreover, since
√
|y − x|+ 1/n ≤
√
|y − x|+
√
1/n and α < 1/4, eventually (without loss of generality, we can always
assume n greater than any constant depending only on α and pX , pY ),∣∣∣∣√pXi (1− pXi )(Bn,Xi (y)−Bn,Xi (x))∣∣∣∣ ≤ nα2 √|y − x|+ nα−1/22 ≤ nα,
and the same applies to Y instead of X .
1.3 Asymptotic mean: distinct cases
Let us investigate the limiting behavior of LCIn/n. From (1.7),
LCIn
n
= max
λ∈Λ2
m∑
i=1
(
pXi λ
X
i +
V˜ n,Xi (λ
X)√
n
)
∧
(
pYi λ
Y
i +
V˜ n,Yi (λ
Y )√
n
)
.
Thus, using (throughout the paper) the following elementary inequality, valid for any a, b, c, d ∈ R,
|a ∧ b− (a+ c) ∧ (b + d)| ≤ |c| ∨ |d|, (1.9)
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we get
|LCIn/n− LCIcn/n| ≤
m
n
.
Moreover, if Aαn occurs, then for all λ ∈ Λ2,∣∣∣∣∣
m∑
i=1
(
pXi λ
X
i +
V n,Xi (λ
X)√
n
)
∧
(
pYi λ
Y
i +
V n,Yi (λ
Y )√
n
)
−
m∑
i=1
(
pXi λ
X
i
) ∧ (pYi λYi )
∣∣∣∣∣ ≤ mnα−1/2,
so, letting f : (Rm)
2 → R be given via
f : (yX , yY ) 7→
m∑
i=1
(
pXi λ
X
i
) ∧ (pYi λYi ) ,
∣∣∣∣LCInn − maxλ∈Λ2 f(λ)
∣∣∣∣ ≤ mnα−1/2.
By the Borel-Cantelli lemma (recalling (1.8)), almost surely, eventually Aαn occurs so LCI
c
n/n and LCIn/n both
converge almost surely to
emax := max
λ∈Λ2
f(λ). (1.10)
From
LCIn
n
−−−−→
n→∞
emax, a.s.,
we also get by dominated convergence
ELCIn
n
−−−−→
n→∞
emax.
One can think of emax as the length ratio of the longest common increasing subsequences in a continuous, non-
probabilistic setup: the letters have density masses pX1 , p
X
2 , . . . , p
X
m and p
Y
1 , p
Y
2 , . . . , p
Y
m.
Now, let U =
{
u ∈ Rm+ : u1pX1 + · · ·+
um
pXm
≤ 1, u1
pY1
+ · · ·+ um
pYm
≤ 1
}
, let φ : Rm → R be given by
φ : u 7→ u1 + · · ·+ um,
and then note that emax = maxu∈U φ(u). Also let KΛ2 = f−1 ({emax}) ∩ Λ2, and LU = φ−1 ({emax}) ∩ U .
Next, let I be the set of integers i ∈ {1, . . . ,m} such that there exists ui ∈ LU with uii > 0. One can think of I
as the letters that can be used to maximize φ, or, equivalently, to maximize f . Let uI = 1|I|
∑
i∈I u
i, so uI ∈ LU and
for all i /∈ I, uIi > 0. Let a ∈ Λ2 be defined via aXi = uIi /pXi , aYi = uIi /pYi , for all i ∈ {1, . . . ,m}. Note that for all
i ∈ I, pXi aXi = pYi aYi > 0 and for all i /∈ I, aXi = aYi = 0. We shall see, and use, that when we restrict the alphabet to
I, asymptotically (when properly centered and normalized) the asymptotic distribution of LCIn remains unchanged.
Two distinct cases need to be analyzed in order to study the limiting distribution of LCIn.
Case a) There exists u ∈ LU such that u1pX1 + · · ·+
um
pXm
= 1 and u1
pY1
+ · · ·+ umpYm < 1.
Heuristically, this case indicates that the length of the common words is limited by the word X1, . . . , Xn and not
by Y1, . . . , Yn. In this case,
Lemma 1.3. Let pXmax = maxi∈{1,...,m} p
X
i . Then I = {i ∈ {1, . . . ,m} : pXi = pXmax} and emax = pXmax. Moreover
there exists i1 ∈ I such that pYi1 > pXmax.
Proof. Let i, j ∈ {1, . . . ,m} be such that pXi < pXj , and assume, by contradiction, that i ∈ I. Let v = u
i+u
2 (with
the notations above), so that v ∈ U , vi > 0, v1pX1 + · · · +
vm
pXm
= 1 and v1
pY1
+ · · · + vmpYm < 1. Let, for ε > 0, v(ε)
be the vector v except at the coordinates i and j where v(ε)i := vi − εpXi and v(ε)j := vj + εpXj . It is clear that
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when ε is small enough, v(ε) ∈ U and φ (v(ε)) = emax + ε(pXj − pXi ) > emax, leading to a contradiction. Hence
I ⊂ {i ∈ {1, . . . ,m} : pXi = pXmax}. Hence emax = pXmax and there also exists i1 ∈ I such that pYi1 > pXmax. It is finally
easy to construct, for any i such that pXi = p
X
max, some u
i ∈ LU such that uii > 0, completing the proof.
As a consequence of the above lemma, J :=
{
λ ∈ Λ : ∀i /∈ I, λXi = 0,
∑
i∈I
λXi
pYi
≤ 1pXmax
}
is non-empty, since
J =
{
λX : λ ∈ K} (this last equality is easily proved although not needed for the rest of the proof).
Case b) For all u ∈ LU , u1pX1 + · · ·+
um
pXm
= u1
pY1
+ · · ·+ umpYm = 1.
Heuristically, this second case indicates that in order to form the longest common words, it is necessary to make
full use of both words. We can further distinguish two subcases, namely, we are in Case b1) if the coordinates of
PX :=
(
1/pXi
)
i∈I ∈ RI and P Y =
(
1/pYi
)
i∈I ∈ RI are all equal to the same constant, and in Case b2) otherwise.
Below Span(PX) (resp. Span(P Y )) is the linear span of PX (resp. P Y ).
Lemma 1.4. In Case b2), PX and P Y are linearly independent and the vector (1)i∈I is in their linear span, so that
there exists a unique pair of vectors wX/Y ∈ Span(PX) and wY/X ∈ Span(P Y ) such that (1)i∈I = wX/Y + wY/X .
Proof. The only alternatives to Case b1) are: PX and P Y are linearly independent, or PX and P Y are linearly
dependent and PX 6= P Y . If the latter, given that PX and PY have positive coordinates, PX < P Y (coordinate by
coordinate) or P Y < PX . But PX < P Y clearly implies that Case a) occurs, and not Case b) (and similarly P Y < PX
leads to a contradiction). Therefore, the only alternative to Case b1) is for PX and P Y to be linearly independent.
We now prove that H := (1)i∈I ∈ Span(PX , P Y ). This is equivalent to: Ker(PX∗) ∩Ker(P Y ∗) ⊂ Ker(H∗), where for
any x ∈ RI , x∗ denotes the linear form defined by x∗(y) =∑i∈I xiyi. Let x∗ ∈ Ker(PX∗) ∩Ker(P Y ∗). Clearly, there
exists ε > 0 such that uI + εx and uI − εx have non-negative coordinates, so that it is in LU , and H∗(uI + εx) =
H∗(uI + εx) = emax, hence x∗ ∈ Ker(H∗).
Without loss of generality (switching the roles of X and Y ), one can thus assume that either Case a) or Case b)
occur.
1.4 Representation of emax
We now aim to give a more explicit expression for emax defined by (1.10). Let us start with the following lemma which
asserts that in the non-probabilistic setup, "two letters are enough to reach the maximum".
Lemma 1.5. There exist i, j ∈ {1, . . . ,m} and λ ∈ KΛ2 such that for all k /∈ {i, j}, λk = 0.
Proof. Let u ∈ LU having (at least) three non-zero coordinates. Then, to prove the result, it is enough to show that
there exists a v ∈ LU having one less null coordinate. Without loss of generality, let u1, u2, u3 > 0, and let
V =
{
x ∈ Rm :
m∑
i=1
xi
pXi
=
m∑
i=1
xi
pYi
= 0, x4 = · · · = xn = 0
}
.
Since the dimension of V is at least one, let x ∈ V \ {0}. It is then clear that there exists t ∈ R such that v := u+ tx
has non-negative coordinates and one more null coordinate than u. Moreover, v ∈ LU , which completes the proof.
From the above lemma and with the previous notations, if i = j, then emax = p
X
i ∧ pYi , and if i 6= j, one can show
that necessarily, possibly permuting i and j, pXi < p
X
j and p
Y
i < p
Y
j and that
emax = e(i, j) :=
pXi p
Y
i (p
X
j − pYj ) + pXj pYj (pYi − pXi )
pYi p
X
j − pXi pYj
.
Therefore,
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emax =
(
max
1≤i≤m
pXi ∧ pYi
)
∨
(
max
i,j : pXi <p
X
j ,p
Y
i >p
Y
j
e(i, j)
)
.
2 The main result
It is clear, from the previous section, that the proper way to center and normalize LCIn is via
Zn =
LCIn − nemax√
n
= max
λ∈Λ2
m∑
i=1
(√
npXi λ
X
i + V˜
n,X
i (λ
X)
)
∧
(√
npYi λ
Y
i + V˜
n,Y
i (λ
Y )
)
−√nemax.
As previously done, replace B˜ by B, V˜ by V and define
Zcn = max
λ∈Λ2
m∑
i=1
(√
npXi λ
X
i + V
n,X
i (λ
X)
)
∧
(√
npYi λ
Y
i + V
n,Y
i (λ
Y )
)
−√nemax.
Note that |V˜ n,Xi (λX)− V n,Xi (λX)| ≤ 1/
√
n (and similarly for Y ) so, by (1.9),
|Zn − Zcn| ≤
m√
n
, (2.1)
and therefore the convergence in distribution of Zcn implies the convergence, in distribution, of Zn towards the same
limit.
2.1 Statement of the theorem
Theorem 2.1. Let BX and BY be two |I|-dimensional Brownian motions defined on [0, 1] with respective covariance
matrix CX defined by CXi,i = 1 and C
X
i,j = −
√
pXi p
X
j
(1−pXi )(1−pXj )
, for i 6= j in I, and CY defined in a similar fashion,
replacing pXi by p
Y
i and p
X
j by p
Y
j . For all λ ∈ KΛ2 and i ∈ I, set
V Xi (λ
X) =
√
pXi (1− pXi )
BXi
 i∑
j=1
λXj
−BXi
i−1∑
j=1
λXj
 ,
V Yi (λ
Y ) =
√
pYi (1− pYi )
BYi
 i∑
j=1
λYj
−BYi
i−1∑
j=1
λYj
 .
If there exists u ∈ LU such that u1pX1 + · · ·+
um
pXm
= 1 and u1
pY1
+ · · ·+ um
pYm
< 1 (Case a)), then
LCIn − nemax√
n
===⇒
n→∞ Z
a := max
λX∈J
∑
i∈I
V Xi (λ
X). (2.2)
If for all u ∈ LU , u1pX1 + · · ·+
um
pXm
= u1
pY1
+ · · ·+ umpYm = 1 (Case b)),
• and if the coordinates of PX and P Y are all equal to the same constant (Case b1)), then
LCIn − nemax√
n
===⇒
n→∞
Z1 := max
λ∈K
Λ2
[(∑
i∈I
V Xi (λ
X)
)
∧
(∑
i∈I
V Yi (λ
Y )
)]
, (2.3)
• otherwise (Case b2)),
LCIn − nemax√
n
===⇒
n→∞
Z2 := max
λ∈K
Λ2
∑
i∈I
(
wX/Y V
X
i (λ
X) + wY/XV
Y
i (λ
Y )
)
. (2.4)
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2.2 Proof of Theorem 2.1
The proof of this theorem is based on a non-probabilistic lemma. First, let Eαn be the set of all continuous functions b
from [0, 1] into R such that: for all x, y in [0, 1], |b(y)− b(x)| ≤
(
nα
√
|y − x|+ nα−1/2
)
/2. Then, for all c ∈ (Eαn )m,
i ∈ {1, . . . ,m} and µ ∈ Λ, set vci (µ) = ci(µ1 + · · ·+ µi)− ci(µ1 + · · ·+ µi−1)., and for all b = (bX , bY ) ∈ ((Eαn )m)2, let
for all λ ∈ Λ2
zbn(λ) =
m∑
i=1
(√
npXi λ
X
i + v
bX
i (λ
X)
)
∧
(√
npYi λ
Y + vb
Y
i (λ
Y )
)
−√nemax.
One can think of bX (resp. bY ) as Bn,X(ω) (resp. Bn,Y (ω)) for a fixed ω ∈ Aαn . The symbol bX is used for ease
of notation and in order to emphasize the non-probabilistic nature of the proof.
In Case a), for all λX ∈ Λ, let
zb,a(λX) :=
∑
i∈I
vb
X
i (λ
X).
In Case b1), for all λ ∈ Λ2, let
zb,1(λ) :=
(∑
i∈I
vb
X
i (λ
X)
)
∧
(∑
i∈I
vb
Y
i (λ
Y )
)
.
In Case b2), for all λ ∈ Λ2, let
zb,2(λ) :=
∑
i∈I
wX/Y v
bX
i (λ
X) + wY/Xv
bY
i (λ
Y ).
Lemma 2.2. There exists a sequence (εn)n≥1 of positive reals converging to zero and such that eventually, for all
b = (bX , bY ) ∈ ((Eαn )m)2, either |maxλ∈Λ2 zbn(λ)−maxλ∈J zb
X ,a(λ)| ≤ εn, or |maxλ∈Λ2 zbn(λ)−maxλ∈KΛ2 zb,1(λ)| ≤ εn
or |maxλ∈Λ2 zbn(λ) −maxλ∈KΛ2 zb,2(λ)| ≤ εn, in Case a), b1) and b2), respectively.
We delay the proof of this crucial lemma to the next sections, and instead turn to the proof of the theorem.
Proof of Theorem 2.1. Let us assume that the Case b1) is occurring. Let
Z1n = max
λ∈K
Λ2
(∑
i∈I
V n,Xi (λ
X)
)
∧
(∑
i∈I
V n,Yi (λ
Y )
)
.
For all ω ∈ Aαn , Bn,X(ω) and Bn,Y (ω) are in Eαn so by Lemma 2.2, eventually (more precisely, for all n ≥ N0 with
N0 independent of ω), |Zcn(ω)− Z1n(ω)| ≤ εn. Then,
∣∣Zcn − Z1n∣∣1Aαn ≤ εn so (Zcn − Z1n)1Aαn tends to zero everywhere.
But Zcn − Z1n =
(
Zcn − Z1n
)
1Aαn +
(
Zcn − Z1n
)
1Aαn
, and the last term tends to zero in probability, therefore so does
Zcn − Z1n. Next, applying Donsker’s theorem, Z1n tends to Z1 in distribution, so does Zcn and finally so is the case for
Zn, recalling (2.1). The proofs in the Case b2) and a) are analogous and therefore omitted.
Let us now turn to the proof of Lemma 2.2. The method of proof goes as follows: Maximizing zbn(λ) is equivalent
to maximizing
zbn(λ)/
√
n =
m∑
i=1
(
pXi λ
X
i + v
bX
i (λ
X)/
√
n
)
∧
(
pYi λ
Y + vb
Y
i (λ
Y )/
√
n
)
− emax
which converges, as n goes to infinity, to f(λ)− emax. So one can expect that λ must "almost" be maximizing f , i.e.,
be in or "close to" the set KΛ2 . In Case a), we bound the max by taking the max over two sets which are closer and
closer to the set J . In Case b), first write λ = λKΛ2 + λr (actually dealing with a λ − a in order to have a vector
space, but the idea is the same), then ignore the small perturbation term λr in v, and the idea is (roughly) to fix λKΛ2
and to find the maximum over λr. In both cases, the end of the proof consists in showing how the maximum of the
relevant function (za, z1 or z2) over a set set of parameters that "tends to" a limiting set goes to the maximum over
this limiting set.
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2.3 Proof of Lemma 2.2, Case a)
2.3.1 Restriction to I
Fix b = (bX , bY ) ∈ ((Eαn )m)2. For ease of notation, we will omit in the notation the sub-index b in z and v. Roughly
speaking, we begin by proving that any λ maximizing zn must have "small" coordinates outside of I, and therefore
we can "replace" the variations v.i, for i /∈ I, by zero.
Let us assume that I 6= {1, . . . ,m}. Then by Lemma 1.3, pX
sec
= maxi/∈I pXi < p
X
max. Our first observation is that
if λ maximizes zn, i.e., if zn(λ) = maxλ∈Λ2 zn(λ), then
s :=
∑
i/∈I
λXi ≤
2mnα−1/2
pXmax − pXsec
. (2.5)
In words, the above indicates that the contribution of the letters not in I is, as expected, very limited. To prove
this inequality, note that on the one hand (recall Lemma 1.3),
zn(λ) ≤
m∑
i=1
(√
npXi λ
X
i + v
b
i (λ)
)−√npXmax ≤ √n (pXmax(1− s) + pXsecs)+mnα −√npXmax,
while on the other hand, for λ˜ ∈ KΛ2 , using the elementary inequality (1.9),
zn(λ) ≥ zn(λ˜) ≥
√
nf(λ˜)−mnα −√npXmax = −mnα. (2.6)
The inequality (2.5) follows, and it therefore allows us to replace the terms v.i(λ
.) for i /∈ I by zero. More precisely,
let for all λ ∈ Λ2,
zIn(λ) =
∑
i∈I
(√
npXi λ
X
i + v
X
i (λ
X)
) ∧ (√npYi λYi + vYi (λY ))+∑
i/∈I
(√
npXi λ
X
i
) ∧ (√npYi λYi )−√nemax,
then as shown next, ∣∣∣∣maxλ∈Λ2 zn(λ) − maxλ∈Λ2 zIn(λ)
∣∣∣∣ ≤ |I|
(
nα
2
√
2mnα−1/2
pXmax − pXsec
+ nα−1/2
)
, (2.7)
and this is still true when I = {1, . . . ,m} (since then maxλ∈Λ2 zn(λ) = maxλ∈Λ2 zIn(λ) and |I| = 0).
Indeed, let λ ∈ Λ2 be such that zn(λ) = maxλ∈Λ2 zn(λ). Using λXi ≤ 2mn
α−1/2
pXmax−pXsec , for all i /∈ I and (1.9),
maxλ∈Λ2 zIn(λ) ≥ zIn(λ) ≥ maxλ∈Λ2 zn(λ) − |I|
(
nα
2
√
2mnα−1/2
pXmax−pXsec + n
α−1/2
)
. Moreover, let λ˜ ∈ Λ2 be such that
maxλ∈Λ2 zIn(λ) = z
I
n(λ˜). Then, just as in proving (2.5), it follows that
∑
i/∈I λ˜
X
i ≤ 2|I|n
α−1/2
pXmax−pXsec . Hence maxλ∈Λ2 zn(λ) ≥
zn(λ˜) ≥ maxλ∈Λ2 zIn(λ)− |I|
(
nα
2
√
2|I|nα−1/2
pXmax−pXsec + n
α−1/2
)
, which completes the proof.
2.3.2 Bounds on the maximum with different sets of constraints
Let us next define two sets "close" to J . To do so, let Sn = 2|I|2nα−1/2, let CI =
∑
i∈I
1
pYi
, let Tn = p
X
maxCI2n
α−1/2,
and finally let
J+n =
{
λX ∈ Λ :
∑
i∈I
λXi
pYi
≤ 1 + Sn
pXmax
}
,
and
J−n =
{
λX ∈ Λ :
∑
i∈I
λXi
pYi
≤ 1− Tn
pXmax
}
.
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Note that by Lemma 1.3, setting δi1 = (1i=i1)i∈{1,...,m}, δi1 ∈ J−n eventually. We show, in this part of the proof,
that
max
λ∈J−n
za(λ) ≤ max
λ∈Λ2
zIn(λ) ≤ max
λ∈J+n
za(λ). (2.8)
Let us prove the upper bound first. Let λ ∈ Λ be such that zIn(λ) = maxλ∈Λ2 zIn(λ), and let S be the unique real
such that ∑
i∈I
λXi
pYi
=
1 + S
pXmax
.
Then, there exists i0 ∈ I such that,
λYi0p
Y
i0 ≤ λXi0pXmax −
S
|I| ,
since otherwise,
∑
i∈I λ
Y
i > 1, which is a contradiction. Then, using the upper bounds
∀i ∈ \{i0}
(√
npXi λ
X
i + v
X
i (λ
X)
) ∧ (√npYi λYi + vYi (λY )) ≤ (√npXi λXi + vXi (λX)) ,(√
npXi0λ
X
i0 + v
X
i0 (λ
X)
) ∧ (√npYi0λYi0 + vYi0 (λY )) ≤ (√n(λXi0pXmax − S|I|
)
+ vXi0 (λ
Y )
)
,
∀i /∈ I √npXi λXi ∧
√
npYi λ
Y
i ≤
√
npXi λ
X
i ,
we obtain
zIn(λ) ≤
√
nf(λX) +
∑
i∈I\{i0}
vXi (λ
X) + vYi0(λ
Y )−√n S|I| −
√
nemax
≤
∑
i∈I\{i0}
vXi (λ
X) + vYi0 (λ
Y )−√n S|I|
≤ |I|nα −√n S|I| .
Just as in obtaining the inequality (2.6), we have −|I|nα ≤ zIn(λ), hence S ≤ 2|I|2nα−1/2, i.e., λX ∈ J+n . To
conclude,
max
λ∈Λ2
zIn(λ) = z
I
n(λ) ≤
√
nf(λX) + za(λX)−√nemax ≤ za(λX) ≤ max
λ∈J+n
za(λ).
Let us now turn to the lower bound. Let λX ∈ J−n be such that za(λX) = maxλ∈J−n za(λ). For i ∈ I, let
µi =
(
pXmaxλ
X
i + 2n
α−1/2) /pYi . Hence, ∑i∈I µi ≤ 1 and there exists λY ∈ Λ such that for i ∈ I, λYi ≥ µi and for
i /∈ I, λYi = 0. For all i ∈ I,
√
npYi λ
Y
i + v
Y
i (λ
Y ) ≥ pXmaxλXi + 2nα + vYi (λY ) ≥
√
npXmaxλ
X
i + v
X
i (λ
X) =
√
npXi λ
X
i + v
X
i (λ
X),
so
zIn(λ) =
∑
i∈I
√
npXi λ
X
i + v
X
i (λ
X) +
∑
i/∈I
(
√
npXi λ
X
i ) ∧ 0−
√
npXmax =
∑
i∈I
vXi (λ
X) = za(λX) = max
λ∈J−n
za(λ),
and maxλ∈J−n z
a(λ) ≤ maxλ∈Λ2 zIn(λ).
2.3.3 End of the proof
The quantities |maxλ∈J−n za(λ) − maxλ∈J za(λ)| and |maxλ∈J+n za(λ) − maxλ∈J za(λ)| still need to be investigated.
Let C1 =
(
1− pXmax
pYi1
)
> 0. For λX ∈ Λ and t ∈ (0, 1), let λX,t = tδi1 + (1− t)λX . It is straightforward to prove that
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for all n greater than some constant, depending only on α, pX and pY , and for all λX ∈ J , λX,TnC1 ∈ J−n , while for all
λX ∈ J+n , λX,
2Sn
C1 ∈ J .
This is useful since for all i ∈ {1, . . . ,m},
|λX1 + · · ·+ λXi − (λX,t1 + · · ·+ λX,ti )| ≤ 2t,
and therefore, using (1.9),
max
λ∈J
za(λ) − max
λ∈J−n
za(λ) ≤ |I|
(
nα
√
2Tn
C1
+ 2nα−1/2
)
,
max
λ∈J+n
za(λ)−max
λ∈J
za(λ) ≤ |I|
(
nα
√
4Sn
C1
+ 2nα−1/2
)
.
Putting these two inequalities together with (2.8) leads to
∣∣∣∣maxλ∈Λ2 zIn(λ)−maxλ∈J za(λ)
∣∣∣∣ ≤ C2n 6α−14 + (2|I|)nα−1/2,
for some constant C2 depending only on the p’s that need not be made explicit. Considering (2.7), we see that a
suitable εn in Case a) is therefore
εn =
(
|I|
2
√
2m
pXmax − pXsec
+ C2
)
n
6α−1
4 + (m+ |I|)nα−1/2 = O
(
n
6α−1
4
)
.
2.4 Proof of Lemma 2.2, Case b)
2.4.1 Preliminaries
Fix b = (bX , bY ) ∈ ((Eαn )m)2. Just as in Case a), we omit in the notation the sub-index b. Let E = {x ∈ Rm :
x1 + · · ·+ xm = 0}, let K be the subspace of E2 defined by
K =
{
x ∈ E2 : ∀i ∈ I, pXi xXi = pYi xYi , ∀i /∈ I, xXi = yYi = 0, pX1 xX1 + · · ·+ pXmxXm = 0
}
,
and let P be the subset
P =
{
x ∈ E2 : ∀i ∈ {1, . . . ,m}, xXi ≥ −aXi , xYi ≥ −aYi
}
.
We verify that Λ2 = a+ P , moreover for all λ ∈ KΛ2 , for all i ∈ I λXi , pXi = λYi pYi , while for all i /∈ I, λXi = λYi = 0,
hence KΛ2 = a+K ∩ P . Since pXi aXi = pYi aYi , for all i ∈ {1, . . . ,m}, set for all x ∈ P ,
zn(x) = zn(a+ x) =
m∑
i=1
(√
npXi x
X
i + v
X
i (a
X + xX)
) ∧ (√npYi xYi + vYi (aY + xY )) .
Clearly,
max
λ∈Λ2
zn(λ) = max
x∈P
zn(x).
Note also that for all x ∈ (Rm)2, f(a+ x) = f(a) + f(x) so,
∀x ∈ P, f(x) ≤ 0 and (f(x) = 0) ⇐⇒ (x ∈ K ∩ P ) . (2.9)
Our next result is an elementary projection one.
Lemma 2.3. There exists C > 0 depending only on pX and pY such that for all x ∈ P , there exist xK∩P ∈ K ∩ P
and xr ∈ E such that x = xK∩P + xr and ‖xr‖∞ ≤ −Cf(x).
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Proof. E is an Euclidean space, and therefore let K⊥ be the orthogonal complement of K in E. Let x ∈ P (so x ∈ E)
and let (xK , xK
⊥
) be its orthogonal decomposition, i.e., xK ∈ K, xK⊥ ∈ K⊥ and x = xK + xK⊥ . Without loss of
generality, assume xK
⊥ 6= 0. For ease of notation, set g = −f . Let
amin = min
i∈I
ai.
In order to bound the image of xK
⊥
, we first rescale it to make it an element of P : it is easy to check that y :=(
amin
‖xK⊥‖∞
)
xK
⊥ ∈ P . Now, consider the sphere,
Samin :=
{
z ∈ K⊥ : ‖z‖∞ = amin
}
.
Then, Samin ∩ P is a non-empty compact set, so let
A = min
z∈Samin∩P
g(z).
Recalling (2.9), A > 0. Since y ∈ Samin ∩ P , A ≤ g(y) so that, using g
(
xK
⊥
)
= g(x),
‖xK⊥‖∞ ≤ amin
A
g(x).
This is almost the desired result, except that xK might not be in P . Let us assume, firstly, that g(x) ≤ A (and
therefore that ‖xK⊥‖∞ ≤ amin). Let xK∩P =
(
1− ‖xK
⊥‖∞
amin
)
xk and let xr = ‖x
K⊥‖∞
amin
xK + xK
⊥
. We first prove that
xK∩P ∈ K ∩ P . Since x ∈ P , for i ∈ I,(
1− ‖x
K⊥‖∞
amin
)
xKi +
(
1− ‖x
K⊥‖∞
amin
)
xK
⊥
i ≥ −
(
1− ‖x
K⊥‖∞
amin
)
ai
xK∩Pi ≥ −ai +
‖xK⊥‖∞
amin
ai −
(
1− ‖x
K⊥‖∞
amin
)
xK
⊥
i
≥ −ai + ‖xK
⊥‖∞ −
(
1− ‖x
K⊥‖∞
amin
)
‖xK⊥‖∞
≥ −ai,
and for i /∈ I, xK∩Pi = 0, since xK∩P ∈ K. So xK∩P ∈ K ∩ P .
Let us turn to xr. Since a+ x ∈ Λ2, ‖x‖∞ ≤ 1. Moreover, xK is the orthogonal projection of x, for the usual dot
product, so ‖xK‖∞ ≤
√
2m‖x‖∞ ≤
√
2m and
‖xr‖∞ ≤
(√
2m
amin
+ 1
)
‖xK⊥‖∞
≤
(√
2m
amin
+ 1
)
amin
A
g(x).
Setting C :=
(√
2m+ amin
)
/A, we have just proved that if g(x) ≤ A, then there exist suitable xK∩P and xr
satisfying the lemma. Finally, if g(x) > A, we let xK∩P = 0 and xr = x, so that ‖xr‖∞ ≤ 1 < g(x)/A < Cg(x) which
completes the proof.
2.4.2 Separation of the parameters
To begin with, we prove that maxx∈P zn(x) can be written as a maximum over two kind of parameters, one belonging
to K in the variations v.i, the other one being a small remaining term.
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Let x ∈ P be such that zn(x) = maxλ∈Λ2 zn(λ). Then,
zn(0) ≤ zn(x) ≤
√
nf(x) +mnα
−mnα ≤ √nf(x) +mnα
−f(x) ≤ 2mnα−1/2. (2.10)
Now, let
D =
{
(xK∩P , xr) ∈ (K ∩ P )× E : xK∩P + xr ∈ P} ,
and let
Dn =
{
(xK∩P , xr) ∈ (K ∩ P )× E : ‖xr‖∞ ≤ 2Cmnα−1/2, xK∩P + xr ∈ P
}
.
Then, for all (xK∩P , xr) ∈ D,
zα,exn (x
K∩P , xr) = zn(xK∩P + xr)
=
m∑
i=1
[(√
npXi x
r,X
i + v
X
i (a
X + xK∩P,X + xr,X)
)
∧
(√
npYi x
r,Y
i + v
Y
i (a
Y + xK∩P,Y + xr,Y )
)]
,
and applying Lemma 2.3 to (2.10) gives maxx∈Dn z
α,ex
n (x) = maxx∈P zn(x).
Let us next define a slight modification of zα,exn by letting, for all (x
K∩P , xr) ∈ Dn,
zαn(x
K∩P , xr) =
m∑
i=1
[(√
npXi x
r,X
i + v
X
i (a
X + xK∩P,X)
)
∧
(√
npYi x
r,Y
i + v
Y
i (a
Y + xK∩P,Y )
)]
.
The parameters are now "separated". For all (xK∩P , xr) ∈ Dn,∣∣zαn(xK∩P , xr)− zα,exn (xK∩P , xr)∣∣ ≤ m(nα√2Cm2nα−1/2 + 2nα−1/2) ,
so that ∣∣∣∣maxx∈P zn(x)− maxx∈Dn zαn(x)
∣∣∣∣ = ∣∣∣∣maxx∈Dn zαn(x) − maxx∈Dn zα,exn (x)
∣∣∣∣ ≤ m(nα√2Cm2nα−1/2 + 2nα−1/2) . (2.11)
Let also,
D′n =
{
(xK∩P , xr) ∈ (K ∩ P )× E : ‖xr‖∞ ≤ m× 2Cmnα−1/2, xK∩P + xr ∈ P
}
.
It is then clear, with a proof as above, that∣∣∣∣maxx∈P zn(x)− maxx∈D′n zαn(x)
∣∣∣∣ ≤ m(nα√2Cm3nα−1/2 + 2nα−1/2) . (2.12)
2.4.3 Restriction to I
In this part we replace E by EI := {x ∈ E : ∀i /∈ I, xi = 0}. Let E′n ⊂ D′n be defined by
E′n =
{
(xK∩P , xr) ∈ (K ∩ P )× E2I : ‖xr‖∞ ≤ m× 2Cmnα−1/2, xK∩P + xr ∈ P
}
,
and we aim to prove that
max
x∈Dn
zαn(x) ≤ max
x∈E′n
zαn(x) ≤ max
x∈D′n
zαn(x). (2.13)
The upper bound is clear, since E′n ⊂ D′n, and let us therefore prove the lower bound. Let (xK∩P , xr) ∈ Dn be
such that maxx∈Dn z
α
n(x) = z
α
n(x), and let
MX =
∑
i/∈I
xr,Xi , M
Y =
∑
i/∈I
xr,Yi .
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Note that for all i /∈ I, xr,Xi > 0 and xr,Yi > 0, so that MX > 0 and MY > 0. Define x˜r,X via x˜r,Xi = xr,Xi +MXaXi ,
for i ∈ I and x˜r,Xi = 0, for i /∈ I, and similarly for x˜r,Y . It is easily verified that (xK∩P , x˜r) ∈ E′n. Moreover, if
M =MX ∧MY ,
zαn(x
K∩P , x˜r) =
m∑
i=1
(√
npXi x˜
r,X
i + v
X
i (a
X + xK∩P,X)
)
∧
(√
npYi x˜
r,Y
i + v
Y
i (a
Y + xK∩P,Y )
)
=
∑
i∈I
(√
npXi (x
X
i +M
XaXi ) + v
X
i (a
X + xK∩P,X)
) ∧ (√npYi (xYi +MY aYi ) + vYi (aY + xK∩P,Y ))
≥ √nMemax +
∑
i∈I
(√
npXi x
r,X
i + v
X
i (a
X + xK∩P,X)
)
∧
(√
npYi x
r,Y
i + v
Y
i (a
Y + xK∩P,Y )
)
.
Note that
zαn(x
K∩P , xr) =
∑
i∈I
(√
npXi x
r,X
i + v
X
i (a
X + xK∩P,X)
)
∧
(√
npYi x
r,Y
i + v
Y
i (a
Y + xK∩P,Y )
)
+
∑
i/∈I
(√
npXi x
r,X
i
)
∧
(√
npYi x
r,Y
i
)
.
We now claim, and prove by contradiction, that∑
i/∈I
(√
npXi x
r,X
i
)
∧
(√
npYi x
r,Y
i
)
≤ √nMemax.
Indeed, using the definition (1.10) of emax,
zαn(x
K∩P , x˜r) ≥ zαn(xK∩P , xr),
hence maxx∈Dn z
α
n(x) ≤ maxx∈E′n zαn(x), which is the desired result.
Combining (2.11), (2.12) and (2.13), we finally get∣∣∣∣maxx∈P zn(x) − maxx∈E′n zαn(x)
∣∣∣∣ ≤ m(nα√2Cm3nα−1/2 + 2nα−1/2) . (2.14)
2.4.4 Independence of the parameters
A major issue with E′n is the condition x
K∩Pn + xr ∈ P . We would rather have a set of possible values for xr
independent of the value of xK∩Pn . To achieve that, let
Pn =
{
x ∈ E2 : ∀i ∈ {1, . . . ,m}, xXi ≥ −aXi + 2Cm2nα−1/2, xYi ≥ −aYi + 2Cm2nα−1/2
}
,
and let F ′n ⊂ E′n be given by
F ′n =
{
(xK∩Pn , xr) ∈ (K ∩ Pn)× E2I : ‖xr‖∞ ≤ 2Cm2nα−1/2, xK∩Pn + xr ∈ P
}
.
Now, the condition xK∩Pn + xr ∈ P is redundant, so
F ′n =
{
(xK∩Pn , xr) ∈ (K ∩ Pn)× E2I : ‖xr‖∞ ≤ 2Cm2nα−1/2
}
.
For (xK∩P , xr) ∈ E′n, and for n large enough so that 2Cm2nα−1/2 ≤ 1, it follows that
x′K∩P :=
(
1− 2Cm
2nα−1/2
amin
)
xK∩P ∈ F ′n,
so ∣∣∣∣maxx∈E′n zαn(x) − maxx∈F ′n zαn(x)
∣∣∣∣ ≤ |I|
nα
√
2Cm3nα−1/2
amin
+ 2nα−1/2
 . (2.15)
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2.4.5 Connections with the functions of Lemma 2.2
Let us now prove that for n large enough, maxx∈F ′n z
α
n(x) = maxλ∈a+K∩Pn z
1(x), in Case b1), while maxx∈F ′n z
α
n(x) =
z2α+K∩Pn , in Case b2).
Lemma 2.4. Let νX , νY ∈ Rm have null coordinates outside of I, then the following maximum exists
m(ν) = max
x∈E2I
∑
i∈I
(
pXi x
X
i + ν
X
i
) ∧ (pYi xYi + νYi ) , (2.16)
and, in Case b1),
m(ν) =
(∑
i∈I
νXi
)
∧
(∑
i∈I
νYi
)
, (2.17)
while in Case b2),
m(ν) =
∑
i∈I
wX/Y ν
X
i + wY/Xν
Y
i . (2.18)
Moreover, there exists a real A > 0 such that for any νX , νY ∈ Rm having null coordinates outside of I, there exists
x ∈ E2I such that ‖x‖∞ ≤ A‖ν‖∞, which attains the maximum in (2.16).
Proof. We have∑
i∈I
(
pXi x
X
i + ν
X
i
) ∧ (pYi xYi + νYi ) =∑
i∈I
νXi + ν
Y
i
2
+
∑
i∈I
pXi x
X
i + p
Y
i x
Y
i
2
−
∑
i∈I
∣∣∣∣pXi xXi + νXi − pYi xYi − νYi2
∣∣∣∣ .
In Case b1), this last expression simplifies to∑
i∈I
(
pXi x
X
i + ν
X
i
) ∧ (pYi xYi + νYi ) =∑
i∈I
νXi + ν
Y
i
2
−
∑
i∈I
∣∣∣∣emax(xXi − xYi ) + νXi − νYi2
∣∣∣∣ .
Hence, setting δ = emax(x
X − xY ) ∈ EI ,
m(ν) = max
δ∈EI
(∑
i∈I
νXi + ν
Y
i
2
−
∑
i∈I
∣∣∣∣δi + νXi − νYi2
∣∣∣∣
)
=
∑
i∈I
νXi + ν
Y
i
2
− min
δ∈EI
∑
i∈I
∣∣∣∣δi + νXi − νYi2
∣∣∣∣ ,
and it is easy to check that the above minimum is equal to
∣∣∣∑i∈I νXi −νYi2 ∣∣∣, and that there is a δ ∈ EI attaining it such
that ‖δ‖∞ ≤ ‖ν‖∞, so A = 1/emax works.
In Case b2), one can prove that there is a x ∈ E2I such that for all i ∈ I,
∣∣emax(xXi − xYi ) + νXi − νYi ∣∣ = 0. Then,
by elementary algebra, necessarily∑
i∈I
(
pXi x
X
i + ν
X
i
) ∧ (pYi xYi + νYi ) =∑
i∈I
wX/Y ν
X
i + wY/Xν
Y
i ,
and this is the minimum. Clearly, it is also possible to exhibit a constant A in this case.
Let us assume we are in Case b1). We can further assume, defining C in (2.3), that C ≥ A/2m2. Thus, any
xK∩Pn ∈ K ∩Pn, applying the previous lemma to ν :=
(
vX(aX + xK∩Pn,X), vY (aY + xK∩Pn,Y )
)
, has null coordinates
outside of I, and since 2Cm2nα−1/2 ≥ A‖ν‖∞,
max
xr∈E2I ,‖xr‖∞≤2Cm2nα
zαn(x
K∩Pn , xr) =
(∑
i∈I
vXi (a
X + xK∩Pn,X)
)
∧
(∑
i∈I
vYi (a
Y + xK∩Pn,Y )
)
,
max
x∈F ′n
zαn(x) = max
λ∈a+K∩Pn
z1(λ).
14
2.4.6 End of the proof
Still assuming that Case b1) holds true, it follows as just done with (2.15) that∣∣∣∣ maxλ∈a+K∩P z1(λ) − maxλ∈a+K∩Pn z1(λ)
∣∣∣∣ ≤ |I|
nα
√
2Cm3nα−1/2
amin
+ 2nα−1/2
 ,
and so, using (2.14) and (2.15) (recall that a+K ∩ P = KΛ2),∣∣∣∣maxx∈P zn(x)− maxλ∈K
Λ2
z1(λ)
∣∣∣∣ ≤ ( 2|I|√amin +m
)√
2Cm3n
6α−1
4 + 2(2|I|+m)nα−1/2.
Similarly, in Case b2),∣∣∣∣ maxλ∈a+K∩P z2(λ)− maxλ∈a+K∩Pn z2(λ)
∣∣∣∣ ≤ 2‖w‖∞ |I|
nα
√
2Cm3nα−1/2
amin
+ 2nα−1/2
 ,
and ∣∣∣∣maxx∈P zn(x)− maxλ∈K
Λ2
z2(λ)
∣∣∣∣ ≤ ( (1 + 2‖w‖∞)|I|√amin +m
)√
2Cm3n
6α−1
4 + 2(2|I|+m)nα−1/2,
so a suitable εn in Case b) is
εn =
(
(1 + 2‖w‖∞)|I|√
amin
+m
)√
2Cm3n
6α−1
4 + 2(2|I|+m)nα−1/2 = O
(
n
6α−1
4
)
.
3 Consistency with previous results
As stated in the introductory section, Theorem 1.1 and the conjectured Theorem 1.2 are consequences of our main
theorem. Indeed, let Xk and Yk (k = 1, 2, . . . ) have the same distribution, then note that
I =
{
i ∈ {1, . . . ,m} : pXi = pmax
}
,
and so the multiplicity k∗ of pmax is equal to |I| and we are in Case b1). It is also clear that
KΛ2 = {λ ∈ Λ : ∀i /∈ I, λi = 0}2 .
Our theorem states that the limiting distribution of Zn is
max
λ∈K
Λ2
√
pmax(1− pmax)
∑
i∈I
BXi
 i∑
j=1
λXj
−BXi
i−1∑
j=1
λXj
 ∧
∑
i∈I
BYi
 i∑
j=1
λYj
 −BYi
i−1∑
j=1
λYj

= max
0=t0≤t1≤···≤tk∗=1
√
pmax(1− pmax)
[(
k∗∑
i=1
(
BXi (ti)−BXi (ti−1)
)) ∧( k∗∑
i=1
(
BYi (ti)−BYi (ti−1)
))]
, (3.1)
where BX and BY are two k-dimensional Brownian motions on [0, 1] with respective covariance matrix defined in
Theorem 2.1. The proof of Corollary 3.3 in [2] shows, by writing BX and BY as linear combinations of standard
Brownian motions, that (3.1) has the same law as
max
0=t0≤t1≤···≤tk∗=1
√
pmax
[(√
1− k∗pmax − 1
k∗
k∗∑
i=1
B
X
i (1) +
k∗∑
i=1
(
B
X
i (ti)−B
X
i (ti−1)
))
∧(√
1− k∗pmax − 1
k∗
k∗∑
i=1
B
Y
i (1) +
k∗∑
i=1
(
B
Y
i (ti)−B
Y
i (ti−1)
))]
,
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where B
X
and B
Y
are now two k∗-dimensional standard Brownian motions on [0, 1]. Dividing both sides by
√
pmax,
one obtains the conjectured Theorem 1.2.
To conclude, let us consider, as in [2, Section 4], the generalization to countably infinite alphabets. Suppose the
alphabet is N∗ = {1, 2, . . .}, consider (p′Xi )i≥1, (p′Yi )i≥1 two distributions on this alphabet, we are now interested in
LCI∞n , the length of the longest common and increasing subsequences. Let
Λ∞ = {µ ∈ (R+)N
∗
= [0,+∞)N∗ :
+∞∑
i=1
µi = 1},
and
e∞max = sup
(λX ,λY )∈Λ2
+∞∑
i=1
(
p′Xi λ
X
i
) ∧ (p′Yi λYi ) . (3.2)
Let m ∈ N∗,m ≥ 2 be such that ∑+∞i=m p′Xi < e∞max and ∑+∞i=m p′Yi < e∞max. Let us consider the distributions over
{1, . . . ,m} obtained by replacing all letters greater than m bym, namely, let pXi = p′Xi for i < m and pXm :=
∑+∞
i=m p
′X
i ,
and let pYi (1 ≤ i ≤ m) be defined in a similar fashion. We can construct LCI∞n and LCIn over the same sequence
of letters but replacing all letters greater than m by m to form LCIn, and we argue, by a sandwich argument, that
when properly centered and scaled (note that e∞max = emax), LCI
∞
n and LCIn tend to the same distribution. Indeed,
consider LCI ′n defined by the longest common and increasing word not using the letter m, since m /∈ I, LCI
′
n−emaxn√
n
and LCIn−emaxn√
n
converge to the same distribution. But,
LCI ′n − emaxn√
n
≤ LCI
∞
n − emaxn√
n
≤ LCIn − emaxn√
n
,
completing the proof.
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