The use of pulsars as astrophysical clocks for gravitational wave experiments demands the highest possible timing precision. Pulse times of arrival (TOAs) are limited by stochastic processes that occur in the pulsar itself, along the line of sight through the interstellar medium, and in the measurement process. On timescales of seconds to hours, the TOA variance exceeds that from template-fitting errors due to additive noise. We assess contributions to the total variance from two additional effects: amplitude and phase jitter intrinsic to single pulses and changes in the interstellar impulse response from scattering. The three effects have different dependencies on time, frequency, and pulse signalto-noise ratio. We use data on 37 pulsars from the North American Nanohertz Observatory for Gravitational Waves to assess the individual contributions to the overall intraday noise budget for each pulsar. We detect jitter in 22 pulsars and estimate the average value of RMS jitter in our pulsars to be ∼ 1% of pulse phase. We examine how jitter evolves as a function of frequency and find evidence for evolution. Finally, we compare our measurements with previous noise parameter estimates and discuss methods to improve gravitational wave detection pipelines.
INTRODUCTION
Pulsar timing is used for a variety of unique applications in astrophysics and fundamental physics. These include mass determinations of neutron stars (NSs) and their binary companions to contrain compact object formation mechanisms and equations-of-state Antoniadis 2013) ; precision tests of general relativity and other theories of gravity ; limits on changes in fundamental constants (Lazaridis et al. 2009; Shao & Wex 2013; Zhu et al. 2015) ; and, especially recently, using arrays of pulsars as detectors of lowfrequency (nanohertz) gravitational waves (GWs; e.g., Arzoumanian et al. 2015a,c) . Improvements in the accuracy of measured arrival times continue to yield benefits in these applications. In this paper, we present a tions from solar system and astrophysical effects can be determined (Verbiest et al. 2009 ). Radio emission beams appear to be locked to the crust of the neutron star and single pulses have phases that vary with respect to a fiducial phase that is also locked to the crust (Kramer 1998; . Averages of N p single pulses at a specific frequency converge to a stable pulse shape with fractional deviations ∼ 1/ N p , as expected for pulse fluctuations that are largely statistically independent (e.g., Dolch et al. 2014) . While average pulse shapes do vary with frequency , the pulse shapes of radio pulsars, including those objects having two or more stable shapes associated with metastable state of the magnetosphere (i.e., the shapes do not show evolution in time), are stable and show no secular evolution except for a few pulsars in NS-NS binaries where geodetic precession alters the orientation of the beam (Perera et al. 2010) and in the Crab pulsar in which larges changes in pulse shape are seen over a few decades (Lyne et al. 2013) . Magnetars also show secular changes in pulse shapes (e.g., Yan et al. 2015) .
Intrinsic variations in pulses appear to have stationary statistics (Liu et al. 2011 (Liu et al. , 2012 in the same way that the average profile formed by averaging a large number of single pulses converges to a shape that appears to be epoch independent (see Craft 1970; Backer et al. 1975; Phillips & Wolszczan 1992; Hassall et al. 2012; Pilia et al. 2015) . Consequently, pulse-to-pulse variations can be characterized for each pulsar and can be incorporated into timing studies that require a noise model, such as GW detection. Within a Bayesian framework, the average pulse profile and the pulse variations comprise some of the prior information that underlie modeling of pulsar orbits and GW detection (van Haasteren et al. 2009; Lentati et al. 2014) .
In this paper, we focus on timescales smaller than one day and as short as a single spin period. Longer time spans require consideration of other phenomena, including pulsar spin variations and changes in the free-electron content along the line of sight. Intrinsic pulse variations comprise only one contribution to the arrival time variance on short timescales. A second contribution is the template-fitting error due to additive noise in the measured pulse shape which therefore, unlike single pulse variations, depends on the signal-to-noise ratio of the average pulse . A third contribution is due to changes in the interstellar impulse response from multipath scattering, which depends strongly on radio frequency ). The measured impulse response (or pulse broadening function, PBF) at a given time is caused by diffractive interstellar scattering/scintillation (DISS) and it varies as the finite number of constructive intensity maxima ('scintles') appearing in the measurement bandwidth changes. These whitenoise contributions to arrival-time errors are referred to as pulse jitter, template-fitting errors, and scintillation noise, respectively. They have distinct correlations with time and frequency that can used to separate them empirically.
In §2, we describe the white-noise model. In §3, we briefly describe observations from the North American Nanohertz Observatory for Gravitational Waves (NANOGrav) and the data sets used in our analysis.
We discuss the analysis of individual objects in §4, discuss the collective results in §5, and analyze pulse jitter statistics in MSPs in §5.1. In §6 we compare our results with the parameterized Bayesian noise analysis reported in Arzoumanian et al. (2015b) and discuss the implications for pulsar timing array (PTA) optimization. We summarize our conclusions in §7.
MODEL FOR SHORT-TERM TIMING VARIANCE
We characterize the three white-noise contributions through appropriate analysis of short (∼ 30 min) timing observations. Typical observing epochs are separated by several days or weeks, over which time each of the three contributions is uncorrelated, thus appearing as a whitenoise perturbation of arrival times, ∆t(ν, t). The total combined variance of the residuals 1 on short timescales is σ 
where σ S/N is the template-fitting error from a finite pulse signal-to-noise ratio (S/N) primarily due to radiometer noise, σ J is the error due to pulse phase and amplitude jitter, and σ DISS is due to scintillation noise. Spin noise, measurable over roughly yearly timescales, is negligible over a single epoch, as are changes in dispersion measure (DM = dl n e , the integral of the electron density over the line of sight) and in the mean shape of the PBF (see Appendix A for more details). For most objects we find σ S/N > σ J σ DISS , while a few have σ J σ S/N at some epochs of high S/N from periods of strong scintillation. Several objects show σ DISS as the dominant timing error at particular radio frequencies (see §5).
In the following, we will consider the pulse shape model and individually discuss the TOA errors resulting from template fitting of finite S/N pulses, jitter, and scattering.
Pulse Shapes
Radio pulses are subject to a variety of perturbations as they travel between the pulsar and the Earth. To model the changes in pulse shape and intensity, we will assume that all chromatic delays have been perfectly removed or are negligible over each narrowband channel. These include the dispersive delay from DM, scattering, and frequency-dependent pulse profile evolution. We also assume that the signal polarization has been calibrated perfectly.
Under these assumptions, we model pulse shapes I(φ, ν, t) as a function of phase φ obtained in short integrations longer than the pulse period, centered on time t and in a sub-band centered on frequency ν. The dominant remaining effect from scattering is the DISS intensity modulation associated with a small number of scintles in a time-frequency resolution cell. Refractive interstellar scintillation (RISS) will also modulate the signal strength but typically varies more slowly than DISS and is broadband (though still chromatic; Stinebring et al. 2000) . It is assumed in the following discussion that we can resolve relevant pulse structure and scintillation fluctuations though in reality observing practices may not always allow for scintles to be fully resolved for a given pulsar. We also include a telescope bandpass function H tel (ν) that lumps together all frequency-dependent gains from the feed antenna to the output of the digital filterbank channel. The pulse shape model is then
where g RISS is the RISS modulation, g DISS is the DISS modulation, S i is the intrinsic spectrum of the pulsar, p i is the intrinsic pulse shape normalized to unit area, h PBF is the pulse broadening impulse response function, and n is additive radiometer noise. The intrinsic pulse shape is stochastic and includes contributions from phase and amplitude jitter. We assume that the time-averaged intrinsic pulse shape, p i (φ, ν, t) t , converges to a pulse template, U (φ, ν), that is stable over long timescales. The template shape evolves as a slow function of frequency and the shape of each individual pulse is as well.
Template-Fitting Errors
Template matching yields an RMS error in the TOAs that depends on the S/N of the pulse. We assume for now that the data profile is a scaled and shifted version of the template with additive noise, the condition for matched filtering to yield the minimum possible TOA error (Turin 1960; Taylor 1992 ). This assumption breaks down when considering pulse phase jitter and the finite scintle effect, which change the profile dynamically and are discussed in the following subsections. Let U (φ) be the pulse template as a function of pulse phase φ normalized to unit amplitude, where we have dropped the explicit frequency dependence. The measured pulse intensity I(φ) at any epoch is then modeled as
where S is the signal-to-noise ratio of the pulse profile (peak to off-pulse RMS, written this way for clarity as a variable in equations), n(φ) is additive noise with RMS amplitude σ n , and φ 0 is the TOA. The TOA can be determined either through a cross-correlation analysis with proper interpolation of the cross correlation function to find the maximum or by least-squares fitting of the model template to the data. Mathematically, the two approaches are identical. The peak of the crosscorrelation function (CCF) of the template and pulse profile has a S/N related to S as (J. M. Cordes et al. in preparation)
and is larger by a factor equal to the square root of the effective number of samples across the pulse if n(φ) is uncorrelated between phase bins. Template matching will fail when S CCF 1. For a pulse template with N φ phase bins, the templatefitting error is 
where W eff is an effective width 2 given by
for a pulsar with period P . We note that for Eq. 5, if profiles are smoothed by n s samples to increase S ∝ n 1/2 S , the effective number of phase bins N φ ∝ n −1 s , leaving the product N 1/2 φ S invariant. The effective width is useful because it is unique to each pulsar-frequency combination and does not depend on any observational parameters. Therefore, it can be calculated using data obtained from one receiver-backend system and then the TOA error can be calculated for any value of S/N and number of phase bins. Any instrumental change, such as a change in H tel (ν) over time, that alters the pulse shape will have to be taken into account, however. The expression for σ S/N yields the same value as the frequency-domain expression given by Taylor (1992) .
The Role of DISS
The finite S/N causes the TOA to have a Gaussian error PDF under the assumption of the central limit theorem, f ∆t (∆t|S) = N (0, σ 2 S/N ). DISS causes the S/N of the pulse to be modulated by a scintillation "gain", g. The gains have an exponential PDF f g (g) = exp(−g)Θ(g) where Θ(g) is the Heaviside step function (see Appendix B of Cordes & Chernoff 1997) . Multiple scintillation maxima in the time-frequency plane will alter the PDF, which, given n ISS scintles, is
where Γ is the gamma function. When pulse shapes and TOAs are calculated, typically n ISS 1 scintles are averaged over the bandwidth and integration time, decreasing the variations in the scintillation gains. We can transform the PDF of gains to the PDF of the observable pulse S/Ns with a change of variable to g = S/S 0 , where S 0 is the mean S/N. The PDF is written as
As n ISS → ∞, f S (S|n ISS ) → δ(S − S 0 ), and the pulse S/N will be constant. The PDF of the TOA errors is
where σ S0 is the RMS from template-fitting errors when no scintillation occurs (S is constant) and H n (x) is a Hermite polynomial of order n. See Appendix B for more details. In general, the distribution of measured S/N, f S (S), will be a convolution of several distributions, including the distribution of S/N intrinsic to the pulsar f Sint (S), the DISS modulation f SDISS (S), and the RISS modulation f SRISS (S), which will also affect the distribution of TOA errors.
Example of a Single-Component Gaussian Pulse
For a Gaussian pulse having width W (FWHM), the effective width (using Eq. 6) is
For this case, the effective width is proportional to the geometric mean of the period and actual pulse width. The TOA error is
where we have used Eq. 4 to calculate
The quantity W/P represents the fiducial duty cycle for an MSP. S CCF must be of order unity or larger for template matching to fit appropriately.
2.3. Single Pulse Amplitude and Phase Variations ("Jitter") Single pulses of both canonical pulsars and MSPs have been shown to have stochastic amplitude and phase variations (Cordes & Downs 1985; Cordes et al. 1990; Liu et al. 2012; Shannon & Cordes 2012; Shannon et al. 2014; Dolch et al. 2014) . When averaged over N p pulses to form a pulse profile, pulse jitter causes the underlying pulse shape to differ from that of the template, causing an error that is qualitatively different from additive noise. The jitter TOA error is independent of S/N. We define a dimensionless parameter k J ≡ σ J,1 /P as the ratio of RMS phase variation of individual pulses σ J,1 = σ J N p (in time units) to the period P of the pulsar. Cordes & Downs (1985) and define a jitter parameter f J = σ J,1 /σ U , where σ U is the equivalent RMS width of the template. Since pulse profiles often display multiple components with potentially different jitter statistics, using k J to compare the intrinsic jitter between pulsars is less dependent on the properties of the different components.
We note that single-component pulses that show phase variations only will have an RMS jitter but those that show amplitude variations only will not display jitter. However, for pulses with multiple components, amplitude variations without phase variations will yield an RMS jitter but only if the components overlap in pulse phase. An in-depth analysis on the role of multiple components in jitter will be presented in J. M. Cordes et al. (in preparation) . As an example, we consider a single component, Gaussian-shaped pulse with both a Gaussian phase jitter PDF with dimensionless phase variations k J,c and amplitude variations with a modulation index m I,c (defined as RMS intensity divided by mean pulse amplitude). We use the subscript 'c' to explicitly denote that the parameters describe the single component, whereas the parameter k J is defined as the overall timing variation of the pulse. The TOA error is then (modified from the form in 
Comparing the TOA errors from additive noise and jitter in Eqs. 5 and 13, we can define a transition S/N at which the two contributions are equal, σ S/N = σ J . The single-pulse S/N implied by a profile calculated from N p pulses, assuming statistical independence of jitter between pulses, is S 1 = N −1/2 p S. For a Gaussian-shaped pulse, we find the single-pulse transition S/N, by setting Eqs. 11 and 13 equal when N p = 1, to be
and the corresponding S/N of the CCF is
where we set the fiducial k J = k J,c (1 + m 2 I,c ) 1/2 = 0.01 based on our analysis in §5.1. When the single-pulse cross-correlation S/N is greater than about unity, the jitter error becomes larger than the template-fitting error.
The same pulsar-intrinsic effects that cause frequencydependent template evolution will cause jitter to be a slow function of frequency as well. Over an observing band, we might approximate jitter as being frequency-independent (see Shannon et al. 2014 for evidence of decorrelation over widely-separated frequencies) but frequency-dependence of the pulse template can be measurable (Pennucci et al. 2014; Dolch et al. 2014) . We therefore note that jitter will be strongly correlated in frequency but not in time. DISS has a correlation bandwidth and timescale that can vary widely from pulsar to pulsar and between epochs for the same pulsar. Template-fitting errors are uncorrelated between time samples and frequency sub-bands.
Scintillation Timing Noise: Finite Scintle Effect
The time-frequency plane is made up of independent intensity fluctuations called scintles that are 100% modulated and have characteristic time and frequency scales ∆t d and ∆ν d , respectively. The scintillation structure is related to the temporal broadening of pulses, resulting in a time delay . Since a finite number of scintles will occupy the time-frequency plane, the instantaneous PBF will be different from the ensemble average shape. This produces an error that is statistically independent between two epochs and is therefore white noise in time.
The number of scintles for an observation of duration T and bandwidth B is approximately
The filling factors η t ,η ν are less than unity and are in the range of 0.1 to 0.3 Levin et al. 2016) , depending on the definitions of the characteristic timescale and bandwidth. When n ISS is large, the TOA error is
where
is the scattering timescale with C 1 a coefficient of order unity. For a thin scattering screen with uniscale irregularities, C 1 = 1 but for a Kolmogorov screen, C 1 = 0.96. For uniform, thick media, C 1 = 1.53 and 1.16, respectively, for uniscale and Kolmogorov media (Cordes & Rickett 1998 ). When there is only one scintle or a partial scintle across the band, the TOA error is approximately τ d , or some fraction of it.
3. OBSERVATIONAL DATA 3.1. NANOGrav Timing Observations We used pulse profile data from the NANOGrav nineyear data set described in Arzoumanian et al. (2015b, hereafter NG9) for our analysis. NG9 contains multifrequency pulse profiles of thirty-seven MSPs observed at the Green Bank Telescope (GBT) and Arecibo Observatory (AO). Two generations of backends were used, the GASP/ASP backend earlier, processing up to 64 MHz (Demorest 2007; Demorest et al. 2013) , and the GUPPI/PUPPI backends later, processing 100, 200, or 800 MHz of bandwidth (DuPlain et al. 2008; Ford et al. 2010) . The larger bandwidth of GUPPI and PUPPI yields an increase in S/N from increased averaging of radiometer noise combined with a higher probability for large scintillation maxima (Pennucci et al. 2014 ). Because we wish to maintain homogeneity of the inferred parameters of our pulsars (e.g., consistent scintillation statistics), we analyze pulses observed with GUPPI/PUPPI only.
Each pulsar was observed at each epoch with at least two receivers. At GBT, the 820 and 1400 MHz bands were used, and at AO, the 430 and 1400 MHz or 1400 and 2300 MHz bands were used. PSRs B1937+21 and J1713+0747 were observed at both AO and GBT and we analyze both observatories' data sets independently to check for consistency across varying S/Ns. In addition, PSR J2317+1439 contained data from the 327 MHz band in addition to the 430 and 1400 MHz bands. We also used processed 430 MHz data available for PSRs B1937+21 and J2017+0603 though they were not included in NG9.
Pulse profiles were computed in real time by averaging together single pulses according to an initial timing model that includes the pulsar's spin kinematics and the orbital motions of the Earth and, if needed, the pulsar binary orbit. Model parameters were obtained by fitting to earlier observations. Raw data profiles from GUPPI/PUPPI were folded and de-dispersed in ∼ 10 s and ∼ 15 s subintegrations at AO and GBT, respectively, and every eight subintegrations were averaged together to reduce data volume through the NG9 pipeline. Some Arecibo 1400 MHz observations were initially recorded in ∼ 1 s subintegrations to aid in radio frequency interference (RFI) excision and then combined to form the ∼ 10 s "raw" subintegrations. Observations for a given epoch typically spanned about 0.5 hr. All profiles were divided into 2048 phase bins. Arzoumanian et al. (2015b) describe the polarization calibration algorithm, as well as the RFI excision methods, for creating calibrated data profiles using the psrchive 3 software package (Hotan et al. 2004; van Straten et al. 2012) . A broadband noise source was locally injected into the two polarization signal paths at each observatory prior to every pulsar observation and is recorded by the backend systems. Both differential gain and phase between the two hands of polarization were calibrated using the correlated noise source observation. The noise source power in each hand of polarization was not assumed to be equal and was measured separately roughly once per month per telescope per frequency by observing the noise source after pointing on and off a bright, unpolarized quasar. After balancing the gains of the two orthogonal polarizations, the intensity profiles were produced by summing the two polarization profiles. Future papers will discuss the complete polarization and flux calibration solutions at AO and GBT. Frequency channels known to consistently contain RFI signals were removed first. If the off-pulse variation in a 20-channel wide frequency window was four times the median variation value, those channels were also removed.
We took the calibrated profiles with ∼ 80 s (AO) and ∼ 120 s (GBT) subintegration lengths and average the profiles together into sub-bands of 50 MHz resolution. Frequency-averaging builds S/N for each pulse to avoid mis-estimation of the TOA in the low-S/N limit (see Appendix B of Arzoumanian et al. 2015b) . We note that frequency-dependent profile shape changes across the entire observing band can be significant for some sources over the full band (e.g., see Pennucci et al. 2014) but are small over a 50 MHz channel.
We implemented a Fourier-domain TOA estimation algorithm (Taylor 1992 ) that determines the amplitude Sσ n , the TOA, and template-fitting uncertainty of an intensity profile I(φ, ν, t). Template shapes U (φ) are determined from de-noised average profiles, smoothed by thresholding the coefficients of a wavelet decomposition of the pulse shape. One template is generated from all data for each pulsar, backend, and frequency band com- bination 4 . Timing offsets from profile frequency evolution are not accounted for here but will be accounted for in the analysis in the following section. We determined the off-pulse window for each pulse template used to measure σ n by finding the rolling eighth (256 out of 2048 phase bins) of phase that has the smallest integrated intensity. The pulse baseline is defined as the mean of the off-pulse region and the noise σ n is the RMS amplitude of the region. Once we knew the best-fit amplitude and RMS noise, we then calculated the associated S/N for each pulse. Our code is freely available in the PyPulse software package 5 .
3.2. Scintillation Parameters Scintillation bandwidths and timescales were taken or estimated (using the scaling relations as a function of observing frequency in Cordes & Lazio 2002) from Keith et al. (2013) and Levin et al. (2016) and references therein. We used these measurements to derive values of σ DISS given by Eq. 17 assuming η ν = η t = 0.2, C 1 = 1 (Lambert & Rickett 1999; Levin et al. 2016) , and integration time/bandwidth values equal to that of the profiles from each telescope. When scintillation parameters were not available, we estimated all other values using the NE2001 electron density model (Cordes & Lazio 2002) .
SINGLE PULSAR ANALYSIS
We are interested in quantifying noise on intraday timescales. We therefore independently analyze individual NANOGrav observations, typically of duration 30 min or less. During an observation, the incoming data were folded using a pre-computed model pulsar ephemeris. We assumed that this ephemeris is sufficiently accurate that there is very little drift in pulse arrival times over an observation. We calculated pulse phases within an observation, "initial timing residuals" δt(ν, t), using the Fourier-domain estimation algorithm of Taylor (1992) . We assumed that the initial timing model used for folding will yield polynomial expansions of phase and spin period that represent the state of the Earth-pulsar line of sight at a given epoch to high accuracy. We also assumed that the initial timing model is accurate such that pulse smearing will be negligible for our subintegration lengths. We then calculated "shortterm" residuals R(ν, t) over a single observation by fitting a polynomial model over all δt(ν, t) observed that includes a constant offset for TOAs from each frequency channel and a parabolic fit in time common to all TOAs. The initial and short-term models can be written as
Here, a and b are frequency-independent coefficients, n(ν, t) is additive noise in both time and frequency that includes the three white-noise components in Eq. 1, and K(ν) represents a constant offset that varies with frequency, resulting from pulse profile evolution or epochdependent dispersion and scattering. Variables with carets denote estimated quantities. Thus, R(ν, t) is the estimated additive noise, calculated by subtracting the estimated model parameters from the TOAs. We assumed that subtraction of the offsets removes any frequency-dependence between sub-bands. The variance removed by the fit for a, b, and K(ν) to obtain R(ν, t) will be small for white-noise components that are uncorrelated in time.
Differences between the initial timing model and the short-term timing model for a given epoch can result from a number of possible effects that we account for with the quadratic fit in Eq. 19. Table 1 lists the effects and their approximate amplitudes. We provide details of the estimates in Appendix A.
An In-Depth Analysis of Jitter and
Frequency-dependent Jitter Evolution in PSR J1713+0747 PSR J1713+0747 is not only one of the best-timed pulsars but it is the pulsar with the highest S/N pulses in our entire data set and is thus most sensitive to jitter error. The S/N peaked at S ≈ 2000 at 1400 MHz for one of two observations on MJD 56380. Figure 1 shows the residuals of sub-bands for that observation in panel (a); strong correlation between sub-bands is evident and indicative of pulse jitter Shannon et al. 2014) . Along with the ∼ 80 s data, we processed the ∼ 10 s subintegration raw data from this observation to demonstrate the lack of temporal correlation in the residuals, shown in panel (b), as expected when jitter noise becomes dominant. The results in Figure 1 are presented with the 80 s subintegrations displayed in the left panels and the 10 s subintegrations on the right.
Within each subintegration, we typically saw a monotonic increase or decrease in the residual with frequency, which is most evident in the second-to-last subintegration of the low-time-resolution residuals, highlighted with a black arrow in panel (a). Each line in panels (c) and (d) shows the residuals as a function of frequency for each subintegration. The subintegration highlighted with the arrow in panel (a) is marked with a thick, black line in panel (c) and demonstrates the trend increasing with frequency. We fit the slope of each line and plot the results in panels (e) and (f). The slope values show a deviation much larger than the median of the fitting errors, denoted by the dotted, horizontal lines. While the points in the time series in panel (e) appear correlated, they do not in panel (f), suggesting the slope changes are uncorrelated. The autocorrelation functions (ACFs) of the time series in panels (e) and (f) are shown in panels (g) and (h), respectively, and the flatness at non-zero lags demonstrates that the slope changes are consistent with uncorrelated, white noise in time.
The roughly monotonic slope of the residuals with frequency in each subintegration indicates that there is a systematic variation of the pulse shape for each subintegration (and thus TOAs) versus frequency, indicative of frequency-dependent jitter evolution, which is distinctly different from frequency-dependent pulse profile evolution, though related. These slopes are uncorrelated between subintegrations, indicating that longer averages of larger numbers of pulses will show less variation with frequency. Nonetheless, it is known that the average pulse shape of PSR J1714+0747 varies systematically with frequency (Arzoumanian et al. 2015b; Dolch et al. 2014 ) and those must reflect the variations occurring on the singlepulse level. For the high-time-resolution data, the RMS slope is ≈ 0.53 µs/GHz.
Distributions of Residuals from Jitter and
Scintillation We modeled the variance in the residuals separately for each pulsar/backend/frequency band combination using Eq. 1. While all three terms scale as N −1 p , only the template-fitting term depends on the S/N of the pulse profile whereas the jitter and the DISS terms do not. Therefore, we used a one-parameter model for the variance as a function of S/N,
, as implied by Eq. 1, is the variance that is constant in S/N. At high S/N, σ S/N → 0 and σ 2 C becomes the dominant term. We took the scintillation parameters to be constant for all epochs so that σ DISS is fixed, though measurements of these parameters indicate small variations (factor of 2) over many years, with some pulsar showing larger fluctuations (e.g., Coles et al. 2015) .
The observed S/N PDF depends on the intrinsic pulse amplitude distribution, on modulations from DISS and RISS, and on variations of the system equivalent flux density (SEFD) of the receiver. We assumed that the average intrinsic flux density of the pulsar and SEFD were constant over all times. Therefore, the mean S/N, S 0 , is constant for our many-period pulse averages (large N p ), i.e., f S0 (S) = δ(S − S 0 ), assuming that changes in the S/N are due solely to modulation from DISS. RISS has been shown to change the observed flux density by a factor of 2 on the timescale of 10s of days (Stinebring et al. 2000) . Since we observed S/N variations spanning over an order of magnitude from the mean in some cases, we ignored the contribution to the S/N PDF from RISS.
We assumed that residuals at a given S/N follow a Gaussian distribution
where again σ R is a function of both S and σ C (Eq. 20). The normality assumption is a good approximation due to the fact that while residuals must lie within one cycle of pulse phase, |R| 0.001P and deviation from a Gaussian distribution is negligible. We removed all residuals with S < 10 0.5 (≈ 3) to avoid contamination by low-significance noise being fit by the template matched filtering (see Appendix B of Arzoumanian et al. 2015b) , which excluded five pulsar/backend/frequency band residual sets and two pulsars from our analysis entirely. We excised evident RFI beyond the methods described in §3 by inspection of the residuals and the corresponding pulse profiles.
We performed a maximum likelihood (ML) analysis over the residuals {S i , R i } given the three parameters S 0 , n ISS , and σ C . To include our cut in S/N, we included a parameter S min and determined the factor that properly normalizes the distribution in S. The normalized distribution is
where Γ(α, x) is the incomplete Gamma function and Γ(α, 0) = Γ(α) (see Eqs. 3.381.3-4 of Gradshteyn et al. 2007 , for the relevant integrals). The likelihood function can be calculated by combining Eqs. 7, 21, and 22, (23) where i labels the individual residuals. We performed a grid search in the three-dimensional parameter space to estimate the values and uncertainties on the three model parameters. The likelihood function can be expressed as the product of individual likelihoods
so that we could perform the grid search in σ C independently from the search in S 0 , n ISS space. We limited our search in n ISS with a lower bound of 1 so that the minimum number of degrees of freedom across both the time and frequency dimensions is 2 (Cordes & Chernoff 1997) , or that each pulse must come from at least one ray path through the ISM. An F-test was used to determine the significance of σ C with a significance value of 0.05 (i.e., 2σ significant). If not, we computed the 95% upper limit on σ C . Figure 2 shows the results for one of NANOGrav's besttimed pulsars, PSR J1713+0747 observed at 1400 MHz at AO. The top panel shows the residuals R i (S i ) with the ±3σ R ranges plotted in the blue lines. At higher S/N, the RMS of the residuals asymptotes to a constant value, σ C , represented by the constant width scatter of points, and is indicative of jitter and scintillation noise and the S/N regime over which they dominate the template-fitting error. A histogram of the residuals R i are shown at right with bins ∆R = 0.1 µs and a histogram of S i with logarithmic bins of ∆ log 10 S = 0.0625 is shown below with Poisson uncertainties shown by the error bars. We plot Sf S (S|S 0 , n ISS , S min ) in the middle panel to properly compare the scaled PDF to the logarithmically binned histogram, with S 0 and n ISS determined in the ML analysis.
The bottom panel shows the RMS residual for the same logarithmic binning of the data. The dashed line shows the predicted RMS from template-fitting error only given by Eq. 5. We emphasize that the dashed line is not a fit to the data points in this plot. We see agreement between the dashed line and the points at low S/N for most pulsars, which indicates that Eq. 5 represents the template-fitting noise well. Deviation from the line can be explained by other systematic effects that can increase the variance, such as remaining RFI in the data. The blue line shows the best estimate σ R (S) from the ML analysis. We note that the ML analysis is less susceptible to parameter mis-estimation from the effects of RFI in the data over a fit of Eq. 20 to the RMS residual points because the ML analysis fits all of the data simultaneously. Figures 3-6 show the same ML analysis for four other pulsars observed at 1400 MHz. While σ R matches the data for PSR J1909−3744, the S/N histogram does not match well with the data and the PDF of n ISS in the ML analysis peaks at the edge of the sampling space (n ISS = 1), expected since ∆ν d = 39 ± 14.7 MHz and ∆t d = 2258 s for the pulsar at a reference frequency of 1500 MHz (Keith et al. 2013; Levin et al. 2016) , of order the pulse channel bandwidth and typical total observation length. We see a similar result with PSR J2317+1439 though sparseness in the S/N histogram is a result of increased RFI excision for the pulsar. For PSR B1937+21, the S/N histogram is well described by the result of the ML analysis. The remaining low S/N residuals (S/N ∼ 10) are spurious noise spikes that pass our S/N cut criterion and lie close to the main pulse in phase. The narrowing of residuals at large S/N is not understood and may require further investigation of this pulsar. Lastly, we show the analysis for PSR J1918−0642 as a typical pulsar with an upper limit on σ C .
To measure jitter values, we estimated σ DISS as described in the previous section for 50 MHz sub-bands and subintegrations of length t sub and then solved for σ J given our measured σ C (see Eq. 20). In several cases, the estimates of the scintillation noise from Eq. 17 were larger than the σ C estimated from the ML analysis, which is supposed to encapsulate all possible variance at high S/N. We employed a correlation analysis described in the next sub-section to separate the jitter and scintillation noise values for PSR B1937+21 at 1400 MHz, the only pulsar where the estimated σ DISS is larger than σ C and the S/N of the residuals is high enough to perform such an analysis.
Cross-Correlation Analysis Between Frequencies
Jitter causes simultaneously measured residuals at different frequencies to be correlated, which allows us to distinguish jitter noise from template-fitting noise. If the sub-band bandwidth is ∆ν d , the residuals will not be correlated in frequency by DISS and we can distinguish jitter noise from scintillation noise as well. PSR B1937+21 has ∆ν d = 2.8 ± 1.3 MHz and ∆t d = 327 s at a reference frequency of 1500 MHz (Keith et al. 2013; Levin et al. 2016 ) and therefore residuals with 50 MHz of bandwidth will be correlated in frequency due to jitter only. We find n ISS ≈ 4 for PSR B1937+21 observed at 1400 MHz at AO with 50 MHz sub-bands and ∼ 80 s subintegrations. Therefore, the finite scintle effect is prominent and we expect scintillation noise to be large for this pulsar.
We let the total residual be the sum of the fluctuations from the three contributions to white noise,
where the subscripts denote the specific contribution. The cross-correlation coefficient between residuals from two sub-bands ν i and ν j is
where we assumed that the scintles are statistically independent between sub-bands for PSR B1937+21 and therefore do not correlate. The autocorrelation coefficient R(ν i , t) 2 reduces to the variance in Eq. 1 plus cross terms that tend towards zero in the ensemble average limit. The correlation coefficient ρ is the autocorrelation coefficient divided by the square root of the cross-correlation coefficients between sub-bands, which we assumed to be identical within a single band. Therefore,
and is a function of pulse S/N. Since we calculated ρ from residuals whose corresponding profiles differ in S/N, we took the average S/N for the profiles in a given sub-band and used the geometric mean ( S i S j ) 1/2 as a proxy for pulse S/N. Figure 7 shows the correlation coefficients (gray) as a function of S, computed over all epochs observed at 1400 MHz for PSRs J1713+0747 (top) and B1937+21 (bottom) at AO (left) and GBT (right). Since PSR J1713+0747 has σ J ≈ σ C and high-S/N, we show the results of our correlation analysis to demonstrate how the method performs before applying it to PSR B1937+21. The black points show the median ρ with linear bins in S/N each increasing by 10. The blue lines show the best fit of Eq. 27 to the black points via a grid search in σ J , holding σ R fixed from the ML analysis. Each panel shows σ J as a fraction of σ C as well as the single-pulse RMS σ J,1 , which accounts for the differences in t sub between telescopes. The errors include both errors on σ C and errors from the fit.
For PSR J1713+0747, we find consistency of σ J,1 between AO and GBT, with σ J,1 = 23.3 ± 0.5 µs, 22.5 ± 0.7 µs, respectively, which demonstrate a good check of the methods used in this paper. These values are generally consistent with, though somewhat lower than, measurements reported elsewhere. Dolch et al. (2014) report a measurement of jitter though their method includes the contribution from σ DISS . They find σ C,1 = 27.0 ± 3.3 µs, 0.01 0.1 k J = σ J,1 /P Figure 8 . Summary of white-noise components for pulsars observed at the two highest frequency bands. The middle panel shows the three contributions, template-fitting noise as black circles (AO) or crosses (GBT), jitter noise as blue dots, and estimated DISS noise as red triangles. We observed PSRs J1713+0747 and B1937+21 with both telescopes and plot the separate analysis for each. The template-fitting and jitter contributions are for a 50 MHz bandwidth but scaled to a 30 min observating time. The gray bands represent the template-fitting noise scaled to the full receiver bandwidth to show the relative contribution with respect to jitter in a given NANOGrav observation. The DISS noise has been scaled to a 30 min observation and the appropriate total bandwidth for each band. Within each band, pulsars are ordered by increasing template-fitting noise (ordered by black points, not gray bands). The rightmost panel shows the single-pulse RMS jitter divided by the period of the pulsar, k J . For PSR B1937+21, the upside-down triangles indicate the measured DISS noise from the correlation analysis (see §4.3). The bold lines for PSR J1903+0327 at 1400 MHz indicates an upper limit on σ C inconsistent with the estimate of σ DISS (recall that σ DISS has been scaled to the total bandwidth and a 30 min observing time and so appears smaller in the plot).
though we note that the σ DISS contribution is not welldefined at the single-pulse level. Shannon & Cordes (2012) find σ J,1 ≈ 26 µs from a cross-correlation analysis between frequency bands. Shannon et al. (2014) find σ C,1 = 31.1 ± 0.7 µs (again including the contribution of σ DISS ) by adding Gaussian noise to the template, generating residuals, and subtracting the quadrature difference from the observed residuals. Even accounting for the small contribution from σ DISS , their measurement formally disagrees with ours for reasons that are uncertain.
For PSR B1937+21, σ DISS is comparable to the predicted values from the scaling relation (Eq. 17) for both AO and GBT at 1400 MHz. Differences between the estimated σ J,1 between telescopes come from differences in the estimated σ C whereas the ratio of RMSs σ J /σ C is consistent between the measurements at both observatories. Since the GUPPI observations span more years than the PUPPI observations (∼ 3.6 yr versus ∼ 1.6 yr, respectively), if the scintillation parameters differed in the first half of the GUPPI observations than the second half when PUPPI ran in coincidence, then the average σ DISS would differ between the two sets of observations. The small scintle size at 1400 MHz means that we are unable to study the scintillation properties of this pulsar with the current NANOGrav data set. Figures 8 and 9 show the results for the three whitenoise contributions to the timing residuals per frequency band per pulsar. We performed the ML analysis independently for observations of PSRs J1713+0747 and B1937+21, which were observed at both telescopes. For each frequency band, the pulsars are ordered in increasing amounts of template-fitting noise. Template-fitting noise values are calculated using Eq. 5 and using the median and 68.3% confidence limits from the PDFs of S/N for each pulsar. Jitter values are also 68.3% confidence intervals or upper limits at the 95% level. DISS noise is calculated through scattering measurements as discussed in §3 and according to Eq. 17. We scale the observation time T to 30 min and the bandwidth B equal to that of each receiver in NG9 (see Table 1 of Arzoumanian et al. 2015b) .
SUMMARY RESULTS
To compare numbers expected over the length of a typical NANOGrav observation, we scaled all three contributions to 30 min. We multiplied the mean S/N, S 0 (see Eq. 7), by a factor of 30 min/t sub , where t sub is the subintegration time for either GBT (∼ 120 s) or AO, (∼ 80 s) to find the 30 min S/N for use in Eq. 5. Because the scintillation timescales are of the order of the typical observation length or longer for most of these MSPs (Levin et al. 2016) , the simple scaling relation of Eq. 16 will hold on average though not exactly since the number of scintles in the time dimension is restricted. The scintillation noise term was scaled up in time and frequency using Eq. 17. The gray band shows the templatefitting error scaled to the full bandwidth B by a factor of 50 MHz/B. The rightmost panel shows the jitter parameter k J = σ J,1 /P .
The raw values from our analysis are reported in Table 2. In Table 3 , we convert all three white-noise contribution measurements to 30 min TOA uncertainties and rank the pulsars according to each contribution and to the total white noise per frequency band (thus matching Figures 8 and 9 ).
Pulse Jitter Statistics
The preceding analysis provides detections of σ J for over half of the NANOGrav pulsars for the 1400 MHz band. This large sample allows us to examine the statistics of the jitter distribution. We use the jitter parameter k J to compare pulsars, since it is independent of the pulse period. a When the estimated σ DISS is larger than the measured σ C , entries for σ J are replaced by the values for σ C . The total residual RMS σ R is set equal to σ 2 C + σ 2 S/N Since σ DISS σ J for most pulsars in our sample at 1400 MHz, we can use the likelihood functions L(σ C ) computed in the ML analysis (see Eq. 24) as a proxy for the likelihood functions L(σ J ). In the case of PSR B1937+21, we explicitly set L(σ J ) = L( σ 2 C − σ 2 DISS ). We ignore PSR J1903+0327 as the upper-limit L(σ C ) translates non-trivially to L(σ J ). We create a continuous histogram that is the sum of the individual likelihoods L(σ J ), shown in Figure 10 . The black region shows the contributions from upper limit pulsar jitter values and the gray region shows the contributions from measured pulsar values. The median jitter parameter is k J = σ J /P = 0.010 +0.023 −0.006 .
NOISE MODEL AND IMPLICATIONS FOR PTA OPTIMIZATION
The noise covariance matrix for short timescales implied by our analysis is
where δ is the Kronecker delta and ρ DISS,νν ,tt encapsulates the correlation scales for DISS and we assume that bandwidth is fixed for each receiver. Shannon et al. (2014) find that jitter decorrelates over a range of frequencies larger than the total bandwidth of any receiver used in NG9; a decorrelation term is therefore not included in our model. We re-emphasize that σ S/N can be calculated directly from the template shape and σ J is fixed for a given pulsar-frequency combination. Pulsars dominated by template-fitting errors will see the greatest increase in timing precision from increased integration time and larger bandwidth instrumentation. Wideband timing systems allow for observations of an increased number of scintles and a reduction of σ DISS . Therefore, higher DM pulsars, dominated by scintillation noise, will improve in timing quality and will would then become attractive candidates for inclusion into PTAs. By contrast, pulsars dominated by jitter on many epochs do not benefit substantially from wideband timing, though their timing precision will always improve with the increased numbers of pulses observed.
Scintillation monitoring is required in order to characterize the time-varying scintillation parameters, which will not only change σ DISS but change the PBF over timescales much greater than that of a single epoch. Changes in the PBF will alter pulse shapes and there- fore introduce a timing delay into any TOA estimate and contribute to the total white-noise variance.
NG9 uses an empirical, parameterized noise model fit in the timing analysis (Arzoumanian et al. 2015a,b,c) . For TOAs with an associated error σ S/N from templatefitting, the white-noise model is
where F (commonly referred to as EFAC) is a dimensionless, constant multiplier to the template-fitting error, Q (EQUAD) accounts for sources of Gaussian white noise added in quadrature to the template-fitting error, J (ECORR) accounts for sources of white noise correlated in frequency such as jitter. In NG9, F ≈ 1 for all pulsars, to within a factor of 2 for most pulsars. NG9 also fits a red noise model that is negligible on the timescales of a single epoch. Figure 11 shows the comparison between measurements of J versus σ J,30min in black, with the gray points showing values where at least one of the two estimates is an upper limit. We find that σ J,30min
J , which suggests that ECORR is systematically measuring increases in the variance of the residuals, correlated in frequency, beyond pulse jitter. For example, broadband RFI can cause correlations in TOAs measured at different frequencies if unremoved. Replacement of the NG9 empirical white-noise model with our measurements will reduce the number of free parameters in the timing analysis and should improve overall sensitivity to GWs.
CONCLUSIONS
The short-term white-noise model for pulsar timing is well defined. We have estimated or placed limits on the contributions of the noise model's three white-noise components in the timing residuals of the NANOGrav PTA. The template-fitting errors are consistent with Eq. 5 and dominate TOA precision for many of the pulsars for many epochs, but scintillation makes jitter impor- tant for the higher S/N epochs and TOAs. We find that the template-fitting and jitter errors can be estimated with only pulse S/N as a parameter. The total shortterm variance needs contemporaneous measurements of scintillation parameters during observations to properly estimate the time-varying σ DISS contribution. Errors in pulse polarization calibration, or those errors introduced from unremoved RFI, will produce extra variance on short timescales. Long-term observations spanning multiple epochs will have extra variance compared to the short-term model due to a variety of effects that are not included in our analysis. A large subset of our observed pulsars are jitterdominated on many epochs and we have measured jitter values for 22 of 37 pulsars. Major improvements in TOA estimation can therefore only be made through increased integration time. For several pulsars, however, σ DISS is an important if not dominant contribution to the residuals. Wideband timing systems can yield improvements in pulsars with higher DMs such as PSRs B1937+21, J1600−3053, J1903+0327, and even moderate-DM pulsars like J2317+1439. Such systems can also improve the average S/N over all epochs, and therefore gains in timing precision can still be made for nearly all of the NANOGrav pulsars.
Jitter appears to be correlated in frequency over each band but not in time. We find that the RMS phase variations from jitter are of order 1% of the pulse period, though with an extended tail towards higher values of the jitter parameter k J . Current noise models, such as the one used in NG9, utilize an empirical parameterization that overestimates the RMS jitter. Replacement of model fit parameters with those that can be fixed will ultimately increase sensitivity of the PTA to GWs.
Future telescopes with increased collecting area and sensitivity will become jitter-and DISS-noise dominated. Arrays can therefore be partitioned and pointed at multi-ple pulsars simultaneously rather than one after another, providing longer integration times for each pulsar and increasing the number of pulses being averaged to reduce the jitter error contribution. The sub-arrays can be partitioned to minimize TOA uncertainty per target pulsar using the formalism outlined here. Wideband timing systems that allow for fine frequency-and time-resolution are needed to fully characterize scintillation structures on a per-epoch basis.
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APPENDIX

A. DEVIATIONS FROM THE INITIAL TIMING MODEL
Errors in the initial timing model parameters used for pulse folding and de-dispersion cause effects that can be separated into two related categories: an increase in TOA uncertainties from pulse shape changes on the subintegration timescale t sub , and correlated TOA errors over the observation duration T . The quadratic fit of initial timing residuals in Eq. 19 will remove the latter, whereas the former cannot be mitigated after data collection. In part A.1 we discuss the non-removable pulse shape changes, in part A.2 we discuss the systematic deviations from the initial timing residuals that we remove with our quadratic fit, and in part A.3 we discuss other miscellaneous effects that can cause departures from the initial timing model.
A.1. Irreversible Pulse Profile Smearing 1. Spin period errors: If the initial folding period is incorrect by an amount δP , pulse profiles will be smeared by an amount
For isolated pulsars, the dominant folding error is due to an error in spin period,
where the typical error in the initial folding period is 10 −16 s for pulsars in the NANOGrav data set. Note that periods fit over many years of data are known to much higher precision.
2. Binary orbit parameter errors: For binary pulsars, the observed pulse period for low-eccentricity MSPs is Dopplershifted by an amount (Lorimer & Kramer 2012) 
∼ 72.7 ns P ms a lsec sin i P
where a is the semi-major axis, i is the inclination angle, and P b is the binary orbital period, and we assume that the errors in the binary parameters are uncorrelated. The error on these three parameters is much larger than the spin period error, with δ(sin i)/ sin i ∼ 10 −3 dominating the other two binary error terms in the NANOGrav initial timing models even when sin i is well-measured. Therefore, for typical pulsar parameters and when sin i is measurable, the profile smearing error will be comparable to the spin period error but still negligible. Otherwise, the timing error will be of the order of 10s of nanoseconds.
3. DM variations: Differences in the initial timing model DM from the actual DM will cause smearing of pulse profiles. The timing perturbation is roughly the error in the dispersive delay across a frequency channel (Cordes 2002) :
with δDM measured in units of pc cm −3 . The typical range in total DM variation in the NANOGrav data set is ∼ 10 −3 pc cm −3 , which given a 50 MHz channel bandwidth and an observing frequency of 1 GHz, yields a timing perturbation of ∼ 400 ns. A constant DM over the observation is removed by the term K(ν) in the timing model fit. Intra-observation DM variations are discussed later in A.2.2.
4. Polarization calibration errors: Incorrect gain calibration and summation of the polarization profiles into the intensity profiles will cause pulse shape changes that lead to TOA uncertainties when fitting with a template. The TOA error from gain variation for circularly polarized channels is (Cordes et al. 2004 )
where ε = δg/g is the fractional gain error, π V is the degree of circular polarization, and W is the pulse width. Timing offsets from gain calibration errors will vary slowly with time and will be removed by the quadratic fit discussed in the next sub-section (see for example A.2.3).
A.2. Systematic Deviations from the Quadratic Fit of Initial Timing Perturbations 1. Binary orbit parameter errors: For pulsars in short-period binary orbits, we will need to fit out higher order terms in t when the period is of order the integration time over the epoch and the binary parameter errors are large. The shortest period binary in NG9 is PSR J0023+0923 with a period of 200 min, nearly seven times longer than the typical total integration time per epoch. The quadratic fit in Eq. 19 will approximate the sinusoidal variations in TOA offsets introduced by the orbit mis-estimation. The next dominant polynomial term is the cubic term, with
3 , where (T /P b ) 3 ∼ 0.15 3 ∼ 3.4 × 10 −3 for PSR J0023+0923 and smaller for all other pulsars in the NANOGrav data set. Therefore, using Eq. A4, the error is negligible.
2. Ionospheric DM variations: Changes in DM over short timescales, such as from ionospheric variations, will cause K(ν) to have time-dependence. The ionospheric DM will vary over the time span of a day due to the changing incident solar flux on a position on the Earth's surface by an amount 3 × 10 −5 pc cm −3 (Lam et al. 2015) . The timing error is approximately the error in the dispersive delay across a frequency channel, given by Eq. A5. For a maximum change in DM of 3 × 10 −5 pc cm −3 over a 12 hr period, a 1 hr observing length, a 50 MHz channel bandwidth, and an observing frequency of 1 GHz, the timing perturbation is ≈ 1 ns. Therefore, over the observing span, the assumption that K(ν, t) ≈ K(ν) holds.
3. Cross-coupling errors: Instrumental self-polarization will cause a slow, secular variation in the initial timing residuals when unremoved (Cordes et al. 2004) . Cross coupling in the feed will induce a measured false circular polarization π V 2η 1/2 π L , where η is the voltage cross coupling coefficient and π L is a pulsar's degree of linear polarization. While the associated timing errors can be large, errors introduced by the cross-coupling term will cause a slow, secular variation in the residuals as the feed rotates during an observation and will therefore be removed by our quadratic fit. Estimates of these parameters and the induced timing uncertainties will be focused on in future papers.
4. Rotation Measure (RM) variations: Faraday rotation from magnetic fields along the pulse propagation path causes both a birefringent TOA delay and the pulse polarization position angle (PPA) to rotate. Changes in the rotation measure (RM = dl n e B , in units of rad m −2 ) over short timescales can come from ionospheric variations as with DM. The birefringent delay is given as (Cordes 2002) δt RM = 0.18 ns RM ν −3 GHz (A7) and the change in PPA is (Lorimer & Kramer 2012) ∆Ψ PPA = RM λ 2 = 0.09 RM ν
−2
GHz .
The RM through the ionosphere is ∼ 1 rad m −2 with ∼ 10% variations on the timescale of 1 hr (Sotomayor-Beltran et al. 2013 ) and the birefringent delay is therefore negligible over short timescales. The change in the PPA will cause errors in the polarization calibration that are slowly varying with time and therefore removed by the quadratic fit.
5. Intrinsic pulsar spin noise: Rotational instabilities in the pulsar cause deviations from the initial timing model with a steep, power-law noise spectrum over the timescale of years (Cordes 2013) . measured spin noise in radio pulsars to scale as σ spin ∝ T 2.0±0.2 . The pulsar with the largest measured RMS spin noise in the NANOGrav data set is PSR B1937+21, with σ spin ≈ 1.5 µs over 10 yr Arzoumanian et al. 2015b) . The RMS on the timescale of 1 hr is ∼ 0.2 fs and is therefore negligible.
6. Stochastic GW background: Like intrinsic pulsar spin noise, GW perturbations will also induce long-term correlations in residuals. However, the RMS timing perturbation from a stochastic GW background of supermassive black hole binaries over 10 yr is on the order of 100 ns (Siemens 2013 ). The RMS is expected to scale as σ GW ∝ T 5/3 , and therefore on the timescale of 1 hr the RMS is ∼ 0.6 fs and is also negligible.
A.3. Increases in Variance from Other Effects 1. Frequency-dependent DM: Cordes et al. (2015) describe differences in DM measured at different frequencies due to multipath scattering in the ISM and different volumes of electrons probed. The different DMs as a function of frequency cause differences in the frequency-dependent delays per channel, K(ν). However, the timescale of refractive variations are weeks or longer, and are therefore this effect is negligible on short timescales.
2. Mean PBF variations: As with frequency-dependent DM, the changes in PBFs will occur on a pulsar's refractive timescale and will therefore be negligible on timescale of an hour.
3. Pulsar mode changes: Any potential mode changes may cause timing parameter differences from the initial timing model. Pulse profile shapes in our MSPs have not been shown to deviate from the template over the timespan of single observations and any possible epoch-to-epoch mode changes are small and will be removed by our quadratic fit to obtain the short-term timing model (Eq. 19).
4. Transient events: Giant pulses have been seen in pulsars such as PSR B1937+21 and cause pulse shapes to deviate from the average template shape (Cognard et al. 1996; Jenet et al. 2001; Zhuravlev et al. 2013) . For PSR B1937+21, giant pulses will appear at a rate of approximately 0.5 per 10 s pulse average, which spans ≈ 6400 pulse periods. Therefore, the giant pulse S/N must be a factor of ∼ √ 6400 ∼ 80 larger than the average single-pulse S/N in order to dominate the template matching fit and significantly alter the estimated TOA. The flux density of the strongest giant pulse in Zhuravlev et al. (2013) is a factor of ∼ 3 smaller than the threshold needed to affect the TOA estimation.
5. Remaining RFI: Any remaining RFI in the pulse profiles will introduce unmodeled variance into our analysis. Broadband RFI can cause correlations between residuals that can increase estimates of jitter.
B. PDF OF TOA ERRORS DUE TO COMBINED ADDITIVE NOISE AND ISS MODULATION
The template-fitting error (Eq. 5) can be written in the form
Again, S is the S/N, proportional to (S PSR /SEFD) √ 2BT , where S PSR is the pulsar flux density, SEFD is the system equivalent flux density, B is the receiver bandwidth, and T is the total integration time. The subscript '0' is used to denote intrinsic values. We assume that S 0 is constant, meaning that both the pulsar flux density and system parameters are also constant (see §4.2).
We describe changes in S 0 with a multiplicative gain factor g such that S = gS 0 . The PDF of the scintillation gains due to DISS with n ISS scintles contributing to the measured profile is given by a chi-squared distribution with 2n ISS degrees of freedom (Cordes & Chernoff 1997, Appendix B) :
Unlike DISS, gains from RISS will vary slowly with both time and frequency. For media that follow a Kolmogorov-type electron density wavenumber spectrum with small refractive modulations, DISS and RISS are decoupled in the strong scattering regime. RISS will have a symmetric PDF if focusing is not important and can be approximated with a Gaussian distribution, f gRISS (g) = N (0, σ 2 RISS ) with some correlation time much greater than the observing duration T (Stinebring et al. 2000) . The total gain can be written g = g DISS g RISS .
We can solve for the PDF of scintillated pulse S/Ns under a change of variables. Eq B2 becomes
We can also quantify the distribution of TOA errors, ∆t, from scintillation. Errors solely from template fitting in the unscintillated case, ∆t 0 , will be normally-distributed, written as f ∆t0 (∆t 0 ) = N (0, σ 2 S0 ).
As in Eq 5, we rewrite the RMS error is
