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Abstract—Joint transmitter–receiver optimization in general-
ized multicarrier code-division multiplexing (GMC-CDM) sys-
tems is investigated in this paper. The optimization consists of a
one-tap post-frequency-domain equalizer (post-FDE) and a one–
tap pre-FDE. While the one-tap post-FDE is optimized under the
criterion of minimum mean square error (MMSE), the one-tap
pre-FDE is achieved through three stages of optimization, which
are operated at different levels and motivated to achieve, pos-
sibly, different objectives, including maximum throughput and
maximum reliability. Speciﬁcally, in our three-stage pre-FDE, the
ﬁrst-stage pre-FDE is operated at the symbol level, concerning
only the symbols within a group. The second-stage pre-FDE is
carriedoutatthegrouplevelforharmonizationamongthegroups.
Finally, the third-stage pre-FDE handles group partition. In this
paper, the error and throughput performance of the GMC-CDM
systems is investigated when assuming communications over fre-
quency-selective Rayleigh fading channels. It can be shown that
the reliability or throughput of the GMC-CDM systems can be
signiﬁcantly improved by employment of the proposed pre- and
post-FDE schemes. Furthermore, the pre- and post-FDE algo-
rithms obtained can be implemented with high ﬂexibility, which
facilitates a GMC-CDM system to achieve a good tradeoff between
its throughput and reliability.
Index Terms—Frequency-domain equalization (FDE), joint
transmitter–receiver optimization, multicarrier code-division
multiple access (MC-CDMA), power allocation, preprocessing.
I. INTRODUCTION
M
ULTICARRIER techniques are promising for broad-
band communications, since they are capable of pro-
viding high spectral efﬁciency and high ﬂexibility with
low-complexity transceivers, which only require one-tap
frequency-domain equalization (FDE) [1]. Multicarrier code-
division multiple access (MC-CDMA) is capable of achieving
frequency diversity by spreading signals to be transmitted over
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multiple subcarriers experiencing frequency-selective fading.
However, when communicating over frequency-selective fad-
ing channels, MC-CDMA may suffer from multiuser inter-
ference (MUI) and intersymbol interference if multiple users
are supported, and each user transmits multiple symbols us-
ing code-division multiplexing (CDM) [2]–[6]. In MC-CDMA
systems, if channel-state information (CSI) is known to the
transmitter, which is referred to as the CSIT mode, the system
performance may be improved with the aid of transmitter
preprocessing carried out at the transmitter side [2]. However,
when there is no cooperation among the transmitters, the de-
sign of transmitter–receiver processing algorithms is usually
highly involved, and often, no closed-form solutions are avail-
able [3]–[5].
In [7]–[9], a generalized MC-CDMA (GMC-CDMA)
scheme has been proposed, which is also referred to as the
orthogonal frequency CDMA. In the GMC-CDMA scheme,
multiple users are separated in the frequency domain, whereas
the different data streams of a user are transmitted in the princi-
ples of both frequency-division multiplexing (FDM) and CDM.
It has been shown that the GMC-CDMA scheme can inherit
the advantages of both orthogonal frequency-division multiple-
access (OFDMA) and MC-CDMA schemes [7], [9]–[11].
It is MUI free as the OFDMA scheme while attaining fre-
quency diversity as the MC-CDMA. In GMC-CDMA systems,
the multiple-access channels are equivalent to a number of
independent parallelsingle-userchannels[9].Hence,thedesign
of transceivers in GMC-CDMA systems can be signiﬁcantly
simpliﬁed, and the transmitter–receiver optimization is equiv-
alent to that in the GMC-CDM systems supporting single
users.
Joint transmitter–receiver optimization has been extensively
studied in recent years. However, the considered optimization
hasbeenmainlymotivatedforachievingthesingleoptimization
objective of either maximum reliability (lowest error probabil-
ity, highest signal-to-interference-and-noise ratio (SINR), etc.)
or maximum throughput, as shown, e.g., in [12]–[14]. In wire-
less communications experiencing frequency-selective fading,
as shown in [14], the aforementioned two optimization objec-
tives usually result in totally inconsistent solutions. When the
optimization motivates to maximize the throughput, FDM is
the optimum transmission scheme, which achieves the highest
possible throughput with the aid of water ﬁlling [15] carried
out at the transmitter. By contrast, when the optimization aims
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to maximize the reliability, CDM is then highly desirable.
This is because in CDM, each signal is transmitted on all
the subcarriers, and hence, the highest frequency diversity
gain can be attained. In practice, however, it is usually more
attractive for a communication scheme to attain a good trade-
off between throughput and reliability, which can be adjusted
correspondingly according to the variation of communications
environments. In [16], a hybrid FDM-CDM scheme has been
proposed, which switches between the FDM mode and the
CDM mode when necessary. However, switching between two
ﬁxed modes may still not provide sufﬁcient ﬂexibility in com-
parison with the GMC-CDM systems. In GMC-CDM systems,
optimizations can be implemented at several levels and are
possibly for different objectives, as shown in our forthcoming
discourse.
In this paper, both the one-tap pre-FDE operated at the
transmitter and the one-tap post-FDE carried out at the re-
ceiver are investigated. While the one-tap post-FDE is simply
optimized based on the principles of minimum mean square
error (MMSE) [17], our focuses are mainly on the one-tap
pre-FDE optimization. Our pre-FDE optimization procedure is
divided into three stages. The ﬁrst-stage pre-FDE is operated at
the symbol level concerning only the symbols within a group.
The second-stage pre-FDE is carried out at the group level to
harmonize among the groups. Finally, the third-stage pre-FDE
handles group partition (GP). In our pre-FDE optimization,
the ﬁrst-stage pre-FDE aims to achieve the highest possible
SINR for the symbols belonging to a group. By contrast, at the
second-stage pre-FDE and the third-stage GP, the optimization
is either motivated to achieve a high throughput counted by
the sum data rate (SDR) or targeted to attain a high SINR for
improving the communications reliability. From the aforemen-
tioned three stages of optimization, we ﬁnd that the resultant
pre-FDE can be implemented by a simple subcarrier grouping
algorithm associated with a power-allocation algorithm. The
pre-FDE algorithm has a similar complexity as the classical
water-ﬁlling algorithm [15]. Therefore, the one-tap pre-FDE
and the one-tap post-FDE derived in this paper are of rela-
tively low complexity. However, our studies and performance
results show that they are capable of signiﬁcantly enhancing
the throughput or reliability of the GMC-CDM systems.
Note that the post-FDE and pre-FDE algorithms obtained
can be readily extended for application in the GMC-CDMA
systems that support multiple users. In GMC-CDMA systems,
users are separated in the frequency domain, and there is no
MUI among users. Hence, all the optimization approaches
proposed in this paper may be directly applied to this type of
GMC-CDMA systems. Furthermore, in GMC-CDMA systems,
a further stage of equalization operated at the user level may
be invoked, which can be optimized in the same way as the GP
algorithm proposed in this paper, if cooperation among users is
possible.
The reminder of this paper is organized as follows: Section II
considers the system model and formulates the problem. Then,
in Section III, post-FDE is addressed. Section IV focuses on
transmitter optimization, including various pre-FDE schemes.
Performance results are provided in Section V, and ﬁnally, in
Section VI, we summarize the conclusions.
II. SIGNAL MODELS
The GMC-CDM system considered in this paper employs M
orthogonal subcarriers and transmits K (K ≤ M) data streams
in parallel. Hence, the spreading factor (SF) of the GMC-
CDM system is N = M/K. During a given symbol period,
the signals to be transmitted in the frequency domain can be
represented in matrix form as
s = W pred = PG preUd (1)
where the vectors and matrices are summarized as follows:
s M-length vector denoting the signals to be transmit-
ted on the M subcarriers;
dd =[ d0,d 1,...,d K−1]T, which contains the K data
symbols to be transmitted. It is assumed that the
entries of d are independent and identically dis-
tributed random variables satisfying |dk|2 =1for
k =0 ,1,...,K− 1;
W pre (M × K) preprocessing matrix, which includes the
transmitter processing operations of GMC-CDM,
one-tap pre-FDE, and frequency-domain spreading.
Therefore,itcanbeexpressedasW pre = PG preU;
P (M × K) spreading matrix, which spreads the K
data symbols after pre-FDE onto the M subcarriers;
Gpre Gpre=diag{G
(0)
pre,...,G
(K−1)
pre }, which is a (K×
K) diagonal matrix for carrying out one-tap pre-
FDE. Let Ωj = |G
(j)
pre|2. Then, we have
 K−1
j=0 Ωj ≤
K, due to the constraint on the transmission power;
U (K × K) unitary matrix implementing both CDM
and FDM.
In the GMC-CDM system considered, the K data symbols
are ﬁrst divided into D groups, which are supported in the
FDM principles. Then, each of the data symbols in a group is
assigned an orthogonal code for implementing CDM. Hence,
the multiplexing matrix U in (1) can be structured as U =
diag{U0,U1,...,UD−1}, where Ui, i =0 ,1,...,D− 1 is a
(Ki × Ki) unitary matrix, which contains the Ki orthonormal
codes implementing the CDM of the Ki symbols within the ith
group. Explicitly, we have
 D−1
i=0 Ki = K. Let the indexes of
the Ki symbols falling within the ith group be collected into
as e tFi. Then, these D sets of indexes satisfy the constraints
of
 D−1
i=0 Fi = {0,1,...,K− 1} and Fi
 
Fj = ∅,∀i  = j,
where ∅ denotes an empty set, whereas the symbol ∀ means
“for all.”
Note again that the GMC-CDM scheme includes both
OFDM and MC-CDM schemes as its special examples. It can
be seen that we have Ki =1when D = K, implying that each
group contains only one data symbol. In this case, we have U =
IK, and the GMC-CDM scheme reduces to an OFDM scheme.
By contrast, we have Ki = K when D =1 , corresponding to
the scenario that there is only one group containing all the
K data symbols. Correspondingly, the GMC-CDM scheme
reduces to the MC-CDM scheme.
Furthermore, it is worthy of noting that, as shown in [17],
the spreading matrix P is designed to satisfy the condition
that each row of P contains only one nonzero entry to achieve
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Additionally, for the spreading to satisfy the power con-
straint, the spreading matrix is also required to satisfy  M−1
m=0 |Pm,j|2 =1for j =0 ,1,...,K− 1, where Pm,j de-
notes the (m,j)th element of P.
The GMC-CDM signal of (1) is transmitted over frequency-
selective fading channels, after using inverse fast Fourier trans-
form to transform the signal from the frequency domain to the
time domain, cyclic preﬁxing, and pulse waveform shaping [9].
At the receiver side, after pulse waveform matched ﬁltering,
sampling, cyclic preﬁx removing, and the fast Fourier trans-
form, it can be shown that the received signals from the M
subcarriers can be expressed as
y = Λs + n = ΛW pred + n (2)
where
y M-lengthobservationvectorcontainingtheobservations
obtained from the M subcarriers;
Λ (K × K) diagonal matrix whose mth diagonal entry,
i.e., Λm, represents the channel response associated with
the mth subcarrier;
n M-length noise vector, which is Gaussian distributed
with zero mean and a covariance matrix E[nnH]=
σ2
nIM, where σ2
n = N0/Es, and Es/N0 denotes the
signal-to-noise ratio (SNR) per symbol.
Finally, the received signal of (2) is processed by a (K × M)
postprocessing matrix W post, generating the decision variable
vector
ˆ d = W posty = W postΛW pred + W postn (3)
and based on this, the K data symbols transmitted are detected.
III. POST-FREQUENCY DOMAIN EQUALIZER
To attain a good tradeoff between throughput and reliability,
in this paper, we derive the optimum pre- and postprocessing
matrices W pre and W post, as shown in (3), jointly. Following
many joint transceiver design methods, as illustrated, e.g., in
[13] and [14], we ﬁrst derive the optimum postprocessing ma-
trix W post when assuming that the preprocessing matrix W pre
is ﬁxed. Then, for the given optimum postprocessing matrix
W post, the optimum preprocessing matrix W pre is derived.
The studies in [2] and [14] show that the detector based on
the MMSE criterion is the optimum linear detector in terms
of maximizing both throughput and reliability. Hence, we also
adopt the MMSE criterion for postprocessing (detection). Then,
based on (3) and (1), the optimum postprocessing matrix in
MMSE sense can be derived, which is
W post=
 
W H
preΛHΛW pre+σ2
nIK
 −1
W H
preΛH
=UH
⎛
⎝GH
pre P HΛHΛP       
Π
Gpre+σ2
nIK
⎞
⎠
−1
GH
preP HΛH
=UHGpostP HΛH (4)
where, by deﬁnition
Gpost =
 
GH
preΠGpre + σ2
nIK
 −1
GH
pre (5)
which is a post-FDE matrix. From (4), we can see that the
detector ﬁrst carries out correlation operation by multiplying
thereceived signaly withP HΛH,whereΛH matches themul-
ticarrierchannels,whereasP H achievesdespreading.Then,the
detector carries out post-FDE by multiplying the correlation
output with an FDE matrix Gpost of (5). Finally, a matrix UH
is multiplied on the post-FDE’s output to remove both FDM
and CDM applied at the transmitter.
It can be shown that the matrix Π = P HΛHΛP, as deﬁned
in (4), is still a diagonal matrix. This is because each row of
the spreading matrix P has only one nonzero entry, and Λ is
a diagonal matrix. Let Π = diag{Π0,Π1,...,ΠK−1}. Then,
we can readily show that the post-FDE matrix Gpost can be
expressed in a simple form as
Gpost=diag
⎧
⎪ ⎨
⎪ ⎩
G
(0)∗
pre
Π0
     G
(0)
pre
     
2
+σ2
n
,...,
G
(K−1)∗
pre
ΠK−1
     G
(K−1)
pre
     
2
+σ2
n
⎫
⎪ ⎬
⎪ ⎭
.
(6)
Equation (6) shows that post-FDE is a one-tap equalizer that
requires no matrix inversion. Therefore, the post-FDE in the
GMC-CDM systems can be implemented with low complexity.
However, we can observe from (4) that the postprocessing
matrix W post optimized in MMSE sense is dependent on
the preprocessing matrix W pre. Therefore, the optimal post-
processing matrix W post cannot be directly obtained from
(4) until the optimum preprocessing matrix W pre is prepared.
This implies that the transmitter and the receiver, or pre- and
post-FDE, cannot be optimized independently but, instead, are
optimized jointly.
As shown in Appendix A, after the one-tap post-FDE, the
SINR for detection of the kth symbol is given by
γk =
1
σ2
n
⎛
⎝
K−1  
j=0
|Uj,k|2
ΠjΩj + σ2
n
⎞
⎠
−1
− 1 (7)
where
Uj,k (j,k)th element of U;
Πj jth diagonal entry of Π. From the relation-
ship of Π = P HΛHΛP, we can obtain Πj =  M−1
m=0 |Pm,j|2|Λm|2;
Ωj Ωj = |G
(j)
pre|2, as deﬁned, associated with (1).
In (7), the terms {Uj,k}, {Πj}, and {Ωj} are all related to
the transmitter preprocessing. Hence, the achievable SINR γk
of the GMC-CDM system is dependent on pre-FDE.
IV. TRANSMITTER OPTIMIZATION
In this section, we consider transmitter optimization under
the assumption that the transmitter is capable of acquiring CSI.
From (7), we can ﬁnd that the SINR γk is only related to
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spreading matrix P, and the pre-FDE matrix Gpre but is inde-
pendent of their phase responses. This is because the MMSE-
assisted post-FDE shown in (4) is capable of eliminating the
effect of the phases introduced by multicarrier channels and
that by the transmitter preprocessing. Therefore, the transmitter
preprocessing is only dependent on the power responses of the
multicarrier channels. Consequently, our objective of transmit-
ter optimization can be reduced to design such spreading matrix
P and one-tap pre-FDE matrix Gpre that can match the power
responses of the multicarrier channels to attain the maximum
SDR or the highest reliability.
According to our analysis in Sections II and III, we can see
from the SINR expression in (7) that the spreading matrix P
depends only on the terms of {Πj}. By contrast, the one-tap
pre-FDE matrix Gpre relies only on the terms of {Ωj}. Hence,
the optimization of the spreading matrix P and that of the
one-tap pre-FDE matrix Gpre can be carried out separately.
Therefore, in the sequel, we ﬁrst consider the optimization of
the spreading matrix P.
A. Design of the Spreading Matrix
From (7), we can readily ﬁnd out that, for any j,k =
0,1,...,K− 1, ∂γk/∂Πj ≥ 0 is satisﬁed. Hence, the SINR γk
of (7) is an increasing function of Πj, i.e., γk increases with the
increase of Πj. Therefore, to achieve the maximum SINR, the
spreading matrix P should be designed to make the terms of
{Πj} maximum. Note that, as shown in (7), the optimization
of P is independent of a speciﬁc index of k. Once we obtain a
spreading matrix P that results in an optimum set of {Πj},t h e
obtained P should then be optimal for all K symbols.
In [17], we have considered the scenario where CSI is not
available to the transmitter. In this case, the optimum transmis-
sion scheme is to spread the transmitted signal on multiple sub-
carriers to achieve the so-called open-loop repetition diversity
[18]. Speciﬁcally, for a GMC-CDM system having an SF of
N, let us assume that, after CDM and FDM, the jth output is
spread on the subcarriers indexed by m0,m 1,...,m N−1.L e t
us assume that maximal ratio combining (MRC) is employed
by the receiver. Then, it can be shown that the decision variable
is linearly dependent on Πj =
 N−1
n=0 |Λmn|2/N, yielding a
diversity order of N [17]. Similarly, when the GMC-CDM
system is operated under the CSIT mode, signals can also be
conveyed on multiple subcarriers for achieving the closed-loop
repetition diversity. In more detail, let us assume a GMC-CDM
system having an SF of N. Let us also assume that, after
CDM and FDM, the jth output is transmitted on the subcarriers
indexed by m0,m 1,...,m N−1, with the aid of the transmitter
preprocessing implementing transmitter MRC (TMRC) [2].
Then, it can be shown that the decision variable is also linearly
related to Πj =
 N−1
n=0 |Λmn|2/N [2], which illustrates that the
diversity gain achieved by the TMRC scheme is the same as
that achieved by the MRC receiver for the GMC-CDM systems
without CSIT.
The foregoing analysis implies that, when the GMC-CDM
system is operated under the CSIT mode, the TMRC scheme is
not optimum, and there should exist the transmission schemes,
which outperform the TMRC scheme. As shown in [18]–[20],
the optimum transmission scheme in this case is in fact a trans-
mit selection diversity (TSD) scheme, which conveys signals
only on the best of the N subcarriers. The reason for TSD
to be optimum can be explained as follows. Since the GMC-
CDM system is operated under the CSIT mode, the trans-
mitter hence employs the knowledge about {|Λm0|2,|Λm1|2,
...,|ΛmN−1|2}. Let the transmitter transmit the jth out-
put after CDM and FDM only on the subcarrier corre-
sponding to the maximum of {|Λm0|2,|Λm1|2,...,|ΛmN−1|2}.
Then, it can be shown that the decision variable is linearly
dependent on Πj = max{|Λmn|2}. Since max{|Λmn|2}≥  N−1
n=0 |Λmn|2/N, we are hence assured that the TSD scheme
outperforms the TMRC scheme. Note that, in contrast to
the TMRC scheme, which can only achieve the diversity
gain, the TSD scheme is capable of achieving both the
diversity gain and the SNR gain. In other words, in ad-
dition to the same diversity order as the TMRC scheme,
the TSD scheme is also capable of generating higher aver-
age SNR than the TMRC scheme, since E[max{|Λmn|2}] ≥
E[
 N−1
n=0 |Λmn|2/N]=
 N−1
n=0 E[|Λmn|2]/N.
Based on the aforementioned analysis, it now becomes ex-
plicit that the spreading matrix P should be designed to achieve
Πj = max{|Λmn|2} by transmitting the K outputs after CDM
and FDM on the K out of the M subcarriers, which correspond
to the K largest values in {|Λ0|2,|Λ1|2,...,|ΛM−1|2}.L e t
the K subcarriers corresponding to these K largest values
be indexed by mj, j =0 ,1,...,K− 1. Then, the optimum
spreading matrix P (o) can be structured as
   
 P
(o)
m,j
   
  =
 
1,m = mj, j =0 ,1,...,K− 1
0, otherwise. (8)
Note that the phase of P
(o)
m,j can be any value, as we have pre-
viously discussed. However, to facilitate the channel estimation
carried out at the receiver, it is desirable for the transmitter pre-
processing to introduce only constant phases to the transmitted
signals. In this case, the phases of the received signals only
vary with the channels and, hence, may be estimated relatively
easily.
Let us now consider the design of Gpre, which accounts for
power allocation.
B. Pre-FDE
Since the one-tap pre-FDE matrix Gpre reﬂects the trans-
mission power allocated to each of the K data symbols, the
design of pre-FDE is subject to the constraint
 K−1
j=0 Ωj ≤ K.
The design of pre-FDE can be formulated by the constrained
optimization problem
max
Ω0,...,ΩK−1
{f(γ0,...,γ K−1)}
s.t.
K−1  
j=0
Ωj ≤ K, Ωj ≥ 0,j=0 ,1,...,K− 1 (9)
where the objective function f(γ0,...,γ K−1) is dependent
on the speciﬁc objective of optimization, and s.t. means
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maximum throughput, then the SDR of R(γ0,...,γ K−1)=  K−1
k=0 log(1 + γk) is the objective function. By contrast, if
improving the reliability of the GMC-CDM system is our
motivation, then the objective function can be chosen as the
average correct detection probability, which is expressed as
Pc(γ0,...,γ K−1)=1−
 K−1
k=0 Pe(γk)/K, where Pe(γk) is
the error probability for detecting the kth data symbol dk at a
given SINR γk. However, it is usually very hard to ﬁnd the solu-
tions based on maximizing the correct detection probability or
minimizing the error detection probability, due to the nonlinear
relationship between Pe(γk) and γk. Alternatively, the mini-
mum SINR of γmin = min{γ0,...,γ K−1} can be used as the
objective function to be maximized. This is because the error
probability of the GMC-CDM system is usually dominated by
the data symbols having the minimum SINR. Hence, once the
minimum SINR is maximized, the overall error probability of
the GMC-CDM system is, in general, minimized.
As shown in Section II, in GMC-CDM systems, the K
symbols to be transmitted simultaneously are ﬁrst divided into
D groups supported by FDM, and then, the symbols assigned to
the same group are supported by CDM. There is no interference
among the D groups due to the property of FDM. However,
the symbols within a group may interfere with each other, as
a consequence that the orthogonality of the codes for CDM
might be destroyed by the frequency-selective fading channels.
Therefore, the design of the pre-FDE matrix Gpre needs to take
into account of the symbols within a group, the groups, as well
astheGP.Hence,inourpre-FDEdesignasdescribedinthenext
section,thedesignprocessisdividedintothreestages:Theﬁrst-
stage pre-FDE deals with the symbols within one group and the
second-stage pre-FDE ﬁnds a good balance among the groups,
whereas the last stage considers the GP. It can be shown that
the second-stage pre-FDE is dependent on the results of the
ﬁrst-stage pre-FDE, whereas the GP is dependent on both the
ﬁrst-stage and the second-stage pre-FDE.
1) First-Stage Pre-FDE: Let us speciﬁcally consider the ith
group, where i =0 ,1,...,D− 1, which contains Ki symbols
multiplexed with the aid of Ki orthonormal codes. Let us
assumethattheorthonormalcodesfortheCDMoftheithgroup
are normalized to satisfy |Uj,k|2 =1 /Ki, where j ∈F i, and
k corresponds to the kth symbol in the ith group, as detailed
in Section II. Then, remembering that there is no interference
among the groups, the SINR for the symbols in the ith group,
which is stated as the SINR of the ith group and can be obtained
from (7) as
γFi =
Ki
σ2
n
⎛
⎝
 
j∈Fi
1
ΠjΩj + σ2
n
⎞
⎠
−1
− 1 (10)
which shows that all the symbols in the ith group attain the
same SINR. Now, the optimization problem is to ﬁnd a set of
values for {Ωj}, which maximize γFi.
Since both the SDR and reliability of the GMC-CDM system
improve as the SINR increases, the objective of the ﬁrst-stage
pre-FDE is to maximize the SINR of each individual group,
regardless of the speciﬁc optimization objective. As shown
in (10), (
 
j∈Fi 1/(ΠjΩj + σ2
n))−1 is the harmonic mean of
{ΠjΩj + σ2
n} and is a concave function of {Ωj}. Hence, γFi in
(10) is a concave function of {Ωj}. Let the total power allocated
to the ith group be Ωi, which is obtained from the second-
stage pre-FDE, as will be detailed in Section IV-B2. Then, the
convex optimization problem for the ﬁrst-stage pre-FDE can be
described as
{Ωj} = arg max
{Ωm}
{γFi} s.t.
 
j∈Fi
Ωj ≤ Ωi. (11)
Explicitly, the SINR in (10) monotonically decreases with  
j∈Fi 1/(ΠjΩj + σ2
n). Hence, the problem of (11) can be
reduced to a simpler convex optimization problem associated
with the objective function
L({Ωj},λ i)=
 
m∈Fi
1
ΠmΩm+σ2
n
−λi
 
 
m∈Fi
Ωm−Ωi
 
(12)
where λi is the Lagrange multiplier. Finally, upon solving
the equations obtained from ∂L({Ωj},λ i)/∂Ωj =0 , we can
readily obtain the optimum solutions to {Ωj}, which are
Ωj =
 
1
√
λi
1
 
Πj
−
1
Πj/σ2
n
 +
,j ∈F i (13)
for i =0 ,1,...,D− 1, where x+ = x if x ≥ 0; otherwise,
x+ =0if x<0, whereas the constant λi is chosen to satisfy
the power constraint of
 
j∈Fi Ωj ≤ Ωi.
It can be seen that the power allocation based on (13)
is similar to the classical water-ﬁlling algorithm [2], [15],
which aims at achieving the channel capacity of multiple-
input–multiple-output (MIMO) channels [21]. By contrast, our
power-allocation algorithm of (13) aims to achieve the maxi-
mum SINR of a group of symbols. For convenience, we refer to
our power-allocation algorithm as Water-ﬁlling-II, whereas the
classical water-ﬁlling algorithm is referred to as Water-ﬁlling-I.
Let us assume that, in the ith group, there are ˜ Ki symbols
assigned with nonzero power, and let ˜ Fi be the set containing
the corresponding indexes of these symbols. Then, we have
 
j∈ ˜ Fi
Ωj = Ωi. (14)
Upon substituting (13) into the preceding equation, the con-
stant λi can be derived, which is
1
√
λi
=
⎛
⎝Ωi
˜ Ki
+
1
˜ Ki
 
j∈ ˜ Fi
1
Πj
 
σ2
n
⎞
⎠ 1
ψi
(15)
where, by deﬁnition, ψi = ˜ K−1
i
 
l∈ ˜ Fi 1/
√
Πl, and 1/ψi de-
notestheharmonicmeanof
 
Πj.Furthermore,whensubstitut-
ing(15)into(13),itcanbeshownthattheclosed-formsolutions
to {Ωj} of the ith group can be expressed as
Ωj =
⎧
⎪ ⎨
⎪ ⎩
 
Ωi
˜ Ki + 1
˜ Ki
 
l∈ ˜ Fi
σ2
n
Πl
 
1
ψi
√
Πj
−
σ2
n
Πj ,j ∈ ˜ Fi
0,j / ∈ ˜ Fi.
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Finally, the SINR of the symbols in the ith group, which are
assigned with nonzero power, can be obtained by substituting
(16) into (10).
From (13), it can be shown that, for the Water-ﬁlling-II
as aforementioned, all the symbols of the ith group can
be allocated with nonzero power, provided that 1/σ2
n ≥
(Ki/Ωi)((ψi/Πj) − (1/Ki)
 
l∈Fi 1/Πl) is satisﬁed for each
of j ∈F i. In this case, we have Ki = ˜ Ki, Fi = ˜ Fi, and the
SINR of the ith group is given by
γFi−A =
⎛
⎝ Ωi
Kiσ2
n
+
1
Ki
 
j∈Fi
1
Πj
⎞
⎠ψ−2
i − 1. (17)
From (17), it can be seen that when the SNR of 1/σ2
n is
sufﬁciently high, the SINR can be approximately expressed as
γFi−A ≈
Ωi
Kiσ2
n
ψ−2
i =
Ωi
Ki
⎛
⎝ 1
Ki
 
j∈Fi
1
 
Πj
 
σ2
n
⎞
⎠
−2
(18)
which shows that the SINR attained by Water-ﬁlling-II is
linearly proportional to the square of the harmonic mean of
{
 
Πj/σ2
n}.
By contrast, for the open-loop GMC-CDM system where
CSIT is not available, it can be shown that, for a sufﬁciently
high SNR of 1/σ2
n, the SINR can be denoted by
γFi−B =
1
σ2
n
⎡
⎣ 1
Ki
 
j∈Fi
 
Ωi
Ki
Πj + σ2
n
 −1
⎤
⎦
−1
− 1
≈
Ωi
Ki
⎛
⎝ 1
Ki
 
j∈Fi
1
Πj
 
σ2
n
⎞
⎠
−1
(19)
which shows that the SINR achievable is linearly proportional
to the harmonic mean of {Πj/σ2
n}.
When xl’s are arbitrary positive numbers, we can readily
prove that (
 
l∈Fi xl/Ki)2 ≤
 
l∈Fi x2
l/Ki, which is in fact
a special case of the Chebychev’s inequality [22]. Applying this
property to (18) and (19), we attain γFi−B ≤ γFi−A. Therefore,
the ﬁrst-stage pre-FDE is capable of increasing the average
SINR, creating SINR gain. Let us now consider the second-
stage pre-FDE, which is operated at the group level.
2) Second-Stage Pre-FDE: The second-stage pre-FDE op-
timizes the power allocated to the D groups, which may be
designed for maximizing either the throughput or the reliabil-
ity of the GMC-CDM system. Speciﬁcally, when the design
motivates to achieve a high throughput, the second-stage pre-
FDE then maximizes the SDR under the power constraint of  D−1
i=0 Ωi ≤ K. In this case, given the SINRs in the form of
(17) after the ﬁrst-stage pre-FDE, the SDR can be expressed as
R =
D−1  
i=0
Ki log(1 + γFi−A) (20)
which is a concave function of {Ωi}. Hence, maximizing R
under the linear constraint
 D−1
i=0 Ωi ≤ K is a convex opti-
mization problem, and the optimal solutions to {Ωi} can be
obtained by solving the optimization problem
{Ωi} = argmax
{Ωl}
 
R =
D−1  
i=0
Ki log(1 + γFi−A)
 
s.t.
D−1  
i=0
Ωi ≤ K. (21)
After solving this problem, we obtain
Ωi =
 
Ki˜ ξ
1
K
 
l∈S Kl −
 
j∈Fi
1
Πj/σ2
n,i ∈S
0,i / ∈S
(22)
where ˜ ξ =1+( 1 /K)
 
l∈S
 
j∈Fi(Πj/σ2
n)−1, and the set S
contains the indexes of the groups allocated with nonzero
power. Finally, when applying (17) associated with (22) into
(20), the SDR achieved is given by
R =
 
i∈S
Ki log
 
˜ ξ
σ2
n
K
 
l∈S Kl
 
− log
 
 
i∈S
ψ
2Ki
i
 
. (23)
By contrast, when the objective of optimization is to enhance
the reliability of the GMC-CDM system, then, as aforemen-
tioned in this section, the objective function to be maximized
can be set as γmin = min{γF0−A,...,γ FD−1−A}. However,
solving this optimization problem is not straightforward, since
the expression for γmin is not explicit. Instead, this optimization
problem can be solved by the approach detailed in Appendix B.
As shown in Appendix B, the optimization results in that the
power must be allocated, and therefore, the SINRs of all the
groups are the same. Speciﬁcally, after substituting the terms
from (39) into (48), we obtain the optimum solutions of the
second-stage pre-FDE, which are
Ωi =
ξKiψ2
i
1
K
 D−1
l=0 Klψ2
l
−
 
j∈Fi
1
Πj
 
σ2
n
(24)
where ξ =1+( 1 /K)
 D−1
l=0
 
j∈Fl(Πj/σ2
n)−1. Furthermore,
upon substituting the terms from (39) into (49), it can be shown
that
γF0−A=···=γFD−1−A=γc=
ξ
σ2
n
K
 D−1
i=0 Kiψ2
i
−1. (25)
Note that, in (22), ˜ ξ is constant, whereas the reliability of
the ith group provided by the ﬁrst-stage pre-FDE is inversely
dependent on
 
j∈Fi(σ2
n/Πj). Hence, when the second-stage
pre-FDE motivates the achievement of the maximum through-
put,thetransmitteroftheGMC-CDMsystemthenassignsmore
power to the groups with relatively high reliabilities but less or
even no power to the groups with relatively low reliabilities. By
contrast, for the second-stage pre-FDE aiming at improving the
reliability of the GMC-CDM system, if the SNR is sufﬁciently
high, i.e., if σ2
n is sufﬁciently low, (24) can be approximated by
Ωi ≈
ξKiψ2
i
1
K
 D−1
l=0 Klψ2
l
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where ξ and the denominator are constants, whereas ψ2
i is
inversely dependent on the reliability of the ith group provided
by the ﬁrst-stage pre-FDE. Hence, when the second-stage pre-
FDE motivates to improve the reliability of the GMC-CDM
system, more power is then assigned to the groups having
relatively low reliabilities, whereas less power is assigned to the
groups with relatively high reliabilities so that all the groups are
capable of reaching the same SINR, as shown in (25), after the
second-stage pre-FDE.
Finally, when considering both the ﬁrst-stage and the second-
stage pre-FDE, the power allocation for maximizing throughput
(or SDR) can be obtained by combining (22) with (16), yielding
Ωj =
˜ ξ
1
K
 
l∈S Kl
1
ψi
 
Πj
−
1
Πj
 
σ2
n
,j ∈F i. (27)
The power allocation for achieving high reliability can be
obtained by substituting (24) into (16), which results in
Ωj =
ξ
1
K
 D−1
l=0 Klψ2
l
ψi  
Πj
−
1
Πj
 
σ2
n
,j ∈F i. (28)
Note that, as aforementioned, the GMC-CDM system is
reduced to a MC-CDM system when D =1 . In this case,
there is no second-stage pre-FDE, and both (27) and (28)
become the same, representing Water-ﬁlling-II as discussed in
Section IV-B1. By contrast, the GMC-CDM system is reduced
to a conventional OFDM system when D = K. In this case, no
ﬁrst-stage pre-FDE is necessary. Correspondingly, the power
allocation of (27) represents the conventional water ﬁlling,
deﬁned as Water-ﬁlling-I in Section IV-B1, whereas the power
allocation of (28) denotes a power-control scheme based on the
channel inversion principles [15].
3) GP: The requirement for the GP can be inferred by
(23) and (25). As shown in (23) and (25), both the achiev-
able SDR and achievable SINR are dependent on ψi =
K−1
i
 
l∈Fi 1/
√
Πl, which, explicitly, is related to the GP.
Hence, the achievable SDR and SINR are dependent on the
GP, which assigns the K data symbols into D groups. In
this paper, for the sake of simplicity, we assume that all the
D groups contain the same number of data symbols, imply-
ing that Ki = K/D for i =0 ,1,...,D− 1.L e tKi = K/D
in (23). Then, the second term in (23) can be expressed as
−2K log(
D
  D−1
i=0 ψi), showing that the SDR R monotoni-
cally decreases as the geometric mean (GM) of ψi increases.
Similarly, let Ki = K/D in (25); then, the denominator of the
ﬁrst term in (25) can be expressed as σ2
n(
 
D−1  D−1
i=0 ψ2
i )2,
explaining that the achievable SINR of γc monotonically de-
creases as the root mean square (RMS) of ψi increases. There-
fore, given D groups with each group handling K/D symbols,
the GP can be described by the optimization problem
{Fi} = argmin
{Fl}
D
     
   
D−1  
l=0
⎛
⎝D
K
 
j∈Fl
1
 
Πj
⎞
⎠ (29)
when maximizing the SDR and by the optimization problem
{Fi} = argmin
{Fl}
     
    1
D
D−1  
l=0
⎛
⎝D
K
 
j∈Fl
1
 
Πj
⎞
⎠
2
(30)
when maximizing the SINR. In both (29) and (30), ψi =
K−1
i
 
l∈Fi 1/
√
Πl associated with Ki = K/D has been
applied.
It can be shown that the aforementioned two optimization
problems belong to the class of combinational optimization
problems that are NP-hard. However, it is well known that the
GM of {ψi} has the property that it reduces when the difference
of {ψi} between any two groups increases. By contrast, the
RMS of {ψi} decreases when the difference of {ψi} between
any two groups decreases. For this sake, we propose heuristic
solutions to the GP optimization problem, which are described
in the list that follows.
￿ When the design aims to achieve a high throughput,
then, given Ki = K/D, i =0 ,1,...,D− 1,t h es y m -
bols to be transmitted on the subcarriers experiencing
similar fading are assigned to the same group. In other
words, the symbols corresponding to the K0 largest values
in {Π0,...,ΠK−1} are assigned to the ﬁrst group, the
symbols corresponding to the next K1 largest values in
{Π0,...,ΠK−1} are assigned to the second group, and
so on until the last KD−1 symbols are assigned to the
(D − 1)th group. As a result of this GP, the difference of
{ψi} between any two groups is maximized, and hence,
the SDR of (23) can be maximized.
￿ When the design aims to achieve a high reliability, then,
given Ki = K/D, i =0 ,1,...,D− 1, the symbols to
be transmitted on the subcarriers experiencing different
fading, yielding different reliabilities, should be assigned
tothesamegroup.Forexample,wecanassignthesymbols
to be transmitted by the best and worst subcarriers to the
same group. By doing this type of GP, all the D groups
will have a similar value for {ψi}, making the difference
of {ψi} between any two groups as small as possible and,
ultimately, making the minimum SINR of (25) maximum.
As aforementioned, we have considered the optimization of
pre-FDE, whichconsistsof threestagesof optimization, includ-
ing the ﬁrst-stage and the second-stage pre-FDE, as well as the
last stage of the GP. In summary, the joint transmitter–receiver
optimization can be implemented as follows. First, the GP
is carried out to assign the K symbols into different groups
expressed as {Fi}, based on the objective of maximum SDR
or maximum reliability. Second, depending on the optimization
objective of maximum SDR or maximum reliability, power
allocation is executed according to (22) or (24) within each of
the groups, obtaining {¯ Ωi}.T h i r d ,g i v e n{¯ Ωi}, the optimum
power responses of {Ωj} for the K symbols are calculated
using (16). Additionally, the spreading matrix is designed based
on (8). Finally, the postprocessing matrix achieving MMSE
detection can be obtained from (4).LIU et al.: JOINT TRANSMITTER–RECEIVER FDE IN GMC-CDM SYSTEMS 3793
Fig. 1. BER versus SNR per bit performance comparison of the GMC-
CDM systems employing the transmit diversity based on TMRC (i.e., transmit
repetition diversity) or TSD.
Fig. 2. BER versus spreading factor N performance for the GMC-CDM
systems employing the transmit diversity based on TMRC or TSD.
V. P ERFORMANCE RESULTS
In this section, we illustrate a range of performance results
for characterizing the achievable performance of GMC-CDM
systems employing M =3 2subcarriers. In our simulations,
we assumed that the GMC-CDM signals were transmitted
over frequency-selective Rayleigh fading channels having L
time-domain resolvable paths. Furthermore, for the examples
considering reliability, we assumed that quadrature phase-shift
keying (QPSK) modulation was employed. By contrast, when
the optimization objective was maximum SDR, we assumed
the ideal adaptive modulation and/or coding schemes, which
could be implemented for attaining any data rate. Note that the
corresponding parameters used in our simulations are displayed
in association with the ﬁgures.
Figs. 1 and 2 compare the bit error rate (BER) of the
GMC-CDM systems using TMRC- or TSD-assisted transmit
diversity, as discussed in Section IV-A. As shown in Figs. 1
and 2, for any given parameters of N and D,t h eT S D -
based transmit diversity scheme signiﬁcantly outperforms the
Fig. 3. BER versus SNR per bit performance for the GMC-CDM systems
using different levels of pre-FDE.
Fig. 4. SDR versus SNR per bit performance of the GMC-CDM systems
using different levels of pre-FDE.
TMRC-based transmit diversity scheme. Furthermore, Fig. 1
shows that if the SNR Eb/N0 is low, the TSD-based transmit
diversity scheme is even capable of achieving better BER than
that attained over additive white Gaussian noise channels.
This is also observed in Fig. 2, when the SF N is sufﬁciently
high. As discussed in Section II, the GMC-CDM system is
reduced to the MC-CDM system when D =1and to the FDM
system when D = K. Since the MC-CDM scheme can attain
frequency diversity but the FDM scheme cannot, as shown in
Figs. 1 and 2, the BER for the cases of D =1is much better
than that for the corresponding cases of D = K.
Figs. 3 and 4 illustrate the impact of the three stages of
pre-FDE on the achievable BER (see Fig. 3) or SDR (see
Fig. 4) performance of the GMC-CDM systems, which employ
M =3 2subcarriers and the SF of N =1or 2. Furthermore,
in Fig. 3, the BER lower bound achieved by the MC-CDM
system corresponding to D =1is depicted, whereas in Fig. 4,
the SDR upper bound is depicted, for the sake of comparison.
The results of Fig. 3 show that, when N =1 , employing pre-
FDE can signiﬁcantly improve the BER of the GMC-CDM3794 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 59, NO. 8, OCTOBER 2010
Fig. 5. BER versus the number of groups used by the GMC-CDM systems
associated with using different levels of pre-FDE.
systems, in comparison with the GMC-CDM systems without
using pre-FDE. Speciﬁcally, using only the ﬁrst-stage pre-FDE
slightly enhances the BER. The second-stage pre-FDE adds a
big improvement to the achievable BER. The third-stage pre-
FDE, i.e., the GP, also makes a big contribution to the BER
improvement. Furthermore, due to the diversity gain attained
by the three-stage pre-FDE, we can observe that the BER
improvement becomes more explicit as the SNR increases.
As shown in Fig. 3, when N =2 , the BER improvement is
not as signiﬁcant as that for the cases of N =1 , but about
2 dB of SNR gain can still be achievable at the BER of 10−6.
Additionally, Fig. 3 shows that, with the aid of pre-FDE, the
BER achieved by a GMC-CDM system is close to the BER
lower bound achieved by the corresponding MC-CDM system.
With regard to the SDR performance, from the results of
Fig. 4, we can observe that, for N =1and at a given SNR
per bit value, the GMC-CDM scheme without using pre-FDE
achieves the lowest SDR. The highest SDR is achieved by the
FDM scheme corresponding to D = K =3 2associated with
using ideal water ﬁlling for power allocation. When pre-FDE
and GP are employed, the GMC-CDM scheme with D =4is
capable of achieving the SDR that is close to that achieved
by the FDM scheme using ideal water ﬁlling. However, it is
worth noting that the FDM system can only attain the BER
as the QPSK scheme communicating over ﬂat Rayleigh fading
channels, which is much worse than that of the GMC-CDM
system using K =3 2 , D =4 , and N =1 , as observed in
Fig. 3. Furthermore, the results of Fig. 4 corresponding to
N =1show that the proposed GP is also capable of increasing
the SDR of the GMC-CDM systems. By contrast, for the case
of N =2 , as shown in Fig. 4, using pre-FDE does not result
in further improvement of SDR, in comparison with the GMC-
CDM using solely post-FDE. The reason for this observation is
that the GMC-CDM system is half-loaded, i.e., K/M =1 /2,
when N =2 . It is a typical under-load MIMO system with K
inputs and M =2 K outputs, whose capacity can be achieved
without requiring CSI known to the transmitter [2], [23].
Figs. 5 and 6 illustrate the effect of the number of groups
on the achievable BER and SDR performance. In general, for
Fig. 6. SDR versus the number of groups used by the GMC-CDM systems
associated with using different levels of pre-FDE.
Fig. 7. Effect of the number of resolvable multipaths of wireless channels on
the BER versus SNR per bit performanceof theGMC-CDM systems using both
pre- and post-FDE.
a given SNR of Eb/N0 and a given pre-FDE strategy, the
BER becomes worse while the SDR improves, as the number
of groups increases. This observation explains that, given a
throughput required, there exists an optimum value for D of the
number of groups, which results in the lowest BER or highest
reliability. Additionally, from Fig. 6, we can see that, when
employing the GP (curves marked with triangles), the SDR
signiﬁcantly increases when the number of groups increases
from D =1to D =2and to D =4and then insigniﬁcantly
increases when further increasing the number of groups. In-
versely, Fig. 5 shows that when employing the GP (curves
also marked with triangles), the BER is nearly the same when
the number of groups used is D =1 ,2,or 4. However, the
BER becomes very sensitive to the number of groups, as it is
increased beyond D =4 . The preceding observation implies
that, in a GMC-CDM system, it is desirable to use a relative
low number of groups. By doing this, most of the SDR can be
attained with a low loss of BER.LIU et al.: JOINT TRANSMITTER–RECEIVER FDE IN GMC-CDM SYSTEMS 3795
Fig. 8. Effect of the number of resolvable multipaths of wireless channels on
the BER versusSNR per bit performanceof the GMC-CDM systems using both
pre- and post-FDE.
Fig. 9. Effect of the outdated CSIT on the BER versus SNR per bit perfor-
mance of the GMC-CDM systems.
In Figs. 7 and 8, we investigate the impact of the
frequency-selective channels on the achievable BER and SDR
performance. Explicitly, the BER improves as the number of
resolvable multipaths increases, i.e., as the fading of wireless
channels becomes more frequency selective. For a given SF
N, the SDR slightly increases as the fading becomes more
frequency selective. This observation ismoredeclared when the
value of N becomes higher.
In the aforementioned ﬁgures, the performance results of
the GMC-CDM systems were obtained under the assumption
that the transmitter was capable of acquiring ideal CSI. In
practice, however, the transmitter may have to use outdated CSI
for preprocessing, owing to the time-varying characteristics of
wireless channels [24]. Therefore, in Figs. 9 and 10, we investi-
gate the impact of the outdated CSIT on the achievable BER
and SDR performance of the MC-CDM systems. Owing to
the joint transmitter–receiver optimization, as shown in Figs. 9
and 10, the SDR or BER performance of the MC-CDM sys-
tems using pre-FDE will never become worse than that of the
MC-CDM systems using no pre-FDE, no matter what the mean
Fig. 10. Effect of the outdated CSIT on the SDR versus SNR per bit perfor-
mance of the GMC-CDM systems.
square error (MSE1) of CSIT is. The SDR or BER performance
of the GMC-CDM systems improves as the MSE of CSIT
decreases, which approaches the SDR or BER performance of
the GMC-CDM systems with perfect CSIT, when the MSE of
CSIT becomes less than 0.01.
VI. CONCLUSION
Joint transmitter–receiver optimization for GMC-CDM sys-
tems has been investigated. Both the low-complexity pre- and
post-FDE algorithms have been derived, which can signiﬁ-
cantly improve the reliability or throughput of the GMC-CDM
systems. In the conventional multicarrier schemes, such as
MC-CDMA and OFDM, there usually exists an explicit trade-
off between BER and throughput, either the best BER and
the lowest throughput, or vice versa. However, by dividing
the symbols to be transmitted into a relatively low number of
groups and carrying out the corresponding pre- and post-FDE,
our GMC-CDM system is generally capable of achieving most
of the available SDR but with a very low loss of BER. In
essence, the proposed pre- and post-FDE algorithms facilitate
the GMC-CDM systems to make efﬁcient use of the power
and frequency resources. Furthermore, these pre- and post-FDE
algorithms can be operated with high ﬂexibility to attain a good
tradeoff between throughput and reliability.
APPENDIX A
DERIVATION OF (7)
In this Appendix, we derive the expression of (7) based
on (3). We start with expressing the decision variable of the
kth symbol as
ˆ dk = eH
k (UHGpostΠGpreUd+ ˜ n) (31)
where ek is a basis vector with the kth entry being one while
the other entries are zeros, and as shown in Section III, ˜ n is
Gaussian distributed associated with zero mean and a covari-
ance matrix E[˜ n˜ nH]=σ2
nUHGpostΠGH
postU.
1Note that to highlight the impact of time-varying wireless channels, the
MSE of CSIT considered in our simulations is only led by the outdated CSIT.
The channel-estimation errors due to noise or interference are not considered.3796 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 59, NO. 8, OCTOBER 2010
From (31), one can know that the signal power is
     E[ˆ dk]
     
2
=
 
eH
k UHGpostΠGpreUek
 2
. (32)
The interference-plus-noise power is
σ2
k =E
 
|ˆ dk|2
 
−
 
   E[ˆ dk]
 
   
2
=eH
k
 
UHGpostΠGpreUUHGH
preΠGH
postU
+ σ2
nUHGpostΠGH
postU
 
ek
−
 
eH
k UHGpostΠGpreUek
 2
=eH
k UHGpostΠ
 
GpreGH
preΠ + σ2
nIK
 
GH
postUek
−
 
eH
k UHGpostΠGpreUek
 2
. (33)
Upon invoking (6), the preceding equation can be simpliﬁed to
σ2
k=eH
k UHGpostΠGpreUek−
 
eH
k UHGpostΠGpreUek
 2
=eH
k UHGpostΠGpreUek
×
 
1 − eH
k UHGpostΠGpreUek
 
. (34)
Based on (32) and (34), the SINR γk can be expressed as
γk =
   
 E[ˆ dk]
   
 
2
σ2
k
=
eH
k UHGpostΠGpreUek
1 − eH
k UHGpostΠGpreUek
. (35)
Upon applying Gpost =( GH
preΠGpre + σ2
nIK)−1GH
pre from
(6) into the preceding equation, we obtain
γk=
eH
k UH  
GH
preΠGpre + σ2
nIK
 −1
GH
preΠGpreUek
1 − eH
k UH  
GH
preΠGpre + σ2
nIK
 −1
GH
preΠGpreUek
.
(36)
After some further simpliﬁcation with the aid of the matrix
inverse lemma, it can be shown that γk can be expressed as
γk =
1
σ2
neH
k UH  
GH
preΠGpre + σ2
nIK
 −1
Uek
− 1. (37)
Finally, upon completing the multiplications of the matrices
invoked, we can obtain (7).
APPENDIX B
MAXIMIZATION OF THE MINIMUM
SIGNAL-TO-INTERFERENCE-AND-NOISE-RATIO
For simplicity of description, we rewrite (17) as
γi = aixi + bi,i =0 ,1,...,D− 1 (38)
where, when comparing (38) with (17), we have
ai =
ψ−2
i
Kiσ2
n
xi = Ωi bi =
ψ−2
i
Ki
 
j∈Fi
1
Πj
− 1. (39)
Therefore, the optimization objective is to ﬁnd the solutions
to x0,x 1,...,x D−1, which maximize the minimum SINR ex-
pressed as
γmin = min{γ0,γ 1,...,γ D−1} (40)
when given
 D−1
i=0 xi ≤ K.
To solve the foregoing optimization problem, we ﬁrst prove
the following observation.
Observation 1: The minimum SINR γmin of (40) can be
expressed as
γmin = lim
p→−∞
 
D−1  
i=0
γ
p
i
 1/p
. (41)
Proof: Let q = −p. Then, (41) can be written as
γmin =
1
limq→∞
  D−1
i=0 (1/γi)q
 1/q (42)
where the denominator at the right-hand side denotes the max
norm (or l∞ norm) of 1/γ0,1/γ1,...,1/γD−1, which satisﬁes
1he property [25]
lim
q→∞
 
D−1  
i=0
(1/γi)q
 1/q
= max
 
1
γ0
,
1
γ1
,...,
1
γD−1
 
=
1
min{γ0,γ 1,...,γ D−1}
. (43)
Therefore, we have (41). 
Furthermore, as shown in (41), for a given value of p<0,t h e
value of (
 D−1
i=0 γ
p
i )1/p monotonically increases with the value
of
 D−1
i=0 γ
p
i . Hence, instead of maximizing (
 D−1
i=0 γ
p
i )1/p,t h e
optimization can be achieved by ﬁrst minimizing
 D−1
i=0 γ
p
i
and then letting p →− ∞ . Consequently, upon taking into
account the constraint of
 D−1
i=0 xi ≤ K and (38), the original
optimizationproblemcanbealternativelysolvedbyﬁrstﬁnding
the minimum of the augmented cost function
J =
D−1  
i=0
(aixi + bi)p − λ
 
D−1  
i=0
xi − K
 
. (44)
Upon taking the gradient of J with respect to xi and equating
the result to zero, we can obtain
xi =
 
λ
p
  1
p−1
a
−
p
p−1
i −
bi
ai
,i =0 ,1,...,D− 1. (45)
Substituting xi for i =0 ,1,...,D− 1 to the constraint  D−1
i=0 xi = K gives
 
λ
p
  1
p−1
=
 D−1
i=0 (bi/ai)+K
 D−1
i=0 a
−
p
p−1
i
. (46)
Then, substituting (46) into (45), one can obtain
xi =
a
−
p
p−1
i
 D−1
j=0 a
−
p
p−1
j
⎛
⎝
D−1  
j=0
bj
aj
+ K
⎞
⎠ −
bi
ai
(47)
Finally, the optimum solution to xi can be obtained by letting
p →− ∞ , which yields
xi =
a−1
i  D−1
j=0 a−1
j
⎛
⎝
D−1  
j=0
bj
aj
+ K
⎞
⎠ −
bi
ai
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Furthermore, when substituting xi of (48) into (38), we
obtain the resultant SINR
γi = γc =
 D−1
j=0 bj/aj + K
 D−1
j=0 a−1
j
,i =0 ,1,...,D− 1 (49)
which shows that the optimization results in the same SINR for
different groups, i.e., γ0 = γ1 = ···= γD−1 = γc.
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