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Abstract
Systems of coupled oscillators may exhibit spontaneous dynamical formation of attracting
synchronized clusters with broken symmetry; this can be helpful in modelling various physical
processes. Analytical computation of the stability of synchronized cluster states is usually impos-
sible for arbitrary nonlinear oscillators. In this paper we examine a particular class of strongly
nonlinear oscillators that are analytically tractable. We examine the effect of isochronicity (a
turning point in the dependence of period on energy) of periodic oscillators on clustered states
of globally coupled oscillator networks.
We extend previous work on networks of weakly dissipative globally coupled nonlinear Hamil-
tonian oscillators to give conditions for the existence and stability of certain clustered periodic
states under the assumption that dissipation and coupling are small and of similar order. This is
verified by numerical simulations on an example system of oscillators that are weakly dissipative
perturbations of a planar Hamiltonian oscillator with a quartic potential.
Finally we use the reduced phase-energy model derived from the weakly dissipative case to
motivate a new class of phase-energy models that can be usefully employed for understanding
effects such as clustering and torus breakup in more general coupled oscillator systems. We see
that the property of isochronicity usefully generalizes to such systems, and we examine some
examples of their attracting dynamics.
1
1 Introduction
Coupled oscillators are often used as dynamical models in many areas of the applied sciences. As
model dynamical systems they are very useful in allowing one to explore the dynamics of higher
dimensional systems, and their study has a respectable past; see for example [7]. In this paper we
consider some aspects of coupled oscillator dynamics and clustering in globally coupled systems of
oscillators.
In previous papers [5, 6, 10] we extended some perturbation methods for strongly nonlinear,
weakly dissipative systems of [20, 16, 17, 8] to coupled systems and highlighted the importance
of isochronicity, a turning point of the period–energy function. In particular, we examined in
[6] the stability of uniform oscillations (also called fully synchronized or in-phase oscillations) for
oscillators that are coupled and weakly dissipative, such that the coupling is much weaker than the
dissipation. We also identified that passing through isochronicity can force bifurcations to appear
within the system.
This paper focuses on several related questions for systems of globally coupled (Sn-symmetric)
oscillators.
1. We extend [6] in that we consider dynamics when the order of coupling is comparable to the
order of dissipation; this means that we compute solutions and their stabilities in cases where
there is no invariant torus for the dynamics.
2. We find conditions for existence and stability not only for uniform (fully synchronized) oscil-
lations as in [10], but also for several other symmetric periodic states. This includes solutions
found in [3] in the weak-coupling limit and also some ‘out of phase cluster’ states that exist
for a certain common type of coupling.
3. We find examples of attracting robust heteroclinic cycles in a system of four globally coupled
weakly dissipative oscillators.
4. We introduce a new phase-energy model for coupled oscillators in which isochronicity can
usefully be defined, even when the system is not a reduction from a weakly dissipative system.
For this system we observe also that passage through isochronicity forces bifurcation.
For the remainder of this section we introduce the system of weakly dissipative coupled planar
Hamiltonian oscillators we consider, and define three special types of coupling that are of particular
interest. We give in Section 1.2 an overview of our results for this system.
Section 2 analyzes a number of uniform (Sn), clustered, (Sm × Sn−m) and rotating wave oscil-
lations (Zn) of such systems in the singular limit of approaching zero dissipation. In general the
computations are rather laborious and hence some details are relegated to Appendices. Section 3
applies these results to investigate the bifurcations of a system of four globally coupled oscillators,
where the individual oscillators are weakly dissipative perturbations of an oscillator with a quartic
potential, first studied in the uncoupled case in [9]. We give some simulations illustrating the more
complicated attractors that one can find in this system.
Motivated by the reduced models obtained from weakly dissipative oscillators by averaging, in
Section 4 we consider a system of coupled phase-energy oscillators that possess a natural concept of
isochronicity. These models permit one to investigate the dynamics of coupled oscillators in regimes
where a reduction to phase dynamics is not always possible in that the amplitude (or energy) of
each oscillator also plays a role. Nonetheless, we still find that isochronicity still plays an important
role in organizing bifurcations within this system.
2
1.1 Weakly dissipative, strongly nonlinear oscillators
We examine systems of weakly dissipative coupled planar Hamiltonian oscillators of the form
d2vi
dt2
+ U ′(vi) = εFi, (1)
where U(v) is a smooth potential with at least one local minimum, ε is a small parameter and
Fi represents the dissipation and coupling between the oscillators. We do not assume that U is
quadratic and so in the singular limit ε = 0 the oscillator is Hamiltonian but nonlinear. We assume
that we can write the dissipation (p) and coupling (q) terms in the form
Fi = fi + εgi, (2)
fi = p(vi, ui) +
∑
j 6=i
q(vi, ui, vj , uj), (3)
gi = p2(vi, ui) +
∑
j 6=i
q2(vi, ui, vj , uj), (4)
where we write ui =
dvi
dt . We include the second order terms gi because even in generic cases they
can affect certain O(ε)–terms of the oscillating solutions, in particular the frequency corrections
(see Section 2).
The coupling we consider is global coupling, also called fully symmetric or all-to-all coupling in
the literature, and so the network of oscillators has the symmetries of the full permutation group
on n objects, Sn. In the limit of ε small and coupling weaker than dissipation, the oscillators are
slaved to their phases and the analysis in [3] can be applied.
We will consider generic cases as well as the following three special types of coupling depending
on the functional form of q. We say there is:
Coupling via derivatives only (CDO) if the coupling terms q in (3) are independent of vi (i.e.
only dependent on ui).
Coupling via positions only (CPO) if the coupling terms q in (3) are independent of ui (i.e.
only dependent on vi).
Symmetric coupling in the derivatives (SCD) if the coupling function q(vi, ui, vj , uj) is jointly
even in (ui, uj), i.e.,
q(vi,−ui, vj ,−uj) = q(vi, ui, vj , uj). (5)
Note that CDO that is linear and non-trivial cannot be SCD. However, CPO always gives SCD.
Furthermore, the conditions for these special forms of coupling only involve the leading order
coupling term q. It turns out that if q satisfies one of these conditions, this has a strong effect
on the existence and stability of certain solutions, see Section 1.2. We do not insist that q2 has a
special form when analyzing the implications of CDO, CPO and SCD.
We conclude by introducing phase-energy coordinates (ψi, αi), which are vital for the analysis
of (1). There is no gain in using canonical action variables instead of energies, since ultimately we
are studying a dissipative system. As detailed in [6], the system (1) can be transformed to have
the form:
dψi
dt = ω(αi)− εω(αi)z′(ψi, αi)Fi,
dαi
dt = εω(αi)z˙(ψi, αi)Fi.
(6)
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The function z(ϕ, α) is the solution of
ω2z˙2/2 + U(z) = α (· = ∂/∂ϕ)
and ω(α) is chosen so that z(ϕ + 2pi, α) = z(ϕ, α). Throughout the paper we stipulate that the
phase of z is fixed so that z(ϕ, α) is an even function of ϕ, and z¨(0, α) > 0. We recall from [6] that
there is a useful relation between the phase and energy derivatives of z:
z˙(ωz˙)′ − ωz¨z′ = 1/ω (′= ∂/∂α). (7)
1.2 Overview
We now give a brief overview of the periodic solutions studied analytically in Section 2. Each of
these solutions has a symmetry that is a subgroup of Sn×S1 (S1 is the circle group) acting on the
space of periodic functions {(vi(t), ui(t)) : 1 ≤ i ≤ n} by permutations (Sn) and phase shifts (S1).
The symmetry of an oscillating solution is simply the largest subgroup of Sn × S1 that leaves the
solution invariant (see [13, 3]).
The asymptotic form of an oscillating solution is found by means of a nonlinear version of the
method of Poincare´-Lindstedt that extends the perturbation methods of [7, 20, 16, 17, 8] for strongly
nonlinear, weakly dissipative systems to coupled systems as in [5, 6, 10]. The analysis starts with
a solution of the uncoupled system with the desired symmetry properties and applies first order
averaging in the energies to give the persistence condition. This is a system of nonlinear equations
for the parameters on which the solution of the uncoupled system depends. When a solution of the
persistence condition is found the oscillating solution and its frequency can be determined from the
first and second order expansion of the phase and energy equations. The solution stabilities can
be determined by asymptotic expansion of the eigenvalues of the monodromy matrix; the relevant
entries of this matrix are computed by a regular perturbation analysis. In general this computation
is straightforward but laborious and hence the details are relegated to appendices.
The solutions we will study analytically can be divided into ‘basic solutions’ and ‘cluster os-
cillations’ (more precisely, two–cluster oscillations). The former are governed by single persistence
conditions for the energies; the latter require the solution of two coupled persistence conditions for
the energies and phase shifts. To keep the paper at a reasonable length, we restrict the analysis
to a representative subset of solutions. In addition to finding branches and stabilities of generi-
cally expected solutions, we do find some unexpected and nongeneric solution behaviour for certain
special forms of coupling.
The solutions studied in Section 2 are summarized in Table 1. For generic coupling the basic
solutions are the uniform oscillation, rotating wave oscillation and out of phase cluster if n is even.
These solutions have maximal symmetries and are predicted in [3] purely by virtue of symmetry
considerations. In the special case of SCD coupling the degenerate out of phase cluster oscillations
are persistent, for more general coupling they only arise as special cases of cluster oscillations (see
Section 3.3).
We will distinguish two types of cluster oscillations: cluster oscillations with energy difference of
order O(ε) between the oscillations in the two groups, and cluster oscillations with energy difference
of order O(1). The former are studied in detail in Section 2.3. Their persistence condition, equation
(25), yields two equations for the persistence energy and the phase shift at order O(1). The
eigenvalues of the monodromy matrix are naturally more complicated than for the basic solutions.
Persistence conditions and stability coefficients for OPC and OPC(m) are derived in Section 2.4.
If the equation ω(α) = ω(β) admits other solutions than the trivial solution β = α (i.e., the
(1, 1, . . . , 1) resonance surface has several ‘sheets’), the averaging approach also admits cluster
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Oscillation Type Symmetry Typical phases Section
UO Sn (θ, θ, · · · , θ) 2.1
Uniform oscillation
RW Zn (θ, θ + 2pi/n, · · · , θ + 2(n− 1)pi/n) 2.2
Rotating wave
OPC (n even) (Sn/2)
2 ×s Z2 (θ, · · · , θ, θ + pi, · · · , θ + pi) 2.4
Out of phase cluster
OPC(m) Sm × Sn−m (θ, · · · , θ, θ + pi, · · · , θ + pi) 2.4
Degenerate out of
phase cluster
Cluster oscillations Sm × Sn−m (θ, · · · , θ, φ, · · · , φ) 2.3
Table 1: Names and symmetries of the periodic solutions studied in Section 2 via averaging (see
indicated section for details). We write G×s H to denote a semidirect product of groups G and H.
Note that solutions OPC(m) where 2m 6= n only occur in special cases such as symmetric coupling
in the derivatives (SCD).
oscillations with energy difference of order O(1) between the oscillations in the two groups. The
persistence condition for these solutions is presented in Section 2.4.3, but we do not analyze their
stability. Necessary for this type of solution to exist (in the averaging framework) is that there
is a point of isochronicity. In fact, the branching of the resonance surface is what causes the
bifurcations and stability exchanges of all basic solutions and cluster oscillations when passing
through isochronicity. We study some of these bifurcations in Section 3 for our example system.
2 Persistence and stability of oscillating solutions
In this section we use averaging (more precisely a nonlinear version of the method of Poincare´-
Lindstedt) to understand the asymptotic location and stability of a number of solutions of the
weakly dissipative oscillators (1), generalizing the analysis of [6].
2.1 Uniform oscillations; symmetry Sn
The simplest case of periodic solutions of (1) is when all oscillators have the same phase and
energy at all points in time; we call these the uniform oscillations, fully synchronized or in-phase
oscillations.
2.1.1 Persistence of uniform oscillations
Uniform oscillations are solutions of (6) with ψi, αi independent of i. Setting ψi = ψ, αi = α,
zi = z, the system (6) reduces to the two–dimensional system,
dψ
dt = ω(α)− εω(α)z′(ψ, α)F,
dα
dt = εω(α)z˙(ψ, α)F,
(8)
where F = f + εg, and
f(v, u) = p(v, u) + (n− 1)q(v, u, v, u),
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g(v, u) = p2(v, u) + (n− 1)q2(v, u, v, u),
with v = z(ψ, α), u = ω(α)z˙(ψ, α). The asymptotic form of periodic solutions of (8) can be found
by means of a nonlinear version of the Poincare´-Lindstedt method as in [5, 6, 8, 10].
We make the ansatz
(ψ(t, ε), α(t, ε)) = (ψr(ϕ, ε), αr(ϕ, ε)),
where ψr − ϕ and αr are 2pi–periodic in ϕ with the following asymptotic expansion in powers of ε,
ψr = ϕ + εφ
(1)(ϕ) + O(ε2),
αr = α
(0) + ε(α(1) + β(1)(ϕ)) + O(ε2),
(9)
and where without loss of generality we require that all ϕ–dependent terms in (9) have zero mean.
The phase ϕ is related to t by
dϕ
dt
= Ω(ε) = ω(α(0)) + εΩ(1) + O(ε2),
with the first order frequency correction Ω(1) to be determined.
When (ψ, α) = (ψr, αr) is substituted into (8) and the resulting equation is expanded in powers
of ε, the equation for dα/dt at order O(ε) yields β˙(1) = z˙f , with the arguments (v, u) of f replaced
by (z(ϕ, α), ω(α)z˙(ϕ, α)). The condition for β(1) to be periodic leads to the persistence condition,1
z˙f = 0. (10)
Equation (10) is a nonlinear equation for α(0), and we assume in the following that α(0) is a fixed,
non–degenerate solution of this equation. Functions of (ϕ, α) are then evaluated at α(0) if arguments
are omitted.
The equation for dψ/dt at O(ε) yields
Ω(1) + ωφ˙(1) = ω′(α(1) + β(1))− ωz′f.
The “solvability condition” (φ(1) be periodic) requires that
Ω(1) = ω′α(1) − ωz′f. (11)
If this relation is satisfied, φ(1) is obtained by integrating the equation
φ˙(1) = (z′f − z′f) + (ω′/ω)β(1).
To find the first order mean–energy and frequency corrections we have to examine the equation
for dα/dt at O(ε2). Let us denote by ε2β(2)(ϕ) the zero–mean, 2pi–periodic correction of αr at
second order. Then, by setting the coefficient of ε2 in the expansion of dα/dt equal to zero, we
obtain the following equation,
Ω(1)β˙(1) + ωβ˙(2) = (ωz˙f)′(α(1) + β(1)) + (ωz˙f),ϕφ
(1) + ωz˙g,
1Throughout the paper we use the notation
h =
1
2pi
∫
2pi
0
h(ϕ)dϕ
to denote the average of a 2pi–periodic function h(ϕ).
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which leads to
ω(z˙f)′α(1) + (ωz˙f)′β(1) − ωz˙fφ˙(1) + ωz˙g = 0
as solvability condition for β(2). After substituting φ˙(1) this condition can be rewritten as
(z˙f)′α(1) + (z˙f)′β(1) + z˙z′f2 + z˙g = 0, (12)
which determines α(1) and hence Ω(1) if (z˙f)′ 6= 0.
2.1.2 Stability of uniform oscillations
We examine the stability of the uniform oscillations to small perturbations by setting ψi = ψr(ϕ)+
φi, αi = αr(ϕ) + βi and estimating the eigenvalues of the monodromy matrix in the limit ε → 0.
The linearized system for ε = 0 is
dφi
dt
= ω′βi,
dφi
dt
= 0 or ωφ˙i = ω
′βi, ωβ˙i = 0.
The solution of the linearized system as a function of ϕ up to O(1) is then,
φi =
ω′
ω
βi0ϕ + φi0 + O(ε), βi = βi0 + O(ε),
where (φi0, βi0) are the initial values. We extend this to the order O(ε),
φi(ϕ) =
ω′
ω βi0ϕ + φi0 + εφ
(1)
i (ϕ) + O(ε
2),
βi(ϕ) = βi0 + εβ
(1)
i (ϕ) + O(ε
2).
(13)
Evaluation of this system at ϕ = 2pi yields the monodromy matrix that sends {φi0, βi0} to
{φi(2pi), βi(2pi)}. Due to the Sn symmetry, the monodromy matrix consists of 2 × 2 blocks B
on the diagonal blocks and 2 × 2 blocks A on all off–diagonal blocks. The eigenvalues of the
monodromy matrix are the eigenvalues of
L = B −A ((n− 1)-fold), K = B + (n− 1)A (simple).
The O(1)–terms of the matrices B, A and K, L are
B =
[
1 ω′T
0 1
]
+ O(ε), A = O(ε), K = B + O(ε), L = B + O(ε),
with T = 2pi/ω the period.
It can be seen directly from the persistence calculations that the matrix K has the eigenvalue
one, and another eigenvalue λ(0) = 1 + rε + O(ε2), where
r = 2pi(z˙f)′.
This eigenvalue describes the stability of the uniform oscillation in the two–dimensional subspace
of the 2n–dimensional phase space in which all oscillators are identical.
To classify the transverse eigenvalues, we denote by εlij the O(ε) correction of the (ij)–entry of
L. The characteristic equation for the eigenvalues λ˜ of L− I, where I is the 2× 2 identity matrix,
can be written as
λ˜2 − [(l11 + l22)ε + O(ε2)]λ˜− ω′T l21ε + O(ε2) = 0,
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thus at leading order the eigenvalues are λ˜ = ±√ω′T l21ε + O(ε). If ω′l21 > 0, the eigenvalues are
real, and the order O(
√
ε) is sufficient. If ω′l21 < 0, the O(
√
ε)–terms are imaginary. In this case
we need the real part at O(ε) which is given by 2Re(λ˜) = (l11 + l22)ε + O(ε
2). We therefore have
to distinguish the following two generic cases for the perturbations λ1,2(ε) of the double eigenvalue
λ1,2(0) = 1 of L(ε):
(a) If ω′l21 > 0, the eigenvalues are real and given by λ1,2 = 1±
√
ω′T l21ε+O(ε), hence the fully
synchronized oscillation is a saddle.
(b) If ω′l21 < 0, the eigenvalues are complex conjugate with |λ1,2|2 = 1 + lε + O(ε2), where
l = l11 + l22 − ω′T l21.
In Appendix A.1.1 we compute the relevant O(ε)–corrections of A and B. With these corrections
l21 and l can be represented by the following averages,
l21 = −2pinz˙(q,v2 z˙ + q,u2ωz¨),
l = 2pi(z˙f)′ − nTq,u2 ,
(14)
where the coupling function is considered as function of four generic variables, q = q(v1, u1, v2, u2),
and the subscripts behind the comma denote the partial derivatives evaluated at v1 = v2 = z, u1 =
u2 = ωz˙. Assuming r < 0, the expressions (14) allow us to make some observations directly:
• If l21 6= 0, then no matter what the sign of l21 is, passage through isochronicity induces a
transition from a saddle to a (stable or unstable) spiral. Specifically, if q,u2 = 0 (CPO) and
q,v2 > 0 (e.g. linear coupling q = v2), then l21 < 0 and l > 0, thus if ω
′ < 0 we find a saddle
and if ω′ > 0 we find a stable spiral.
• In general, the spiral in case of ω′l21 < 0 is always stable if q,u2 > 0. If q,u2 < 0 it can be
stable for sufficiently small n, but eventually becomes unstable when n increases.
In the case of CDO we have q,v1 = q,v2 = 0 and therefore
l21 = −2pinωq,u2 z˙z¨ = −(2pin/ω)S˙ = 0,
where
S(u) =
∫
uq,u2(u, u) du.
Thus the linear stability analysis leads to a degeneracy at O(ε). To determine the stability of uni-
form oscillations in this case, we have to go to O(ε2) and include quadratic terms in the perturbation
analysis.
2.1.3 Stability of uniform oscillations for CDO coupling
We assume the case of CDO, i.e. no coupling in the positions at leading order and so q depends only
on (u1, u2). To resolve the problem caused by the degeneracy l21 = 0, we extend the linear stability
analysis by including quadratic terms in the equations for the phase and energy perturbations,
following the procedure used in [10] for the case of diffusive coupling.
We write the perturbation about the uniform oscillation in the form,
ψi(t, ε) = ψr(ϕ, ε) + εφi(τ) + ε
2(φ
(2)
i (τ) + ψ
(2)
i (ϕ, τ)) + O(ε
3),
αi(t, ε) = αr(ϕ, ε) + ε
2(ei(τ) + β
(2)
i (ϕ, τ)) + ε
3β
(3)
i (ϕ, τ) + O(ε
4),
(15)
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where τ = εt is a slow time and ψ
(2)
i and β
(2)
i have zero mean. In Appendix A.1.2 we show that
the conditions for ψ
(2)
i , β
(3)
i to be periodic in ϕ lead to the following closed system of equations for
the slowly varying functions φi(τ), ei(τ):
dφi
dτ = ω
′ei + M
∑
j(φj − φi),
dei
dτ = Dei + N
∑
j(ej − ei) + P
∑
j(φj − φi) + Q
∑
j(φj − φi)2,
(16)
where
D = ω(z˙f)′, M = −ω2z′z¨q,u2 , N = S′ = q,u2 −M,
and
P = (z˙f ′ − z′f˙)S − (z˙f)′ S − (nω′/ω2)(S2 − S2)− (n/ω)(SS′ − S S′) + ωz˙2q2,v2 + ω2z˙z¨q2,u2 ,
Q = (ω2/2)z˙
...
z q,u2 + (ω
3/2)z˙z¨2q,u2u2 .
We note that only in the case of CDO coupling the expansion (15) leads to the quadratic system
(16). In the general case it is not possible to find a closed system for the (φi, ei). We also note that
the term in P defined through q2 vanishes if q2 depends on the derivatives only, too.
In Appendix A.1.3 we analyze the periodic solutions of the system (16) and their stability.
Assuming that the uniform oscillation is a stable solution of (8), i.e. D < 0, the result of this
analysis is that the stability of the uniform oscillation against perturbations of the form (15) is
fully determined by a 2× 2-matrix B(0), with
Tr B(0) = D − n(N + M), det B(0) = nM(D + nN) + nω′P.
Moreover, it turns out that in an O(ε)–neighbourhood of the fully synchronized oscillation there
exist all types of cluster oscillations consisting of two fully synchronized groups of m and n − m
oscillators, respectively, with n 6= 2m. These cluster oscillations are all saddles and the energy
difference between the two oscillations is of order O(ε2), whereas the phase shift is of order O(ε).
In Section 2.3 we will study the persistence and stability of cluster oscillations with energy difference
of order O(ε) and phase shift of order one for general couplings.
2.2 Rotating wave oscillations; symmetry Zn
Rotating wave oscillations with symmetry Zn are oscillating solutions of (1) for which all oscillators
have identical wave forms, with a phase shift of
ϑ = 2pi/n
between oscillators i and i + k (k and n relatively prime). Without loss of generality we set k = 1.
We do not consider the more general case of oscillations with symmetry Sk ×s Zm where km = n
and 1 < k < n [3]; this could be done by continuing the analysis along the same lines.
2.2.1 Persistence of rotating waves
The persistence analysis for rotating wave oscillations proceeds in the same manner as for uniform
oscillations. The appropriate Poincare´-Lindstedt ansatz is:
ψi = ϕ + iϑ + εφ
(1)(ϕ + iϑ) + O(ε2),
αi = α
(0) + ε(α(1) + β(1)(ϕ + iϑ)) + O(ε2),
(17)
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where dϕ/dt = Ω(ε) as in Section 2.1.1. For 0 ≤ i ≤ n− 1 we set zi = z(ϕ + iϑ), vi = zi, ui = ωz˙i,
and omit the subscript if i = 0. The persistence condition for a solution to (6) in the form of (17)
follows again from the solvability condition for φ(1), which leads here to
z˙fϑ = 0, (18)
where
fϑ = p(v, u) +
n−1∑
i=1
q(v, u, vi, ui).
The first order corrections Ω(1) and α(1) are given by the same expressions as in Section 2.1.1,
equations (11) and (12), with f and g replaced by fϑ and gϑ, where gϑ is defined analogously to fϑ
in terms of the second order dissipation and coupling terms.
2.2.2 Stability of rotating waves
The Zn–symmetry induces a circulant structure in the monodromy matrix M . Writing the first
two rows of M in the form
A = [A(0), A(1), . . . , A(n−1)],
with 2 × 2–matrices A(j), 0 ≤ j ≤ n − 1, the rows below the first two are obtained by successive
cyclic permutations of the matrix row A to the right. The eigenvalues of M are the eigenvalues of
the components L(k), 0 ≤ k ≤ n− 1, of the discrete Fourier transform of A, i.e.
L(k) =
n−1∑
j=0
ρjkA(j),
where ρ = eiϑ is the nth primitive root of unity. Since the A(j) are real, L(0) is real, and L(n−k) is
the complex conjugate of L(k) for 1 ≤ k ≤ n− 1.
The leading term of A(0) is again given by
A(0) =
[
1 ω′T
0 1
]
+ O(ε),
and A(j) = O(ε) for 1 ≤ j ≤ n− 1, hence
L(k) =
[
1 ω′T
0 1
]
+ εL(k,1) + O(ε2)
for all 0 ≤ k ≤ n − 1. We can, therefore, pursue the same kind of analysis as for the uniform
oscillation, except that now some of the matrices involved may have complex entries.
The relevant terms are again l
(k)
21 and l
(k) = l
(k)
11 + l
(k)
22 −ω′T l(k)21 , with l(k)νµ (ν, µ = 1, 2) the O(ε)–
entries of L(k,1). These terms are the discrete Fourier transforms of the vectors [a
(0)
21 , . . . , a
(n−1)
21 ]
and [a(0), . . . , a(n−1)], where a(j) = a
(j)
11 + a
(j)
22 − ω′Ta(j)21 and the a(j)νµ are the entries of the O(ε)–
corrections of the matrices A(j). A completely analogous calculation as for the uniform oscillation
yields the following representation of a
(j)
21 and a
(j) through averages:
a
(0)
21 = −2pi
∑n−1
i=1 z˙di, a
(0) = 2pi(z˙fϑ)′ + 2pi
∑n−1
i=1 ( z
′di − z˙ei ),
a
(j)
21 = 2piz˙dj , a
(j) = 2pi( z˙ej − z′dj ),
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where we have set
di = q,v2 z˙i + q,u2ωz¨i, ei = q,v2z
′
i + q,u2(ωz˙i)
′,
with the arguments (v1, u1, v2, u2) of q evaluated at (v, u, vi, ui).
The matrix L(0) is real and has the eigenvalue one. The other eigenvalue is λ(0) = 1+rε+O(ε2),
where
r = 2pi(z˙fϑ)′.
This eigenvalue describes the stability of the rotating wave against perturbations of the same form.
The eigenvalues λ
(k)
± of L
(k) for 1 ≤ k ≤ n − 1 are characterized by l(k)21 and l(k) similarly as
in Section 2.1.2, but now these terms may be complex. A simple calculation shows that these
eigenvalues can be characterized as follows:
• If l(k)21 is real and ω′l(k)21 < 0, then |λ(k)± |2 = 1 + Re(l(k))ε + O(ε3/2).
• In all other cases let l(k)21 = rkeiθk . Then we have |λ(k)± |2 = 1 ± 2qk
√|ω′T |rkε + O(ε), where
qk = cos θk/2 if ω
′ > 0, and qk = − sin θk/2 if ω′ < 0.
Hence the real and imaginary parts are
l
(k)
21 = 2pib
(k)
21 + 2pi
∑m
j=1
(
c
(j+)
21 (cos kjϑ− 1) + ic(j−)21 sin kjϑ
)
,
l(k) = 2pi(z˙fϑ)′ + 2pib
(k) + 2pi
∑m
j=1
(
c(j+)(cos kjϑ− 1) + ic(j−) sin kjϑ
)
,
(19)
where b
(k)
21 = b
(k) = 0 and m = (n− 1)/2 if n is odd,
b
(k)
21 = ((−1)k − 1)z˙dn/2, b(k) = ((−1)k − 1)(z˙en/2 − z′dn/2 ),
and m = n/2− 1 if n is even, and
c
(j±)
21 = z˙dj ± z˙dn−j , c(j±) = z˙ej − z′dj ± (z˙en−j − z′dn−j ).
For n ≥ 3 and generic coupling we can expect a nonzero imaginary part of l(k)21 for 1 ≤ k ≤ n−1,
k 6= n/2, hence the rotating wave will be a saddle. A sufficient condition for these imaginary parts
to vanish is that dj(ϕ) − dn−j(ϕ) is even for 1 ≤ j ≤ m. It is easy to see that these conditions
are satisfied in the case of SCD coupling, i.e. if (5) holds. In this case the persistence condition
simplifies to z˙p = 0, and we can expect stable rotating wave oscillations provided that (z˙fϑ)′ < 0,
Re(l(k)) < 0, and the l
(k)
21 have the same signs. Passage through isochronicity then leads to a
transition to instability as for the uniform oscillation. In the case of the rotating wave, since
generically at least one of the l(k) has a non–zero imaginary part, this transition is usually a torus
bifurcation; see Section 3.
2.3 Cluster oscillations; symmetry Sm × Sn−m
Now we study the persistence and stability of solutions for which the phases of the oscillators are
grouped into two clusters such that the solutions have symmetry Sm × Sn−m. As shown in [3],
there is generically at least one non-trivial periodic solution of this form for globally coupled phase
oscillators. In fact there can only fail to be such a solution if the in-phase solution is at a bifurcation
point. As also shown in [3], there are generically periodic solutions of the ‘rotating two-block’ type
with symmetry (Sm × Sl)k ×s Zk for any decomposition of n into (m + l)k = n. However, we do
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not consider these other than in the case k = 1 in this section and the case k = 2, m = n/2, l = 0
for the out-of-phase clusters.
The cluster oscillations we study are oscillating solutions of our basic system (1) in a subspace in
which m oscillators (vi, ui), i ∈ {i1, . . . , im}, are identical and the remaining n−m oscillators (vj , uj),
j ∈ {j1, . . . , jn−m}, are identical. Such a subspace is invariant by virtue of the Sn–symmetry, and
the time evolution in this space is governed by
d2vi
dt2
+ U ′(vi) = εFi(vi, ui, vj , uj) + O(ε
2),
d2vj
dt2
+ U ′(vj) = εFj(vj , uj , vi, ui) + O(ε
2),
(20)
where
Fi = p(vi, ui) + (m− 1)q(vi, ui, vi, ui) + (n−m)q(vi, ui, vj , uj),
Fj = p(vj , uj) + (n−m− 1)q(vj , uj , vj , uj) + mq(vj , uj , vi, ui).
The corresponding phase-angle system is given by (k = i, j)
dψk
dt = ωk − εωkz′kFk + O(ε2),
dαk
dt = εωkz˙kFk + O(ε
2),
(21)
with ωk = ω(αk), zk = z(ψk, αk), vk = zk and uk = ωkz˙k.
2.3.1 Persistence of cluster oscillations
We set i = 1, j = 2, and compute by means of the Poincare´-Lindstedt method a solution of (21) of
the form (ν = 1, 2)
ψν(t, ε) = ϕ + (−1)ν∆/2 + ε[φ(1)ν (ϕ + (−1)ν∆/2) + ∆(1)ν ] + O(ε2),
αν(t, ε) = α
(0) + ε[α
(1)
ν + β
(1)
ν (ϕ + (−1)ν∆/2)] + O(ε2),
(22)
where
dϕ/dt = Ω(ε) = ω(α(0)) + εΩ(1) + O(ε2)
as in Section 2.1.1. The values of α(0) and the phase shift ∆ have to be determined from the
persistence condition (25) below. In the following we set m1 = m, m2 = n−m and, assuming α(0)
and ∆ are known,
z = z(ϕ, α(0)), v = z, u = ωz˙,
zν = z(ϕ + (−1)ν∆, α(0)), vν = zν , uν = ωz˙ν (ν = 1, 2).
We now substitute the ansatz (22) into the phase angle system (21). By equating terms at order
O(ε) in dαi/dt we obtain (note that here β
(1)
ν = β
(1)
ν (ϕ))
β˙(1)ν = z˙fν , (23)
where,
fν ≡ p(v, u) + (mν − 1)q(v, u, v, u) + mµq(v, u, vµ, uµ) (µ 6= ν). (24)
The condition for β
(1)
ν to be periodic is that the average of the right hand side of (23) vanishes.
This leads to the persistence conditions for cluster oscillations,
z˙fν = 0, (25)
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two nonlinear equations for ∆ and α(0). Subtracting these equations yields an equation involving
the coupling function alone,
(m1 −m2)z˙q + m2z˙q2 −m1z˙q1 = 0, (26)
where we set q ≡ q(v, u, v, u) and qν ≡ q(v, u, vν , uν).
We assume that (25) has a non–degenerate solution (α(0), ∆), and evaluate in the following all
quantities at this solution. At order O(ε) in dψi/dt we then find
Ω(1) + ωφ˙(1)ν = ω
′(α(1)ν + β
(1)
ν )− ωz′fν ,
and the solvability condition for φ
(1)
ν yields
ω′α(1)ν = Ω
(1) + ωz′fν . (27)
If (27) is satisfied, φ
(1)
ν is obtained by integration of
φ˙(1)ν = z
′fν − z′fν + (ω′/ω)β(1)ν .
The first order frequency and phase shift corrections are computed in Appendix A.2.1. To
simplify notation we introduce the following 2pi–periodic functions of ϕ,
q,v =
∂q(vi,ui,vj ,uj)
∂vj
|(v,u,v,u) q,vν = ∂q(vi,ui,vj ,uj)∂vj |(v,u,vν ,uν)
q,u =
∂q(vi,ui,vj ,uj)
∂uj
|(v,u,v,u) q,uν = ∂q(vi,ui,vj ,uj)∂uj |(v,u,vν ,uν)
d = q,v z˙ + q,uωz¨ dν = q,vµ z˙µ + q,uµωz¨µ
e = q,vz
′ + q,u(ωz˙)
′ eν = q,vµz
′
µ + q,uµ(ωz˙µ)
′,
(28)
where µ 6= ν and all functions are evaluated at α(0).
2.3.2 Stability of cluster oscillations
The eigenvalues of the monodromy matrix for cluster oscillations are analyzed in Appendix A.2.2,
and the matrix entries needed for this analysis are computed in Appendix A.2.3. We briefly
summarize the results of these calculations.
There are two pairs of transverse, (mν − 1)–fold degenerate eigenvalues. These eigenvalues are
determined by the stability coefficients (µ 6= ν; ν, µ = 1, 2)
l
(ν)
21 = −2pimν z˙d− 2pimµz˙dν ,
l(ν) = 2pi(z˙fν)′ − Tmνq,u + 2pimµ
(
z′dν − z˙eν
)
,
(29)
in the same way as the transverse eigenvalues for the uniform oscillation. Observe that the first
term in l
(ν)
21 vanishes in the case of coupling in the derivatives only, but the second term generically
does not. Thus the degeneracy encountered for uniform oscillations in this special case does not
occur for cluster oscillations.
The remaining three non-trivial eigenvalues are those of a 4×4-matrix that governs the stability
of the cluster oscillations in their invariant subspace. There is one real eigenvalue λ(0) = 1 + rε +
O(ε2), and a pair of eigenvalues determined by stability coefficients (k21, k) in the same way as
the transverse eigenvalues for the uniform oscillation. The analytical expressions for (r, k21, k) are
presented in equation (A.5).
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2.4 Other cluster oscillations
2.4.1 Out of phase cluster oscillations; symmetry (Sn/2)
2 ×s Z2
In the case that n is even, n = 2m, the results of the preceding subsection apply to out of phase
clusters where
m1 = m2 = m, ∆ = pi. (30)
If (30) holds, all 2pi–periodic functions with labels ν = 1 and ν = 2 defined in the last paragraph, in
particular those defined in (28), coincide. Thus we can replace these labels by a single label which
we set equal to pi, i.e., z1 = z2 = zpi with zpi(ϕ, α) = z(ϕ + pi, α). Analogously we define vpi, upi, fpi,
dpi, and epi, and note that
fpi = p(v, u) + (m− 1)q(v, u, v, u) + mq(v, u, vpi, upi).
The two equations in (25) are now identical and we are left with a single persistence condition,
z˙fpi = 0. (31)
The eigenvalues of the monodromy matrix are characterized by (l21, l) (transverse eigenvalues) and
(r, k21, k) (eigenvalues in the space of cluster oscillations) as in the general case. The expressions
(A.5) for these stability coefficients simplify to
l21 = −npi(z˙d + z˙dpi),
l = 2pi(z˙fpi)′ − n
2
Tq,u + pin(z′dpi − z˙epi),
r = 2pi(z˙fpi)′, (32)
k21 = −2pinz˙dpi,
k = 2pi(z˙fpi)′ + 2pin(z′dpi − z˙epi).
2.4.2 Degenerate out of phase cluster oscillations for symmetric coupling in the
derivatives (SCD)
If the coupling function q satisfies SCD, i.e. equation (5), then there exist out of phase cluster
oscillations (∆ = pi) for any arbitrary integers (m1, m2) with m1 + m2 = n, even for the case
m1 6= m2. To see this, consider the equation (26). For ∆ = pi we have q1 = q2 = qpi, and if (5)
holds, q and qpi are both even. Thus (26) is satisfied and we are left with the single persistence
condition z˙p = 0, which is the same as for the uniform oscillation.
The stability coefficients for these out of phase cluster oscillations follow again from the Ap-
pendix. Since e, epi are now even and d, dpi are odd, the expressions (A.5) simplify to
l
(ν)
21 = −2pi(mν z˙d + mµz˙dpi), ν = 1, 2,
k21 = −2pinz˙dpi (33)
r = k = l(ν) = 2pi(z˙fpi)′.
2.4.3 Cluster oscillations with energy difference of order one
The cluster oscillations studied so far have energy differences of order O(ε) between the oscillators
in the two clusters. If ω(α) is monotone, these are the only cluster oscillations we can determine via
averaging in the limit ε → 0, because the equation ω(α) = ω(β) admits only the solution β = α. In
14
contrast, if ω(α) has a local minimum or maximum, i.e. a point of isochronicity, then there exists
a solution branch β = h(α) to the equation ω(α) = ω(β) in a certain α–range, for which β 6= α if
α is not an isochronicity value. In this case we can also determine cluster oscillations of the form
of (22), but with α(0) for ν = 2 replaced by β(0) = h(α(0)), by the method of averaging.
The persistence equations for these cluster oscillations are
z˙f = 0, y˙g = 0, (34)
where
f = p(z, ωz˙) + (m1 − 1)q(z, ωz˙, z, ωz˙) + m2q(z, ωz˙, y+, ωy˙+),
g = p(y, ωy˙) + (m2 − 1)q(y, ωy˙, y, ωy˙) + m1q(y, ωy˙, z−, ωz˙−),
and
z = z(ϕ, α(0)), z− = z(ϕ−∆, α(0)), y = z(ϕ, h(α(0))), y+ = z(ϕ + ∆, h(α(0))), ω = ω(α(0)).
In Section 3 we numerically compute solutions of these persistence equations for an example. We
do not pursue a stability analysis for this type of cluster oscillations; this can be done similarly as
in Appendix A.2.
When the persistence energy α(0) is at isochronicity, the equations (25) and (34) are identical.
Thus we can expect bifurcations of the two types of cluster oscillations at isochronicity. Moreover,
at isochronicity the two equations in (34) coincide for ∆ = 0, hence we can expect cluster oscillations
to bifurcate from the uniform oscillation. Similar considerations apply to the out of phase clusters as
well as to higher clusters or clusters with rotating wave components. In summary, isochronicity acts
as a degenerate “organizing center” for a variety of oscillation patterns in the averaging framework.
We do not attempt a detailed analysis of the bifurcations organized by isochronicity in this paper.
Some examples are given in Section 3, where we also elucidate special features of the bifurcation
structure due to SCD coupling.
3 Example: a system of weakly coupled dissipative oscillators with
quartic potential
We consider oscillators (1) with a quartic potential
U(v) = v4/4− v2 − 2v. (35)
This potential is a special case of the one parameter family of potential normal forms U(v, r) =
v4/4−v2−rv studied by Chow and Sanders [9], who show that for r > √32/27 there exists a point
of isochronicity. After a brief discussion of the Hamiltonian system, we will study the associated
system of four globally coupled oscillators with a van der Pol type dissipation function and coupling
that is cubic in the positions and linear in the derivatives:
d2vi
dt2
+ U ′(vi) = −ε((vi − 2)2 − s)ui + ε
4∑
j=1
(c1(vj − vi) + c2(uj − ui) + c3(vj − vi)3). (36)
The system (36) has special cases of coupling as described in Section 1.1, namely CDO if c1 = c3 = 0
and CPO (i.e. SCD) if c2 = 0. We perform averaging calculations on fixing the coupling coefficients
and treating s as bifurcation parameter. Complementary to this we perform simulations and apply
numerical continuation methods to find bifurcation diagrams for the full system for fixed values of
s and varying coupling constants. Simulations and continuation of periodic solutions were carried
out using the package XPPAUT [12].
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Figure 1: Hamiltonian oscillator for the potential (35). (a): Level sets u2/2 + U(v) = α. (b):
Frequency–energy function ω(α).
3.1 Averaging for quartic oscillators
3.1.1 Single oscillator
Some level sets H = α of the Hamiltonian function H(v, u) = u2/2 + U(v) are displayed in Figure
1 (a). The minimum of the potential U(v), equation (35), is αmin = −4.2191 and occurs at
vmin = 1.7693. Denote by −a ± ib the complex roots of the quartic polynomial α − U(v) for
α > αmin. The real part −a and α are related by
α = 1/a2 − (a2 − 1)2.
When α increases from αmin towards infinity, a decreases monotonically from vmin towards zero.
We therefore can use a as parameter instead of α. In terms of a, the real roots of α − U(v) are
a±√2/a + 2− a2, and the imaginary part of the complex root is b2 = a2 + 2/a− 2.
The period function can be written in terms of Jacobi’s complete elliptic integral K(k) as
T (a) = 4
√
a
D1
K(k),
with the modulus
k =
D√
2D1(D1 + 3a3 − 2a)
,
and where
D =
√
4− a2(a2 − 2)2, D1 = 2
√
2a6 − 2a4 + 1.
In Figure 1 (b) we show the frequency ω = 2pi/T as function of α. Isochronicity occurs at αm =
1.3577 and corresponds to a frequency minimum, ω(αm) = 1.2139. The associated value of a is
am = 0.8288.
The 2pi–periodic solution z(ϕ, a) of the equation
ω2(a)z¨ + U ′(z) = 0,
can be represented in terms of Jacobi’s elliptic function cn in the form
z(ϕ, a) =
r1cn(τ, k) + r2
r3cn(τ, k) + r4
,
16
where τ =
√
D1/a (ϕ/ω),
r3 = 2a + d− b/k1, r1 = ar3 − dr4,
r4 = 2a + d + bk1, r2 = ar4 − dr3,
and
k1 = (3a
3 − 2a + D1)/D, d =
√
2/a + 2− a2.
In our averaging calculations we work with the analytical representations of z and z˙. The energy
derivatives z′ and z˙′ are computed numerically by solving their governing variational equations.
The averages required in the perturbation analysis are computed numerically using the trapezoidal
rule.
3.1.2 Oscillating solutions for the coupled system
We now give a brief overview of the oscillating solutions studied in the remainder of this section.
Basic solutions As was discussed in Section 1.2, the basic solutions for generic coupling are the
uniform oscillation, UO, the rotating wave oscillation, RW , and the out of phase cluster oscillation,
OPC. For SCD coupling (c2 = 0) we also find (1, 3)–out of phase cluster oscillations as basic
solutions, which we denote here by OPC13.
In Appendix A.3 we summarize the persistence conditions and stability coefficients for these
solutions. Due to our special form of coupling, the persistence condition for UO is the same as for
a single Hamiltonian oscillator perturbed by the O(ε)–dissipation term, i.e.
z˙2(z − 2)2 − sz˙2 = 0. (37)
In Figure 2 we show the persistence energy α(s) determined by equation (37). We see that α(s)
increases monotonically with s and passes through isochronicity at sc = 1.5298, α(sc) = αm. For
c2 = 0, the persistence conditions for all four basic solutions UO, RW , OPC, OPC13 are identical
(see Appendix A.3), hence their persistence energies are determined by α(s) as well. If c2 6= 0, α(s)
only determines the persistence energy of UO.
Inspection of the stability coefficients shows:
• The stability of UO depends only on c1: if c1 > 0, UO is stable for s > sc and a saddle for
s < sc, and vice versa for c1 < 0.
• For RW there is a complex conjugate pair (l(1,3)21 , l(1,3)) with l(1,3)21 real if c2 = 0, and a real
pair (l
(2)
21 , l
(2)). This solution can only be stable if c2 = 0.
• For both OPC and OPC13 there is a pair (l21, l) of multiplicity two, and a pair (k21, k) of
multiplicity one. If c2 = c3 = 0, OPC and OPC13 are both saddles.
Two-cluster oscillations In the averaging framework we have to distinguish cluster oscillations
with energy differences of order O(ε), denoted Cε(2, 2) and Cε(1, 3), and of order one, denoted
C1(2, 2) and C1(1, 3), respectively. The 1 : 1 resonance set ω(β) = ω(α) for our Hamiltonian
oscillator is shown in Figure 3. For Cε(2, 2) and Cε(1, 3) the leading order energies (α, β) of the
two clusters are identical, i.e. on the branch β = α of the resonance set, and for C1(2, 2) and
C1(1, 3) they are on the branch β = h(α). We note that the distinction of the two types of cluster
oscillations makes strict sense only in the asymptotic limit ε → 0.
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Figure 2: Persistence energy α(s) determined by (37). This persistence energy holds for all four
basic solutions (UO, RW , OPC, OPC(1) = OPC13) if c2 = 0. If c2 6= 0, α(s) only governs UO.
Isochronicity occurs at sc = 1.5298.
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Figure 3: Resonance curves ω(α) = ω(β) for a Hamiltonian oscillator with potential (35). The
branch β = h(α) crosses the trivial branch β = α at the isochronicity energy αm = 1.3577.
The transverse stability of Cε(2, 2) and Cε(1, 3) is determined by two pairs (l
(±)
21 , l
(±)) of multi-
plicity one and a single pair (l21, l) of multiplicity two, respectively. The stability in the space of
two–cluster oscillations for both types is determined by a pair (k21, k) and a single term r, analo-
gously as for the out of phase clusters. Numerically we found that k, l(±), l, r < 0 for the parameter
ranges considered.
In Appendix A.3 we summarize the persistence conditions for all four cluster oscillations, and
the stability coefficients l21, l
(±)
21 and k21 for Cε(2, 2) and Cε(1, 3). We have not computed stability
coefficients for C1(2, 2) and C1(1, 3).
Three– and four–cluster oscillations In our simulations we also observe three–cluster oscilla-
tions (2, 1, 1), with the two oscillators in the first cluster identical, and the four–cluster oscillation
(1, 1, 1, 1). We do not analyze these oscillations via averaging, but continue them for varying cou-
pling coefficients using AUTO.
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Figure 4: Time series for (36) with ε = 0.2, c1 = 1, c2 = c3 = 0, and initial conditions
(v1, v2, v3, v4) = (0.2,−0.1, 1.5, 0), (u1, u2, u3, u4) = (−1, 1, 0, 0). In (a) for s = 2 we see approach
to UO (s > sc), and in (b) for s = 1 we have approach to RW (s < sc).
3.2 Linear and cubic coupling in the positions
For coupling in the positions only, c2 = 0, the persistence energies of the basic solutions UO, RW ,
OPC, and OPC13 are identical and vary monotonically with s, see Figure 2 (a).
If c3 = 0, OPC and OPC13 are saddles, and UO and RW exchange stability at isochronicity.
This is demonstrated in Figure 4 (a), (b) for c1 = 1: for s > sc we see approach to UO and for
s < sc to RW for the same initial condition.
If c3 6= 0, the stability coefficients l(1,3)21 , l(2)21 for RW and l21, k21 for OPC and OPC13 can
change their signs. In Figure 5 we show the curves in the (c1/c3, s)–plane where these coefficients
vanish. Together with the isochronicity line s = sc, these curves define codimension one boundaries
dividing the (c1/c3, s)–plane into regions with different stability assignments as shown in the figure.
Note that we have omitted the sign of r in the stability assignments because r is always negative.
On {l(2)21 = 0} we find a transverse bifurcation from RW to a (2, 2)–cluster with the oscillators in
each cluster pi out of phase. On {l(1,3)21 = 0} there is a torus bifurcation from RW to a quasiperiodic
rotating wave because l(1,3) is complex. On {l21 = 0} for OPC and OPC13 we find a transverse
bifurcation to a (2, 1, 1)–cluster, and on {k21 = 0} a bifurcation to a generic (2, 2)–cluster Cε(2, 2)
and Cε(1, 3), respectively. Note that the boundaries {k21 = 0} are identical for OPC and OPC13
in the averaging framework.
The averaging approach admits cluster oscillations of types Cε(2, 2) and Cε(1, 3) only if c1 and
c3 have opposite signs. The phase shifts ∆ versus s for these solutions are shown in Figure 6 for
c1 = −1 and six values of c3. These branches are identical in the averaging limit and bifurcate
from the (identical) boundaries {k21 = 0} for OPC and OPC13 shown in Figure 5 (b) and (c).
The persistence energies along these branches are simply segments of the graph of Figure 2 (a).
For the chosen parameter values both Cε(2, 2) and Cε(1, 3) are saddles and have the same stability
19
−5 0 5 10 15 20 25
0.5
1
1.5
2
c1/c3  (c3>0)
s
+−+−/−− 
−−−−/−− +−+−/+− 
−−−−/−− 
−−−−/+− 
+−+−/+− 
l(1,3)21 =0 
l(2)21=0 
s=s
c
 
RW 
(a)
−15 −10 −5 0 5 10 15 20 25
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
c1/c3  (c3>0)
s
OPC +−+−/+− 
−−−−/+− 
+−+−/−− 
−−−−/−− 
−−−−/+− 
+−+−/−− 
l21=0 
s=s
c
 
k21=0 
(b)
−15 −10 −5 0 5 10
0.5
1
1.5
2
2.5
c1/c3  (c3>0)
s
OPC13 
+−+−/+− 
+−+−/−− 
−−−−/+− 
−−−−/−− 
−−−−/+− 
+−+−/−− 
l21=0 
k21=0 
s=s
c
 
(c)
−10 0 10 20
0.5
1
1.5
2
c1/c3  (c3>0)
s
s=s
c
 
OPC 
RW RW 
OPC13 
OPC,
OPC13 
(d)
Figure 5: (a)–(c): Stability diagrams for the basic solutions of (36) with c2 = 0 in the (c1/c3, s)–
plane. (a): RW, (b): OPC, (c): OPC13. (d): Codimension one boundaries of (a)–(c) in one
diagram.
assignments. At isochronicity the stability assignments change as marked in the figure.
In Figure 7 (a), (b) and (c), (d) we show bifurcation diagrams for the cluster oscillations C1(1, 3)
and C1(2, 2) for c1 = c3 = 1 and −c1 = c3 = 1, respectively. The phase shifts are shown in (a), (c),
and the energies in (b), (d), as functions of s. For c1 = c3 = 1, these cluster oscillations bifurcate
transcritically from UO and their out of phase versions OPC and OPC13 at isochronicity. For
−c1 = c3 = 1, there are also cluster oscillations of types Cε(1, 3) and Cε(2, 2). In this case we find
at isochronicity an additional transcritical bifurcation of Cε(1, 3) and C1(1, 3), and Cε(2, 2) and
C1(2, 2). This confirms the observation made in Section 2 that isochronicity acts as a degenerate
bifurcation point that affects all basic solutions and cluster oscillations in the limit ε → 0. We have
not studied in detail how these bifurcations “unfold” for ε 6= 0.
Bifurcation diagrams for the full system (36) are shown in Figure 8 for ε = 0.05, c3 = 0.1, and
varying c1 for (a): s = 1.8, and (b): s = 1.2. These bifurcation diagrams correspond to horizontal
paths through the stability diagrams of Figure 5 above and below isochronicity. In (a) we see the
transverse instability of UO near c1 = 0 and the torus bifurcation of RW on the line {l(1,3)21 = 0}
of Figure 5 (a). The branch 2, 2 corresponds to a cluster branch of type C1(2, 2). We see that
this branch bifurcates supercritically from UO as in Figure 7 (c), (d) and is stable. We also see
(2, 1, 1) and (1, 1, 1, 1) cluster oscillations emanating stably from UO. In the limit ε → 0, all these
symmetry breaking bifurcations merge at c1 = 0.
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Figure 6: Phase shifts ∆ of Cε(1, 3) and Cε(2, 2) versus s for (36) with c2 = 0, c1 = −1, and
six values of c3. At leading order averaging the phase shifts for these solutions are identical in
case of SCD, and the persistence energies coincide with the persistence energy for UO. For the
chosen parameter values the stability assignments for the two solutions are the same and change at
isochronicity as marked in the figure.
In Figure 8 (b), below isochronicity, we see the instability of RW on the line {l(2)21 = 0} of Figure 5
(a). Here no stable oscillation bifurcates from RW . Instead, complicated period doublings occur
near c1 = −0.8 which have not been investigated in detail. Again we see the supercritical pitchfork
of C1(2, 2) and this time also a stable C1(1, 3) branch. Figure 9 gives some examples of timeseries
of differences on the attractors for the same system.
3.3 Mixed linear coupling
Now we study the effect of additional coupling in the derivatives, c2 6= 0, for the case of linear
couplings, c3 = 0. If c2 6= 0, the persistence energies of the basic solutions UO, RW , and OPC no
longer coincide, and each of them has its own isochronicity value. Moreover, RW is always a saddle,
and OPC is a saddle as well if the coupling is linear. In Figure 10 we show the persistence energies
of the basic solutions for c1 = 1 and four different values of c2. Notice that OPC encounters a
saddle node bifurcation for larger values of c2. The stability of UO is unchanged, i.e. it is stable
for s > sc and a saddle for s < sc.
Cluster oscillations of type Cε(2, 2) do not occur in the averaging framework if the coupling is
linear. In contrast, OPC13 for c2 = 0 evolves into a unique Cε(1, 3) branch for c2 6= 0. In Figure 11
we show the phase shifts and energies versus s for these oscillations for c1 = 1 and the four values
of c2 chosen for Figure 10. Shown is also the isochronicity curve in the phase shift diagram. Note
that Cε(1, 3) is always a saddle as is RW and OPC.
Cluster oscillations of types C1(2, 2) and C1(1, 3) both exist and their bifurcation for varying
s is displayed in Figure 12 for c1 = c2 = 1. As in the case c2 = 0, we see C1(2, 2) bifurcating
from UO and OPC in pitchforks, whereas C1(1, 3) bifurcates from UO and Cε(1, 3) transcritically.
We conjecture that the transcritical bifurcation of Cε(1, 3) and C1(1, 3) “unfolds” in the usual
way in a saddle node pair or in two monotonic branches when ε becomes nonzero, but this requires
further investigation. In contrast, the bifurcation of C1(2, 2) from UO and OPC is a true symmetry
breaking bifurcation revealed in pitchforks. This time the pitchfork bifurcation of C1(2, 2) from UO
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Figure 7: Bifurcation of C1(2, 2) and C1(1, 3) for (36) with c2 = 0 and (a), (b): c1 = c3 = 1, (c),
(d): −c1 = c3 = 1. (a), (c): Phase shifts versus s. In the top diagram of (c) we also show the
phase shifts of Cε(2, 2) and Cε(1, 3), cf. Figure 6. (b), (d): Both energies of the cluster oscillators
and uniform persistence energy versus s with saddle nodes marked by dots. Note that in (a), (b)
UO is stable for s > sc, and in (c), (d) for s < sc. Thus the pitchfork of C1(2, 2) from UO is
subcritical in (a), (b) and supercritical in (c), (d).
is subcritical. We have not computed the stability assignments of these cluster branches using the
averaging approach. Our simulations and AUTO calculations suggest that they are both saddles.
In the case of coupling in the derivatives only, CDO, where c1 = c3 = 0 we observe a large
range of possible attractors and quite sensitive dependence on initial conditions and parameters.
Figure 13 illustrates some simulations for the case with s = 1.8 and ε = 0.05. On reducing the value
of c2 we go from stable UO to stable RW, then to a variety of intermittent attractors, some of which
we believe may be structurally stable heteroclinic cycles. For c2 = −0.5 we find a state that appears
to be fully symmetric chaos; thus we have a very similar scenario for breakdown to fully symmetric
chaos to that previously observed in [4]. However, we have not been able to confirm the details even
for the structurally stable heteroclinic cycles because several of the Floquet multipliers obtained
from continuation are very close to being unity, in agreement with the analytical calculations of
Section 2.1.3.
Nonetheless, for example in Figure 14 we show that at larger values of ε and for c1, c2 6= 0 there
are clearly structurally stable heteroclinic attractors.
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Figure 8: Bifurcation diagrams showing mean solution norm Z versus c1, calculated using AUTO,
for (36) with ε = 0.05, c2 = 0, c3 = 0.1, and (a): s = 1.8, (b): s = 1.2. TB marks a torus
bifurcation of RW . Branches 2, 2 and 1, 3 are branches of two–cluster oscillations with O(1) energy
differences. Branches 2, 1, 1 and 1, 1, 1, 1 are branches of three– and four–cluster oscillations. The
filled circles correspond to stable branches.
4 A phase-energy model for coupled oscillators near isochronicity
In [6] we derived a reduced, coupled phase energy system for weakly perturbed Hamiltonian systems
that describes the dynamics near a point of isochronicity for the case that the coupling terms are of
order O(ε2), and the dissipation is of order O(ε). Although this phase energy system is a reduction
of the original system (1), even in the limit of small ε it can be technically very difficult to calculate
the reduced functions in terms of integrals of solutions of the Hamiltonian oscillators; often one
needs to use partly numerical methods even for the case of quite simple potential U(v).
Therefore, in an attempt to better understand the dynamics of coupled oscillators that de-
pend in addition to phases on energy–type variables and are not necessarily weak perturbations of
Hamiltonian systems, we consider the following phase-energy model:
θ˙i = ω(αi) +
ε
n
∑n
j=1 f(θj − θi),
α˙i = −β(αi − α0) + εn
∑n
j=1 g(θj − θi).
(38)
The phase of oscillator i is represented by the angular variable θi (modulo 2pi) and the energy
relative to the uncoupled (ε = 0) level is represented by αi ∈ R. We set
ω(α) = 1 + λ1α + λ2α
2. (39)
This is inspired by the system (6), but β > 0 need not be small. We say such oscillators have
isochronicity at energy α if ω′(α) = 0; for example they are isochronous at 0 if and only if λ1 = 0.
The system (38) has a continuous phase-shift symmetry given by
θi 7→ θi + ϕ (40)
for all i introduced by averaging, and this allows one to easily locate periodic orbits of this equation.
The phase shift symmetry can be removed by considering more general arbitrary f(θj , θi) and
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Figure 9: Simulations for the four coupled oscillators with CPO, c2 = 0, c3 = 0.1, ε = 0.05 and
s = 1.8. For (a)-(f) we have set c1 = 0.1,−0.1,−0.3,−0.35,−0.387,−0.5 respectively. In all plots
the differences v1 − vk + 10(k − 2) for k = 2, 3, 4 against time (horizontal axis) are shown; a flat
section of the plot indicates that two oscillators are synchronized during this time. Observe that
(a) shows a transient to attracting UO, (b) a (2, 2) cluster, (c) a (2, 1, 1) cluster, (d) is close to a
heteroclinic orbit, while (e) is a torus that has bifurcated from a RW.
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Figure 10: Persistence energies α versus s for (36) with c3 = 0, c1 = 1, and four different values
of c2. Thick line: UO, full lines: OPC, dashed lines: RW.
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Figure 11: Cluster oscillation Cε(1, 3) for (36) with c1 = 1, c3 = 0, and four different values of
c2. (a): ∆ versus s, (b): α versus s. The left dashed curve in (a) marks the location where the
branches emanate from the energy minimum. On the right dashed curve the branches pass through
isochronicity.
2 3 4 5
−3
−2
−1
0
1
2
3
s
∆
(2,2) 
(1,3) 
s=s
c
 
s=s
c,opc 
• 
• 
s=s
c,13 
• 
• 
• 
C
ε
(1,3) 
(a)
2 3 4 5
−1
0
1
2
3
4
5
s
α
UO 
OPC 
(2,2) 
(1,3) 
• 
• 
(1,3) 
• 
α=α
m
 
C
ε
(1,3) 
• 
(b)
Figure 12: Bifurcation of C1(1, 3) and C1(2, 2) for (36) with c1 = c2 = 1, c3 = 0. (a): Phase shifts
versus s. Also shown is the phase shift of Cε(1, 3). (b): Both energies of C1(1, 3) and C1(2, 2), and
the energies of UO, OPC, and Cε(1, 3) versus s. C1(2, 2) bifurcates from OPC at sc,opc = 4.4517.
At s ≈ 7.6 another (2, 2)–branch (not shown) is created in a saddle node bifurcation and persists
for s above the saddle node value. C1(1, 3) and Cε(1, 3) undergo a transcritical bifurcation at
sc,13 = 3.1017.
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Figure 13: Simulations for the four coupled oscillators with CDO, c1 = c3 = 0, ε = 0.05 and
s = 1.8. For (a)-(f) we have set c2 = 0.2,−0.1,−0.11,−0.2,−0.4,−0.5, respectively. For (a), (b)
we plot the positions vi against t while in (c)-(f) we plot the differences v1 − vk + 10(k − 2) for
k = 2, 3, 4, and so a flat part of the plot indicates that two oscillators are synchronized during this
time. Observe that (a) shows attracting UO, (b) attracting RW, (c) attracting (2,1,1), while (d)-(f)
show attractors that visit a range of different symmetries over a long timespan.
g(θj , θi). The Sn–symmetry can be removed by considering (i, j)–dependent functions fij(θj − θi)
and gij(θj − θi). The term −βαi in (38) is necessary to stabilize the oscillations.
The system (38) is a simplified version of the reduced system derived in [6] for weakly perturbed
Hamiltonian oscillators. Global coupling is via functions f and g of the phase differences. These
coupling functions are general 2pi-periodic functions. As with the weakly dissipative oscillators
discussed in Section 1.1, we can distinguish some special cases; if f 6≡ 0, g ≡ 0 we say there is
coupling through the derivatives only: CDO; if f ≡ 0, g 6≡ 0 we say there is coupling through
positions only: CPO.
The equation (38) can be seen as a model for the dynamics of globally coupled oscillators where
one cannot necessarily complete a reduction to pure phase oscillators. This will occur for example
if there is one Floquet multiplier close to unity corresponding to a direction transverse to the torus.
For this reason, we believe the model (38) will be useful in examining effects such as oscillator
death [11] where oscillators cease to oscillate, as well as enable us to observe torus breakup, ‘ponies
on a merry-go-round’ solutions [2] and other effects in quite a general setting.
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Figure 14: Simulations for the four coupled oscillators with c1 = 0.04, c2 = 0.1, c3 = 0, ε = 0.8
and s = 1.8. The differences of v1 − v2 and v3 − v4 are shown and there is clearly an attracting
structurally stable heteroclinic cycle between cluster states with symmetry S2 × S2 where v1 = v2
and v3 = v4.
Periodic solutions of the phase energy model Periodic solutions of (38) of a variety of
types, such as the uniform oscillations UO, rotating waves RW and cluster states can be located by
taking advantage of the symmetry (40). There will be periodic solutions with αi = A constant and
θi(t) = Ωt + δi, where Ω = ω(A) (although there can also be periodic solutions with O(1) energy
differences as discussed in Section 2.4). Constants A and δi can be found such that the equations
Ω = ω(A) + εn
∑n
j=1 f(δj − δi)
0 = −β(A− α0) + εn
∑n
j=1 g(δj − δi), i = 1, · · · , n
(41)
are satisfied. The equations (41) are overdetermined (there are 2n equations with n+1 unknowns)
in the general case, and we believe this means that in general periodic orbits will be hard to find
for ε small but non-zero. However, if we consider only coupling through position f ≡ 0 then the
first n equations are identical and so we have n + 1 equations with n + 1 unknowns.
4.1 Reduction to a phase-only model
The case of only coupling through the positions clearly leads to a trivial reduction to a Kuramoto-
type phase oscillator of the form
θ˙i = ω(α0) +
ε
n
∑
j
f(θj − θi),
as the αi will simply decay to α0. This can be generalized to a phase reduction if the evolution of
the phase differences occurs over a timescale much slower than that of the energies. More precisely,
if we replace the second equation in (38) by
0 = −β(αi − α0) + ε
n
n∑
j=1
g(θj − θi)
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then we can solve
αi =
ε
nβ
n∑
j=1
g(θj − θi) + α0
where this is justifiable in the limit ε → 0 if ε/β = o(1), corresponding to the case of coupling
weaker than dissipation considered in [6]. This gives coupled phase equations of the form
θ˙i = ω
(
α0 +
ε
nβ
∑
j
g(θj − θi)
)
+
ε
n
n∑
j=1
f(θj − θi).
Hence to first order in ε we have
θ˙i = ω(α0) +
ε
n
n∑
j=1
G(θj − θi) + O(ε2),
with
G(θ) =
ω′(α0)
β
g(θ) + f(θ).
This adiabatic reduction clearly does not need any special assumptions on f and g. On the
other hand, if ε/β = O(1) corresponding to the case of coupling and dissipation of the same order as
considered in this paper, the reduction to a phase–only model is not possible. In fact an interesting
feature of this model is precisely that it can be used even in regions where the reduction to phase
oscillators is not possible.
4.2 Example: four globally coupled phase-energy oscillators
We consider a system of n = 4 globally coupled oscillators (with coupling of the type CPO), of the
form (38) with f ≡ 0 and
g(φ) = sin(φ + δ) + r sin(2φ).
This choice was inspired by the phase oscillator system of Hansel et al. [14] and studied by Kori
and Kuramoto [19]. This provides an interesting example of a system of phase oscillators with
an attracting robust heteroclinic cycle between S2 × S2 cluster states. For the model (38) we can
reproduce the behaviour observed in Hansel et al [14] even though our model consists of two degree
of freedom oscillators. More precisely,
r = 0.25, δ = 4.391, ε = 0.125, λ1 = −0.4, λ2 = 0, β = 1, α0 = 0 and n = 4. (42)
For these values we can solve (41) and observe that in the invariant subspace S2 × S2 there are
periodic orbits with 0 = δ1 = δ2 = δ3 + 0.8869 = δ4 + 0.8869 and αi = −0.096763. There are of
course other symmetrically related orbits. Note that the location of the orbits is independent of
the λi and observe from the trajectories in Figure 15 that there is a robust heteroclinic attracting
cycle between orbits of this form, as observed in the phase oscillator model of [14]. This confirms
that the existence of such cycles in globally coupled systems is not just limited to phase oscillator
models.
By setting λ2 6= 0 and changing the parameter one can observe change of isochronicity in the
system (38), along with the associated changes in stability, however, one should note that because
the location of periodic solutions as given by (41) is independent of the λi, the bifurcations can
only occur without change in the number and location of periodic solutions; bifurcations can be
observed on varying the system parameters. For instance, if we choose the system and parameters
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Figure 15: The energies αk and sin(θk − θ1) for the phase-energy model (38) with parameters that
give a structurally stable heteroclinic cycle in n = 4 oscillators between S2×S2 cluster oscillations.
Observe that as time progresses, the phase differences are synchronized in pairs for most of the
time, except during events that represent motion close to a heteroclinic connection.
as in (38) and (42) other than changing the parameters to λ1 = 0, λ2 = −1 we find on increasing
α0 from −0.2 stable (S2)2 ×s Z2 periodic orbits with
θ1 = θ2 = θ3 + pi = θ4 + pi
then S3 cluster periodic orbits, then heteroclinic cycles between S2 × S2. This is illustrated in
Figure 16(a-c); for (a-c) we have set α = −0.2, 0.0, 0.2 respectively. The final timeseries (d) of this
figure shows an example of a chaotic attractor for λ1 = 2, λ2 = 1, β = 0.1, α0 = 1, ε = 0.6 and
other parameters as in (42). This has periods where one oscillator undergoes several revolutions
while another remains more or less stationary or even reverses its direction.
5 Conclusions
In summary, we have extended the analysis in [6] to examine a class of n weakly dissipative globally
coupled oscillators where the coupling may be comparable to the dissipation, as well as examining
a much larger range of solutions in this system. Although we can no longer guarantee the existence
of a normally hyperbolic invariant torus, we can still locate and examine the stability of several
classes of periodic solutions. The assumption of Sn symmetry introduced by the global coupling is
important in forcing a number of periodic solutions to exist in two and four-dimensional invariant
subspaces of the phase space.
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Figure 16: Plots of sin(θi−θ1), i = 2, 3, 4 for the phase-energy model (38) with different parameters
(see text). (a) show convergence to a periodic orbit that on closer inspection has symmetry (S2 ×
S2)×sZ2, (b) shows convergence to a periodic solution with symmetry S3, (c) shows the early stages
of convergence towards an attracting heteroclinic cycle between S2 × S2 states, while (d) shows an
apparently chaotic trajectory.
In our averaging analysis we have concentrated on periodic solutions for which the frequencies
of all oscillators are identical, i.e., on the case of a (1, 1, . . . , 1) resonance. The averaging approach
of Section 2 can be applied to other resonances as well, and the presence of isochronicity leads also
here to resonance sets consisting of several sheets giving rise to a high multiplicity of oscillating
solutions.
The simple phase-energy model introduced in Section 4 is inspired by the form of (6). This can
also be seen as being analogous to a system of voltage controlled oscillators (VCOs) of the form
investigated in [15], where there is a turning point in the relation between frequency and input
voltage. There is work in progress examining the dynamics of (38), examining in particular passage
through isochronicity for n > 4 and also behaviour in the system.
Finally, we would like to highlight that the special types of coupling CDO, CPO and SCD
are all ‘atypical’ in one way or another and hence couplings of these types are likely to miss
phenomena that are generic in systems of nonlinearly coupled nonlinear oscillators. Mixed linear
coupling (Section 3.3) is in fact ‘more typical’ and hence we would recommend this for general
phenomenological models.
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A Appendix
A.1 Details of averaging calculations for the uniform oscillation
A.1.1 Stability coefficients for generic coupling
To find the matrices A, B defined in Section 2.1.2, we have to compute the O(ε)–corrections φ
(1)
1 (ϕ),
β
(1)
1 (ϕ) in the solution (13) of the linear system that results from linearization of (6) about the
uniform oscillation. Setting (ψi, αi) = (ψr + φi, αr + βi) and expanding (6) in (φi, βi) up to linear
order yields a system of the form
dφi
dt
= ω′βi + ε(a1φi + b1βi + c1
∑
j 6=i
φj + d1
∑
j 6=i
βj) + O(ε
2),
dβi
dt
= ε(a2φi + b2βi + c2
∑
j 6=i
φj + d2
∑
j 6=i
βj) + O(ε
2),
where ai, bi, ci, di are functions of ϕ defined through partial derivatives of the O(ε)–terms in (6).
We use ϕ as independent variable and rewrite this system as
ωφ˙i = ω
′βi + ε(a1φi + b˜1βi + c1
∑
j 6=i
φj + d1
∑
j 6=i
βj) + O(ε
2),
ωβ˙i = ε(a2φi + b2βi + c2
∑
j 6=i
φj + d2
∑
j 6=i
βj) + O(ε
2),
where b˜1 = b1 − Ω(1)ω′/ω, and all functions of (ϕ, α) can be evaluated at α = α(0) if, as we
do, O(ε2)–terms are neglected. A regular perturbation analysis shows that the first order terms
φ
(1)
i (ϕ), β
(1)
i (ϕ) in (13) satisfy
ωφ˙
(1)
i = ω
′β
(1)
i + a1(
ω′
ω βi0ϕ + φi0) + b˜1βi0 + c1
∑
j 6=i
(
ω′
ω βj0ϕ + φj0
)
+d1
∑
j 6=i βj0,
ωβ˙
(1)
i = a2(
ω′
ω βi0ϕ + φi0) + b2βi0 + c2
∑
j 6=i
(
ω′
ω βj0ϕ + φj0
)
+d2
∑
j 6=i βj0,
with (φi0, βi0) the initial values. The solution for β
(1)
i is
ωβ
(1)
i =
( ∫ ϕ
0
(
ω′
ω
a2ϕ
′ + b2) dϕ
′
)
βi0+
( ∫ ϕ
0
a2 dϕ
′
)
φi0 +
( ∫ ϕ
0
(
ω′
ω
c2 + d2)ϕ
′ dϕ′
)∑
j 6=i
βj0+
( ∫ ϕ
0
c2 dϕ
′
)∑
j 6=i
φj0.
We denote the entries of the matrices A and B by aij and bij . The entries b21, b22, a21 and a22
are the coefficients of φi0, βi0,
∑
j 6=i φj0 and
∑
j 6=i βj0 in β
(1)
i (2pi), respectively, i.e.,
ωb21 =
∫ 2pi
0
a2(ϕ) dϕ, ωb22 =
∫ 2pi
0
( ω′
ω
a2(ϕ)ϕ + b2(ϕ)
)
dϕ,
ωa21 =
∫ 2pi
0
c2(ϕ) dϕ, ωa22 =
∫ 2pi
0
( ω′
ω
c2(ϕ)ϕ + d2(ϕ)
)
dϕ.
Similarly, the entries b11 and a11 are the coefficients of φi0 and
∑
j 6=i φj0 in φ
(1)
i (2pi) (a12 and b12
are not needed). By substituting β
(1)
i (ϕ) in the equation for φ˙
(1)
i and integrating from 0 to 2pi we
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obtain
ωb11 =
ω′
ω
∫ 2pi
0
∫ ϕ
0
a2(ϕ
′) dϕ′ dϕ +
∫ 2pi
0
a1(ϕ) dϕ,
ωa11 =
ω′
ω
∫ 2pi
0
∫ ϕ
0
c2(ϕ
′) dϕ′ dϕ +
∫ 2pi
0
c1(ϕ) dϕ.
Thus only the functions a1, a2, b2, c1, c2, d2 are required. A straightforward computation yields
a1 = −ω(z′f),ϕ + (n− 1)ωz′(z˙q,v2 + ωz¨q,u2),
a2 = ω(z˙f),ϕ − (n− 1)ωz˙(z˙q,v2 + ωz¨q,u2),
b2 = (ωz˙f)
′ − (n− 1)ωz˙(z′q,v2 + (ωz˙)′q,u2),
c1 = −ωz′(z˙q,v2 + ωz¨q,u2),
c2 = ωz˙(z˙q,v2 + ωz¨q,u2),
d2 = ωz˙(z
′q,v2 + (ωz˙)
′q,u2),
with the partial derivatives of q(v1, u1, v2, u2) evaluated at v1 = v2 = z, u1 = u2 = ωz˙. With these
expressions the integrals for the matrix entries can, using some partial integrations, be rewritten
as averages over 2pi–periodic functions as follows:
a11 = −2piz′d + piω′T z˙d + ω′TD
a21 = 2piz˙d
a22 = 2piz˙e + piω
′T z˙d− ω′TD
b11 = 2pi(n− 1)z′d− ω′T (n− 1)(piz˙d + D)− ω′T (z˙f)|ϕ=0
b21 = −2pi(n− 1)z˙d
b22 = 2pi(z˙f)′ − 2pi(n− 1)z˙e− ω′T (n− 1)(piz˙d−D) + ω′T (z˙f)|ϕ=0,
where
d = q,v2 z˙ + q,u2ωz¨, e = q,v2z
′ + q,u2(ωz˙)
′, D =
∫ ϕ
0
(z˙d− z˙d) dϕ.
A.1.2 Derivation of the system (16)
We assume here that the leading order coupling function depends on the derivatives only, q =
q(u1, u2). As in Section 2.1, all functions of (vi, ui) are considered as functions of (ϕ, α) via the
substitution (vi, ui) = (z, ωz˙), and are evaluated at α = α
(0), the persistence energy determined by
equation (10). We set
S(u) =
∫
uq,u2(u, u) du.
When the expansion (15) is substituted in (6), the αi–equation at O(ε
2) gives
ωβ˙
(2)
i = ω(z˙f),ϕφi + S˙
∑
j
(φj − φi),
with f defined below (8). Since the average of the right hand side of this equation vanishes, no
solvability condition has to be imposed at this stage. Note that the second term on the right hand
side becomes a ϕ–derivative only if there is coupling in the derivatives only. The (zero–mean)
solution for β
(2)
i is
β
(2)
i = (z˙f)φi + (1/ω)(S − S)
∑
j
(φj − φi).
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At O(ε2) in the ψi–equation we find
ωψ˙
(2)
i = −φi,τ + ω′(ei + β(2)i )− ω(z′f),ϕφi − ω2z′z¨q,u2
∑
j
(φj − φi).
The solvability condition for ψ
(2)
i leads directly to the first equation in (16).
To find the equation for ei we have to examine the equation for αi at O(ε
3). The resulting
equation for β
(3)
i has the form
ωβ˙
(3)
i = −ei,τ + Aφi + (ωz˙f),ϕψ(2)i + (ωz˙f)′(ei + β(2)i ) +
∑
j
(
B(φj − φi)
+C(φj − φi)2 + S˙(ψ(2)j − ψ(2)i ) + S′(ej − ei + β(2)j − β(2)i )
)
+G,
where
A = β(1)(ωz˙f),ϕα + ωφ
(1)(z˙f),ϕϕ,
B = β(1)S˙′ + φ(1)S¨ + ωz˙(z˙q2,v2 + ωz¨q2,u2),
C = (ω2/2)z˙(
...
z q,u2 + ωz¨
2q,u2u2),
and
G = ( α(1)(ωz˙f),ϕα + ω(z˙g),ϕ ) φi + (ω/2)(z˙f),ϕϕφ
2
i + α
(1)S˙′
+(ωz˙f),ϕφ
(2)
i +
∑
j
(
S¨φi(φj − φi) + S˙(φ(2)j − φ(2)i )
)
consists only of terms with zero averages, i.e. G = 0. Note that the last term in B, defined in
terms of q2, is a ϕ–derivative if q2 also depends only on the derivatives.
The equation for ei follows by averaging the right hand side of the equation for β
(3)
i . To obtain
the final form of this equation, we combine various terms as follows:
ω(z˙f),ϕψ
(2)
i = −ωz˙fψ˙(2)i
= −ω′z˙fβ(2)i + ωz˙f(z′f),ϕ φi + z′fS˙ K
=
(
ωz˙f(z′f),ϕ − ω′(z˙f)2
)
φi+
(
z′fS˙ − ω
′z˙fS
ω
)
K
Aφi + (ωz˙f)′β
(2)
i =
(
ωz˙fφ¨(1) − (ωz˙f)′β˙(1)
)
φi + (ωz˙f)′β
(2)
i
=
(
ω′(z˙f)2 − ωz˙f(z′f),ϕ
)
φi +
1
ω
(ωz˙f)′(S − S)K,
where K ≡∑j(φj − φi), hence
Aφi + (ωz˙f)′β
(2)
i + ω(z˙f),ϕψ
(2)
i =
(
z′fS˙ + (z˙f)′(S − S)
)∑
j
(φj − φi).
Similarly,
∑
j
S˙(ψ
(2)
j − ψ(2)i ) = −
∑
j
S(ψ˙
(2)
j − ψ˙(2)i )
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=
∑
j
(
S(φj,τ − φi,τ )− ω′ S(ej − ei)− ω′S(β(2)j − β(2)i )
+ω ( S(z′f),ϕ − nωz′z¨Sq,u2 ) (φj − φi)
)
/ω
=
∑
j
(
S(z′f),ϕ ( φj − φi ) −ω
′
ω
S(β
(2)
j − β(2)i )
)
=
(
S(z′f),ϕ − ω
′z˙fS
ω
+
nω′
ω2
(S2 − S2)
)∑
j
(φj − φi),
∑
j
S′(β
(2)
j − β(2)i ) =
(
z˙fS′ − n
ω
( SS′ − S S′ )
)∑
j
(φj − φi),
B = −β˙(1)S′ + φ¨(1)S + ωz˙2q2,v2 + ω2z˙z¨q2,u2
= −z˙fS′ + ω
′z˙fS
ω
− S(z′f),ϕ + ωz˙2q2,v2 + ω2z˙z¨q2,u2 .
Combining these terms yields∑
j
(
S˙(ψ
(2)
j − ψ(2)i )+S′(β(2)j − β(2)i )+B(φj−φi)
)
+Aφi+(ωz˙f)′β
(2)
i +ω(z˙f),ϕψ
(2)
i = P
∑
j
(φj−φi),
with P as defined below equation (16). The remaining terms in the equation for β˙
(3)
i lead directly
to the coefficients D, N , Q.
A.1.3 Periodic solutions of the system (16)
To analyze (16) we set ϕi = φi − φn, ∆i = ei − en (1 ≤ i < n), and φ =
∑n
1 φi, E =
∑n
1 ei and
transform the equation to
dϕi
dτ = ω
′∆i − nMϕi
d∆i
dτ = (D − nN)∆i − nPϕi + Q
(
nϕi − 2
∑n−1
j=1 ϕj
)
ϕi,
(A.1)
and
dφ
dτ = ω
′E
dE
dτ = DE + 2Q
(
n
∑n−1
i=1 ϕ
2
i −
∑n−1
j,k=1 ϕjϕk
)
.
(A.2)
Given an equilibrium (ϕi0, ∆i0) of (A.1), then, since D < 0 is assumed, the total energy E will
evolve towards a unique equilibrium value E0 when ϕ = ϕi0 is substituted into (A.2). Together
with the differences ∆i0 = ei0 − en0 this determines all energy perturbations ei0, and the total
phase φ evolves linearly in τ . Thus the equilibria of (A.1) induce periodic solutions of our original
system (1), with frequency Ω(ε) + ε2ω′E0 + O(ε
3). Moreover, the stability of this periodic solution
is determined by the eigenvalues of the linearization of (A.1) about (ϕi0, ∆i0). The Jacobian of
(A.1) is composed of the 2× 2 matrices
Jij =

 ∂ϕi,τ∂ϕj ∂ϕi,τ∂∆j
∂∆i,τ
∂ϕj
∂∆i,τ
∂∆j

 ,
whose explicit forms are
Jii =
[
−nM ω′
−nP + 2Q(n− 2)ϕi − 2Q
∑
j 6=i ϕj D − nM
]
,
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and
Jij =
[
0 0
−2Qϕi 0
]
(j 6= i).
The system (A.1) is Sn−1–equivariant, and admits the trivial equilibrium ϕi = ∆i = 0 corre-
sponding to the fully synchronized oscillation determined in Section 2.1.1. Since Jij |{(0,0)} is the
zero matrix if j 6= i, the eigenvalues for the trivial equilibrium are those of the matrix
B(0) ≡ Jii|{(0,0)},
repeated n− 1 times. Generically the trace and the determinant of this matrix,
Tr B(0) = D − n(N + M), det B(0) = nM(D + nN) + nω′P,
will be nonzero and hence will fully determine the stability of the uniform oscillations to perturba-
tions of the form (15).
In addition, (A.1) admits for n > 2 equilibria of the form (ϕi, ∆i) = (ϕ
(m)
0 , ∆
(m)
0 ) for 1 ≤ i ≤ m,
and (ϕi, ∆i) = (0, 0) for m + 1 ≤ i ≤ n− 1, where 1 ≤ m ≤ n− 1, n 6= 2m, and
ϕ
(m)
0 =
det B(0)
(n− 2m)Qω′ , ∆
(m)
0 =
nM
ω′
ϕ
(m)
0 .
For m < n−1 each of these equilibria is a cluster solution, and for m = n−1 it is a nontrivial Sn−1–
symmetric solution of (A.1), i.e. (ϕi, ∆i) = (ϕ
(n−1)
0 , ∆
(n−1)
0 ) for 1 ≤ i ≤ n− 1. The eigenvalues for
the cluster solutions (see Appendix A.2.2) are those of the 4× 4 matrix[
J11 + (m− 1)J12 (n− 1−m)J1,m+1
mJm+1,1 Jm+1,m+1 + (n−m− 2)Jm+1,m+2
]
,
which are simple, and those of the 2 × 2 matrices J11 − J12 and Jm+1,m+1 − Jm+1,m+2 which are
repeated m− 1 and n−m− 2 times, respectively, with Jij evaluated at the equilibrium. Since, for
our special system, Jm+1,1 is the zero matrix, the eigenvalues of the 4×4 matrix are the eigenvalues
of the diagonal blocks. Moreover, Jm+1,m+1 = B
(0) and Jm+1,m+2 is also the zero matrix, hence the
eigenvalues for the equilibria of (A.1), determined by (ϕ
(m)
0 , ∆
(m)
0 ), are those of the 2× 2 matrices
K(m) ≡ J11 + (m− 1)J12, L(m) ≡ J11 − J12, B(0),
which are simple, repeated m− 1 times, and repeated n− 1−m times, respectively. This includes
the Sn−1–symmetric case m = n− 1. A simple calculation shows that
Tr K(m) = TrL(m) = Tr B(0),
and
detK(m) = −detB(0), det L(m) = −ndetB
(0)
n− 2m .
For each m in the range 1 ≤ m ≤ n − 1, n 6= 2m, the oscillation pattern associated with the
equilibrium of (A.1), determined by (ϕ
(m)
0 , ∆
(m)
0 ), is a cluster oscillation, i.e. a solution for which
the n oscillators are divided in two fully synchronized groups of m and n−m oscillators, respectively,
with a phase shift of order O(ε) and an energy difference of order O(ε2) between the two oscillations.
Since for each m there are at least two eigenvalue–determining matrices whose determinants have
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opposite signs (proportional to ±detB(0)), all of these cluster oscillations are saddles. In contrast,
the stability of the uniform oscillation is fully determined by B(0).
We expect there will be no degeneracy in the matrix B(0) when ω′ = 0, i.e. we do not expect
a stability change of the fully synchronized oscillation when passing through isochronicity. In
contrast, the existence of the cluster oscillations required ω′ 6= 0. We conjecture that passage
through isochronicity will lead to bifurcations of these saddle solutions, and that an unfolding of
isochronicity [6] will yield further solutions which are not captured by the above analysis.
A.2 Details of averaging calculations for the cluster oscillations
A.2.1 First order frequency and phase shift corrections
To find the first order terms Ω(1) and ∆
(1)
ν we have to examine the energy equation at second order.
Analogously as in Section 2.1.1 we denote by ε2β
(2)
ν the 2pi–periodic, zero–mean corrections of αν
at order O(ε2). Collecting terms at O(ε2) in dαν/dt then yields,
Ω(1)β˙(1)ν + ωβ˙
(2)
ν =
2∑
µ=1
(
aνµ(α
(1)
µ + β
(1)
µ ) + bνµ(∆
(1)
µ + φ
(1)
µ )
)
+ωz˙gν ,
where for µ 6= ν,
aνµ = ωz˙eν , aνν = (ωz˙fν)
′ − aνµ, bνµ = ωz˙dν , bνν = ω(z˙fν),ϕ − bνµ,
and
gν = p2(v, u) + (mν − 1)q2(v, u, v, u) + mµq2(v, u, vµ, uµ)
results from the second order terms of the original system. The solvability condition for β
(2)
ν leads
to the following linear system of equations,
2∑
µ=1
aνµα
(1)
µ + (−1)νbν(∆(1)1 −∆(1)2 ) + cν = 0, (A.3)
where
cν =
2∑
µ=1
(
aνµβ
(1)
µ + bνµφ
(1)
µ
)
+ωz˙gν ,
and bν = bνµ = ωz˙dν (µ 6= ν). When α(1)ν from (27) is substituted in (A.3), we are left with two
linear equations for Ω(1) and the first order phase shift ∆
(1)
1 −∆(1)2 , with the solution
Ω(1) = −ω( a11 b2+a21 b1)z′f1+ω( a12 b2+a22 b1)z′f2+ω′(c1b2+c2b1)( a11+a12 )b2+( a21+a22 )b1 ,
∆
(1)
1 −∆(1)2 = ω( a11 a22−a12 a21 )(z
′f1−z′f2)+ω′( a21+a22 )c1−ω′( a11+a12 )c2
ω′( a11+a12 )b2+ω′( a21+a22 )b1
.
Thus all first order quantities are determined. Notice that for the solution (22) to exist, both the
denominator in the expression for Ω(1) and ω′ must be nonzero.
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A.2.2 Stability calculations
We write the monodromy matrix, M , for the cluster oscillations in the form
M =
[
M11 M12
M21 M22
]
,
with 2mν × 2mµ–matrices Mνµ. Owing to the Sn–symmetry, the matrices Mνν are composed of
2 × 2 blocks A(ν), B(ν) in the same manner as the monodromy matrix for the uniform oscillation
(diagonal blocks formed by B(ν), all other blocks formed by A(ν)), and the Mνµ with ν 6= µ are
composed of single 2× 2 blocks C(ν).
The eigenvalues of M in the four-dimensional invariant subspace are those of the 4× 4–matrix
K =
[
B(1) + (m1 − 1)A(1) m2C(1)
m1C
(2) B(2) + (m2 − 1)A(2)
]
.
The other eigenvalues of M are those of the 2× 2–matrices
L(ν) = B(ν) −A(ν),
and are (mν − 1)–fold degenerate. These eigenvalues govern the stability in directions transverse
to the invariant subspace.
At order O(1) the linearized system for phase deviations φi and energy deviations βi is
dφi
dt
= ω′βi + O(ε),
dβi
dt
= O(ε),
which gives
B(ν) =
[
1 ω′T
0 1
]
+ O(ε), A(ν) = O(ε), Cν) = O(ε).
We first examine the eigenvalues of L(ν). These matrices have the same asymptotic form as
the matrix L for the uniform oscillations, thus we can draw the same conclusions. Letting L(ν) =
L(ν,0)+εL(ν,1)+O(ε2), we denote the entries of L(ν,1) by l
(ν)
ij . As in the case of the fully synchronized
solution we have to distinguish the following two generic cases:
(a) If ω′l
(ν)
21 > 0, then the eigenvalues λ
(ν)
1,2 of L
(ν) are real and given by λ
(ν)
1,2 = 1±
√
ω′T l
(ν)
21 ε+O(ε).
(b) If ω′l
(ν)
21 < 0, then the eigenvalues λ
(ν)
1,2 of L
(ν) are complex conjugate with |λ(ν)1,2 |2 = 1+ l(ν)ε+
O(ε2), where l(ν) = l
(ν)
11 + l
(ν)
22 − ω′T l(ν)21 .
Notice that, as in Section 2.1.2, passage through isochronicity induces a change in the sign of
ω′T l
(ν)
21 .
The relevant O(ε)–corrections of A(ν), B(ν), C(ν) are computed in Appendix A.2.3 and lead to
the expressions for l
(ν)
21 and l
(ν) given in equation (29).
Next we examine the eigenvalues of J = K−I, where I is the 4×4 identity matrix. Since K has
an eigenvalue one, J has a zero eigenvalue. The cubic equation for the remaining three eigenvalues
λ˜ has the form,
λ˜3 − (k31ε + O(ε2))λ˜2 − (ω′Tk21ε + O(ε2))λ˜ + ω′Tk12ε2 + O(ε3) = 0, (A.4)
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with certain coefficients k12, k21, k31 depending on the first order corrections of the entries of
A(ν), B(ν), C(ν). The equation for the eigenvalues has a real root of order O(ε), given by λ˜ =
(k12/k21)ε + O(ε
2). The two other roots are at leading order given by λ˜ = ±√ω′Tk21ε + O(ε). If
ω′Tk21 > 0 they are real and of opposite signs. If ω
′Tk21 < 0 we need the real part at O(ε). A
simple calculation shows that 2Re(λ˜) = (k31 − k12/k21)ε + O(ε3/2). Thus the eigenvalues λ1,2,3 of
K that are different from unity can be characterized as follows:
(1) There is a real eigenvalue λ(0) = 1 + rε + O(ε2), where r = k12/k21.
(2a) If ω′Tk21 > 0, then the two other eigenvalues λ1,2 are real and given by λ1,2 = 1±
√
ω′Tk21ε+
O(ε). In this case the cluster oscillations always form a saddle.
(2b) If ω′Tk21 < 0, then λ1,2 are complex conjugate with |λ1,2|2 = 1 + kε + O(ε3/2), where
k = k31 − ω′Tk21 − k12/k21.
By using the O(ε)–corrections a
(ν)
ij , b
(ν)
ij , c
(ν)
ij computed in Appendix A.2.3, the stability coeffi-
cients r, k21, k can be represented by averages as follows:
r = 2pi
m1z˙d2 (z˙f1)′ + m2z˙d1 (z˙f2)′
m1z˙d2 + m2z˙d1
,
k21 = −2pi
(
m1z˙d2 + m2z˙d1
)
, (A.5)
k = 2pim1( z′d2 − z˙e2 ) + 2pim2( z′d1 − z˙e1 ) + 2pim1z˙d2 (z˙f2)
′ + m2z˙d1 (z˙f1)′
m1z˙d2 + m2z˙d1
.
Again the eigenvalues defined through (k21, k) change their type at isochronicity.
A.2.3 First order terms of the monodromy matrix
The computation of the relevant O(ε)–terms of the monodromy matrix for the cluster oscillations
proceeds analogously to the computation for the uniform oscillation pursued in Appendix A.1.1.
We denote the phase–energy variables in the linearized system again by (φj , βj), and by (φj0, βj0)
their initial values.
Assume cluster ν (= 1, 2) consists of all oscillators with indices in the set Iν (|Iν | = mν), and
ν ∈ Iν . We decompose Iν into Iν = {ν}∪˙Jν and examine the linearized equations for (φν , βν).
After switching from t to ϕ as independent variable, these equations take the form,
ωφ˙ν = ω
′βν + ε
(
a
(ν)
1 φν + b˜
(ν)
1 βν +
∑
j∈Jν
(c
(ν)
1 φj + d
(ν)
1 βj) +
∑
i∈Iµ
(e
(ν)
1 φi + f
(ν)
1 βi)
)
+O(ε2),
ωβ˙ν = ε
(
a
(ν)
2 φν + b
(ν)
2 βν +
∑
j∈Jν
(c
(ν)
2 φj + d
(ν)
2 βj) +
∑
i∈Iµ
(e
(ν)
2 φi + f
(ν)
2 βi)
)
+O(ε2),
where ν, µ ∈ {1, 2}, µ 6= ν. The 2pi–periodic functions a(ν)1,2 , b(ν)1,2 , c(ν)1,2 , d(ν)1,2 , e(ν)1,2 , and f (ν)1,2 follow
from the partial derivatives of the phase energy system (6) evaluated at the cluster solution, and
b˜
(ν)
1 = b
(ν)
1 − Ω(1)ω′/ω (cf. Appendix A.1.1). Expanding the solution according to equation (13),
the first order terms φ
(1)
ν , β
(1)
ν satisfy
ωφ˙
(1)
ν = ω′β
(1)
ν + a
(ν)
1 (
ω′
ω βν0ϕ + φν0) + b˜
(ν)
1 βν0 + c
(ν)
1
∑
j∈Jν
(
ω′
ω βj0ϕ + φj0
)
+d
(ν)
1
∑
j∈Jν βj0 + e
(ν)
1
∑
i∈Iν
(
ω′
ω βi0ϕ + φi0
)
+f
(ν)
1
∑
i∈Iν βi0,
ωβ˙
(1)
ν = a
(ν)
2 (
ω′
ω βν0ϕ + φν0) + b
(ν)
2 βν0 + c
(ν)
2
∑
j∈Jν
(
ω′
ω βj0ϕ + φj0
)
+d
(ν)
2
∑
j∈Jν βj0 + e
(ν)
2
∑
i∈Iν
(
ω′
ω βi0ϕ + φi0
)
+f
(ν)
2
∑
i∈Iν βi0.
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The solution for β
(1)
ν is found by direct integration. When this solution is evaluated at ϕ = 2pi,
we can read off the entries b
(ν)
21 , b
(ν)
22 of B
(ν), the entries a
(ν)
21 , a
(ν)
22 of A
(ν), and the entries c
(ν)
21 , c
(ν)
22 of
C(ν) from the coefficients of φν0, βν0, the coefficients of
∑
j∈Jν φj0,
∑
j∈Jν βj0, and the coefficients
of
∑
i∈Iµ φi0,
∑
i∈Iµ βi0, respectively. The result is
ωb
(ν)
21 =
∫ 2pi
0
a
(ν)
2 (ϕ) dϕ, ωb
(ν)
22 =
∫ 2pi
0
( ω′
ω
a
(ν)
2 (ϕ)ϕ + b
(ν)
2 (ϕ)
)
dϕ,
ωa
(ν)
21 =
∫ 2pi
0
c
(ν)
2 (ϕ) dϕ, ωa
(ν)
22 =
∫ 2pi
0
( ω′
ω
c
(ν)
2 (ϕ)ϕ + d
(ν)
2 (ϕ)
)
dϕ,
ωc
(ν)
21 =
∫ 2pi
0
e
(ν)
2 (ϕ) dϕ, ωc
(ν)
22 =
∫ 2pi
0
( ω′
ω
e
(ν)
2 (ϕ)ϕ + f
(ν)
2 (ϕ)
)
dϕ.
Similarly the entries b
(ν)
11 , a
(ν)
11 , and c
(ν)
11 of B
(ν), A(ν), and C(ν) can be read off from the coefficients
of φν0,
∑
j∈Jν φj0, and
∑
i∈Iν φi0 in φ
(1)
ν (2pi). After substituting β
(1)
ν (ϕ) into the φ˙
(1)
ν –equation and
integrating from 0 to 2pi we obtain
ωb
(ν)
11 =
ω′
ω
∫ 2pi
0
∫ ϕ
0
a
(ν)
2 (ϕ
′) dϕ′ dϕ +
∫ 2pi
0
a
(ν)
1 (ϕ) dϕ,
ωa
(ν)
11 =
ω′
ω
∫ 2pi
0
∫ ϕ
0
c
(ν)
2 (ϕ
′) dϕ′ dϕ +
∫ 2pi
0
c
(ν)
1 (ϕ) dϕ,
ωc
(ν)
11 =
ω′
ω
∫ 2pi
0
∫ ϕ
0
e
(ν)
2 (ϕ
′) dϕ′ dϕ +
∫ 2pi
0
e
(ν)
1 (ϕ) dϕ.
Now we represent the functions a
(ν)
1,2 , b
(ν)
2 , c
(ν)
1,2 , d
(ν)
2 , e
(ν)
1,2 , and f
(ν)
2 , on which the relevant matrix
entries depend, in terms of the dissipation and coupling functions. Since the cluster solution is
represented by ∆/2–shifts of z(ϕ, α(0)) (equation (22)), we denote by zν , f˜ν , d˜ν , e˜ν , dˆν , and eˆν the
2pi–periodic functions z, fν , d, e, dν , and eν (equations (24),(28)) with ϕ replaced by ϕ+(−1)ν∆/2,
respectively. With this notation the relevant functions a
(ν)
1,2 etc. can be written as (µ 6= ν)
a
(ν)
1 = −ω(z′ν f˜ν),ϕ + (mν − 1)ωz′ν d˜ν + mµωz′ν dˆν ,
a
(ν)
2 = ω(z˙ν f˜ν),ϕ − (mν − 1)ωz˙ν d˜ν −mµωz˙ν dˆν ,
b
(ν)
2 = (ωz˙ν f˜ν)
′ − (mν − 1)ωz˙ν e˜ν −mµωz˙ν eˆν ,
and
c
(ν)
1 = −ωz′ν d˜ν , e(ν)1 = −ωz′ν dˆν ,
c
(ν)
2 = ωz˙ν d˜ν , e
(ν)
2 = ωz˙ν dˆν ,
d
(ν)
2 = ωz˙ν e˜ν , f
(ν)
2 = ωz˙ν eˆν .
By substituting these expressions into the integrals above, reversing the phase shift, and performing
some integrations by parts, the relevant matrix entries can be represented by averages over 2pi–
periodic functions as follows:
a
(ν)
11 = −2piz′d + ω′T (piz˙d + Dν0 )
a
(ν)
21 = 2piz˙d
a
(ν)
22 = 2piz˙e + ω
′T (piz˙d−Dν0 )
b
(ν)
11 = 2pi(mν − 1)z′d + 2pimµz′dν − ω′T (mν − 1)(piz˙d + Dν0 )
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−ω′Tmµ(piz˙dν + Dν )− ω′T (z˙fν)|ϕ=ϕν
b
(ν)
21 = −2pi(mν − 1)z˙d− 2pimµz˙dν
b
(ν)
22 = 2pi(z˙fν)
′ − 2pi(mν − 1)z˙e− 2pimµz˙eν − ω′T (mν − 1)(piz˙d−Dν0 )
−ω′Tmµ(piz˙dν −Dν ) + ω′T (z˙fν)|ϕ=ϕν
c
(ν)
11 = −2piz′dν + ω′T (piz˙dν + Dν )
c
(ν)
21 = 2piz˙dν
c
(ν)
22 = 2piz˙eν + ω
′T (piz˙dν −Dν ),
where µ 6= ν, ϕν = (−1)ν∆/2, functions d, e, dν , eν are as defined in equation (24), and
Dν0 =
∫ ϕ+ϕν
ϕν
(z˙d− z˙d) dϕ, Dν =
∫ ϕ+ϕν
ϕν
(z˙dν − z˙dν) dϕ.
The expressions for l
(ν)
21 , l
(ν) follow directly from the above average representations of the matrix
entries.
The coefficients that occur in the characteristic equation (A.4) are:
k12 =
2∑
ν=1
(
b˜
(ν)
21 (b˜
(µ)
11 + b˜
(µ)
22 )−m1m2c(ν)21 (c(µ)11 + c(µ)22 )
)
,
k21 = b˜
(1)
21 + b˜
(2)
21 ,
k31 = b˜
(1)
11 + b˜
(1)
22 + b˜
(2)
11 + b˜
(2)
22 ,
where µ 6= ν, and
b˜
(ν)
ij = b
(ν)
ij + (mν − 1)a(ν)ij .
Substitution of the matrix entries above then leads to the expressions (A.5) for r = k12/k21, k21,
k = k31 − ω′Tk21 − r.
A.3 Persistence conditions and stability coefficients for the system (36)
Basic solutions The persistence conditions for the basic solutions UO, RW , OPC (arbitrary
c1, c2, c3), and OPC13 (c2 = 0) are
UO : p0 = 0,
RW : p0 + c2( z˙(z˙pi − z˙) + z˙(z˙pi/2 + z˙−pi/2 − 2z˙) ) = 0,
OPC : p0 + 2c2z˙(z˙pi − z˙) = 0,
OPC13 : p0 = 0 (c2 = 0),
where
p0 = sz˙2 − z˙2(z − 2)2,
and z∆ denotes the phase shifted function z∆(ϕ) = z(ϕ+∆). Note that these persistence conditions
are identical if c2 = 0.
We now summarize in turn the stability coefficients for UO, RW , OPC, and OPC13.
Uniform oscillation UO:
l21 = −8pic1z˙2, l = l0 − 4c2T, r = l0,
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where
l0 = −4piωz˙z˙′((z − 2)2 − s)− 4piωz′z˙2(z − 2).
Numerical computation shows that l0 < 0 when evaluated along the solution of the UO–persistence
condition p0 = 0.
Rotating wave oscillation RW : We set
z˙± = z˙pi/2 ± z˙−pi/2, z˙3,pi = z˙pi(zpi − z)2, z˙3,± = z˙pi/2(zpi/2 − z)2 ± z˙−pi/2(z−pi/2 − z)2.
With this notation the stability coefficients for RW can be written as
l
(1,3)
21 = −2pic1z˙(z˙+ + 2z˙pi)− 6pic3(z˙z˙3,+ + 2z˙z˙3,pi)± 2piiωc2z˙z˙−,
l(1,3) = l0 − 2pic2(ω′ z˙(z˙+ + 2z˙pi) + 2ωz˙′(z˙pi + 3z˙) )± 4pii(c1z′z˙− + 3c3z′z˙3,− ),
l
(2)
21 = −4pic1z˙z˙+ − 12pic3z˙z˙3,+,
l(2) = l0 − 4pic2(ω′ z˙z˙+ + ωz˙′(z˙+ + 3z˙ − z˙pi) ),
r = l0 + 4piωc2z˙′(z˙+ + z˙pi − 3z˙).
Since z˙ is odd, we have z˙z˙pi < 0 and z˙z˙3,pi < 0. Numerical inspection shows that the averages
multiplying c1 and c3 in l
(1,3)
21 are both negative, and the corresponding averages in l
(2)
21 are negative
and positive, respectively.
Out of phase cluster oscillation OPC:
l21 = −4pic1z˙(z˙ + z˙pi)− 12pic3z˙z˙3,pi,
l = l0 − 2c2T − 4pic2(ω′ z˙z˙pi + 2ωz˙′z˙ ),
k21 = −8piz˙z˙pi − 24pic3z˙z˙3,pi,
k = l0 − 8pic2(ω′ z˙z˙pi + ωz˙′(z˙ + z˙pi) ),
r = l0 + 8piωc2z˙′(z˙pi − z˙).
Out of phase cluster oscillation OPC13 (c2 = 0):
l21 = −2pic1z˙(3z˙ + z˙pi)− 6pic3z˙z˙pi(zpi − z)2,
k21 = −8pic1z˙z˙pi − 24pic3z˙z˙pi(zpi − z)2,
l = k = r = l0.
Notice that the two averages in l21 have opposite signs, and in k21 they have equal signs.
Cluster oscillations The two persistence conditions for Cε(2, 2) and Cε(1, 3) can be rewritten
in the form
Cε(2, 2) : c1z˙(z∆ − z−∆) + c3z˙((z∆ − z)3 − (z−∆ − z)3) = 0,
z˙2(s− (z − 2)2) + c2z˙(z˙∆ + z˙−∆ − 2z˙) = 0,
Cε(1, 3) : c1z˙(3z∆ − z−∆) + c3(3z˙(z∆ − z)3 − z˙(z−∆ − z)3) + ωc2z˙(3z˙∆ − z˙−∆ − 2z˙) = 0,
z˙2(s− (z − 2)2) + (3c2/4)z˙(z˙∆ + z˙−∆ − 2z˙) = 0.
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The second equation for Cε(2, 2) does not depend on c2 because z˙(z˙∆ − z˙−∆) = 0.
If c2 = 0, the second equation in both cases coincides with the persistence condition for the
basic solutions and so defines a segment of the persistence graph of Figure 2 (a). In this case ∆ = pi
is a distinguished solution of the first equation also for Cε(1, 3) because zpi is even. Moreover, since
g(∆, α) = c1z˙z∆ + c3z˙(z∆ − z)3
is an odd function of ∆, the first persistence condition for both Cε(1, 3) and Cε(2, 2) reduces to the
single equation g(∆, α) = 0, hence the two branches are identical.
The transverse stability coefficients and the coefficient k21 are
l
(±)
21 = −4pic1z˙(z˙ + z˙±∆)− 12pic3z˙z˙±∆(z±∆ − z)2 − 4piωc2z˙z¨±∆,
l(±) = l0 − 2c2T − 8piωc2z˙z˙′ − 4piω′c2z˙z˙±∆,
k21 = −4pic1z˙(z˙∆ + z˙−∆)− 12pic3z˙(z˙∆(z∆ − z)2 + z˙−∆(z−∆ − z)2),
for Cε(2, 2), and
l21 = −2pic1z˙(3z˙ + z˙−∆)− 6pic3z˙z˙−∆(z−∆ − z)2 − 2piωc2z˙z¨−∆,
l = l0 − 3c2T − 4piωc2z˙z˙′ + piω′c2z˙2 − (3pi/2)ω′c2z˙(z˙∆ + z˙−∆),
k21 = −2pic1z˙(3z˙∆ + z˙−∆)− 6pic3z˙(3z˙∆(z∆ − z)2 + z˙−∆(z−∆ − z)2)− 2piωc2z˙(3z¨∆ + z¨−∆),
for Cε(1, 3). The two remaining coefficients k, r are messy and are not written down explicitly. We
refer to Appendix A.2 for their general forms. Numerically we observe that k, l(±), l, r < 0 for the
parameter ranges we have studied.
Cluster oscillations C1(2, 2) and C1(1, 3): To present the persistence conditions for cluster oscilla-
tions with O(1) energy differences, we introduce the function y(ϕ, α) = z(ϕ, h(α)), where β = h(α)
defines the nontrivial branch of the 1 : 1 resonance set, ω(α) = ω(h(α)). With this notation the
two persistence conditions for C1(m1, m2) can be written as
sωz˙2 − f = 0, sωy˙2 − g = 0,
where
f = ωz˙2(z − 2)2 −m1c1z˙(y∆ − z)−m1c3z˙(y∆ − z)3 −m1ωc2z˙(y˙∆ − z˙),
g = ωy˙2(y − 2)2 −m2c1y˙(z−∆ − y)−m2c3y˙(z−∆ − y)3 −m2ωc2y˙(z˙−∆ − y˙).
The solution branches shown in Sections 3.2 and 3.3 have been calculated by solving the equation
y˙2f − z˙2g = 0 for ∆(α) and then computing s(α) = f/ωz˙2.
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