A theorem that constructs a path integral solution for general second order partial differential equations is specialized to obtain path integrals that are solutions of elliptic, parabolic, and hyperbolic linear second order partial differential equations with Dirichlet/Neumann boundary conditions. The construction is checked by evaluating several known kernels for regions with planar and spherical boundaries. Some new calculational techniques are introduced.
Introduction
The general path integral developed in [1] is specialized to yield path integral solutions to elliptic, parabolic, and hyperbolic linear second order PDEs. The examples in Section 3 provide explicit realizations of the construction and can be compared to known solutions. Some new calculational techniques are introduced which may offer some advantage in numerical methods.
Material and notation presented in [1] will be assumed here. The reader requiring motivation to fully digest [1] may wish to begin with perhaps more familiar material in the examples presented here in Subsections 3.1 (the Poisson, diffusion/Schrödinger, and wave equations in unbounded space), 3.2.1 (the diffusion equation in the halfplane), and 3.3.1 (the Laplace/Poisson equations for a ball in R n ). As in [1] the issues of existence and uniqueness are not addressed; and functions, distributions, boundaries, etc. are generally assumed to be well-defined in any given case.
Path Integral Solution of PDEs

General solution
For reference purposes, the theorem of [1] is stated without proof. Relevant definitions and notation can be found in [1] .
Theorem 2.1 Let M be a real(complex) m-dimensional (m ≥ 2) paracompact differentiable manifold with a linear connection, and let U be a bounded orientable open region in M with boundary ∂U.
1 Let f and ϕ be elements of the space of sections or section distributions of the (r, s)-tensor bundle over M. Assume given the functional S(x(τ a ′ , z)) whose associated bilinear form Q satisfies Re(Q(x(τ a ′ , z)) > 0 for (x(τ a ′ , z)) = 0.
If χ(x a · Σ ( τ ′ , τ , z)) ∈ F R (Ω) where
then, for x a = x(τ a ) ∈ U,
is a solution of the inhomogeneous PDE
with boundary condition Ψ (x B ) = ϕ(x B ) . (2.4)
Elliptic PDEs
Henceforth, restrict to the case where C + = R + or C + = iR. Write τ = s τ with s ∈ {1, i} and τ ∈ R + or τ ∈ R which ever the case may be. For simplicity I will continue to write τ in place of τ with the understanding that τ is real in this context. Although Theorem 2.1 holds more generally, it is appropriate to render the construction more accessible to standard applications and to connect with the notation of [6] , [9] , and [7] .
Elliptic PDEs are characterized by closed boundaries with Dirichlet/Neumann boundary conditions and a positive definite Q. It is a simple matter to specialize Theorem 2.1 for this case:
Corollary 2.1 Given the hypotheses of Theorem 2.1, make two qualifications: Let U be a bounded orientable region in M with closed boundary ∂U and assume the matrix G αβ has index (d, 0). If χ (E) (x a · Σ ( τ ′ , τ , z)) ∈ F R (Ω) where
+φ(x a · Σ ( τ ′ , τ , z)) exp {−s −1 S(x( τ ′ ,τ ,z))} ; (2.5)
then, for x a ∈ U,
is a solution of the inhomogeneous elliptic PDE
with boundary condition Ψ (E) (x B ) = φ(x B ) . (2.8)
The corollary clearly follows from Theorem 2.1. The only subtlety is keeping track of factors of s. The domain of integration C + is now R + or R depending on whether s = 1 or s = i.
The kernels for Dirichlet/Neumann boundary conditions can be obtained directly from Section 3.2 of [1] and will not be repeated here. As an example, if the boundary of U is at infinity, V (x) → V (x) + 2πE and φ = 0, then (2.6) can be written as the Fourier/Laplace transform of a path integral solution of an inhomogeneous parabolic PDE. The kernel of (2.7), for this case with vanishing Dirichlet boundary conditions, is
(2.9) In quantum physics, (2.9) with s = i is the fixed-energy Green's function of the timeindependent inhomogeneous Schrödinger equation when the boundary is at infinity. It is the Fourier/Laplace transform of the position-to-position transition amplitude K(x a ′ , τ a ′ ; x a , τ a ) associated with the time-dependent Schrödinger equation. As previously mentioned, the Fourier/Laplace transform interpretation becomes a Lagrange multiplier interpretation for phase space constructions. That is, (2.9) can be used ( [7] ) to give a phase space fixed-energy Green's function.
Remark : In [7] , the integrator Dτ was chosen to be Gaussian, which in hindsight was not a good choice. However, comparing [7] with the present construction shows that the theorem in [7] still holds provided Dτ is a gamma integrator. In light of Corollary 2.1, the path integral in the theorem in [7] solves the inhomogeneous elliptic PDE with vanishing boundary conditions at infinity. Consequently, the fixed-energy Green's function calculated in [7] is the elementary kernel with Dirichlet boundary conditions at infinity and not the boundary kernel.
Parabolic PDEs
The path integral solution to parabolic PDEs when the (open) boundary ∂U is nowhere tangent to the characteristic direction has been known for a long time. The solution, in the general context considered here, was presented in [6] . However, when a segment of ∂U is tangent to the characteristic direction (for example, a boundary corresponding to a physical object whose position is fixed in time), supplemental Dirichlet/Neumann conditions are required along the segment. Both situations can be handled with some specialization of Theorem 2.1.
General solution
Because parabolic PDEs lend themselves to an evolutionary interpretation along the characteristic direction, it is convenient to assume that M is foliated so that the leaves coincide with a real(complex) (m − 1)-dimensional paracompact differentiable manifold M − . The region of interest will be an orientable submanifold U which has the structure U − × I ⊆ M where U − ⊆ M − , and the interval I ⊆ R + is a subset of the characteristic manifold of some parabolic PDE. The boundary of M is the union of two pieces; the boundary segment ∂U − × I − := ∂U − × (I \ {0}) and the Cauchy surface U − × {0}.
It is necessary to construct a new parametrization for M. Let (x i , x 0 ), i ∈ {1, . . . , m − 1} denote the coordinates in a local chart distinguished by the foliation. Instead of fixing the initial end-point, fix the final end-point; not because it is necessary but because it is instructive (and it conforms to physics usage). Hence, the final end-points of paths in M − are fixed according to x(τ b ) = x b ∈ M − and the final end-points of paths in I are fixed,
where the set of vector fields
Evidently there are two independent sets of parametrized paths; x(τ, z) ∈ M − and x 0 (τ ) ∈ I. Since the path x 0 will eventually be identified with the evolution parameter, take
Since the boundary has two pieces, there will be at least two critical paths. The critical paths x cr and x 0 cr reach ∂U at the first exit time τ
. The critical path that reaches the Cauchy surface satisfies x 0 cr (τ
It is now possible to construct the parabolic corollary to Theorem 2.1. 
is a solution of the inhomogeneous parabolic PDE
with initial and boundary conditions
Proof. It is not difficult to check that this corollary is a consequence of Theorem 2.1. The only substantive difference is the presence of the ∂/∂x → 0 as the boundary is approached.
As a bonus, a "time-dependent" potential V (x a ′ , x 0 a ′ ) has been achieved. Also note that (2.13) is a diffusion-type equation for s real and a Schrödinger-type equation for s imaginary.
Elementary kernels
Lemma 2.1 The parabolic Dirichlet elementary kernel is given by
Proof. As in the elliptic case, the elementary kernel for the parabolic PDE is obtained by fixing the end-point with the delta functional
It is straightforward to check that the integral has the correct form to apply the theorem, and that the kernel vanishes on the boundary.
It is useful to separate the boundary kernel into a kernel K
on the Cauchy surface U − × {0}. 18) and the parabolic Dirichlet Cauchy kernel by
Lemma 2.2 The parabolic Dirichlet boundary segment kernel is given by
Proof. The boundary segment kernel clearly satisfies the homogeneous parabolic PDE and possesses the correct boundary condition. In specifying the Cauchy kernel, be mindful that the Cauchy kernel corresponds to a transition from a point x a on the Cauchy surface (x 
In the third equality, the constant N has been chosen to give
This is the well-known path integral kernel for parabolic PDEs for unbounded manifolds. For consistency, the Cauchy kernel must agree with the elementary kernel evaluated at x 
Proof. The expression follows from the two preceding lemmas. To check the boundary conditions, the first term vanishes for both x b → x B and x ) > 0 in the second term, because the integration over I − did not include the point {0} ∈ I.) The third term gives the initial condition ψ(x a ′ , 0).
Observe that (2.21) satisfies the homogeneous PDE with Cauchy initial conditions only (with vanishing boundary conditions at infinity) by the particular choice f (x) = 0 and φ(x) = 0. Specifically,
With the identification x 0 b ≡ t b , this is the solution presented in [6] for the parabolic PDE with vanishing boundary conditions at infinity (as it should be).
The kernels for the case of Neumann boundary conditions for non-compact M can be adapted from Subsection 3.2.2 in [1] .
Lemma 2.3 The parabolic Neumann elementary kernel is given by
where K ∞ and F U are now defined in an obvious way from (2.15) . 24) and the parabolic Neumann Cauchy kernel by
Lemma 2.4 The parabolic Neumann boundary segment kernel is given by
The proofs of these two lemmas will be omitted, because they are straightforward specializations of the general Neumann kernels in section 3.2.2 of [1] and they essentially repeat previous arguments.
Corollary 2.4 The solution to the inhomogeneous parabolic PDE with Neumann con-
Proof. The terms follow from the preceding lemmas. It remains to check the boundary conditions for Note that it is possible to mix Dirichlet and Neumann conditions on the boundary segment and Cauchy surface. The expression for the associated Ψ (P ) will have the obvious collection of relevant kernels.
Hyperbolic PDEs
Like the elliptic and parabolic cases, hyperbolic PDEs can be solved by specializing Theorem 2.1. In fact, the solution is a rather trivial modification of Corollary 2.2.
Assume that the matrix G αβ has index (d−r, r) for some r ∈ {1, . . . , d}. The quadratic form Q(x(τ a ′ , z)) will have the same index since G αβ is ultimately determined by the inverse of Q. Recall that Re(Q) must be positive definite. It follows that the hyperbolic case will be associated with an imaginary Q. Furthermore, at least for wave equations, it is known that the boundary of interest must be open. (Whether this holds in the general case is, again, an open question.) With these qualifications, Theorem 2.1 can be applied directly.
Because of its importance, it is useful to spell out the details for the case r = 1. It is convenient to formulate the corollary in terms of a foliated M as in Section 2.3 and to fix the final end-points. The leaves of the foliation are assumed to be spacelike. The evolution parameter is no longer along a characteristic direction, and the parametrization is determined by 
Corollary 2.5 Assume the same hypotheses as Corollary 2.2 with the following qual-ifications: The parametrization is determined by Eq. (2.27), the matrix
is a solution of the inhomogeneous wave equation
with initial conditions
30)
and boundary conditions
The kernels can be taken over from the parabolic case remembering that
in general for the parametrization (2.27). So the Dirichlet kernels for the wave equation are just the parabolic Dirichlet kernels with
The Neumann Cauchy kernel is obtained by the substitution
and the ordering is with respect to the foliation.
The only task is to verify the correct boundary conditions.
Corollary 2.6 The solution to the inhomogeneous wave equation with Cauchy data
Proof. To show the boundary conditions are satisfied, consider the limit x
. The first and second terms vanish (recall that 0 / ∈ I − ). The third term gives 1/2ψ(x b , 0). In this limit, the fourth term can be integrated by parts (after reducing the T Neumann boundary conditions can be handled using the results of Subsection 2.3.2. The details will be omitted since they just repeat previous arguments.
Examples
As it stands, Theorem 2.1 should be characterized as a representation of a PDE solution rather than as a prescription for calculating the solution. The reason is that the complications introduced into the problem due to the geometry are encoded in τ ⊥ xa , and one anticipates that techniques will have to be developed to handle these complications. Indeed, the parameter τ ⊥ xa has been defined only implicitly.
In the following examples, three such techniques are introduced in order to calculate the kernels for some selected geometries. The first is simply the observation that τ ⊥ xa and Dτ play no role when the boundary is at infinity. The second technique relies on the result of Appendix B to express the kernel of a bounded region in terms of the kernel on its covering space. The third technique is based on Subsection 3.2.1 in [1] and is akin to the method of images.
In all of the examples, I will work in R n with Cartesian coordinates for simplicity. Since the target manifold is R n , it is natural to use the exponential map parametrization which is explained in Appendix A. 2 Furthermore, I will take S(x) with V (x) = 0. Well known expansion techniques can be used for general V (x).
Boundary at Infinity
The easiest case to handle is when the boundary (excluding a possible Cauchy surface) is at infinity. Since the boundary is at infinity, τ ⊥ xa → ∞ (for any physically reasonable system at least).
Elliptic Case
For the elliptic case, take vanishing Dirichlet boundary conditions at infinity. Only the elementary kernel K The Dirichlet elementary kernel is given by
The parametrization P yields
The associated quadratic form is
where ∆ is the Laplacian on R n .
On the other hand, the exponential map parametrization gives
where x cr is a critical point of S relative to a variation with both end-points fixed, viz.
(Since the boundary is at infinity, this represents a transition between interior points so the relevant variational problem is for point-to-point.)
The Gaussian integrator is invariant under translations, and so the integral can be expressed in terms of ζ instead:
where
to get
For s = 1, this evaluates to
after the change of integration variable (τ a ′ ) −1 → 2k with k real. In particular, for n = 4,
Note that the same answer obtains if the parametrization x(τ, z) = x a + z(τ ) is used instead of the exponential map parametrization. In this case, the action functional has no |x a − x a ′ | dependence, but the delta functional does. Writing the delta functional as an integral and evaluating the resulting functional integral yields the correct exponential dependence on |x a − x a ′ |.
Parabolic Case
Here the boundary segment at infinity is ∂U − -not the cauchy surface. In this case, vanishing Dirichlet boundary conditions necessarily implies lim The kernel associated with transitions from the Cauchy surface is given by (2.19) . In this example, it satisfies
The calculation proceeds as before;
For the elementary kernel find, using (2.15),
under time reversal.
Hyperbolic Case
Consider the wave equation. For this case Q is imaginary with index (n−1, 1). Choose
, and the coordinates in the obvious way so that the PDE for the elementary kernel is
The quadratic form is dictated by the form of the PDE to be solved. It is more compact to express it in terms of coordinates y ρ = (y 0 , y 1 , . . . , y n−1 ) on E (1,n−1) with metric η ρσ :
The first term in the second equality comes from the critical path in the same way as the elliptic case.
Repeating the calculation for the elliptic case yields
where the second-to-last equality follows because Q = − Q * allows s = i only. In particular, in E (1, 3) ,
For y 0 ′ > y 0 , 5 this corresponds to the retarded Green's function which has support on the future light cone. Since the kernel is symmetric under y a ↔ y a ′ , the same kernel obtains for y 0 > y 0 ′ and corresponds to the advanced Green's function.
Planar Boundaries
For planar boundaries, the issue of dealing with τ ⊥ xa can be side-stepped by employing a trick. Express U as quotient space U = U/G where U is isomorphic to R n and G is the discrete group required to obtain the desired boundary. It turns out that the
elementary kernels on U can be expressed in terms of (presumably) known quantities on U.
Let U denote the universal covering of U. The manifold U is a principal fiber bundle with projection Π : U → U = U/G and discrete structure group G. The parametrization is constructed via the composition P = P Π • P where P :
Given a connection on U and a fixed initial point x a ∈ U, a given path x(·, z) can be horizontally lifted into the set of paths { x (p) (·, z)} with the index p running over the order of the discrete group. Hence, defining the evaluation map ε : Z ·, z) . Consequently, the inverse image of the set of paths with a given base space end-point consists of the disjoint union of inverse images of the set of paths with end-points in the fiber over the base space end-point; i.e., Z In Appendix B, it is shown that the elementary kernel on U can be expressed in terms of the elementary kernel on U (provided it is an equivariant map) by
where the ρ r furnish unitary representations-labelled by r-of the structure group G, and K U(p) is the elementary kernel on U associated with the integral over Z d a p and is given by
Apparently, using this trick and variations of the following three examples, one can find (at least in principle) the elementary kernels of fairly general n-polygons (notwithstanding smoothness issues on the boundary).
The Half-Space
In this example, I treat only the parabolic case. The elliptic and hyperbolic cases can be obtained similarly. Define the half-space
The boundary segment ∂U − is at infinity for points (x 1 , . . . , x n−1 , 0).
In this case, G = Z 2 and the parametrization P is given by
Since G = Z 2 , the inverse image of a point x is x ± := (x 1 , . . . , ± x n ) where the parametrization P gives
Defining x ± := {x 1 , . . . , ±x n }, the delta functional contributes
Using the results of Subsection 3.1.2 and (3.25), the elementary kernel is
where The Cauchy kernel follows similarly;
The Dirichlet and Neumann kernels obtain for the appropriate representation of Z 2 .
To find the boundary kernel 6 , calculate integral can be reduced according to (B.54) in [1] since it depends only on τ U , but it is interesting to derive it from a path integral.
More generally, this procedure can be applied to R n "folded" into 1/(2m)-space (m ≤ n) by the structure group Z 2 ⊕, . . . , ⊕Z 2 m where each "fold" is along a different x i .
Another possibility is to use Z h with h a positive integer with U = R 2 to obtain a sector in the plane.
The Unit Strip
Consider only the elliptic elementary kernel case for brevity. Define the unit strip by
where x cr (τ ) is given by (3.6) and k is a real constant. The structure group is G = Z 2 ⊕ Z since the set of inverse images is { x (±,m) } = (x 1 , . . . , ± x n m ) where
with m/k ∈ Z. The delta functional is
Repeating the relevant steps from Subsection 3.1.1, find the elementary kernel;
for s = 1 and s = i respectively. Finally, for the trivial representation of Z, the Dirichlet and Neumann elementary kernels are
(3.42)
The Unit Box
Let U be the box defined by U ≡ {x = (x 1 , . . . , x n ) ∈ R n | 0 ≤ x i ≤ 1 ∀i ∈ {1, . . . , n}}. I will calculate only the elementary kernel for the elliptic case again for brevity. For the initial point x a := (| sin(k 1 x 1 a )|, . . . , | sin(k n x n a )|, the parametrization is
with x cr (τ ) given by (3.6). The structure group is
and the set of inverse images is
with i ∈ {1, . . . , n} and m j /k j ∈ Z.
Proceeding as in the previous examples, find the kernel for s = 1 and s = i respectively:
where x (±,m) j := {±(
This yields the Dirichlet and Neumann elementary kernels (for trivial representations of the Z)
where {m j } := {m 1 , . . . , m n }.
Spherical Boundaries in R n
The n-Ball
To handle spherical boundaries, it is necessary to come to grips with τ ⊥ xa . The calculations for the boundary kernels can be simplified substantially by expanding the paths about a critical path and then using (3.33) in [1] which allows the point x ⊥ a to be replaced by an arbitrary x B in the boundary kernel. Consider Laplace's equation for the case of the n-ball in R n defined by
As usual, it is expedient to expand about a critical path and the exponential map parametrization is
is a critical path.
The form of x cr is dictated by the initial condition of the parametrization, which applies to x(τ, ζ); and by the transversality condition (see Section 2 in [1]), which requires thatẋ cr (τ ⊥ xa ) intersects the boundary transversally. A reasonable choice is
Note, however, that the transversality condition does not fix the proportionality constant. The proportionality constant is ultimately fixed by requiring that K
where the quadratic form is
The first step is to note that the integrand depends on τ ⊥ xa only. Therefore, it reduces to an integral over C + as usual. Using (B.54) in [1] , get
The
∂ . For s = 1, integrating over ∂B n and setting the result equal to unity gives
Consequently obtain the well known result,
the parametrization for interior points becomes
where x cr is given by (3.6). Do the Z d a integral first to get,
Now restrict to the s = 1, n = 3 case and utilize the decomposition from Subsection 3.2.1 in [1] . 8 In spherical coordinates, the transformation σ : r a → αr a where α = R/r a takes τ ⊥ xa → 0.
9 Moreover, there is only one critical path since r a = 0 excludes the path that passes throught the origin and intersects the boundary transversally. This yields 7 Incidently, this example shows that, for the n-ball, τ ⊥ xa T + a = (R 2 − x 2 a )/2 . 8 For comparison purposes, this is more convenient than solving (3.58) directly (which entails finding a suitable normalization constant N after localizing the integral over T + a ). 9 The transformation σ must be multiplicative here and not additive as it was for the planar case: Additive would lead to r a ′ ≤ 0 in general, but r a ′ > 0 by assumption.
The final result is
It is interesting to compare and contrast this strategy to the method of images.
For the exterior of the n-ball, the calculation for the elementary kernel goes through as before. However, the boundary kernel changes sign because the normalization factor is found to be N = (x 2 a − R 2 )/2R since |x a | > R in this case.
Topological n-Ball
The procedure employed in the previous subsection can be used to determine the elementary kernel for more general boundaries in R n that are topologically equivalent to B n . Quite generally 10 ,
One recognizes the second term as a homogeneous term which ensures that the kernel K
U (x a , x a ′ ) has the required boundary condition.
As in the previous subsection, make a transformation(s) 10 I only exhibit the expressions for the case s = 1, but the general case can be handled analogously. 11 Recall that one should sum over all τ ⊥ xa if there are multiple critical paths. Consequently there may be multiple tansformations as well.
Of course, the transformation(s) σ can be quite complicated in general and numerical methods may be required, but the solution can be obtained in principle.
The Quadrant
As a final example, consider the upper right quadrant in R 2 , and calculate
∂ (x a , x a ′ ) for the elliptic case with s = 1. This problem can be handled by the technique of Subsection 3.2, but it is instructive to solve it directly because it illustrates the case when there are multiple critical paths.
Denote a point x ∈ R 2 by x = (x 1 , x 2 ). The elementary kernel is given by
(3.63)
The first integral was already calculated in (3.11); −2 ln |((x
To calculate the second integral, note that there are three critical paths: a perpendicular line from x a to the x 1 axis; a perpendicular line from x a to the x 2 axis; and, because the tangent along the boundary vanishes at the origin, a straight line from x a to the origin.
The transformations that take x a to each x ⊥ a are: x a ′ ) ). In fact the hessian vanishes at (0, 0), which is therefore a point of nullity 2, and one might guess that the critical path intersecting the origin will pick up a phase exp(iπ).
Instead of going into details, it suffices to indicate why this expectation is reasonable and then simply check that it gives the answer with the correct boundary conditions. The integral to be evaluated is
Considered as an integral over the complex τ a ′ plane, this is just K U (x a , x a ′ ) with x a rotated through θ = ±π; indicating that F U should pick up a phase of exp(∓iπ) relative to K U due to the (τ a ′ ) −1 factor in the integrand.
Collecting the four contributions to (3.63) yields
The first term satisfies the inhomogeneous equation, the next three terms verify the homogeneous equation, and K
Now, for the boundary kernel there are three τ ⊥ xa corresponding to the three critical paths. For each critical time, it is best to expand about the associated critical path. For example, expand about
for the critical time from x a to the x 1 axis. Each critical path will contribute to a segment of the boundary. Hence, the path integral separates into three terms. The integral has already been evaluated in (3.54) (for a different critical path). Use the three parametrizations for the critical paths to get
Finally, integrate each over its relevant range to normalize K
∂ ;
Similar reasoning can be applied to the wedge problem where the angle is no longer restricted to π/2.
Conclusion
Specialization of the general path integral constructed in [1] leads to path integral solutions of elliptic, parabolic, and hyperbolic PDEs with Dirichlet/Neumann boundary conditions. The path integral, along with some calculational techniques, was used to evaluate selected kernels of some known planar and spherical boundary problems in R n . The techniques for calculating the kernels for the n-ball and quotient spaces are new to my knowledge, and they seem to be useful for evaluating kernels with more complicated geometries. It may be useful to try to solve for the kernels without recourse to the techniques developed here by applying a perturbation technique to τ ⊥ xa . Non-vanishing V (x) can also be included and the resulting integrals can be solved exactly in select cases or by expansion techniques. It would be useful to do more substantial calculations of kernels on non-trivial manifolds. This would require parametrizing the paths using the Cartan development map and, probably, new calculational techniques.
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A Exponential Map Parametrization
There are two maps that are typically used to parametrize paths on a manifold; the Cartan development map and the exponential map. The Cartan development map is presented in detail in [20] . The exponential map is particularly useful for parametrizing paths on linear spaces and compact Lie groups.
The exponential map, Exp :
, is a frequently used method of parametrization that yields the usual loop expansion when T M is a linear space. It maps the tangent space of the space of paths P V a M at some fiducial path x f to the space of L 2,1 paths on M with fixed end-point at t a .
Assume the tangent space T x f P V a M is generated from paths x f (λ, t) representing oneparameter variations of paths in M with fixed end-point at t a . Each variation yields a vector field
The exponential map Exp is defined point-wise on the tangent bundle in terms of the map exp : T x(t) M → M. For each ζ x f (t) ∈ T x f (t) M, the corresponding family of paths x(t, ζ; λ) ∈ M is determined by the differential equation
with the additional requirement x(t a ; λ) = x f (t a ) ∀λ ∈ [0, 1]. The solution in an open set U ⊆ M can be formally written as
Of course, the global uniqueness and existence of the solution depends on the nature of T U ⊆ T M. This is a particularly useful parametrization when M is a compact Lie group.
If T U is a linear space, then the parametrization reduces to x(t, ζ; λ) = x f (t) + λζ x f (t) .
This is the parametrization used in the examples of Section 3 with λ = 1 and x f = x cr since T U ≡ R 2n . If λ is a small parameter, then one replaces x(t, ζ; λ) with x f (t) + λζ x f (t) in the path integral and expands in powers of λ which leads to a loop expansion in the path integral.
B Quotient Spaces
When the manifold M can be contructed as the base space of a principal fiber bundle with a discrete structure group, the kernels on M can be expressed in terms of the kernels on the fiber bundle. The first realization of this fact came in [21] with a treatment of multiply connected spaces. Their result can be trivially extended to quotient spaces with a principal bundle structure. The construction is sketched in [22] and [6] : The details are included here for completeness. For a system with symmetry, the result allows the kernels on the base space to be expressed in terms of kernels on the principle bundle. In particular, using this result, it is possible to express kernels on multiply connected spaces, orbifolds, compact Lie groups, and homogeneous spaces in terms of kernels on associated covering spaces.
Let the manifold M be a principal fiber bundle endowed with a connection, a projection Π : M → M, and a structure group G. ) for x ∈ M, x ∈ M, and g ∈ G.
Now let
p+q by Ψ ( xg) = ρ(g −1 ) Ψ ( x) = ρ(g −1 ) x −1 ψ(x) =: ρ(g −1 )ρ( g)Ψ (x) (B.1) for some g ∈ G and fixed g ∈ G where ψ : M → T (p,q) M, Ψ : M → (C m ) p+q , and ρ : G → GL((C m ) p+q ) is a (possibly non-faithful) representation of G. Note that x is both a point in M and an admissible map x : (C m ) p+q ) → π −1 (M) where π : T (p,q) M → M. Also, ρ( g)Ψ is, by definition, the tensor field ρ( g)Ψ := x −1 ψ associated with the equivariant map Ψ . The ρ( g) factor has been included because there is no a priori relationship between Ψ (x) and Ψ ( x). The elementary and boundary kernels are required to be equivariant in their arguments in the above sense.
Consider the paths x ∈ P V a U parametrized by the composition P = P Π • P where P : Z 
where the summation/integral symbol means p for discrete or disconnected G and G dg for G the connected component of a Lie group.
For some fiducial path with end-points x (0)a ∈ Π −1 (x a ) and x (0)a ′ ∈ Π −1 (x a ′ ), then x (p) (τ a ′ , z (p) ) = x (0)a · Σ (τ a ′ , z (0) ) · g p and x a ′ = x (0)a ′ · g p . This, together with the requirement that K be equivariant in its two arguments, implies δ( x(τ a ′ , z (p) ), x a ′ ) = δ( x (0)a · g p · Σ p (τ a ′ , z 0 ), x (0)a ′ · g p ) = ρ(g where the ρ r furnish unitary representations of the structure group G and I am justified in writing
(B.9)
where reference to the point e has been omitted since it is inconsequential.
