This paper introduces an evidential reasoning-based approach for recognizing and extracting manufacturing features from solid model description of objects. A major di culty faced by previously proposed methods for feature extraction has been the interaction between features due to non-uniqueness and ambiguousness in feature representation. To overcome this di culty, we introduce a Dempster-Shafer approach for generating and combining geometric and topologic evidences to identify and extract interacting features.
Introduction
Traditional CAD boundary description of a solid object in terms of low level entities like faces, edges, and vertices is not conducive to manufacturing automation. Most machine operations require high level semantic features such as pockets, slots, and holes instead of these low level geometric entities. Therefore, in order to achieve true manufacturing automation, several di erent mechanisms have been proposed to automatically extract the high level semantic features from the low level entities in solid model representations [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . While these mechanisms can successfully recognize decoupled or isolated primitive features, they have achieved very limited success in identifying and describing compound depressions generated by the interaction of several semantic features [5, [12] [13] [14] .
The di culty in extracting interacting features arises from the ambiguous and non-unique feature representation schemes. A representation scheme is unambiguous if each of its valid representations corresponds to a single entity in its domain. A representation scheme is unique if all entities in its domain admit only one syntactically correct representation. Unfortunately, most representation schemes currently available are not unique or unambiguous in a general sense. The ambiguity of feature representations is one of the major sources of di culty for feature extraction mechanisms. The reason is that regardless of the actual workings of the mechanism (say expert rules, syntactic patterns, or graph isomorphism), the employed mechanism searches for a particular combination of geometric and topologic relationships to recognize individual primitive features. However, as outlined above, due to the representation ambiguities, these geometric and topologic relationships are not unique, and therefore the feature recognition mechanism produces brittle behavior. Let us illustrate the point by means of an example. Graph-based mechanisms, typically, represent a part (or its depression) by a graph (for example a node for each face, and a link between two nodes whose corresponding faces share an edge), and each primitive feature by its corresponding template graph. Subsequently, they use a method like graph isomorphism to identify instances of the features in a given part. For example, Fig. 1 (a1 and b1) shows two parts with two perpendicular pockets of identical size and orientation. The cavity graph representations (see Fig. 2 for the deÿnition of cavity graph) of the depressions for both parts are shown in Fig. 1(a2) and (b2). Furthermore, Fig. 1 shows that although the rectangular pocket formed by the nodes 1-5 in Fig. 1 (a2) may be extracted by the pocket template (see the ÿrst row in Fig. 2 ), the rectangular pocket formed by the same set of nodes in Fig. 1(b2 ) cannot be correctly identiÿed as the pocket primitive due to lack of a link between nodes 3 and 1. This is because the topologic relationships of the two parts are di erent.
Let us also consider the same problem from an expert rule-based view. A typical rule to recognize the class of pockets could look like the following:
(Pocket List-of-faces: {A}) IF (A base-face: b is a member of {A}) AND (base-face: b is concavely adjacent to all sides {A}-{b}) AND (each side face in {A}-{b} is concavely adjacent to 2 other sides in {A}-{b}).
In simple words, the above rule says that a list of faces forms a pocket, if there is a base face in the group of faces which is concave to every other face, and if every non-base (or side) face is concavely adjacent to two other neighboring side faces. It is again not di cult to show that such a rule-based approach works all right when the features are decoupled (e.g. Fig. 1(a) ), but it will produce brittle behavior for other cases. For example, in the part depicted in Fig.  1(b) , the base-face, i.e. face 1, is not concavely adjacent to one of the sides, i.e. side-face 3, and therefore, the second antecedent in the above rule will evaluate to false. The above rule fails to recognize the pocket formed by faces 1-5 in Fig. 1(b1) . The reason is that rules, such as the one shown, attempt to capture generic topologic and geometric relationships indicative of di erent classes of features, but instances of the features may not follow the captured relationships (especially when a feature interacts with other features).
The set of topologic and geometric relationships which describes a class of features is not unique. One method to overcome this non-uniqueness is to attempt to enumerate all possible topologic and geometric relationships which describe instances of a given class of features under all di erent circumstances. Such an attempt, however, would either be impossible or exceedingly di cult because of the diculty in enumerating all distinct conÿgurations, which are either inÿnite or very large. Instead of the above brute force enumeration method, the approach that we propose in this paper is to combine evidences in a well deÿned manner to determine features present in a depression.
Evidences supporting or rejecting existence of instances of di erent features can be combined to determine how depressions of a part can be described in terms of primitive manufacturing features such as pockets and slots. In such a framework, each evidence may not by itself be su cient for recognizing a feature, but it generates a belief (or a weight), which is a measure of conÿdence that relates the evidence (a topologic or geometric relationship) to a feature. It is the collection of evidences and their consistent impacts upon each other that produces a description of the features in a depression.
There are several important advantages to such a scheme for extracting and identifying features including: (i) since the features in the depression are recognized by the collection of the evidences, the individual evidences may or may not carry equal weight, and in fact some of the individual evidences may support con icting conclusions; as long as their cumulative combination is in favor of a correct interpretation, a correct description of the depression will be obtained, (ii) one does not need to know ahead of time which set of topologic and geometric relationships, or which patterns, will be observed for each feature, in fact at di erent times di erent topologic and geometric relationships may indicate the same feature class, and (iii) the same topologic or geometric relationship may simultaneously support two di erent features with di erent degrees of conÿdence.
The primitive features of interest in this work are common polyhedral machinable features like pockets, blind slots, prismatic holes, and steps. The primitive features used in this paper have faces which are concave to each other, however extension to features with both convex and concave relationships can be addressed similarly. Fig. 2 shows instances of some families of primitive features considered in this research along with their cavity graph representations.
Literature review
Various approaches have been proposed for automatic feature extraction from CAD solid models. These methods can be classiÿed into the following categories: syntactic pattern recognition [15] [16] [17] [18] , graph-based methods [19] [20] [21] [22] [23] , rule-based methods [1, 24] , and probabilistic or evidential reasoning methods [5, 25, 26] . Syntactic pattern recognition characterizes the overall part shapes as the composition of certain geometric primitives. Feature recognition proceeds by parsing the input syntactic expression of a part using grammar rules to identify the syntactic patterns representing the geometric primitives. In graph-based feature recognition, a graph is used to describe the topological shape of a part as well as that of a primitive feature. Feature recognition is performed by searching graph representation of the part to identify a subgraph that matches that of a primitive using subgraph isomorphism. The idea of the rule-based method for feature extraction is that rules are used to capture the knowledge about geometric and topological properties of form features. Features are recognized on the basis of certain pre-speciÿed rules that are characteristic to the features.
In addition to the problem inherited from pattern-matching, each of the three approaches has the following problems. For graph-based method, extensive pre-processing is required to construct graphic representation for each part and each primitive. Its application is limited to the polyhedral parts. For syntactic method, its application is limited to 2D prismatic parts, rotational parts with turning features and any axis symmetric volumes, but success for non-axis symmetric 3D part or rotational parts with non-turning features has been very limited. Also pure syntactic representation seems too restrictive. Finally, for rule-based method, it is a generalization of syntactic method and has proved to be more robust and handling more kinds of parts than syntactic method. Its shortcomings include ambiguous representation, rules for every conceivable feature, and verbose.
In view of these problems, a new approach based on evidential reasoning was introduced to recognize features from CAD models. Evidential reasoning performs feature recognition by gathering the available geometric and topological evidences and performing uncertainty reasoning based on the evidences collected to recognize features. Evidential reasoning or uncertainty reasoning o ers a consistent means for handling con icting, redundant, or missing data. While features interacting, uncertainty develops as a result of non-uniqueness of the patterns associated with the topology and geometry of features in these interactions. Despite of uncertainty, there is also available abundance of geometric and topologic evidences, which if used correctly, can lead to the resolution of the uncertainty and therefore eventual recognition of the features. Uncertainty reasoning o ers a formal and consistent mechanism to accomplish this goal through evidence aggregation.
The two most popular techniques for handling uncertainties are the Bayesian theorem [27] and the Dempster-Shafer theorem [28] . While the former is a probabilistic reasoning process, the latter is an evidential reasoning process. In the former, the relationships between evidences and hypotheses are described by three numbers: prior probability, likelihood, and posterior probability. Evidences are combined using the Bayesian theorems. In the later, the relationships between evidences and hypotheses are described in terms of belief intervals and basic probability assignment. Evidences are combined using its rule of combination.
In the ÿled of feature extraction from CAD models, Marefat [5] ÿrst introduced uncertainty reasoning in analyzing interacting features. He proposed the use of Dempster-Shafer method to recover the missing links lost due to feature interaction. The missing links are identiÿed from a set of possible missing links by accumulating both geometric and topological evidences using Dempster's rule of combination. Due to mutual-exclusiveness assumption with the DS theory, their method, however, is limited to recover one missing link at a time, therefore is computationally ine cient. Ji [26] further expanded Marefat's original approach using Bayes networks. The expanded method can simultaneously recover all missing links and recognize more complex interacting features. In addition, a new contribution of this method is the generation and incorporation of hierarchical feature-based evidence, that can signiÿcantly improve the recognition accuracy. Trika and Kashyap [25] proposed a feature-recognition similar to the work of Ji.
To be complete, we would also like to point out that the research presented in this paper resembles the earlier and well known work by David Waltz [29] on recognizing features based on edges or junctions/vertices via constraint satisfaction since we are also dealing with the block features. To recognize objects, Waltz [29] developed a method based on a junction labeling scheme that associates certain labels/attributes (e.g., positive, negative, concave, convex, Fork junction, T junction) with each edge or junction. The geometric constraints imposed on the adjacent edges/junctions are propagated to all edges/vertices of the objects. A valid object is recognized if all its edges/vertices satisfy the geometric constraints and are consistent with each other. A similar algorithm was later proposed by Mackworth [30] . It appears that this classic work is applicable to our work since we are also recognizing features consisting of edges, faces, and junctions. A careful study reveals that Waltz's work is di cult to apply however.
First, though we try to recognize block features, we are not directly dealing with block objects. In fact, we try to recognize features from their solid model representations (e.g. boundary representation). The junctions/vertices, though included in the representation, do not have the necessary labels information such as positive/negative, Arrow junction, T junction, etc. as proposed by Waltz to classify junctions into di erent categories. Lacking such information makes it di cult to automatically use Waltz's method to limit the search space for virtual links unless such information can be derived manually. Second, for our method, feature recognition is performed on the cavity graph that we use to represent features. Cavity graph consists of only edges and surfaces. To incorporate junctions/vertices into the cavity graph requires signiÿcant modiÿcation of the cavity graph representation, which is not a trivial task. Finally, Waltz's work does not deal with feature recognition with incomplete information. Our algorithm speciÿcally focuses on recognizing the features under incomplete information, i.e., in the absence of some surfaces (links) due to feature interaction. Our method determines, based on pooling various geometric evidences, if those missing surfaces should be used to infer the presence of a geometric feature.
In summary, evidential reasoning is an especially wellsuited approach to feature recognition. It systematically combines the available geometric and topological evidences to provide a feature interpretation that best explains the available evidences. In the sections to follow, we will expand our previous work in feature recognition based on the Dempster-Shafer theory to allow more e cient and accurate feature recognitions from CAD models.
Problem formulation and solution overview

Brief overview of graph-based approach
Let us more closely consider the graph-based approach to feature recognition and extraction. The following deÿnitions are needed for this purpose: Deÿnition 1. A global graph G for an object S is an ordered four tuple (N (G); L(G); G ; lG) with the following properties.
1. N (G) is a non-empty set of nodes of G, such that for each face fi of the object there is exactly one node in G. 2. L(G) is the set of links of G, such that for every edge eij of the object shared by two faces fi and fj, there is a link connecting the corresponding nodes in G.
that associates with every link of G an unordered pair of nodes of G. 4. lG : L(G) → {concave; convex} is a function which labels the links of G. This labeling marks a link in the graph concave if the faces sharing the corresponding edge of the object are concavely adjacent, and marks the link convex otherwise.
Deÿnition 2. A cavity graph G for a depression is an ordered ÿve tuple (N (G ); L (G ); G ; l G ; m G ) such that it is connected and:
{concave; convex} are the incidence which deÿne the incidence function and the link labels as before, and 4. m G : N (G ) → {B; −B; +X; −X; +Y; −Y } is a function which labels the nodes of G . This labeling of the nodes describes the relative spatial orientation of the faces with respect to each other in a qualitative manner [5] .
Since depressions are usually associated with concavities in a component, the cavity graphs, which consists solely of concave links, are intended to model the depressions of an object. Fig. 1(b2) shows the cavity graph for the depicted part which has two perpendicularly interacting pockets (a part may have more than one cavity graph). As brie y stated before, in a typical graph-based approach [2, 5] , a part or its depressions are represented by graphs, and subsequently a matching between this representation and the feature templates is used for recognition. For example, in the cavity graph shown in Fig. 1(a2) , the center nodes and links correspond to a pocket template (see the ÿrst row in Fig. 2 ), which is formed by faces 1-5. In general, this method can be stated as follows: given a cavity graph G , ÿnd a decomposition, D = {g1; g2; : : : ; gn}, such that:
Therefore, in this method, a partitioning of the cavity graph(s) is used to obtain a part's features. The partitions may overlap, but the maximality condition in (iii) above ensures that for example a pocket is not mistaken for two blind-slots, etc. In our earlier work [5] , we described detailed methods to generate the correct partitioning, {g1; g2; : : : ; gn}, from a cavity graph, G .
Virtual links
In the previous section, we discussed the use of partitioning to determine the features of a part. However, a correct partitioning of the cavity graphs may still not result in the valid templates for the features of the part, because of the non-uniqueness in representations. For example, Fig. 3 shows the partitioning for the cavity graph shown in Fig. 1(b2) .
It is clear that neither one of the subgraphs produced from the partitioning corresponds to a pocket (see pocket representation in Fig. 2) . In order to identify and extract the Fig. 1(b2) corresponding to the two pockets of the involved part. However, neither (a) nor (b) matches the template for a pocket primitive, because in (a), the link 3-1 is needed before the representation matches a pocket template, and in (b), the link 6-2 is needed to obtain a pocket template. Fig. 1(b2) augmented with the virtual links 3-1 and 6-2. The augmented cavity graph is readily partitioned into two maximal constituents, (b1) and (b2), each of which represents one of the pockets in the depression of the part.
two pockets for the part in Fig. 1(b1) , the cavity graph in Fig. 1(b2 ) must be augmented with two links, 3-1 and 6-2, and then correctly partitioned. The new cavity graph produced by augmenting the original cavity graph with these two links is shown in Fig. 4(a) , and the subgraphs which result from its partitioning are shown in Fig. 4(b) . It is clear that the subgraphs in Fig. 4(b) correctly identify the pockets in the depression of the given part. Deÿnition 3. Virtual links: Suppose a depression with cavity graph G consists of the features f1; f2; : : : ; fn, with the corresponding representations g1; g2; : : : ; gn; then the set of links of {g1 ∪ g2 ∪ · · · ∪ gn} − G are referred to as virtual links (provided that this set is not empty).
In other words, virtual links are set of links which are not present in the cavity graph of a depression, but whose augmentation results in a supergraph which is isomorphic to the union of the representations for the involved features, and hence can be partitioned to obtain these features. In general, the number of required virtual links as well as their identity for a given depression are not known in advance. Therefore the problem of combining di erent geometric and topologic evidences to determine the features can be stated as follows in terms of virtual links and partitioning.
Problem statement: Given a depression, generate and combine di erent appropriate evidences based on the existing geometric and topologic relationships to determine the necessary virtual links, augment the existing cavity graph with the determined virtual links, and then partition the resulting cavity graph to extract the features. Fig. 5 shows the schematic diagram for the overall solution approach. The algorithm starts with the construction of a cavity graph for the depression of a given part from its solid model representation. Following the cavity graph construction, the algorithm proceeds to perform a graph partitioning over the cavity graph to determine whether the current cavity graph can be decomposed into subgraphs representing embedded primitive features. Due to feature interaction, the resulting subgraphs may not correspond to the desired primitive features. The Dempster-Shafer reasoning is subsequently activated to recover the virtual links. Geometric and topologic evidences are aggregated to determine the most probable set of links as virtual links. The original cavity is then augmented with the determined virtual link(s) and graph partitioning the reconstructed cavity graph results in a set of subgraphs that represent the embedded interacting features.
Feature extraction using Dempster-Shafer theory
The Dempster-Shafer theory
The Dempster-Shafer (D-S) approach [31] o ers a systematic and consistent mechanism to represent and propagate uncertainties in a coherent manner by aggregating the available geometric and topologic evidences. According to the D-S theory, the set of all possible outcomes (the sample space) in a random experiment is called the frame of discernment (FOD) denoted by Â. For example, if we toss a fair coin twice, the set of all outcomes could be described as {hh; ht; th; tt}, where 'h' and 't' represent the head and tail of the coin respectively. The frame of discernment is therefore Â = {hh; ht; th; tt}. Subsets of Â are referred to as events or hypotheses. A major assumption in D-S theory is that elements of Â must be mutually exclusive and exhaustive to each other. This assumption implies that one and only one element in Â could be correct. Later, we will demonstrate the limitation of this assumption and propose a method to overcome this limitation.
According to the D-S theory, a number in the range [0; 1] inclusive is used to indicate the belief in a hypothesis (or a set of hypotheses) given a piece of evidence. This number, referred to as basic probability assignment (bpa), expresses the degree to which an evidence conÿrms a hypothesis. It measures the belief assigned to the hypothesis from the evidence.
Given two bpa's m1() and m2() discerned in the same frame, their combined e ect can be computed using the Dempster's rule of combination as
where
The combination rule states that representing the combination of m1 and m2 apportions the total amount of belief among the subsets of Â by assigning m1(A)m2(B) to the set resulting from intersection of sets A and B. K is a normalization constant.
Identifying virtual links one at a time
A major assumption in D-S theory is that elements of Â must be mutually exclusive and exhaustive. This assumption implies that one and only one element in Â could be the correct outcome. Hence, given a frame of discernment containing all potential virtual link, the assumption means that one and only one potential virtual links can be a virtual link. This assumption is too restrictive since it is possible to have multiple virtual links. To overcome this limitation, we propose an approach that employs an iterative feedback loop during the evidence aggregation process, with one virtual link being determined at a time. This approach continues iteratively until graph partitioning of the latest cavity graph results in subgraphs that represent the union of the involved primitives. While observing the mutual exclusiveness assumption, this approach manages to identify all virtual links. The example part shown in Fig. 1(b) will be used to explain the proposed approach.
Construction of the frame of discernment
To identify virtual links, a hypothesis space is required. In this research, the hypothesis space H should contain all the potential virtual links. Hence, elements of H consist of links in the complement of the cavity graph. For example, for the cavity graph shown in Fig. 1(b2) , the six links in the complement of the cavity graph form a hypothesis space H = {f 1f 3; f1f6; f2f3; f2f6; f3f6; f4f5}, where fmfn represents a link between node m and node n in the cavity graph.
Given the hypothesis space, a frame of discernment can be constructed. The frame of discernment Â should contain all possible potential virtual links. For the example part shown in Fig. 1(b2) , we have: Â = H = {f1f3; f1f6; f2f3; f2f6; f3f6; f4f5}:
Evidence generation
To identify virtual links, evidences are required. Evidences, which describe topologic and geometric relationships, support or disconÿrm hypotheses in the hypothesis space through a measure of conÿdence or a basic probability assignment (bpa). Each evidence by itself may not be su cient to irrefutably conÿrm or disconÿrm subsets of the frame of discernment, but the collective knowledge of these evidences should provide us strong indication about the correct choices. In this approach, we have developed face-based evidences for employment in the above frame of discernment (Eq. (2)).
Face-based evidences consider particular geometry and topology between a pair of faces and relate the particular observed geometric and topologic relationship to the possible existence of a virtual link between the given pair of faces. For example, it is more probable to have a concave intersection and hence a virtual link between a pair of planar faces which are nearly perpendicular, than between a pair of planar faces which are nearly parallel. Therefore, observation of surface perpendicularity in the CAD solid model description of the faces can be used to assign a higher belief to the hypothesis for a virtual link between them. Similarly, convexity between two faces is an evidence that strongly disconÿrms the existence of a virtual link between the involved faces. For example, a higher bpa value is assigned to a link with two concave faces than to a link with convex faces. Speciÿcally, the bpa assignments are based on the following rules. • If two faces fi and fj have almost parallel principle normals, assign m({(fifj)} c ) = 0:8.
Based on the above rules, the BPA assignments for the example part shown in Fig. 1(b) can be summarized in Table 1 .
Experimental results
Given the frame in Eq. (2), the Dempster's rule of combination was then used to aggregate the face evidences in Table 1 BPA assignments by face-based evidences for the example part Table 2 Combined BPAs for the example part shown in Fig. 1(b) Links Combined BPAs
0.000 {f 6 f 1 } 0.000 Table 1 . Table 2 gives the aggregated beliefs in each of the six potential virtual links. Links with highest beliefs are shown in bold in Table 2 . They are links {f3f1} and {f6f2}. Due to the mutual exclusiveness assumption, only one of the six link can be a virtual link. If we choose any one of the two and add it back to the original cavity graph, partitioning the newly modiÿed cavity graph still cannot result in subgraphs representing correct primitive features, which means the need for additional virtual links. Repeating the above process until the latest partitioned cavity graph can result in subgraphs representing the embedded primitive features. For our example, this process repeats twice with two virtual links {f3f1} and {f6f2} identiÿed consecutively. The latest augmented cavity graph is shown in Fig. 4(a) , where the two augmented virtual links are shown by dotted lines. Partitioning the modiÿed graph identiÿes two pockets, one with base-face 1 and side-faces 2-5, and the other with base-face 2 and side-faces 1,4,5,6, as form features of this object. This is the correct interpretation for the example part.
Identifying multiple virtual links
One obvious disadvantage with the above approach is that it cannot determine multiple virtual links simultaneously due to the mutual exclusiveness assumption. It needs several iterations to recover all necessary virtual links. For each iteration, it constructs a hypothesis space, frame of discernment, and then performs evidences-gathering and aggregation. This greatly increases the computational complexity. In this section, we propose a method for identifying multiple virtual links simultaneously while still observing the mutual exclusiveness assumption.
Construction of the frame of the discernment
Dealing with multiple cause sources, i.e., the simultaneous presence of several correct hypotheses, adds considerable complexity to the inference process and problem formulation due to the mutual exclusiveness constraint. However, several approaches have been suggested to address this issue. One way to overcome this di culty is to choose Â to be the set of all subsets of singleton hypotheses. The disadvantage of this approach is its computational problems. An alternative is to apply D-S theory after partitioning the set of hypotheses into groups of mutually exclusive hypotheses (a group of competitive hypotheses), and then consider each group as a separate frame of discernment. This approach, however, requires partitioning rules, which may not be derived easily.
A novel approach was developed in this research for handling multiple virtual links. In this approach, we use the same hypothesis space as before, i.e., the hypothesis space H consists of all potential virtual links. The main di erences between this approach and the earlier approach are the formulation of the frame of discernment and the interpretation of the evidences. Unlike the frame in the earlier approach, which contains only all the potential virtual links (only singleton hypotheses). In this approach, Â is selected to include all subsets of the set of potential virtual links. For the example shown in Fig. 1(b) , we may choose Â to contain all subsets of all possible missing links, i.e., a total of 26 elements in Â, as shown below: Â = {{f 1f3}; {f1f6}; {f2f3}; {f2f6}; {f3f6}; {f4f5}; {f1f3; f1f6}; {f1f3; f1f6}; : : : {f1f3; f1f6; f2f3}; {f1f3; f1f6; f2f6}; : : : {f1f3; f1f6; f2f3; f2f6}; {f1f3; f1f6; f2f3; f3f6}; {f1f3; f1f6; f2f3; f2f6; f3f6}; : : : {f1f3; f1f6; f2f3; f2f6; f3f6; f4f5}}:
One disadvantage with this frame formulation is the computational complexity caused by the huge number of elements in the frame. Given n singleton hypotheses, there would be 2 n subsets or 2 n hypotheses included in the frame. An even bigger number may result if we consider the subsets of the 2 n elements in Â. This problem can be overcome by using domain-speciÿc heuristic knowledge to signiÿcantly reduce the scope of the problem, based on the assumption that only certain elements in Â are of semantic interest to us. Those elements can therefore be selected to form a much smaller frame. For this research, the frame pruning is based on the heuristic assumption that an evidence bearing directly on a hypotheses in the frame points to its presence, while non-evidence on a hypothesis in the frame points to its absence. This also applies to negative evidences since a hypotheses with negative evidences should be preserved to evaluate their impacts on other hypotheses. With very limited evidences, this assumption ensures that a large number of hypotheses in the frame would be pruned, resulting in a manageable size of frame of discernment. Consider the frame in Eq. (3) for example, where a frame of this size is not manageable and therefore must be reduced. Based on the pruning assumption and the available evidences, we can prune the elements in the above frame to obtain the new frame as shown below. All hypotheses in the new frames have evidences bearing directly on them. Â = {{f1f3}; {f1f6}; {f2f3}; {f2f6}; {f3f6}; {f4f5}; {f1f3; f2f6}; {f1f3; f3f6}; {f1f3; f2f6; f3f6}}:
Feature evidences
While the combination of the face-based evidences exerting impact upon singleton subset of Â may sometimes indicate which hypotheses should be preferred over others, the face-based evidences by themselves may be insu cient for deciding the correct choices, because they only carry local information about the object. They are only concerned with the geometry and topology between two faces. Furthermore, the face-based evidences do not allow us to directly exploit the hypotheses at di erent abstraction levels, because they only interact with hypotheses of the singleton subsets of Â.
Another type of evidence, referred to as feature-based evidences, was therefore developed. Feature-based evidences provide and integrate information which is more global and may encompass one or more potential virtual links. For example, a group of faces may satisfy certain properties which are commonly found in pockets (e.g. in a group of side-faces, forming a loop, each side-face is concavely adjacent to two other neighboring side-faces), then this information about this collection of faces is used by a feature-based evidence to support the hypothesis for those virtual links involved in such a pocket .
Feature-based evidences may simultaneously support one or more virtual links. Consequently, these evidences may exert their impact upon non-singleton subsets of . For instance, in terms of our example object shown in Fig. 1(b) , the collection of faces 1-5 satisfy most properties of pockets including the above stated property that every side-face (2-5) is concavely adjacent to two other side-faces. As a result, the subgraph representing a pocket by this collection of faces constitutes a pocket feature evidence supporting the hypothesis for a virtual link between 1 and 3. It is clear that in supporting or disconÿrming a virtual link between a pair of faces, feature-based evidences consider and evaluate the relationships of those faces with their surrounding faces and edges (topologic entities). Thus, they represent and apply information at a higher level of abstraction.
As required by the earlier approach, where each evidence is associated with a bpa to indicate the belief in a hypothesis (or a set of hypotheses) given an evidence, a bpa is also required for this approach to indicate the belief in a hypothesis given an evidence. Since feature evidences are positive evidences, bpa's are always assigned directly to links supported by the evidences rather than to their complements. The numerical values of bpa's are determined empirically. Two values of 0.9 and 0.6 are used. While 0.9 is assigned to feature evidences containing only one potential virtual link, 0.6 is assigned to evidences containing more than one potential virtual links. The rational is that there is less ambiguity associated with evidences that have fewer virtual links and therefore higher belief should be assigned to the hypotheses concerned.
Evidence interpretation through the principle of association
The frame of discernment shown in Eq. (4) contains both singleton and non-singleton elements. Further, the multi-link (non-singleton) elements in the frame represent the conjunction rather disjunction of its constituents. The available evidences must, therefore, be interpreted di erently. A theory of principle of association was developed through this research to assign beliefs to hypotheses in a coherent and consistent manner. The principle of association relates an evidence to all hypotheses that are implied by the evidence. For example, any evidence that conÿrms the link 1-3 signiÿes its support for any hypotheses, be it singleton or composite, that contain the link 1-3 or a proposition set of {{f 1f3} or {f1f3; f2f6} or {f1f3; f3f6} or {f1f3; f2f6; f3f6}} for our example part. For this research, this principle of association can be summarized as follows:
• An evidence conÿrming a link or a set of links in a frame actually commits its belief to a proposition that contains all disjoint elements of the frame that contain the link or the set of links.
• An evidence disconÿrming a link or a set of links in a frame actually commits its belief to a proposition that contains all disjoint elements of the frame that do not have the link or the set of links.
Based on these principles, the evidences in our example can redirect their beliefs to proper hypotheses.
Experimental results
In this section, we will show an example of the implementation of this new approach to determine multiple virtual links simultaneously. The example part is shown in Fig. 1(b) . The hypothesis space H consists of links from the complement of the cavity graph. For the example, H includes links f 1f3, f1f6, f2f3, f2f6, f3f6, and f4f5. The frame of discernment is obtained by including all the subsets of the potential virtual links, followed by a pruning of the initial frame to eliminate the impossible hypotheses as shown in Eq. (4). Both face and feature evidences are applicable to this approach. Therefore, by applying both face Table 3 Combined BPAs for the example part shown in Fig. 1(b) m T ({f 1 f 3 ; f 2 f 6 }) = 0:532 m T ({f 1 f 3 }; {f 1 f 3 ; f 2 f 6 }) = 0:039 m T ({f 1 f 6 }; {f 1 f 3 ; f 2 f 6 }) = 0:039 m T ({f 1 f 3 }; {f 1 f 3 ; f 2 f 6 }; {f 1 f 3 ; f 2 f 6 ; f 3 f 6 }) = 0:009 m T ({f 2 f 6 }; {f 1 f 3 ; f 2 f 6 }; {f 1 f 3 ; f 2 f 6 ; f 3 f 6 }) = 0:009 m T ({f 1 f 3 ; f 2 f 6 }; {f 1 f 3 ; f 2 f 6 ; f 3 f 6 }) = 0:141 m T ({f 1 f 3 ; f 2 f 6 ; f 3 f 6 }) = 0:231 evidences and feature evidences to the frame in Eq. (4), by using the principle of association, and then by combining them using Eq. (1), we obtain the combined bpa for the hypotheses shown in Table 3 . (a2) show an example object with non-trivial feature interactions and its depression. In (b) the solid lines show the cavity graph of the depression, which [3, 11] means that two faces 3 and 11 are uniÿed and are represented by one node. Only if the original cavity graph is augmented with three virtual links as shown in (b) by dashed links the form features of the object can be correctly identiÿed and extracted.
Since hypothesis {f1f3; f2f6} has the highest belief committed to it, it is selected and as a result, the most probable virtual links are link 1-3 and link 2-6. This result is the same as the results obtained through the earlier approach. By comparison, it is clear that this approach has the advantage of identifying all virtual links simultaneously, greatly reducing the computational complexity.
Another example
Before we conclude, we would like to show the application our approach to an non-trivial example object and discuss the implementation methods and experimental results. Fig. 6 presents the geometry of the part, along with its cavity Table 4 All possible single-link hypotheses for the example part shown in Fig. 6(a). (i; j) (9, 10) graph representation. A total of 27 single-link hypotheses may be generated. They are given in Table 4 . The frame of discernment constructed from the above singleton hypotheses is too large (2 27 ) for e ective evidence aggregation. It contains many hypotheses which are useless or irrelevant. Some of the multi-link hypotheses may even represent impossible hypotheses. For example, a hypothesis (e.g., h8) may include a link resulted from the intersection between two faces (faces 2 and 6) which are geometrically parallel. As a result, the original frame of discernment must be pruned so that only hypotheses with direct evidence are preserved in the new frame of discernment. Both the face-based and feature-based evidences are used for pruning. A total of 37 face evidences and 6 feature evidences were produced. The face-based evidences exert their impact on the singleton link hypotheses (so all singleton hypotheses are preserved) while the feature-based evidences impact both the singleton and multi-link hypotheses.
In order to ÿnd and instantiate the applicable feature-based evidences, we followed the following implementation strategy. Di erent subsets of potential virtual links are added to the original cavity graph of the object, and subsequently the resulting graph is searched for possible features which Table 5 Combined BPAs for the example part shown in Fig. 6 contain some of these potential virtual links. If templates for such features are found which contain some of these virtual links, then the involved group of entities (faces and edges) are checked for particular relationships which are often found in a valid feature of the given template type. If these expected relationships exist, then an evidence is instantiated, and the appropriate likelihood assignment is made to support the hypothesis for the involved virtual links. The searching for the templates is an isomorphism algorithm and is implemented as a depth-ÿrst tree-search.
Two points should be made about this implementation method for generation of feature-based evidences. First, the evidences should be applied for the maximally possible feature template. For example, if a given virtual link can be supported by both a possible pocket, and a possible blind-slot, then as long as the pocket template subsumes the blind-slot template, we only instantiate a pocket evidence. This method prohibits multiple counting of dependent evidences that could be generated (Since a blind-slot template is a subgraph of a pocket template, it is possible that whenever a pocket template is found, a blind-slot template may also be found, and this could contribute to multiple counting of evidence). Secondly, in order for this depth-ÿrst tree-search method to work, we may not add the entire set of potential virtual links to the original cavity graph at once. Rather, at each time we need to add a subset of these potential links to the cavity graph, and search the new structure for possible features. Otherwise, if all nodes in this structure are connected by (potential) links, the template searching operation implemented as a subgraph isomorphism may not ÿnd some of the templates, and could produce incorrect results.
The new frame of discernment after pruning is Â = {h 1; h2; h3; h4; h5; h6; : : : ; h27; {h1; h2};
{h3; h4}{h3; h4; h5}}
After collecting the relevant face-based and feature-based evidences and the combination of the collected evidences over frame Â, the combined BPAs for each hypothesis in Â are given in Table 5 .
Since hypotheses {h1; h2} and h3 have the highest belief committed to them, they are selected and as a result, the most probable virtual links are links 1-8, 3-5, and 4 -7. Augmenting the original cavity graph with these links and partitioning it correctly identiÿes the form features for the object in Fig. 6 .
Conclusion
The main contributions of this research work can be summarized as introducing a method to represent and model knowledge with uncertainty in feature recognition, developing di erent classes of evidences based on the geometric and topologic relationships at di erent abstraction levels for e ective reasoning, and developing the principle of association, which enables us to identify multiple virtual links simultaneously by overcoming the mutual exclusiveness assumption of the Dempster-Shafer theory. Development of methods such as those described here is important for overcoming the non-uniqueness in topologic and geometric description of various features in di erent interactions. The non-uniqueness of feature descriptions in di erent interactions has been one of the major hindrances in automated identiÿcation and extraction of features from CAD solid models. Although the proposed methods can successfully extract the interacting features for many parts, much work still remains to be done. One immediate goal for us is to generalize the developed methodology to identify and extract features with curved surfaces from components with non-planar surfaces.
