Question 1: The title is still not appropriate. The focus is not on wind only, but on the whole concept of the new set of source terms. As seen from the graphs, the 10 m/sec case demonstrates better convergence with the fetch growth to theoretical self-similar prediction, than 5 m/sec one, which has the following explanation.
__________________________________________________________________
Question 3: The authors comment on the physical basis of the ZRP wind input by providing 4 arguments. These are valid arguments indeed, but in my opinion they miss my key comment. The ZRP wind input was derived by virtue of the implicit damping forcing the tail to an f-5 shape In Eq. (11) only source terms for Snl4 and Sinp exist, whereas no Sds term is present. So, only the COMBINATION of ZRP and implicit damping enables the self-similar spectra, but no conclusion can be drawn about the validity (or physical basis) of the individual processes of dissipation and wind input. It is interesting that this notion is expressed by the authors on page 2, see line 28 ( .. our explanation is simple but has the same consequences), and line 33 (..and INDIRECTLY confirmed …) . These statements cannot be considered as proof that each individual mechanism is based on first principles. i.e. a physical basis. Therefore my original questions remains: what is the physical basis of the individual source terms for wind input and dissipation?
Answer 3:The question is closely related to Weak Turbulence Theory (WTT) and the kinetic equation for waves as its major tool.
The Hasselmann Equation (HE) is the kinetic equation for surface ocean waves, besides another WTT applications, such as kinetic equations for plasma, spin and liquid helium waves. It is sad that the discussion of HE in the context of WTT has been neglected by major part of the oceanographic community for the lifespan of generations. This community accepts, nevertheless, HE as the basis of the operational wave forecasting models, therefore believing de-facto in WTT without understanding its ramifications.
The format of current communication is not to lecture WTT, it can be found in the book by Zakharov, Lvov and Falkovich (1992). We will only stop on relevant details of WTT, playng crucial role in the current manuscript.
To our understanding, the Referree questions can be re-formulated as follows:
1. "How one can get the wind input term from the HE, which doesn't care to contain any dissipation term, while dissipation and wind input processes are interconnected?" 2."How the self-similar solution and corresponding wind input term, obtained from dissipationless HE, can be in agreement with the implicit dissipation in the form of Phillips ω −5 tail?"
Let's start with the first question.
As per WTT, the four-wave nonlinear interaction generates direct energy cascade P from low to high wave-number, which is realized through the solution of HE in the form ε∼ P The qualitative part, explaining correspondence of direct energy flux association with KZ solutions and its absorbtion mechanism is explained above. But it's intuitively obvious that such replacement of energy absorbtion at the infinity by finite wave-numbers dissipation can correctly reflect power behavior of the spectrum, but possibly give the wrong level of the spectral energy.
There is a lot of freedom in choosing the dissipation term. Since there is no current interpretation of the wave-breaking dissipation mechanism, one can choose it in whatever shape she/he likes, but any particular choice will be questioned since it is an artificial one.
Because of that, our motivation was that at the current stage, we need to know the effective sink with the simplest structure. If we continue the spectrum from some specific point with Phillips A ω −5 law, which decays faster than equlibrium ω −4 spectrum, we will get some unknown form of dissipation. We don't know the corresponding analytic parameterization of this dissipation term, while don't say that it's not possible to figure it out in some way. But we know that its exhibition is in the form of Phillips spectrum ω −5 . One should note that this method of dissipation is not our invention. It was proposed by P.Jannsen and used in the WAM model, proper citation has been added.
The starting point of this "implicit" dissipation is still unknown. Now comes the experimental observation by Resio and Long, saying that that the transition from ω −4 to ω −5 spectrum happens approximately at the point f d =1.1 Hz . We are "forcing" the continuation of the ω −4 spectrum at this point by ω −5 . The spectrum amplitude at this junction frequency point is dynamically changing in time. What is important, is that this analytic continuation has inverse action to the whole wave energy spectrum, since on every time step the nonlinear interaction term S nl is calculated over the whole "dynamic" and Phillips areas. Therefore, the Phillips part of the spectrum "sends" the information about presence of the dissipation above f =1.1 Hz to the other parts of the spectrum.
The whole set of the input and dissipation terms is accomplished now with one uncertainty: the approach explained in the manuscript leaves one parameter arbitrary -the constant in front of the wind input term. We choose it from the condition of the reproduction of the field observations wave energy growth as equal to 0.05.
Question 4: The numerical implementation of the implicit damping in the form of a Phillips f-5 tail has still not properly been explained. Just noting that details are of secondary importance cannot be an excuse. A key requirement of any paper is reproducibility. Further, the choice of applying such a tail always from f=1.1 Hz may be valid in the range of wind speed observed in Resio and Long (2007) and here for U10=10 m/s, but it may fail for lower wind speeds. In the extreme of a wind speed of 1.15 m/s the Pierson-Moskowitz peak frequency coincides with 1.1 Hz. This limitation and the applicability for low wind speed should be discussed.
Answer 4: The all details of numerical implementation of the implicit damping in the form of ω −5 tails are included in the section 4.1 as per Referee request in the first review. We have nothing more to add to it. There is no any "criptic" content in it.
The Referee might be confused by the sentence "...the question of the finer details of the high-frequency "implicit" damping structure is of secondary importance, at the current "proof of the concept" stage". It just means that current approach to the "implicit" damping, starting at the fixed frequency f =1.1 Hz is obviously not universal one, but rather crude first approximation, which might be missing some finer detais of possible future, more sophisticated approach to the S diss term. But even such simple approach is able to produce consistent results. It is that simple.
As far as concerns Pierson-Moskowitz spectrum, its peak frequency is given by g 2 π U
. The transition to an f −5 spectrum eventually can be a dynamic variable as seen in the data of Long and Resio, but for now we just ensure that it is sufficiently high, that the transition does not feed back into the equilibrium range and peak-region solution. The frequency 1.1 Hz is the peak frequency for a wind speed of about 1 m/sec, which was appropriate for the simulations in our paper.
Thus, this limit does not pose a problem for general applications.
____________________________________________________________________
Question 5: On page 7, line 13 information is missing on the frequency range and spacing.
Answer 5: Corrected.
Question 6: In addition, applying the implicit damping and forcing the spectral shape for frequencies close to the peak frequency, degrades the wave model concept from a 3G-model to a 2.5 G model. This issue should also be discussed. It may limit the general applicability of this method in wave forecasting techniques
Answer 6: The assumption of a boundary condition at high frequencies (i.e. a transition to a different form) in no way degrades the solution. The Boltzmann integral becomes unstable at very high frequencies due to the fluxes coming into this zone. This boundary condition allows the fluxes to come into this zone, but does not significantly affect the solution upstream from the flux boundary. This is a totally appropriate boundary condition for this type of application. The boundary condition in existing 3G models is inferior to this, since they simply "turn the interactions off' at high frequencies. ____________________________________________________________________ Question 7: Page 8, line 15. Details of the numerical procedure are still missing. That details might be provided in a further paper is no excuse to omit them here. It can't be that difficult to describe these in a kind of pseudo-code which steps are taken in the numerical procedure.
Answer 7: The answer has been given in Answer 4, see also relevant Answer 3.
Again, the line 15 of the Page 8 simply states that there is more advanced analytical approach (Badulin and Zakharov 2012) to the formulation of the dissipation term (not necessary implicit), than used simple continuation of the spectrum by Phillips tail, but we don't need it to formulate current manuscript statements.
To avoid the confusion caused by this statement, the reference has been removed. This WTT technique gives multi-parameter self-similar solutions family of HE.
Next step is the choice of the single parameter solution based on using of Resio-Long regression line. Now we have HE with ZRP wind input term, but unknown coefficint in front of it and absent dissipation term.
The next step is independent of the previous ones and consists in adding the "implicit" dissipation term, which will help us to deal with finite phase volume -there is no inifinite phase volume in numerical simulation in the reality, right?
Now we are almost done with HE model suitable for numerical simulation. The only missed thing is the coefficient in front of the wind input term, it is unknown. If we carry some numerical simulation with some arbitrary chosen coefficient, we will get many right qualitative properties of HE, like ω −4 spectrum, spectral peak down-shift and peak frequency behavior in accordance with selfsimilar laws, but wrong level of spectral energy.
How can we handle that? That coefficient has to be chosen to get the same wave energy growth as was observed in field experiments.
At this step we are done with the construction of the HE model, Eq. (45).
Question 11: On page 9, line 2 the universality of the omega-4 for large frequencies is mentioned. This statement needs clarification as it is not clear what is meant with LARGE frequencies. Are these higher than 1.1 Hz? Looking at Figure 7 a typical spectral shape is seen with an f-4 region just above the peak frequency and a Phillips tail for larger frequencies.
Answer 11: The spectrum ω −4 , according to WWT, is realized for socalled "intertial" range, also known in oceanography as "equilibrium" range. Roughly speaking, it is the range between wave energy source (associated with the spectral energy peak) and beginning of the dissipation (frequency 1.1 Hz). One can't expect exact points of the beginning and ending of this spectrum, since they are smeared out due to transitions to the regions of energy input and dissipation.
The corresponding correction has been made. Question 17: The conclusions are a bit short. There is hardly a serious discussion on the application of this promising method for other cases including applications to lower wind speeds.
Answer 17: There is no problem with low wind speeds if we set the transition frequency to 2.0 hz.
Question 18: The range of applicability for other than academic 1D-cases is not discussed at all. As mentioned in PZ2016 the next step should be to test the applicability in 2D-field cases, but nothing is said about this. Neither about the applicability of implicit damping for low wind speeds when the value of 1.1 Hz may not be appropriate any more.
Answer 18: The transition to 2D case requires radical increase of the calculations volume. Currently, we learned to use parallel computations and intended to sharply accellerate the computations. That is the way to perform 2D simulations.
The question about applicability of the implicit damping for low wind speeds has been addressed in previous answers. The first fact is the transition process in the beginning of the simulation, when the wave system behavior is far from self-similar one. But the fit is build as power function, corresponding to selfsimilar solution, without taking into account the initial transition process, and that causes the systematic difference. This systematic difference could be diminished via parallel shift of the fit, which would take into account the initial transition process -that is just equivalent to starting the simulation at different time.
The second fact is the asymptotic nature of the self-similar solution, and it's quite natural to observe the convergence of the simulated wave system toward self-similar behavior with the fetch coordinate growing, as seen on Fig.3 .
In Authors opinon, the first fact is the major reason of systematic deviation.
The lines description is corrected.
Question 21: Figure 3 . Add the target value of p=10/7 and comment that the relative error is still 6%, which is clearly subjectively acceptable by the authors. It could also be noted that there is an asymptotic behavior for long duration. Whether this also occurs in nature, where conditions are less ideal, should be a point of discussion.
Answer 21: The target value p=10/7 has been added to the figure. The comment on asymtotic behavior of the self-similar solution with relative error of approximately 6% deviation from the target value p=10/7 for long duration added to the text.
As far as concerns what will happen when the conditions are less ideal. In nature, the varying forces will produce variations in the evolution of the wave spectrum, but it is critical to have the fundamental relationships to use as a basis for this evolution. which can be called "theoretical relationship".
Question 22: The range of applicability for other than academic 1D-cases is not discussed at all. As mentioned in PZ2016 the next step should be to test the applicability in 2D-field cases, but nothing is said about this. Neither about the applicability of implicit damping for low wind speeds when the value of 1.1 Hz may not be appropriate any more.
Answer 22: As noted previously, the transition frequency to the "flux dissipation zone" can easily be varied, without changing any of the practical implications of the methodology. It is clear that this approach would need more work to be extended to a generalized model, we believe that this would be a significant step forward in the basic physics of the models. Question 23: Figure 4 : the different lines in the figure are not explained in the legend and in the body text. It is puzzling why the fitted line has a systematic difference with the computed line. I wonder whether it is a fit at all. In case it is a fit, then the method how the fit was made should be explained. Discrepancy between the sign of q in the body text and in the figure has been corrected.
Question 25: Figure 6 : the magic target of p=1 is not plotted. The choice of the range along the vertical axis obscures the relative error of 10%, which is seemingly acceptable by the authors. Nowhere in the manuscript such differences are explained. Only subjectsive statements about 'goodness of fit' are made.
Answer 25: The magic target p=1 has been plotted.
The vertical axis range has been changed for better seeing the relative error of 10%.
The nature of this difference has been explained in the manuscript text.
Question 26: Figure 7 : the dashed lines are not explained in the legend. The legend along the x-axis is wrong. Although the frequencies are plotted on a log-scale, the actual frequencies are shown. So the legend should just be f (Hz). Note that the unit should be added. Further no comments are made on the regions in the spectrum where the spectrum adheres to either an f-4 of f-5 tail. Some guidance to actual values enhances the readability. Question 30: Figure 11 : The line types are not defined. The RMS error should be quantified. The range of values to which the dots refer should be mentioned as it is not yet stated which part of the simulation is covered. The convergence to theoretical results should be mentioned. Also, an explanation why the regression line has a systematic deviation to the computational results should be discussed. Usually, a fitted line has a certain minimum error and is close to the data points, but not here. Details about the fit procedure should be provided, at least for reproducibility. The comment regarding the range of the simulation the dots cover has been added.
The convergence to theoretical results was mentioned.
Question 31: Figure 13 : There is still an error of about 5% in the computed value of p. Wiggles appear in the simulation. This should be noted and explained in the context of this study. The choice of the range along the vertical scale subjectively improves the quality of the results. This may be OK, but only in combination with a quantitative assessment of the error.
Answer 31: As per previous Referee comment, we re-calculated the wave system evolution for lower wind speed of 5 m/sec, and Fig.13 is updated now with the new result.
It was answered above that the wave evolution for wind speed 5 m/sec is expected to be slower than for 10 m/sec due to weaker nonlinear interaction term. We observe, indeed, slower convergence of the calculated exponent to target exponent value p=1 for 5 m/sec case, than for 10 m/sec case. The deviation of 10 m/sec case exponent from target value does not exceed the error of about 5%, while for 5 m/sec case doesn't exceed the error of about 20%. The role of relatively short in time non-self-similar evolution of the wave system at the very beginning should be noted as well as the factor contributing to the deviation from the target value of exponent p=1.
The small amplitude wiggles of the exponent evolution are attributed to the limited number of quadruplets used in the simulation. Answer 33: The text has been added in the body of the manuscript.
The sign of q has been fixed.
Question 34: Figure 16 . Here is good agreement, but also some wiggles appear in the solution.
