recommendation that investigators routinely include plots of appropriate means along with 95%confidence intervals or some other indication of variability has considerable merit, yet we agree with Morrison and Weaver (1995) that such plots can supplement but not supplant the usual reporting of analysis of variance results. Providing them may be easier than Loftus and Masson (1994) indicated, especially when error bars are understood as supplemental descriptive devices. We suggest a general, unified approach that applies to the explication of both between-and within-subjects effects. Variability is estimated separately for each group of scores identified as different by analysis because this serves description better. Raw scores are used for between-subjects effects, scores adjusted for between-subjects variability for within-subjects effects. All computations and figures are easily effected using common spreadsheet programs.
In a recent series ofarticles in this journal and elsewhere, Loftus (1991 Loftus ( , 1993a Loftus ( , 1993b argued for replacing traditional analysis of variance (ANaYA) results with pictorial representations of those results based on error bars, which he referred to as a plot-plus-error-bar (PPE) approach. He argued that traditional hypothesis testing emphasizes a binary yes-it-is or no-it-isn 't decision (see also Cohen, 1990; Rosnow & Rosenthal, 1989 ) that obscures two critical aspects ofany study, the strength of the associations between variables (i.e., the magnitude of the effects) and the relations among parameters, whereas error bars render these important aspects visible.
In response, Morrison and Weaver (1995) argued that presentation oferror bars may supplement, but cannot supplant, standard hypothesis-testing procedures. Although agreeing that error bars are often useful and desirable, Morrison and Weaver noted that when designs include repeated measures or within-subjects factors, the definition and computation of the appropriate standard error is unclear. Loftus (1995) agreed that whatever one does technically, insight into research questions remains paramount and, drawing on another recent paper (Loftus & Masson, 1994) , proposed definitional and computational solutions to the technical issues Morrison and Weaver raised concerning within-subjects error bars.
Error bars are of many kinds. Discussing Loftus's PPE approach in general, Morrison and Weaver (1995) asked, why the standard error? If the intent is to provide a descriptive measure of variability, why not simply use the standard deviation or some other descriptive measure?
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But ifthe intent is to use a confidence interval to support statistical inference, Morrison and Weaver ask, is not the PPE approach dangerously close to hypothesis testing, the very thing Loftus would replace? In reply, Loftus (1995) wrote that "hypothesis testing and confidence intervals entail different kinds of basic logic (the former testing the plausibility of a data set given some null hypothesis, and the latter directly describing a pattern of population parameters)" (p. 59). We would rephrase this, stating instead that hypothesis testing and confidence intervals (or error bars generally) serve different purposes, the former dealing with null hypotheses and the latter with description. As Morrison and Weaver (1995) noted, analysis has unique strengths not totally replicated by Loftus's PPE approach. Yet Loftus, in an attempt to argue that PPE "can usefully supplement, or even replace, standard hypothesis-testing procedures" (Loftus & Masson, 1994, p. 476) , proposed computations guided more by hypothesis testing than by pure descriptive concerns. In the case of repeated measures, we believe, this led Loftus (1995; Loftus & Masson, 1994) to propose unnecessarily problematic and complicated formulas.
Our particular concern lies with repeated measures, specifically the graphic presentation of results of ANOYAs that include within-subjects factors because, as Loftus argued (1993b), error bars (or something similar) can portray magnitude of effects clearly. Yet error bars in a repeated measures context are almost never provided, probably because, as Morrison and Weaver (1995) noted, the appropriate calculations have not appeared in any literature routinely available. Thus the formulas in Loftus and Masson's (1994) article represent a welcome advance. Still, we find some minor aspects of their formulas troubling and believe, once error bars are viewed as a purely descriptive device, considerable simplification is possible. The simpler and more general formulas presented here make preparation of the sorts offigures Loftus (1993b) Copyright 1996 Psychonomic Society, Inc.recommended easy whether or not analyses include within-subjects factors. Moreover, the required computations and figures can be produced using nothing more complicated than a contemporary spreadsheet program, demonstrating (yet again) the advantages of the microcomputer age Loftus (1993b) eloquently described.
Pooled Versus Separate Estimates of Variability
The usual factorial ANOYA, whether or not withinsubjects factors are included, identifies groups of scores whose means differ significantly. As an example, consider a study conducted by Turkheimer, Bakeman, and Adamson (1989) . The data analyzed here (modified somewhat for expository purposes) represent 6 male and 6 female infants observed when they were 12, 15, and 18 months ofage playing with a peer; thus the analysis included one between-and one within-subjects factor (gender and age, respectively). The dependent measure was level of play, which was the highest level ofplay noted during each session at a given age (for definitions, see Turkheimer et aI., 1989) . Had the gender X age interaction been significant, we would have segregated the 36 scores into six groups of six scores each representing the crossclassification by gender and age, and reported their six means. Had the main effect for gender been significant, we would have formed two groups of 18 scores each, and reported means for the male and female groups. Finally, had the main effect for age been significant, we would have formed three groups of 12 scores each, and reported means for the scores of the 12-, 15-, and 18-month olds.
Error bars (whether based on standard deviations, estimated standard errors of the mean, 95% confidence intervals, or some other measure of variability), when graphed together with the means identified as significantly different by the ANOYA, suggest stronger effects when they are small relative to the differences between means and suggest weaker effects when they are large relative to the differences between means. When variability for the groups of scores under consideration is relatively homogeneous (which most standard statistical texts cite as a requirement ifp values assigned ANOYA F ratios are to be reasonably accurate), Loftus and Masson (1994) have recommended using a pooled measure (i.e., a measure of variability averaged over the groups of scores). However, when homogeneity of variances is violated, Loftus and Masson have suggested measures computed separately for each group. The formula they recommend for between-subjects factors is standard and straightforward, but the one proposed for within-subjects factors seems more problematic. Pooled formulations are appealing because then estimates of variability derive directly from the (pooled) mean squares of ANOYA, thereby ensuring that pictorial representations (assuming 95% confidence intervals) lead to the same conclusions as ANOYAs (assuming a = .05), which provides justification for Loftus's (1993b) claim that the PPE approach can supplant hypothesis testing. However, if analysis and description are regarded as PICTURING REPEATED MEASURES 585 separate enterprises, with description supplementing but not supplanting analysis, it makes more sense to estimate variability for each group of scores separately. Separate estimates have several advantages. They graphically portray the degree of variance heterogeneity, whether extreme or not, and do not obscure it, as pooled estimates do. Thus separate estimates not only aid data screening, and may lead us to question the accuracy ofp values based on homogeneity assumptions, but they are also more informative descriptively. Moreover, their use frees the investigator from having to decide when heterogeneity has become sufficiently large to abandon the pooled approximation. Only one formula, not two separate formulas, is needed; when variance is heterogeneous, separate formulas reveal it, and as variance becomes more homogeneous, separate formulas and pooled ones produce increasingly similar results.
An additional reason to prefer separate estimates exists. If variance were especially heterogeneous, we might decide to examine group differences using a test other than the usual parametric ones. For example, permutation tests might be used (Edgington, 1987; Good, 1994) , and they do not produce pooled error terms.
Types of Error Bars
As mentioned earlier, error bars are ofmany kinds. The 95% confidence intervals are appealing because, when pooled estimates ofvariance are used, they mirror ANOYA results. But when postanalysis description is the goal, the type of error bar used-whether any of those mentioned earlier or some other type, such as box-and-whisker plots (Tukey, I977)-probably does not matter much as long as the type is clearly identified. The examples in this article use 95% confidence intervals, not for the inference they mayor may not provide, but because they are widely used and understood, and also for comparability with Loftus (1993b Loftus ( , 1995 Loftus & Masson, 1994) . However, like Morrison and Weaver (1995) , we recognize that other possibilities would serve equally well.
Error Bars and Between-Subjects Designs
Given a between-subjects effect, error bars (95% confidence intervals determined separately for each group) are easily computed, as we demonstrate in this section. There is little controversial or new here, only computations that are routinely included in basic statistic texts. The only formula needed to compute 95% confidence intervals is 1 -
where, using Loftus's notation (Loftus, 1995; Loftus & Masson, 1994) , nj represents the number of scores for the jth group and MSWj is SSj divided by nj -1. In other words, the quantity identified with the radical sign is the familiar standard error of the mean. Error Bars and Within-Subjects Designs Given a within-subjects effect, graphing the most informative confidence intervals may be especially important. Paralleling their advice on between-subjects effects, Loftus and Masson (1994) have recommended that error bars be based on a pooled error term when variances seem reasonably homogeneous and on separate error terms when they are not. In the case of analyses that include repeated measures, assumptions of equal variances-referred to as "sphericity"-are more complex and violations more consequential than for between-subjects analyses (Keppel, 1991; Kirk, 1982 ; for technical details, see Greenhouse & Geisser, 1959) . All the more reason, we would argue, to compute separately estimates of variability for the groups of scores identified as different by analysis. First, the tenability of the assumptions underlying the analysis are readily examined; second, description of the data is enhanced. If analytic assumptions seem untenable, investigators may apply various corrections or abandon parametric tests completely, according to their reading of the literature. For these and all the reasons given earlier, our suggestion that error bars always be based on error terms computed separately for each of the groups of scores identified by the analysis applies with perhaps greater force in the case of repeated measures.
Yet how should separate error terms be computed for within-subjects effects? Recall that Morrison and Weaver (1995) noted this as problematic. Loftus and Masson (1994) stated the problem clearly: Equation 1 seems intuitively wrong because it includes variability due both to individual subjects and to the effect ofthe within-subjects variable (e.g., age). When between-subjects variability is relatively large, confidence intervals based on Equation 1 may show considerable overlap and so be at odds with analytic results that reveal an effect of the withinsubjects variable. This apparent discrepancy occurs because Equation 1 is based on raw scores, whereas the analysis of the within-subjects effect is based on scores adjusted for between-subjects differences-scores that usually have less variability. Indeed, statistical texts often counsel investigators to use repeated measures analyses when feasible because of their greater power, which is gained by statistically controlling for between-subjects variability.
Thus, if a pooled confidence interval is desired, computations should be based on the MS s x p , where S represents subject and P the within-subjects factor, as Loftus Table 2 ). The resulting error bars, based on both separate and pooled estimates, are shown in Figure 1 . Both separate and pooled error bars corroborate the moderate gender effect revealed by the ANaVA, but the separate error bars show, in addition, that variability for the females is more than twice that for the males, and so seem descriptively more informative.
Consideration of the gender X age example introduced earlier shows both the simplicity of the computations and the difference between presentations based on pooled and separate estimates of variability. An ANaVA of these data revealed a main effect for gender (an ANaVA source table for this analysis, presenting R 2 information as recommended by Bakeman, 1992 , is given in Table 1 ). To explicate this between-subjects effect, including presentation of error bars, first mean scores (averaged over the three ages) were computed for each infant, then standard errors ofthe means were computed for these average scores, separately for male and female groups. The confidence intervals based on the separate variance estimates are
The confidence interval based on the pooled variance estimate (see Loftus & Masson, 1994) (2) peated measures analysis, predicted scores are the mean scores for each subject; thus, as Loftus and Masson (1994) noted, adjusted scores are
where i andj index subject and repeated measure and Wij and Yij represent adjusted and raw scores, respectively; Y i . is the mean score for .each subject across repeated measures and Y.. is the grand mean for all scores. Figure 2 shows the raw scores for the example data and Figure 3 shows the adjusted scores. A comparison of these two figures reveals, precisely and graphically, the effect of controlling for between-subject variability.
However, instead of applying Equation 1 to the adjusted scores for each within-subjects group, Loftus and Masson (1994) recommended that the confidence interval for conditionj be based partly rather than solely on the interaction variance from conditionj. The equation they recommended is
where A indicates the within-subjects factor, age, and MS S X A is the within-subjects error term from Table 1 . Yet,as argued earlier, this obscures possible heterogeneity and so compromises accurate description. The solution is straightforward: Equation 1 is applied, not to raw scores, but to scores adjusted for between-subjects variability. The use of adjusted scores is central to Loftus's solution (1995; Loftus & Masson, 1994) , although he terms them "normalized scores" and complicates matters in ways we describe shortly. Interestingly, Morrison and Weaver (1995) understand Loftus and Masson to recommend what we also recommend: They write that "standard error estimates can and should be calculated separately for each mean, using ... the residual within-cell variances (after removing the between-subjects effects) in the repeated measures design. Indeed, this course of action is recommended by Loftus and Masson (1994) " (Morrison & Weaver, 1995, p. 53) . YetLoftus and Masson embellish on Morrison and Weaver's understanding in ways that we believe are unnecessary and needlessly complicated.
The adjusted scores themselves are not the issue. As suggested by Table I , an analysis that includes repeated measures and an analysis of covariance (ANCOYA) are similar (Bakeman, 1992) . In the case of a repeated measures analysis, the subject factor serves as the covariate; and to adjust for a covariate, the deviation of predicted scores (based on the regression) from the grand mean is subtracted from raw scores (Bakeman, 1992) . For a re- Figure 2 . Data indicating level of play with peers for 6 male and 6 female infants observed at 12, IS, and 18 months of age. and the prime after MS signals a mean square based on adjusted and not raw scores. Derivations for these equations are given in Loftus and Masson (1994, Appendix B) and are based on the algebra of expectations applied to the ANOYA model for repeated measures. But why use the ANOYA model at all, unless as suggested earlier one wants to replace analysis with a figural representation, which we believe compromises both. For descriptive purposes, it is neither necessary nor desirable to reference scores from other groups, as Equation 3 does.
Equations 2 and 3 have additional problems. As Loftus and Masson (1994) noted in their Appendix B, Equation 3 can result in a negative value. They recommended that in such cases one could use the overall estimator or 
o L·mal e '0 female Figure 3 . Data indicating level of play with peers for 6 male and 6 female infants observed at 12, 15, and 18 months of age, adjusted for between-subjects differences.
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are three error terms. They correspond to the interactions of subjects with factor P, factor Q, and the P X Q interaction, and can be symbolized MSs x p, MS s x Q, MSsxPxQ' When the error terms are all roughly equal, Loftus recommends pooling them, in effect treating the design as if there were a single within-subjects factor with pq conditions. Pooled confidence intervals would.then be based on the single error term, MS s x PQ'
The purpose, although Loftus and Masson (1994) did not state so explicitly, is to explicate a significant P X Q interaction. If only the P main effect were significant, for example, then p means would be reported on the basis of scores collapsed over levels of Q. Pooled confidence intervals would be based on MS s x p, although, as argued earlier, we would recommend separate confidence intervals for the p groups based on the standard errors of the mean for the collapsed scores adjusted for subjects. Similarly, given a significant P X Q interaction, we would report the pq means and base confidence intervals on the standard errors of the means for the pq groups, after scores had been adjusted for subjects. Loftus and Masson (1994) offered a number of suggestions for when error terms are not roughly equal. In our view, several of them admit to various interpretations (e.g., "selecting patterns of means or contrasts that are of greatest interest;" Loftus & Masson, 1994, p. 485) and, again, seem to represent attempts to reproduce ANaVA results graphically. Indeed, in their abstract, Loftus and Masson noted that the pooled confidence interval for within-subjects designs "is based on the same error term as is the corresponding ANaVA, and hence leads to comparable conclusions" (p. 476). As we have argued throughout, this strikes us not as a strength but as a problem. 
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The resulting error bars, based on the separate confidence intervals just computed and the error bars that would result from Loftus and Masson's (1994) Equations 2 and 3, are shown in Figure 4 . Visual inspection suggests that the separate estimates better reflect the variability of the adjusted scores portrayed in Multifactor Designs and Post Hoc Tests Loftus and Masson's (1994) A second useful property of the pooled within-subjects confidence interval, Loftus and Masson (1994) argued, is that "it is related by a known factor (Y2) to a confidence interval of the difference between sample means; accordingly it can be used to infer the faith one can put in some pattern of sample means as a reflection of the underlying pattern of population means" (p. 476). Thus Loftus and Masson are, in effect, offering another post hoc test. Consistent with our argument that analytic and descriptive concerns should be kept separate, we would leave it to investigators to select whatever approach to post hoc testing they find compelling, recognizing that their choices are many and sometimes confusing (for an overview, see Keppel, 1991 ; for an in-depth treatment, see Hochberg & Tamhane, 1987) . However, Loftus and Massons's comments are helpful. For example, several post hoc tests require a pooled error term (e.g., Tukey's honestly significant difference test). Given a significant P X Q interaction, and a desire to compare the pq means pairwise, Loftus and Masson correctly indicated that MS sx PQ should be used, whereas at least one text (Bakeman, 1992) has indicated MSsxPxQ incorrectly. Loftus's (1993b Loftus's ( , 1995 recommendation that investigators routinely supplement ANOVA results with plots of the appropriate means along with 95% confidence intervals or some other indication of variability makes considerable sense. It moves us away from an overly simplified binary view of hypothesis testing and an undue emphasis on statistical significance and reminds us, graphically, of the power and pattern of our results.
Summary and Recommendations
We believe this is even simpler to do than one might think from reading Loftus and Masson (1994) , especially when error bars are understood as descriptive devices that supplement but do not supplant analysis. Once analysis has identified groups that differ,means for those groups, along with information about their individual variability, can be presented graphically. Ifvariability is represented with confidence intervals, the only statistic needed is the familiar standard error ofthe mean. Within-subjects effects require an additional step. Their variability should be based on scores adjusted for between-subjects differences. Taking a multiple regression view of ANOVA, and so recognizing the similarly between a repeated measures analysis and an ANCOVA (Bakeman, 1992) ,this can be understood as adjusting within-subjects scores for the betweensubjects covariate; in any event, the adjustment computation is simple and straightforward. One final comment: None of this is difficult technically. All computations and figures used in this article were produced with a common spreadsheet program (Borland's Quattro Pro for Windows).
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None of what is said here should obscure the need for initial visual examination ofraw data and a concern with how data may be distributed in the appropriate population. It is worth noting that, in Fisher's (1925 Fisher's ( /1970 ) Statistical Methods for Research Workers, the first of nine chapters was introductory, the second dealt with diagrams, and the third with distributions; ANOVAdoes not appear until chapter seven.
