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This thesis works on 3D image analysis for efficient cartilage detection, Rician noise re-
moval, visualization and shape analysis of the articular cartilage of the knee using MRI
images.
Due to the renewed focus on Osteoarthritis, emphasis is now laid on early detection
of cartilage degeneration and the use of MRI imaging modality for imaging and visu-
alization of the cartilage tissue. MRI offers superior contrast resolution which helps in
visualization of soft tissues such as cartilage and can offer non-invasive diagnostic pro-
cedure for OA. Despite these improvements in imaging and quantitative analysis of the
cartilage tissue, it is still faced with multiple challenges due to poor resolution, noise
and imaging artifacts present in these images.
This thesis addresses some of the key issues of noise and limited contrast in knee cartilage
analysis for OA commonly observed when using MRI images. It specifically addresses
Rician noise observed in single coil magnitude MRI images which is an inherent noise
and affects both image quality and contrast. This noise is both non-linear and signal
dependent. This thesis investigates the presence of Rician noise on MRI signal and
proposes new imaging techniques to efficiently reduce the effect of noise while retaining
crucial edge information in addition to improving the overall signal content which will
enable in improved cartilage detection and quantification.
This thesis also offers an improvement in cartilage detection technique despite its poor
resolution. For this purpose it incorporates use of 3D un-decimated wavelets and their
multiresolution capabilities to achieve better cartilage detection. A novel imaging tech-
nique is developed using wavelets multiresolution edge detection and optimization. Lo-
cal and multiscale edge detection is attained with help of wavelet singularity and better
time-scale localization. Role of Rician noise in presence of edge and its localization has
also been addressed. Subsequently a 3D model of the cartilage tissue is reconstructed
using the volume rendering function. This cartilage volume is also used for a quantita-
tive assessment of the tissue for analysis of OA.
In addition this thesis also considers geometric analysis of the cartilage shape as a
smooth 2D Riemannian manifold. The variation in cartilage shape amongst individuals
and during different stages of OA adds to the complexity of prediction of OA. Due to
our assumption of cartilage as Riemannian manifold it can be used for shape analysis
and feature extraction of the cartilage by making use of the intrinsic information of
the manifold as a global feature. The Riemannian geometry enables us to compute the
global nature of the cartilage shape and also its extrinsic variations in the form of Gauss
and mean curvatures.
As a final part of this study, we have included all the imaging algorithms to form the
basis of a new software prototype for OA analyses. This software prototype incorporates
wavelet multiresolution GUI for visualization of cartilage surface at higher wavelet res-
olutions and enables cartilage tissue analysis at these resolutions. The performance of
the above imaging algorithms is assessed by their ability to improve the signal to noise
ratio, computational efficiency and improvement in cartilage analysis inconsideration
with respect to other methods.
The contributions of this thesis include efficient Rician noise removal and improvement in
signal information and contrast ratio of the image, 3D cartilage detection using wavelets
and multiresolution addressing the limited resolution information which primarily com-
prise chapters 2 & 3 of this thesis and have resulted in subsequent journal publications.
In addition we address the role of cartilage curvature as Riemannian manifold to account
for shape variations and curvature computation using the Riemannian manifold which
may be implemented as a MRI imaging biomarker which comprises chapter 4. Finally
we introduce a software prototype tool for OA analysis using MRI images in chapter 5
with final conclusions in chapter 6.
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Chapter 1
Introduction: Osteoarthritis
Diagnosis & MR image processing
This chapter is an insight to the PhD research topic and provides an introduction to
Osteoarthritis (OA), physiology and current clinical diagnostic procedures with MRI.
In addition it also discusses the motivation of this project, research objectives and the
overall layout of this thesis.
1.1 Introduction
Osteoarthritis (OA) is a disease of the musculo-skeletal joint characterized by loss of
the articular cartilage tissue (Vincent and Watt, 2010). It is predominantly classified
under the group of arthritic diseases and is usually considered as an age related occur-
rence. But there has been increasing evidence that it may take place much earlier in
life depending on individual circumstances. Australia alone has observed 1.9 million
cases with an expenditure of $3.75 billion in 2012 (Elsternwick, 2013). This number
is estimated to increase by 1.1 million by 2032 with an expected growth rate of 58%
(Elsternwick, 2013). This medical condition not only incurs direct medical expenditure
but also affects the productivity and quality of life of the individual suffering from the
disease. Recent attention to this ailment has been directed towards early detection of
Osteoarthritis with a possibility of better treatment procedures.
The primary challenge often found is the nature of the disease and its various definitions
across different radiographic, clinical and pathological groups. Articular cartilage tissue
assessment differs across these different study groups and may also include the different
1
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Figure 1.1: Comparison between normal and osteoarthritic knee (Hunter, 2011)
selection and grading criteria and hence lacks a unified universal assessment of OA
(Adams and Wallace, 1991). The clinical definition as proposed by the American College
of Rheumatology (ACR) committee encompasses osteophytosis, age, crepitus and other
evidence in addition to pain and cartilage loss. While other groups may also consider
peripheral joint disturbance in addition to above mentioned symptoms some may also
include loss of cartilage and osteophyte formation for its pathological assessment (Adams
and Wallace, 1991). As a result there exists a huge spectrum of assessment criteria
including physical, chemical, physiological and metabolic factors which increases the
complexity of the nature of disease. The following subsections briefly describe the OA
pathology, causative factors, diagnostic procedures and treatment methods.
1.1.1 OA pathology
Articular cartilage is present mostly in the synovial joints of the human body. It is a
smooth and a fibrous connective tissue which enables frictionless gliding movements of
the bones. A healthy cartilage is bluish-white with a shiny appearance and is composed
of bio-molecules such as proteoglycans, water and collagen matrix (Kumar et al., 2011;
Crema et al., 2011). Collagen provides the necessary shear and tensile strength to the
cartilage tissue while proteoglycans provide it with the compressive strength (Crema
et al., 2011). Chondrocytes present in the cartilage tissue, are primarily responsible for
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maintaining a healthy extracellular matrix without which the tissue is unable to with-
stand mechanical stress within the joint (Adams and Wallace, 1991).
It is suspected by most of the research groups, that during the presence of OA the pro-
teoglycan content of the tissue may be reduced which results in less retention of water
molecules (Kumar et al., 2011; Crema et al., 2011). Absence of this proteoglycan con-
tent makes cartilage tissue susceptible to degradation and causes it to wear out thus
exposing the underlying bone (Crema et al., 2011). Research also indicates that study
of these biomolecules may provide an insight towards early stages of OA (Kumar et al.,
2011; Theiler et al., 1994).
Since cartilage tissue is devoid of any blood vessels and pain receptors it is unable to
heal itself in case of any structural damage. It is also one of the reasons why early stage
cartilage tissue damage goes unnoticed. In addition damage and/or mechanical stress
to the surrounding muscle group may also be one of the causative factors for knee OA
(Vincent and Watt, 2010; Adams and Wallace, 1991). Loss of cartilage tissue further
results in bone on bone friction due to the exposed area of the bone surface. And while
cartilage tissue itself may be devoid of any pain receptors, there exists a large amount
of blood vessels and nerve endings within the bone tissue resulting in excruciating pain,
inflammation and swelling with loss of joint mobility.
During the early stages of OA the cartilage often displays fibrillation of the surface fol-
lowed by fissures and thinning of the tissue as also demonstrated by Fig. (1.1) (Vincent
and Watt, 2010; Adams and Wallace, 1991). As the disease progresses, there might be
presence of bone spurs or osteophytes in the synovial fluid surrounding the joint which
may eventually lead to loss of the cartilage tissue in the final stages of OA. Although
OA commonly affects large weight bearing joints such as hip and knee it is also observed
in the joints of hand, feet and spine (Vincent and Watt, 2010; Adams and Wallace, 1991).
Pain has been a primary indicator of OA, caused as a result of joint pain. It may often be
misleading as early stage OA may be asymptomatic; while cartilage damage progresses
silently within the tissue (Theiler et al., 1994). Patients may also experience joint
stiffness, loss of movement, joint locking and crepitus during joint movement. And while
OA may be a non-inflammatory condition some patients do experience inflammation.
Joint deformities and joint re-modelling may also be observed during the later stages of
OA (Bijlsma et al.,2011).
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1.1.2 Causative Factors
OA can be caused by a wide range of multiple factors, it affects all population and is
prevalent worldwide (Ding et al., 2007). Generally most of the epidemiological studies
indicate an exponential trend with respect to age, usually after 40 years (Elsternwick,
2013). The reason though unknown is largely suspected to be due to fatigue failure of the
cartilage. OA is also known to have a higher prevalence amongst females as compared
to men with a conflicting evidence indicating role of oestrogen in pathogenesis (Vincent
and Watt, 2010). Recent evidence may also indicate obesity as the cause of the disease
while genetic evidence points towards type-II procollagen gene to be associated with
genetically related OA (Vincent and Watt, 2010).
Figure 1.2: Various factors responsible for OA (Spitzer)
Premature OA may also be caused due to direct or secondary injury to knee joint,
metabolic condition and joint abnormality. And while some research groups have ob-
served OA in patients with joint hyper-mobility and high mechanical loading it is also
found to be present in patients with severe paralysis. OA may be considered as primary
where cartilage loss and damage is the prime factor of the disease such as those observed
in ageing. But in cases where cartilage modification is a subsequent occurrence caused
due to compromise within the knee joint OA is considered as secondary. The wide spec-
trum of causative factors, slow development of disease and a high variance in the nature
of disease has added to the complexity of diagnosis and a relative cure for it.
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1.1.3 Current Diagnostic Procedures
Traditional diagnostic procedures for OA include visual inspection of the joint and fur-
ther corroboration of evidence using medical images such as X-rays as demonstrated by
Tab. 1.1 (Adams and Wallace, 1991). Clinical inspections along with image information
are together used to confirm presence of OA and to grade the cartilage according to
degree of disease progression.
Table 1.1: Pathological features of OA appearing in imaging (Theiler et al.,1994)
Anatomy Pathological Changes
Cartilage Degeneration Fibrillation
Fissuring
Erosions
Loss/joint space narrowing
Bone reaction Increased Vascularity
Trabecular remodeling
Subchondral sclerosis
Eburnation
Cyst formation
Osteophyte formation
Osteonecrosis
Synovial reaction Synovial effusions
Capsular fibrosis
Other Features meniscal/ligament tears
Pathological calcification
angular deformities
X-rays are the common choice of imaging modality used for knee OA diagnosis due to
its high spatial resolution and cost efficiency; and are currently considered as the gold
standard for OA evaluation (Bijlsma et al., 2011). Kellengren-Law (KL) as also indi-
cated by Tab. 1.2 is the benchmark grading system which utilizes radiographic images
and is a universally accepted standard (Eckstein et al., 2006). Although X-rays cannot
detect changes in the cartilage tissue itself, they can monitor changes in the joint space
narrowing and look for presence of osteophytes as demonstrated in Fig.(1.3). As a result
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Figure 1.3: Joint space narrowing using X-rays (Driscoll)
X-ray performance has been restricted to detection of late stage OA commonly affecting
the bone tissue (Bijlsma et al., 2011).
Other imaging modalities for OA include computed tomography (CT) and micro-CT
(u-CT) which offer a higher resolution imaging, thus enabling detection of fibrillation
of the cartilage surface; despite X-rays and CT exposing patient to harmful ionizing
radiation (Kumar et al., 2011; Bijlsma et al., 2011). Ultrasound (US) has also been
proposed for OA diagnosis and makes use of sound waves to image the cartilage tissue.
The potential of this imaging modality is limited by its poor resolution and inability to
image deep tissues due to absorption of US waves. Although it should be noted that
both US and MRI are capable of offering a safer and a non-invasive diagnostic procedure
for OA (Kumar et al., 2011; Adams and Wallace, 1991; Bijlsma et al., 2011).
Due to high Tesla MRI machines and advanced imaging sequences, we are now able
to provide a better visualization of the articular cartilage tissue. MRI offers improved
cartilage visualization due to its better contrast resolution. A study of the cartilage
biomolecules such as the proteoglycans and water content is now possible with the help
of different image sequences. This may be attained by utilizing MR imaging sequences
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such as delayed gadolinium enhanced MR imaging (dGEMRIC), T1ρ imaging, sodium
and diffusion weighted sequences which highlight the specific tissue by changing the con-
trast within the region of interest as indicated by Tab. 1.3. Other imaging sequences
such as standard spin-echo (SE), fast spin-echo (FSE), and gradient recall echo (GRE)
may also be employed (Crema et al., 2011). And although higher Tesla field improves the
SNR, image quality and relative spatial resolution of the image with reduced acquisition
time; a low magnetic field strength of 1T may still be adequate enough for imaging of
the articular cartilage tissue if required (Bijlsma et al., 2011).
In addition to visualization, a morphologic assessment of the cartilage tissue with MRI
is also possible. It may include assessment of the knee and the surrounding joint struc-
ture using either a quantitative or semi-quantitative method (Eckstein et al., 2006; Gold
et al., 2009).
These modifications in the cartilage structure and its chemical properties may also be
observed and quantified for the purposes of grading. OA grading systems with help of
WORMS and WOMAC have already been proposed to categorize disease progression
with help of MR images (Theiler et al., 1994; Bijlsma et al., 2011). These grading systems
may also be used to provide knee joint evaluation after surgery and drug treatment
(Bijlsma et al., 2011). Hence MRI is obtaining a wide popularity among clinicians for
early stage diagnosis of Osteoarthritis.
Table 1.2: Kellgren-Lawrence radiographical grading system for OA (Theiler
et al.,1994)
Grade 0 None No features of OA
1 Doubtful Minute Osteophyte, doubtful
significance
2 Minimal Definite osteophyte, unim-
paired joint space
3 Moderate Moderate diminution of joint
space
4 Severe Joint space greatly impaired
with sclerosis of subchondral
bone.
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Table 1.3: MRI Imaging techniques for assessment of tissue-structure damage in OA
(Bijlsma et al., 2011)
Sequence Study Advantage Disadvantage
Standard
SPGR
cartilage mor-
phology
3D quantitative Time consuming
T2 MRI Collagen distribu-
tion
Semi-quantitative, pro-
vides information on
cartilage quality, vali-
dated, does not require
contrast agent
complex interpretation
T1 ρ Proteoglycan dis-
tribution
Semiquantitative with
information on car-
tilage quality, high
sensitivity to early
degeneration, does not
require contrast agent
requires special pulse
sequences, not yet vali-
dated
Na MRI FCD/Proteoglycan
content
Semiquantitative, does
not require contrast
agent
Field strength ≥ 3T,
not yet validates
dGEMRIC FCD/Proteoglycan
content
Semiquantitative, in-
formation on early
changes, well validated
contrast agent required
with time delay
1.1.4 OA grading systems
OA grading systems often rely on the use of imaging modality and biomarkers to assess
and grade the degree of arthritis within the cartilage tissue. In addition to cartilage as-
sessment they may also help in improving the understanding of OA progression and its
natural propensity under mechanical loading within the joint. Some of the pathological
changes mentioned in Tab. 1.1 are the most commonly used criteria for OA assessment.
Pain still remains the most prevalent and common indicator for OA although it is quite
subjective and is an unreliable biomarker.
The Kellgren-Law (KL) grading system indicated in Tab. 1.2 was developed in 1957; it
is a universally accepted gold standard and primarily works in conjunction with X-ray
imaging modality (Theiler et al., 1994; Bijlsma et al., 2011). X-rays with their high
spatial resolution, predominantly provide information with respect to the denser bone
tissue but lack tissue analysis as compared to the other synovial and cartilage soft tissue.
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As a result the grading system is designed to take into account the osteophyte forma-
tion, joint space narrowing (JSN) and bone sclerosis as an additional criteria for grading
of cartilage. Any 3D or soft tissue information is not available with X-rays which is
a considerable drawback (Bijlsma et al., 2011). In addition any significant changes in
the clinical biomarkers indicated in Tab. 1.2, may take at least 1-2 years for a smallest
detectable change such as of 0.20 mm in joint space width (JSW) (Ding et al., 2007). As
a result articular cartilage grading with X-rays is restricted to extremely severe stages
of OA, usually of clinical grade 3 and grade 4.
In contrast MRI may be able to provide a quantitative assessment of the cartilage tissue
by predominantly monitoring changes within the tissue itself (Gold et al., 2009; Guer-
mazi et al., 2011). A wide variety of imaging sequences can now help in visualization of
both cartilage and the periarticular tissues despite limitations in spatial resolution. The
semi-quantitative scoring systems in MRI may also take into consideration the size and
location of lesion, subchondral and cartilaginous bone and other aberrations within the
joint in addition to tissue information (Theiler et al., 1994; Eckstein et al., 2006). Whole
organ scoring systems such as knee osteoarthritis scoring system (KOSS), whole organ
MR scoring (WORMS) and Boston-Leeds OA knee scoring (BLOKS) look at complete
cartilage structure with focus on tissue quality. WORMS and BLOKS both divide the
cartilage surface into several medial and lateral regions within the femoral and tibial
cartilage surface (Hunter et al., 2011; Hunter et al., 2008). The thickness and area are
used as biomarkers to define the interrelation between these sub-regions for OA grading.
Both WORMS and BLOKS are at par with results for several conditions of the cartilage
tissue. Although the assessment is necessitated by an accurate and reliable detection of
the cartilage and is dependent on the evaluator of the scoring system.
The scoring systems are often complex and time consuming process with reduced re-
producibility due to lack of standardization in imaging and acquisition protocol. There
may exist an inter-observer and intra-observer variability in the grading process depend-
ing on the observer reliability (Bijlsma et al., 2011). As a result it is thus desirable to
offer a more robust scoring system with reduced observer dependence. In addition as
OA progresses slowly, the grading system and biomarkers should be able to account for
changes during these relative transitions.
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Figure 1.4: treatment procedures for OA (Bijlsma et al., 2011)
1.1.5 Treatment
Currently there exists no cure for OA. It can only be treated for pain and joint immo-
bility. Current treatment methods may include intervention to slow down cartilage loss
and relief from pain. These procedures include exercise, change in lifestyle and diet,
use of analgesics and NSAIDS as indicated by Fig. (1.4) (Bijlsma et al., 2011). Assis-
tive devices such as foot orthotics and braces may also be provided. If pain becomes
debilitating with complete restriction of movement, the patient may then be offered a
joint replacement surgery upon the discretion of their orthopaedic surgeon and patient
history. New treatment procedures are focussing on slowing and if possible reversal of
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cartilage loss but are constricted due to lack of knowledge of physiology of early stage
of OA, cartilage changes and joint biomechanics for OA. They are also limited by lack
of accurate assessment of cartilage tissue with help of imaging techniques.
1.2 Project Motivation
This project considers 3D image processing and modelling of MRI images, for an efficient
analysis of the articular cartilage of the knee for OA, as also demonstrated in Fig. (1.5).
As new MRI imaging sequences are being developed for better soft tissue visualization
there is a huge potential to work with pre-processing and post-processing of MRI data.
The project aims to develop new and novel 3D image processing algorithms, using MRI
image data that enables efficient cartilage detection which will subsequently be utilized
for developing 3D model and assessment of cartilage tissue. The articular cartilage tissue
often suffers from artefacts and limited contrast resolution that can affect the accuracy
of any cartilage detection process and its subsequent quantitative assessment for OA
prognosis. Also the current clinical cartilage detection procedures are usually manual in
nature and may introduce an operator induced error.
This project will address the issues of noise and cartilage detection in MRI. It will also try
to achieve 3D modelling for cartilage visualization. For this purpose it will specifically
address Rician noise present in single coil magnitude MRI image and try to reduce
the effect of noise with an overall improvement in image quality by using the proposed
denoising technique. An investigation of incorporating multiresolution analysis using
wavelets for a more efficient cartilage diagnosis and visualization will also be carried
out. In addition this thesis also looks at the possibility of developing a more robust
MRI image biomarker for cartilage shape analysis that may be able to address cartilage
shape variations.
1.2.1 Research Objectives
The primary objectives of this research include,
 Rician noise removal for the cartilage image to improve the signal content and
contrast ratio.
 Automated and efficient 3D cartilage detection with multiresolution analysis.
 Structural descriptor for cartilage shape.
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 GUI development for assessment for cartilage tissue using imaging parameters.
Articular 
cartilage detection 
Denoising 
Cartilage Detection 
Multiresolution 
Soft-tissue Modelling 
GUI software 
Figure 1.5: Research Overview
1.2.2 Rician Denoising
This thesis addresses the key issues of Rician noise present in a knee MRI image and its
effect on the signal quality. Due to improved contrast resolution offered by MRI images,
they are currently in focus for cartilage imaging and visualization. Observing changes
in the cartilage shape, its boundaries and the surrounding joint structure may enable
us to analyse cartilage shape for OA and propose necessary interventional therapies to
delay the onset of complete OA.
But similar to other imaging modalities, MRI too suffers from noise and imaging arte-
facts due to their longer acquisition time. Recent studies have indicated that this noise
in a single coil MRI image may be a non-linear signal dependent Rician noise, as against
the previously assumed Gaussian noise. There has been evidence, that although noise
present in raw k-space data may be Gaussian; restructuring of this data into a magni-
tude image causes this noise to follow a non-linear Rician distribution (Sijbers et al.,
1998). This noise is signal dependent and affects contrast and the overall signal quality
of an image. As a result, presence of noise may reduce the sensitivity of any cartilage
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detection methods and their efficiency in diagnosis of OA with help of cartilage tissue
information. In addition cartilage being a thin tissue with a thickness of only few pixels,
is further degraded due to loss of tissue during OA. This added complexity increases
the demand on the image processing task to provide adequate denoising with a better
preservation of all the image details while achieving an overall improvement in the image
quality.
This thesis focuses on providing sufficient Rician denoising for single coil magnitude MRI
images while still retaining the crucial image details. The existing denoising methods
for Rician noise focus more towards an accurate estimation of the variance of Rician
noise in order to improve the efficiency of the noise removal techniques. This thesis, in
addition to Rician denosing tries to achieve edge preservation in the image while doing
so. Such an operation will retain all necessary image details which may help in more
efficient cartilage detection for OA diagnosis. In order to do this it proposes a new
adaptive Rician denoising method which selects edge as a non-homogeneous region with
the help of local statistics and Brown-Forsythe hypothesis. A modified nonlocal weight
is attributed to this non-homogeneous region to preserve edge information, followed by a
LMMSE signal estimation to reduce the effect of noise. As a result the proposed method
is able to offer improved Rician denosing with edge preserving ability.
In addition this thesis also investigates the non-linear influence of Rician noise on MRI
signal. It has tried to capture this attribute of Rician noise on a MRI signal and propose
a non-linear filter design for Rician denoising. Two different studies addressing SNR and
signal dependent characteristics of Rician noise with help of local statistics in the image
data have been addressed.
1.2.3 Multiresolution cartilage detection
An efficient and robust diagnosis of OA relies on an accurate detection and segmen-
tation of the cartilage tissue. Current clinical practices depend on the expertise of an
experienced operator who manually segments the cartilage tissue. This process is a
time consuming, operator dependent and may suffer from inaccuracies and reliability.
In addition the cartilage detection task is carried out in spatial domain and relies on
the intensity information in the image as interpreted by the observer (Eckstein et al.,
2006). Cartilage detection is performed slice by slice on 2D MRI image data which may
lose resolution information along the third dimension; which also contributes towards
the thickness estimation of the tissue (Eckstein et al., 2006; Pham et al., 2000, Folkesson
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et al., 2007). Furthermore the contrast of the cartilage tissue is poor with respect to the
surrounding fluid within the joint structure, which may make it a challenging task to
segregate cartilage tissue especially in presence of noise or other inflammatory conditions
of the knee joint. In these situations it is desirable to offer an automated and robust
cartilage detection method that can address some of these issues if not all.
In this thesis we approach the cartilage detection task using multiresolution analysis.
A wavelet based cartilage detection method which can perform 3D cartilage detection
and optimization, with either limited or zero input from the operator is investigated. As
wavelets are known to offer better event localization in a signal and can offer multires-
olution analysis they have been selected for the 3D cartilage detection method. This
thesis will try to obtain a 3D cartilage detection method with help of un-decimated
wavelets which may help in observing the resolution information along all three axial di-
rections. The proposed cartilage detection method is designed for an enhanced detection
in presence of both poor contrast and noise. It also takes into consideration the modi-
fication of true signal content by Rician noise while achieving cartilage detection. The
proposed method performs cartilage detection in wavelet domain using both local and
global wavelet resolutions with help of a 3D wavelet histogram. In addition, due to a 3D
cartilage detection approach, we obtain cartilage detection along a MRI volume instead
of 2D slices. As a result the proposed method is able to capture a more global informa-
tion of the cartilage boundaries. The use of multiple wavelet resolutions will enable us
to capture and optimize edges in the cartilage image that may enable in a more efficient
and robust cartilage detection method. The final processed volume obtained with 3D
cartilage detection method is later used for volume rendering for the 3D visualization of
the cartilage surface. The proposed cartilage detection method reduces the need of an
operator to perform cartilage detection and can also address the reduced image quality
of MRI image due to noise. It also provides the clinician with an opportunity to observe
the cartilage surface at multiple wavelet resolutions for a closer inspection of the tissue.
In addition the thesis also investigates the influence of Rician noise on a step edge in an
image. Based on the study carried out, this thesis has proposed a new edge localization
factor for step edges in a MRI image subjected to signal dependent Rician noise. The
proposed localization factor is implemented using the first order edge detection filter.
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1.2.4 Cartilage shape analysis
This thesis considers geometric shape analysis of the cartilage structure as a smooth
2D Riemannian manifold. While cartilage shape is universally considered as curvilinear,
it still displays variations in its shape from person to person and also during different
stages of OA. These shape variations may be used to study and predict cartilage tissue
changes during different stages of OA. Recent studies have revealed the possibility of
using the curvature information of the cartilage tissue as a MRI imaging biomarker for
OA analysis (Folkesson et al., 2008; Tummala and Dam, 2010). Variations in curvature
values of cartilage tissue may provide insight into early signs of tissue deformation and
prediction of OA. Also curvature information provides an easy to compare structural
parameter for changes in the cartilage tissue.
This thesis investigates computation of a geometric based cartilage shape descriptor
using Riemannian geometry. It proposes use of new wavelet based Riemannian metric
for computation of the Gaussian and mean curvature values as the geometric descrip-
tor for cartilage structure. This descriptor will account for the global cartilage shape
and the extrinsic information that may differ as the shape is deformed over time. For
this purpose we will try to address the cartilage shape as a smooth continuous 2D Rie-
mannian manifold and the use of extrinsic and intrinsic curvature information for the
shape analysis. The intrinsic Gaussian curvature information is based on a global shape
topology and is less susceptible to variations that may occur across different patient
groups, while extrinsic mean curvature is a local information and takes into account the
shape variations and may be used to observe regional cartilage shape variations. The
gradients obtained with help of undecimated wavelet transform on the MRI volume are
used as the partial differential equations of the cartilage surface in order to compute the
Riemannian metric and reduce the necessity of obtaining a parametrized representation
of the cartilage surface.
This curvature information is obtained using the cartilage data and may enable to cap-
ture early signs of cartilage deformation, unlike X-rays which look at only the bone
tissue. Also unlike WORMS and BLOKS it does not require the user to classify and
allocate regional surfaces on the cartilage surface for OA analysis, as the proposed cur-
vature can predict both the global and local cartilage conditions. This geometric shape
descriptor for cartilage tissue may also be used as a MRI imaging biomarker for OA
analysis.
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1.2.5 Software prototype and MRA GUI development
The image processing algorithms developed during this project will be assembled under
a single software prototype framework as an OA assessment tool. In addition to the
above imaging techniques developed for cartilage detection and analysis; we will also
implement a new multiresolution widget that enables the user to visualize the carti-
lage surface at different wavelet resolutions and offer surface analysis of the cartilage
tissue. The proposed widget was developed using 3D undecimated Haar wavelets and
incorporated with the above mentioned imaging techniques for a closer inspection of
the cartilage surface. This software prototype implements the proposed 3D cartilage
detection method for MRI volume and enables the user, if they choose to do so, to be
able to compute the surface information for different wavelet resolutions.
1.3 Thesis organization
The organization of this thesis and its individual chapters are explained in the following
sections
1.3.1 Chapter 1
The first chapter provides a detailed introduction to Osteoarthritis, which encompasses
clinical definition, pathogenesis, current clinical diagnostic procedures and the grading
systems used for assessment. The several challenges in medical image analysis with MRI
images for clinical diagnosis of OA have been identified. It also outlines the motivation
of this project, its research objectives and methods.
1.3.2 Chapter 2
The second chapter addresses Rician noise observed in single coil magnitude MRI im-
ages. The chapter provides an introduction to Rician noise in MRI and its effect on
image quality, related work and the proposed imaging algorithms. Rician noise can not
only affect image quality but also contrast in the image which may inadvertently affect
the cartilage detection process. In this chapter we propose a new denoising technique
for Rician noise removal with edge preservation. The chapter is also part of the publica-
tion ‘Adaptive Rician Denoising with edge preservation for MR images of the articular
cartilage’ in Computer Methods in Biomechanics and Biomedical Engineering: Imaging
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& Visualization. The advantages of the proposed denoising technique include significant
reduction in noise with an overall improvement in image quality and preservation of
image details. It also conducts a further study on the signal dependent and non-linear
characteristic of Rician noise in MRI image and investigates a new nonlinear denois-
ing filter for the same. The proposed method and its results were published in ‘Signal
Dependent Rician noise denoising using nonlinear filter’ for Lecture Notes in Software
Engineering and ‘Adaptive SNR Filtering Technique for Rician Noise Denoising in MRI’
for BMEiCON 2013.
1.3.3 Chapter 3
Cartilage detection is the most crucial part of OA assessment and relies on effective
segmentation of the tissue. In this chapter we propose a new cartilage detection method
with wavelet multiresolution detection. This chapter is also part of the publication of
‘Automated and optimal detection of 3D articular cartilage using undecimated wavelets
in MRI’ for Signal, Image and Video processing; using undecimated wavelets. In addition
the chapter tries to give a detailed but brief introduction of undecimated wavelets for
better cartilage detection and a few of its properties. Furthermore a separate study
on presence of Rician noise on edges in MRI images has also been conducted. A new
edge localization factor for signal with nonlinear dependent noise has been proposed and
published as a letter, ‘Edge localisation in MRI for images with signal dependent noise’
for Electronic Letters.
1.3.4 Chapter 4
The focus of this chapter is a shape based geometric descriptor for articular cartilage
surface. It investigates the use of Riemannian curvature as a possible metric for shape
analysis for cartilage tissue. As a result it proposes use of a new wavelet based Rieman-
nian metric for computation of the Gaussian and Mean curvature values as a geometric
descriptor for cartilage structure. The descriptor is designed to investigate cartilage
shape changes as an intrinsic curvature function with the help of Riemannian manifold
and wavelets. The descriptor may help try to account for cartilage deformation and
provide intrinsic and extrinsic shape parameters. Gaussian and mean curvatures have
also been computed for the cartilage surface for different MRI datasets.
Chapter 1. Introduction: Osteoarthritis Diagnosis & MR image processing 18
1.3.5 Chapter 5
This chapter focuses on the development of a software prototype system for OA diagno-
sis, using MRI and undecimated wavelet system. It implements the proposed cartilage
detection method mentioned in Chapter 3, for 3D cartilage detection and multiresolution
visualization. The proposed CAD system is designed for analysis and diagnosis of OA
using knee MRI images. This chapter explains in detail the structure of the proposed
CAD system and the architecture of the new 3D wavelet GUI. The wavelet GUI is a
novel user interactive (UI) widget incorporating 3D wavelet multiresolution analysis.
This widget uses the cartilage models obtained with the help of wavelet analysis for UI
assessment of the tissue and computation of cartilage parameters. Wavelet multiresolu-
tion is used for visualization and zooming of cartilage details at different scales without
distortion of information content. The prototype framework has been designed as a
portable and independent unit.
1.3.6 Chapter 6
This chapter concludes the research project and highlights the new contributions of this
work. It discusses the possible areas of future work for this project and the challenges
that were addressed during the implementation of this project for OA. It also mentions
the areas in the field of OA diagnosis that have yet to be addressed and the possible
challenges and limitation faced by existing methods. It points towards the possible areas
that may be undertaken for early stage OA diagnosis and in improving the accuracy and
reliability of these methods.
Chapter 2
Rician Denoising for Articular
Cartilage in MRI
This chapter is an introduction to Rician noise and its effect on MRI images. Several
disadvantages in cartilage detection due to presence of Rician noise have also been iden-
tified. In this study we have specifically tried to address better denoising for cartilage,
using an adaptive filter with edge preservation for MRI images affected by Rician noise.
Also as Rician noise is nonlinear and signal dependent, we have conducted another
study to address this dependence of noise on signal, while the third study implements a
non-linear signal dependent filter to address Rician noise.
The results of this study have been published in the following
 Aarya I., Jiang D., and Gale T., “Adaptive Rician Denoising with Edge Preserva-
tion for MR Images of the Articular Cartilage”. J. Computer Methods in Biome-
chanics and Biomedical Engineering: Imaging & Visualization. 2014, pp 1-10
(Aarya et al., 2014)
 Aarya. I, Jiang D. and Gale T., “Adaptive SNR Filtering Technique for Ri-
cian Noise Denoising in MRI”. Biomedical Engineering International Conference
(BMEiCON), 2013 6th IEEE conference, pg. 1- 5 (Aarya et al., 2013)
 Aarya I., Jiang D. and Gale T., “Signal Dependent Rician Noise Denoising using
Nonlinear Filter”. Lecture Notes on Software Engineering, 2013, 1(4) 344-349
(Aarya et al., 2013)
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2.1 Rician noise and MRI
Osteoarthritis is a chronic joint disease affecting a large percentage of the world’s popu-
lation (Eckstein et al., 2006). It is mainly characterized by degradation of the cartilage
tissue, with loss in volume of the cartilage as the disease progresses (Eckstein et al.,
2006). Articular cartilage in healthy patients is 1.3 - 2.5 mm thick and less in patients
suffering from Osteoarthritis (Eckstein et al., 2006). Due to its superior soft tissue con-
trast, MRI offers better visualization of the cartilage which enables to identify changes
in the cartilage thickness and morphology (Adams and Wallace, 1991; Eckstein et al.,
2006). These changes in the cartilage tissue may be used to predict various stages of
disease progression in Osteoarthritis. MRI can therefore provide a non-invasive method
for diagnosis of Osteoarthritis and help quantify the articular cartilage data (Kumar
et al., 2011; Ding et al., 2007). To help in diagnosis one should be able to correctly
identify the cartilage tissue and accurately isolate it from its surrounding joint structure
for a quantitative analysis (Eckstein et al., 2006; Ding et al., 2007). A common problem
faced for cartilage study, is the similarity in tissue contrast of the cartilage with the sur-
rounding joint tissues (Cashman et al., 2002). This task is made even more difficult due
to the reduced contrast ratio of the image in presence of noise. This reduced contrast
ratio makes it difficult to differentiate between cartilage boundaries and the surrounding
fluid, causing error in diagnosis (Cashman et al., 2002). Hence it is essential to reduce
the effect of noise and improve image contrast to properly identify the cartilage tissue
within the joint structure without any loss of cartilage information.
Noise is introduced in the MRI image due to limitations in the data acquisition time
(Rajan et al., 2012). This noise in the k-space data is considered to be uncorrelated
zero-mean Gaussian (Rajan et al., 2012). A magnitude image is obtained by computing
the magnitude of the real and imaginary k-space data (Nowak, 1999; Gudbjartsson and
Patz, 2005). MRI images are converted to magnitude images to avoid phase artefacts
(Gudbjartsson and Patz, 2005). Due to this nonlinear operation noise follows a Rician
distribution and is known as Rician noise. This noise is nonlinear and signal dependent
and may significantly affect the image quality and contrast thus making it difficult to
perform cartilage diagnosis (Adams and Wallace, 1991; Rajan et al., 2012). For single
coil MRI data, the noise affects SNR and the overall contrast of the image (Sijbers et al.,
1998). Rician noise displays a varying distribution depending on the SNR of the image
(Sijbers et al., 1998; Nowak, 1999). Images exhibiting low SNR tend to follow a Rayleigh
distribution while those with a higher SNR approximately follow a Gaussian distribution
(Nowak, 1999). The magnitude image equation for MRI is given by Eq. (2.1) and its Rice
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Figure 2.1: Rician probability distribution function for different standard deviations
of noise and intensities Gudbjartsson and Patz, 2005
distribution function is given by Eq. (2.2) (Nowak, 1999; Gudbjartsson and Patz, 2005).
M =
√
(A+ nr)2 + n2i (2.1)
P (M |A, σn) = M
σ2n
exp(−M
2 +A2
2σ2n
) I0(
A M
σ2n
) (2.2)
Where M represents the observed pixel intensity affected by noise, A represents true
signal intensity, nr represents real component of noise and ni represents the imaginary
component of noise. P is the Rician distribution function of noise in magnitude image
and requires prior information of true signal intensity A. The variance of noise is given
by σn and I0 is the zero-order modified Bessel function (Gudbjartsson and Patz, 2005).
As noise affects the original pixel intensity, it is essential that the denoising procedure
helps to restore this original image information. This might be a difficult task, as the
original nature of the signal is unknown to the user and actual variance of noise is seldom
known. Adequate denoising can be achieved if one can correctly determine the value
of variance of noise and its distribution within the image. This information about the
noise may then be used to restore the image.
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In the background of the MRI image where intensity of the signal function is zero, Rician
noise follows a Rayleigh distribution (Gudbjartsson and Patz, 2005). This characteristic
feature of Rician noise is often used to estimate the variance of noise in the image. The
probability distribution function of Rayleigh noise is given by Eq. (2.3) and its mean is
given by Eq. (2.4) (Gudbjartsson and Patz, 2005).
P (M) =
M
σ2
exp(
−M2
2σ2)
(2.3)
M¯ = σ
√
pi
2
(2.4)
The noise in the magnitude MRI image can thus be obtained from the background of
the image, where the signal function intensity is zero (Tran and Jiang, 2012). This
estimation of noise is also used to carry out the denoising process. For higher SNR
regions the Rician distribution function can be given by Eq. (2.5) and is very similar to
the Gaussian distribution function (Gudbjartsson and Patz, 2005).
P (M) ≈ 1√
2piσ2
exp
−(M −√A2 + σ2)2
2σ2
(2.5)
The observed mean for the above distribution is very close to the actual mean of the
signal function but may contain some bias due to the presence of noise (Gudbjartsson
and Patz, 2005; Tran and Jiang, 2012). The bias can be corrected by using Eq. (2.6)
(Gudbjartsson and Patz, 2005).
A˜ =
√
|M2 − σ2| (2.6)
While noise may be Rician for single coil systems it may no longer be Rician for multi-
coil systems (Rajan et al., 2012). In MR images acquired with the parallel imaging
techniques using multiple coil system, noise is highly inhomogeneous. Assuming that
the noise components are still independent and identically distributed (IID); the envelope
of the magnitude signal ML(x) will follow a non-central chi distribution with probability
distribution function
PML(ML|AL, σn, L) =
A1−LL
σ2n
MLL e
−M2L+A
2
L
2σ2n IL−1(
ALML
σ2n
)µ(ML) (2.7)
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Where L is the number of coils and reduces to L = 1 for single coil systems. In the back-
ground this probability distribution function (PDF) reduces to central chi-distribution
with PDF as (Rajan et al., 2012),
PML(ML|σn, L) =
21−L
Γ(L)
M2L−1L
σ2Ln
e
−M2L
2σ2n µ(ML) (2.8)
above equation will become Rayleigh when L = 1. In such systems noise is still non-
linear function but with a chi-square distribution function.
2.2 Related Work
Several denoising methods have been previously proposed for Rician noise removal in
literature. Traditional denoising techniques using Gaussian filtering often cause blurring
of the image boundaries and fail to improve image contrast as the noise in the image is
assumed to follow a Gaussian distribution (Sijbers et al., 1998). Other methods involve
use of Wiener filters, averaging filters, nonlocal means filtering, anisotropic filtering
and parameter estimation techniques to determine true signal function using single and
multiple images (Sijbers et al., 1998; Buades et al., 2005; Perona and Malik, 1990;
Krissian and Aja-Fernandez, 2009). The efficiency of most of these procedures relies on
accurate estimation of the noise in the image (Aja-Fernandez et al., 2008; Coupe et al.,
2009).
Parameter estimation process, such as the ‘Maximum-likelihood method’ (MLE) are able
to achieve considerable denoising for Rician noise as compared to traditional approaches;
but they often rely on the accuracy of the noise variance σn selected in the estimation
process (Sijbers et al., 1998). In addition these methods also rely on a prior knowledge
of true signal intensity A (Sijbers et al., 1998). A conventional estimation approach for
Rician noise may be given as follows,
Aˆc =
√
max(〈M2〉 − 2σ2n, 0) (2.9)
where 〈M2〉 is the sample second order moment. And the sample estimator is defined
as,
〈I〉 = 1
η
∑
pη
Ip (2.10)
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where η is a square neighbourhood. Whereas, the MLE of Rice distribution function
results in,
AˆML = argmaxA(logL) (2.11)
with
logL =
N∑
i=1
log(I0(
AMi
σ2n
))− NA
2
2σ2n
−
N∑
i=1
M2i
2σ2n
(2.12)
From the above equation it is quite clear that for parameter estimation methods one
requires a-priori information to obtain adequate estimator for denoising. This phe-
nomenon is also repeated with an estimator obtained using Expectation-maximization
method given below,
Aˆk+1 =
1
N
N∑
i=1
I1(
AˆkMi
σˆ2k
)
I0(
AˆkMi
σˆ2k
)
Mi (2.13)
where initial values are computed as Aˆ0 = (2(
1
N
∑N
i=1M
2
i )
2 − 1N
∑N
i=1M
4
i )
1/4 and
σˆ20 =
1
2(
1
N
∑N
i=1M
2
i − Aˆ0). This estimator too is based on prior computation of sig-
nal and variance, which it uses to also compute the estimator for signal function. Other
estimation techniques such as SureShrink and Bayesian estimation methods too face a
similar problem and can be attributed to the nature of Rice distribution function (Van
De Ville and Kocher, 2009; Lauwers et al., 2009).
As compared to previous methods, nonlocal means filtering uses image self-similarity for
the noise removal process (Buades et al., 2005). But it may result in over smoothing
of the image if the filtering parameter is not properly set (Buades et al., 2005). On
the other hand, anisotropic filtering is a nonlinear filtering technique which preserves
edge information in the image. Anisotropic filter make use of directional filters which
searches for edge in the image (Perona and Malik, 1990; Krissian and Aja-Fernandez,
2009). This filtering technique follows the behaviour of partial density equation (PDE)
of heat for the noise removal process (Perona and Malik, 1990). Anisotropic diffusion
filters proposed by Perona and Malik are nonlinear filters and work by using local in-
tensity within the homogeneous regions for smoothing (Perona and Malik, 1990). The
smoothing operation is controlled by a diffusion process, obtained from partial differen-
tial equation of heat and stops in the presence of an edge, thus preserving edge details
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(Perona and Malik, 1990). Median filters too are nonlinear filters and make use of local
statistics for noise removal, but are found to be more suitable for suppressing impulsive
noise (Perona and Malik, 1990). Median filters and anisotropic diffusion filters are both
nonlinear filters with good edge preserving capabilities. Rician noise removal has also
been addressed using TV filters. Total variation (TV) filters work with changes in the
variation of the image due to presence of noise (Rudin et al., 1992 ; Tran and Jiang,
2012). Images with noise are considered to have a higher total variation as compared to
noise free images (Rudin et al., 1992; Varghees et al., 2012).
Other filtering techniques using linear minimum mean square estimation (LMMSE) have
recently been proposed to estimate true signal intensity using higher order moments of
the Rice distribution function and are found to offer reliable denoising in presence of noise
if the variance of noise is correctly estimated (Aja-Fernandez et al., 2008). LMMSE tries
to determine the underlying true signal intensity with the help of expectation function
of the true signal intensity and noise covariance matrix in the image (Aja-Fernandez
et al., 2008). These higher order moments of Rice distribution function have also been
used to determine the variance of noise. The general moment of the Rice distribution
function is given as,
µ´ = σk2k/2Γ(1 + k/2)Lk/2(−ν2/2σ2) (2.14)
where Lq(x) denotes Laguerre polynomial Lq(x) = M(−q, 1, x) =1 F1(−q; 1;x) and
M(a, b, z) =1 F1(a; b; z) is the confluent hyper-geometric function of the first kind. When
k is even the raw moments become simple polynomials in σ and ν given as,
µ´2 = 2σ
2 + ν2 (2.15)
µ´4 = 8σ
4 + 8σ2ν2 + ν4 (2.16)
These higher order moments of Rice distribution function given by Eq. (2.15) and Eq.
(2.16) are polynomial functions which can be used to determine the variance of noise
(Aja-Fernandez et al., 2008).
Other Rician denoising procedures include use of histogram to determine variance of
noise, wavelets, bilateral filters and Koay estimation technique using SNR of the image
(Sijbers and Den Dekker, 2004; Nowak, 1999; Koay and Basser, 2006; Coupe et al., 2009;
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Jiang and Yang, 2003). The Koay estimation techniques looks at generating analytical
solution for a fixed point SNR which is subsequently used to estimate signal intensity.
The analytical solution proposed by Koay et. al for a fixed point SNR is given as,
θ =
√
ξ(θ)[1 +
〈M〉2
σ
]− 2 (2.17)
where ξ(θ) is the correction factor and is given below
ξ(θ) = 2 + θ2 − pi
8
e−
θ2
2 [(2 + θ2)I0(
θ2
4
) + θ2I1(
θ2
4
)]2 (2.18)
which enables to determine signal intensity with help of following expressions,
η2 = 〈M2〉+ (1− 2
ξ(θ)
)σ2 (2.19)
where η2 is desired signal intensity to be estimated.
Similarly noise estimation techniques include mean absolute deviation (MAD) of the
image using wavelets to estimate noise (Coupe et al., 2012). In addition, equation below
demonstrates noise estimation using MAD and wavelets where wj is wavelet coefficients
of higher order sub-band (Bartusˇek et al., 2011; Nasri and Nezamabadi-pour, 2009; Li
et al., 2008). The procedure involves use of statistics of the pixels obtained by wavelet
domain transformation to determine deviation of pixels from the true values and as a
result estimate the value of variance of noise (Coupe et al., 2012; Nowak, 1999; Jiang
and Yang, 2003).
σest =
MAD(wj)
0.6745
(2.20)
As can be observed, most of the above methods are able to predict the value of noise
variance and can be used for the denoising process. The choice of noise estimation can
significantly impact the denoising process. In addition most of the above mentioned
procedures do not consider the effect of dependent noise on the signal while filtering.
Hence even though these procedures offer sufficient denoising they are not able to isolate
noise from the true MR signal and may face limitation while estimating true signal
intensity, when denoising. We know that Rice noise due to their signal dependent
nature modifies the true intensity of the signal and changes contrast levels in the image.
As a result, most of the above mentioned denoising procedures offer a trade-off between
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either adequate denoising or loss of edge information and seldom offer improvement in
the image contrast ratio.
2.3 Materials
Images used to perform the denoising study include two MRI data-sets, a phantom car-
tilage and brain MRI images. The image acquisition technique used for the first MRI
dataset, was “TE 13 RF Fast FatSat” with TR=43, TE=13, flip angle of 50, number of
averages is 1 and comprises of 62 slices. Dataset 2 was obtained using ‘GR’ scanning
sequence with a series description of ‘SAG Volume’. The number of averages is 1, with
TR=31, TE=6, and flip angle of 30. The samples per pixel for both datasets was 1. All
MR images were 512 x 512 pixels in resolution with a slice thickness of 1.5 mm and ac-
quired with a magnetic field strength of 1.5 T. A Rician noise distribution was assumed
for the MRI data-sets as the details of the original MRI scanner coil configurations were
not available. Rician noise was chosen for illustrative purposes as typical of MRI noise
and for simplicity of analysis.
As the MR images are already corrupted by noise due to the image acquisition process,
they were used directly in the simulation study. A phantom cartilage image and brain
MRI image were also used in the simulation study, as true noise free images. The
phantom image was prepared in MATLAB and is 256 x 256 pixels, while the brain
image of 128 x 128 pixels was obtained from the MATLAB image processing toolbox,
from the ‘imdemos’ directory. Since these images were noise free they were artificially
corrupted with Rician noise prior to the denoising procedure. The program code for the
denoising study was written in MATLAB version R2012A in windows 7.
2.4 Proposed Methods
2.4.1 Adaptive edge detection
In this study we propose a novel Rician denoising procedure with edge preservation ca-
pability. Regions containing edges are identified by use of an adaptive circular mask and
a localized smoothing of the region is performed. The proposed adaptive filter imple-
ments a Brown-Forsythe statistical criterion to avoid excessive filtering near the edges.
Denoising is further achieved using LMMSE estimate of the regional sample, obtained
using a modified nonlocal means estimate within the neighbourhood of the image. The
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proposed filter was implemented on MRI images of the knee, synthetic and a phantom
image. The efficiency of the denoising procedure was determined using SNR, RMSE,
QILV and CNR ratios between true and denoised images of the cartilage. The method
was also compared with other existing Rician denoising procedures and showed improved
image contrast with edge preservation ability.
The proposed denoising method, is an adaptive filtering technique designed to preserve
edge information while performing noise removal. In order to do this the method per-
forms filtering by implementing a rotating circular mask to identify regions with and
without edges and accordingly select sample regions within the neighbourhood to per-
form localized denoising. Based on the region selection criteria and orientation of an
edge in the neighbourhood, nonlocal weights w(i, j) are determined to compute the
mean NL[v] of the sample regions. To preserve edge information we implement modi-
fied nonlocal weights w(i, j) where higher weights are imparted to pixels containing edge
details.
The sample mean, NL[v] thus computed is further used to implement a linear minimum
mean square estimate (LMMSE) of the regions to determine the underlying signal inten-
sity Ai,j . Such a denoising procedure avoids excessive smoothing of the edge information
and at the same time performs localized noise removal. The variance of noise σ2n used
for the denoising procedure is determined using Eq. (2.21) (Aja-Fernandez et al., 2008).
σ2n =
1
2N
N∑
i,j=1
M2i,j (2.21)
Where, σ2n is the variance of noise estimated from the background of the image, N is
the total number of pixels within the mask, i and j indicate pixel positions and M
is the observed signal information. This variance is determined from the background
of the MRI image where noise follows a Rayleigh distribution due to zero intensity MR
signal function (Sijbers et al., 1998; Aja-Fernandez et al., 2008). The flowchart for the
denoising procedure is as shown in Fig. (2.2)
2.4.1.1 Adaptive Mask
An adaptive mask is used to achieve filtering, edge detection and region selection for
denoising by the proposed method. A circular mask is used for this purpose, as it is
found to provide a more dynamic approach in the edge detection process as compared
to the traditional rectangular and square masks (Davies, 1984; Dongxiang et al., 2004;
Chapter 2. Rician Denoising for Articular Cartilage in MRI 29
Figure 2.2: Flowchart of the proposed denoising procedure
Liu et al., 2007). The role of this mask is to identify edges and their orientation and
accordingly performs region selection for the denoising process. In this study, an edge
is characterized by dissimilarity in variance σ2n for the two regions across the diagonal.
Regions with absence of edge information are considered as homogeneous while those
with edge information are considered as non-homogeneous (Perona and Malik, 1990).
Identification of a non-homogeneous region results in further sub-division of the neigh-
bourhood into smaller sample regions across the edge to perform true signal estimation.
σ2i,j =
1
Ni,j − 1
∑
p∈Ni,j
(Ip − µi,j)2 (2.22)
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Figure 2.3: a) neighbourhood within a circular mask, b) region 1 for diagonal at 0°,
c) region 2 for diagonal at 0°, d) region 3 for diagonal at 90°, e)region 4 for diagonal
at 90°, f) region 5 for diagonal at 135°, g) region 6 for diagonal at 135°, h) region 7 for
diagonal at 45°, i) region 8 for diagonal at 45°
Hence, as the circular mask rotates along its diagonal it computes for variance σ2n for the
two regions across the diagonal using Eq. (2.22) (Aja-Fernandez et al., 2008). Where, σi,j
is the local sample variance of noise, Ni,j is the total number of pixels in the sample, Ip is
the observed signal intensity, µi,j is the sample mean of the neighbourhood and i and j
are indicators of the pixel position in the given neighbourhood (Aja-Fernandez et al.,
2008). Ideally the rotation should be continuous and stop only when the diagonal of
the mask aligns with the edge present within the neighbourhood of the mask. But for
the purposes of simulation and to reduce the computation time, this rotation is kept
discrete with a step size of 45 °. The rotation starts from 0 °and halts at 180 °. An
example of the sample regions selected by the mask as it is rotated along its diagonal for
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a given neighbourhood is shown in Fig. (2.3). An additional criterion W to determine
presence of an edge between the two regions has also been implemented, as explained in
Section (2.4.1.2). As homogeneous regions do not contain any edge information and one
can perform filtering over the entire neighbourhood. But for a non-homogeneous region,
smaller sample regions depending on the orientation of the edge are used to perform
selective denoising. This operation thus enables the mask to adapt and perform region
selection around the edges in an image for the denoising process.
2.4.1.2 Edge Detection Criteria
An additional criteria W using Brown-Forsythe test (BF-test) has been implemented as
part of the edge detection process. BF-test has been proposed to avoid any false positive
or true negative edge detection by the mask. The output of this test is also used to
determine the orientation of an edge. BF-test is also known as the modified Levene’s test
and determines the equality of variances of two groups with a non-normal distribution
using one way ANOVA F-test (Brown and Forsythe, 1974). Since Rician noise follows a
non-normal distribution, a BF-test can be implemented to verify the equality of variances
σ2n and to avoid false positives. The test begins with a null hypothesis H0 and alternate
hypothesis Ha as shown in Eq. (2.23) and Eq. (2.24) respectively (Brown and Forsythe,
1974). The null hypothesis H0 states that the variances for the two groups is the same
while the alternate hypothesis Ha states that the variances for the two groups is different.
The alternate hypothesis Ha is considered to be true only if the null hypothesis is found
to be false (Brown and Forsythe, 1974). For a homogeneous region the null hypothesis
should remain true as the variances across the sample regions should remain the same.
H0 : σ
2
1 = σ
2
2 (2.23)
Ha : σ
2
1 6= σ22 (2.24)
The two regions across the diagonal are considered as independent random groups for
whom the equality of variance is to be determined. The test requires absolute deviation
of the group variables yij from its median value using Eq. (2.25). Where y˜j is the median
value of each individual group and Zij are the new variables for the two groups obtained
after taking the absolute deviation for individual variables in each group (Brown and
Forsythe, 1974). A selection of the median value y˜j offers more robustness to the test
for a non-normal distribution (Brown and Forsythe, 1974).
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Zij = |yij − y˜j | (2.25)
W =
(N − k)
(k − 1)
∑k
i=1(Ni (Z¯i. − Z¯..)2)∑k
i=1
∑Ni
j=1(Zij − Z¯i.)2
(2.26)
An F-value for the two groups is then computed using Eq. (2.26). Where N is the total
number of observations within the two groups, k is the total number of groups used to
perform the F-test, Ni is the total number of variables in each individual group, i is the
number of groups, j represents the variables within each individual group, Z¯i. represents
group means of Zij and Z¯.. is the overall mean of Zij . N − k is the degree of freedom
between the groups and k − 1 is the degree of freedom within each individual groups
(Brown and Forsythe, 1974). The BF-test can thus be said to compute the ratio of
variances between and within each group to determine the equality of variances between
two independent groups (Brown and Forsythe, 1974). This computed statistic value is
then compared with the F-value within a distribution table for a significant alpha level
as shown in Eq. (2.27).
W > Fα,k−1,N−k (2.27)
where W is the calculated value obtained using statistics of the two groups and F is the
value obtained from the F-distribution table of a particular α level using the two degrees
of freedom (Brown and Forsythe, 1974). If the computed test statistic W is found to be
larger than the tabulated value Fα,k−1,N−k, then the null hypothesis H0 is rejected and
the alternated hypothesis is accepted Ha.
As the null hypothesis H0 of the BF-test will hold true only for regions with similar
variance values σ2n an index value of zero is attributed to these regions. But the null
hypothesis will fail for regions with dissimilar variances σ2n and the sample pair are
attributed with an index value equivalent to their F-value Fα,k−1,N−k. This operation
generates a set of index values indicating similarity between regions for various orienta-
tions of the diagonal in the neighbourhood. This is also used as an indicator to determine
the orientation of an edge in the neighbourhood. If the maximum value within the set
is zero the region is considered as homogeneous, but if the maximum value in the set
is more than zero, then the region is considered as non-homogeneous and the position
of the index value is used to determine the orientation of the edge. A maximum index
value at position 1 in the set indicates a horizontal edge in the neighbourhood. Similarly
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Figure 2.4: a) edge located with help of circular mask, b) nonlocal weights for region
1 indicated by top diagonal and c) nonlocal weights for region 2 indicated by bottom
diagonal, where darker regions represent highest weights in the region
a maximum index value at position 2 indicates presence of a vertical image, while max-
imum index value at position 3 and 4 indicates a 45 °and 135 °orientation respectively.
In this manner the proposed method detects and determines the orientation of an edge
within the neighbourhood of an image.
2.4.1.3 Denoised Signal Estimation
The final step of the proposed method is to determine the denoised signal intensity Ai,j
of the neighbourhood using the local statistical information. In order to do this a mod-
ified nonlocal mean estimation NL[v] of the sample regions followed with their linear
minimum mean square estimate has been implemented E[Mi,j ].
A non-local means filter determines the mean sample intensity NL[v] by using weights
between neighbourhoods. These weights w(i, j) are computed by using the Euclidean
distance between surrounding neighbourhood regions as shown by Eq. (2.28) and Eq.
(2.29) (Rajan et al., 2012; Buades et al., 2005; Manjon-Herra, 2006).
di,j = E[‖Ni −Nj‖]22,σn (2.28)
w(i, j) =
1
Z(i)
exp(
di,j
h2
) (2.29)
where di,j is the Euclidean distance between two neighbourhoods, Ni is the neighbour-
hood of pixel i, Nj is the neighbourhood of pixel j, w(i, j) is the weight and h is the
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smoothing parameter and is dependent on variance of noise (Buades et al., 2005). Neigh-
bourhoods with similar intensity NL[v] are assigned higher weights w(i, j) as compared
to non-similar regions and the sum of weights w(i, j) is always equal to one (Buades
et al., 2005; Perona and Malik, 1990; Manjon-Herra, 2006). Eq. (2.30) computes the
nonlocal mean of the image, where ′NL′ is the nonlocal estimate of i for a noisy image
v (Buades et al., 2005).
NL[v](i) =
∑
j∈J
w(i, j) v(j) (2.30)
The proposed method uses a modified non-local mean filter to determine mean sample
intensity NL[v]. Since we work with smaller regions to perform nonlocal means filter-
ing, we use similarity information between the pixels rather than surrounding neigh-
bourhoods to determine mean intensity of the sample. Also the knowledge about the
orientation of an edge in a neighbourhood is included to assign the distribution of weights
w(i, j) within the sample using Eq. (2.29). This distribution of weights w(i, j) is such
that the pixels containing diagonal information are imparted with higher weights as
compared to the rest of sample pixels. Such an operation preserves edge information
during the denoising process. A similar example of nonlocal weight distribution by the
proposed method for a neighbourhood containing a 45 °edge is shown in Fig. (2.4). In
Fig. (2.4) darker regions indicate pixels with higher weights along the diagonal, while
lighter regions indicate pixels with lower nonlocal weights. A nonlocal mean for the
sample is then computed using Eq. (2.30).
The modified sample regions further undergo a linear minimum mean square estimate to
determine the underlying signal intensity. The LMMSE method uses even order moments
E{Mni,j} where n is an even integer of the Rice distribution function for determining
true signal intensity (Aja-Fernandez et al., 2008). The higher order moments of the
Rice distribution function are given by Eq. (2.31) and Eq. (2.32) (Sijbers et al., 1998;
Aja-Fernandez et al., 2008; Aja-Fernandez, 2012).
E{M2i,j} = E{A2i,j}+ 2σ2n (2.31)
E{M4i,j} = E{A4i,j}+ 8σ2n E{A2i,j}+ 8σ4n (2.32)
where M is the observed magnitude, A is the true magnitude, E is the expectation
operator, i and j are indicators of pixel position and σn is the variance of noise
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(Aja-Fernandez et al., 2008). These higher order moments along with information of
noise variance are used to obtain a linear minimum mean square estimate of true signal
function and are given by Eq. (2.33) and Eq. (2.34) (Aja-Fernandez et al., 2008).
A2i,j = 〈M2i,j〉 − 2σ2n +Ki,j (M2i,j − 〈M2i,j〉) (2.33)
Ki,j = 1−
4σ2n(〈M2i,j〉 − σ2n)
〈M4i,j〉 − 〈M2i,j〉2
(2.34)
The true signal intensity Ai,j is thus estimated by computing the mean square estimation
between a set of observed and estimated pixels within a region to undermine the effect of
noise (Aja-Fernandez et al., 2008; Jiang and Yang, 2003). The denoised signal intensity is
computed for each region, using the modified nonlocal means filter and a linear minimum
mean square estimate. This process is repeated till the signal intensity for all the pixels
are computed for the given MR image to complete the denoising process.
2.4.1.4 Results and Simulation Study-I
The simulation study for the proposed method has been conducted on the phantom car-
tilage, brain and MRI images of the articular cartilage. In the first part of this study, we
have subjected the phantom image with increasing levels of standard deviation of noise
σ to better understand the behaviour of Rician noise in the image. A plot of signal to
noise ratio (SNR) and mean square error (MSE) for these values of noise was observed.
Also changes in the contrast to noise ratio (CNR) with respect to signal to noise ratio
(SNR) was observed for the phantom image. It was observed that the signal to noise
ratio (SNR) for the phantom image significantly dropped after subjecting it to a noise
of standard deviation greater than 10 while its mean square error (MSE) considerably
increased as can be seen from Fig. (2.5). The plots of these image parameters were
further used as an indicator to understand the effect of Rician noise on the phantom
datasets.
The proposed method was then implemented on the phantom image. Variance of noise
was estimated from the background of this image using Eq. (2.21). A circular mask
of diameter 9 was selected to perform region selection and denoising. This mask was
moved from top left to bottom right within the image and rotated in discrete step size
of 45 °within the neighbourhood to search for presence of edge. Edge detection was per-
formed using Eq. (2.22) and Eq. (2.27). The F-distribution table for significant alpha of
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Figure 2.5: Characteristics of the phantom image for various values of noise
0.01 for a two tailed test evaluation was used to compute the index values (Montgomery
and Runger, 2006). A denoised signal estimation of the sample region was performed
using the modified nonlocal means filter and a LMMSE of the neighbourhood as part of
the denoising process using Eq. (2.30), Eq. (2.33) and Eq. (2.34) (Aja-Fernandez, 2012).
To quantify the performance of the proposed method, root mean square error (RMSE),
power signal to noise ratio (PSNR), and quality index based on local variance (QILV)
ratios of the true and denoised image, as given by Eq. (2.36), Eq. (2.37) and Eq. (2.38)
respectively were used (P. et al., 2012; Lopez-Rubio and Florentin-Nunez, 2011; Hore
and Ziou, 2010; Aja-Fernandez et al., 2006; Aja-Fernandez et al., 2008).
MSE =
1
MN
M∑
i=1
N∑
j=1
[Iref(i,j) − Itest(i,j)]2 (2.35)
RMSE =
√
MSE (2.36)
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PSNR = 10 log10
2552
MSE
(2.37)
QILV (I, J) =
2µVIµVJ
µ2VI + µ
2
VJ
2σVIσVJ
σ2VI + σ
2
VJ
σVIVJ
σVIσVJ
(2.38)
where Iref in Eq. (2.35) represents the reference true noise free image used to compare
with the denoised test image given by Itest. M and N represent total number of pixels
in an image. Pixel positions were given by i and j. A QILV index was selected as it can
better handle the non-stationarity of the image due to presence of various structures
within the image (Aja-Fernandez et al., 2006). VI and VJ in Eq. (2.38) were true and
denoised images, µVI and µVJ represent the mean of the local variances of the two images,
σVI and σVJ represent the standard deviation of the local variances of the two images
and the final term compares the spatial coherence of the two images (Aja-Fernandez
et al., 2006). CNR ratio of the denoised image was computed using Eq. (2.39) (Nowak,
1999).
CNR =
µ1 − µ2
µ1 + µ2
(2.39)
where, µ1 was the mean intensity of brighter region and µ2 was the mean intensity of
the darker region (Nowak, 1999). For the CNR assessment, the brighter region intensity
was obtained from the cartilage while µ2 represents intensity of the background in the
MR image.
In the second part of the simulation study a comparative analysis of the proposed method
with anisotropic diffusion filter, nonlocal means filter and LMMSE method was under-
taken. For this study we included use of both phantom and brain image, where the true
noise free images were available and variance of noise could be controlled. To maintain
uniformity in this study, all the denoising methods used similar images subjected to the
same standard deviation of noise. The noise in all the methods was estimated from the
background of the MR image using Eq. (2.21) except for anisotropic diffusion filter. Also
the window size utilized for all the methods was 9 x 9 except for the anisotropic diffusion
filter where directional convolution masks of size 3 x 3 were used. Fig. (2.6) displays
the noisy and denoised images with their corresponding histogram for all the methods
used in the comparative study. The quantitative analysis for this comparison study is
shown in Tab.2.1, where results for the denoising procedures for standard deviation of
noise of 5 and 10 are displayed.
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Figure 2.6: a) True phantom image, b) phantom image with noise of 5, c) denoised
image with proposed method, d) denoised image with LMMSE method, e) denoised
image with Anisotropic diffusion filtering, f) denoised image with nonlocal means filter-
ing, g) histogram of True phantom image, h) histogram of phantom image with noise
of 5, i) histogram of denoised image with proposed method, j) histogram of denoised
image with LMMSE method, k) histogram of denoised image with Anisotropic diffusion
filtering, l) histogram of denoised image with nonlocal means filtering, m) True brain
image, n) brain image with noise of 5, o) denoised image with proposed method, p)
denoised image with LMMSE method, q) denoised image with Anisotropic diffusion
filtering, r) denoised image with nonlocal means filtering, s) histogram of true brain
image, t) histogram of brain image with noise of 5, u) histogram of denoised image with
proposed method, v) histogram of denoised image with LMMSE method, w) histogram
of denoised image with Anisotropic diffusion filtering, x) histogram of denoised image
with nonlocal means filtering
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Figure 2.7: a1) Dataset 1 observed slice MRIM0016 , a2) dataset 1 denoised
slice MRIM0016, b1) dataset 1 observed slice MRIM0020 b2) dataset 1 denoised
slice MRIM0020, c1) dataset 1 observed slice MRIM0023 c2) dataset 1 denoised
slice MRIM0023 d1) dataset 2 observed slice MRIM0080 d2) dataset 2 denoised
slice MRIM0080 e1) dataset 2 observed slice MRIM0385 e2) dataset 2 denoised
slice MRIM0385 f1) dataset 2 observed slice MRIM0690 f2) dataset 2 denoised slice
MRIM0690
The proposed method has further been implemented on the two MRI datasets of the
articular cartilage. Fig. (2.7) shows the result of the proposed denoising procedure for
several slices of both the MRI dataset. We have used a circular mask of diameter 9 for
denoising of the MRI images.
2.4.2 Adaptive SNR filtering technique for Rician noised denoising in
MRI
Rician noise displays signal dependent behaviour with a varying probability distribution
function depending on the SNR of the image. As a result the study investigated the
possibility of using this anomaly to design a more efficient denoising filter. Rician noise
approximately follows a Gaussian distribution for higher SNR values and may follow a
Rayleigh distribution for a lower SNR.
In this study we propose an adaptive filtering technique for Rician noise, addressing this
characteristic distribution behaviour. Based on the probability distribution function of
noise P (M) and SNR information obtained from the image, the proposed filter uses local
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Table 2.1: Image Quality Assessment of the Denoising Methods
Noise Image Quality
Proposed
Method
Anisotropic NLM LMMSE
σ = 5 Brain
SNR
RMSE
CNR
QILV
PSNR
107.635
3.8529
0.938
0.9884
36.4151
26.474
7.6746
0.8307
0.7224
30.4297
35.4715
6.7443
0.8306
0.9335
31.5537
91.7894
4.1877
0.903
0.978
35.6913
σ = 5 Cartilage
SNR
RMSE
CNR
QILV
PSNR
212.90
2.775
0.9768
0.9983
39.2654
29.5395
7.2983
0.9493
0.9448
30.8663
32.9111
7.1044
0.9493
0.9448
31.1002
178.290
3.034
0.9674
0.9969
38.490
σ = 10 Brain
SNR
RMSE
CNR
QILV
PSNR
26.3567
7.7507
0.8711
0.9412
30.344
11.6099
12.0087
0.6884
0.6573
26.5409
11.928
11.8361
0.6804
0.7146
26.6667
24.9555
8.0484
0.8136
0.8873
30.0166
σ = 10 Cartilage
SNR
RMSE
CNR
QILV
PSNR
46.1251
5.9961
0.9498
0.9922
32.5735
9.5793
13.3073
0.9015
0.9185
25.649
10.6862
12.8828
0.9025
0.98
25.9306
45.1685
6.0611
0.936
0.9875
32.4798
statistics of the neighbourhood within the mask to perform denoising. The filter thus
performs an adaptive denoising based on the regional SNR of the neighbourhood. The
proposed filtering technique has been implemented on synthetic image and T2 weighted
magnitude MRI images. The efficiency of the proposed filtering technique is verified
with a study of the PSNR, MSSIM and RMSE characteristic of the denoised and noisy
image with respect to the true image. The proposed denoising technique shows an
improvement in the contrast ratio and PSNR of the noisy image.
2.4.2.1 Proposed technique for Adaptive SNR filtering
An adaptive SNR filtering technique is proposed for denoising of Rician noise. The
proposed method uses the local SNR of the neighbourhoods in the image to perform
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denoising. Such an operation allows the filter to adapt itself to the distribution charac-
teristic of noise within the neighbourhood for efficient denoising. Fig. (2.8) shows the
flowchart of the noise removal process. The initial step of the denoising process is to
estimate the variance of noise σn in the image. In order to do this we use the background
of the image to estimate value of noise using Eq. (2.21) (Aja-Fernandez et al., 2008).
This variance σn is further used to estimate the regional SNR and the mean intensity µ
of the neighbourhood. The regional SNR of the neighbourhood is given by Eq. (2.40)
where µ indicates the mean intensity of the neighbourhood (Sijbers et al., 1998).
SNRreg =
µ
σn
(2.40)
For regions with higher SNR, usually greater than 3 dB the distribution in the neigh-
bourhood is assumed to be Gaussian. In addition the observed signal intensity µ should
be similar to the true signal intensity A¯ along with the bias σ introduced due to the
noise. This bias in the mean intensity µ value can be corrected using Eq. (2.6) (Gudb-
jartsson and Patz, 2005). The filter thus uses Eq. (2.6) to correct the pixel intensity M
for bias introduced due to noise. Instead of using the mean intensity µ of the local region
we can make use of the median intensity value as it is more robust towards outliers such
as noise (Aysal and Barner, 2007).
For regions with a lower SNR, noise tends to follow a Rayleigh distribution in that
neighbourhood. The bias σ introduced due to presence of noise, as shown in Eq. (2.6)
can no longer be ignored (Sijbers et al., 1998). One can now perform Rayleigh filtering
on these neighbourhoods using a wide variety filters designed for Rayleigh noise filtering.
These filters include use of median filter, Lee filter, Frost filter etc. (Yin et al., 1996). In
the proposed method, such a low SNR neighbourhood is further classified into regions
with zero intensity and regions with absence of zero mean intensity. Such an approach is
used to perform denoising of the zero intensity background using mean estimation µ for
Rayleigh distribution using Eq. (2.4). This approach can help us to significantly clean
up the background and other regions with absence of any signal function. Also note that
the estimation provide by Eq. (2.4) does not take into consideration the mean intensity
µ information of the region. This mean intensity information µ is still used for low SNR
regions with mean intensity of the neighbourhood greater than one. In such regions
filtering is achieved using geometric mean filter as it offers better denoising capability for
signal dependent noise (Arsenault and Denis, 1983; Pitas and Venetsanopoulos, 1986).
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Figure 2.8: Flowchart of the proposed denoising method
In this manner, depending on the local SNR of the region the filter adapts itself and
performs denoising using the local statistics of the neighbourhood.
2.4.2.2 Results and Simulation Study - II
The proposed filtering technique has been implemented on both synthetic and magni-
tude MRI images. A phantom cartilage has been used as the synthetic image for the
simulation study. In the synthetic image Rician noise is artificially introduced using Eq.
(2.1) and a random function generator in MATLAB. The magnitude MRI images used
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for this denoising study are obtained using ‘TE 13 RF Fast FatSat’ imaging sequence in
a 1.5 Tesla scanner. These MRI images are a part of a dataset containing 62 slices of
the articular cartilage. All the MRI images are 512 x 512 pixel resolution with TR=43,
TE=13 and flip angle of 50. Since these MRI images are already corrupted by noise
due to the image acquisition process, no artificial noise has been introduced in them.
The program code for the proposed denoising technique has been written in MATLAB
version R2012A in windows 7.
The phantom cartilage image used for the simulation study has been subjected to in-
creasing levels of noise σ, to observe the result for different levels of noise. A standard
deviation value of noise σ is provided to the random function generator which introduces
these values into the image as noise using Eq. (2.1). For this study we have used different
values of standard deviation of noise µ. At each denoising procedure the value of noise
is then estimated from the background of the image using Eq. (2.21). A 3 x 3 square
mask has been used for performing adaptive filtering in the image. A larger mask can
help in obtaining faster simulation but can cause blurring of the image, if not careful.
This mask computes the local mean intensity of the region to perform adaptive filtering.
The mean intensity value is used with the estimated variance of noise obtained from
the background, to determine the local SNR of the region using Eq. (2.40). For high
intensity regions, the mean intensity of the observed sample is assumed to be closely
similar to the actual signal intensity.
The computed SNR for such a region should be higher than 3 dB. The noisy pixel in-
tensity is then corrected using Eq. (2.6) and the median value of the sample. The mean
intensity of the sample for regions with lower SNR is further evaluated by the filtering
process. For regions with the mean intensity value less than one; the region within the
mask is assumed to be the zero intensity background region of the image. In these re-
gions the pixel intensity is corrected by using the mean estimation value µ for a Rayleigh
distribution using Eq. (2.4). The variance value used to compute this pixel intensity is
same as the estimated variance of noise obtained from the background of the image. If
the mean intensity of the local sample is other than zero we perform geometric mean
filtering to estimate true intensity values for such regions. These regions, too display
Rayleigh distribution and as such one can still implement Rayleigh filtering for denois-
ing. Rayleigh denoising for these regions can be achieved with help of median filters, Lee
filter, Frost filter etc. and depends on the requirement of the user (Yin et al., 1996). In
the proposed method we have implemented a geometric mean filter for these regions, as
it is found to be more optimal for signal dependent noise (Pitas and Venetsanopoulos,
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Figure 2.9: a) Phantom image with
variance of noise 10, b) denoised phan-
tom image for a, c) Phantom image
with variance of noise 20, d) denoised
phantom image for c, e) Phantom im-
age with variance of noise 30, f) de-
noised phantom image for image noise
30
Figure 2.10: a) Observed image
slice MRIM0016, b) Denoised
image slice MRIM0016, c) Ob-
served image slice MRIM0020,
d) Denoised image slice
MRIM0020, e) Observed im-
age slice MRIM0050 f) Denoised
image slice MRIM0050
1986). The centre pixel of the mask is used to replace the noisy pixel in the image.
Fig. (2.9) displays the result of the proposed adaptive filtering technique on the syn-
thetic image. A phantom cartilage with noise variance of 10, 20 and 30 has been used for
the simulation study and its corresponding filtered image is shown in Fig. (2.9). To de-
termine the efficiency of the proposed filtering technique, the PSNR, MSSIM and RMSE
values for both noisy and denoised image are computed. Tab. 2.2 is used to display
these image parameters. The PSNR value is used to indicate the improvement in the
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Table 2.2: Image Parameter for Phantom Image
Image Parameter PSNR RMSE MSSIM
σ = 10 Noise 25.1400 14.1105 0.0388
Denoised 26.1140 12.6137 0.0614
σ = 20 Noise 19.1170 28.2288 0.0160
Denoised 20.9598 22.8324 0.0219
σ = 30 Noise 15.5901 42.3680 0.0126
Denoised 17.6229 33.5271 0.0142
signal information content with respect to noise in the denoised image (Hore and Ziou,
2010). Structural similarity index (SSIM) is used to determine the image information
and to verify if the image has been considerably modified due to the denoising process
(Wang et al., 2004). The proposed filtering technique has further been implemented of
other MRI image slices as shown in Fig. (2.10).
The visual inspection of the denoised images and study of the image quality parameters
show that the proposed filtering technique does offer improved denoising. The proposed
filtering technique improves the image quality for magnitude MRI images in presence
of Rician noise and is also computationally efficient. The method can be significantly
improved if a more robust estimation of the local SNR can be achieved. Also the pro-
posed filtering technique finds limitation in its implementation, for images with absence
of zero intensity background. A more accurate estimation of the Rician noise σn can
also help in improving the denoising result.
2.4.3 Signal dependent Rician Noise Denoising using nonlinear filter
Our investigation of the signal dependent behaviour of Rice noise also brought us to
homomorphic filters for nonlinear filtering of noise (Arsenault and Denis, 1983). Homo-
morphic filters are nonlinear filters in the spatial domain (Arsenault and Denis, 1983).
They require a transformation function, to separate signal and noise in the image, thus
making noise linear and independent of signal (Arsenault and Denis, 1983). Noise in
this form is no longer dependent on signal and can be easily filtered from the image with
existing denoising procedures (Arsenault and Denis, 1983). Homomorphic filters also
require an equivalent inverse transformation function to return the filtered data back to
the original equation (Arsenault and Denis, 1983). A similar concept has been developed
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to make Rician noise independent of the true signal intensity. Once the noise has been
made reasonably independent of the signal function, it undergoes filtering for noise re-
moval and later the filtered data is transformed back into the magnitude equation. This
process leads to betters estimation of the true signal intensity and is computationally
more efficient.
For this study we propose a nonlinear homomorphic filtering method for Rician noise
denoising. Nonlinear filters are more capable in addressing signal dependent behaviour
of noise and offer good denoising with better edge preserving capabilities. A nonlinear
filter based on homomorphic filter characteristics has been designed to address Rician
noise in MR images. The proposed filter has been implemented on synthetic images and
MR images of the articular cartilage. The efficiency of the proposed filtering method is
verified by computing the PSNR and SSIM index of the image. The proposed nonlinear
filter performs good denoising with improvement in the image quality as observed from
the PSNR values of the image. It also offers edge preservation and can be used for both
structural MRI and soft tissue study effectively.
Noise can only be considered independent of signal, if its probability distribution function
is no longer dependent on the signal parameter and it can be written in a linear form
(Walkup and Choens, 1974). In general signal dependent noise can be broadly classified
into multiplicative noise such as the speckle noise or a signal-modulated additive noise
such as film grain noise (Arsenault and Denis, 1983; Walkup and Choens, 1974). Eq.
(2.41) represents multiplicative signal dependent noise known as speckle noise which
commonly affects ultrasound images (Walkup and Choens, 1974). The additive signal-
modulated noise model is a general model developed by John Walkup et.al to represent
signal dependent behaviour of noise and is given by Eq. (2.42) (Walkup and Choens,
1974). Where, r is the observed signal, s is the true signal, f(s) is the signal function
and n is noise.
r = s.n (2.41)
r = s+ k.f(s).n (2.42)
Eq. (2.42) is based on the assumption that the noise is stationary with zero mean, un-
correlated with the signal function and represents linear signal dependent noise (Walkup
and Choens, 1974). Noise in MRI magnitude equation is also very similar to Eq. (2.42);
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where noise is both signal dependent and additive. At the same time Rician noise is also
non-linear due to magnitude image formation, using information of real and imaginary
components of the signal with respect to noise (Sijbers et al., 1998).
2.4.3.1 Proposed technique for using nonlinear filter
We propose a signal dependent filtering procedure, for Rician noise using magnitude
equation given by (Aja-Fernandez et al., 2008). The proposed filter design tries to de-
couple noise from the true signal function, before filtering for noise removal (Pitas and
Venetsanopoulos, 1986). It is then followed by an intuitive filtering process which tries
to minimize error due to noise, using mean square estimate process using Wiener filter,
on the observed noisy signal. Such a denoising operation tries to maintain the fidelity
of the image without introducing any artifacts due to the filtering process and does not
cause any considerable change to the original signal function. This filtered data is then
used for reconstructing a noise free estimate of the image by using an inverse trans-
formation operation. This denoising process is divided into two stages; the first stage
involves transformation of nonlinear magnitude equation to make noise independent of
the signal and the second stage involves filtering of the noise followed by an inverse
transformation of the filtered signal; together they form a nonlinear homomorphic filter
for signal dependent noise (Pitas and Venetsanopoulos, 1986). The process is explained
in more detail in the following sub-sections. Fig. (2.11) indicates the flow chart for the
proposed filter method.
2.4.3.2 Transformation of Image
Transformation operation is performed on the image to separate noise from the sig-
nal (Pitas and Venetsanopoulos, 1986). This transformation operation can involve any
mathematical procedure such as square, logarithmic, Laplace transform, Wavelet trans-
form etc. to simplify a nonlinear equation. Such a transformation operation enables
existing image enhancement procedures to be implemented on the image (Pitas and
Venetsanopoulos, 1986).
A similar transformation function is implemented on the Rice magnitude equation, given
by Eq. (2.1). This transformation operation involves taking square of the magnitude
equation, followed by a logarithmic operation. The square operation is performed on
the magnitude equation so that one can gain access to individual signal and noise com-
ponents and is shown by Eq. (2.44).
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Figure 2.11: Flow chart of the denoising procedure
M2 = (A+ nr)
2 + n2i (2.43)
M2 = A2 + 2Anr + n
2
r + n
2
i (2.44)
Estimation of noise in MR image can be determined from the background pixels using
second order moment of the Rice distribution function (Aja-Fernandez et al., 2008).
E[M2] = A2 + 2σ2n (2.45)
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An estimate of noise variance in the image can then be computed by using Eq. (2.46)
(Aja-Fernandez et al., 2008).
σˆ2n =
1
2N
N∑
i=1
M2i (2.46)
This variance is assumed by us, to be similar to the sum of the real and imaginary
components of Gaussian noise and is subtracted from the magnitude image to reduce
the overall effect of noise component in the image as shown in Eq. (2.48).
σˆ2n
∼= N2 ∼= n2r + n2i (2.47)
M2 −N2 = A2 + 2Anr (2.48)
Let M2 −N2 = M˙
M˙ = A(A+ 2nr) (2.49)
In Eq. (2.49), A represents the true signal intensity of the MR image, M˙ is the observed
data with overall reduced noise variance and nr is the real component of noise still present
in the image. Eq. (2.49) is simplified further by a logarithmic transformation. The
logarithmic operation helps to separate the signal and noise component, thus reducing
the magnitude equation into a linear form and decoupling noise from the signal (Pitas
and Venetsanopoulos, 1986). Eq. (2.50) is further used for the filtering process.
log(M˙) = logA+ log(A+ 2nr) (2.50)
2.4.3.3 Denoising Procedure
Eq. (2.50) can be rewritten as shown below and is similar to additive linear noise present
in the image.
y = x+ n (2.51)
where, y is the observed noisy image given by log(M˙) , x is the desired noise free signal
and is equivalent to logA and n is the noise function and represents log(A+2nr). Wiener
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filter is now used for the denoising process, as it is more efficient in removing linear
additive noise (Gonzalez et al., 2004). Wiener filter tries to minimize mean square error
of the image function by estimating the noise free signal component from the observed
signal as shown by Eq. (2.52) (Gonzalez et al., 2004).
min(e2) = [x− xˆ]2 (2.52)
Where, x is the desired noise free signal and xˆ is the output of the Wiener filter with
observed noisy data given by Eq. (2.53) as shown below,
xˆ = W T y (2.53)
The expectation E[e] of the mean square error output due to Wiener filter can be written
as follows (Vaseghi, 2008),
E[e2] = E[x−W T y] (2.54)
E[e2] = E[xxT ]− 2W T +W TE[yyT ]W (2.55)
E[e2] = Rxx − 2W T rxy +W TRyyW (2.56)
From Eq. (2.56), Rxx is the auto-correlation function of desired signal, rxy is the cross-
correlation function of desired signal and the observed signal, Ryy is the auto-correlation
function of observed signal, W represents Wiener filter and E is the expectation operator
(Vaseghi, 2008). The optimal solution for Eq. (2.56) exists when the gradient of Eq.
(2.56) with respect to filter coefficient is zero (Vaseghi, 2008); thus minimizing error
between desired s signal and observed signal r.
∂
∂W
E[e2] = −2rxy + 2W TRyy = 0 (2.57)
W TRyy = rxy (2.58)
Wopt =
rxy
Ryy
(2.59)
Chapter 2. Rician Denoising for Articular Cartilage in MRI 51
Eq. (2.59) represents optimal Wiener filter for linear additive noise (Vaseghi, 2008).
For additive noise given by Eq. (2.42), noise has zero mean and is uncorrelated with
signal function. Hence, the cross-spectral density of desired and noisy signal can be
replaced with the cross-spectral density of desired signal, such that rxy = rxx (Vaseghi,
2008). Wiener filter in frequency domain is used for purpose of denoising and is given by
Eq. (2.60) where Pxx is the power spectral density of the desired signal s with respect
to power spectral density of observed signal r (Vaseghi, 2008; Lim, 1990). xˆu,v is an
estimate of true image data obtained after convolution of Wiener filter Wopt with the
degraded image in the frequency domain (Vaseghi, 2008). H(u, v) in Eq. (2.60) is the
point spread function which accounts for image degradation during image acquisition
process and is also known as the blur operator of the filter; and Hˆ(u, v) is complex
conjugate of H(u, v) (Vaseghi, 2008; Lim, 1990).
W (u, v) =
Hˆ(u, v) ∗ Pxx(u, v)
|H(u, v)|2Pxx(u, v) + Pnn(u, v) (2.60)
xˆ(u, v) = W (u, v) ∗ Y (u, v) (2.61)
A 5 x 5 Gaussian blur kernel is used as point spread function for the filter, as the source
noise in k-space is considered to be Gaussian in nature. Gaussian kernel can be of any
size and depends entirely on the end user, although a larger kernel helps in a faster
simulation process. Wiener filter too requires a prior knowledge of spectral density of
true signal and noise for optimal filtering (Lim, 1990). The power spectral density of
Gaussian white noise is a constant flat spectrum (Walkup and Choens, 1974; Lim, 1990)
and for the filtering process is estimated from background of the transformed image
using Eq. (2.47). The spectral density of true signal in practice is not known, but
can be estimated in different ways (Lim, 1990; Banham and Katsaggelos, 1997). For the
given filtering process we have used the periodogram of the observed signal as an estimate
of the power spectral density of true image (Lim, 1990; Banham and Katsaggelos, 1997).
Eq. (2.62) represents power spectral density of the periodogram of the observed image,
where F and Fˆ represent Fourier transform and conjugate of Fourier transform of the
observed signal respectively and F−1 indicates the inverse Fourier transform (Banham
and Katsaggelos, 1997; Mehri et al., 2013).
Pxx = F
−1[F (x) ∗ F (x)] (2.62)
The filtered image undergoes inverse transformation to return the image data back to
the magnitude equation, with the reduced effect of noise component. For our inverse
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transformation we have calculated exponential of the filtered data followed by a square
root operation. Eq. (2.63) and Eq. (2.64) indicate inverse transformation of the image
data.
Mˆ = exp(xˆ) (2.63)
Aˆ =
√
Mˆ (2.64)
The result of the denoising process is shown in Fig. (2.12, 2.13, 2.14). One can also use
other filters instead of Wiener filter for denoising depending on the application of the
user. If the noise had been multiplicative with the signal intensity it would have been
more appropriate to use geometric mean filter which is more useful in denoising signal
dependent multiplicative noise (Aja-Fernandez et al., 2008).
2.4.3.4 Result and Simulation Study - III
The above filtering procedure was implemented on MR images of the articular cartilage
of the knee and spine image. MR images of the articular cartilage of knee were obtained
using T2-weighted fat suppressed imaging sequences. These MR images were obtained
from Menzies Research Institute database, Tasmania, Australia, while the image of the
spine is a commercially available image obtained from MATLAB toolbox, both of which
were used for the purpose of the simulation study. A total of 62 MR image slices of the
articular cartilage were used to test the denoising procedure in presence of soft-tissue
structure. Primarily histogram, PSNR, MAE and SSIM (Wang et al., 2004) were used
to estimate the image quality after the denoising process. Filtered images of the spine
and articular cartilage from Fig. (2.12) and Fig. (2.13) respectively, indicate that we
have obtained considerable denoising for Rice noise. Also, a visual comparison of the
histogram of the true image Fig. (2.12)b and filtered image Fig. (2.13)f of the spine,
closely resemble each other indicating adequate denoising.
As predicted, nonlinear filter does not cause excessive blurring of the edges in the image
or of the cartilage tissue. The denoising procedure also shows considerable improvement
in the contrast levels of the filtered image. The noisy and filtered images for MRI slices
05, 21, 43 and 50 of the articular cartilage dataset are shown in Fig. (2.15). Tab. 2.3
shows a comparison results between the filtered and noisy images of the knee cartilage
and spine for the proposed denoising procedure. Both the noisy and filtered images of
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Figure 2.12: a) True noise free im-
age of the spine b) histogram plot of
true noise free image c) image with
standard deviation of noise = 7 d) his-
togram plot of noisy image e) Denoised
image using non-linear filtering and f)
histogram plot of filtered image which
is very similar to original histogram
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Figure 2.13: a) Noisy MRI image
of articular cartilage, slice 16 of MRI
dataset b) Denoised cartilage image c)
magnified image of cartilage tissue d)
magnified image of denoised cartilage
tissue e) histogram of noisy image and
f) histogram of filtered image
the spine have been compared to the true image, for determining PSNR and SSIM index
(Wang et al., 2004). The filtered cartilage image has been compared with the observed
image, due to absence of true noise free image of the knee. The noise estimated in the
knee MRI from the background is of standard deviation 13.54 and that for the spine
image is 6.69 using Eq. (2.46).
A plot of PSNR versus standard deviation of noise was also prepared for study of the
denoising process at higher values of noise, using the spine image. The original spine
Chapter 2. Rician Denoising for Articular Cartilage in MRI 54
Table 2.3: Image Parameters
Images Knee σ = 13.54 Spine Noisy σ = 6.69 Spine filtered
PSNR 27.1173 29.6466 34.7226
SNR 21.8546 8.8277 23.4107
MSE 126.2842 70.538 21.9191
MAE 8.7230 6.9826 4.0471
SSIM 0.52910 0.3844 0.6201
image was subjected to noise of different standard deviation and a plot of PSNR of
the filtered and noisy image was computed for the corresponding standard deviation of
noise.
 
Figure 2.14: Plot of PSNR versus standard deviation of noise for spine image
The PSNR value of the filtered image was found to be higher than that of the noisy
image and decreased as the standard deviation of noise increased along the horizontal
axis as shown in Fig. (2.14).
2.5 Discussion-Rician denoising
In study 1 the proposed method offers better image quality and edge preservation for
Rician noise as can also be seen from Fig. (2.6), Fig. (2.7) and Tab. 2.1. In Fig. (2.6)
and Fig. (2.7), we can clearly observe the reduction of noise in the background and
Chapter 2. Rician Denoising for Articular Cartilage in MRI 55
           
Noisy image Denoised image
0
500
1000
1500
2000
2500
3000
3500
4000
4500
Noisy image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
500
1000
1500
2000
2500
3000
3500
4000
4500
Denoised image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
     
Noisy image Denoised image
0
500
1000
1500
2000
2500
3000
3500
4000
4500
Noisy image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
500
1000
1500
2000
2500
3000
3500
4000
4500
Denoised image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
 
                               (a)                                         (b) 
            
Noisy image Denoised image
0
500
1000
1500
2000
2500
3000
3500
4000
Noisy image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
Denoised image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
      
Noisy image Denoised image
0
500
1000
1500
2000
2500
3000
3500
4000
Noisy image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
Denoised image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
 
                             (c)                                     (d) 
            
Noisy image Denoised image
0
500
1000
1500
2000
2500
3000
3500
4000
Noisy image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
Denoised image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
    
Noisy image Denoised image
0
500
1000
1500
2000
2500
3000
3500
4000
Noisy image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
Denoised image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
 
                                (e)                                      (f) 
           
Noisy image Denoised image
0
500
1000
1500
2000
2500
3000
3500
4000
4500
Noisy image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
500
1000
1500
2000
2500
3000
3500
4000
4500
Denoised image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
   
Noisy image Denoised image
0
500
1000
1500
2000
2500
3000
3500
4000
4500
Noisy image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
500
1000
1500
2000
2500
3000
3500
4000
4500
Denoised image
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
 
                            (g)                                        (h) 
 
Figure 2.15: a) observed image slice 05 and b) denoised image slice 0 c) observed
image slice 21 and d) denoised image slice 21 e) observed image slice 43 and f) denoised
image slice 43 g) observed image slice 50 and h) denoised images of slice 50 of articular
cartilage of the knee
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homogeneous tissue regions while there is no blurring of the edges along the cartilage
tissue. From Tab. 2.1, we can observe that the proposed method offers improvement in
both the signal to noise ratio (SNR) and contrast to noise ratio (CNR) in the denoised
images as compared to other existing methods. We can also see improvement in the
QILV index thus indicating that the proposed method does not cause any significant
changes along the edges and overall structural details of the image. The root mean
square error of the image has also significantly reduced after using the proposed denois-
ing method.
It is clear from the simulation process that denoising is the property of the mask used
for performing signal estimation and edge detection. Though the circular mask provides
us with a more flexible approach in denoising, it also plays a vital role in the edge de-
tection and region selection process. A larger mask can include a much larger sample
space, which helps to achieve accuracy and offers better denoising; but it can also be
very computationally expensive. A smaller mask can significantly reduce this compu-
tation time but may lose on this accuracy as it works with limited number of pixels.
An incorrect selection of the mask diameter could still result in excessive blurring of
the edge information. Also the nonlocal means estimation is found to be more accurate
with a larger mask as compared with a smaller mask; as the sample size used by the
mask is larger. With a smaller mask we obtain very limited pixels to compute the non-
local mean which restricts the ability of the mask to achieve more accurate results. In
the proposed method as the mask looks for edges in a neighbourhood and accordingly
computes non-local weights every time it is moved across the image, this process can in-
crease the computational cost of the denoising process compared to other methods. But
as the proposed method is designed for post-acquisition image enhancement this com-
putational cost may still be considered feasible. In addition more importance is given to
estimation of true signal by the denoising method. Computational cost can be brought
down by faster processing systems and more advanced algorithms. A proper selection of
the diameter of the mask plays a significant role in the optimality of the denoised method.
The variance of noise estimated from the background of the image too plays a significant
role in the denoising process. Both the overestimation and underestimation of this noise
variance will ultimately lead to incorrect estimation of the denoised signal intensity by
the LMMSE method and can affect image quality. In the proposed method, the criterion
for edge detection process is based on comparison of regional variance of the two smaller
regions across the diagonal. To achieve more robustness in the comparison results we
have implemented a Brown-Forsythe test. Such an approach helps to avoid any false
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positive or true negatives in the proposed algorithm, as the statistical test is more capa-
ble of addressing a non-normal data. But it can also lead to an incorrect edge detection
if there are multiple edges in the neighbourhood of the mask, for example a corner. A
more efficient way to resolve this issue would be to include the use of additional param-
eters, such as local mean intensity of the regions for predicting the presence of an edge.
Such an operation will further add to the efficiency of the proposed method.
During the study it was observed that the phantom image when subjected to very large
standard deviation of noise greater than 10, causes the image to follow a Rayleigh distri-
bution which limits the ability of the proposed filter to perform Rician denoising. Hence,
though the proposed method offers improvement in the CNR and QILV ratios it does
not show a similar improvement in the SNR ratio of the phantom image as compared
to the other methods. This phenomenon has not been observed with the brain image,
where there also exist a much larger number of grey levels as compared to the phantom
image, which consists of only two grey level values. The proposed method, although
definitely improves both the CNR and QILV ratios for the noisy images irrespective of
the value of noise in the image. As the proposed method improves the contrast to noise
ratio of the image it can further be used for other image enhancement operations such
as edge detection, segmentation etc. Noise removal can still be a very difficult task for
extremely noisy images irrespective of the denoising process and nature of noise. In
such images the original signal content becomes significantly corrupted by noise which
causes the signal estimation process to be inaccurate. The future work may include
more robust denoising process and extension of the proposed denoising technique for 3D
noise removal.
In study 2 for the proposed filtering method the denoising operation is controlled by
the localized SNR of the neighbourhood within the image, as it is observed that Rician
noise shows a fluctuating distribution pattern for SNR above 3 dB and less than 3 dB.
For different types of noise other than Rician such as speckle, salt and pepper, Poisson
noise etc. This SNR criterion of 3 db would no longer hold true as it is very specific for
Rician distribution only. In this case the filter should use other criterion, specific to the
distribution of noise which one desires to remove so that the filter can adapt itself more
adequately to this distribution pattern and can perform noise removal more effectively.
For example the current filtering algorithm is found to be ineffective for Poisson noise
as the SNR criteria for 3 dB does not hold true for the Poisson distribution function. If
one uses criterion other than SNR to address various distributions of noise, one might
still be able to use the proposed design; but the filtering criteria for the filter has to
be redefined. Additional information about the Rician distribution function such as
Chapter 2. Rician Denoising for Articular Cartilage in MRI 58
the higher order moments of the distribution function may also be incorporated in the
filtering algorithm to further improve the efficiency of the proposed method.
In study 3, the noise estimation in the proposed filter design has limitations when zero-
intensity background is absent in the image. Also, we observe that the proposed transfor-
mation function does not make noise completely independent of the signal, which could
still lead to insufficient denoising. Future work may include a modified Wiener filter
design with a more accurate estimation of true noise and a better nonlinear transforma-
tion function to make noise truly independent of the signal function for MRI magnitude
equation.
2.6 Conclusion
In study I we have proposed an adaptive Rician denoising procedure with edge preserv-
ing capabilities. The objective of the proposed method is to provide sufficient denoising
with improved contrast to noise ratio of the image without the loss of edge information.
Edge preservation has been achieved by a sophisticated statistical method that performs
verification of the null hypothesis of the Brown-Forsythe test for the two independent
regions across the diagonal of the circular mask. This method has been tested on magni-
tude MRI images of the cartilage and synthetic images. We have observed a significant
reduction of noise in the image with negligible loss in cartilage tissue due to the edge
preservation capability of the filtering method. It also improves the contrast to noise
ratio of the cartilage with respect to the surrounding knee structure. The efficiency of
the proposed method has been validated, by estimation of the image quality using SNR
and CNR index ratios for the denoised MRI images. The proposed method can also
be implemented on other magnitude MRI images which are similarly affected by Rician
denoising as shown in the simulation study. Future work may include advanced edge de-
tection algorithms for more robust edge detection, a more accurate estimation of noise,
improved computational cost and extension of the proposed method for 3D denoising.
In study II we have proposed an adaptive filtering technique for Rician noise removal
based on the regional SNR characteristics of the image. The filter computes local SNR
and accordingly carries out denoising based on the distribution of noise in the region
using local statistics. The proposed filtering technique offers better denoising with im-
proved PSNR and contrast ratio of the image. The proposed method has also been
implemented on T2 weighted MR images for various slices. The efficiency of the filter-
ing technique is evaluated by the study of the image quality parameters such as PSNR
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and RMSE; which show improvement in the image after the denoising process. The
denoising capability of the filtering technique can further be improved by using a more
robust estimation of the regional SNR and a more accurate estimation of noise in the
image irrespective of the background of the image.
In study III, a nonlinear filter based denoising procedure has been proposed from our
observation of the advantages offered by homomorphic filter and Weiner filter. An intu-
itive reasoning process offered by Wiener filter has been included to deduct the denoising
procedure. The simulation results show the efficiency of the proposed method for signal
dependent filtering of Rician noise. It can also be observed that the proposed filter helps
in better preservation of edge details. As such, it can be used in soft tissue denoising
where extreme loss of edge details can be prevented while performing denoising or other
image enhancement procedures.
The future research focus can include a more advanced implementation of the filter
design using a suitable image transformation to make noise completely independent of
the signal and an even more accurate estimation of noise for a more efficient denoising
procedure with improved contrast and edge preservation capabilities. Other work may
also concentrate on addressing noise for multiple coil signal with a possibility of nonlinear
techniques to address this.
Chapter 3
Wavelets for Cartilage Detection
This chapter is an introduction to 3D undecimated wavelet transform and use of wavelet
multiresolution analysis for 3D cartilage edge detection in MRI. In this study we have uti-
lized 3D undecimated wavelet transform for cartilage detection due to its non-decimate
nature and use of multiresolution for locating fine edge details. The cartilage edge de-
tection have been addressed around previously introduced Rician noise distribution and
a separate study indicating edge localization for step edge in image due to Rician noise
have been addressed. The proposed method offers a much faster and efficient 3D car-
tilage detection with optimization in the wavelet domain. In addition this study also
proposes a new edge localization factor for step edges in a MRI image subjected to signal
dependent Rician noise.
The results of this study have been published in the following
 Aarya I., Jiang D., “Automated 3D articular cartilage detection and optimization
using un-decimated wavelets in MRI”. Signal, Image and video processing. 2015,
9(1), pp 305-314 (Aarya and Jiang, 2015)
 Aarya I., Jiang D., and Gale T., “Edge localization in MRI for images with signal
dependent noise”. IET-Electronic Letters. 2015, 51(15), pp 1151-1153 (Aarya
et al., 2015)
3.1 Introduction
3.1.1 Wavelets
Fourier transform is the most widely used method for signal analysis and was first discov-
ered by Joseph Fourier (Merry and Steinbuch, 2005). It characterizes signal as infinite
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sum of weighted sine and cosine waves which are also multiples of the fundamental fre-
quency (Akay, 1995; Gonzalez et al., 2004). Fourier transform (FT) usually works well
if the signal is periodic, but not with transient signals (Akay, 1995). As a result short
time Fourier transform (STFT) was proposed in order to address this shortcoming, by
dividing the signal over blocks of short duration on which FT was implemented. But
STFT depends on the choice of window selected, where a longer window gives better
frequency resolution but a poor time resolution.
On the other hand wavelets are oscillatory sinusoids with varying duration (Akay, 1995).
Their analysis window can be varied according to frequency with a greater flexibility;
shorter for higher frequencies and wider for lower frequencies to analyse all changes
within the signal. The primary advantages of wavelet transform is its ability to localize
an event not only in frequency but also in the time domain (Akay, 1995). Despite this
they still cannot address the Heisenberg criteria of knowing both the frequency and time
localization of an event simultaneously (Akay, 1995; Gonzalez et al., 2004). One usually
has to trade off knowing either localization in time or frequency domain and not both
together.
Wavelet thus have an analogy of working as a mathematical scope whose window can be
adjusted depending on the wavelet scale. Generally, for a function to be classified as a
wavelet ψ(t) it must satisfy two constraints which are 1) they must decay with respect
to time where rate of decay is governed by the selected function as lim→∞|ψ(t)| = 0 and
2) their integral over time must vanish
∫∞
−∞ ψ(t)dt = 0 (Akay, 1995). These conditions
enable localization and oscillatory function. Note that the integral of scaling function
may not always be equal to zero and can be assumed as
∫∞
−∞ φ(t)dt = 1.
Wavelet transform analyses signal or function f(x) as a linear combination of expansion
functions (Gonzalez et al., 2004)
f(x) =
∑
k
αkϕk(x) (3.1)
where k is an integer index of finite or infinite sum, αk are real valued expansion coef-
ficients ϕk(x) are real valued expansion functions (Gonzalez et al., 2004). The mother
wavelet function is often contracted and dilated by changing scale parameter s and moved
across the signal with help of t (Merry and Steinbuch, 2005). For a 1D linear signal f(x),
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cj0(k) are usually the approximation coefficients obtained as convolution of signal func-
tion f(x) with the scaling function ϕk(x) given as, < f(x), ϕj0,k(x) >=
∫
f(x)ϕj0,k(x)dx.
While dj(k) are normally the wavelet or differential coefficients obtained as convolu-
tion of the signal function with wavelet function ψj,k(x) given as < f(x), ψj,k(x) >=∫
f(x)ψj,k(x)dx. In the following paragraph, Eq. (3.2) indicates the discrete represen-
tation of wavelet transform using filter banks.
Discrete wavelet transform (DWT) require filter banks for their faster operation and
multiresolution analysis. These filter banks are developed using the refinement equation
and are usually low pass and high pass filters (Merry and Steinbuch, 2005). The filter
banks used in the forward wavelet transform are often known as analysis filter bank
while those used in the inverse wavelet transform are known as synthesis filter banks.
1D discrete wavelet transform is thus given as (Gonzalez et al., 2004),
f(n) =
1√
M
∑
k
Wϕ(j0, k)ϕj0,k(n) +
1√
M
∞∑
j=j0
∑
k
Wψ(j, k)ψj,k(n) (3.2)
where
Wϕ(j0, k) =
1√
M
∑
n
f(n)ϕj0,k(n) (3.3)
Wψ(j, k) =
1√
M
∑
n
f(n)ψj,k(n) (3.4)
Wϕ and Wψ are the corresponding scaling and wavelet coefficients obtained by convo-
lution with scaling ϕj0,k and wavelet function ψj,k, where scale j ≥ j0 and M is the
length of the signal. These output coefficients obtained with help of filter bank and are
also known as the sub-band details. The scaling coefficients correspond to approxima-
tion sub-bands while the wavelet coefficients indicate the details sub-band. In discrete
wavelet transform the coefficients are down-sampled during forward decomposition pro-
cess and up-sampled during inverse reconstruction phase. As long as Shannon’s Nyquist
criteria is followed the effect of down-sampling does not have any serious consequences
as most of the signal information is redundant due to aliasing. In addition these filter
banks have to be orthonormal allowing for perfect reconstruction of the signal (Merry
and Steinbuch, 2005). The corresponding 2D discrete wavelet transform is thus given as
(Gonzalez et al., 2004),
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f(x, y) =
1√
MN
∑
m
∑
n
Wϕ(j0,m, n)(x, y)
+
1√
MN
∑
i=H,V,D
∞∑
j=j0
∑
m
∑
n
W iψ(j,m, n)ψ
i
j,m,n(x, y) (3.5)
where,
Wϕ(j0,m, n) =
1√
MN
M−1∑
x=0
N−1∑
y=0
f(x, y)ϕj0,m,n(x, y) (3.6)
W iψ(j,m, n) =
1√
MN
M−1∑
x=0
N−1∑
y=0
f(x, y)ψij0,m,n(x, y) (3.7)
and i = H,V,D are the horizontal, vertical and diagonal sub-bands details obtained
with the wavelet function and M and N are the dimensions of the 2D signal function.
   b2 
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Figure 3.1: Demonstration of approximation and detail sub-bands for phantom im-
ages with 2D-UWT
As image is a discrete signal, the wavelet transform can be implemented using discrete
finite impulse reponse filter (FIR) (Akay, 1995; Gonzalez et al., 2004). For the forward
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wavelet transform, the FIR filter for scaling and wavelet functions is given as h(n) and
g(n) respectively; while for the inverse wavelet transform the corresponding scaling and
wavelet transform is given as h˜(n) and g˜(n) respectively (Gonzalez et al., 2004; Starck
et al., 2007). These scaling filters are usually low pass filters while the wavelet filters
are often high pass filters (Gonzalez et al., 2004). For a fast wavelet transform as the
filters are orthonormal and orthogonal to each other they are also known as the quadra-
ture mirror filters (QMF) (Gonzalez et al., 2004). Fig. (3.1) demonstrates scaling and
wavelet coefficient obtained using 2D UWT forward transform. As demonstrated by the
image, the wavelet coefficients are obtained as high pass filtered image thus providing
us with the edge information.
3.1.1.1 Undecimated Wavelet Transform (UWT)
DWT due to its fast operation have found applications in many data analysis operations,
but there exists some signal functions which may not benefit from DWT especially its
feature of down sampling of data for fast transform. This down sampling may not be
able to capture all the crucial events in a signal, especially if it has been removed while
being down sampled. In lieu of this, researchers prefer working with CWT which offer
the same benefits as DWT but as the name suggests is continuous in nature and does
not down sample the signal to be processed. As a result, CWT are relatively slower
and generate huge data from the processed signal as they process signal as continuous
function of time. In order to resolve this one can work with UWT which offers bene-
fit of both CWT and DWT as it is discrete yet does not down sample the signal function.
Undecimated wavelet transform (UWT) too requires wavelet function ψj,k(x, y) and
scaling function ϕj,k(x, y) which are scaled and dilated to locate an event in scale space
plane V ∈ L2(R) as it is moved across the image (Gonzalez et al., 2004). Both scaling
and wavelet functions generally consist a set of dilated and scaled functions given as
ϕj,k(x) = 2
j
2
ϕ(2jx−k) and ψj,k(x) = 2
j
2
ψ(2jx−k) where j here determines width or scale
of the wavelet function along x axis and k here determines the position in scale-space
(Gonzalez et al., 2004). Unlike discrete wavelet transform (DWT), the coefficients do not
undergo either down sampling or up-sampling, instead the holes are filled using the a’
trous algorithm. By changing the scale we can work at different resolutions in an image
which also determines the dilations of a wavelet function. This may be used to locate
different events in an image. In discrete domain the 1D scaling and wavelet coefficients
are given as (Starck et al., 2007),
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Figure 3.2: Block diagram for 1D UWT at three scales
Figure 3.3: Block diagram for 1D inverse UWT at three scales
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cj+1[n] = hj ∗ cj =
∑
k
h[k]cj [n+ 2
jk] (3.8)
wj+1[n] = gj ∗ cj =
∑
k
g[k]cj [n+ 2
jk] (3.9)
where cj and wj are scaling and wavelet coefficients obtained by wavelet decomposition
respectively, k is filter length and n is signal (Starck et al., 2007) . hj and gj are
discrete low-pass and high-pass wavelet filter banks and represent the scaling ϕj,k(x, y)
and wavelet functions ψj,k(x, y) respectively. Signal cj is decomposed into its low and
high frequency components using scaling and wavelet functions represented by filter
banks h and g respectively. For wavelet multiresolution analysis, coefficients at higher
resolution are obtained by further decomposition of scaling coefficients as demonstrated
in Fig. (3.2). The corresponding inverse undecimated wavelet transform is given as,
cj [n] =
1
2
[h˜j ∗ cj+1[n] + g˜j ∗ wj+1[n]] (3.10)
where h˜ and g˜ are orthogonal inverse filter banks. In addition to being orthogonal,
wavelet functions are also separable which allows us to convolve the 1D wavelet function
along x, y, z axes of the volume to obtain 3D decomposition and reconstruction of the
volume (Starck et al., 2007).
Due to the non-decimate operation of UWT we may be left with redundant information
which we assume may prove to be useful for structures with limited data content. Though
this may not prove to be advantageous in other cases such as those observed with
geographical data with the use of CWT. The redundancy content of the UWT is given
as 3(J − 1) where J is the scale level (Adam and Ra˘doi,2010; Starck et al., 2007). Like
other wavelet functions, UWT too offers us multiresolution property which if properly
utilized can help in obtaining cartilage coefficients at various resolution levels. Fig. (3.2)
shows block diagram of forward decomposition with 1D UWT at three scales. While
Fig. (3.3) displays the inverse wavelet transform
3.1.2 Multiresolution Analysis (MRA)
Let a 1D image function f(x) belonging to square integrable space L2(R), on decomposi-
tion by an orthogonal wavelet basis function form a closed subspace (Mallat and Hwang,
1992). For a given signal function f(x) if the expansion is unique then the expansion set
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ϕk(x) is called the basis for that class of functions. As a result the subspace of L
2(R)
spanned by this function may then be given as,
V = Spank{ϕk(x)} (3.11)
where over-bar denotes closure. For a 2D expression the function is scaled and translated
as ϕj,k(x) = 2
j/2ϕ(2jx − k) (Burrus et al., 1998). By choosing an appropriate scaling
function ϕ(x) properly; this ϕj,k(x) can be made to span entire L
2(R) . But if we restrict
j to j = j0 the resulting expansion set ϕj0,k(x) obtained with j0 is a subset of ϕj,k(x)
that spans entire subspace of L2(R). Then the two individual sub-spaces may then be
denoted as follows, where Vj0 is sub-space due to j0 and Vj is subspace due to j.
Vj0 = Spankϕj0,k(x) (3.12)
Vj = Spankϕj,k(x) (3.13)
By increasing j one increases size of Vj thus allowing functions with smaller variations
or finer details to be included in the subspace (Gonzalez et al., 2004). The concept of
multiresolution analysis (MRA) considers the sub-spaces to be nested within each other
such that,
⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2..... ⊂ L2 (3.14)
Vj ⊂ Vj+1 ∀j ∈ Z with necessary conditions of V−∞ = {0} and V∞ = L2(R) as j →∞.
Thus implying that low resolution signals may be contained within higher resolution
signals (Burrus et al., 1998).
Similarly when using a wavelet function ψj,k(x) one may obtain a wavelet subspace Wj .
This wavelet sub-space also spans the difference between scaling subspace and is given
as
Wj = Spankψj,k(x) (3.15)
For MRA the scaling and wavelet subspaces are considered to be nested within each
other.
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Vj+1 = Vj ⊕Wj (3.16)
These subspaces when computed for various wavelet resolutions j = 0, 1, 2....J form a
nested subspace function, such that a higher resolution function space may also contain
a lower resolution subspace. The corresponding scaling and wavelet function subspace
are represented as union of subspaces, given as
L2(R) = Vj
⊕
Wj
⊕
Wj+1.. (3.17)
where Vj is the subspace obtained by scaling function, Wj is the wavelet function sub-
space over L2(R) and ⊕ represents union function for subspaces as j → ∞ (Gonzalez
et al., 2004). This proposition can be extended to a 3D image function f(x, y, z) which
may belong to a closed subspace in L2(R3).
In addition for multiresolution analysis we require that the scaling ϕj,k(x) and wavelet
functions ψj,k(x) be orthogonal to each other with integer translates. This orthogonal
basis function enables faster computation and allows partitioning of signal energy in the
wavelet domain as given by Parseval’s theorem, which relates energy of signal f(x) to
energy in individual compartments and their wavelet coefficients (Burrus et al., 1998).
The discrete multiresolution analysis is then possible with help of recursive scaling and
wavelet function popularly known as the refinement equation. This recursive scaling
function is given as,
ϕ(x) =
∑
n
hϕ(n)
√
2ϕ(2x− n) (3.18)
hϕ(n) coefficients in above recursive equation are called scaling coefficients. hϕ is referred
to as scaling vector. And the corresponding wavelet function ψ(x) is given as (Burrus
et al., 1998; Gonzalez et al., 2004),
ψ(x) =
∑
n
hψ(n)
√
2ϕ(2x− n) (3.19)
3.1.3 Singularity detection with wavelets
Edges in an image are characterized by changes in intensity across regions commonly
observed around the boundaries in the image. These image details may be represented
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using singularities and their Lipschitz exponent α. Let L2(R) denote the Hilbert space
with 1D functions given as f(x). In addition also consider a smoothing function θ(x)
whose integral is equal to 1 and converges to infinity at zero. Let the first and second
order derivative of this smoothing function be given as ψa(x) = dθ(x)dx and ψ
b(x) = d
2θ(x)
dx2
which may also be considered as wavelets as their integral is equal to zero (Mallat and
Zhong, 1992).
A wavelet transform thus obtained by convolution of signal function f(x) with wavelet
function is given as,
W as f(x) = f ∗ ψa(x) = f ∗
dθ(x)
dx
(3.20)
W bs f(x) = f ∗ ψb(x) = f ∗
d2θ(x)
dx2
(3.21)
where W as f(x) and W
b
s f(x) are respectively the first and second order derivative of the
smoothed signal function. It should also be noted that the zero crossing of W bs f(x)
correlate with local extrema of W as f(x) which also corresponds with the inflexion points
of signal f ∗ θs(x) (Mallat and Zhong, 1992). This detection of zero crossing or local
extrema is a commonly used approach for edge detection in an image (Canny, 1986).
Note that these are also very similar to the gradients of an image when used with a
Laplacian operator.
Similarly one can define wavelet functions for 2D wavelet transform as ψ1(x, y) and
ψ2(x, y) and their convolution with a 2D signal function f(x, y) ∈ L2(R) results in,
W 1s f(x, y) = f ∗ψ1(x, y) and W 2s f(x, y) = f ∗ψ2(x, y) where (Mallat and Zhong, 1992),
(
W 1s f(x, y)
W 2s f(x, y)
)
= s
(
∂
∂x(f ∗ θs)(x, y)
∂
∂y (f ∗ θs)(x, y)
)
= s
−→∇(f ∗ θs)(x, y) (3.22)
Hence the corresponding edge detection in an image with help of 2D wavelet transform
may also be obtained from W 1s f(x, y) and W
1
s f(x, y). As these wavelet transform coeffi-
cients are very similar to image gradients they may be used to compute the magnitude,
also known as the wavelet transform modulus and angle at each scale s, as given below,
Msf(x, y) =
√
|W 1s f(x, y)|2 + |W 2s f(x, y)|2 (3.23)
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Asf(x, y) = argument(W
1
s f(x, y) + iW
2
s f(x, y)) (3.24)
In addition singularities or edges in an image can also be characterized by their Lipschitz
exponents. Let n be a positive integer and n ≤ α ≤ n+ 1. A function f(x) is said to be
Lipschitz α at x0 if and only if there exists two constants A and h0 > 0 and a polynomial
of order n, Pn(x) such that for h < h0 (Mallat and Zhong, 1992; Mallat and Hwang,
1992)
|f(x0 + h)− Pn(h)| ≤ A|h|α (3.25)
Also function f(x) is uniformly Lipschitz α over the interval ]a, b[, if and only if there
exists a constant A and for any x0 ∈ ]a, b[ and there exists a polynomial Pn of order
n. This Lipschitz exponent may then be related to the asymptotic decay of the wavelet
transform. Mallat et. al provided two theorems for determining the Lipschitz regularity.
Theorem 1 helps in determining the Lipschitz regularity over intervals, but in order to
determine regularity over point x0 for function f(x) one requires the second theorem
previously proved by Jaffard which can be given as,
Theorem 2 : Let n be a positive integer and α 6 n. If f(x) is Lipschitz α at x0, then
there exists a constant A such that for all points x in a neighbourhood of x0 and any
scale s (Mallat and Zhong, 1992)
|Wf(s, x)| 6 A(sα + |x− x0|α) (3.26)
Hence in wavelet domain, Lipschitz exponents may evolve across multiple wavelet scales
(Mallat and Zhong, 1992). This can be computed using wavelet transform modulus
maxima (WTMM) across these wavelet scales. Lipschitz regularity is thus computed by
determining the value of α such that Asα approximates decay of |Wf(s, x)|. If the edge
is smooth we can estimate how smooth it is from its decay using WTMM across wavelet
scales. In addition if the modulus maxima of Wf(sw, x) belong to cone of influence
(COI) then function f(x) is Lipschitz α at x0 if there exists constant A and is defined
as,
|Wf(s, x)| ≤ Asα (3.27)
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To obtain the value of regularity we take log on both sides of the above equation (Mallat
and Zhong, 1992)
log|Wf(u, s)| ≤ log(A) + αlog s (3.28)
You can also obtain the value of regularity by computing the slope of the maxima line
(Mallat and Zhong, 1992; Mallat and Hwang, 1992).
As a result by using Lipschitz exponent as numerical descriptor one can reconstruct
a close approximation of original signal or singularity from multiscale edges (Mallat
and Zhong, 1992). This decay of wavelet transform amplitude across scales is related
to the uniform and point-wise Lipschitz regularity of the signal. The following Fig.
(3.4) demonstrates the decomposition of singularity across the wavelet domain. Noise
in general has the negative Lipschitz exponent. This concept has also been adapted in
this study for a global detection of cartilage across wavelet scales.
The motivation of this study, is to make use of 3D wavelet decomposition and multires-
olution to look for edge information and their orientations at different resolution levels
in an image, for edge detection. By using multiple dimensions we may be able to achieve
better understanding of the geometrical connectivity and edge orientation within a 3D
volume, which may not be possible with 2D edge detection alone. Wavelets offer better
time-frequency localization of an event as compared to other traditional transforms for
image analysis and as a result may capture cartilage edge details better. Furthermore
in this study edge information is achieved with help of undecimated wavelet multiscale
decomposition. By implementing undecimated wavelet transform we avoid discarding
coefficients which might be sensitive to cartilage edge at higher resolutions and may be
able to contribute in the cartilage detection process. Candidate coefficients representing
cartilage details at a given wavelet resolution can be selected using a local threshold
for multiscale singularity analysis. In wavelet domain, coefficients relevant to particular
singularity event or edge will increase in scale or remain the same at higher resolution
levels and will follow a wavelet transform modulus maxima (WTMM) curve. By im-
plementing a global threshold for multiple resolution levels in wavelet domain, we can
optimize coefficients selected by local threshold, within this curve for cartilage detection
by the proposed method. Such an approach avoids use of operator for cartilage detec-
tion. It makes use of 3D orientation information of an edge in addition to the traditional
horizontal and vertical details. Also it does not require any a priori information or use of
multiple images for cartilage detection. In section 3.3 we describe in detail the proposed
cartilage detection method, with performance evaluation and discussion in section 3.4.
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Figure 3.4: a) original signal b) DWT of signal c) modulus maxima of decomposed
signal. Dirac indicates position and amplitude of modulus maxima (Mallat and Zhong,
1992)
3.2 Related Work
Soft tissue like articular cartilage play a vital role in diagnosis and assessment of medical
conditions in modern medicine. The morphological characteristics of articular cartilage
such as thickness and volume may often be used as one of the biomarkers for Osteoarthri-
tis (OA) diagnosis (Cicuttini et al., 2002; Kumar et al., 2011). One of the challenges
of cartilage detection, is the poor contrast of the cartilage tissue with the surrounding
joint structure making it difficult to extract cartilage. This task is made even more dif-
ficult due to the limited pixel thickness of the cartilage. Articular cartilage information
in healthy people is only 1.5 - 3 mm thick and may be less in patients suffering from
OA, making diagnosis even more difficult (Cicuttini et al., 2002). In addition real world
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images are often subjected to noise and artefacts during the image acquisition process.
This noise if sufficiently large can severely affect the image quality making the image
information unreliable.
Current strategies in cartilage detection rely on manual segmentation and semi-automated
procedures (Solloway et al., 1997). Manual cartilage detection procedures include an ex-
perienced operator to identify boundary of the cartilage tissue which is later used for
segmentation and further assessment. Manual procedures can suffer from operator in-
duced errors and consume excessive time. Hence an automated and faster process for
improved cartilage detection is desirable for diagnosis and clinical practice. Traditional
edge detection and segmentation procedures can be achieved using various strategies
such as edge filters, region growing, region split and grow and watershed based segmen-
tation (Pham et al., 2000). Advanced edge detection and segmentation methods include
use of semi-automated procedures such as shape prior, active contours and knowledge
about bone cartilage interface for an effective cartilage detection (Solloway et al., 1997;
Kapur et al., 1998; Hinrichs et al., 2003; Kass et al., 1988). While ‘snakes’ or active
contour initially proposed by Kass et.al. has widely been used, it works on the principle
of energy minimizing function and largely relies on the original contour to be closed and
placed near the possible region of interest (Kass et al., 1988; Heimann and Meinzer,
2009). Recently active shape models proposed by Cootes et.al. which make use of point
distribution model for shape characterization, have also been introduced to offer 3D seg-
mentation of the tissue (Heimann and Meinzer, 2009; Fripp et al., 2005; Baldwin et al.,
2010; Fripp et al., 2010). In addition Baldwin et al. propose use of subject-specific
information in addition to use of active shape models for efficient cartilage segmentation
(Baldwin et al., 2010). The drawback of the active shape models is that they require
a-priori information about the tissue structure to be segmented and may utilize use of ei-
ther atlases or parametrization techniques which makes the process time consuming and
complex (Heimann and Meinzer, 2009). Also the effectiveness of this process depends
on the choice of shape model algorithm and its ability to address the possible variation
for a real world tissue changes (Heimann and Meinzer, 2009). Another approach for car-
tilage segmentation includes feature learning for the cartilage tissue and is implemented
either with neural networks or support vector machines (Prasoon et al., 2013; Zhang
et al., 2013; Tamez-Pena et al., 2012). Feature learning methods require dictionary for
identifying cartilage and a-priori information. Some of the methods such as the image
registration techniques may offer unsupervised and automated segmentation but require
use of multiple datasets (Urish et al., 2013). Other methods may include dynamic edge
tracing, feature extraction using machine learning, shape description, graph cut based
segmentation and neural networks (Withey et al., 2009; Nain et al.,2007; Pastor et al.,
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2001; Yin et al., 2010; Unser and Eden, 1989).
Some of the other image processing tools used for segmentation may include b-splines,
water-shed segmentation, live wires etc. (Pham et al., 2000; Eckstein et al., 2006;).
More advanced methods may include use of radial transformation for segmentation and
gradient flow vector for segmentation; these methods try to address the curvature of the
cartilage tissue (Ku-Yaw et al., 2009; Jinshan et al., 2006). Tang et. al proposed use of
gradient flow vector as opposed to traditional snake based vectors introduced by Kass
et. al as a more suitable approach to segment the cartilage as it can be adapt more
readily with the curved nature of the cartilage. It also makes use of b-spline to identify
the contours of the cartilage prior to segmentation (Jinshan et al., 2006).
3.3 Proposed Multiresolution Edge Detection
Articular cartilage is a thin and curvilinear structure and segmentation of this struc-
ture, often depends on the expertise of an operator. In this study, we propose an au-
tomated and optimal multiresolution cartilage detection technique using 3D histogram
and wavelet multiscale singularity analysis. 3D undecimated wavelet transform is im-
plemented on MRI volume to obtain wavelet coefficients, which are used to determine
an adaptive threshold for a given local resolution. Local threshold helps to segment
foreground edge details, relevant to cartilage details and is obtained using maximum
likelihood estimate of the 3D histogram. Once ideal wavelet coefficients relevant to car-
tilage for a certain confidence level for intensity of the histogram are selected, we further
optimize cartilage detection using wavelet multiresolution singularity. Wavelet singular-
ity helps us to regulate cartilage coefficients obtained at different resolution levels and
thus globally optimize cartilage coefficients resulting in enhancement of fine edge details
which might be necessary for cartilage diagnosis. The final selected wavelet coefficients
are used to compute the inverse wavelet transform of the MRI volume, which is further
used to obtain a 3D model of cartilage tissue using the volume rendering process. The
proposed method has been tested and validated using MRI and phantom datasets of
articular cartilage. Quantitative analysis has been performed using mean square error
(MSE), signal to noise ratio (SNR) and volumetric estimation of the datasets for dif-
ferent confidence levels and noise. The proposed method displays reduction in MSE for
both denoised and noisy MRI volumes at different standard deviations of noise with
overall improvement in SNR. The proposed method demonstrates advantage for soft
tissue detection using wavelet transform and multiresolution analysis as observed in the
simulation study with MRI datasets. It helps to appropriately segment out tissue in
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noisy images with poor contrast and limited structural information.
Let the 3D image function obtained by successive stacking of 2D MRI image slices be
given as, f(x, y, z) =
∑M−1
x
∑N−1
y
∑K−1
z M(x, y, z) and f(x, y, z) ∈ L2(R3) square
integrable space. M(x, y) is 2D magnitude MR image function where x and y represent
co-ordinate positions and z represents slice number. The proposed method performs
automated edge detection using coefficients Cψ obtained by forward decomposition of
image volume with un-decimated wavelets. An automated edge detection at local resolu-
tion j is performed using adaptive threshold tL followed with optimization of coefficients
at a global scale γ` using wavelet multiresolution analysis as shown in Fig. (3.5).
At each scale we obtain wavelet coefficients which contain the horizontal, vertical and
directional edge information. For a 3D volume f(x, y, z) we have horizontal, vertical
and directional edge information along the 6 faces of the volumetric cube in addition
to corners; and the corresponding histograms for these edge details are used for edge
detection by the proposed method at local and global wavelet resolutions.
3.3.1 Local edge detection
The main objective of local edge detection by the proposed method, is to collect all
candidate edge details obtained by forward wavelet decomposition at a given resolution
level j using an adaptive threshold tL. In the proposed study this adaptive threshold tL
is determined by using the maximum likelihood estimate (MLE) of wavelet histograms
and its intensity distribution P for selected confidence level α1. An optimal adaptive
threshold is defined by its capability to segregate a multimodal distribution without
causing inadequate clustering of image data and is simple to compute. Histogram of
wavelet coefficients usually follow a mixture-model distribution and are characteristic
of grey-level distribution within the image. Depending on the image this distribution
may be multimodal; in this study as the coefficients Cψ are obtained from single coil
magnitude MR image the distribution is considered to be Rician in nature.
In single coil magnitude MR image, due to the nature of image reconstruction from raw
k-space data, the inherent Gaussian noise in the image data causes the distribution of
final image to be non-linear and signal dependent with Rice distribution (Gudbjartsson
and Patz, 2005). For the Rician noise affected MR images; at low intensities such as the
background, the histogram has a Rayleigh distribution whereas for high intensity region
the distribution is more Gaussian, given by Eq. (3.29).
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Figure 3.5: Proposed method for cartilage edge detection
In this study, for simplicity of analysis we consider the wavelet histogram to follow a bi-
modal distribution characterized mainly by low intensity background information and
high intensity edge information which may also contain the desired cartilage details.
For local edge detection we need to isolate coefficients which are under high intensity
Gaussian distribution PG and can be done using a threshold tL. By computing the
lower iGL, iRL and higher intensity iGH , iRH confidence limits of individual histogram
we can compute a single threshold value tL for the parent histogram, by using linear
interpolation.
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Figure 3.6: Proposed threshold estimation using histogram
3.3.1.1 Estimation of intensity interval using MLE
To compute the local threshold value tL, we first need to determine the MLE and
intensity interval of the bimodal histogram. The foreground image details are assumed
to have Gaussian distribution PG and a local threshold value tL is implemented to isolate
wavelet coefficients ˆCψG belonging to this distribution. The background distribution in
the parent bimodal histogram is assumed to be Rayleigh and is given as (Siddiqui, 1964),
PR(Cψi |µR, σR) =
Cψi
σ2R
e
−
(C2ψi
)
2σ2
R (3.29)
where PR is the probability distribution function, µR is the mean of the Rayleigh dis-
tribution, σR is the variance of the distribution and Cψi is an independent wavelet
coefficients. The MLE for variance of Rayleigh distribution is given as (Siddiqui, 1964),
σˆR
2 ≈ 1
2Np
Np∑
i=1
C2ψi (3.30)
where Np represents number of samples and are the histograms of edge details obtained
due to wavelet decomposition for a given resolution. The complete derivation of MLE
for Rayleigh is given in appendix A. The confidence interval CI for Rayleigh in terms of
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unknown mean intensity, is sampled with respect to normal distribution for large number
of samples and follows t-distribution. The intensity interval for background coefficients
can then be given as follows (Canavos, 1984),
ˆCψR − t1−α/2
SR√
Np
≤ µR ≤ ˆCψR + t1−α/2
SR√
Np
(3.31)
where µR is true unknown mean for Rayleigh distribution, SR is sample variance for
Rayleigh distribution, ˆCψR is estimated Rayleigh mean computed with MLE for Rayleigh
distribution given as,
ˆCψR = σˆR
√
pi
2
(3.32)
The values of respective t1−α/2 can be obtained from t-distribution table with Np degrees
of freedom for a selected confidence level α1 (Canavos, 1984). Higher confidence level α1
ensures more area is covered under the given distribution. On solving the above equation
we can obtain lower and higher intensity values for histogram of Rayleigh distribution.
These confidence limits for intensity are represented as iRL and iRH respectively as
shown in Fig. (3.6).
Similarly, the probability distribution of wavelet coefficients for foreground are modelled
as Gaussian distribution given as PG(Cψi |µG, σG) = 1√2piσ2G e(−
Cψi−µG
2σ2G
) where PG is the
probability function, µG is the mean of Gaussian distribution, variance of the distribution
is given as σ2G and where Cψi is the variable of histogram distribution (Forbes et al.,
2011). The maximum likelihood estimate in terms of mean for Gaussian distribution is
given as (Forbes et al., 2011).
ˆCψG =
1
Np
Np∑
i=1
Cψi (3.33)
Where Np is the number of samples and ˆCψG is the mean of the samples (Forbes et al.,
2011). In order to determine confidence interval for intensity with respect to mean we
use the sampling distribution of the given distribution for unknown mean with respect to
the normal distribution. This sampling distribution follows a t-distribution with (Np−1)
degree of freedom and is thus given as follows (Canavos, 1984),
t =
ˆCψG − µG
SG/
√
Np
(3.34)
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where µG is the true mean of the normal distribution and SG is the sample variance. t is
symmetric around mean ˆCψG and image details relevant to the foreground are likely to
lie within this confidence interval of the histogram. The intensity values are once again
characterized as higher foreground and lower foreground and are represented as iGH and
iGL respectively as shown in Fig. (3.6). Appendix 2 gives the mathematical derivation
for MLE of Gaussian distribution and computation of intensity interval.
Algorithm 1: Adaptive Local Edge Detection
Input: Input Image Volume Ivol = f(x, y, z)
1 Select wavelet family W = {ϕj,k, ψj,k}
2 for wavelet scale j=1:J do,
3 3D un-decimated forward wavelet decomposition,
Wj= ψj,k ∗ Ivol
4 3D histogram for wavelet coefficients HWj
HWj = histogram(Wj)
5 Maximum Likelihood Estimation (MLE) for mean for multimodal distribution using
HWj ,
6 Intensity interval, using 99% confidence level
a. Foreground distribution igaussian = [iGL : iGH ]
b. background distribution irayleigh = [iRL : iRH ] .
7 Linear interpolation to compute local threshold tl.
8 Selecting wavelet coefficient under foreground distribution with proposed local
threshold tl.
9 end for
Output: Local thresholded wavelet coefficients Ws
3.3.1.2 Local threshold
As the parent histogram is a continuous distribution, a linear interpolation of the esti-
mated intensity values is used to compute threshold tL. A linear interpolation can be
obtained by using the higher intensity limit of the background distribution iRH and its
corresponding pixel information bRH with that of the lower intensity limit of foreground
distribution iGL and its corresponding pixel information bGL as shown in Fig. (3.6).
The estimated local threshold value is given as (Wikipedia),
tL = iRH + (iGL − iRH) b− bRH
bGL − bRH (3.35)
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where tL is the required local threshold for a given resolution scale s. All the relative
pixel information are obtained from the 3D wavelet histogram itself and b can be any
user entered value anywhere from within the histogram. The pixel information within
each bin act like weights when computing the final threshold value.
The local threshold value tL is computed from wavelet histograms generated for each
scale and thus adapts to the data provided by wavelet coefficients at each scale s. Cor-
responding histograms are used to separate the foreground edge details using tL value,
which are further used to determine optimum coefficients by implementing multiscale
edge detection. Local edge detection by the proposed method can thus be summarized
in algorithm 1.
3.3.2 Multiscale edge detection
In wavelet domain the edge or singularity can be represented as mathematical piecewise
linear function characterized by its Lipschitz exponent α which evolves across different
resolution level for multiresolution analysis. According to Mallat et al. if a 1D function
f(x) is Lipschitz α at x0 with a constant A and some  > 0 for all x in the neighbourhood
of x0 at any scale s; the decay of singularity can be determined by tracing its wavelet
transform modulus using the following equation (Mallat and Hwang, 1992; Mallat and
Zhong, 1992).
|W ∗ f(u, s)| ≤ Asα+1 (3.36)
where W ∗ f(u, s) = wj is the wavelet function given by Eq. (3.8), f(u, s) is the cor-
responding 1D image function in wavelet domain for different scales s where s = 2j , u
is coordinate position for x in wavelet domain and |Wf(u, s)| is the wavelet transform
modulus maxima (WTMM) of wavelet coefficients (Mallat and Zhong, 1992). Lipschitz
exponent α for a signal is usually positive and its corresponding WTMM may increase
or remain the same with change in scale s (Lun et al., 2002). In this study the Lipschitz
exponent for step edge signal is taken as α = 0 (Lun et al., 2002). Whereas singular-
ity attributed due to noise has negative Lipschitz exponent and is expected to decay
across wavelet scales by a factor of 1/2j (Mallat and Zhong, 1992; Lun et al., 2002).
This behaviour of singularity in wavelet domain can be used to retain coefficients which
correspond to image details while letting go of non-significant details and noisy details.
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3.3.2.1 Wavelet interscale ratio
Let the candidate wavelet coefficients representing edge details in wavelet domain ob-
tained by localized thresholding be given as W ∗ f(u, s) which is also known as wj as
shown in Eq. (3.8). A better detection of the cartilage edge may then be attained
by investigating the decomposition of the cartilage singularity across multiple scales in
wavelet domain. But such a process of tracking coefficients of wavelet transform mod-
ulus maxima (WTMM) across wavelet scales can be prone to error (Lun et al., 2002).
Also the inverse reconstruction process for WTMM is a very complex procedure which
requires projections onto convex sets with no particular unique solution to reconstruct
the final processed signal (Mallat and Zhong, 1992; Lun et al., 2002).
Figure 3.7: Cone of influence for wavelet function within wavelet support (Mallat and
Hwang, 1992)
To avoid such a complex reconstruction process, D. Lun et al. proposed a more simplistic
approach of following wavelet transform modulus sum (WTMS) Nsf(x) for singularity
at increasing scales within the cone of influence (COI). COI is a conical scale-space plane
(u, s) in wavelet domain which represents set of coefficients belonging to singularity and
true x0 is included in the wavelet function response (Mallat and Hwang, 1992). The
wavelet transform modulus sum under COI for point x0 for 1D function f(x) can then
be given as (Mallat and Hwang, 1992; Lun et al., 2002),
Nsf(x0) =
∫
|x−x0|≤Ks
|Wsf(x)|dx ≤ A´sα+1 (3.37)
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Nsf(x0) ≤ 2A(K + K
α+1
α+ 1
)sα+1 (3.38)
where [−K : K] is the support for the mother wavelet, Ns represents the wavelet trans-
form modulus sum and A´ is a constant. As shown in Fig. (3.7), COI of variable u
for wavelet transform modulus sum follows a conical trajectory governed by support
function of the mother wavelet. Coefficients of the relevant singularity can be safely
assumed to lie within this COI region though knowledge of Lipschitz exponent α of true
singularity offers a more robust solution for singularity detection (Mallat and Hwang,
1992).
In order to retain coefficients corresponding to this COI we follow an inter-scale ratio Wr
given by WTMS for a given Lipschitz exponent α for step edge (Lun et al., 2002). The
inter-scale ratio Wr for wavelet coefficients of any two subsequent scales for its Lipschitz
exponent is given as (Lun et al., 2002),
Wr =
Ns+1f(x0)
Nsf(x0)
= 2α+1 (3.39)
And the Lipschitz exponent α for step edge singularity is equal to zero (Lun et al.,
2002). Following singularity within COI for wavelet coefficients we can optimize the
edge detection process. Once candidate coefficients within the COI have been selected,
we can perform a global thresholding γ` to retain coefficients belonging to a particular
singularity and these final coefficients will be used for inverse wavelet reconstruction.
3.3.2.2 Rician inter-scale difference
In this study a global edge detection criteria is required to consolidate all the necessary
computed wavelet coefficients for the edge detection process. This criteria is used to
optimize the coefficients used for the wavelet reconstruction and edge detection process
and is given as a global threshold value for wavelet multiple scales. This global threshold
γ` is obtained by computing the inter-scale difference of wavelet coefficients at any two
consecutive scales s, s + 1 and accounts for bias introduced due to the inter-scale ratio
(Lun et al., 2002). In our proposed method since we assume that the wavelet coeffi-
cients have a Rice distribution function P (M) attributed to noise present in the original
image and probability distribution of wavelet coefficients is governed by observed signal
function; the inter-scale difference using WTMS modelled for image affected by Rician
noise is given as follows,
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γ` = Ns+1f(x0)−Nsf(x0) (3.40)
where γ` is also the proposed global threshold for edge detection system as per lemma
1 and is a function of image variance and not just wavelet coefficients alone. The proof
for γ` stated in the following lemma is given in appendix C.
Lemma 1. Wavelet inter-scale difference for image subjected to single coil Rician noise
is a function of image variance. wj+1 − wj = γ ∗ V ar(I)
where γ` is the proposed global threshold for edge detection system and is a function of
variance σ2 and wavelet coefficients Cψ. The value of σ
2 can be obtained by computing
variance of noise in the image itself. Only locally thresholded wavelet coefficients which
satisfy both the inter-scale ratio Wr criteria and the global threshold γ` for increasing
multiresolution levels j were preserved while the rest are discarded (Lun et al., 2002).
Algorithm 2 describes the second stage of the edge detection process.
Algorithm 2: Global Multiscale Edge Detection
Input: Local thresholded wavelet coefficients Ws
1 for wavelet scale j=1:J do,
2 Wavelet magnitude sum for selected coefficients,
Ns = |Wsf(x)|
3 Compute inter-scale ratio Wr for any two consecutive scales
Wr =
Ns+1
Ns
4 Compute inter-scale difference using Rician distribution for any two consecutive scales,
γ` = Ns+1 - Ns = σ
2
5 Optimizing wavelet coefficient with proposed global threshold.
Retains coefficients which satisfy both conditions Wr and γ`.
6 Computing inverse un-decimated wavelet transform.
7 end for
Output: Processed Image volume ˆIvol
To summarize the proposed edge detection process, an initial set of candidate coefficients
representing the image details are obtained by using an adaptive local threshold tL.
This local threshold tL is estimated by computing the intensity distribution level for
the bimodal wavelet histogram. The upper and lower intensity limits of the bimodal
distribution are used to estimate an optimal threshold value for thresholding of wavelet
coefficients at a local resolution level j as given by Eq. (3.35). In addition we know that
edge information in wavelet domain will have a global curve across multiple resolution
levels in the wavelet domain. This knowledge is used to optimize the selection of wavelet
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coefficients across wavelet scales and used to identify and select edge details at various
resolution levels. This is achieved by implementing a global threshold γ` estimated using
inter-scale ratio Wr and difference using wavelet transform modulus sum Ns. The final
computed wavelet coefficients are used for the inverse wavelet reconstruction process.
The final processed volume can be used for various image analysis and enhancement
studies.
3.4 Performance Evaluation and Discussion
3.4.1 Materials
For this study we have used MRI and phantom datasets of articular cartilage of the knee.
14 MRI datasets obtained from Menzies Institute of Research,Tasmania, Australia have
been used. All datasets contain T2 weighted MR images with 512 x 512 x 62 pixels,
slice thickness of 1.5 mm and are acquired with 1.5 T MRI machine. Dataset 14 has flip
angle of 50 and fat-saturated image sequence while remaining datasets have flip angle
of 30. In addition we use three phantom datasets of the articular cartilage representing
ideal, noisy and denoised cartilage for a comparative analysis. The phantom cartilage
is artificially created using MATLAB R2013b as a binary map of a healthy cartilage
tissue (MathWorks, 2013). All the phantom datasets contain 512 x 512 x 25 pixels with
slice thickness of 1.0 mm. The denoised datasets are obtained by implementing Rician
denoising for the images as given by (Aarya et al., 2014). The denoising algorithm
has been written in Matlab R2013b. The algorithm for the proposed automated edge
detection method is written in C++ using Visual Studio 2010. Image analysis and
volume rendering of the 3D cartilage model is performed using VTK 5.8.0 implemented
in visual studio 2010 (Schroeder et al., 2004).
3.4.2 Experimental results
For the simulation study, a 3D volume f(x, y, z) ∈ R3 is obtained by stacking 2D image
slices M(x, y) successively, to obtain a volumetric cube for the wavelet analysis. To
obtain a denoised volume the 2D image data slices undergo Rician denoising. 3D un-
decimated wavelet transform with Haar filter banks has been implemented for wavelet
analysis. Haar scaling and wavelet function is shown in Fig. (3.8) a and b respectively.
The 1D separable wavelet function in the form of filter banks is convolved along all three
axis of the volume to obtain 3D wavelet decomposition (Muraki, 1995). For multiscale
decomposition of MRI volume and phantom datasets, forward wavelet transform at two
resolution levels are performed. The histogram of wavelet coefficients is modelled as
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    a   b 
Figure 3.8: a) Haar scaling function and b) Haar wavelet function (Gonzalez et al.,
2004)
bimodal Rice distribution function. Intensity interval estimation for foreground and
background coefficients Cψ at 99% confidence level α1 is obtained. Cartilage details
present in the foreground are selected using an adaptive local threshold tL for each
scale j in wavelet domain. This local threshold is estimated using linear interpolation
for confidence limits of the bimodal distribution. The selected wavelet coefficients at
each local scale are subsequently used for multiscale analysis across different wavelet
resolutions to obtain global cartilage information for the volume. Global threshold γ` is
used to optimize and regulate singularity coefficients across different resolutions using
Eq. (3.40) (Lun et al., 2002). The final coefficients obtained from local tL and global
thresholding γ` together represent the cartilage edge information for a given volume.
These final selected coefficients are used to obtain inverse wavelet transform as given
by Fig. (3.5). The process is repeated for the phantom datasets, which are also used
for the quantitative assessment of the proposed method. The efficiency of the proposed
method is determined by comparing the signal to noise ratio (SNR), mean square error
(MSE) for true and reconstructed volume for different confidence levels and noise.
Fig. (3.9) demonstrates the result of proposed method on phantom cartilage dataset.
Fig. (3.9) a and b show original true phantom model and its edge map without any
thresholding respectively. Since the original model does not contain any noise or poor
contrast we do not use it for thresholding and is shown in Fig. (3.9) c. Fig. (3.9) d, e
and f display a noisy phantom model, its edge map with no thresholding and the edge
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Figure 3.9: a. Original phantom cartilage, b. edge model of original phantom car-
tilage c. edge model of phantom cartilage with proposed method d. original noisy
phantom cartilage, e. edge model of noisy phantom cartilage, f. edge model of noisy
phantom cartilage with proposed method, g original Rician denoised phantom, h. edge
model of denoised phantom cartilage and i edge model of denoised phantom cartilage
with proposed method.
model after thresholding with the proposed method respectively. While Fig. (3.9) g, h
and i display result for denoised phantom, its edge model without any thresholding and
edge model after implementing the proposed method respectively. The noisy phantom
for Fig. (3.9) d has been obtained by using the true phantom and subjecting it to
Rician noise with standard deviation of 7 while the denoised phantom model shown in
Fig. (3.9) g has been obtained by using Rician denoising on the noisy model. Result of
the proposed method on MRI dataset is shown in Fig. (3.10). Where Fig. (3.10) display
the original MRI volume, its edge profile with no thresholding and thresholding with
proposed method respectively. From Fig. (3.9) and Fig. (3.10) one can clearly observe
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Figure 3.10: a. Original cartilage image dataset D1, b. edge model of cartilage
dataset D1 c. edge model of cartilage dataset D1 with proposed method, d. original
cartilage image dataset D5, e. edge model of cartilage dataset D5 f. edge model of
cartilage dataset D5 with proposed method, g. original cartilage image dataset D7, h.
edge model of cartilage dataset D7 i. edge model of cartilage dataset D7 with proposed
method, k. original cartilage image dataset D9, l. edge model of cartilage dataset D9
m. edge model of cartilage dataset D9 with proposed method, n. original cartilage
image dataset D14, o. edge model of cartilage dataset D14 p. edge model of cartilage
dataset D14 with proposed method
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Figure 3.11: a. 3D volume rendered phantom cartilage model, b. 3D volume rendered
cartilage model for dataset D1 and c. 3D volume rendered cartilage model for dataset
D14
reduction of insignificant image details with proposed method. The local threshold tL
values used for the two resolution levels for phantom datasets is given in Tab. 3.1.
Tab. 3.1 also shows results for MSE and SNR for noisy and denoised phantom datasets
with proposed method for 99% confidence level α1. For the quantitative analysis we have
selected datasets with standard deviation of noise 3, 5 and 7 and their corresponding
denoised image datasets. Values for MSE and SNR for all the datasets are derived
with respect to corresponding true phantom. Since the phantom dataset with standard
deviation of noise 3, has only two grey scale values, with least amount of noise and
relatively less structural content it shows high SNR as compared to other datasets.
Volume of the 3D cartilage model obtained with volume rendering process and their
corresponding local thresholds for two resolutions for phantom and MRI datasets is
given in Tab. 3.1 and Tab. 3.2 respectively. The processed datasets were subsequently
used in the volume rendering process for computer visualization of the articular cartilage
using VTK 5.8.0. For the volume rendering process the cartilage tissues are extracted
and rendered using a contour filter. The generated contour data is converted into a
polydata mesh for computer visualization of 3D cartilage. These models provide an
interactive way to perform cartilage diagnosis and study. The cartilage models for the
true phantom dataset, D14, and D1 are shown in Fig. (3.11) a, b and c respectively.
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Table 3.1: Image Quality Assessment for Phantom Datasets for confidence level of
99%
Parameter MSE SNR Volume threshold 1 threshold 2
Noisy std. 3 14.0197 26.5876 36761.8 6.34196 6.63736
Denoised std. 3 2.35529 158.262 37832 6.01353 5.504209
Noisy std. 5 37.3698 9.97467 36711.6 9.13147 9.21692
Denoised std. 5 6.29565 59.2078 37227.1 5.07128 5.59269
Noisy std. 7 69.9989 5.32511 17986 11.8297 11.7615
Denoised std. 7 12.251 30.4262 19149 5.61258 5.95942
3.4.3 Discussion-Cartilage detection
In Fig. (3.9) h the edge profile of the phantom cartilage model which has been denoised
for Rician noise still contains effect of noise, which may influence the cartilage extraction
process as also previously assumed. Also in Fig. (3.9) f and i both fine and coarse edge
details are preserved despite the noise and poor contrast. Thus it can be seen that the
thresholds estimated using MLE and inter-scale resolution avoids excessive loss of the
image data. From Fig. (3.9) i. It is also worth noting that the new model generated after
thresholding with proposed method is sufficiently closer to the true model, which deems
our assumption for modelling the wavelet histogram as the noise distribution function
to be reasonable enough. Fig. (3.9) and Fig. (3.10) both display improvement in the
image data by letting go of insignificant image details contributed either due to noise or
artefacts without over thresholding of the data.
Since true noise free data is rare, we make use of a phantom cartilage dataset for emu-
lating structural and noise free behaviour of an ideal cartilage tissue. It is also used as
a baseline for the performance evaluation and quantitative assessment of the proposed
method. Tab. 3.1 shows this quantitative assessment for datasets with and without
noise removal respectively. Confidence limits of the histogram are used to compute the
threshold value to separate edge details. The pixel values used for linear interpolation
of threshold are obtained from the respective intensity bins of the computed confidence
limit. For the user entered pixel information b, given by Eq. (3.35) we enter value zero
as it is an unknown pixel information value and also because for highest intensity bin
i.e 255 the pixel content is zero.
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This enables us to obtain a closest possible threshold value to that of an ideal for thresh-
olding, which in case of binary image would be an intensity value closer or equal to 255.
By increasing or decreasing confidence levels α1 we can control the confidence interval
CI for the distribution and hence the local threshold tL. Selecting higher confidence
levels α1 leads to better accuracy for threshold estimation as selection of coefficients are
done with higher probability and covers larger area under the distribution. Lower confi-
dence levels α1 will result in lower ratio of coefficients used for computing the confidence
limit and hence the threshold tL. Also we observe a relatively larger confidence interval
for higher confidence levels like that of 99% and relatively smaller confidence interval
for lower confidence levels such as that for 90% percent. In this study we used 99%
confidence level α1 for both real MRI and phantom datasets. If the choice of confidence
level α1 is incorrect you may experience an overlap in the confidence limits for lower
Gaussian and higher Rayleigh. Note in this case one can still obtain a threshold value
tL within a reasonable level but which may be less precise. In extreme cases it may
so happen that a given sample size of the image may be too small or noisy which can
lead to incorrect estimation of the confidence interval, limit or the local threshold itself.
In such a scenario where sample is small and corrupted causing incorrect estimation, a
reliable threshold value will be difficult and as such it would be more appropriate for
the user to perform hard thresholding for separation of coefficient details. In this study
as we use large phantom and MRI datasets and due to our selection of un-decimated
wavelet transform which does not down-sample our dataset for analysis. Our sample
data remains large enough to perform analysis.
In the real world images histogram may have a multimodal distribution with different
noise. The user should then consider the image data and noise affecting it and accord-
ingly model the histogram for their application. The proposed cartilage detection and
modelling system offers an improvement for cartilage analysis. It can be made com-
pletely automated and can also be tailored to address different types of noise affecting
the images.
The proposed method offers an automated and optimized detection of articular cartilage
using undecimated wavelets. It is able to address signal dependent Rician noise which
affects single coil MRI as can be seen from reduction in MSE for both noisy and denoised
phantom and MR images. The localized threshold helps to reduce the effect of noise
while the global threshold helps in optimizing the wavelet coefficients representing edge
details and thus improve the overall SNR of the image volume for different standard
deviation of noise as demonstrated in Tab. 3.1. As the proposed method follows cartilage
detection globally across multiple wavelet scales and retains edge details only when
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they satisfy global criteria; it is said to optimize coefficients across the wavelet domain.
Also the proposed method isolates wavelet coefficients representing desired edge details
without any significant loss of image data as observed by the volume information. The
localized threshold computed for two wavelet resolutions shown in Tab. 3.1 and Tab.
3.2 are similar in nature and support the multiresolution theory which states that lower
resolution subspace Vj contains information at higher subspace Vj+1. Information from
local and multiple wavelet resolutions is used to obtain an automated cartilage detection
method without the need of any priori information or atlas. Also it does not require
any multiple image datasets or feature learning. As the proposed method uses 3D
directional edge information of the cartilage provided by wavelet transform to perform
edge detection as against usual 2D edge information, it is able to overcome the under-
sampling of image data along the third axis of 3D volume.
Table 3.2: Volume Assessment for MRI Datasets for confidence level of 99%
Parameter Volume threshold 1 threshold 2 noise variance
D1 459940 11.3122 12.5839 10.3580
D2 239858 11.3151 13.5058 11.1703
D3 475158 12.5196 13.6275 11.4068
D4 264243 12.5149 13.59 11.26206
D5 285925 11.3075 12.5385 11.1055
D6 233731 11.3379 13.5578 10.9561
D7 361973 11.3002 12.5173 11.06759
D8 113614 11.293 12.5835 11.1422
D9 291994 11.2899 12.4963 11.1389
D10 33993 11.2706 12.6888 11.0789
D11 419010 11.3299 13.5295 11.2768
D12 406547 11.32223 12.5751 11.16027
D13 214820 11.3249 12.5761 11.12155
D14 597730 16.4464 16.7219 50.1589
3.5 Proposed Edge Localization
While edge detection plays a vital role in medical image processing as it provides impor-
tant structural details of an object in the image. This process may become challenging
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due to the presence of noise in the image. Current edge detection methods are designed
for signals with linear additive Gaussian noise and rely on noise removal prior to the
edge detection process (Canny, 1986; Ranjbaran et al., 2014). Recent focus has moved
towards non-linear filter design for edge detection for signal dependent noise (Oussous
et al., 2014; Lopez-Molina et al., 2014). Though these methods offer a good edge de-
tection they seldom take into account the influence of signal dependent noise on edge
localization. Real world images, such as those used in MRI may be subjected to non-
linear noise. And while there exist several Rician denoising methods, it is not possible to
remove noise completely from the image (Rajan et al., 2012; Aarya et al., 2014). Pres-
ence of this signal dependent noise can not only affect the edge detection process but also
localization of an edge by the filter. Fig. (3.12) shows 1D ideal step edge detection and
the influence of additive Gaussian noise and signal dependent Rician noise on the signal.
The signal with Rician noise not only demonstrates fluctuation in amplitude of the edge
due to presence of noise but also variation in location of zero crossing. In this study we
investigate the influence of signal dependent Rician noise and its role in edge localization.
A new edge localization technique for step edges in images with signal dependent Rician
noise in MRI is then proposed. Dependent noise can not only affect the detection of
true edges in an image but also their position. Inaccurate localization of an edge can
lead to insufficient segmentation and reduce the overall accuracy of any edge detection
method. The proposed technique uses higher order moments of the noise function to
determine the correction factor for localization and thus reduce overall mean square error
(MSE) for true edge localization due to noise. The proposed technique offers significant
improvement in edge localization for an image as compared to Canny and Sobel methods.
3.5.1 Edge detection process
For this study, edge detection and localization for images with signal dependent noise is
structured using an approach inspired by the Canny edge detector. Canny in his inves-
tigation proposed three main criteria for ideal edge detection which include 1) effective
edge detection, 2) correct localization of the edges and 3) finally inhibition of multiple
response for true edges by the detector (Canny, 1986). In order to achieve effective
edge detection the filter should generate maxima at true edge positions while good lo-
calization is obtained by reducing error between detected and true edge positions thus
improving the overall signal to noise ratio. For a step edge detection in 1D magnitude
images, let f(x) be a FIR filter with support [-W, W]. The expected step edge response
by the FIR for an edge centred at x = 0 can thus be given as,
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E[ys(x)] =
t=+W∑
t=−W
A2(x− t) ∗ f(t) (3.41)
where E[ys(x)] is the expected edge response by filter to a step edge with amplitude equal
to A2(x). Convolution of impulse response filter f(x) for a step edge with the square of
the magnitude image function M2(x) gives us Eq. (3.41) whose response should generate
output only in the presence of a local maxima for step edge. The remaining terms of the
quadratic equation may contribute to noise and the response of the FIR filter to noise
can then be given as,
E[yn(x)] =
+W∑
t=−W
f(t) ∗ [2A(x− t)nr(x− t) +N2(x− t)] (3.42)
where E[yn(x)] is the expected filter response to noise. The signal dependent term
Anr(x) in the above expression is governed by noise and may not generate local maxima
close to the true edge and hence for higher values of A(x) the response other than local
maxima is not considered for step edge detection. If the image is denoised prior to edge
detection one can minimize the effect of the N2(x) term in Eq. (3.42) for the magnitude
image equation, given as M2(x) = A2(x) + 2A(x)nr(x) + N
2(x). In a 2D image the
edge also has an orientation and is considered normal to the detected edge along x.
Thus the detected edge for a 2D signal will have a local maxima given as the magnitude
along x and y position, obtained by convolution of a FIR filter along the two directions.
Canny demonstrated that the first order Gaussian derivative can be used for step edge
detection within an acceptable error rate. For this study too the first order Gaussian
derivative is used as the FIR filter for step edge detection for Eq. (3.41). Use of higher
order derivative filters would make the filter more susceptible to the noise function and
is hence not implemented for step edge detection in this study. The edge detection
process should improve the overall signal to noise ratio (SNR) of the image given as
SNR = E[ys(x, y)]/E[yn(x, y)], which is obtained by improving the signal response to
true edges by the FIR filter and minimizing the influence of noise by prior denoising of
the image before the edge detection process.
3.5.2 Edge Localization Correction
For a good localization the filter should position the detected edge as close as possible
to the true edge centre at x = 0 (Canny, 1986). Error in localization may occur due to
presence of noise in the image and can be improved by minimizing error between the
detected edge and true edge due to noise (Canny, 1986). Proposed edge localization
Chapter 3. Wavelets for Cartilage Detection 94
Figure 3.12: 1D step edge signal shown in green plot, step edge with additive Gaussian
noise indicated by red plot and step edge with Rician noise given by blue plot
attempts to minimize this mean square error (MSE) between detected and true edges
due to signal dependent noise. Let the detected edge from a 2D image containing x
and y co-ordinate positions be stored as a vector array containing edge l, and ledge =
[l,M2(x, y)T ]. For simplicity the edge is investigated for x-component at a fixed y
position where edge l is an inflection point across x (Canny, 1986). Let δ be the mean
square error (MSE) between detected edge and true edge for filter f(x) ,
δ = E[(lˆ − l)2] = V ar(lˆ) (3.43)
where lˆ is the position of edge detected by filter response to the observed signal M2(x),
l is true edge position by filtering in response to A2(x). But as noise is dependent on
the signal function there exists bias between true and observed signals and including
this correction for bias to the δ function gives (Prasad and Rao, 1990),
δ = E[(lˆ − l)2] + (bias(lˆ, l))2
= E[(lˆ − l)2] + (E[lˆ]− l)2,
(3.44)
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Figure 3.13: a) True image for step edge, b) image with Rician noise, c) true edge
detection d) edge detection by Sobel filter e) by Canny filter f) by proposed filter
where E(lˆ) is the expectation of the detected edge obtained by convolution of the FIR
filter with the observed magnitude signal function, given as E[lˆ] = E[M2(x) ∗ f(x)].
Ideal true edge position then can be given as l = A2(x) ∗ f(x) where M2(x) is only a
function of A2(x) in absence of noise. The bias between expected edge position and
true position can be obtained from the second order moment of the Rice distribution
function where E[M2(x, y)]−A2(x, y) = 2σ2. Thus mean square error δ is given as,
δ = V ar(lˆ) + (2σ2)2 (3.45)
where σ2 is variance of Rician noise obtained from the MR image and V ar(lˆ) can be
determined from its covariance matrix as knowledge about true l is seldom known. Hence
proposed localization correction for the magnitude image is given as reciprocal of square
root of MSE δ
localization = 1/
√
δ (3.46)
The final edge output Eo[x, y] can be obtained as the product of edge response and
localization in order to improve overall SNR by filter for true edge detection and to
obtain an edge response invariant to spatial scaling (Canny, 1986). The final edge
output is thus given as,
Eo[x, y] = E[ys(x, y)]× 1√
δ
(3.47)
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3.5.3 Simulation results
In order to evaluate the performance of the proposed method we take synthetic im-
age tire.tiff obtained from MATLAB R2013b image processing toolbox. To this image
we added Rician noise with standard deviation 20 using Eq.(2.1). Edge detection was
performed by convolving a 3 x 3 Sobel edge detector for step edge detection for both
horizontal and vertical directions along x and y. Edge response was computed as the
magnitude of detected edges along horizontal and vertical directions. Localization factor
was used to correct the final edge output by the proposed method using Eq. (3.46) and
the final edge output was determined using Eq. (3.47). In addition hysteresis threshold-
ing was performed to remove any non-edge details. The process was also repeated for
the denoised image obtained by Rician noise removal using LMMSE method given by S.
Aja-Fernandez et.al. for the same noise level (Aja-Fernandez et al., 2008). Pratt’s figure
of merit (FOM), correlation coefficient (CoC) for edge and mean square error (MSE)
were used to monitor the performance of the proposed method. Tab. 3.3 displays the
performance parameters for both the noisy and denoised tire images at standard de-
viation 20 by proposed method as compared to Sobel and Canny edge detectors. In
order to demonstrate fluctuation in edge localization we use a 2D phantom image for
step edge built in MATLAB with standard deviation of noise 70. This image was Rician
denoised prior to edge detection by Sobel, Canny and the proposed method and the
resulting output is demonstrated in Fig. (3.13). The proposed method demonstrates
better edge location as compared to the output of the other filters. Fig. (3.14) shows
the output of the proposed method for true, noisy and denoised tire.tiff images. The
study was also repeated for different standard deviations of Rician noise and the per-
formance output is given by Fig. (3.15). In a second simulation study the proposed
method was implemented on T2 weighted MR images of articular cartilage of knee. As
the real world images already contain noise they were subjected to noise removal prior
to the edge detection process. Fig. (3.15) g and Fig. (3.15) h displays the output of the
proposed method for the MR images.
From Tab. 3.3 we can observe that the proposed method offers improvement in image
parameters for the denoised image, given as I1 as compared to noisy image given as
I2. FOM was used to observe the effectiveness of detection of edges while CoC was
used to monitor localization of output edges by filters with respect to true edges by
the algorithm. The proposed method shows improved performance for Rician denoised
images for different noise level as compared to Sobel and Canny edge detectors. Also
the proposed method is simple to implement and can be used with existing first order
filters for edge detection.
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Figure 3.14: a) Tire.tiff with Rician noise of standard deviation 20, b) Denoised
tire.tiff image, c) Noisy MR image d) Rician denoised MR image e) Edge output with
proposed method for noisy tire image, f) Edge output with proposed method for de-
noised tire image, g) edge output with proposed method for noisy MR image and h)
edge output with proposed method for denoised tire image
Table 3.3: Image Quality Assessment
Methods FOM CoC MSE
I1 I2 I1 I2 I1 I2
Proposed 0.8387 0.74029 0.6511 0.6012 0.1352 0.171
Sobel 0.3626 0.3587 0.3299 0.321 0.2228 0.2246
Canny 0.5357 0.5686 0.4075 0.3546 0.2008 0.2155
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Figure 3.15: Image parameters for noisy and denoised images for tire.tiff for different
standard deviation of noise; N indicates image with noise and D indicates denoised
image
3.5.4 Discussion-edge localization
In this study we have proposed a new edge localization factor for step edges in a MRI
image with signal dependent Rician noise. Based on the Rician distribution characteris-
tic the study has identified the effect of noise on step edges and its true position. Using
Canny’s guidelines for an ideal edge detection process, the proposed study conducts
investigation on ability of first order filters to detect edge in an image and its position
with respect to true edge for images affected with signal dependent noise.
While some research groups do focus on edge detection for images with non-linear noise.
We find that it would be helpful to understand the behaviour of edges in presence of
noise as it would help in designing a more efficient filter. We also find that in case of
Rician noise, if we sufficiently reduce the effect of noise and obtain image with similar
true signal information and edge details, we might be able to use first order filters for step
edge detection in these images. We do not have to design a new filter and the existing
first order filters will be able to perform a similar function with faster computational
operation. In addition as demonstrated by Fig. (3.12) noise may cause the edge position
to vary from its true position. Our investigation for Rician noise indicates that this edge
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difference may be contributed due to variance of edge localization due to noise. The
study computes this value of variance using the second order moments of the Rice
distribution function on edge function as demonstrated by Eq. (3.44) and Eq. (3.45).
There are other types of non-linear and signal-dependent noise which can affect images.
The characteristic distribution function of these noises can then be used to study their
effect of edge detection and true location. In addition while most of the edges in an
image can be considered as step edges it would be desirable to understand the role of
non-linear noise on the types of edges such as a ramp.
3.6 Conclusion
In this chapter we have proposed a new automated articular cartilage detection method
using 3D undecimated wavelets. In order to achieve better cartilage detection we use
wavelet multiresolution analysis to achieve better segmentation. Wavelet multiresolu-
tion allows us to capture edge details for cartilage at different resolution levels. At the
same time an adaptive local threshold tL obtained from the 3D wavelet histogram is
used to retain coefficients only relevant to cartilage while discarding the background
edge details. Rician distribution function P (M) is used to model the wavelet histogram
and selection of appropriate confidence levels for MLE of intensity to retain edge details.
3D assessment of cartilage adds to the directional information and thus gives and over-
all picture of the cartilage geometry. By implementing undecimated wavelet transform
(UWT) we try to retain all the coefficients thus preventing loss of sensitive cartilage in-
formation. The proposed method has been validated on phantom and real MRI datasets
of the articular cartilage. Experimental results demonstrate better cartilage detection at
different standard deviations of noise with reduction in MSE for denoised images. Future
work may include use of knowledge of cartilage geometry for a more robust segmentation.
In the second study we have proposed a new edge localization technique for step edges
in images affected with signal dependent noise in MRI. The proposed technique offers
new correction factor E0[x, y] for edge localization using the second order moment of
the Rice distribution function. It demonstrates improvement for step edge detection in
images as compared to both Canny and Sobel edge detectors; as also shown by Pratt’s
figure of merit (FOM) and correlation coefficient (CoC). In addition proposed method
can be implemented using an existing first order filter for step edge detection and offers
fast and computationally efficient edge detection for signal dependent non-linear noise.
Future work may include analysis of signal dependent noise for different edge profiles
other than step edges.
Chapter 4
Wavelet and Riemannian
Geometry Descriptor for
Cartilage
In this study we have investigated the use of wavelet based geometric descriptor for
3D cartilage shape analysis. The proposed first and second fundamental forms of the
Riemannian manifold are used to compute the intrinsic Gaussian curvature of cartilage
tissue which is also used as the proposed shape descriptor. Cartilage shape is modelled
as a Riemannian manifold and the wavelet functions are used to determine the first
and second fundamental forms of this manifold. The proposed descriptor method was
later implemented for computation of the curvature of the cartilage shape in the MRI
datasets.
4.1 Introduction
OA is primarily characterized as a synovial joint disease which leads to progressive loss
of cartilage tissue within these joints. As OA progresses, articular cartilage displays a
propensity for shape deformation and subsequent deterioration. Ideally in a real world
scenario it would be desirable to have a-priori knowledge about true cartilage shape and
its deformation characteristics as the tissue deteriorates. The knowledge about these
changes and modification of the cartilage structure may be used for analysing early
stage diagnosis of OA. As also previously observed in Tab. 1.1 of chapter 1, the various
pathological changes in the cartilage and bone joint structure have already been used
to validate the presence of OA and quantify or grade the severity of disease progression.
Some of these parameters such as joint space narrowing (JSN) in X-rays or thickness
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and volume in MRI can be computed with help of images. In addition these quantitative
and semi-quantitative parameters may commonly be known as imaging biomarkers for
cartilage tissue and help in quantifying changes within cartilage tissue. Together these
parameters, in addition with clinical prognosis may collectively be implemented to grade
and classify cartilage tissues for OA.
In recent years we have seen much development in areas of cartilage detection and grad-
ing systems for Osteoarthritis. Newer techniques in imaging systems are sought for
early diagnosis of cartilage to enable a more reliable and efficient cartilage analysis. The
added impetus for such systems is to be able to observe changes in cartilage tissue,
in order to monitor disease progression and thus improve the overall understanding of
this disease. It may also be helpful in verifying the effectiveness of drugs or medicines
used in treatment for Osteoarthritis in patients in the future (Folkesson et al., 2007;
Poh et al., 2010; Akhtar et al., 2007). Though biochemical markers are being used to
understand patho-physiology of cartilage and may prove helpful in possible prediction
of OA. The relation of these biomarkers has yet to be validated clinically in relation to
their pathological conditions. The current existing biomarkers are only able to validate
presence of OA but are unable to aid prognosis of OA both in individual subjects or
large population (Bijlsma et al., 2011).
And although MRI offers clinically safer and better visualization of cartilage tissue; its
semi-quantitative analysis may also be hampered by an implicit surface analysis. Quan-
titative analysis of cartilage tissue in MRI may usually be dependent on the observer or
operator using the system thus limiting the scope of the grading system. As a result it
is often desirable to offer a more robust scoring system with a reduced operator depen-
dence and inter-patient variations in addition to faster analysis. Also a more reliable and
sensitive biomarkers would definitely benefit early OA diagnosis and patient prognosis.
As a result a parameter which is able to quantify cartilage shape changes more globally
and yet sensitive to indicate variations would benefit in this situation. In this study we
propose the use of 3D cartilage structure to account for shape change during OA and
its quantification for OA classification. The 3D geometry of the cartilage structure may
thus be able to provide a more clear understanding of the shape and information about
tissue degradation during different stages of OA. We are of the opinion that curvature
analysis of cartilage shape would thus make it a more promising parameter to quantify
and describe changes in the cartilage shape. But the information of true cartilage is
seldom known and its shape deformation depends on several factors which may vary
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across individuals. This makes it desirable and also difficult to obtain a more invariant
descriptor for cartilage tissue that may be able to address shape variations. Once an
estimation of the cartilage shape is possible; taking into account its different isometric
shape modifications when subjected to mechanical stress it might then be possible to
determine a descriptor for this shape and if feasible it may also be able to predict the
deformation conditions of the cartilage shape.
4.2 Cartilage Shape descriptor
Shape analysis is often used for statistical evaluation of a geometric shape, matching and
for object detection. There exists vast literature on shape analysis for 2D and 3D shapes
in image processing and analysis. A descriptor of the shape is often used to perform
necessary tasks such as segmentation, classification, shape analysis, retention and ob-
ject detection (Samir et al., 2006; Bronstein et al., 2005; Mademlis et al., 2009; Kimmel
et al., 2000). For shape analysis it is often desirable to obtain a shape descriptor in-
variant to shape transformation which may be able to account for its different isometries.
Spherical harmonic descriptors or Procrustes analysis work with point cloud and often
offer descriptors invariant to shape transformation (Chung et al., 2003). Descriptors
which do not change with respect to isometric embedding are usually known as intrinsic
shape descriptors (Bronstein et al., 2005). The advantage of this class of descriptors
is that they may be applied to deformable objects and a wide group of the real world
shapes including those in medical imaging. It also can provide invariant shape infor-
mation for the 3D shape. The descriptors utilizing Laplace-Beltrami spectrum and
heat kernel signatures (HKS) usually fall within this category (Bronstein and Kokkinos,
2010; Chung et al., 2005). The spectrum of Laplace-Beltrami operator is invariant under
isometries and is well suited for analysis of non-rigid shapes. HKS is a feature descriptor
for deformable shape and relies on eigen-decomposition of heat kernel (Bronstein and
Kokkinos, 2010). For every point on the surface, a diagonal of the heat kernel is sampled
at a specific time which results in a local signature that can be used for partial matching
or symmetry. Volume HKS is similar to HKS but defined over the entire volume and
considers Neumann boundary condition over the manifold shape, it is also able to repre-
sent 3D transformation more closely (Raviv et al., 2011). Other graph based descriptors
such as medial axis or Reeb graph, capture geometric and or topological information
but cannot be implemented in a comparative study as the other vector based descriptors
(Folkesson et al., 2007).
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A shape representation generally depends on the properties of the shape which may be
represented as a point cloud, boundary or volume. Furthermore model based methods
make use of 3D data which may include feature based, graph based and local feature
techniques in their representation. As the name suggests a global based method often
represents the global properties of the shape.
Current shape descriptors may usually be obtained by using a set of training image data
or a dictionary which may also be used for object recognition (Mademlis et al., 2009).
The disadvantage of such a system is that the descriptor has to be trained to account
for large and almost all possible variations of a particular shape. It should then be able
to identify a particular object from within this large dictionary of shape information.
This makes the process extremely time consuming, requires a lot of resources and is
computationally expensive. As a result it is often useful to have an invariant descriptor
that may be used to identify an object and its different isometric conditions without
requiring any additional training. This also reduces the necessity of huge training data
sets and speeds up the object recognition process.
In this study we believe that the articular cartilage shape may also benefit from such
an intrinsic descriptor with respect to its shape. The objective of using invariant car-
tilage descriptor is that it may be able to address the different isometric conditions of
cartilage topology across vast population scale. These intrinsic properties are invariant
under transformation and include surface area, gauss curvature, geodesic distance etc.
(Bronstein et al., 2005; Griffin, 1994). Extrinsic properties of the shape are usually
dependent on a particular configuration within the surface of the shape and may include
either volume, mean curvature or Euclidean distance. The extrinsic descriptor being a
more local phenomenon is still sensitive to the topological variations that may occur as
cartilage shape varies, during progression of OA. The intrinsic and extrinsic parameter
for cartilage shape may thus be used as a more robust biomarker for OA classification
and grading.
For this study we focus on a cartilage geometric descriptor using wavelets and Rieman-
nian manifold for the cartilage shape. This descriptor comprises of Gaussian and mean
curvature values obtained using the proposed first and second fundamental form of the
Riemannian manifold. Such a descriptor may be able to account for the variability across
different cartilage shapes for OA analysis and also monitor and compute the different
changes across cartilage as a result of deformation. This may prove useful in identifying
early stage changes for OA diagnosis. In order achieve this we first have to compute
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the Gaussian and mean curvature of the 3D cartilage model. This requires computation
of the Riemannian parameters for the cartilage manifold with help of a parametrized
function of the 3D shape (Morgan, 1998; Millman and Parker, 1977). Often mapping of
shape onto a known arbitrary structure is performed in order to achieve parametrization
of the said shape. As cartilage is a more curvilinear it is more appropriate to map it onto
a sphere which map be able to take into consideration its curved shape structure. As
there is no direct method to parametrize an arbitrary 3D shape, we have considered to
work with 3D wavelets which may offer an indirect parametrization with respect to image
coordinates in wavelet domain. The wavelet gradients obtained for the cartilage model
using the image coordinates may correlate to the shape coordinates on the manifold. By
implementing the wavelet gradients for Riemannian tensor computation we might thus
be able to obtain the Riemannian metric for the cartilage shape without the need for
any complex 3D mapping or transformation. In addition we can reduce the computation
time for estimation of Riemannian parameters for 3D shape. Our contribution towards
such a 3D shape descriptor will include,
 Wavelet gradients as parametrized gradient information for computation of metric
tensor.
 Riemannian-wavelet descriptor for 3D cartilage shape.
 Use of above descriptor for OA analysis and biomarker
More information about Riemannian geometry, use of wavelet and manifolds is given
in the following section. Note that there may be some challenges with change of carti-
lage topology due to complete breakdown and presence of holes as the cartilage tissue
degrades in the advanced stages of OA. In this case the nature of the manifold has
changed completely and will require more in depth study for this purpose and has not
been addressed here. We have already identified certain challenges caused due to car-
tilage shape and thickness which does not allow us to map this topology directly onto
sphere explained in more detail in section 4.8.
4.3 Cartilage Curvature - MRI Imaging Biomarker
Early stage OA may demonstrate changes in cartilage topology while the more advanced
stages may be identified with breakdown within the tissue itself. Several research groups
have investigated the possibility of use of cartilage curvature as an imaging biomarker for
prediction of early stage OA. The commonly employed strategy to use cartilage structure
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as a biomarker, is to determine the curvature for cartilage shape and to use it to esti-
mate the smoothness of the tissue and joint congruity (Folkesson et al., 2007). Existing
data in literature studies indicate that the global curvature of the cartilage tissue may
be associated with joint congruity. This is a measure between curve uniformity between
the two corresponding cartilage surfaces and looks at similarity of contacting joint sur-
faces (Folkesson et al., 2007). Higher congruity may be associated with a healthy joint
structure while changes in this measure indicate compromise within the joint structure.
In addition a second curvature unit also named as the fine-scale curvature is associated
with the smoothness of the cartilage surface. Both the curvature units look at the global
and local cartilage surface.
In a study by E. Dam et.al., they have proposed the use of level set function for a fine
scale curvature information for cartilage tissue; while coarse scale curvature is obtained
using the m-rep model. The level set function for fine scale curvature function is given
as (Folkesson et al., 2007),
φt = kM |∇φ| = [∇( ∇φ|∇φ|)]|∇φ| (4.1)
where ∇φ is the gradient of the level set representation φ with respect to time t and kM
is the mean curvature (Folkesson et al., 2007).
m-rep models are a median means representation of a 3D geometry. The coarse scale
curvature information for the cartilage shape is computed using this medial axis model of
the segmented cartilage shape. while the coarse curvature information usually represents
the global shape information and gives the curvature information of cartilage shape as a
whole surface; the fine scale curvature computed using the level set equation is used to
obtain information about the surface smoothness. This smoothness of cartilage surface
is given as the inverse ratio of the fine scale curvature (Folkesson et al., 2008; Tummala
et al., 2011; Tummala and Dam, 2010). In yet another study conducted by Eckstein et.al.
the curvature information of cartilage is obtained in-vivo. The approach implemented by
this study was to utilize the continuous B-spline surfaces for computation of curvature
values. The first and second order derivatives of the B-spline surface were used to
compute the cartilage curvature information (Hohe et al., 2002). These curvature values
were also used to represent the joint congruity.
There seems to be evidence that curvature information may be used as quantification
of cartilage shape to determine the different stage of OA. Coarse scale curvature seems
to offer a better prediction of different stages of OA as compared to fine scale curvature
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information (Folkesson et al., 2008). In addition curvature results are dependent on the
cartilage modelling techniques. And a more efficient OA prediction will require more
than one biomarker (Folkesson et al., 2007).
In this study we propose a more robust estimation of the cartilage curvature using the
Riemannian manifold. This approach for curvature computation is computationally
efficient and faster. Also the intrinsic Gaussian curvature and extrinsic mean curvature
computed using Riemannian metric of the manifold is equivalent to the coarse scale
curvature and fine scale curvature as mentioned in the above studies.
4.4 Riemannian Geometry
Let surface S ⊂ R3 represent a smooth Riemannian manifold. Let point on surface
be given as p ∈ S. Also let the tangent space of vectors; tangent to S at point
p be represented as TpS. The tangent or position vectors xi are then obtained as a
partial derivative with respect to ui which has an orthonormal basis function and is
the parametrized coordinate of the shape. The tangent vector xi can then be given as
(Morgan, 1998; Do Carmo and Do Carmo, 1976),
xi =
∂x
∂ui
= (
∂x
∂ui
,
∂y
∂ui
,
∂z
∂ui
) (4.2)
Riemannian metric for surface S ⊂ R3 can then be given as
gi,j = xi.xj =
∂x
∂ui
.
∂x
∂uj
(4.3)
The matrix g = [gi,j ] is called the first fundamental form or metric (Morgan, 1998). It
is an intrinsic quantity and gives length,
L =
∫
ds⇒
∑
gi,j ξ˙iξ˙j (4.4)
where ,
∑
gi,j ξ˙iξ˙j = 2 (g11ξ˙1
2
+ 2 g12ξ˙1ξ˙2 + g22ξ˙2
2
) (4.5)
In addition coefficients g11, g12 and g22 belong to the first fundamental form I and are also
known in literature as E,F and G where E = ξ˙1ξ˙1, F = ξ˙1ξ˙2 and G = ξ˙2ξ˙2. The second
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Figure 4.1: parametrization of surface on a smooth riemannian manifold (Bronstein
et al., 2005)
fundamental form II for point p on surface S is given as,(Morgan, 1998; Do Carmo and
Do Carmo, 1976)
II = D2x =
∣∣∣∣∣ x11 x12x12 x22
∣∣∣∣∣ (4.6)
where D2x is known as the bilinear form on tangent space TpS. The coefficients of the
second fundamental form x11, x12 and x22 with respect to normal n are also known as
e, f and g respectively. Together the coefficients of first fundamental form I are used
to compute the intrinsic parameter such as Gaussian curvature G for surface S while
coefficients of the second fundamental form give us the extrinsic parameters such as
mean curvature H.(Morgan, 1998; Do Carmo and Do Carmo, 1976)
Theorema Egregium states that the Gauss curvature of the manifold is an intrinsic
quantity and can be determined from within the surface. Principal curvatures k1 and
k2 measure the amount of curvature of the surface in space. The Gauss curvature K
gives us the rate of change of length of the evolving curve while the mean curvature H
gives us the rate of change of area of the evolving surface (Morgan, 1998). Maximal
normal curvatures k1 and minimal normal curvature k2 are called principal curvatures
at P (Do Carmo and Do Carmo, 1976).
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4.5 Proposed curvature estimation
We model the cartilage surface SC as a smooth continuous Riemannian manifold where
SC ⊂ R3. Let P be a point on the surface usually represented as vector P = [p1, p2, p3, .....]
and ξi,j are the local co-ordinates of the shape, where i, j = 1, 2 . Also points P on the
surface SC of cartilage model are obtained from the original image function I computed
after detection and segmentation of cartilage tissue to generate 3D model of the shape.
Let the original image volume function be represented as Ivol ∈ {x, y, z}; where x, y, z-
coordinate belong to the original Euclidean co-ordinate system.
In order to compute the Riemannian metric gi,j for the cartilage shape SC we require
the partial derivative information at point P for the shape SC with respect to local
coordinates ξi,j . The partial derivative vectors Pi,j belong to the tangent space TpS
and are used to compute the Riemannian metric gi,j for the shape. To compute the
Riemannian metric we need to work with vectors in tangent space TpS; tangent to
surface SC at point p. This tangent space is given by partial derivatives at point P on
this surface SC with respect to ξi,j as follows (Morgan, 1998).
Pi,j =
∂p
∂ξi,j
(4.7)
where ξi,j represent local shape coordinates. Thus Riemannian metric gi,j is the inner
product of tangent vectors given as (Morgan, 1998),
gi,j = pi.pj (4.8)
where i, j = 1, 2.
To obtain the partial derivative vectors Pi,j one needs to parametrize the shape and
obtain the differential with respect to local coordinates ξi,j . But not all real world
arbitrary shapes can be parametrized or represented with a canonical function; as a
result they often have to be mapped or embedded into a known geometry. In this
study we utilize wavelet convolution with image function Ivol ∈ {x, y, z} to obtain the
parametrized representation of cartilage shape SC . The Euclidean coordinate of shape
in the image function Ivol ∈ {x, y, z} are encoded in the wavelet coordinates of scale-
space s,m, n. As a result we reduce the necessity of specifically obtaining a canonical
representation for cartilage shape analysis. To obtain the partial derivative with respect
to wavelet function we compute the wavelet gradient with original image function.
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Figure 4.2: Algorithm flow chart of the proposed geometric descriptor
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Wavelet decomposition ψj,m,n of image volume Ivol is similar to the partial derivatives
required for Riemannian metric gi,j computation for descriptor of cartilage surface SC .
The wavelet decomposition function ψ is given as (Gonzalez et al.,
ψj,m,n(x, y) = 2
j/2ψi(2jx−m, 2jy − n) (4.9)
The wavelet gradients for 3D image volume Ivol can be given as,
Wp(j,m, n) =
∫
Ivol ∗ 2j/2ψ(2jx−m, 2jy − n) dx
= 2j/2
∫
Ivol ∗ ψ(2jx−m, 2jy − n) dx
∼= 2j/2 ∂p
∂ξi,j
(4.10)
where convolution of wavelet function with image is similar to first and second order
partial derivative, j is the decomposition scale, ∗ is convolution function. The partial
derivative for surface in terms of wavelet differential function can now be written as
WPi,j = Wp(j,m, n) (4.11)
where Wp1, Wp2 and Wp12 are coefficients obtained from first level wavelet decompo-
sition of image volume at j = 1 and are first order gradients. While Wp11 and Wp22
are wavelet coefficients obtained decomposition of image volume at level j = 2 and are
second order gradients.
The first fundamental form I and the second fundamental II for the cartilage surface
with respect to wavelet coefficients using Riemannian metric gi,j can now be given as,
(g−1)(D2Wp).n = g−1
∣∣∣∣∣ Wp11.n Wp12.nWp12.n Wp22.n
∣∣∣∣∣ (4.12)
where n is the normal for surface and is given as,
n =
Wp1 ×Wp2
|Wp1 ×Wp2| (4.13)
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The intrinsic Gaussian curvature WG for the cartilage surface SC can now be computed
as,
WG = det g−1(D2Wp).n
=
(Wp11.n)(Wp22.n)− (Wp12.n)2
W 2p1W
2
p2 − (Wp1.Wp2)2
(4.14)
While the extrinsic mean curvature WH for the surface SC can then be given as,
WH = trace g−1(D2Wp).n
=
1
2
W 2p2Wp11 − 2(Wp1.Wp2)Wp12 +W 2p1Wp22
W 2p1W
2
p2 − (Wp1.Wp2)2
.n (4.15)
The proposed Gaussian WG and mean curvature WH can also be used to determine
the principal curvatures of the cartilage shape as follows,
kw = WH ±
√
WH2 −WG (4.16)
where principal curvatures is given as kw.
4.6 Simulation Study & Results
4.6.1 Materials
For this study we have use 7 MRI datasets for proposed curvature descriptor. The
MRI datasets are same as those mentioned in section 3.4.1 of chapter 3 and are used
to validate the proposed method for curvature computation of the cartilage tissue. All
the datasets underwent cartilage detection using 3D undecimated wavelets proposed in
chapter 3, section 3.3 prior to shape analysis. The algorithm for cartilage curvature
descriptor using wavelet based Riemannian geometry was written in MATLAB R2013b.
4.6.2 Experimental Results
For the computation of the geometric descriptor for cartilage shape, each MRI dataset
initially underwent cartilage detection with the proposed local tL and global thresholds
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γ` described in Chapter 3. The segmented volume was reconstructed using the inverse
undecimated wavelet transform. This volume was further used to determine the high
pass filtered gradients vital for computation of the Riemannian metric gi,j using the
wavelet decomposition of the segmented volume.
E G F
e g f
Figure 4.3: first fundamental form for cartilage tissue and second fundamental for
the cartilage tissue
The wavelet coefficients cψ are selected across these two scales. The wavelet coefficients
obtained at scale 1 and scale 2 correspond to the gradient information in TpS for points
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a b c
Figure 4.4: a) original volume b) cartilage topology 1 and c) cartilage topology 2
across the cartilage surface. The horizontal and vertical coefficients of wavelet decom-
position at scale 1 are very similar to the first order gradients for point P across the
shape surface SC . The second order gradients for the surface points is obtained as the
second order wavelet decomposition and are given by the gradient information along
the horizontal, vertical and diagonal wavelet decomposition. In this study as we have
utilized un-decimated wavelet transform which up samples the original signal content
as a result, we have resized and normalized the original wavelet coefficients before the
Riemannian metric gi,j computation.
The wavelet coefficients of the first and second scale are thus used to compute the first
I and second II fundamental form. For the curvature computation using Riemannian
metric gi,j we require the first and second fundamental forms of the manifold. The coef-
ficients of first fundamental forms E,G, F are given as the dot product of the horizontal,
vertical and diagonal wavelet coefficients Wp. The normal for the 2D shape is obtained
using the horizontal and vertical surface gradients as given by Eq.(4.13). Product of the
normal n with second order gradients provide us with the elements of the second funda-
mental form II. The subsequent intrinsic Gaussian curvature WG and extrinsic mean
curvature WH for the cartilage surface is then computed using Eq.(4.14) and Eq.(4.15)
respectively. Principal curvatures of the shape is computed using Eq.(4.16).
This study is performed only for the femoral cartilage for simplicity of analysis. For
computation of the curvature, we select a small region at the base of the femoral car-
tilage which correlates more closely with the tibial surface used in most of the studies
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Table 4.1: Riemannian metric computation for different cartilage topologies
Dataset Gaussian Curvature Mean Curvature
D7 original 51.689 43.259
topology 1 52.708 67.478
topology 2 59.933 56.495
D11 original 53.894 56.939
topology 1 54.694 20.954
topology 2 44.758 48.001
Table 4.2: Curvature computation for MRI volume using Riemannian metric
Datasets Gaussian curvature Mean Curvature
D1 41.246 25.262
D2 45.250 47.624
D5 50.664 48.229
D6 41.582 17.563
D12 89.286 53.400
(Folkesson et al., 2007; Tummala and Dam, 2010; Iranpour-Boroujeni et al., 2011). Tib-
ial surface is selected as it is the most weight bearing structure of the cartilage tissue and
undergoes degradation earlier as compared to the rest of the surface. In correlation the
femoral cartilage at the base surface may also be subjected to high degree of mechanical
stress and may be more sensitive to deformation changes.
Fig.(4.3) demonstrates the first I and second fundamental II forms for the cartilage sur-
face of an MRI dataset respectively. While Fig.(4.4) demonstrates the different topolo-
gies for cartilage surface. The different cartilage topologies are used to mimic changes
in cartilage surface during the initial stages of deformation in OA. While these may not
be an accurate depiction, it includes common variations observed in the femoral shape.
For this purpose the cartilage geometry is rotated by +/- 10 degrees to mimic variations
in the femoral cartilage. These modified cartilage topologies were later used to compute
the Riemannian curvature information for the tissue.
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The computed values of these Riemannian curvatures for cartilage topologies and MRI
datasets are given in Tab. 4.1. and Tab. 4.2 respectively. The objective of the study
is to compute the intrinsic and extrinsic curvature value and to determine variations in
curvatures. As demonstrated by Tab. 4.1. and 4.2. the Gaussian curvatures WG show
very limited fluctuations in their curvature value and may be used as an indicator of
the global structure of the cartilage. This is also supported by literature that intrinsic
parameters for shape may be more invariant to topological shape change (Griffin, 1994).
The mean curvature WH values as indicated by Tab. 4.1. show considerable fluctuations
in their values as the cartilage undergoes deformation. This extrinsic local curvature
information may be more sensitive to changes in cartilage topology and can be used for
study of cartilage deformation (Chung et al., 2003). As compared to Gauss curvature
WG values the difference may be not be huge but it is still sensitive to local deformation
with the structure. Tab. 4.2 gives us the Gaussian and mean curvature values for other
MRI datasets.
4.7 Advantages
The intrinsic curvature or the Gaussian curvature WG is invariant to different topolog-
ical conditions of the cartilage. It does not require a-priori knowledge about different
cartilage conditions and hence is advantageous in shape analysis of cartilage across large
population datasets. It helps in determining the global curvature of the cartilage shape
which may result in significant changes only if the manifold or cartilage shape has under-
gone significant changes e.g. complete or partial loss of tissue. This is also demonstrated
in a similar study for 3D face recognition, where the intrinsic geodesic distance across
the face shape is able to account for variations in expression and illumination for a single
individual and used for person identification (Bronstein et al., 2005; Samir et al., 2006).
The extrinsic curvature WH is sensitive to changes in the local topology (Chung et al.,
2003; Griffin, 1994). This enables us to investigate local curvature changes during car-
tilage deformation and may prove vital in understanding OA. Cartilage curvature thus
may also be used as an imaging biomarker for OA analysis (Folkesson et al., 2008; Hohe
et al., 2002; Tummala et al., 2011).
The advantage of the proposed technique for cartilage curvature computation using
Riemannian metric; is that the same wavelet gradient information for cartilage surface
may be used to compute both the global and local curvature information. This is not the
case with other studies which require different mathematical computation of the shape to
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compute these curvature values as also observed from a study conducted by Folkesson
et.al. 2008 (Folkesson et al., 2008). In addition it is non-invasive and does not have
to be carried out in-vivo; unlike curvature computation by Hohe et.al. in 2002 (Hohe
et al., 2002). Once the partial derivative for cartilage surface is obtained it is relatively
easier to determine the intrinsic and extrinsic curvature values without the need for any
extensive software tool or a large computational study. In addition due to the invariant
nature of Gaussian curvature WG we may be able to account for inter-patient variation
within the MRI datasets; provided they suffer from similar OA conditions e.g. grade
I or grade II. The intra-patient variations may be reduced by utilizing information of
both past Gaussian curvature WG and Mean curvature WH information. Together the
proposed Riemannian curvature may allow for a faster and quantitative comparison over
time as compared to other graph based descriptors for shape. They may also be used
collectively for grading and classification of OA and cartilage shape analysis (Barachant
et al., 2012; Klassen et al., 2004; Mademlis et al., 2009).
4.8 Discussion
In order to compute the Riemannian metric for a manifold or 3D object, one requires the
parametrized function of that shape to compute the first and second fundamental forms.
Most of the real world 3D shapes are arbitrary and deformable shapes which present a
challenge in obtaining a parametrized representation for that shape. A much simpler so-
lution often implemented is to either map this shape into another parametrized shapes,
such as the planar surface. By implementing this operation, one might then be able to
determine the Riemannian metric with respect to an already known manifold such as a
plane.
One can achieve such a planar mapping by using conformal maps, which will preserve
the angular and to a certain extent the textural information of the shape (Haker et al.,
2000; Ros¸ca and Antoine, 2009). Although this is an easier choice for most mesh based
analysis systems, it may not an ideal choice as the mapping may not always be reversible
and there may exist loss of information due to the embedding process. A yet another
approach would be to embed this topological mesh into a known geometry such as a
sphere or ellipse for which the parametrized representation of the shape already exists
(Nain et al., 2007; Ros¸ca and Antoine, 2009). This approach which is garnering much
popularity has limitations when it comes to the topology of the original geometry. Not
all real world shapes can be embedded into this geometric map; which is also the case for
the cartilage tissue. This can be illustrated from the following Fig.(4.5) where although
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the cartilage appears to be almost spherical in shape it cannot be parametrized into a
spherical map. Though this is not the case for the 3D mesh of the horse as demon-
strated by Fig.(4.5). This parametrization of 3D mesh into a sphere requires that the
barycentre of the topology be located at the centre of the shape which is not in the case
of the cartilage tissue.
original cartilage mesh cartilage spherical parametrization
horse mesh horse spherical parametrization
Figure 4.5: original mesh and their corresponding spherical mesh parametrization
In order to resolve this issue we instead treat the wavelet processed image as a parametrized
representation of the 3D shape with respect to the wavelet co-ordinates for scale and
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space and image function. This approach allows us to overcome the initial challenges of
mesh parametrization and at the same time avoids a very complicated process of using
mesh neighbourhood to compute the metric tensor for the individual shape as proposed
by Moo K Chung (Chung et al., 2003).
The segmented cartilage volume provides the initial co-ordinate position of the shape
boundary. The wavelet gradients across this shape surface provide the necessary informa-
tion to compute the Riemannian metric gi,j for computation of the curvature descriptor
for cartilage tissue. The curvature computation with Riemannian metric gi,j enables us
to determine the intrinsic and extrinsic information of the cartilage tissue. The intrinsic
information being a more topology invariant parameter is used to determine the global
information of the cartilage structure. In this study we use this curvature descriptor to
identify the severity of the cartilage degradation. A healthy cartilage tissue will present
us with a smooth continuous manifold which generates a high curvature values while
the severely degraded cartilage tissues will not be a smooth continuous manifold with
broken topology and will no longer confound to the curvature values obtained with a
healthy tissue.
Gaussian curvature in this study provides us with the global curvature information
within the tissue. One can also compute the mean curvature of the cartilage tissue
which is a relatively extrinsic quantity of the manifold and provides the local curvature
information. This extrinsic quantity is more sensitive to change in curvature topology
and may be used to study the local deformation across the cartilage surface as also
demonstrated in a study by Moo K Chung for brain surface deformation (Chung et al.,
2003). Cartilage deformation for different stages of OA using the mean curvature in-
formation has not yet been undertaken in this study and requires further investigation.
Although in this study we do compute the mean curvature WH information of the car-
tilage tissue with respect to global curvature WG information.
The results of the Gaussian WG and mean WH curvature for the cartilage shape with
proposed method demonstrate the possibility of implementing a similar strategy for
other arbitrary deformable shapes that do not confirm to a conventional mesh topology
and parametrization practices.
The proposed shape descriptor is more robust and relatively invariant to changes in the
cartilage isometries. It may be able to account for challenges in the intra-patient and
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inter-patient analysis as it is an intrinsic descriptor for the cartilage shape though this
still has to be rigorously investigated.
4.9 Conclusion
In this chapter we have proposed a new wavelet based Riemannian metric descriptor
for computation of intrinsic cartilage curvature WG. The Gaussian curvature WG for
cartilage tissue is derived using wavelet based Riemannian metric gi,j . The geometric
descriptor uses high pass filtered wavelet coefficients cψ for computation of the Rieman-
nian metric which are later used to compute the intrinsic curvature for the cartilage
surface. The Gauss curvature WG is used as the intrinsic curvature information. A
plot of the curvature plot for the different MRI datasets reveals global curvature for
different datasets. The proposed geometric descriptor may also be used for other 3D
shape objects which do not adhere to conventional 3D mesh analysis practices. Due
to the intrinsic nature of curvature it also provides an opportunity to be used as 3D
cartilage shape descriptor that may be used for cartilage shape recognition in order to
differentiate different stages of OA.
Chapter 5
Software prototype for OA
analysis using MRI
In this chapter we introduce a prototype software framework for computer aided analysis
(CAD) using MRI images for investigation of knee Osteoarthritis (OA). The proposed
software prototype is a wavelet based framework for 3D image analysis of the knee car-
tilage. This framework implements a 3D un-decimated wavelet multiscale analysis for
study of cartilage tissue. In addition a novel 3D multiresolution widget has been devel-
oped for visualization of cartilage tissue at different wavelet resolutions. The prototype
system implements proposed cartilage detection method mentioned in Chapter 3, which
has already been validated with the help of computational experiments on MRI and
phantom datasets. It enables the user to interact with the 3D cartilage models and
save them for future reference. A closer inspection of the cartilage surface by selection
of tissue sub-volume at higher wavelet resolution along with computation of cartilage
features and volume at different resolutions is also possible.
5.1 Introduction
Current clinical practices for diagnosis of OA include physical assessment of joints by
physicians, patient feedback for pain and use of X-rays or MRI imaging techniques for
classification of various stages of disease progression (Theiler et al., 1994; Bijlsma et al.,
2011).
While there may have been several computer aided diagnostic (CAD) systems proposed
for OA diagnosis (Kauffmann et al., 2003; Akhtar et al., 2007; Mlejnek et al., 2004;
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Duryea et al., 2007) their primary focus has been limited to effective segmentation of
the knee cartilage and use of thickness map to observe cartilage breakdown which may
be used in the assessment of cartilage tissue.
And although there have been several challenges in effective segmentation of cartilage
tissue, which may include an automated detection of tissue and its assessment for OA.
Improved segmentation techniques using active shape models, atlas based segmentation,
graph cuts, kNN classification, support vector machine with kernel based learning, su-
pervised learning and image registration have been proposed for articular cartilage in
literature (Folkesson et al., 2007; Kapur et al., 1998; Solloway et al., 1997; Yin et al.,
2010; Hinrichs et al., 2003; Prasoon et al., 2013; Tamez-Pena et al., 2012; Zhang et al.,
2013; Urish et al., 2013). The segmented cartilage may then be used for grading various
stages of OA using a semi-quantitative scoring system ( Hunter et al., 2008).
X-rays and its grading systems such as the Kellgren-Lawrence (KL) have remained a
gold standard for OA assessment; but detect OA at much later stage where cartilage
degradation has already begun. As a result, recent studies have suggested the use of
thickness and volume computation of cartilage tissue as semi-quantitative parameters
for early stage assessment of OA using MRI (Bijlsma et al., 2011; Crema et al., 2011).
Several semi-quantitative scoring systems in MRI have been proposed that focus on size
and location of lesions within the cartilaginous and sub-chondral tissue ( Hunter et al.,
2008; Peterfy et al., 2006). Some of the whole organ scores include the knee osteoarthritis
scoring system (KOSS), whole organ MR scoring (WORMS) and Boston-Leeds OA Knee
scoring (BLOKS) (Peterfy et al., 2004; Lynch et al., 2010; Felson et al., 2010). And while
WORMS and BLOKS offer similar results for several conditions of the cartilage they
often split the cartilage tissue area into several sub-regions to compute the thickness
and area for these regions (Hunter et al., 2008; Lynch et al., 2010; Felson et al., 2010).
Depending on the interrelation of these subregions, the grading system then classifies
different stages of OA (Peterfy et al., 2004). As these MRI grading systems require
manual division of the cartilage tissue into sub-regions for scoring different stages of OA
they are still dependent on operator efficacy (Hunter et al., 2008).
In this study we propose a framework for cartilage analysis which can achieve both car-
tilage detection and computation of cartilage features such as volume etc. without the
need for manual segmentation of cartilage tissue or its surface into subregions. In ad-
dition it also offers visualization of the cartilage surface at multiple wavelet resolutions.
For this purpose we focus on OA diagnosis, as by being able to visualize cartilage as
a whole surface and compute its features such as volume, smoothness etc. to quantify
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changes within the structure. As a result we have proposed a novel software framework
system for knee cartilage analysis with a new interactive multiresolution widget imple-
mented with help of 3D un-decimated wavelet transform. The proposed system is aimed
at OA assessment of the knee cartilage and offers two new features,
 proposed 3D cartilage detection method : Use of wavelet analysis for 3D cartilage
detection and optimization as mentioned in Chapter 3 section 3.3. This method
will provide an improved and robust knee cartilage detection with efficient and
faster computational speed required for an interactive assessment of the tissue in
real-time.
 a new multiresolution widget : A novel user interactive (UI) widget incorporating
wavelet multiresolution analysis is developed. It is used to observe cartilage tissue
surface for patterns of tissue damage indicating early onset of OA. This new widget
uses cartilage models obtained with wavelet analysis for UI analysis of the tissue.
A wavelet multiresolution widget can be utilized for visualization and zooming of car-
tilage details at different scales (Burrus et al., 1998). This magnification is possible
with the help of wavelet filter banks which process and filter out information content
depending on the frequency content in a given image (Burrus et al., 1998). Also the
proposed framework performs global assessment of the cartilage surface for its analysis
and does not require to sub-classify the cartilage surface into several regions for tissue
assessment. The structure of this chapter is as follows, in section II we describe in detail
the proposed OA analysis system and use of interactive wavelet GUI. This is followed
with results and discussion in section III and finally, future work and conclusion.
5.2 Proposed CAD system for OA diagnosis
In this study we have proposed a novel computer aided system for analysis of OA of the
knee. The system is designed to perform a user interactive analysis of the 3D surfaces
of the articular cartilage of the knee using wavelet multiresolution information. In addi-
tion the proposed system aims to achieve analysis of OA using the surface and structural
properties of the cartilage tissue. A wavelet based CAD system using 3D un-decimated
wavelet transform is utilized for an automated analysis and optimized cartilage detection
as also mentioned in Chapter 3 section 3.3. This proposed cartilage detection method
offers a more robust and faster segmentation of the cartilage tissue which is crucial for
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real time interaction of the tissue. The proposed cartilage detection algorithm has al-
ready been validated on MRI and phantom datasets.
In addition as OA diagnosis relies on better inspection of the cartilage surface and
structure, we have also proposed a new wavelet based graphical user interface (GUI)
that enables the user to display and visualize the 3D structure and surface properties
of the cartilage tissue at different wavelet resolutions. This multiscale visualization of
the cartilage surface provides us with information about the cartilage shape and volume
at different wavelet resolutions for assessment. Also it does not require the tedious task
of sub-classification of cartilage surface into several regions for assessment of OA using
MRI scoring system.
The primary components of the proposed software framework consists of a ) processing
unit b) image analysis system which includes 3D wavelet analysis using MRI data, c)
a novel multiresolution widget for analysis of cartilage tissue d) and a display unit all
of which are described in detail in the following sections. Fig. (5.1) demonstrates the
design of the proposed cartilage diagnostic system.
By implementing an object-oriented program structure (OOP) and a parent-child inter-
face within several class functions in the architecture of the proposed software framework,
we can choose to perform either specific image processing tasks or only an interactive
assessment of the cartilage tissue. The results of the analytical tasks can then be saved
for future reference which might be useful for long term clinical evaluation. The system
is also designed to allow portability and extension of existing framework for OA analysis.
It enables the user to perform a more patient specific diagnosis of the cartilage tissue.
5.2.1 Diagnostic system processing unit
This is the primary body of the proposed software framework as demonstrated by Fig.
(5.1). It conducts the necessary image processing operations and visualization tasks
related to reading of MRI image data, display of 3D model, wavelet widget interaction
and assessment of cartilage tissue.
As the proposed system is designed to be an independent portable unit, free of any paid
licensed software we have tried to keep it as much open-source as possible and have im-
plemented it using Microsoft Visual Studio 2010 and visualization tool-kit (VTK) 5.8.0.
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For this study, Visual Studio 2010 (VS2010) acts as the desired compiler, enabling us to
build and run the dynamic linked libraries(dll) containing vital visualization functions
offered by VTK 5.8.0 (Schroeder et al., 2004). This compiler further adds to the ex-
tensibility of the proposed system by allowing us to develop wavelet imaging algorithms
to carry out the desired imaging and statistical analysis operations. These imaging al-
gorithms are primarily written in C++ which the compiler reads and assimilates with
other visualization operations. The individual image processing systems and visual-
ization operations compute the necessary feature of the parent object in this case the
cartilage tissue, which may be used either for assessment or 3D visualization of the car-
tilage structure. The end user can also replace the compiler of their choice for a more
autonomous framework, though we haven’t tested this scenario.
The proposed software framework consists of the diagnostic system processing unit as
the main body of this prototype system while the 3D image analysis and cartilage de-
tection, multiresolution widget, model generation etc. are the sub-systems of this main
framework. Each sub-system can still be operated independently of the other as also in-
dicated in Fig. (5.1). Although the main processing system may still be used to control
these independent sub-systems to carry out a desired task. The proposed novel multires-
olution widget is one such sub-systems controlled by the primary processing unit which
adds to the desired interactive nature of cartilage surface visualization and assessment.
User input or feedback is obtained with the help of a mouse controller, which enables
the primary processing unit to identify and establish necessary tasks to be carried out.
In addition, depending on the mouse input or feedback from the user the 3D model is
updated accordingly for corresponding wavelet analysis to be carried out for the model
selected. Some of the other aspects of the proposed framework include, reading of the
DICOM image files, storage, transfer of 3D wavelet model to the multiresolution wid-
get, 3D wavelet analysis and cartilage feature computation and updating cartilage model
based on user feedback. Detailed information on operation of each of these subsystems
is given in sections 5.2.2 and 5.2.3 respectively.
The final responsibility of the processing unit is the display of the cartilage model for
different wavelet resolutions for visualization on the computer monitor, while the re-
sults of cartilage features such as volume and smoothness are indicated on the VS2010
command prompt as also demonstrated by Fig. (5.5). All the necessary operations for
data visualization and model generation are conducted by the processing unit using the
internal memory of the user’s computer and their graphics card. Finally, if the user
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Figure 5.1: Proposed system design
requires the output of cartilage feature assessment and the necessary model to be stored
as separate file, it can be done by saving the result as an image or VTK object file.
5.2.2 Image and wavelet analysis sub-system
The primary function of this unit is to perform image and wavelet analysis of the MRI
image volume for cartilage detection and to provide the processed data to the wavelet
GUI. This sub-system largely works with 3D image volumes and performs wavelet anal-
ysis on volumetric data. 3D assessment of the MRI volume help compensate for the
lack of sampling along the third direction (z-axis) by the MRI machine and helps in
improving the thickness estimation of cartilage geometry (Folkesson et al., 2007). Also
3D volume provides complete structural information of the cartilage which might get
overlooked when processing 2D images slice by slice. This sub-system is also designed
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to carry out other 3D image analysis tasks such as smoothing, thresholding, histogram
generation etc. which may support other image processing operations using wavelets.
As wavelets offer better ‘spatial localization’ they are used for the cartilage detection
process (Burrus et al., 1998; Starck et al., 2007). The primary tasks of this proposed
sub-system is 1) to obtain image spatial and edge details with wavelet decomposition
and 2) multiresolution analysis of this wavelet information.
For wavelet analysis, this sub-system decomposes the 3D image volume I(x, y, z) ob-
tained by successive stacking of 2D images slices, read by the DICOM image reader.
This 3D image function is given as I(x, y, z) ∈ L2 (R3) integrable space (Gonzalez
et al., 2004). Low and high frequency components of the image are obtained by volume
decomposition using scaling ϕj,k(x) and wavelet functions respectively ψj,k(x) (Gon-
zalez et al., 2004). In the proposed diagnostic system we have used 3D undecimated
Haar wavelet transform for cartilage detection. Due to the non-decimate nature of this
wavelet transform we retain all coefficients obtained by wavelet decomposition which
may prove useful in the cartilage detection process and improve accuracy of diagnosis.
The forward and inverse wavelet transform with undecimated wavelets have been pre-
viously mentioned in Chapter 3. The values of j are identified by the user to determine
the necessary decomposition level and its corresponding inverse operation.
The wavelet decomposition output is further provided for operations such as binary
thresholding, matrix transpose etc. necessary to carry out other imaging tasks as re-
quired by the cartilage detection process. Adaptive thresholding of wavelet coefficients
along with multiscale information are used to perform articular cartilage detection. As
the high frequency components contain edge information they are used for localized
cartilage detection in the wavelet domain as given in Fig. (5.2). Also the histogram of
wavelet coefficients are used to compute the cartilage biomarkers such as the smoothness
and entropy for cartilage tissue assessment. Other than wavelet operation, the image
analysis system can also carry out standard image processing tasks such as 3D noise
removal, image binarization, thresholding, user-defined filtering, geometric data anal-
ysis, polydata mesh generation etc. with help of the currently available VTK inbuilt
functions for image processing and visualization.
In addition a copy of the wavelet volume is also provided to the widget GUI for visualiza-
tion at multiple wavelet resolutions. For a wavelet multiresolution analysis, coefficients
at higher resolution are obtained by further decomposition of the image volume with
scaled and dilated versions of scaling ϕj,k(x) and wavelet functions ψj,k(x) (Burrus et al.,
1998; Gonzalez et al., 2004). In the wavelet domain the higher subspace information
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contains data that is present at the lower subspace (Burrus et al., 1998; Gonzalez et al.,
2004).
Figure 5.2: Wavelet analysis system
The widget uses the output of the image analysis system to display the cartilage volume
and update itself on user-interaction. For a faster visualization operation we have re-
stricted the widget GUI to provide only two consecutive wavelet resolutions. As a result
once the image analysis system computes the wavelet transform for the user provided
input resolution level; it automatically also computes the higher resolution level and
provides the information of both the wavelet resolutions to the GUI for display. The
image analysis system also uses the same output to determine the smoothness and en-
tropy for cartilage tissue at the two wavelet resolution for assessment.
In addition the 3D volume can be used to generate cartilage models using the volume
rendering process inbuilt in VTK 5.8.0. The basic rendering equation can be written as
(wikipedia)
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Lo(x,wo, λ, t) = Le(x,wo, λ, t) +
∫
Ω
fr(x,wi, wo, λ, t)
Li(x,wi, λ, t)(wi.n) dwi (5.1)
where λ is particular wavelength of light, t is time, x is location space, n is surface normal
at that location, wo is direction of outgoing light, wi is the negative direction of incoming
light, Lo is total spectral radiance, Le is emitted spectral radiance, Ω is unit hemisphere
containing all possible values of wi, fr is bidirectional reflectance distribution function
and Li is incoming spectral radiance (wikipedia). Volume rendering is a computer
visualization technique for 3D data and displays 2D projection of discretely sampled
3D data (wikipedia). The volume is considered as extraction of the iso-surface of the
volume and rendered as a polygonal mesh. Information content obtained at wavelet
decomposition can be used to generate a 3D model of the cartilage tissue for different
resolution levels. These models are used to capture changes on the cartilage surface
for assessment of the articular cartilage. Then the wavelet information for a given
particular level is provided to the multiresolution GUI for an interactive assessment of
the geometry of the tissue as shown in Fig. (5.1). If multiple cartilage resolution is
required, the user has to enter the wavelet decomposition level and cartilage model for
the desired resolution level and higher is generated which is given to the wavelet widget
as shown in Fig. (5.3). The wavelet coefficients can also be used to visualize 3D edges
of cartilage tissue for a complete assessment or only just the grey scale volumetric data.
5.2.3 Multiresolution Widget
For this study we have developed a novel 3D widget with multi-resolution capability for
the purpose of cartilage visualization and diagnosis. This widget has been developed
using a parent-child interface using VTK 5.8.0 widget family and additional interface
functions written in C++ (Schroeder et al., 2004). Fig. (5.3) displays the widget ar-
chitecture used by the proposed diagnostic system. The figure on top right indicates
the parent widget class function offered by VTK while the figure at the bottom left
demonstrates the interaction between the image analysis and wavelet sub-system, user
interaction and the proposed widget GUI functions developed for this study. The blue
and the dotted arrow in the figure indicate the hierarchy between the parent widget class
and proposed wavelet GUI and the translation of mouse events by the parent widget
class for the proposed wavelet GUI. Similar to other user interactive (UI) tools, this
widget requires two inputs, one provided by the image analysis sub-system and other
provided by the user. The user input can be entered as a mouse or keyboard event which
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is translated as a execution operation by the event translator which further updates the
action of the widget in real time as also shown in Fig. (5.3). Similarly, any update of
the model is translated back as an event via a callback mapper and the corresponding
change in the model or object is sent back to the image analysis sub-system, which can
incorporate any user entered changes if necessary.
One of the primary objectives of the proposed multiresolution widget is to be able to
visualize cartilage surface and geometry at multiple wavelet resolutions and perform
semi-quantitative assessment of the tissue for the purpose of diagnosis. In order to
achieve this, wavelet coefficients obtained during decomposition of a 3D image volume
with the help of wavelet function are used to generate the 3D model of the cartilage as
given in Fig. ( 5.3). In addition the cartilage surface is investigated for micro and macro
changes such as those mentioned in Tab. 1.1. Also the user may compute the cartilage
shape and geometry at different resolution levels and use this information for a further
quantitative analysis of the tissue which may prove helpful in prediction of bone and
cartilage deformation similar to that given in Tab. 1.2.
In this study the proposed widget displays two models; a higher resolution cartilage
model after an interactive selection of primary cartilage surface for a given resolution.
To display the higher resolution cartilage models, a second model is reconstructed in
yet another UI window, only after a user event has been registered by the widget sub-
system. One of the advantages of displaying the second volume in another UI window,
is that the user can now interact independently with this volume without affecting the
primary model. Such an operation also enables comparison of cartilage tissue at different
wavelet resolutions. The user can now independently rotate, zoom in or out or translate
the second model. This widget also allows the user a choice to display either a grey
scale composite function model of the image or a 3D edge only model of the cartilage
at either the given or a higher wavelet resolution level. In order to generate a grey scale
model for visualization we use a volume ray casting function already available in the
VTK 5.8.0 tool-kit (Schroeder et al., 2004).
An additional feature of the widget sub-system is visualization of the local region also re-
ferred to as sub-volume in this study, on the cartilage surface instead of an entire model.
In order to display a sub-region of cartilage surface; when the user selects a particular
location on the surface of the primary 3D model, the widget sub-system sends the nec-
essary coordinate position to the main diagnostic system processing unit thus indicating
the region which the user would like to interact with. The main diagnostic system pro-
cessing unit will re-compute pixel locations based on co-ordinates of the polygon mesh
and generate a sub-volume. In order to hasten the process for real-time visualization, a
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Figure 5.3: Multi-scale widget architecture
copy of the primary cartilage volume is already provided to the widget class function by
the image analysis sub-system to avoid the entire wavelet reconstruction process. This
widget sub-system continues to send information between the primary model and the
main system processing unit and accordingly updates the second model. The user can
select multiple positions on the original volume and can visualize them as the widget
updates itself in real-time in accordance with the new input.
In the current version of the widget GUI, the default resolution for second model is
generated at one wavelet resolution higher than the primary model i.e. if the primary
model is generated with wavelet coefficients at scale 2 the resolution of the second model
of the widget is obtained at scale 3. Also the widget GUI is independent of the image
analysis sub-system and can be upgraded to use different computer vision techniques.
In addition some of the other miscellaneous tasks carried out by the widget GUI is
the computation of the cartilage biomarkers such as smoothness, entropy, and volume
(Nixon, 2008; Petrou and Garc´ıa Sevilla, 2006).
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Advantages of such a system include improved accuracy, no manual cartilage analysis
and hence reduction in operator induced errors with greater computational speed. In
addition to 3D wavelet analysis it can also perform regular image processing operations
such as denoising, thresholding, binary and morphological analysis. The inverse volume
obtained with wavelet reconstruction can be used to generate 3D cartilage models at
different wavelet resolutions with volume rendering.
5.3 Results and Discussion
5.3.1 Materials
For this study we have used 14 volumetric datasets of T2-weighted MR images of articu-
lar cartilage of the knee. Each volume consists of 512 x 512 x 62 pixels with flip angle of
30, 256 grey levels and slice thickness of 1 mm. A 3D volume is obtained by successive
stacking of the 2D image slices. These images were kindly provided by Prof. C. Ding
from Menzies’s Institute of Research, Tasmania, Australia with prior patient approval.
We have also included a phantom cartilage image created in MATLAB R2013b for a
comparative study. For the multiresolution widget some of the UI functions have been
inherited from parent widget class functions and developed using C++ and VS2010.
Cartilage 3D models have been generated using volume rendering process offered by
VTK 5.8.0.
5.3.2 Simulation study
A simulation study with MR images and phantom cartilage images has been carried
out to test and validate the efficiency of the proposed UI and diagnostic system. A 3D
volume is obtained by successive stacking of the 2D image slices for wavelet analysis. In
this study we have used a 3D undecimated wavelet transform for cartilage detection as
shown in Fig. (5.2).
Depending on the requirement of the user or study, the volume is generated for a specified
wavelet resolution. It can be changed at any time on input from the user. Each processed
volume with wavelet analysis is used to build a 3D model of the cartilage at that given
wavelet resolution. The model is obtained by extracting an iso-surface of specific scalar
value and the volume rendered into a polygonal mesh. A similar such cartilage model
for two wavelet resolutions at scale j = 0 and j = 1 for the phantom cartilage and MRI
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Figure 5.4: a & b) Comparison of phantom cartilage surface at two wavelet resolu-
tions, c & d) Comparison of cartilage surface obtained from MRI volume using wavelet
decomposition at two resolutions
volume is shown in Fig. ( 5.4). In Fig. (5.4) b and Fig. (5.4) d one can observe the
high resolution cartilage model which is independent of the resolution of the computer
screen and is a relatively enhanced version of the prior wavelet resolution level. If there
exists any minor deformity or changes on the cartilage surface this will be enhanced by
wavelets and can be observed at higher resolution levels. As result one can use high
wavelet resolutions to look for any minor changes or alterations which are not visible at
current resolution with the naked eye.
In addition cartilage diagnostic parameters such as smoothness, entropy and volume
of the cartilage model at multiple wavelet resolutions are given in Table 5.1, where R
indicates resolution level. The computed image parameters for texture and smoothness
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Figure 5.5: Software framework displaying cartilage surface parameters with the
command prompt as demonstrated on the left and the original cartilage model on
the right
of the cartilage surface along with structural information of the cartilage are used by
the proposed software framework for cartilage analysis. Furthermore in Table 5.1. we
can see that for phantom cartilage we have relatively higher surface smoothness and
uniformity at resolution level 2 as compared to wavelet resolution level 1. Also due to
the improved signal to noise ratio at higher resolution we can observe significant reduc-
tion in entropy as compared with resolution level 1. In the case of the cartilage model
obtained from the MRI image we see a lower smoothness and uniformity at higher reso-
lution as compared to lower, this is primarily due to deformity on the cartilage surface
which is enhanced at higher resolution as a result of which smoothness is reduced de-
spite improvement in cartilage resolution at higher wavelet scale. Similar changes are
also observed in entropy values. Thus cartilage information at higher resolution along
with image parameters at current scale together provide more reliable information of
the cartilage structure that can aid in early stage diagnosis for OA. Smoothness in this
study is normalized between 0 to 1. The higher the smoothness the lower the value
and closer it is to zero. Hence, the phantom cartilage displays more smoothness at
higher resolution. The MRI cartilage is degraded which contributes to the signal and
at higher resolution indicates a more coarser structure as compared to phantom tissue.
Uniformity on the other hand is normalized between 0 to 1, but a higher value closer to 1
indicates a more uniform structure as against a lower value. As a result, at higher resolu-
tion the phantom cartilage demonstrates more uniformity as compared to MRI cartilage.
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Figure 5.6: Software framework a) displaying 3D cartilage surface parameters, b)
display of original 3D volume and c) display of sub-volume or local region of cartilage
when a location is picked on the cartilage surface shown in b using the mouse pointer
Fig. (5.5) demonstrates the basic functionality of the software framework in displaying
cartilage surface and computation of its surface parameters such as smoothness, entropy
etc. The proposed framework also has an option to offer simultaneous visualization of
3D cartilage edge or model and its sub-volume. In Fig. (5.6) c we have displayed car-
tilage sub-volume obtained by selecting position on the cartilage model given in Fig.
(5.6) b with help of user input via a computer mouse. As proposed, the framework
enables cartilage analysis by selecting or zooming in on the cartilage surface as shown
in Fig. (5.6). In addition the proposed framework enables visualization of the cartilage
as a grey-scale volume as demonstrated in Fig. (5.7). Currently the multiresolution
widget can automatically compute the cartilage parameters without any input by the
user which can be used by the proposed grading system. This widget feature can be
customized by the user depending on the requirement of their study. At the moment
extension of this application is left for future work.
Fig. (5.8) demonstrates a few more UI features where the user can compute the dis-
tance between cartilage endpoints and visualize prominent edges on the cartilage surface
with help of a glyph. In addition Fig. ( 5.9) a displays MRI dataset indicating early-
intermediate OA with early changes on cartilage surface while Fig. ( 5.9) b displays a
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Figure 5.7: Software framework displaying MRI volume
Table 5.1: Image Parameters for cartilage computed at two wavelet resolutions
Image Parameters Phantom cartilage MRI cartilage
R1 R2 R1 R2
Volume 39274.7 43531.9 225866 227158
Smoothness 8.799e-8 6.0461e-8 8.3777e-7 9.4497e-7
Uniformity 0.97648 0.97794 0.0196 0.0097
Entropy -0.1519 -0.1371 -6.7576 -7.3583
dataset demonstrating late OA.
5.3.3 Discussion & Future work
The main challenge that the GUI faces is computation of wavelet decomposition of more
than two wavelet resolutions. Wavelet analysis is not a memory efficient operation and
as such simultaneous decomposition of volume for more than two resolutions has to be
backed up with increase in memory by the computer system. This also increases the
visualization burden by the wavelet GUI and may increase the display time for real
time visualization by the widget. In addition the widget has to be tested in different
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         a          b 
Figure 5.8: a) UI distance measurement for cartilage surface and b) Cartilage surface
with glyphs representing edge regions
operating environments and other wavelet toolboxes.
One of the primary advantages of the wavelet GUI is its ability to display higher resolu-
tion cartilage information and simultaneous visualization of edge or other sub-volumetric
information that may contribute towards visual analysis of the cartilage tissue for OA
diagnosis. Future work may include assessment the reliability of these parameters as
an imaging biomarker for cartilage analysis, and addition of more clinically relevant
tissue properties for cartilage assessment. As the grading system and GUI has been pro-
grammed using object oriented C++ it allows modification and extensibility of the GUI.
Other future work may include the adaptation of this framework to a more user friendly
programming language such as Python. The proposed framework may also help in in-
spiring a specific protocol and parameters required for cartilage analysis and prediction
with help of MRI images. And the necessity of an established guidelines for cartilage
analysis using MRI. Also one may improve the functionality of GUI by including other
computer vision tool-kits.
The proposed diagnostic GUI enables the user to save the 3D cartilage models at multiple
resolution as VTK objects and storage of the computed diagnostic parameters, this may
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              a               b 
Figure 5.9: a) Dataset 1 representing early-intermediate OA and b) Dataset 2 repre-
senting late-intermediate OA
prove useful for intra-patient analysis for longitudinal studies and study of treatment
methods.
5.4 Conclusion
We have proposed a new framework for diagnosis of articular cartilage for OA. It in-
corporates use of multiscale analysis of the cartilage tissue using wavelets to compute
cartilage tissue parameters with respect to surfaces and surrounding joint structure. 3D
models for cartilage are obtained using volume rendering with a visualization tool-kit.
The 3D cartilage model is processed for multiple wavelet resolutions and the widget
allows interactive visualization of the cartilage surface at these resolutions. It also offers
simultaneous visualization of the cartilage edge when the user picks a specific location
on the cartilage. The proposed system is able to offer a more comprehensive assessment
of the cartilage tissue for different stages of OA. The widget can be extended to other
image structures and may have wide applications in the field of diagnosis.
Chapter 6
Conclusion
This chapter is a summary of the research work and its findings. It highlights the
contributions of this research study and discusses the challenges encountered in early
stage OA analysis using MRI images. In addition it further highlights the possible
directions for future work and its final conclusions.
6.1 Summary & Research findings
6.1.1 MRI Denoising
MRI signals are prone to noise and artefacts during the image acquisition process. Usu-
ally noise may not be considered as a serious drawback but in case of articular cartilage
analysis; presence of noise can significantly impair the accuracy and reliability of the
assessment for OA diagnosis.
The noise present in single coil magnitude MRI image is considered to be non-linear
Rician noise which not only affects the image quality but also the contrast resolution of
the image. Rician noise is dependent on true signal intensities and unlike white noise
can affect the original contrast of the image. This may lead to inconsistencies in car-
tilage detection and may hamper the efficiency and reliability of cartilage analysis. In
this study we focused on developing new imaging algorithms which can address this
non-linearity of noise and efficiently improve the overall image quality. The study ad-
dressed Rician noise in different stages; first by developing an adaptable edge preserving
denoising technique and later by analysing the nonlinear nature of noise. Initially a
study on a new adaptive filtering technique with edge preserving ability was developed
which offered better denoising efficiency and edge preservation as compared to other
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existing methods in literature. Later the behaviour of Rician noise across the image was
investigated by studying its probability distribution function which resulted in a design
of non-linear filter for MRI denoising.
In study 1, we were able to develop an adaptive Rician denoising procedure with edge
preserving capabilities which resulted in publication of the first journal paper as pre-
viously mentioned in chapter 2. The proposed technique was able to provide sufficient
denoising with improved contrast to noise ratio (CNR). As part of the edge preserva-
tion process; the proposed denoising method worked with a circular filter which was
rotated to naturally align with the edges in the image. A further verification of the null
hypothesis H0 using Brown-Forsythe (BF) test across the two independent regions of
the filter was conducted to determine the presence of an edge. A nonlocal selection of
weights wi,j depending on the direction of the edge and neighbouring pixels was used
to preserve edge details. Signal estimation Ai,j with weighted LMMSE was performed
as part of the final noise removal stage. The efficiency of the proposed method was
validated on both synthetic phantom and MRI images. An improvement in the overall
image quality and contrast ratio was observed and further demonstrated by the SNR
and CNR index ratios for the image data. The results of this study were published in
the journal paper ‘Adaptive Rician Denoising with edge preservation for MR images of
the articular cartilage’.
Another part of this study investigated the non-linear nature of Rician noise in MRI
images. A locally adaptive SNR filtering method was developed addressing this charac-
teristic property of noise. The focus of this investigation was to utilize the regional SNR
information to conduct Rician denoising. Since Rician noise demonstrated a fluctuating
distribution characteristic with respect to SNR in the image, we considered adopting this
feature by the proposed filter for its denoising operation. This method was validated on
MRI and synthetic images and demonstrated improvement in the PSNR ratios of the
image. The results of this study were published in the conference paper ‘Adaptive SNR
Filtering Technique for Rician Noise Denoising in MRI’ for BMEiCON 2013. In addition
as Rician noise is non-linear, an adaptive nonlinear homomorphic method was further
developed for denoising. The objective of this study was to investigate if the depen-
dency of noise on true signal information could be isolated to achieve efficient denoising
without the requirement of determining the SNR characteristic within the image. While
the study did demonstrate improvement in image quality it also demonstrated that it
may not be possible to completely isolate true signal information from noise. A more
complex and heuristic filtering approach may be required to perform non-linear filtering
for Rician noise. The results of this study were published in the second journal paper
‘Signal Dependent Rician noise denoising using nonlinear filter’.
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6.1.2 3D cartilage detection
OA analysis depends on efficient cartilage detection achieved either manually or through
automation. Current practices in cartilage detection include manual or supervised seg-
mentation of the cartilage tissue. This segmentation is often carried out slice by slice
on 2D image data and a final assembly of corresponding slices is used to generate a
3D cartilage model. We believe that such an approach of cartilage detection cannot
completely account for the thickness and depth estimation along the third dimension
(Folkesson et al., 2007). As a result we conducted a study for automated 3D cartilage
detection using 3D undecimated wavelet transform.
In the initial stage of this study we carried out 3D cartilage detection that can later be
used to generate 3D models of the cartilage tissue. As wavelet transform offers a much
better time-space localization of an event in a signal we proposed to use this for a more
sensitive cartilage detection. In addition they offer multiresolution (MRA) property
which enables to increase the scale j of the signal with reduced window of the wavelet
function to capture final details in the signal. For this study we have implemented a 3D
Haar undecimated wavelet transform (UWT) for the edge detection process. The pro-
posed cartilage detection method performs edge detection at a local and global wavelet
scale j. Local resolution wavelet coefficients Cψ are considered as a bi-modal distribu-
tion where an adaptive threshold tL is computed using 3D wavelet histogram and MLE
of foreground and background distribution function within a pre-determined confidence
level α1 is used to isolate the foreground coefficients from the background. The cartilage
edge information is assumed to be present in these foreground wavelet coefficients due
to Rician nature of distribution. To further optimize the cartilage detection process,
we decompose the MRI image volume Ivol into further wavelet resolutions j which are
then used to capture cartilage details at higher resolution. The wavelet coefficients Cψ
obtained at various resolution are retained only if they satisfy the wavelet inter-scale
ratio Ns and global threshold criteria γ`. Thus the proposed method not only carries out
3D cartilage detection but also optimization of the wavelet coefficients in wavelet do-
main representing the cartilage edge information. Due to our proposition of 3D wavelet
decomposition we are able to profile cartilage edge not only along horizontal and ver-
tical direction but also along the diagonal edge information. This provides us with a
more complete geometric information of the cartilage structure. The method has been
implemented on phantom and MRI datasets of the articular cartilage. Experimental
results demonstrate better cartilage detection with reduction in MSE across the MRI
volumes. The proposed cartilage detection method and its results were published in our
third journal article ‘Automated and optimal detection of 3D articular cartilage using
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un-decimated wavelets in MRI’ as mentioned in chapter 3.
In a latter study, we have also conducted an investigation on the effect of Rician noise
on edge localization in an MRI image. Based on our findings we have a proposed a new
edge localization factor δ for step edge detection in images with signal dependent noise.
Since this study was conducted primarily for MRI image with Rician noise, the edge
localization factor δ implements second order moment of the Rice distribution function
P . The proposed method demonstrates improvement for step edge detection as also
indicated by the Pratts figure of merit (FOM) and correlation coefficient (CoC). The
results of this study were published in the fourth journal paper ‘Edge localisation in
MRI for images with signal dependent noise’. This investigation has been carried out
for 2D MRI images and was derived at a much later stage of the initially proposed 3D
cartilage detection method, as a result it was not included in cartilage detection method.
6.1.3 Cartilage shape analysis
In order to achieve a more robust descriptor for the cartilage structure, this thesis has
conducted a study on the cartilage shape SC as a Riemannian manifold. As mentioned
previously in section 1.1.5 of chapter 1, it is desirable to obtain a more robust descriptor
for cartilage shape which may help in observing cartilage shape deformation with less
dependence on inter subject variance. This descriptor may be substituted as a MRI
imaging biomarker as also pointed out by other studies in literature (Eckstein et al.,
2006; Folkesson et al., 2008).
In order to obtain such a robust indicator of the cartilage shape, we have proposed use
of geometric shape descriptor using Riemannian metric gi,j . For this purpose, the study
considered the cartilage shape as a smooth Riemannian manifold and used it to compute
the intrinsic and extrinsic Riemannian curvature metric for the cartilage tissue. Wavelet
coefficients were used to compute both the intrinsic and extrinsic curvature which are
also considered as the local and global curvature information of the cartilage shape.
They were further used to determine the mean WH and Gaussian WG curvature values
of the cartilage shape. It was proposed to use these geometric descriptors as a new
framework for cartilage shape analysis. The advantage of this descriptor is that it may
be able to account for variations in cartilage shape across different subjects and may
help in investigating the deformation of cartilage over period of time; though this needs
to be further validated over long term longitudinal studies. To obtain this descriptor one
is required to compute the gradient information for the manifold. In general this task is
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usually conducted by a complex process of computing gradients across individual poly-
hedral mesh data which is not only time consuming but also computationally expensive.
To simplify this process we have proposed use of high pass filtered wavelet coefficients
which are considered as a parametrized representation of the shape and wavelet func-
tion. By selecting suitable wavelet coefficients we are able to compute this Riemannian
metric gi,j for cartilage shape SC more quickly with lesser computations. The study has
also revealed that such a strategy may be suitable for smooth manifold for any arbitrary
shape but necessitates a further analysis over larger study and datasets.
6.1.4 GUI development
The final part of this study resulted in consolidation of all the imaging algorithms de-
veloped during this research project into software prototype framework for 3D cartilage
analysis. The proposed prototype system also includes a new wavelet multiresolution
widget for interactive visualization of cartilage surface at multiple resolutions. This CAD
system is an independent and portable framework that can be installed in any windows
operating system and requires Visual Studio 2010 as its compiler while all the imaging
methods are available as either C++ or C# algorithms. It also integrates open-source
VTK visualization tool-kit as part of this framework. In addition the CAD system can
store the 3D cartilage models generated for later reference. It should be noted that this
prototype software has yet to evaluated at a clinical level.
6.2 Contributions of this study
 This study has contributed towards improvement in the denoising process for MRI
images in presence of signal dependent non-linear Rician noise. The proposed
method ‘adaptive filtering with edge preservation’; has tried to improve the over-
all signal content and contrast ratio of the image. This method also tries to retain
vital edge information that is an essential part of the cartilage detection process.
Both edge preservation and noise removal help in overall improvement of the car-
tilage estimation and quantification. In addition this thesis project also looks at
implementing an adaptive and non-linear denoising filter to reduce the dependency
of Rician noise on true signal function with the objective of reducing the overall
effect of noise in the image.
 In addition this research study also proposed a new 3D automated and optimized
cartilage detection process. This cartilage detection process utilizes multiresolu-
tion information obtained in the wavelet domain to detect sensitive cartilage details
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that may be difficult to obtain with just 2D image slices. It also proposed a new
localization factor for edge detection in MRI images with signal dependent Rician
noise.
 The thesis study provided a new geometric based descriptor for cartilage shape
analysis. Cartilage shape is modelled as a smooth Riemannian manifold and
wavelet based gradients of this manifold are used to compute the Riemannian
metric for intrinsic and extrinsic curvature computations. The curvature infor-
mation is used to observe shape changes for the cartilage tissue. The motivation
of developing a geometric based parameter is to offer a more robust analysis of
the cartilage tissue with ability is to observe early stage modifications of cartilage
curvature.
 The research study also proposed a new software prototype framework for OA
analysis using MRI images. The proposed prototype software tool assembles the
above mentioned new imaging algorithms for 3D analysis of articular cartilage. It
enables cartilage detection and visualization with 3D un-decimated wavelets under
this framework. The software tool also contains a 3D multiresolution widget using
undecimated wavelets. This widget enables visualization of the cartilage surface
at different wavelet resolutions thus providing us with an opportunity to observe
any early stage signs of OA progression.
6.3 Future Work
Despite these improvements for 3D cartilage analysis and use of novel imaging algo-
rithms, early stage assessment of OA still remains a challenging task and there exist
several areas that need further improvement. The topics mentioned in the following
subsections are some of the challenges that affect the accuracy and robustness of several
medical image analysis systems for OA assessment and can be addressed in future to
further improve cartilage assessment for OA.
6.3.1 Noise
The denoising capabilities of the proposed algorithms mentioned in this research study
and also in literature are limited by the accuracy of estimated noise variance. MRI
denoising can further be improved by offering a more accurate estimation of the Rician
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noise variance. Although one has to remember that Rician noise is nonlinear and for
a multi-coil systems it follows a chi-square distribution in multi-coil systems. As a
result, future denoising approaches may look at a more nonlinear and optimization
methods for this purpose. While a substantial improvement may be obtained using
non-linear techniques, it must be noted; as also demonstrated by the study on ‘Signal
Dependent Rician noise denoising using nonlinear filter’ that it may not be possible to
completely remove the dependence of noise on signal. In addition this research study also
investigated the impact of noise on edge information and carried out this investigation
using step edge. It may be worth while to investigate the effect of signal dependent noise
on edges other than step edge such as ramp etc.
6.3.2 Resolution
MRI imaging still suffers from under-sampling along the third direction. It is essential
that this under-sampling issue may be addressed for a more accurate representation of
the cartilage thickness and geometry for OA analysis. In addition cartilage structure has
a very limited thickness which makes it crucial that the interpolation technique used for
its 3D reconstruction and thickness estimation be appropriately addressed. If it is not
properly attended to, it may cause inaccuracies in estimation of the original thickness
and volume.
6.3.3 Cartilage detection
One of the major challenges of cartilage detection is that of the limited structural con-
tent of the cartilage anatomy itself. Cartilage tissue is curvilinear and shares similar
contrast resolution as its surrounding joint structure and synovial fluid. In addition it
has limited thickness of 1.5-3 mm for people with healthy cartilage tissue which may be
substantially lesser for people with Osteoarthritis. Further additional scenarios such as
joint swelling and inflammation may further contribute to difficulties in cartilage seg-
mentation and repeatability of cartilage detection process. This anatomical constraint
understandably causes increasing challenges in robust cartilage detection as compared
to other soft tissues such as the brain or the liver. One may look at new cartilage de-
tection techniques which can address these anatomical limitations to further improve
the efficiency of cartilage analysis. In addition for improved cartilage detection it might
be desirable to include a priori information of the cartilage geometry for a more robust
segmentation.
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6.3.4 OA detection framework
Due to challenges in the cartilage detection process and assessment criteria for OA grad-
ing, much focus has been restricted towards automated and efficient detection of cartilage
tissue and the computation of semi-quantitative parameters such as area, thickness or
volume for its grading. New studies will have to focus on the reliability of these parame-
ters for longitudinal studies and long term clinical trials and their use in clinical grading
of early stage OA. A more holistic approach of investigating the joint as a whole rather
than restricting it to cartilage only for OA assessment would be more beneficial; though
this would some what increase the complexity of cartilage analysis. In addition the
OA assessment framework would need to be repeatable and accurate for different stages
of diagnosis and cartilage degradation. A more unified analysis and cartilage grading
process is required so as to obtain cohesion among research studies across different inves-
tigating groups around the world. This will enable repetition and further investigation
of articular cartilage tissue over a wider and varied population group and resourceful
use of data. In addition focus should move towards how cartilage tissue is affected due
to OA, not only due to cartilage tissue degradation but also the subsequent changes in
joint bio-mechanics and stress with resulting metabolic and physiological modifications;
in order to account for the complex nature of knee joint.
6.3.5 Datasets and study
Another possibility of future work may include design of cartilage investigation pro-
tocol; at least at the clinical phase, reuse of datasets and implementation of imaging
algorithms which offer reproducibility of results, more automation and faster computa-
tional efficiency. As the cartilage thins the repeatability of the diagnostic procedures
throw yet another challenge towards both the researchers and clinicians alike. A com-
parison of inter-patient and intra-patient analysis is difficult and is vital for success at
any clinical trials. A more complete understanding of the challenges in cartilage imaging
and quantitative analysis is required in order to provide a more comprehensive solution.
6.4 Conclusion
This study has investigated the different challenges in medical image analysis for ar-
ticular cartilage tissue of the knee using MRI images. It has tried to address some of
these issues such as noise, cartilage detection and a more robust cartilage descriptor for
clinical analysis of cartilage tissue.
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MRI images have gained increased popularity for early stage diagnosis of OA due to
possibility of imaging cartilage tissue directly with help of MRI. This enables the clin-
ician to directly look at the cartilage tissue and look for signs of cartilage degradation.
A quantitative assessment of MRI images for a more reliable and accurate estimation of
OA is still at its infancy. In acknowledging the challenges and limitations of cartilage
evaluation with MRI images, we have tried to address some of the possible factors that
may help to reduce these inaccuracies.
As a result this thesis has focused on a more efficient denoising procedure for single coil
MRI images which may be subjected to signal dependent Rician noise. While the pro-
posed techniques may not be able to remove noise completely it has achieved in reducing
noise with overall improvement in CNR and SNR ration and enhanced edge preserving
capabilities. This edge preserving ability will be able to retain vital cartilage edge details
that the radiologist may require in cartilage detection.
A further step involves in a 3D cartilage detection process and visualization. The study
considers 3D cartilage detection as a more reliable way to observe the cartilage structure
and if necessary compute imaging parameters needed for cartilage evaluation. Current
practices of 2D cartilage detection suffer from loss of resolution along the depth which
is often used for thickness and volume assessment. A faster and optimized cartilage
detection technique is proposed for this purpose. The proposed technique implements a
3D multiresolution based cartilage detection methodology which may be more sensitive
to edge details and optimizes this information in the wavelet domain. In addition it
improves efficiency in cartilage detection as it does not require an a-priori information
and implements directional edge information along the 3D volume. The study also tries
to address edge detection in presence of Rician noise and provides with a new edge lo-
calization factor for MRI images with signal dependent noise.
The thesis has addressed the need for a more reliable indicator for cartilage tissue degra-
dation. As a result it looks at global and local curvature information of the cartilage
tissue. It proposes a new wavelet based Riemannian curvature computation for cartilage
structure which may be able to account for changes in cartilage topology as the tissue
deforms and degrades.
As a final stage of this project we have implemented the new imaging algorithms for MRI
image analysis for OA under software prototype framework which allows individuals to
carry out image analysis for knee MRI. The software prototype also consists of a novel
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wavelet multiresolution GUI that allows the user to visualize cartilage surface and sub-
volume at different wavelet resolutions for a closer inspection of the cartilage surface to
observe signs of early stage degradation.
We hope that these techniques will help in improving MRI image analysis of knee car-
tilage and improve the accuracy of cartilage evaluation with imaging parameters.
Appendix A
Rayleigh Intensity Interval
Estimation
To compute confidence limits for Rayleigh distribution with N independent observations,
we use the unbiased estimator for variance of the distribution. Where σˆ is an unbiased
estimator for Rayleigh distribution for σ2 (Siddiqui, 1964). To computed confidence
interval for unknown mean µ for confidence level α for Rayleigh distribution, we assume
the distribution to be sampled with respect to normal distribution. The ratio of unknown
mean with respect to sample mean follows student’s t-distribution and the probability
of confidence limits is given as,
− t1−α/2 ≤
µr − µ
S/
√
N
≤ t1−α/2 (A.1)
µr − t1−α/2
S√
N
≤ µ ≤ µr + t1−α/2
S√
N
(A.2)
where sample mean µr is obtained with unbiased estimator σˆ.
MLE of σˆ2 is unbiased estimator and is obtained using probability distribution for
Rayleigh distribution is given as (Siddiqui, 1964; Canavos, 1984),
P (x|µ, σ) = x
σ2
e−
(x)2
2σ2 (A.3)
where P is the probability function, µ is the mean of the distribution, σ is the variance
of the distribution and x is an independent random variable. For N independent sample
the likelihood equation for the distribution is given as (Siddiqui, 1964),
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L(P ) =
N∏
i
[
x
σ2
e−
(x)2
2σ2 ] = (
x
σ2
)N
N∏
i
e−
(x)2
2σ2 (A.4)
To obtain a maximum likelihood for the distribution for unknown variance, taking partial
derivative with respect to σ2 of the log-likelihood equation, but for simplicity replacing
σ2 with q
∂
∂q
(lnL) =
−n
q
− [
N∑
i=1
x2i −
1
2q2
]
=
−n
q
+
1
2q2
N∑
i=1
x2i
(A.5)
σ2 = q =
1
2N
N∑
i=1
x2i (A.6)
Is the MLE for Rayleigh distribution with respect to variance.
σˆ2 =
1
2N
N∑
i=1
x2i (A.7)
Rayleigh mean computed using this estimate is given as,
µr = σˆ
√
pi
2
(A.8)
To compute confidence limits using this estimator, rearranging the terms in the above
equation
µr ± t1−α/2(
S√
N
) (A.9)
where t1−α/2 can be obtained from the t-distribution table under given confidence level
α for N − 1 degrees of freedom. S is the rayleigh variance estimated from the sample.
Appendix B
Gaussian Intensity Interval
Estimation
To compute confidence interval for Gaussian distribution with N independent observa-
tions for unknown mean we use sampling for the given distribution from the normal
distribution. The sampling distribution follows a t-distribution with N − 1 degree of
freedom and is given as follows (Canavos, 1984),
T =
Xˆ − µ
S/
√
N
(B.1)
To compute the confidence limits for µ with confidence coefficient (1−α) we determine
the t(1−α/2),(N−1) value from the t-table with respect to N − 1 degree of freedom as
follows (Canavos, 1984),
Pr(T ≤ −t1−α/2) =
α
2
(B.2)
Pr(T ≤ t1−α/2) = 1−
α
2
(B.3)
The confidence limit is given as follows (Canavos, 1984),
− t1−α/2 ≤
Xˆ − µ
S/
√
N
≤ t1−α/2 (B.4)
− t1−α/2(
S√
N
) ≤ Xˆ − µ ≤ t1−α/2
S√
N
(B.5)
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− Xˆ − t1−α/2(
S√
N
) ≤ −µ ≤ −Xˆ + t1−α/2
S√
N
(B.6)
Xˆ − t1−α/2(
S√
N
) ≤ µ ≤ −Xˆ + t1−α/2
S√
N
(B.7)
where Xˆ is also the same as the MLE for Gaussian distribution. Probability distribution
for Gaussian distribution is given as (Canavos, 1984),
P (x|µ, σ) = 1√
2piσ2
e(−x− µ
2σ2
) (B.8)
where P is the probability function, µ is the mean of the distribution, variance of the
distribution is given as σ2 and where x is the variable of the distribution. The likelihood
equation for the probability distribution with N independent samples is given as follows
(Myung, 2003),
L(P ) =
N∏
i=1
[
1√
2piσ2
e(−xi − µ
2σ2
)] (B.9)
The maximum likelihood estimation of the above equation with respect to mean is given
as follows (Myung, 2003),
∂
∂µ(lnL) = − 12σ2 ∂∂µ
∑N
i=1(xi − µ)2 = 1σ2
∑N
i=1(xi − µ)
Equating the above equation to zero, we get as follows,
1
σ2
N∑
i=1
(xi − µ) = 0 (B.10)
µ =
1
N
N∑
i=1
xi (B.11)
Appendix C
Wavelet Interscale Difference
Wavelet coefficients are obtained by convolution of high pass filter on 2D image function
I(x, y) (Gonzalez et al., 2004)
wj =
1√
MN
M−1∑
x=0
N−1∑
y=0
I(x, y) ∗ ψij,m,n(x, y), i = {H,V,D} (C.1)
But image function I(x, y) follows a Rice probability distribution function given as
(Gudbjartsson and Patz, 2005)
P (I|A, σ) = I
σ2
exp(−I
2 +A2
2σ2
)I0
IA
σ2
(C.2)
where I0 is zero order bessel function and not to be confused with observed image func-
tion I and A is true image intensity function in absence of noise.
Thus wavelet coefficients obtained from the image are assumed to have a Rice distribu-
tion function, given as
P (wj |I, σ) = wj
σ2
exp(−w
2
j +A
2
2σ2
)I0
wjA
σ2
(C.3)
We know in wavelet domain the modulus of sum of wavelet coefficients can be given as
(Lun et al., 2002),
NjI(x0) = A´s
α+1 ≈ P (wj |I, σ) (C.4)
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Ideally the interscale difference between wavelet coefficients at two scale is given as,
Nj+1I(x0)−NjI(x0) = γ (C.5)
But since the wavelet coefficeints are governed by Rice probability distribution, the
interscale difference is no longer a function of γ alone. Instead interscale difference can
now be given as,
γ =
1
σ2
[wj+1exp(−
w2j+1 +A
2
2σ2
)I0
wj+1A
σ2
−
wjexp(−
w2j +A
2
2σ2
)I0
wjA
σ2
]
(C.6)
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w2j+1 +A
2
2σ2
)I0
wj+1A
σ2
−
wjexp(−
w2j +A
2
2σ2
)I0
wjA
σ2
]
(C.7)
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