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Abstrakt
Práce se zabývá detekcí a sledováním narušitele ve scéně. Za narušitele je považován jakýko-
liv pohyb ve scéně. Pro detekci pohybu jsou použity rozdílové snímky a pro sledování je
využita metoda optického toku. Metody jsou implementovány v jazyce C++ za využití
knihovny OpenCV.
Abstract
Bachelor’s thesis is concerned with detection and tracking disturber in the scene. As an
disturber is considered any motion in the scene. For motion detection are used differential
pictures and for tracking is used optical flow. Methods are implemented in C++ language
using OpenCV library.
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Kapitola 1
Úvod
Disciplína počítačové videnie sa zaoberá napodobňovaním ľudského videnia strojom. Je to
veľmi zložitá disciplína. Napodobňuje sa vizuálny (vnemový, zrakový) a kognitívny (pozná-
vací) systém. Zariadeniami, ktoré nám poskytujú obraz z reálneho sveta, sú vo väčšine
prípadov kamery, fotoaparáty a iné. Tieto zariadenia nám poskytujú digitálny obraz reál-
neho sveta, ktorý je zdrojom pre počítačové videnie. Svet, v ktorom žijeme, je trojrozmerný
a obraz, ktorý nám poskytujú tieto zdroje, je dvojdimenzionálny, čiže dochádza k značným
stratám vizuálnej informácie. Celú disciplínu možno podľa [12] rozdeliť do týchto sekcií:
Zdroj obrazu, Zber, Predspracovanie, Segmentácia, Popis objektov, Klasifikácia objektov,
Porozumenie scéne, Rekonštrukcia a 3D zobrazenie.
V druhej kapitole sa dozvieme, ako vznikla knižnica OpenCV pre jazyk C/C++ a k čomu
sa používa.
Tretia kapitola sa zaoberá teóriou problematiky, ktorú riešime. Nachádzajú sa tu rôzne
praktiky predspracovania obrazu cez segmentáciu až po rôzne metódy zachytávania po-
hybu. Podstatná časť je tu venovaná dynamickým obrazom, čo je predmetom našej práce -
detekovať nepriateľa v scéne.
Štvrtá kapitola analyzuje problematiku počítačového videnia a určuje kritéria, ktoré
musí spĺňať aplikácia. Sú tu odôvodnené metódy, ktoré využijeme pri detekcii pohybu.
Piata kapitola na základe požiadavok z analýzy stanovuje návrh aplikácie. Podľa to-
hto návrhu sa bude aplikácia implementovať. Môžeme tu nájsť ciele, ktoré sú stanovené
pri vývoji aplikácie a návrh metód detekcie pohybu - rozdielové metódy. V tejto kapitole
sa nachádza návrh sledovania objektu - využitie metódy optického toku. V závere kapitoly
je návrh vzhľadu aplikácie.
Šiesta kapitola sa zaoberá implementáciou navrhnutých metód. Môžeme tu nájsť kúsky
zdrojových kódov - pseudokódy, ktoré ukazujú zápis navrhnutých metód v programovateľnej
podobe. Nachádza sa tu takisto princíp, ako červenými obdĺžnikmi možno detekovať pohyb
a ukážky v podobe obrázkov, ktoré ukazujú funkčnosť jednotlivých navrhnutých krokov.
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Kapitola 2
OpenCV
OpenCV(Open Source Computer Vision) je knižnica pre jazyk C/C++, ktorá obsahuje
funkcie a dátové štruktúry na podporu počítačového videnia. Vyvinula ju firma Intel a je
voľne šíriteľná pod BSD licenciou pre komerčné a výskumné účely. Knižnica je multiplatfor-
mová, takže nie je problém ju používať na operačných systémoch Linux, Windows, MAC OS
X dokonca aj na niektorých vstavaných zariadeniach, ktoré majú v sebe operačný systém.
2.1 História vzniku OpenCV
Knižnica oficiálne bola spustená v roku 1999. Vyvíjaná bola z iniciatívy firmy Intel, ktorá
mala v úmysle urýchliť výpočty aplikácií silne zaťažujúcich procesor, ako boli napríklad ray
tracing v reálnom čase alebo trojrozmerné zobrazenie stien. V nasledujúcich dňoch od jej
vzniku si Intel stanovil základné myšlienky, na ktorých bude podstata knižnice OpenCV
postavená. Boli to :
• pokročilé počítačové videnie poskytujúce nielen otvorený, ale aj optimalizovaný zdro-
jový kód
• zjednotiť prvky počítačového videnia do užívateľsky prívetivých štruktúr a umožniť
tak zdrojovému kódu, aby sa stal viac čitateľným a prenosným
• komerčne založené aplikácie postavené na prenosnom, výkonne optimalizovanom a voľ-
ne šíriteľnom zdrojovom kóde
Prvá alfa verzia, ktorá bola dostupná pre verejnosť, sa na svete objavila v roku 2000.
Neskôr vyšlo 5 beta verzií v rokoch 2001-2005. Prvá oficiálna finálna verzia 1.0 vyšla v roku
2006. Verzia 1.1 vyšla v októbri 2008.
2.2 Využitie OpenCV v praxi
Knižnica OpenCV je využívaná vďaka zjednodušeniu práce v oblasti počítačového videnia
v týchto smeroch: rozhranie medzi PC a človekom, identifikácia objektov v scéne, rozpoz-
nanie tváre, sledovanie pohybu, robotika, rozpoznávanie gesta a iné.
Táto kapitola bola čerpaná z [10].
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Kapitola 3
Teória problematiky
3.1 Zdroje obrazu
U človeka je zdrojom obrazu ľudské oko. Tento obraz vzniká na sietnici oka (3.1 zdroj [9]),
kde sú svetlocitlivé bunky tyčinky(reagujú na intenzitu svetla–čiernobiele videnie) a čapíky
(reagujú na farbu svetla–farebné videnie). Obdobným zdrojom v technike je videokamera
alebo fotoaparát. V týchto zariadeniach je princíp zachytávania obrazu podobný. V [11]
nájdeme: ”Svetlo odrazené od snímaného objektu prechádza objektívom (3.2) a cez sústavu
zrkadiel dopadá na svetlocitlivý snímací čip.“Na čipe je premenené na elektrický prúd, ktorý
môže byť spracovávaný na analógový alebo digitálny obraz.
Obrázek 3.1: Ľudské oko
3.1.1 Digitálny obraz
Digitálny obraz vzniká z analógového signálu popísaného funkciou f(x, y), kde x a y sú
súradnice bodu, ktorý je zachytávaný na čipe videokamery. Tento signál je vzorkovaný
a kvantovaný. Dostávame tak dvojrozmerné pole (matica) prirodzených čísel, ktoré pred-
stavujú funkčnú hodnotu funkcie f(x, y) a tou je úroveň jasu v bode [x, y]. Tento bod sa
nazýva pixel. Od počtu pixelov v obraze závisí jeho kvalita.
3.2 Predspracovanie obrazu
Pokiaľ máme k dispozícii digitálne snímky, môžeme ich rôzne upravovať. Toto sú začia-
točné kroky v počítačovom videní. Existujú rôzne metódy, ktoré slúžia na úpravu obrazovej
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Obrázek 3.2: Objektív kamery
informácie–úprava jasu pixelov, geometrické transformácie, detekcia hrán a iné. Samotné
predspracovanie nezvyšuje nejaké poznanie z obrazu. Je však veľmi užitočné, pretože dokáže
potlačiť informácie z obrazu, ktoré nie sú pre nás dôležité a zvýrazniť dôležité informácie
pre ďalšie spracovanie.
3.2.1 Prevod do odtieňov šedej
V oblasti počítačového videnia sa pri spracovávaní obrazu, získavaní objektov z neho
a porozumením objektom najčastejšie využíva ako vstupný obraz v odtieňoch šedej. Je
to obraz, ktorého jas každého pixelu býva najčastejšie vyjadrený 8-bitovou (jeden farebný
kanál) alebo 24-bitovou (3 farebné kanály) hodnotou čísla bez znamienka. Pixel tak môže
v jednotlivých kanáloch dosahovať úrovne od 0-255. Je to veľmi užitočné v oblasti skúma-
nia pohybu v sledovacích systémoch, kde nepotrebujeme farebnú informáciu pre identifiká-
ciu objektov. Pre prevod farebného obrazu RGB (R–červená G–zelená B–modrá farba) sa
používa nasledujúci empirický vzťah, ktorý môžeme nájsť v [3]:
I = 0.299R + 0.587G + 0.114B (3.1)
Tento vzťah zastupuje rozdelenie jasovej informácie medzi jednotlivými kanálmi. Je
to v týchto pomeroch, pretože ľudské oko je najviac citlivé na zelenú, menej na červenú
a najmenej na modrú farbu. Príklad konverzie je na 3.3
3.2.2 Vyhladzovanie obrazu
Táto metóda sa využíva na potlačenie šumu v obraze. Jej nevýhodou však je, že spôsobuje
redundanciu dát z obrazu. Nová hodnota pixelu je vypočítaná ako priemer z okolitých
pixelov. Jas pixelu v mieste šumu, ktorý môže byť v obraze, je značne odlišný od okolitých
pixelov. Vďaka spriemerovaniu okolitých pixelov je táto skoková hodnota zredukovaná a jeho
nová hodnota je tak blízka okolitým pixelom.
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Obrázek 3.3: Ukážka prevodu do odtieňov šedej
Priemerovanie
Na výstupe pomocou týchto filtrov dostávame spriemerované susedné pixely pomocou fil-
tračnej masky. Je dôležité si uvedomiť, že vyhladzovanie nám rozmaže miesta ostrých hrán,
ktoré sú potrebné pre detekciu hrán. Tento druh vyhladzovania sa používa tam, kde sú
pre nás nepodstatné detaily, ktoré touto metódou strácajú pôvodnú informáciu. Nepod-
statnýnmi detailmi sú myslené detaily v obrázku, ktoré sú svojou veľkosťou v obraze malé
s ohľadom na veľkosť filtračnej masky. V [5] str. 70 nájdeme túto konvolučnú masku, ktorá
sa používa pre okolie 3x3:
1
9
∗
 1 1 11 1 1
1 1 1
 (3.2)
Túto masku možno zapísať rovnicou :
R =
1
9
∗
9∑
i=1
zi (3.3)
Z rovníc 3.2 a 3.3 môžeme vidieť, že hodnoty jasov všetkých pixelov sa sčítajú a vydelia
počtom pixelov. Táto nová priemerná hodnota je uložená ako jas každého pixelu v tomto
okolí. Na obrázku 3.4 (zdroj [7]) môžeme vidieť použitie median filtra. Tento filter môže
používať okolie 3x3. V takomto okolí sa nájde medián (stredná hodnota jasu) usporiadaných
jasových hodnôt bodov a každý pixel v tomto okolí je nahradený touto jasovou hodnotou.
3.3 Segmentácia
Autor v [5] str. 123 tvrdí, že: ”Cieľom segmentácie je rozdeliť časti obrázku, ktoré majú silnú
väzbu s objektmi reálneho sveta zachytených na obraze“. Metódy pre segmentáciu možno
rozdeliť do týchto skupín: segmentácia prahom, hranová segmentácia, regionálna segmentá-
cia. Každý objekt možno reprezentovať s uzavretým okrajom a každým uzavretým okrajom
možno reprezentovať objekt. Nejednoznačné obrazové dáta sú jedným z problémov segmen-
tácie, najčastejšie ak sa vyskytuje v obraze šum. Čím viac informácií o obraze poskytneme
segmentácii, tým lepšie výsledky z nej dostaneme.
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Obrázek 3.4: Ukážka použitia median filtra
3.3.1 Segmentácia prahom
Vstup pre túto metódu je obraz v odtieni šedej. Je to najjednoduchšia metóda segmentácie.
Objekty v obraze sú často charakterizované konštantným jasom. Konštantný jas môže byť
využitý ako prah pre oddelenie objektu od pozadia. Jej implementácia je veľmi jednoduchá
a často sa dnes využíva v real-time systémoch, kde môže byť urýchľovaná hardvérom. Pra-
hovanie môžeme popísať nasledovným vzťahom:
1 pre f(x, y) ≥ prah
0 pre f(x, y) < prah
Ako vidíme výstup je v binárnej podobe (0-čierna farba, 1-biela farba), dostávame
teda obrázok, kde sú objekty vyplnené bielou farbou (jasová úroveň 255 pri použití jedno-
kanálového 8-bitového gray-scale obrázku) a pozadie je čierne (jasová úroveň 0). Prah býva
často zvolený z histogramu obrazu (viď obr. 3.6 zdroj [3]), kde je volený ako minimum medzi
dvoma lokálnymi maximami. Správne zvolenie prahu je pre túto metódu kľúčom k úspechu.
Obrázek 3.5: Ukážka prahovania
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Obrázek 3.6: Ukážka prahovania - histogram
3.4 Zachytávanie pohybu v scéne
Každému bodu v obraze možno priradiť dvojzložkový vektor rýchlosti v(smer; amplituda).
Na obrázku 3.7 môžeme vidieť, že bod P1 sa premiestni do bodu P2, pričom možno vyjadriť
zmenu jeho polohy dr = r2− r1. Rýchlosť v je zmena polohy v čase dt a tak možno odvodiť
vzťah dri = ri2 − ri1 = vi ∗ dt.
Obrázek 3.7: Zobrazenie priestoru v pohybovom poli
Podľa [2] str. 2 môžeme naraziť na tieto problémy v oblasti výskumu pohybu v obraze:
Apertúrny problém z hľadiska obrazu nejednoznačný pohyb spôsobený rozmermi sní-
macieho čipu a objektívom (apertúry). Priestorovo obmedzená projekcia nenesie informácie
o smere skutočného pohybu.
Projekčný problém objekt sa približuje(odďaľuje) od obrazovej roviny, t.j. konečný úsek
objektu sa postupne zväčšuje(zmenšuje) a je zobrazený viacerými(menším počtom) pixelmi
než na predchádzajúcom snímku.
Takisto v [2] str. 2 môžeme nájsť uľahčujúce predpoklady o pevných telesách:
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1. obmedzenie maximálnej rýchlosti - na nasledujúcom obraze sa pixel môže pohy-
bovať iba do obmedzeného okolia jeho predchádzajúcej polohy - do kruhu o polomere
v ∗ dt so stredom v pôvodnej polohe
2. obmedzenie zrýchlenia - veľkosť zmeny medzi okamihmi t1 a t2 je obmedzená
veľkosťou zmeny polohy medzi okamihmi t0 a t1 - nenulová hmotnosť objektu určuje
malé zrýchlenie
3. pohybová korešpondencia - topologické vlastnosti sa nemenia - nezávislosť na ho-
meomorfnej informácii - pevné telesá majú stabilnú konfiguráciu bodov pohybujúcich
sa tým istým smerom
Tieto predpoklady možno vidieť na obr.3.8
Obrázek 3.8: Zjednodušujúce predpoklady
3.4.1 Sekvencia obrazov
Dynamická scéna (obr. 3.9) pozostáva z niekoľkých statických obrazov, ktoré nasledujú
bezprostredne za sebou a ich parametrom je poradie obrazu v sekvencii. Toto poradie takisto
možno vyjadriť časom t. Na takúto sekvenciu sa aplikujú algoritmy, ktoré nám oddelia
pohyblivé objekty od statických. Oproti statickému obrazu, ktorý je vyjadrený obrazovou
funkciou s dvoma dimenziami f(x, y), je dynamická scéna určená aj parametrom t, čiže
funkcia má tvar f(x, y, t). Časový rozdiel ∆t medzi jednotlivými snímkami je potrebné
dodržať čo najnižší, aby bolo možné zachytiť aj rýchle pohyby.
Snímacie sústavy možno podľa [2] str. 4 rozdeliť na:
1. statická kamera, statické objekty
2. statická kamera, dynamické objekty
3. dynamická kamera, statické objekty
4. dynamická kamera, dynamické objekty
O pohybe v scéne hovoríme pri 2.,3. a 4. snímacej sústave (príklad na obr.3.10).
11
Obrázek 3.9: Trojrozmerná obrazová funkcia
3.4.2 Analýza pohybu
Skúmanie pohybu v scéne možno rozdeliť podľa [2] str. 5 na tieto časti:
1. Detekcia pohybu
2. Lokalizácia a popis pohybujúcich sa objektov - predikcia trajektórie
3. Stanovenie vlastností objektu v priestore
Pokiaľ ide len o detekciu pohybu v scéne, je možné s výhodou využiť rozdielové metódy
(viď. 3.4.3). Takto sa nám podarí detekovať ľubovoľný pohyb v scéne. Pokiaľ ide o lokalizá-
ciu a predikciu trajektórie objektu, ktorá nám umožní opisovať dráhu, po ktorej sa daný
objekt pohybuje, je nutné využiť náročnejšie metódy - hľadanie bodov záujmu v obraze
a korešpondencií medzi nimi. Posledná časť predstavuje stanovenie fyzikálnych vlastností
objektu v reálnom priestore, čiže stanovenie geometrických vlastností telesa v trojdimen-
zionálnom priestore zo série snímkov - dvojrozmerných projekcií.
K analýze pohybu môžeme tiež využiť metódu optického toku, ktorá je náchylná na vý-
razné zmeny medzi snímkami sekvencie, ktoré nasledujú bezprostredne po sebe. Túto pod-
mienku možno zaistiť kratšími časovými úsekmi medzi jednotlivými snímkami. Metóda
optického toku stanoví pre každý pixel v obraze vektor rýchlosti, ktorý určuje smer a rých-
losť daného pohybu.
3.4.3 Rozdielové metódy
Tieto metódy prostej detekcie pohybu sú jednoduché. Ich funkcia spočíva v odčítaní hodnôt
jasu všetkých bodov medzi dvoma po sebe idúcimi obrazmi. Nutnou podmienkou pre túto
metódu je rovnaká veľkosť obrazov. Stanovíme prah ε, ktorý bude určovať, či je zmena
jasu medzi jednotlivými snímkami výrazná - vynesieme do výsledného obrazu binárnu 1
alebo nevýrazná - vynesieme binárnu 0. Pri 8-bit gray-scale obrazoch znamená binárna 1
hodnotu jasu 255. Dva snímky, ktoré nasledujú bezprostredne po sebe môžeme označiť ich
obrazovými funkciami f1(x, y) a f2(x, y) a výsledný obraz funkciou v(x, y). Potom môžeme
toto tvrdenie previesť do matematického vzťahu, ktorý nájdeme v [2] str. 7:
v(x, y) =
{
0
1
|f1(x, y)− f2(x, y)| < ε
|f1(x, y)− f2(x, y)| ≥ ε
}
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Obrázek 3.10: Ukážka obrazovej sekvencie snímanej statickou kamerou
Binárna hodnota 1 môže byť podľa [2] str. 7 dôsledkom týchto skutočností:
• f1(x, y) je element dynamického objektu a f2(x, y) je element statického pozadia alebo
naopak
• f1(x, y) je element dynamického objektu a f2(x, y) je element iného dynamického
objektu
• f1(x, y) a f2(x, y) sú elementy jedného dynamického objektu v rôznych miestach jasu
• šum a iné nepresnosti pri snímaní
Pomocou tejto metódy je jednoduché detekovať pohyb v obraze. Ukážku tejto metódy
je možné vidieť na obr. 3.11. Ľubovoľný rozdielový snímok však nikdy neobsahuje informá-
ciu o smere pohybu. Túto nevýhodu čiastočne znižuje modifikácia tejto metódy - metóda
kumulovaného rozdielu.
Metóda kumulovaného rozdielu
Prvý snímaný snímok v sekvencii snímkov označíme ako referenčný a na všetkých nasle-
dujúcich snímkoch vykonáme odčítanie od tohto snímku. Súčet všetkých rozdielov sa tak
vynesie ako výstup do kumulovaného snímku. Každý rozdielový snímok môže mať v súčte
rôznu váhu wi. Pre túto metódu môžeme nájsť v [2] str.10 nasledujúci vzťah pre N obrázkov:
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Obrázek 3.11: Ukážka aplikácie rozdielovej metódy
dkum(x, y) =
N∑
i=1
wi ∗ di =
N∑
i=1
wi ∗ |f1(x, y)− f2(x, y)|
V [2] str. 10 autor tvrdí: ”Pokiaľ sú váhy wi jednotkové, potom hodnoty kumulovaného
rozdielu určujú, koľkokrát sa daný obrazový bod zmenil oproti referenčnému obrazu, čím je
do obrazu zanesená informácia o smere pohybu.“Ukážku tejto metódy možno vidieť na obr.
3.13
Odčítávanie je možné v rozdielových metódach rozdeliť na tieto skupiny:
• prvý snímok sekvencie je označený ako referenčný a všetký ostatné snímky sa od neho
odčítavajú
• odčítavajú sa vždy dva po sebe idúce obrazy v sekvencii
• referenčný snímok sa aktualizuje po určitej dobe
• metóda kumulovaného rozdielu
Metódy rozdielov obrazov nám poskytujú jednoduché riešenie na zachytenie pohybu.
Pohyb je však detekovaný len v tých miestach, kde vznikol prípadne zanikol, nie však
v miestach, kde sa vyskytuje. Zmena osvetlenia scény nám môže spôsobiť prílišnú detek-
ciu pohybu. Toto môžme odstrániť využitím metódy odčítavania dvoch po sebe idúcich
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Obrázek 3.12: Kumulovaný rozdiel - prvé dva snímky sekvencie
Obrázek 3.13: Kumulovaný rozdiel - kumulatívny rozdielový snímok
snímkov, prípadne aktualizáciou referenčného snímku. Z rozdielových metód však nikdy
nedostaneme informáciu o pohybe objektu a jeho trajektórii.
3.4.4 Optický tok
Metóda optického toku zaznamenáva zmeny v obraze za časový interval dt. Každému bodu
je priradený dvojzložkový vektor rýchlosti, ktorý je určený veľkosťou a smerom. Možno ho
využiť vo všetkých prípadoch snímacej sústavy (viď. 3.4.1), v ktorej možno zachytiť pohyb.
Táto metóda je náchylná na apertúrny problém (viď 3.4), zmenu osvetlenia scény a pohyb
nevýznamných bodov. Príklad počítania optického toku možno vidieť na obr. 3.14
Ako už bolo spomenuté, dynamický obraz možno popísať funkciou s tromi parametrami
f(x, y, t), ktorá určuje hodnotu jasu bodu v mieste x, y. Hodnotu jasu v okolí tohto bodu
môžeme podľa [2] str.15 určiť nasledujúcim vzťahom:
f(x+dx, y+dy, t+dt) = f(x, y, t) +
∂f
∂x
dx+
∂f
∂y
dy+
∂f
∂t
dt = f(x, y, t) + fxdx+ fydy+ ftdt
Metóda predpokladá nemennú hodnotu jasu jedného bodu na predchádzajúcom snímku.
Opäť v tej istej literatúre môžeme nájst nasledujúce vzťahy:
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Obrázek 3.14: Ukážka optického toku z dvoch snímkov sekvencie
f(x + dx, y + dy, t + dt) = f(x, y, t)
Z predchádzajúcich dvoch rovníc môžeme vyjadriť vzťah pre výpočet zložiek vektorov
optického toku:
fxdx + fydy + ftdt = 0⇒ fxdx
dt
+ fy
dy
dt
+ ft = 0
Pomocou tohto výpočtu môžeme určiť vektor rýchlosti v = (dxdt ,
dy
dt )
T
Algoritmus výpočtu optického toku je výpočtovo náročný, pretože metóda používa
k výpočtu každý bod obrazu, čo je v praxi príliš neefektívne. Pre urýchlenie algoritmu
sa používajú rozdielové metódy, ktoré nám poskytujú obraz s bodmi, pri ktorých došlo
k zmene a tak môžme aplikovať výpočet optického toku iba na tieto body. Pre každý
takýto bod sa stanoví okolie, ktoré sa prehľadáva na nasledujúcom snímku sekvencie, až
pokiaľ sa nenarazí na bod s najbližšou jasovou úrovňou tomuto bodu. Potom je zo súradnic
bodov na predchádzajúcom a súčasnom snímku vypočítaný vektor rýchlosti.
Obrázky v tejto kapitole sú prebraté z [2]
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Kapitola 4
Analýza problému
Po naštudovaní dostatočného množstva teórie môžeme začať programovať aplikáciu, ktorá
je súčasťou bakalárskej práce. Najskôr je potrebné zosumarizovať všetky poznatky o tejto
disciplíne a určiť, ktoré metódy bude možné využiť pri tejto problematike.
4.1 Stanovenie snímacej sústavy
Podľa zadania máme naprogramovať aplikáciu, ktorá bude schopná detekovať a sledovať po-
hyb v scéne. Základný predpoklad, z ktorého sa bude odvíjať celá naša práca, je stanovenie
snímacej sústavy. Ako snímaciu sústavu zvolíme statickú kameru a predpokladať budeme
dynamické, prípadne statické objekty.
4.2 Detekcia pohybu
Pre samotnú detekciu pohybu je vhodné zvoliť metódy, ktoré sú jednoduché na implementá-
ciu a zároveň nezaťažujú príliš procesor. Preto môžeme zvoliť rozdielové metódy. Je dôležité
vybrať princíp odčítania od referenčného snímku. Pokiaľ chceme, aby naša aplikácia nebola
náchylná na zmenu osvetlenia v scéne voči referečnému snímku, je vhodné zvoliť odčíta-
vanie dvoch po sebe idúcich obrazov. Potom však treba počítať s tým, že takýto princíp
nám umožní zachytiť skôr vačšie zmeny v obraze. Túto nevýhodu môžeme zastrieť použitím
metódy kumulovaného snímku.
4.3 Segmentácia pohybu
V našom prípade nemožno predpokladať rovnaký geometrický tvar objektov narušiteľa,
pretože za narušiteľa budeme v scéne považovať každý objekt, ktorý vykazuje pohyb. Bolo
by preto veľmi neefektívne využiť metódy, ktoré umožňujú segmentovať objekty všeobec-
ných geometrických tvarov, pretože takéto metódy sú výpočtovo náročné. Naopak je veľmi
efektívne a jednoduché vysegmentovať pohyb v obraze v mieste jeho vzniku alebo zániku
za pomoci spomínaných rozdielových metód a prahovej segmentácie.
4.4 Upozornenie na pohyb v scéne
Ako upozornenie, že v scéne došlo k pohybu potenciálneho narušiteľa, môžeme vymedziť
miesta tohoto pohybu ohraničením do obdĺžnika. To bude signalizovať zachytený pohyb,
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ktorý je možné ďalej sledovať a opisovať tak trajektóriu, po ktorej sa objekt pohybuje.
4.5 Ďalšie požiadavky na aplikáciu
Aplikácia by mala byť schopná pracovať s videosekvenciami buď zo súboru alebo pomocou
kamery. Je potrebné implementovať metódy, ktoré nám dokážu sledovať objekt a opisovať
jeho trajektóriu - tu by svoje využitie mohla nájsť metóda optického toku. Ako ukážku,
že naše použité metódy fungujú, je vhodné, aby ich bolo možné prezerať v rovnakých
časových okamihoch v akých sa prehráva video zo záznamu alebo z kamery. Toto všetko
treba zohľadniť pri návrhu aplikácie a jej následnej implementácii.
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Kapitola 5
Návrh
Aplikáciu budeme vyvíjať za pomoci knižnice OpenCV v programovacom jazyku C++,
spomínanej v 2. Táto knižnica má dostatočné množstvo funkcií, ktoré nám uľahčia vývoj
aplikácie. Pokročilejšie grafické užívateľské rozhranie nebudeme brať do úvahy, nakoľko
ide o ukážku funkcie metód využívaných pri zachytávaní pohybu v scéne. Aplikácia bude
vyvíjaná v prostredí operačného systému Windows XP Service Pack 3 v programe Visual
Studio 2005.
5.1 Ciele
Prvým cieľom, ktorý si stanovíme, je využitie rozdielových metód na zachytenie pohybu
a orámovanie miesta pohybu v obraze vhodným geometrickým útvarom - najlepšie červeným
obdĺžnikom.
Druhým cieľom bude využiť také metódy, ktoré nám umožnia sledovať útvar, ktorý je
v pohybe. Pre tento cieľ navrhneme využitie metódy optického toku.
5.2 Zdroje obrazu
Vstupy budeme predpokladať v podobe snímania z kamery alebo nahratých záznamov.
Pre jednoduchosť sa budú zadávať ako parametre príkazového riadku pri spúšťaní programu.
Vstupy budú slúžiť ako zdroj obrazu, ktorý budeme v programe ďalej využívať. Zdrojový
obraz bude uložený v troch farebných kanáloch, pričom každý kanál bude reprezentovaný
8-bitovým celým číslom.
5.3 Filtrovanie šumu
Obraz, ktorý budeme získavať, či už z kamery alebo uloženého videa, je nutné určitým
spôsobom vyfiltrovať, aby sme odstránili šumy, ktoré v takomto obraze s najväčšou pravde-
podobnosťou budú existovať. Pre odstránenie šumu navrhneme aplikovať na obraz vyhlad-
zovanie priemerovaním. Takto sa zbavíme rôznych šumov a obraz môžeme využiť pri ďalších
operáciách.
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5.4 Prevod do odtieňov šedej
Pre neskoršiu segmentáciu prahom je nutné, aby obraz obsahoval jasovú hodnotu jed-
ného farebného kanála v rozmedzí hodnôt 0 − 255 za predpokladu, že budeme používať
8 bitov pre zobrazenie jedného farebného kanála. Obraz získaný vyfiltrovaním prevedieme
do odtieňov šedej pomocou empirického vzťahu (viď. 3.1).
5.5 Segmentácia
Zvolíme prahovú segmentáciu, ktorú je jednoduché použiť pri rozdielových metódach. Pre ob-
raz v odtieňoch šedej je nutné stanoviť prah, pre ktoré hodnoty jasu má eventuálny pohyb
ešte význam a pre ktoré už nie. Aplikujeme teda metódu segmentácie prahovaním (viď
3.3.1) a dostaneme binárny obraz, v ktorom bude predstavovať 0 nepohybujúce sa pixely a
1 pohybujúce sa pixely. V programe, aby sme nemuseli neustále zasahovať do zdrojového
kódu, umožníme nastaviť tento prah jednoduchou posuvnou osou. Vzniknutý obraz po seg-
mentácii ďalej použijeme pri orámovaní tohto pohybu do obdĺžnika, na čo sa zameriame
viac pri implementácii.
5.6 Metódy zachytávania pohybu
Pre detekciu pohybu využijeme dve metódy rozdielových snímkov, aby sme mohli neskôr
porovnať, ktorá je na našich testovacích snímkach výhodnejšia. Metódy sa budú zadávať
ako parameter príkazového riadku.
5.6.1 Odčítavanie dvoch po sebe idúcich snímkov
Navrhneme cyklus, v ktorom bude program neustále získavať snímky sekvenčne za sebou.
Tieto snímky vždy prejdú úpravami spomínanými vyššie a dva po sebe idúce snímky sa
odčítajú. Takto zachytíme pohyb v mieste vzniku alebo zániku v obraze. Na obr. (5.1)
môžeme vidieť návrh tejto metódy.
Obrázek 5.1: Návrh metódy odčitavania snímkov medzi sebou
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5.6.2 Odčítavanie od kumulatívneho snímku
Veľmi obdobnú metodiku aplikujeme pri využití snímku, kde budeme zachytávať pohyb
aj s históriou (viď 3.4.3). Do snímku, ktorý bude obsahovať históriu, budeme vždy pričítavať
nový snímok. Vhodné by bolo, ak by sa dal nastaviť parameter, koľko snímkov dozadu si
bude kumulovaný snímok pamätať. Grafický návrh tejto metódy možno vidieť na obr. 5.2.
Obrázek 5.2: Návrh metódy odčitavania od kumulatívneho snímku
5.7 Sledovanie pohybu
Ak by sme pri použití metód rozdielových snímkov dokázali pohyb ohraničiť v miestach jeho
výskytu prípadne zániku obdĺžnikom, dala by sa zároveň aj opisovať jeho dráha opätovným
vynášaním stredu tohto obĺžnika do samostatného obrazu. Musíme si však uvedomiť, že táto
dráha je získaná vždy len z aktuálnej polohy pohybujúceho sa objektu, v žiadnom prípade
však nemáme informáciu o smere pohybujúceho sa objektu. Ďalej si musíme uvedomiť, že
v prípade použitia metód rozdielových snímok dokážeme identifikovať objekt len v prípade,
že sa hýbe. Nie však pokiaľ stojí.
Ďalším riešením, ktoré navrhneme, je využitie metódy optického toku. Na tejto metóde
je veľmi pozitívne to, že dokážeme v scéne pohybujúcim sa bodom stanoviť ich veľkosť a smer
rýchlosti pohybu. Dokážeme ich tak sledovať v scéne a opisovať trajektóriu, po ktorej sa
pohybujú, a takéto body v obraze detekovať aj pokiaľ nie sú momentálne v pohybe. Na za-
čiatku je potrebné optickému toku stanoviť body, ktoré sa budeme snažiť nájsť v ďaľších
snímkoch sekvencie. Optický tok predpokladá jasovú stálosť takýchto bodov a predpok-
ladá určitú maximálnu vzdialenosť nového výskytu bodov na nasledujúcom snímku. Jasovú
stálosť nemožno úplne zaručiť, preto aj metódy, ktoré využijeme z OpenCV, počítajú s urči-
tou chybou pri hľadaní nového výskytu bodu. Kritérium malej zmeny polohy bodov možno
zaručiť, pokiaľ budeme pomocou optického toku hľadať korešpondencie medzi súčasným
a predchádzajúcim snímkom a ak takéto korešpondenčné body nájdeme, stanovíme ich ako
predchádzajúce a tieto nové predcházajúce body budeme opäť hľadať v obraze.
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V našom prípade nemožno stanoviť záujmové body z jedného snímku, pretože poten-
ciálni narušitelia nám do scený môžu vojsť až po ich stanovení. Takisto pravidelné obnovo-
vanie takýchto bodov nie je najlepším riešením. Navrhneme teda istú interakciu uživateľa
aplikácie, ktorý si pomocou myši označí v obraze objekty, ktoré chce sledovať. V aplikácii
bude možné pridať určité maximum takýchto bodov, aby bol program únosný na výpoč-
tovú kapacitu použitého počítača. Užívateľovi umožníme zmazať body, ktoré chce sledovať
- reset. Návrh optického toku môžeme vidieť na obr. 5.3.
Obrázek 5.3: Návrh metódy optického toku
5.8 Návrh vzhľadu a ovládania aplikácie
Pre ukážku metód, ktoré sme navrhli na použitie, je vhodné, aby bolo možné ukázať ich
funkčnosť. Celkový vzhľad aplikácie teda budú tvoriť tri okná, kde v prvom z nich bude
prehrávaný záznam, v druhom bude zobrazená funkčnosť použitej metódy a v treťom okne
bude zobrazená trajektória pohybujúceho sa objektu. V okne, kde dochádza k prehráva-
niu videa, budú červenými obdĺžnikmi orámované pohybujúce sa objekty a takisto tu bude
možné nastaviť rôzne citlivosti použitej metódy. Pri rozdielových metódach to bude nas-
tavovanie prahu segmentácie, prípadne iné citlivosti, ktoré rozoberieme pri implementácii.
Pri použití optického toku to bude možnosť kliknúť myšou v obraze a označiť tak bod,
ktorý sa bude sledovať.
Aplikácia bude mať veľmi jednoduché ovládanie, keďže ide skôr o demonštráciu použi-
tých metód ako o experimentovanie s nimi. Koniec aplikácie bude možné vyvolať kedykoľvek
počas jej činnosti klávesou - ”ESC”. Ovládanie aplikácie je bližsie popísané v C.4.
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Kapitola 6
Implementácia
Navrhli sme teda aplikáciu, ktorá bude mať na vstupe sekvenciu obrazov, ktoré bude pos-
tupne spracovávať a aplikovať navrhnuté metódy - diferenčné snímky: odčítavanie dvoch
po sebe idúcich snímkov a odčítavanie od kumulalitívneho snímku a metódu optického toku.
V aplikácii budeme môcť vidieť ako jednotlivé metódy fungujú a budeme si môcť voliť aké
metódy chceme použiť. Teraz sa zameriame na to, ako to všetko dostať do programovateľnej
podoby.
Pre testovanie budeme používať testovacie videá, ktoré je možno nájsť v [4].
6.1 Získavanie obrazu zo záznamu a kamery
Pre načítavanie videa z kamery nám umožňuje OpenCV využiť funkciu cvCaptureFromCAM
(int), kde parametrom funkcie môžu byť indexy jednotlivých pripojených kamier alebo je
možné využiť konštantu CV CAP ANY, ktorá berie do úvahy každú pripojenú kameru.
Pre načítavanie videa z uloženého avi záznamu je možné použiť funkciu cvCaptureFrom
AVI(char*), kde je parametrom názov uloženého avi súboru.
Obe tieto funkcie vracajú ukazovateľ na typ CvCapture, ktorý odkazuje na prvý obraz
vo videozázname a zároveň sa alokuje v pamäti miesto pre túto štruktúru. Po volaní funkcie
cvQueryFrame(cvCapture*) získame vždy ukazovateľ na jeden obraz z videosekvencie -
dátový typ IplImage (viď ) a ukazovateľ sa posunie na ďalší obraz v sekvencii.
Pri ukončení práce so záznamami je nutné volať funkciu cvReleaseCapture(CvCapture*
* capture), ktorá uvoľní alokované miesto z pamäte.
Funkciu cvWaitKey(int delay) je nutné použiť kvôli vyvolaniu určitého oneskorenia,
pretože cyklus príliš rýchlo spracováva video a bolo by príliš rýchle pre ľudské oko. Param-
eter delay udáva dobu oneskorenia v ms. Funkcia kontroluje, či nebola stlačená klávesa,
pokiaľ áno, vracia hodnotu stlačenej klávesy, inak vracia hodnotu -1. V našom prípade
kontroluje stlačenú klávesu ”ESC”(ASCII hodnota 27), čiže touto klávesou budeme môcť
kedykoľvek ukončiť beh aplikácie.
6.2 Dátová štruktúra pre uloženie obrazu
V knižnici OpenCV môžeme nájsť veľmi užitočnú dátovú štruktúru pre uloženie obra-
zovej informácie - IplImage (pochádza z názvu Intel Image Processing Library), ktorá ob-
sahuje informácie o počte farebných kanálov - int nChannels, farebnej hĺbke (koľko bitov
je na uloženie jedného farebného kanála) - int depth, šírka a výška obrazu v pixeloch: int
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width a int height, kde jednotlivé pixely sú uložené ako pole polí, čo predstavuje maticu
o šírke width a výške height.
Pre alokovanie pamäti pre dátovú štruktúru IplImage slúži funkcia cvCreateImage(Cv
Size size, int depth, int channels), kde parametre sú: size je dátová štruktúra
CvSize obsahujúca rozmery obrazu (int width a int height), depth je počet bitov na je-
den farebný kanál a channels je počet farebných kanálov. My budeme pri farebných
obrazoch využívať tri farebné kanály a 8 bitov na jeden kanál (v OpenCV konštanta
IPL DEPTH 8U) a pri čierno-bielych to bude jeden farebný kanál a 8 bitov na kanál (opäť
konštanta IPL DEPTH 8U). Rozmery obrazu je možné získať funkciou cvGetSize(IplImage*
image), kde parameter image je ukazovateľ na obraz, ktorého rozmery chceme zistiť a funk-
cia vracia dátovú štruktúru CvSize s rozmermi obrazu image.
6.3 Zobrazenie obrazu v okne
Podľa návrhu bude vzhľad aplikácie tvorený troma oknami, kde bude prehrávaný záznam
a ohraničovanie pohybu v ňom, demonštrácia použitej metódy a opisovanie trajektórie
pohybu. Na vytvorenie okna v OpenCV slúži funkcia cvNamedWindow(const char* name,
int flags), kde parameter name slúži k identifikácii vytvoreného okna a flags sú príznaky
vytvoreného okna, implicitne nastavené CV WINDOW AUTOSIZE, kedy sa veľkosť okna prispô-
sobuje jeho obsahu. Pre zobrazenie obrazu v okne využijeme funkciu cvShowImage(const
char* name, IplImage* image), kde name identifikuje, v ktorom okne sa zobrazí obraz
image. Pri ukončení práce s oknami je nutné volať funkciu cvDestroyWindow(const char*
name).
Príklad zachytávania obrazu z videosekvencie test1.avi (viz. B.1) a jeho zobrazovanie
v okne (obr. 6.1).
Obrázek 6.1: Ukážka zobrazovania obrazu v okne
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6.4 Filtrovanie šumu
Na odstránenie šumu z obrazu využijeme funkciu cvSmooth(IplImage* src, IplImage*
dest, int smoothtype, int param1, int param2), kde parametre sú: src a dest sú
ukazovatele na zdrojový a cieľový obraz, smoothtype je typ vyhladzovania, ktorý je možné
použiť (konštanty CV GAUSSIAN, CV MEDIAN, CV BLUR) a param1 a param2 sú veľkosti kon-
volučnej masky. My implementujeme metódu vyhladzovania založenú na priemerovaní (viď
3.2.2), čiže ako parameter funkcie cvSmooth použijeme CV BLUR, param1 a param2 nastavíme
na hodnotu 3, čo odpovedá konvolučnej maske o veľkosti 3x3.
6.5 Prevod do odtieňov šedej
Pre tento prevod budeme používať funkciu cvConvertImage(IplImage* src, IplImage*
dest, int flags), kde src je farebný obraz s tromi farebnými kanálmi a dest je obraz
s jedným kanálom, obidva majú počet bitov na jednu farbu nastavené na hodnotu IPL DEPTH
8U. Parametrom flags môžeme nastaviť vertikálne prevrátenie obrazu - konštanta CV CVTI
MG FLIP, prípadne zmenu poradia RGB kanálov na BGR - konštanta CV CVTIMG SWAP RGB.
6.6 Implementácia metód diferenčných snímkov
6.6.1 Odčítavanie dvoch po sebe idúcich snímkov
Zvolenie tejto metódy sme vysvetlili v časti analýzy (4.2). Ak si uvedomíme, že keď odčí-
tame dva snímky od seba za predpokladu, že máme statickú kameru, máme tým pádom
vo výslednom snímku zachytené len tie časti obrazu, ktoré zmenili svoju hodnotu jasu
od predchádzajúceho snímku a na segmentáciu týchto objektov je postačujúce použiť pra-
hovanie, pomocou ktorého oddelíme dynamické objekty od statických. Túto metódu ap-
likujeme do programovateľnej podoby podľa pseudokódu B.2:
Týmto spôsobom v cykle robíme nasledovné úkony: získame nový snímok, filtrujeme
šum, prevedieme od odtieňov šedej, odčítame od predchádzajúceho snímku - funkcia cvAbsD
iff(), segmentujeme prahom - funkcia cvThreshold() a súčasný snímok uložíme pre budú-
cu iteráciu ako predchádzajúci snímok. Na začiatku je nutné prvý snímok stanoviť ako pred-
chádzajúci. Túto skutočnosť vyriešime tým, že prvý snímok si pomocou funkcie cvQueryFra
me() uložíme do premennej bg ešte pred samotným cyklom while().
Za zmienku stojí funkcia cvAbsDiff(IplImage* src1, IplImage* src2, IplImage*
dest), ktorá obraz src2 odčíta od obrazu src1 podľa tohto vzťahu : dest=|src2-src1|
za predpokladu, že oba obrazy majú rovnakú farebnú hĺbku, počet kanálov a veľkost.
V našom prípade obrazy conv a bg majú jeden obrazový kanál a farebnú hĺbku 8 bitov
- ide o obrazy v odtieňoch šedej.
Segmentáciu prahom je možné docieliť volaním funkcie cvThreshold(IplImage* src,
IplImage* dest, double threshold, double max value, int threshold type), kde
vzťah z 3.3.1 je aplikovaný na parameter src a vynesený do dest, prah = threshold,
max value - je hodnota ktorú bude obsahovať pixel s intenzitou > prah vo výstupnom obraze
a parametrom threshold type zvolíme binárny typ prahovania - konštanta CV THRESH BINA
RY, t.j. v miestach s intenzitou < prah, bude mať pixel v obraze dest hodnotu 0 a v miestach
s intenzitou > prah bude mať pixel v obraze dest hodnotu max value.
Ukážku tejto metódy možno vidieť na obr. 6.2 a 6.3
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Obrázek 6.2: Ukážka odčítavania snímkov medzi sebou
Obrázek 6.3: Aplikácia prahovania
Takto identifikovaný pohyb je potrebné ohraničiť obdĺžnikom. Pretože ďalšia rozoberaná
metóda bude aplikovať rovnakú metodiku, zameriame sa na to v samostatnej stati (viď 6.7).
6.6.2 Odčítavanie od kumulatívneho snímku
Podobnú metodiku ako v predchádzajúcej metóde použijeme aj pri tejto metóde akurát
s tým rozdielom, že odčítavať budeme súčasný snímok od kumulatívneho snímku a nie
od predchádzajúceho. Pre vytvorenie kumulatívneho snímku využijeme funkciu cvRunning
Avg(IplImage* image, IplImage* acc, double aplha), kde image je obraz, ktorý chce-
me sčítať s kumulatívnym snímkom acc a parameter alpha je váha sčítavaného obrazu,
t.j. reguluje obnovovaciu frekvenciu (ako rýchlo z acc vyprchajú predchádzajúce obrazy).
Kumulatívny snímok acc musí mať farebnú hĺbku 32 alebo 64 bitov s pohyblivou rá-
dovou čiarkou a musí mať rovnaký počet kanálov ako snímok image, my budeme pra-
covať s 32 bitovou farebnou hĺbkou (použijeme konštantu IPL DEPTH 32F) a troma kanálmi
pre prácu s kumulatívnym snímkom.
Na začiatku je takisto potrebné, aby sa dostal do kumulatívneho snímku prvý obraz
sekvencie. Zaistíme to funkciou cvAcc(IplImage *image, IplImage* acc).
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Namiesto funkcie cvConvertImage() je tu využitá funkcia cvConvertScale(IplImage*
src, IplImage* dest, double scale, double shift), pretože prevádzame obraz src
z farebnej hĺbky, ktorá je v pohyblivej rádovej čiarke (IPL DEPTH 32F) do obrazu dest,
ktorý je v pevnej rádovej čiarke (IPL DEPTH 8U), je nutné použiť túto funkciu, ktorá takýto
prevod zvládne. Parameter scale udáva mierku, akou je zdrojový obraz násobený - môže
ísť o zmenšenie, zväčšenie a pri hodnote scale = 1 je mierka obrazu zachovaná. Voliteľný
parameter shift udáva prídavnú hodnotu do výsledného obrazu, ktorá sa sčítava s obrazom
dest.
Aplikáciu tejto metódy možno vidieť na obr. 6.4 a 6.5.
Obrázek 6.4: Ukážka odčítavania od kumulatívneho snímku
Obrázek 6.5: Aplikácia prahovania
Opäť je potrebné, aby bol obraz v miestach pohybu ohraničený obdĺžnikom. Zameriame
sa na to v ďalšej stati.
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6.7 Ohraničenie miesta pohybu
6.7.1 Hranice segmentovaného pohybu
K ohraničeniu takéhoto miesta potrebujeme nájsť hranice miest, ktoré sú vysegmento-
vané. Takéto miesta sa nazývajú kontúry. K ich bližšiemu pochopeniu je možné naštu-
dovať [1] str. 234-238. Pre nájdenie kontúr slúži funkcia cvFindContours(IplImage* img,
CvMemStorage* storage, CvSeq** firstContour, int headersize, CvContourRetri
evalMode mode, CvChainApproxMethod method), ktorá hľadá kontúry v obraze img. Po-
trebuje k tomu pamäťový priestor storage, ktorý si sama alokuje podľa veľkosti headersize.
Funkcia nájdené kontúry uloží do zreťazeného zoznamu v prípade mode=CV RETR LIST
a vo firstContour je uložený ukazovateľ na prvú kontúru v zozname. Posúvanie medzi
jednotlivými kontúrami je možné pomocou h next, čo je ukazovateľ na ďalšiu kontúru
v zozname. Ak sme na konci, resp. pokiaľ nám funkcia nenašla v obraze žiadne kontúry,
je ukazovateľ firsContour == NULL. Nájdená kontúra obsahuje polohy všetkých bodov,
ktoré na nej ležia.
Keď teda už máme zoskupenia bodov, ktoré ležia na obrysoch pohybovaných objektov,
môžeme ich ohraničiť obdĺžnikom. Slúži na to funkcia cvBoundRect(CvArr* points, int
update), ktorej možeme dať ako parameter ukazovateľ na nájdenú kontúru za predpokladu,
že nastavíme update=1. Funkcia prepočíta body ležiace na kontúre a vráti nám CvRect,
čo je dátová štruktúra pre obdĺžnikové útvary. Na vykreslenie obdĺžnika využijeme funkciu
cvRectangle().
Na obr. 6.6 môžeme vidieť ohraničenie miest, ktoré sú vysegmentované.
Obrázek 6.6: Ukážka ohraničenia obrysov pohybu do obdĺžnika
6.7.2 Zachytenie objektu ako celok
Po segmentácii pohybu v obraze môžu byť v jednom objekte viaceré kontúry (prechody
medzi 0 a 1 v binárnom obraze). My však chceme zachytiť objekt ako celok. Funkciou
cvDilate(IplImage* src, IplImage* dest, int iterations) v obraze src prepočí-
tame lokálne maximá pomocou matice, ktorou pohybujeme po celom obraze, koľkokrát
je iterations a nahrádzame nimi body vnútri tejto matice a výsledok vynášame do dest.
Pokiaľ dilatáciu aplikujeme na obraz po prahovaní, roztiahneme tak body s binárnou 1
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aj do miest, kde predtým neboli a tak môžeme zachytiť objekt ako celok. Počet iterácií
pri dilatácii umožníme nastaviť posuvnou osou pomocou funkcie cvCreateTrackbar().
Pseudokód B.3 ukazuje použitie rozdielovej metódy a ohraničenie pohybu do obdĺžnika.
Na obr. 6.7 môžeme vidieť ohraničovanie obrysov v obraze s aplikovanou dilatáciou.
Obrázek 6.7: Ukážka ohraničenia obrysov pohybu do obdĺžnika za použitia dilatácie
6.8 Implementácia optického toku
Optický tok implementujeme opäť ako cyklus, v ktorom sa bude získavať nový snímok
sekvencie. Užívaťeľ bude môcť kliknúť ľavým tlačidlom myši ľubovoľne v mieste obrazu, čo
bude predstavovať bod, ktorý chceme v obraze sledovať. Tento bod pridáme do poľa bodov,
ktoré budeme využívať pri počítaní optického toku.
6.8.1 Reagovanie na udalosť myši
V OpenCV môžeme takúto reakciu vytvoriť volaním funkcie cvSetMouseCallback(), ktorej
dáme ako parametre názov okna, kde chceme reagovať na udalosť myši a ukazovateľ na fun-
kciu, ktorá sa bude volať pri udalosti. Funkcia, ktorá sa bude volať, má potom tvar on mouse
(int event, int x, int y, int flags, void* param), kde event je konštanta, ktorá
určuje, k akej udalosti došlo. Pri kliknutí ľavého tlačidla myši je to CV EVENT LBUTTONDOWN.
Parametre x a y udávajú polohu myši. Parametre flags a param, sa používajú pri kom-
binácii iných udalostí, prípadne pri užívateľom definovaných udalostiach. Pokiaľ teda od-
chytíme udalosť, môžeme nastaviť príznak globálnej premennej, že bolo kliknuté ľavým
tlačidlom a do globálnej premennej zapíšeme súradnice tohto bodu. Ten pridáme do poľa
bodov, ktoré použijeme pri počítaní optického toku.
6.8.2 Počítanie optického toku
Pre počítanie optického toku využijeme algoritmus Lucas-Kanade, ktorý využíva pyra-
mídové obrazy. Pyramídový obraz, predstavuje rozvrstvenie jedného obrazu v rôznych
mierkach tohto obrazu do pyramídy, kde na vrchole máme obraz v pôvodnej mierke (menšie
detaily) a na spodu v zväčšenej mierke (väčšie detaily). Pre bližšie pohopenie tohto algo-
ritmu možno naštudovať [1] str. 323-330.
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Funkcia, ktorá v OpenCV predstavuje tento algoritmus, je cvCalcOpticalFlowPyrLK().
Funkcia má príliš mnoho parametrov, tie možno naštudovať na rovnakých stranách. V prin-
cípe táto funkcia z predchádzajúceho a súčasného obrazu v odtieňoch šedej a poľa bodov,
ktoré manuálne pridáva uživateľ, prepočíta optický tok za využitia pyramídových obrazov.
Pokiaľ funkcia nájde korešpondenčné body, ukladá ich do poľa a nastavuje príznak ko-
rešpondencie v poli príznakov, kde indexy odpovedajú pozícii bodu v poli. Korešpondečné
body hľadá na základe veľkosti prehľadávaného okna, ktoré je nutné nastaviť na optimálnu
veľkosť, aby sa algoritmus výpočtu príliš nespomalil. V [1] str. 330 sa uvádza, že pre pyra-
mídové obrazy je vhodné použiť šírku zdrojového obrazu + 8 a výšku delenú tromi.
Pretože funkcia iteratívne prepočítava optický tok, možno jej zadať kritériá, pri ktorých
skončí s výpočtom. Tieto kritéria možno zadať ako parameter tejto funkcie pomocou dátovej
štruktúry cvTermCriteria(int type, int max iter, double epsilon), kde položky ty
pe môžu byť CV TERMCRIT ITER pre ukončenie výpočtu dosiahnutím určitého počtu itéracií
stanoveného v max iter alebo CV TERMCRIT EPS pre ukončenie výpočtu dosiahnutím určitej
presnosti určenej v epsilon. Obe tieto kritéria možno použiť súčasne.
Pseudokód B.4 ukazuje reagovanie na udalosť myši a počítanie optického toku. Na obr.
6.8 možno vidieť využitie optického toku pri sledovaní objektu v aplikácii.
Obrázek 6.8: Ukážka sledovania objektu po označení myšou a o niekoľko snímkov neskôr
Funkcie OpenCV boli čerpané z [1] a [6].
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Kapitola 7
Záver
V tejto práci sme dokázali detekovať ľubovoľný pohyb v obraze, ktorý sme považovali
za potenciálneho narušiteľa, pokiaľ by sme brali do úvahy sledovanie strážených oblastí.
Na detekciu pohybu sme využili dve metódy rozdielových snímkov - odčítavanie snímkov
medzi sebou a odčítavanie od kumulatívneho snímku. Prvá metóda sa javí ako použiteľná
pri scénach, kde dochádza k veľkým zmenám - objekty s vysokou rýchlosťou (testovacie
video test4.avi). Druhá metóda je využiteľná naopak pri scénach, kde dochádza k malým
zmenám (testovacie video test1.avi), pretože udržiava históriu niekoľkých snímkov. Ob-
jekt, ktorý sa pohybuje malou rýchlosťou, prípadne niekoľko snímkov nevykazuje žiaden
pohyb, možno touto metódou detekovať. Obe metódy však majú nevýhody, ktoré by bolo
nutné zvážiť, prípadne odstrániť pri použití v reálnych sledovacích systémoch. Sú totiž
závislé na zmene jasu, ktorá je pre ne smerodatná pre detekovanie pohybu. Dilatácia nám
môže spôsobiť detekciu dvoch dynamických objektov ako celok, ak sú v scéne dva dynamické
objekty blízko seba. Pre naše testovacie účely však postačovali a mohli sme si tak ukázať
na testovacích videách ich funkčnosť v jednoduchých scénach.
Takisto sa nám podarilo sledovať objekt v scéne za využitia metódy optického toku,
ktorý sme realizovali za predpokladu interakcie od žívateľa aplikácie. Touto metódou doká-
žeme sledovať objekt ľubovoľne v celej scéne aj za stavu, ak sa nehýbe. Nevýhodou je nutná
interakcia uživateľa, ktorý si musí stanoviť, ktoré body(objekty) chce v scéne sledovať.
V budúcej práci by bolo dobré nájsť spojenie týchto dvoch metód - rozdielové metódy
použiť k detekcii pohybu a optický tok aplikovať na miesta, kde pohyb vznikol. Tým pádom
by bolo možné automaticky bez zásahu užívateľa narušiteľa detekovať a sledovať v scéne.
Je nutné si však uvedomiť, že rozdielovými metódami môžeme v čase detekovať rôzny počet
pohybujúcich sa objektov a tieto počty resp. polohy objektov nemusia odpovedať objektom,
ktoré v scéne skutočne sledujeme. Namiesto rozdielových metód použitých v tejto práci,
by mohli nájsť svoje uplatnenie pokročilé rozdielové metódy, ktoré je možné s OpenCV
implementovať. Takisto by bolo možné detekované objekty využiť ďalej pri pokročilejších
metódach - napr. detekovanie iba určitých tvarov pohybujúcich sa objektov, detekcia tváre
narušiteľov za predpokladu použitia kamier s vysokým rozlíšením a pod.
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Příloha A
Obsah CD
OpenCV inštalácia knižnice OpenCV pre Windows
Source zdrojové kódy práce pre Microsoft Visual Studio
Text technická správa bakalárskej práce
Video testovacie videozáznamy v .avi formáte
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Příloha B
Fragmenty zdrojového kódu
B.1 Zachytávanie obrazu z videa a zobrazovanie v okne
CvCapture* capture = cvCaptureFromAVI("test1.avi");
cvNamedWindow("capture");
while(capture)
{
IplImage* frame = cvQueryFrame(capture);
if(!frame)
{
ošetrenie chyby získania snímky;
break;
}
cvShowImage("capture", frame);
if((cvWaitKey(10)) == 27) break;
}
cvReleaseCapture(&capture);
cvDestroyWindow("capture");
B.2 Odčítavanie snímkov medzi sebou
...
frame = cvQueryFrame(capture);
help = cvCloneImage(frame);
cvSmooth(help, help, CV_BLUR, 3, 3);
cvConvertImage(help, bg, 1);
while(capture)
{
frame = cvQueryFrame(capture);
if(!frame)
break;
help = cvCloneImage(frame);
cvSmooth(help, help, CV_BLUR, 3, 3);
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cvConvertImage(help, conv, 1);
cvAbsDiff(bg, conv, diff);
cvThreshold(diff, diff,threshold, 255, CV_THRESH_BINARY);
bg = cvCloneImage(conv);
...
}
...
B.3 Ohraničenie miesta pohybu červeným obdĺžnikom
...
while
{
...
cvAbsDiff(bg, conv, diff);
bg = cvCloneImage(conv);
cvThreshold(diff, diff,threshold, 255, CV_THRESH_BINARY);
cvDilate(diff, diff, 18);
CvMemStorage* storage = cvCreateMemStorage(0);
CvSeq* contour = NULL;
cvFindContours( diff, storage, &contour, sizeof(CvContour),
CV_RETR_LIST, CV_CHAIN_APPROX_SIMPLE );
for( ; contour != NULL; contour = contour->h_next )
{
bndRect = cvBoundingRect(contour, 1);
pt1.x = bndRect.x;
pt1.y = bndRect.y;
pt2.x = bndRect.x + bndRect.width;
pt2.y = bndRect.y + bndRect.height;
cvRectangle(frame, pt1, pt2, CV_RGB(255,0,0), 1);
}
...
}
...
B.4 Reagovanie na udalosti myši a výpočet optického toku
CvPoint point;
bool addPoint;
...
void on_mouse(int event, int x, int y, int flags, void* param)
{
if(event == CV_EVENT_LBUTTONDOWN )
{
point = cvPoint(x,y);
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addPoint = true;
}
}
...
cvSetMouseCallback("capture", on_mouse);
...
if(addPoint)
{
cornersRef[corner_count++]=cvPointTo32f(point);
optFlowStart = true;
addPoint = false;
}
...
if(optFlowStart)
{
cvCalcOpticalFlowPyrLK(ref, cur, pyrRef, pyrCur, cornersRef,
cornersCur, corner_count, cvSize(win_size,win_size),5,
features_found, features_errors, cvTermCriteria(CV_TERMCRIT_ITER|
CV_TERMCRIT_EPS,20,0.03),0);
CV_SWAP(cornersRef, cornersCur,swapCorners);
}
...
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Příloha C
Manuál k aplikácii
C.1 Potrebný softvér
Pre spustenie aplikácie je nutné mať nainštalovaný program Microsoft Visual Studio 2005
alebo vyšší a knižnicu OpenCV. Knižnicu OpenCV je možné stiahnuť zo stránok http://
sourceforge.net/project/showfiles.php?group_id=22870&package_id=16937 vo ver-
zii 1.0, prípadne nainštalovať z CD z adresára OpenCV. Potom je potrebné postupovať
v inštalácii podľa [8].
C.2 Preloženie aplikácie
Skopírujeme adresár Source z CD. Potom v ňom otvoríme súbor computervision.sln
vo Visual Studiu a preložíme ho pomocou klávesy F7. V adresári debug sa nám objaví
preložený súbor computervision.exe.
C.3 Spúšťanie aplikácie
Pokiaľ chceme pracovať s testovacími snímkami, je potrebné ich nahrať z adresára TestVideo
do miesta, kde je preložený binárny súbor. Aplikácii treba zadať pri spúšťaní parametre,
podľa ktorých jej určíme zdroj obrazu a metódu, ktorú chceme aplikovať. Ako sa zadávajú
parametre zistíme, keď spustíme aplikáciu s parametrom -h, čím sa nám spustí užívateľský
návod. Nasledujúce dva príklady ukazujú spustenie aplikácie :
computervision.exe -avi test1.avi -diffcumul
computervision.exe -cam -diff
C.4 Ovládanie aplikácie
Pri spustení aplikácie s metódami rozdielových snímkov (parametre -diff a -diffcumul),
je možné nastavovať prah segmentácie v okne s prehrávaným videom a počet iterácii, ktoré
sa vykonávajú pri dilatácii. Klávesou ’t’ je možné zobraziť trasu zachyteného pohybu.
Pri spustení aplikácie s metódou optického toku (parameter -optflow) je možné kliknúť
ľavým tlačidlom myši ľubovoľne v okne, kde dochádza k prehrávaniu videa. Pre vymazanie
bodov slúži klávesa ’r’.
Ukončiť aplikáciu je možné kedykoľvek klávesou ’ESC’.
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