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Abstract. We present a proposal for automation of concept maps comparison for different applications, for instance, as a support 
for the teacher in the task of learning assessment. Graph matching is suitable to model the comparison of objects which can be 
represented by graphs. The approach is based on a Combinatorial Optimization formulation for graph matching and algorithms 
for its resolution. This work intends to adapt it for use in the recovery of intelligent information, namely, the comparison of 
concept maps in representation of knowledge, as well as investigate the use of heuristic algorithms for its resolution. 
1  Introduction 
Concept Maps (Novak, 1998; Novak & Cañas, 2006) have been used as a tool to support the representation of 
knowledge. With them, it is possible to show, organize and represent knowledge about a particular subject 
(Araújo et al., 2002). Concept maps have been used by students to describe their understanding of a particular 
piece of reality. In the learning process, in examining concept maps constructed by apprentices, it is possible to 
identify what has been learned and the difficulties encountered, or even find concepts which are not yet 
understood and, therefore, need to be better dealt with. This analysis, however, can be very costly when it is 
necessary to review the various maps constructed by several apprentices on the same subject. The automatic 
identification of similarities between different maps becomes valuable in the activities of the teacher. In this task 
the computer can be placed as a major ally of the teacher, automating the identification of important aspects of 
the maps constructed. 
We present a proposal for automation of concept maps comparison for different applications, for instance, 
as a support for the teacher in the task of learning assessment. The approach is based on a Combinatorial 
Optimization formulation for graph matching and algorithms for its resolution, proposed in (Boeres, 2002; 
Sarmento, 2005). In the next sections are presented briefly, a general proposal for concept maps comparison and 
its motivation (Section 2). The graph matching problem is discussed in Section 3 and an instance of the proposal 
using graph matching is presented in Section 4. Section 5 shows tools to construct data input for this problem, 
the algorithm used for its resolution and computational results. Conclusions and future work are in Section 6. 
2  Comparing concept maps 
Concept maps (Novak & Cañas, 2006) can be used to support knowledge representation and organization. 
According to Piaget, a concept results from a change in a scheme of action, in a process of endless juxtaposition 
of attributes by successive adjustments caused by disequilibrium (or imbalances) in the systems of signification 
of the subject. Thus, the words we put in the boxes of the maps (usually a noun) are not necessarily, in the view 
of the subject, the concepts. Even though such words may represent them, they are in fact delimited by the 
relationships created in the exercise of allocating meanings that are only achieved by the interaction of the 
subject with objects, in certain contexts. Therefore, it is opposed to the vision of a sequential and hierarchical 
mental structure built during a learning process (Fagundes, Dutra & Cañas, 2004).  Safayeni also advocates that 
the cyclical concept maps, that is, not hierarchical maps, can be more effective for a more dynamic knowledge 
representation, allowing a greater possibility of a concept map configurations, both in its topology as in its type 
of connecting sentences (Safayeni et al, 2003). The addition of these two concepts is the notion of concept maps 
adopted in this article. 
Concept maps are popular today and they are used to support different activities where knowledge needs to 
be organized and represented (Gava et al., 2003), notably in education (Dutra et al., 2004). In human activities 
we are taken by the curiosity to know their similarities and/or differences, and also to compare them. But, in 
addition to satisfy our curiosity, the comparison of concept maps may have other uses, as we can see in the 
following examples: 
• A teacher asks his students to build, individually, concept maps on a particular issue and compare them
to identify existing differences and similarities; 
•  A knowledge engineer calls for different experts to build concept maps describing the knowledge they 
have on a particular subject, such as "Mars". The comparison between them will allow to obtain a more 
precise description of the subject in question;  
•  Different texts can be described by means of concept maps. The comparison between these maps will 
allow knowing the degree of similarity between the different texts. 
 
We can mention a simpler problem: given two concept maps, CM1 and CM2, what are the similarities 
between them? The treatment of the problem would be considerably simplified if the two maps were constructed 
using the same vocabulary and naming the concepts and relationships in a non-ambiguous way. We could make 
a comparison of the two maps and count the number of overlapping concepts, the number of concepts that 
appear in CM1 and do not appear in CM2, and vice-versa. Similarly, we can proceed with the relationships. Yet 
some major questions now arise: (1) the position of the concepts and relations in the figures used to describe the 
maps (layout), and (2) lack of uniform nomenclature to define the concepts and relationships presented in the 
maps. 
2.1  Using graphs to compare concept maps 
In addition to its pictorial representation, a concept map has an underlying structure of connections between 
their concepts. Because of this, equivalence between concept maps and a mathematical structure called graph 
can be established. It is important to note that, by establishing this equivalence, the existing knowledge on 
graphs can be applied to compare concept maps. Our strategy is to address the problem of comparing concept 
maps to a known problem in graph theory literature: the graph matching problem. In Figure 1, two different 
graphical representations for a concept map with the same concept relationships are presented. It can be 
observed that concepts of the same nature are related in the same way in both, even if it is not evident from the 
graphical representations. For instance, the relations whale may be animal, from one of the maps and whale may 
be creature, of the other, have similar meaning. These similarities can be also observed for the concepts and the 
other relationships established in both maps. Similarly we can find maps where the description of the 
relationships between two concepts is made by different sentences. It is also possible that a map has less 
relationships that another map. 
 
 
 
 
 
 
 
 
 
Figure 1. Two different graphical representations for the same concept map. 
A graph G = (V, E) is defined as a pair of a set of vertices (or nodes) V and a set of edges E. The edges 
represent relationships between the vertices. They can be oriented or not, depending on the nature of relations 
represented. An attributed graph can have labels representing attributes to its nodes and edges, depending on the 
context of the problem modeled (Berge, 1983). 
 
A concept map can be defined as an attributed graph G = (V, E) where the V set contains the nodes labeled 
by concepts and the E set contains the edges that represent every relationship between two concepts. The edges 
attributes can be words or phrases used to describe the relations between concepts. And, as the concept maps 
discussed in this work can be constructed with free vocabulary, different map constructors can use different 
words or phrases for a same concept and/or relationship. For example, in a statement talking about housing 
problems, a user can choose the word "house" and another, the word "dwelling" to talk about the same concept 
(housing). Thus, given two concept maps CM1 and CM2, the basic problem is to find a concept e’ or a relation 
r’ in CM2 that most closely matches a concept e or a relation r in CM1. This problem will be treated in this 
work using graph matching (Section 3).  
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The approach proposed in this work considers the comparison of two concept maps represented by 
attributed graphs. The maps comparison is performed using graph matching.  For this, a semantic comparator is 
used to calculate the similarities among the concepts and relations, represented as attributes of both graphs. 
Thus, a solution to the graph matching problem represents an association between the concept maps compared. 
The whole scheme of this approach is presented in Figure 2.  
 
 
 
 
 
 
 
 
 
Figure 2. Schematic comparison of two maps. 
3  The Graph Matching Problem 
In the literature of graph theory one finds the problem of Graph and Subgraph Isomorphism formulated as a 
decision problem (Berge, 1983), that is, given two graphs, it is intended to identify the complete structure of a 
graph, or just a part of it, in the other graph. Motivated by image recognition applications, the graph matching 
problem is proposed in (Sarmento, 2005) as a combinatorial optimization formulation for the graph 
isomorphism problem (GIP). The GIP goal is to identify similarities between attributed graphs of the same size, 
considering their structures and attributes associated with their nodes and edges. Details of similarity, node to 
node and edge to edge of the two graphs, must be provided. This information can be calculated through metrics 
that consider cognitive data (the attributes associated with the graphs) and they must be stored in two matrices 
of similarity, one of them between nodes and the other between edges of the graphs compared. The formulation 
of the GIP as defined in (Sarmento, 2005) is reproduced below. 
 
Let G1 = (N1, E1) and G2 = (N2, E2) be the compared graphs, with |N1| = |N2| and |E1| = |E2|, and be still 
matrices with dimensions |N1| x |N2| and |E1| x |E2| of values in the range [0, 1], obtained from the graphs 
attributes, that represent respectively, the similarities between the nodes and edges of the two graphs. A solution 
to the GIP is a correlation X, between the nodes of G1 and G2, which maximizes the function 
 with    and 
 
where  is a parameter used to weight each term of  f. The first term on the right side of f represents the average 
contribution of the graph nodes associations for the matching, while the second term represents the average 
contribution of the graph edges associations. The value s
v(i, j) (respectively s
a((i, i'), (j, j'))) is the similarity 
calculated from the attributes of the nodes iN1 and jN2 (respectively the edges (i,i´) E1 and (j,j´)  E2). 
Restrictions have also been defined and imposed on the space of solutions in order to improve the search 
process of the best solution. The definition of these restrictions was based on the identification of characteristics 
of the problem treated and can be found in (Sarmento, 2005).  A GIP feasible solution must satisfy the 
restrictions set imposed to the problem. The GIP formulation described in this section is used in this work to 
model the concept maps comparison problem. 
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4  Comparing concept maps using GIP 
In this work, we address the problem of comparing concept maps to the GIP, described in Section 3. So, in this 
case, we consider that concept maps are treated as the graphs G1 and G2 and aim to find a solution to the GIP 
with the best value for the function f. In other words, we aim to find the solution that best represents the 
similarities of the two maps. We denote this problem as CMGIP. To solve the CMGIP, node and edge similarity 
matrices must be provided for the maps. In this approach, these matrices can be built from semantic algorithms 
as stemming and disambiguation algorithms.  
 
The GIP, in its classical version, is NP (Fortin, 1996; Arvind, 2002). For this reason, approximate and exact 
algorithms are proposed for its solution, in several applications. As an example, in the literature of scene 
recognition based on this problem, there exists for its resolution, heuristic algorithms (genetic algorithms (Cross, 
1997), neural networks (Buchanan & Shortliffe, 1984) and GRASP (Boeres, 2002; Sarmento, 2005)), 
probabilistic methods (Bengoetxea, 2002) as well as exact algorithms based on the branch-and-bound technique 
(Wong et al., 1990). In the approach proposed in this work, several algorithms for GIP resolution are suitable. 
We have adapted the heuristic GRASP proposed in (Boeres, 2002; Sarmento, 2005) for the CMGIP.  
An instance of the approach scheme presented in Figure 2, considering the similarity matrices creation and 
algorithm for the CMGIP resolution, is showed in Figure 3. In this scheme, concepts maps CM1 and CM2 are 
represented as graphs G1 and G2 and their attributes (concepts and relations) are extracted and compared by a 
semantic comparator to construct the node and edge similarity matrices, needed to solve the CMGIP. Finally, a 
GIP algorithm is chosen to obtain a solution to the problem and have the concept maps compared, identifying 
their similarities. 
 
 
 
 
 
 
 
 
Figure 3. An instance of the approach proposed. 
5  An instance of CMGIP 
In order to evaluate the contributions of the approach proposed to the comparison of concept maps, an instance 
of CMGIP is described in this section. For this, in the next two subsections, the matrices creation and a CMGIP 
resolution algorithm are described further. Subsection 5.3 presents the results of the algorithm implementation 
for a specific set of concept maps. 
5.1   Construction of similarity matrices from concepts and relations of two maps 
The comparison of maps via CMGIP assumes the use of similarity matrices whose values are calculated from 
attributes associated to the graphs compared. In this approach, these attributes are concepts (for the nodes) and 
words or phrases, meaning concept relations (for the edges). For the matrices construction, it is necessary to 
quantify these similarities by means of numeric values. For this purpose, natural language processing algorithms 
were chosen: stemming algorithms (Rijsbergen, 1980), disambiguation (Gerrig & Lesk, 1990), and synonyms 
tree search algorithms created from WordNet (Fellbaum, 1998). These algorithms were implemented in this 
work from available versions for use on the Internet. However, they are restricted to the comparison of English 
language strings. Given two strings, these algorithms generate a numerical value (percentage), indicating how 
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much two strings are semantically similar. In order to validate the use of these algorithms, the Microsoft 
Research Paraphrase Corpus tool (Quirk et al., 2004) was used to evaluate the quality of the comparisons made. 
It provides several pairs of sentences in English and their percentage of similarity, defined according to the 
assessment of two human judges. From the 5801 tests made we obtained 3909 hits, or 67% of fidelity in relation 
to the assessment made by the judges. 
5.2  The algorithm GRASP used to solve the CMGIP (GCMGIP) 
The metaheuristic GRASP (Greedy Randomized Adaptive Search Procedure) (Feo & Resende, 1995) is an 
improvement algorithm that generates good solutions (not necessarily the optimal solution) to a problem in a 
fairly processing time. This algorithm has been widely used in the resolution of combinatorial problems. It is an 
iterative algorithm with each iteration consisting of two phases: (1) construction of a feasible solution to the 
problem, and (2) its use as initial solution to a local search procedure. The solutions obtained at each GRASP 
iteration represent the exploitation of the search space by a local search from multiple starting points. The best 
among all the solutions obtained is the response of the algorithm. 
 
The GRASP algorithm used in this work is that presented in (Sarmento, 2005): at each iteration of the 
algorithm, a solution is gradually built by elements chosen among candidates that do not violate the feasibility 
criteria established in GIP by the restrictions set defined. Then, this solution is used as a starting point for local 
search, performed in a neighborhood of solutions derived from the constructed one, from exchanges of 
associations established between nodes of the graphs compared. The parameters of the algorithm are: the graphs, 
the maximum number of iterations and an initial seed for the random number generator, used for the random 
selection of the elements that will compose the solution built. The algorithm ends with the best of the solutions 
obtained, after the execution of the maximum number of iterations. The GRASP algorithm pseudo-code is 
presented in Figure 4. 
 
Input: G1 = (N1,E1), G2 = (N2,E2), Seed, MaxIter 
i = 1 
While i < MaxIter do 
          Solution  = Construction-Procedure (Seed) 
          Solution  = LocalSearch (Solution) 
          i = i + 1 
         UpdateSolution(Solution, BestSolution) 
 End-While 
Output: BestSolution 
Figure 4.  The GRASP algorithm 
 
The input maps are easily represented by attributed graphs of the same size (G1 and G2) and their similarity 
matrices are created using the algorithms mentioned in Section 5.1. Considering the graphs and matrices, the 
GCMGIP algorithm construct an initial feasible solution (Construction Procedure) and starting on it, performs a 
local search in the problem solution space (Local Search), guided by the GIP objective function presented in 
Section 3. It returns the best solution found.  As the GCMGIP is not an exact algorithm, the best solution 
obtained can be not the optimal one.  
  
Maps of different sizes can be easily adapted to this algorithm by completing the lower graph with edges 
and nodes with null similarity values, so that their contribution are not considered in the values of the objective 
function, calculated for the solutions in the algorithm.  
5.3  Experimental Results 
Whereas we are working with heuristic algorithm, and as it is hard to estimate its complexity, we choose to 
make a preliminary performance evaluation in the resolution of specific situations. For the computational tests, 
nine pairs of attributed graphs were built from nine concept maps acquired in the Public CmapServers (Cañas et 
al. 2004). Four groups of these maps were organized for the algorithm executions: (1) The M0 group consists of 
pairs of identical maps, just to validate the algorithm, (2) The M1 group consists of pairs of maps with identical 
graphical representations but with some of the concepts replaced by close meanings or synonyms, (3) the M2 
group consists of pairs of maps with different graphical representations but with similar concepts, and (4) the 
M3 group, consists on the union of M1 and M2 groups, with modifications imposed both on the graphical 
representations and on the concepts attributes of the maps. Even with the modifications imposed on the graphs, 
they should be identified as identical ones, because all pairs of graphs are isomorphic. For instance, Figure 4 
shows an example of the M3 group. The underlying graphs of these concept maps are easily determined: each 
concept is defined to a graph node and each relationship between two concepts is defined to a graph edge. For  
instance, the concept relationship exempli gratia, in the left concept map of Figure 4 is converted to three 
different edges with the same attribute (exempli gratia), in its underlying graph.   
 
   
 
Figure 4.  An instance of the M3 group. 
 
Ten executions of the GCMGIP algorithm were carried out for each pair of maps of the groups M0, M1, M2 
and M3. All tests were performed on an Athlon XP 2000+ computer with 768MB of RAM, operating system 
Windows XP SP2 and running code compiled into C# in Visual Studio 2005. Tables 1, 2 and 3 show the results 
obtained respectively for the groups of examples M1, M2, and M3. In each table, the first column indicates the 
instance reference. In the second column, the values |V|, |E|, |V|´ and |E|´ represent, respectively, the number of 
nodes and edges of the graphs G1 and G2 in each instance and the number of changes imposed on concepts and 
on their relationships. The third column indicates the average similarity percentage (from the ten executions) of 
the compared graphs and the execution time in seconds, obtained by the GCMGIP algorithm.  
 
 
 
Instance 
 
G1 and G2 vertex and 
edge sets sizes and 
number of changes 
 
GCMGIP 
  |V| |E| |V|´ |E|´  (%) Time(s) 
1 14  14  4  9  89.78  0.06 
2 17  18  9  14  76.17  0.08 
3 15  16  5  14  90.51  0.09 
4 27  32  24  28  68.36  0.24 
5 10  10  7  7  80.97  0.05 
6 30  41  23  39  64.36  0.12 
7 28  35  18  22  74.18  0.20 
8 14  15  12  13  70.77  0.08 
9 12  14  10  14  79.12  0.05 
Table 1:  Experimental Results (group M1). 
 
 
 
Instance 
 
G1 and G2 vertex and 
edge sets sizes and 
number of changes 
 
GCMGIP 
  |V| |E| |V|´ |E|´  (%) Time(s) 
1 14  14  0  0  100  0.06 
2  17 18 0  0  91.76  0.09 
3 15  16  0  0  100  0.08 
4 27  32  0  0  100  0.17 
5 10  10  0  0  100  0.05 
6 30  41  0  0  100  0.22 
7 28  35  0  0  100  0.17 
8  14 15 0  0  100  0.06 
9 12  14  0  0  100  0.05 
Table 2: Experimental Results (group M2). 
 
  
 
Instance 
 
G1 and G2 vertex and 
edge sets sizes and 
number of changes 
 
GCMGIP 
  |V| |E| |V|´ |E|´  (%)  Time(s) 
1 14  14  4  9  89.78  0.05 
2 17  18  9  14  82.66  0.08 
3 15  16  5  14  92.51  0.08 
4 27  32  24  28  68.36  0.20 
5 10  10  7  7  80.97  0.05 
6 30  41  23  39  64.36  0.15 
7 28  35  18  22  74.17  0.20 
8 14  15  12  13  70.77  0.06 
9 12  14  10  14  79.12  0.06 
Table 3: Experimental Results (group M3). 
From the information in the tables, it can be observed that the GCMGIP algorithm succeed to identify, in 
average,  89.77% of similarities between the maps compared in a very short execution time for all instances. As 
the concepts and their relationships are unchanged in the M2 group, the GCMGIP presented its best 
performance in this case, succeeding to recognize completely all but one instances. Also, the algorithm 
identified with 100% of similarity, all instances of the M0 group, whose pair of maps are completely identical.  
6  Conclusions and future work  
In this work, concept maps are described as attributed graphs and its comparison was performed using graph 
matching, more specifically, graph isomorphism. For its solution, a heuristic algorithm was used to 
automatically compare the maps and compute their similarities. The experimental results obtained so far 
indicate that the use of automated techniques for the comparison of concept maps is suitable for several 
applications. For instance, it can provide an efficient way of monitoring and evaluation of procedures for 
learning as well as the classification of documents represented by concept maps. 
This proposal is generic and can be applied to concept maps represented in any language. But, as it needs a 
words comparator, a preliminary instantiation of this proposal was implemented to compare concept maps 
described in the English language. The adaptation to any other language depends only on the replacement of the 
module for the comparison of words. 
  
Future works will mainly consist of the validation and subsequent implementation of the described 
techniques in real situations of learning, applying them to concept maps, eventually of different sizes, 
constructed by Computer Science students. Furthermore, we intend to use concept mapping for summarizing 
discussions in thematic forums and also for representing and comparing ontological concepts.  
7  Acknowledgements 
We thank Markku Kari for his assistance during English translation of this manuscript. 
References 
Araújo, A. M. T, Menezes, C. S. and Cury, D. (2002). An Integrated Environment to Support the Evaluation of 
Learning based on concept maps. In: Proceedings of XIII SBIE, São Leopoldo, RS, 127-136. 
Arvind, V., Kurur, P. P. (2002). Graph Isomorphism in SPP. In: Proceedings of the 43
rd Symposium on 
Foundations of Computer Science, 743-750. 
Ausubel, D. (2000). The Acquisition and Retention of Knowledge: A Cognitive View. Kluwer Academic 
Publishers. 
Bengoetxea, E., Larranaga, P., Bloch, I., Perchant, A., Boeres, M.C.S. (2002). Inexact graph matching by means 
of distribution estimation algorithms. Pattern Recognition, 35,2867-2880.  
Berge, C. (1983). Graphs. Prentice-Hall. 
Boeres, M. C. S. (2002). Heuristics for recognition of scenes by correspondence of graphs (in portuguese). PhD 
Thesis Program of Production Engineering (COPPE / UFRJ).  
Buchanan, B. G., Shortliffe, E. H. (1984). Rule-based expert system: the MYCIN experiments of the Stanford 
heuristic programming project. Addison-Wesley. 
Cañas, A. J., Hill, G., Carff, R., Suri, N., Lott, J., Eskridge, T., et al. (2004). CmapTools: A Knowledge 
Modeling and Sharing Environment. In A. J. Cañas, J. D. Novak & F. M. González (Eds.), Concept Maps: 
Theory, Methodology, Technology. Proceedings of the First International Conference on Concept 
Mapping (Vol. I, pp. 125-133). Pamplona, Spain: Universidad Pública de Navarra. 
Cañas, A. J., Ford, K. M., Coffey, J., Reichherzer, T., Carff, R., Shamma, D., & Breedy, M. (2000). 
Herramientas para Construir y Compartir Modelos de Conocimiento basados en Mapas Conceptuales. 
Revista de Informática Educativa, 13(2), 145-158. 
Cross, A.D.J., Wilson, R.C., Hancock, E.R. (1997). Inexact graph matching using genetic search. Pattern 
Recognition, 30 (6), 953-970. 
Dutra, I., Fagundes, L., Cañas, A. J. (2004). Applications of Concept Maps in Education as a MetaCognitive 
Tool. In A. J. Cañas, J. D. Novak & F. M. González (Eds.), Concept Maps: Theory, Methodology, 
Technology. Proceedings of the First International Conference on Concept Mapping (Vol. I). Pamplona, 
Spain: Universidad Pública de Navarra. 
Fagundes, L., Dutra, I. and Cañas, A. J. Concept Maps. In 
http://spider.ufrgs.br:8001/servlet/SBReadResourceServlet?rid=1117550739905_415485498_612. 
Fellbaum, C. (1995). WordNet-An Electronic Lexical Database. MIT Press. 
Feo, T. A., Resende, M. G. C. (1995). Greedy randomized adaptive search procedures. Journal of Global 
Optimization, 6,109-133. 
Fortin, S. (1996). The Graph Isomorphism Problem. Technical report. University of Alberta. 
Gava, T. B. S., Menezes, C. S, Cury, D. (2003) Applying Concept Maps in Education as a Metacognitive Tool.  
Proceedings of the International Conference on Engineering and Computer Education (ICECE-2003), 
Santos, SP., 27-36. 
Gerrig, R. J., Lesk, M. L. (1990). Disambiguation by community membership. Memory and Cognition, 18 (4), 
331-338. 
Marshall, B., Chen, H., Madhusudan, T. (2006). Matching knowledge elements in concept maps using a 
similarity flooding algorithm. Decision Support Systems, 42 (3), 1290-1306. 
Melnik, S., Garcia-Molina, H., Rahm, E. (2002). Similarity flooding: a versatile graph matching algorithm and 
its application to schema matching. Proceedings of the 18th International Conference on Data Engineering 
(ICDE'02), San Jose, CA, 117-128.  
Novak, J. D. (1998) Learning, Creating, and using Knowledge: Concept Maps Facilitative Tools in the Schools 
and Corporations. NJ: Lawrence Erbaum Associates. 
Novak J. D., Cañas, A. J. (2006). The Theory Underlying Concept Maps and How to Construct Them. Technical 
Report IHMC CmapTools 2006-01. Institute for Human and Machine Cognition, Pensacola FL, 32502. 
Novak, J. D., & Gowin, D. B. (1984). Learning How to Learn. New York: Cambridge University Press. 
Quirk, C., Brockett, C., Dolan, W. B. (2004) Monolingual Machine Translation for Paraphrase Generation. 
Conference on Empirical Methods in Natural Language Processing, Barcelona, Spain, 142-149.  
Rijsbergen, J. Van, Robertson, S.E., PORTER, M.F. (1980). New probabilistic models in information retrieval. 
London: British Library. 
Safayeni, F., Derbentseva, N., Cañas, A. J. A Theoretical Note on Concept Maps and the Need for Cyclic 
Concept Maps. Journal of Research in Science Teaching, 42, 7 2005), 741-766. 
Sarmento, R. A., Boeres, M. C. S. (2005). The problem of similarity of graphs and its resolution as a special 
case of the problem of correspondence of graphs through GRASP and genetic algorithms. Proc. of the 
XXXVII SBPO - Simpósio Brasileiro de Pesquisa Operacional, 2005, Gramado -RS. Niterói-RJ: ILTC 
Instituto Dóris Aragon, 1385-1396.  
Takeya, M., Sasaki, H., Nagaoka, K., Yonezawa, N. (2004) The Performance Scoring Method Based On 
Quantitative Comparison of Concept Maps By A Teacher And Students. In A. J. Cañas, J. D. Novak & F. 
M. González (Eds.), Concept Maps: Theory, Methodology, Technology. Proceedings of the First 
International Conference on Concept Mapping (pp. 1-25). Pamplona, Spain: Universidad Pública de 
Navarra. 
Wong, A. K. C., You, M., Chan, S. C. (1990). An Algorithm for Optimal Monomorphism Graph. Proc. of the 
IEEE Transactions Systems, Man and Cybernetics, 20(3), 628-638. 