Abstract-We propose certain discrete parameter variants of well known simulation optimization algorithms. Two of these algorithms are based on the smoothed functional (SF) technique while two others are based on the simultaneous perturbation stochastic approximation (SPSA) method. They differ from each other in the way perturbations are obtained and also the manner in which projections and parameter updates are performed. All our algorithms use two simulations and twotimescale stochastic approximation. As an application setting, we consider the important problem of admission control of packets in communication networks under dependent service times. We consider a discrete time slotted queueing model of the system and consider two different scenarios -one where the service times have a dependence on the system state and the other where they depend on the number of arrivals in a time slot. Under our settings, the simulated objective function appears ill-behaved with multiple local minima and a unique global minimum characterized by a sharp dip in the objective function in a small region of the parameter space. We compare the performance of our algorithms on these settings and observe that the two SF algorithms show the best results overall. In fact, in many cases studied, SF algorithms converge to the global minimum.
I. INTRODUCTION
Simulation based optimization approaches find wide applicability in a variety of diverse disciplines such as neural networks, supply chain management, computer networks etc. Many of these methods use some form of gradient search. In many scenarios studied in the literature, noisy observations of the objective function are assumed available based on which gradient estimates are obtained. In some instances such as the one considered in this paper, the objective function in fact corresponds to a long-run average performance metric. Examples include the problems of admission control or resource allocation in communication networks where the objective (that one wants to minimize) is (say) the mean waiting time in steady state of a customer. It is here that simulation based optimization approaches play a significant role. In [1] , [2] , for objective functions such as above, twotimescale stochastic approximation algorithms are proposed for simulation optimization. The overall idea here is that estimates of the objective function are obtained and aggregated along the faster timescale or step-size schedule India. E-Mail: nh@iitb.ac.in while parameter updates along negative gradient directions are performed along the slower one.
Simulation optimization algorithms based on KieferWolfowitz (K-W) finite difference gradient estimates typically require 2N parallel simulations when the parameter dimension is N . In [14] , a random directions version of K-W gradient estimates was proposed where all parameters are simultaneously perturbed most commonly by using i.i.d. symmetric Bernoulli random variables. This algorithm, also known as the simultaneous perturbation stochastic approximation (SPSA), requires only two function evaluations per iteration irrespective of the parameter dimension N . SPSA has been widely studied in many applications and is seen to perform well in general. Another algorithm based on random perturbations is the smoothed functional algorithm (SFA). Here, one approximates the gradient of the objective function by a convolution of the same with a multivariate normal distribution. By an integration by parts argument, one sees the same as a scaled convolution of the objective function itself with the (above) multivariate normal distribution. This requires only one simulation irrespective of the parameter dimension N . A two-sided estimate of the smoothed functional gradient as in [16] is seen to improve performance. In [2] and [3] , certain two-timescale versions of SPSA and one-simulation SFA, respectively, have been proposed for simulation optimization. More recently, in [6] , more SFA based algorithms have been developed, one of which estimates only the gradient using a two-sided gradient estimate and two others estimate both the gradient and Hessian in a Newton based scheme.
Both SPSA and SFA have been studied most often in the continuous parameter optimization framework. In [10] , [11] , discrete parameter variants of the SPSA algorithm have been proposed. In [4] , an adaptation of two-timescale SPSA for discrete parameter optimization has been considered. The idea here is to form a closed convex hull of the underlying parameter set, perform parameter updates using the twotimescale algorithm in the continuous space formed by the above closed convex hull and obtain the corresponding policy updates by projecting the parameter update to the underlying discrete set. In [5] , another discrete parameter SPSA algorithm is presented. Here, instead of forming a convex hull as above, the parameter itself is projected after each update epoch to the underlying discrete set. Thus the parameter updates are performed here in the discrete space.
In this paper, we develop certain discrete parameter variants of the two-simulation SFA and SPSA algorithms of [6] and [2] respectively. The variants that we propose for ThPI25. 4 1-4244-1498-9/07/$25.00 ©2007 IEEE.
SPSA are similar in nature to the algorithms in [4] and [5] respectively. However, they differ in the manner in which projections are done. We use simple randomizations in policies here in place of direct projections to the discrete set (as in [4] and [5] ) that result in improved performance. As an application setting, we consider the important problem of admission control in communication networks under dependent service times. We consider two different settings here. In the first, the service times depend on the system state while in the second, they depend on the arrival process. We consider a discrete time queueing framework for this purpose. This is quite different from the models considered in [4] and [5] where continuous time queueing framework is used. Moreover, the service times in the above references have been taken to be i.i.d. It is extremely difficult to obtain precise analytical solutions in the case of models that incorporate dependence. Our simulation based optimization methodology helps in obtaining the (locally) optimal parameter values and hence (locally) optimal policies within each specified class. We study experiments using these algorithms and observe that both the SFA based algorithms in fact converge to the globally optimal policy (within the considered class of policies) in many cases while those based on SPSA seem to converge to one of the locally optimal policies (in the above class) in most cases. This could possibly be the result of 'objective function smoothing' when SFA is used and is in agreement with the observations in [16] . We however did not study the performance of SPSA when perturbations other than Bernoulli are used and also when the gain parameter δ (below) is suitably adapted. As explained in [15] , the latter may result in convergence to a global optimum in SPSA algorithms.
The rest of the paper is organized as follows: Section II describes the framework and algorithms. In Section III, we present the problem of admission control under dependent service times that we consider for the purpose of applications. In Section IV, we present our numerical experiments. Finally, concluding remarks are made in Section V.
II. FRAMEWORK AND ALGORITHMS
Consider a Markov process {X θ n } parameterized by θ ∈ D, D ⊂ I N for some fixed N ∈ I + . Here I and I + denote the sets of integers and positive integers respectively. We assume D to be a finite set (which, however, could be large). In particular, for simplicity, we assume that D has the form
given single-stage cost function that we assume is Lipschitz continuous. Our aim is to find a θ * ∈ D such that
Here J(·) denotes the long run average cost. LetD denote the closed convex hull of D. We describe below our algorithms. We denote the parameter updates as θ(n)
T , n ≥ 1. Algorithms SPSA-C and SFA-C (below) perform these updates within the convex setD. For a given θ ∈D, in order to obtain a sample X θ m of the state of the Markov process at an instant m, it was proposed in [4] to first project θ to D. Letθ denote the projected parameter. The above sample would then correspond to Xθ m . (Note that X θ m is not even defined for θ ∈D\D.) We however propose and use an improved procedure based on simple randomizations for the above projections. For any
T ∈ D as the projection of θ on to the set D as follows: Let θ i be such that d
. Then,
Also,
It is intuitively clear (as also experimentally observed by us) that a simple randomization as above would result in an improvement in performance over the projection methods in [4] and [5] . This is because a 'small' increment in the 'right' direction is not ignored when using randomized projections.
On the other hand, one may obtain a big leap in the correct direction with a probability proportional to the size of the increment. Note from the way it is defined that Γ(θ) ∈ D. For Algorithms SPSA-C and SFA-C, for any θ ∈ R N , we also require the projectionΓ(θ)
T to the compact setD (the closed convex hull of D) and is defined in the usual manner. In SPSA-C and SFA-C, the projectionΓ(·) will be used to guide the parameter updates within the setD while Γ(·) will be used to identify the actual parameter value used in a simulation. Algorithms SPSA-D and SFA-D, on the other hand, do not use the projection operatorΓ(·) to the convex hullD but instead use Γ(·) (defined above) and thus directly update the parameter in the discrete space D itself. For all our algorithms, we use two step-size sequences {a(n)} and {b(n)} that satisfy the conditions
A. The SPSA-C Algorithm
T denote the parameter vector after the mth iteration. Let
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Generate two parallel simulations {X
} governed by parameter sequences {θ 1 (m)} and {θ 2 (m)}, respectively. For i = 1, . . . , N , m ≥ 0, we have
C. The SPSA-D and SFA-D Algorithms
These are the same as SPSA-C and SFA-C algorithms above except that in Steps 2 of the above algorithms, one replaces the projection mapΓ with Γ. Thus these algorithms directly update the parameter vector in the discrete space (randomly) D instead of doing so in the convex hullD.
Remark: In both the above algorithms, we observe as with [2] , [4] that an extra averaging of the faster recursion (viz., the one governed by step-size b(m)) over a certain number M of instants, improves performance. We letM = 500 in our experiments. We generate N (0, 1)-distributed random variables in SFA using the standard Box-Muller algorithm.
We do not give the convergence analysis here for lack of space, see [6] for analysis of SFA for the continuous parameter case and [4] - [5] for analysis of discrete parameter SPSA using other (not randomized) projection maps. For continuous parameter optimization, in [8] , performance comparisons between one-timescale SPSA and SFA algorithms are shown. It is observed in [8] that SPSA shows better performance than SFA over an objective function that is reasonably well behaved. For an ill-behaved objective function in a discrete parameter simulation optimization setting as with our experiments, we observe that SFA based algorithms converge more often to the global minimum as compared to SPSA based ones. It is argued in [16] that the SFA algorithm (viz., the continuous parameter version) converges to the globally optimal solution much like simulated annealing because it performs optimization over a smoothed functional and not the original function. The original function may have several local minima and may not be well behaved in general. Our results are in agreement with the observations in [16] .
In the next section, we study applications of the proposed methodology to the important problem of admission control under dependent service times. We consider two different scenarios for service time dependence -in the first, the service times are a given function of the queue length while in the second, they depend on the number of packets that arrive in a given time slot. We consider the problem of admission control in communication networks. Admission control has been widely studied over the past several years, see [7] , [13] , for some representative work. In [5] , a continuous time queueing model in a stochastic setting is considered. Many references in the literature consider service times to be independent. We however consider the case where these depend on the system state or arrival process. Such dependence may arise naturally in many scenarios. For instance, in [9] , a finite buffer queue where service times can take one of two random values depending on whether the queue length is below or above a given threshold is used to model the cell discarding scheme arising for voice traffic in ATM networks. In [12] , the stationary distribution associated with a continuous time multi-class queueing network of single server nodes is obtained where the service of a customer belonging to a class depends not only on queue contents but also on the residual work loads of customers at the node. We however use simulation based optimization techniques for admission control in a dependent queue.
We consider two different settings here. In the first, the service times are a deterministic function of the current queue length, while in the second, they depend in a probabilistic manner on the number of arrivals in a given time slot. We consider threshold type feedback policies in both settings. In particular, we consider a one-level policy structure for the former setting and a four-level structure for the latter. The form of the policy is guided by the underlying Markov process in either case. We compare the performance of SPSA and SFA algorithms in computing an optimal policy within the prescribed class of policies. Our basic model is shown in Fig. 1 . We consider a slotted system here. There is a single node that is fed with packets whose arrivals at each instant are geometrically distributed with some fixed 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 ThPI25.4
parameter p ∈ [0, 1). Both arrival and service times take values from a discrete set. We accept or reject a packet depending on the admission policy under consideration. We now explain the two settings considered here.
A. The One-Level Admission Policy
Here the service time S n at instant n, when the number of packets in queue as seen by an arriving packet is q n , is given by
where B is the buffer size (at the node) that we assume is an even positive integer so that S n is also a positive integer. We consider the following form for the admission policy: At instant n, given L ∈ I + , we have
• if q n ≤ L accept incoming packet, • else reject incoming packet. Thus, the parameter to be optimized corresponds to θ = L. One can see here that {q n } is ergodic Markov for any given θ and thus SFA and SPSA algorithms can be applied.
B. The Four-Level Admission Policy
Let A n denote the number of packets that arrive at the nth instant. The generic service time of a packet served at time n from this batch (of A n packets) is given by
where, L = p 1 − p and U is a random variable that has the distribution U (0, 1). HereL denotes the integer part of the mean number of arrivals in a time slot. The admission policy in this case is as follows: Let X n be a 'scaling' function defined according to
Then, for i = 0, 1, 2, 3,
reject incoming packet. Note that X n plays the role of clustering into four levels, the various values of A n . The admission control policy assigns threshold L i for the ith such level, i = 0, 1, 2, 3.
T . Note that because of the dependence of service times on the arrival process, for any given θ, {(q n , A n )} is now Markov and the above class of policies is meaningful. One may consider any number of levels for the above policies (not necessarily four).
Our objective function appears ill-behaved and seems to have unique global minimum but multiple local minima. Recall that the objective function here corresponds to the long-run average over single-stage costs and thus is not analytically known a priori in many cases even if the single-stage cost has an analytical expression. In the next section, we show a few plots of the objective function estimate obtained via simulation over a large number of runs.
IV. NUMERICAL RESULTS
We show numerical results using our algorithms for the two admission policy settings described in the previous section. We assume a buffer size of B = 100. The cost of acceptance of an arriving packet is the queue length as seen by it. Further, the cost of rejecting a packet is fixed at 75 or three-fourths of the buffer size. The step-sizes {a(n)} and {b(n)} for both algorithms for each of the two settings below are chosen as
respectively, for n ≥ 1 and a(0) = b(0) = 1. The simulated long-run average cost objective of the system when p = 0.3 is plotted in Fig. 2 . Similar plots were obtained for other values of p. Here, for each integer value of L in the range from 1 to 100, the corresponding objective function value was simulated using 5 × 10 5 simulation runs. The above plots exhibit the existence of a global minimum around L = 51. The function falls sharply within a narrow band around the point L = 51 at which global minimum is attained. Also, there seem to be multiple local minima with the function being almost flat in a large portion of the parameter space. We run all four algorithms for a total of 5 × 10 7 simulation runs. We obtain a total of 10 5 parameter updates using both algorithms.
A. The One-Level Policy Setting
The initial value of acceptance policy (L) is set at 75. For the SPSA (resp. SFA) algorithms we set δ = 1.0 (resp. β = 1.0) as the setting parameters. These choices seem to give the best results overall. Using the converged parameter values, we obtain sample trajectories with fifty 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 ThPI25.4 different initial seeds for 10 5 simulation runs. The mean and standard error of the average cost for the above runs for different values of p for the 'C' and 'D' algorithms are shown in Tables I and II . We observe in our experiments that SFA settles to the global minimum in most cases. Note here that in all the entries in Tables I-II, the mean values of SFA algorithms shown are lower (in some cases by a high margin) as compared to the corresponding values for SPSA algorithms. However, in many cases, the standard error in SFA algorithms is much higher as compared to SPSA. This is again because of the nature of the objective function (explained above) with the result that when SFA is used, convergence to the global minimum is achieved with many different starting seeds, while with some other seeds, convergence only to a local minimum is attained. On the other hand, SPSA algorithms do not have a high value of standard deviation as they seem to converge in most cases only to local minima. This also explains the high mean values in the SPSA algorithms as compared to SFA in the entries above. Note that in cases when p ≥ 0.4, the standard error is quite high in SFA algorithms as compared to the same with lower p-values where this difference is less. This is because the difference in costs between the unique global minimum and the other local minima (in the flat region) when p ≥ 0.4 is also much higher than when p < 0. 
B. The Four-Level Policy Setting
Note that since the parameter θ here corresponds to
T , it is not possible to plot the long-run average cost as a function of θ. In order to get an idea, however, we plot here the long-run average cost for only those θ for which
We vary 
L
′ from 1 to 100 and plot the simulated average cost for p = 0.4 in Fig. 4 .
We run all algorithms for 10 8 simulation runs for this setting. We set the initial value of the parameter vector as (50, 50, 50, 50)
T for all algorithms. As before for the SPSA (resp. SFA) algorithms, we set δ = 1.0 (resp. β = 1.0). With the converged values of the parameter updates, for 10 5 iterations, we run simulations with fifty different initial seeds and obtain the mean and standard error of the longrun average cost over these (cf . Tables III-IV) . As with the previous setting, we observe from our experiments that both SFA algorithms show better performance as compared to corresponding SPSA ones as with many initial seeds, SFA algorithms seem to converge to global minimum while SPSA 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 ThPI25.4 ones seem to converge to local minima. As with the previous setting, this is also the reason for the high standard error in SFA algorithms that results due to convergence to a global minimum with some seeds and to one of the local minima with some other seeds. As before, the 'C'-algorithms are seen to show better results as compared to their 'D'-counterparts. In order to validate our observation on high standard error in the above experiments for SFA algorithms, we conducted experiments for the one-parameter setting where the service times are simply selected to be i.i.d. and have the distribution U (0, 1). We observe here that SFA algorithms show better performance in both mean and standard error over SPSA algorithms. We do not show the results of these experiments for lack of space.
V. CONCLUSIONS
We developed four discrete parameter variants of simulation optimization algorithms. Two of these are based on the simultaneous perturbation stochastic approximation (SPSA) method and two others are based on the smoothed functional (SF) technique. These differ in the parameter space in which updates are performed as also the perturbations used viz., Gaussian vrs. Bernoulli. We proposed a different method for projection to the discrete space that is based on a simple randomization and that results in an improved performance. We considered the problem of admission control under dependent service times for two different settings -one where the service times are a function of the system state and the other where they depend on the number of arrivals in a time slot. The objective function was observed to be ill-behaved with multiple local minima and a unique global minimum characterized by a sharp drop in a small region of the parameter space. Our numerical results show that SFA algorithms (based on Gaussian perturbations) converge to the global minimum in many cases. This is in agreement with the observations in [16] for the case of one-timescale continuous parameter optimization using SFA. SFA-C shows the best results overall. Also, as expected, in general the 'C'-algorithms perform better than their 'D'-counterparts. In [6] , certain smoothed functional estimates of the Hessian have recently been developed and used in a Newton based scheme. The discrete parameter variants of these algorithms could also be developed and their performance tested on similar settings.
