The seminal hypotheses proposed over the years for enzymatic catalysis are scrutinized. The historical record is explored from both biochemical and theoretical perspectives. Particular attention is given to the impact of molecular motions within the protein on the enzyme's catalytic properties. A case study for the enzyme dihydrofolate reductase provides evidence for coupled networks of predominantly conserved residues that influence the protein structure and motion. Such coupled networks have important implications for the origin and evolution of enzymes, as well as for protein engineering.
T he fascinating catalytic process executed by enzymes has long remained a mystery. How do enzymes achieve accelerated rates for difficult chemical transformations and exquisite specificity toward substrates distinguished only by their stereochemistry? Here, we review proffered hypotheses, supportive and occasionally counterintuitive experiments, and our current level of understanding or ignorance. As with any summary, the choice of material reflects our own biases, and doubtless other choices might easily have sufficed. In particular, we look at the question of how molecular motions within the protein's structure may influence the enzyme's catalytic properties.
The Historical Record
Biochemical perspective. Much has been written about the historical exploration of enzymatic catalysis. Among the first hypotheses offered are the familiar "lock and key" model (1) , which proposed that the binding of a substrate molecule to the active site on the enzyme results in activation of the substrate (in modern terms, a reactive conformation), and a later modified version in which the "key does not quite fit the lock perfectly but exercises a certain strain on it" (2) (in modern terms, ground-state destabilization). With the advent of transition-state theory, the hypothesis of enzyme-transition-state complementarity (3), which found a preferential binding of the transition state rather than the substrate or product as the source of catalysis, took center stage. This prediction was neatly satisfied by the first enzyme structure solved, that of lysozyme, with the polysaccharide (N-acetylglucosamine) 3 bound at its active site. The structure showed the transition state for glycoside cleavage to be stabilized by the enzyme: The strong electrostatic field of the two carboxylates contributed by Asp 52 and Glu 35 on either side of the active-site cleft are positioned to interact with the developing positive charge on the oxocarbenium ion ( Fig. 1 ) (4) (5) (6) .
The comparison of enzyme-catalyzed and noncatalytic rates has provided an estimate of the degree of enzymatic transition-state stabilization. Careful measurements of the rates for spontaneous hydrolysis of ionized phosphate monoesters and diesters relative to Escherichia coli alkaline phosphatase (7) or staphylococcal nuclease acting on the same substrate reveals that these enzymes enhance the rates of the hydrolysis reaction by 10 15 -fold to 10 17 -fold. These values are at the upper end of rate enhancements [a more extensive tabulation can be found in (8) ] and provide a measure of what is meant by a catalytic process. Applying transition-state theory, the rates have been used to calculate the hypothetical binding of a transition state to its enzyme through the pseudothermodynamic cycle shown in Scheme 1, where K TS ϭ k NON /k cat /K M . The resulting affinities can be astonishingly high (e.g., K TS ϭ 10
Ϫ24
M in the case of the enzymic decarboxylation of orotic acid), but the interpretation of this calculation (9) is subject to a number of uncertainties primarily rooted in the obvious environmental differences between a transition state in an aqueous solvent shell and one surrounded by the amino acid walls of an active-site cavity.
In this picture of catalysis, which takes advantage of thermodynamic state function descriptors of the free energy of activation (10) for the substrate and transition states, enzymic catalytic power will always appear as a result of increased transition-state stabilization (lower free energy) for the enzymic process relative to the reference reaction. How it is parceled among specific forces (11, 12) between the substrate and enzyme, i.e., electrostatic, steric, hydrogen-bonding, or differential solvation effects, is not specified. As a consequence, there has been an increased scrutiny of how the binding interactions arising from favorable and unfavorable noncovalent bonding between the reactants and residues within the active site are translated into catalysis (13) (14) .
Parallel to the appearance of x-ray crystallographic structures of enzymes was the advent of numerous physical organic studies on various model systems that mimicked active-site features (15) . The details of general acid-base and nucleophilic catalysis for acyl transfer reactions and glycoside and acetal hydrolysis highlighted the possibility of stepwise or concerted proton transfers to and from metastable intermediates or transition states with chemical entities such as amines, imidazoles, and carboxylates, which function in the active site. These studies (16, 17) provided fresh insights into the chemical identity of species along the reaction coordinate that link ground and transition states.
Similarly, physical organic experiments in which a given chemical reaction was performed in various solvents, generally ranging (19) (20) (21) . Alternatively, the effect may be described as solvent substitution, with the active-site residues furnishing a polar framework to replace the solvating water molecules (22) . Collectively, these experiments suggest that enzymatic catalysis could be understood in terms of physical organic principles. One striking feature, seen repeatedly, is that the catalytic elements in an active site are precisely positioned for their function. A beautiful, early example is furnished by the enzyme triosephosphate isomerase, which catalyzes the interconversion of glyceraldehyde 3-phosphate and dihydroxyacetone phosphate through a cis enediol intermediate assisted by general acidbase catalysis (Fig. 2) (25) . Extrapolating this to enzymes, many have argued (although the nomenclature and descriptions are not identical) that the preorganization of an enzyme's active site allows the selection of subpopulations of the substrate ensemble that approach the configuration of the relevant transition state and are bound with high affinity (13) . This is achieved through the energy of binding and the imposition of steric and nonbonding interactions within the active-site cavity (26) . Molecular dynamics simulations suggest that this population [sometimes referred to as near-attack conformations or NACs, whose ligand distances/angles are defined for a given system on the basis of its computed transition state (27) ] can be significant, for example, approaching 50% for the configuration of substrate and cofactor at the active site of lactate dehydrogenase. Thus, it is conceivable that many enzyme-substrate (ES) complexes have a fair fraction of their populations close to the transition structure. Other computational studies suggest that steric effects (defined as nonelectrostatic strain) are not the main components of enzyme catalysis, but rather that electrostatic effects are responsible for most of the catalysis (i.e., the enzyme reduces the electrostatic reorganization free energy) (22, 28) . A more general perspective is that a combination of steric and electrostatic interactions work together to align the substrate, cofactor, and catalytic elements of the active site.
To achieve such ES complexes, as well as the precise alignments in the transition state necessary for efficient catalysis, transient reorganizations of the active site or more distal regions of the protein are often required. There are numerous instances of conformation changes in which loop elements (triose phosphate isomerase) or entire domains (RNA polymerase) move for 7 Å or 18 Å to sequester the substrate or to create a tunnel for an extruded polymeric product, preventing its dissociation (29) . Alternatively, the binding of substrate induces an active conformation of the enzyme (induced fit) (30) . These movements probably also act to provide the precise juxtapositioning of substrate and active-site residues. The time scales of various dynamic events that can occur in an enzyme complex are listed in Table 1 . Because of the large number of degrees of freedom in macromolecules that dissipate kinetic energy, a mechanism of machinelike motions to provide energy to mount the catalytic barrier is unlikely. Alternative hypotheses for ways in which motion may aid catalysis will now be discussed.
Theoretical perspective. Let us step back and look at enzymatic catalysis from the theoretical perspective. In general, chemical reactions are adiabatic, nonadiabatic, or in the intermediate regime [terminology defined in (31) ]. The overall rate for an adiabatic chemical reaction in solution or protein may be expressed as the product of an equilibrium transition-state theory rate, which depends exponentially on the activation free-energy barrier, and a transmission coefficient prefactor, which accounts for dynamical recrossings of the barrier (32) . Often the term "dynamical" is reserved for properties influencing the transmission coefficient, which is between zero and unity. Typically, the transmission coefficient does not have a substantial effect on the overall rate for chemical (34) (35) (36) . The basic forms of the adiabatic and nonadiabatic rate expressions are analogous, despite the fundamental differences outlined in (37 ) . Thus, the concepts underlying transition-state theory provide a useful framework for analyzing general enzymatic reactions. Although enzyme systems involve the motions of many atoms, typically the free-energy profile is projected onto a single collective reaction coordinate, and the transition state is identified with the configuration at the top of the free-energy barrier (38) . On the basis of fundamental reaction rate theory, enzymatic catalysis may be analyzed in terms of effects on the free-energy barrier and the transmission coefficient relative to the reaction in solution. Because the transmission coefficient is a prefactor, whereas the free-energy barrier is in the exponential of the overall rate expression, the most important contributions to enzymatic catalysis are expected to arise from the lowering of the free-energy barrier rather than from dynamical effects on the transmission coefficient. Computer simulations have supported this hypothesis and indicate that the reduction of the free-energy barrier by electrostatic effects is a major component of catalysis (39) . The folded enzyme is thought to provide a preorganized polar environment that is already partially oriented to stabilize the transition state (39) .
The catalytic role of enzymatic motions may be analyzed within this fundamental framework. Motions influencing the activation free-energy barrier are thermally averaged, equilibrium properties of the system, whereas motions influencing the transmission coefficient are dynamical properties of the system. Some motions may influence both the activation free-energy barrier and the transmission coefficient. Motions influencing the activation free-energy barrier are expected to have a greater catalytic role than those influencing the transmission coefficient, because the free-energy barrier is in the exponential whereas the transmission coefficient is a prefactor in the rate expression. Numerous computational studies have identified the importance of conformational changes in enzyme reactions (14, (40) (41) (42) (43) (44) (45) (46) (47) (48) (49) (50) (51) (52) (53) (54) (55) (56) (57) . Some of these studies suggest that the binding of the substrate(s) modulates the distribution of conformations (27, 42) , and others suggest that specific modes of the protein are directly coupled to the chemical reaction (49, 51, 58) . Recent theoretical studies indicate that thermally averaged, equilibrium motions representing conformational changes along the collective reaction coordinate play an important role in enzymatic reactions (55, (59) (60) (61) . These motions are averaged over the fast vibrations of the enzyme and occur on the time scale of the catalyzed chemical reaction. They reflect the conformational changes that generate transition-state configurations conducive to the chemical reaction and thereby influence the activation free-energy barrier. Recently, conformational fluctuations of an enzyme active site occurring on the time scale of substrate turnover (i.e., hundreds of microseconds) have been identified with nuclear magnetic resonance (NMR) relaxation experiments (62) .
Chemical reactions involving the transfer of light particles such as electrons and hydrogen nuclei may occur through quantum mechanical tunneling. There are many examples of enzyme-catalyzed processes of this type (59) (60) (61) (63) (64) (65) (66) (67) (68) (69) (70) . According to Marcus theory (71), the collective reaction coordinate for electron transfer is comprised of the nuclear motions that influence the relative stabilities of the two charge-transfer states. Electron tunneling can occur when fluctuations of the nuclei lead to a configuration for which the two states are degenerate. The analogous mechanism has been proposed for hydrogen transfer, including proton and hydride transfer, as shown in Fig. 4 (14, 35, (72) (73) (74) . In this case, the transferring hydrogen nucleus is viewed as a quantum mechanical wave function, and the collective reaction coordinate is comprised of motions of the heavy nuclei (75) . The probability of hydrogen tunneling depends on the width and height of the hydrogen-transfer barrier, as determined by the configuration of the heavy atoms. A transition state for tunneling reactions can be defined to be the configuration at the top of the free-energy barrier along the collective reaction coordinate discussed in (38) (i.e., the heavy-atom configuration at which the two diabatic quantum states are degenerate, Z † in Fig. 4) . The rates for quantum mechanical tunneling reactions can be determined with the rate expressions mentioned above (37, 76) . In general, nuclear quantum effects may influence both the free-energy barrier and the barrier recrossings in hydrogen-transfer reactions (64, 76) .
Enzyme motion for reactions involving quantum mechanical tunneling has been discussed in terms of two distinct types of effects (66 ) . First, the motion can alter the probability of achieving configurations with degenerate quantum states and, second, the motion can alter the probability of tunneling at this degenerate configuration (77 ) . A number of researchers have discussed the importance of the second type of motion in electron and hydrogen-transfer reactions (66, 68, 69, 78, 79) . These types of enzyme motions directly modulate the tunneling barrier, typically increasing the rate by decreasing the width and height of the barrier along the tunneling coordinate. Several terms have been used to describe this phenomenon, including "vibrationally enhanced tunneling" (78) , "rate-promoting vibrations" (69) , and "gating" (66 ) . These types of motions are subpicosecond vibrations and hence are much faster than the chemical turnover of the enzyme reaction. Although the subpicosecond gating vibrations are critical for the modulation of the tunneling barrier, the equilibrium conformational changes along the collective reaction coordinate (i.e., the progression from Z R to Z † in Fig. 4 ) are thought to be rate-limiting (69). The dominant gating mode for a hydrogen-transfer reaction corresponds to the hydrogen donor-acceptor motion (35, 66, 73) , which may influence both the activation freeenergy barrier and the prefactor in the rate expressions (37, 80) . The underlying principles of the quantum mechanical tunneling process are the same in solution and enzymes, and quantification of the catalytic role of tunneling and gating vibrations is difficult (39) . Further studies are required to quantify the catalytic role of tunneling and gating modes in enzymatic reactions.
A Case History
Dihydrofolate reductase (DHFR) catalyzes the reduction of 7,8-dihydrofolate (H 2 F) to 5,6,7,8-tetrahydrofolate (H 4 F) through a stereospecific transfer of the pro-R hydrogen from the cofactor nicotinamide adenine dinucleotide phosphate (NADPH) to C6 of the pterin nucleus with concurrent protonation at the N5 position ( Fig.  5 ) (81) . Because of its importance in the maintenance of intracellular levels of H 4 F, which in turn is required for the biosynthesis of purines, pyrimidines, and several amino acids, the enzyme has been the target of important antineoplastic and antimicrobial drugs. Consequently, DHFR has been extensively studied with a wide range of methodologies.
Particularly pertinent to our discussion is the elucidation of the kinetic scheme for DHFR through presteady-state and steady-state kinetic analysis and of its structural features (in the presence and absence of ligands) through x-ray crystallography (82, 83) . The kinetic scheme shown in Fig. 6 Fig. 7 , that provides a preorganized structure that juxtaposes the substrate and coenzyme in an orientation conducive to reaction (84) .
NMR relaxation experiments measuring the frequency and amplitude of amide backbone motions for the enzyme with bound folate, where the Met 20 loop occludes the NADP ϩ binding site as expected for a product conformation, found four notable regions of enhanced flexibility: the Met 20 loop (residues 16 to 22), the adenosine binding loop (residues 67 to 69), the hinge regions (residues 38 and 88), and the ␤F-␤G loop (residues 119 to 123) (85) . Subsequent studies on surrogate substrate and product ternary complexes showed that, for example, in the DHFR⅐NADP ϩ folate complex (a representative of the Michaelis complex with the Met 20 loop in a closed conformation) the nanosecond-picosecond scale backbone dynamics within these regions are attenuated, consistent with the structural consequences of ligand binding. The identification by NMR of key residues-both proximal and distal to the active site-that are highly motional and furthermore that are conserved across 36 diverse species of DHFR from E. coli to human, suggested the key participation of these residues in the catalytic cycle (86) . Particularly intriguing is how residues not in direct contact with, nor apparently capable of sufficient conformational movement to achieve contact with, active-site ligands are able to influence catalysis (60) . Recent single-molecule experiments have also indicated the importance of protein conformational changes, particularly the motion of the Met 20 loop (87) . Extensive studies of site-directed mutants have substantiated the importance of many of these conserved residues distributed throughout the protein. For example, substitution of Gly 121 in the ␤F-␤G loop with valine decreases the rate of hydride transfer by a factor of 200; mutagenesis of the highly conserved Met 42 to Phe reduces this rate by a factor of 1.5, but in combination with a second mutation at Gly 121 (M42F, G121A) slows the rate of the hydride transfer step by a factor of 20 more than expected if the individual effects on the rate were additive (88, 89) . One may argue, of course, that the decrease in enzyme Fig. 5 . The reaction catalyzed by DHFR. The reactant substrate is H 2 F (dihydrofolate), the product substrate is H 4 F (tetrahydrofolate), and the cofactor is NADPH/NADP ϩ (nicotinamide adenine dinucleotide phosphate). Fig. 6 . The pH-independent kinetic scheme for DHFR catalysis at 25°C. E, DHFR; NH, NADPH; N ϩ , NADP ϩ ; H 2 F, dihydrofolate; and H 4 F, tetrahydrofolate (10) . The preferred pathway during multiple turnovers is shown in red. activity is the result of subtle perturbations in the enzyme's structure not readily measured by conventional structure analysis (single-site mutations are generally localized in their perturbation of protein structure to the point of the amino acid substitution) (89) . If so, one is still left with the question as to how the effect is transmitted over distances approaching 20 Å for DHFR.
We turned to theory to address these issues. Classical molecular dynamics simulations for up to 10 ns on various DHFR complexes provided residue-residue-based maps of correlated motions in the backbone. These maps indicated strong correlated and anticorrelated motions involving spatially distinct regions, many of which were in the same regions of the protein identified in the dynamic NMR measurements. These correlations were found in the reactant but not in the product ternary complexes. Moreover, these regions generally encompassed the proximal and distal residues whose substitution led to debilitating changes in the hydride transfer rate (47) . When combined with the genomic sequence conservation data (60), a conserved set of residues emerged that may act to facilitate hydride transfer.
Hybrid quantum-classical molecular dynamics simulations of the hydride transfer reaction catalyzed by DHFR have provided further information about enzyme motion in DHFR (60, 61) . These hybrid simulations were used to identify thermally averaged motions that influence the activation free-energy barrier and dynamical motions that influence the barrier recrossings. For reasons discussed above, the thermally averaged motions influencing the activation free-energy barrier are expected to have a greater impact on enzymatic activity than do the dynamical motions influencing the barrier recrossings. These thermal motions are averaged over the fast vibrations and reflect conformational changes occurring along the collective reaction coordinate on the time scale of the catalyzed chemical reaction (i.e., the reorganization of the enzymatic environment leading to configurations with degenerate hydride transfer quantum states, from Z R to Z † in Fig. 4 ). The hybrid simulations provide evidence for a network of coupled promoting motions extending throughout the protein and ligands (Fig. 8) , where promoting motions refer to equilibrium, thermally averaged conformational changes along the collective reaction coordinate leading to configurations conducive to the reaction (90) . Hybrid simulations of the G121V mutant discussed above are consistent with the experimental rate measurements and suggest that the mutation may modify the network of coupled motions through structural perturbations, thereby increasing the free-energy barrier and decreasing the reaction rate (91) . The equilibrium molecular motions in this network are not dynamically coupled to the chemical transformation of the substrate and cofactor, but rather give rise to conformations of the ternary complex in which the hydride transfer reaction is facilitated because of short transfer distances, suitable orientation of substrate and cofactor, energetic matching of diabatic charge-transfer states, and a favorable electrostatic environment for charge transfer. A recent study (92) on DHFR using different computational methods has generated qualitatively similar results.
Implications
One may, of course, immediately question whether the coupled network of our case history can be generalized. With the advent of genomic sequencing and rapid structure determination, the outlines of the "protein universe" (in terms of sequence space, infinite, in terms of protein folds, ϳ650 to ϳ10,000) have become visible. Classifying proteins into families (93) (significant sequence similarity and conservation of function) and superfamilies (reduced sequence similarity but recognizable, conserved motifs and conservation of function) found the majority distributed unevenly over ϳ1000 folds (94) (95) (96) . Although the chemical reactions catalyzed by enzymes in superfamilies may differ, they generally retain a common mechanistic element manifest in a reaction-intermediate or key transition state (97, 98) .
In the analyses of superfamilies constructed from a common fold, one generally finds absolutely conserved functional residues situated within a superimposable topological framework. One may ask whether there is also residue conservation in other elements of the secondary structure for family proteins. Within families, indeed, persistently conserved positions are found. With correlated mutation analyses, functionally (99, 100) important residues may be extracted. In many cases, the conservation (101) of the location of the residue appears more important than residue type at a particular position. Although these amino acids may be important in the maintenance of structure, their roles may also include participation in a regulatory mechanism involving the binding of modifiers and the transmission of the effect to the active site (102) . We would add to that list their participation in a coupled network for optimal catalytic efficiency.
Correlated networks have been found in globins involved in heme binding and in the ␣/␤ subunit interface linked to the cooperativity of the globins; in serine esterases, including the active-site residues, calcium binding site, and in linking this latter site to other regions of the protein; and in G proteincoupled receptor proteins linking guanosine triphosphate binding to signaling switch regions. Correlation analysis on DHFR finds conserved residues, among others, that link the ␤F-␤G loop region and NADPH binding site despite the divergence in sequence to less than 30% identity (103) .
Confounding these analyses, however, are more examples of related enzymes in which different functional groups, unconserved with respect to position in the primary sequence, provide an alternative solution to catalyzing a given reaction. Examples include the enolase/ mandelate pair, where the locus of a key lysine has been altered, and the DD-peptidase/ ␤-lactamase pair, where the acid-base catalysts are donated by differing secondary structures elements.
This active-site plasticity has been exploited in rational strategies to reshape enzyme specificities where often single substitutions change a substrate specificity. Linoleate 13-lipoxygenase, for example, is changed to a 9-lipoxygenating species by a His 608 Val mutation that demasks a positive charge at the bottom of the active site and changes the orientation of the fatty-acid substrate (104) . In a more extreme example, a stretch of 13 amino acids within the active site of Thermus aquaticus DNA polymerase 1 was extensively randomly mutated, giving rise to a library of ϳ8,000 active mutants. Several mutants show polymerase activity higher than that of wild-type enzyme (105) , and others have the ability to incorporate (107) .
A similar lesson is taught repeatedly by natural evolution. For example, methionyl amino peptidase, which catalyzes the removal of the amino-terminal leader methionine residue from polypeptides, and creatinase, which promotes the hydrolysis of creatine to sarcosine and ammonia, apparently diverged from a common ancestor and represent an unusual case in which specificity and catalytic mechanism differ (the peptidase uses a metal ion; the hydrolase does not). The common core of the homologous (108) fold consists of ϳ180 structurally equivalent and 39 identical sites.
We propose that in all these cases there is retention of key coupled networks whose role among others is to provide a framework for maintaining catalytic optimal activity. Active-site residue redundancy as well as plasticity then can be accommodated. Violation of such networks by mutagenesis would act to diminish catalytic activity, even if the fold were preserved. One may speculate that the failure to reshape trypsin into chymotrypsin may stem from that type of violation (109) . On the other hand, the success of domain swapping to create chimeric restriction enzymes (various DNA binding motifs fused to a DNA cleavage domain) and of shuffling amino acid sequences of high homology to form enzyme hybrids may reflect intact transfer of protein sequences for recreation of such a coupled network (110, 111) . The concept of coupled networks also has been applied to the origin and evolution of enzymes in metabolic pathways, where analysis of genomic sequence finds block sequence conservation that occurs in enzymes sharing similar substrate structures (adjacent or less than three steps distant) in metabolic pathways (112) .
Conclusion
The exploration for links between protein structure, movement, and catalysis will be expanded by the advent of new methods. We anticipate additional examples of enzymes for which motion is important and other cases for which it is not. Particularly attractive are techniques that permit the observation of single molecules on the same millisecond-to-second time scale on which enzymatic reactions normally occur. Such kinetics provide data for conformational changes during enzymatic turnover that may be masked in ensemble-averaged studies (87, 113) . Ensemble studies featuring isotopic editing of specific regions of the protein coupled with temperature jump relaxation also show considerable promise in detecting motions of mobile loops and active-site residues important to catalysis (114) . Similarly, the extensive isotopic labeling of the substrate coupled with kinetic isotope effect analysis can provide structural information for reaction coordinate motions from the vantage point of the substrate (63, 115) . Isotopic editing, of course, remains the basis of Raman, infrared, and NMR studies of protein dynamics. High-resolution x-ray crystallographic structures mapping progressive conformational changes in a multistep reaction sequence can now be rapidly solved (116) . In addition, the continued development of more sophisticated theoretical and computational tools will enable more definitive calculations on enzymatic processes. The symbiotic marriage of experiment and theory is vital for the elucidation of a complete picture of enzyme catalysis.
