Activation Functions are crucial parts of the Deep Learning Artificial Neural Networks. From the Biological point of view, a neuron is just a node with many inputs and one output. A neural network consists of many interconnected neurons. It is a "simple" device that receives data at the input and provides a response.
A neuron is just a node with many inputs and one output. A neural network consists of many interconnected neurons. It is a "simple" device that receives data at the input and provides a response. First, the neural network learns to correlate incoming and out coming signals with each other -this is called learning.
The function of neurons is to process and transmit information; the neuron is the basic unit in the nervous system. In a simple animal nucleus system, it contains like 302 neurons which allow them to take information in from their surroundings and respond to that information.
The human neuron from Biological perspectives was defined by Carly Vandergriendt (2018) as nerve cells, send and receive signals from your brain. However, they have a lot in common with other types of cells; of course, they are structurally and functionally unique. Specialized projections called axons allow neurons to transmit electrical and chemical signals to other cells. Neurons can also receive these signals via rootlike extensions known as dendrites. Carly Vandergriendt stated the human brain at birth consists of an estimated 100 billion Neurons.
Neurons never reproduced or regenerated but they are only replaced once they die. The parts of Neurons vary in size, shape, and structure depending on their role and location. However, nearly all neurons have three essential parts: a cell body, an axon, and dendrites.
There are three basic functions of neuron as follows:
• Receive signals (or information);
• Integrate incoming signals (to determine whether or not the information should be passed along); and,
• Communicate signals to target cells (other neurons or muscles or glands).
These neuronal functions are reflected in the anatomy of the neuron.
Humans have a hundred billion (100, 000, 000, 000) neurons in our body system, most of those centered in the central nervous system in the brain and the spinal cord. The basic unit of our nervous system is the same; it is a neuron. A body communicates with itself both electrically and chemically. Your nervous system, which includes the brain, spinal cord, and all the nerves, will use electrical and chemical messages to allow you to move, smell, see, feel pain and think. The nervous system is an internal communication system; the main cell of the nervous system is the NEURON. The Neuron transmits nerve impulses, which are electrical signals, and then sends chemicals to the next neuron across a very small gap between them.
The typical neuron has the SAME basic features. The cell body contains the nucleus and many organelles. Dendrites pick up signals from their environment or other neurons, a signal will travel from the Dendrites to the Axon which carries the impulse to the axon terminal, the carries the signal to end of the axon called the axon terminal, messages are then sent in a form of chemical to the next cell.
Therefore, from the above introduction, the basic idea behind artificial neural networks is the structure of the human brain which was mathematically modeled to enable machines to mimic human intelligence through the interconnected Neurons which activates using activation functions. This means, the functioning of Neuron depends on Activation Function, the process "Dendrites pick up signals from their environment or other neurons, a signal will travel from the Dendrites to the Axon which carries the impulse to the axon terminal, the carries the signal to end of the axon called the axon terminal, messages are then send in a form of chemical to the next cell" would not achieved if there does exist a non-linear Activation Function (heart of Neuron). Also, it means for the Neuron to work ROBUSTLY, must have a robust Activation Function. Jamilu (2019) stated that a robust Activation Function shall be EMANATED from AI-ML-Purified Data Set and satisfy Jameel's ANNAF Stochastic and or Deterministic Criterion.
From the available literature, there is no rule of thumb on the choice of Activation Functions, people try out different things and check the combinations' best performance, and however, the choice of Activation Functions should not be Trial and error. The objective of this paper is to propose instances where Deep Learning Artificial Neural Networks can super-intelligently defeats Human Intelligence. With the aid of robust Activation Functions EMANATED from AI-ML-Purified Data Set satisfy Jameel's ANNAF Stochastic and or Deterministic Criterion, the paper proposed four classes where we can have Super-intelligent Deep Learning Artificial Neural Networks, namely; Stochastic Super-intelligent, Deterministic Super-intelligent and Stochastic-Deterministic 1 st and 2 nd Superintelligent. Also, a Normal Probabilistic-Deterministic case was proposed.
Materials and Methods

Materials
2.1.1Basic Definitions
Linear Function, a linear function is a polynomial of degree one or less, including the zero polynomial. A linear function has the following form: y = f(x) = a + bx. A linear function has one independent variable and one dependent variable. The independent variable is x and the dependent variable is y. a is the constant term or the y intercept. It is the value of the dependent variable when x = 0. b is the coefficient of the independent variable. It is also known as the slope and gives the rate of change of the dependent variable.
Systems of Non-Linear Equations, a system of equations where at least one equation is not linear is called a nonlinear system.
A Nonlinear System is a system in which the change of the output is not proportional to the change of the input. Nonlinear dynamical systems, describing changes in variables over time, may appear chaotic, unpredictable, or counterintuitive, contrasting with much simpler linear systems.. Typically, the behavior of a nonlinear system is described by a nonlinear system of equations.
Differentiable Function, a differentiable function of one real variable is a function whose derivative exists at each point in its domain.
Types of neurons
Neurons vary in structure, function, and genetic makeup. Given the sheer number of neurons, there are thousands of different types, much like there are thousands of species of living organisms on Earth. In terms of function, scientists classify neurons into three broad types: sensory, motor, and interneurons.
Sensory neurons
Sensory neurons help humans to perceive taste, smell, hear, see, and feel things around. Sensory neurons are triggered by physical and chemical inputs from your environment. Sound, touch, heat, and light are physical inputs. Smell and taste are chemical inputs.
Motor neurons
Motor neurons play a role in movement, including voluntary and involuntary movements. These neurons allow the brain and spinal cord to communicate with muscles, organs, and glands all over the body.There are two types of motor neurons: lower and upper. Lower motor neurons carry signals from the spinal cord to the smooth muscles and the skeletal muscles. Upper motor neurons carry signals between your brain and spinal cord.
Interneurons
Interneurons are neural intermediaries found in your brain and spinal cord. They're the most common type of neuron. They pass signals from sensory neurons and other interneurons to motor neurons and other interneurons. Often, they form complex circuits that help you to react to external stimuli.
How Neuron works in a Body System
The cell body has a nucleus, structures arises from cell body call Dendrites, a long fiber extending from the cell body is called Axon, some small branches at the end of axon are called Nerves Endings or Axon Terminals. Nerves help us in information passing from eye to brain in the form of electric impulse from part to another part of our body system. The Dendrites of the Neuron receive the information; the Axon passes the information to the next neurons. When the Dendrites the Neurons received the information, they start a chemical reaction that generates an electric impulse, this electric impulse travel from travels from the Dendrite through the Cell Body along the Axon and finally reaches the Nerves Endings.
The Nerves Endings are not directly connected to the other Neuron because there is some gap between one Nerve Ending of Neuron and Dendritic Tip of the next Neuron, this gap is called Gap/Synapse, now if the neurons are not connected then how the electric impulses pass from one neuron to another neuron, at the end of the axon the electrical impulse triggers the release of some chemicals, that means the electric impulses is converted to some chemicals, these chemicals (signals) crosses the gap to reach the Dendrites of the next Neuron then there will create similar electric impulse, when these chemicals reach the Dendrites of the next Neuron, a similar electric impulse will be created, these electrical passes from the Dendrites to the Axon and again is travel through all the axons and finally reaches the nerves endings. Finally, at the end, the Neurons is connected to the Target Cells by Synapse.
Methods
Biological versus Mathematical Representations of a Single Neuron
• The current set of Activation Functions is combination of Stochastic and Deterministic Functions (please, see https://en.wikipedia.org/wiki/Activation_function). • The Neuron receives and transmits information and passes it to the next neuron. The information is a function contains linear, non-linear and probabilistic relationships. • Thus, with (1) and (2) (1) They EMANATED from the referenced AL-ML-Purified Date Set and satisfied AI-ML-Jameel's Stochastic and or Deterministic Criterion;
(2) They have a very strong (if not perfect) CORRELATION with the referenced AI-ML-Purified Data Set. A link between the Data Set and Activation Functions MUST be strongly established since Artificial Neural network uses past historical data to predict the future of a given task with the aid of machines;
(3) They relate better to the referenced AI-ML-Purified Data Set then the existing Assumed and Trial and error Activation Functions; Therefore, the author proposed that the practice of "TRIAL AND ERROR" choice of Assumed Activation Functions should be abandoned, however, the choice of Activation Functions should follow a "DEFINITE RULES", and thus, the Author proposed "JAMEEL'S ANNAF STOCHASTIC AND DETERMINISTIC CRITERION (2019)" as follows:
Proposed Jameel's ANNAF Stochastic Criterion:
ANNAF means Artificial Neural Network Activation Functions.
Under this criterion, we run the goodness of fits test on our referenced PURIFIED AL-ML-DATA SET such that: i. We accept if the Average of the ranks of Kolmogorov Smirnor, Anderson Darling and Chi-squared is less than or equal to Three (3); ii.
We must choose the fat-tailed Probability Distribution ( ) follows by our referenced PURIFIED AL-ML-DATA SET ITSELF regardless of its Rankings; iii.
If there is tie, we include both the fat-tailed Probability Distributions in the selection; iv.
At least Two (2) fat-tailed Probability Distributions must be included in the selection; v.
We select the most occur Probability Distribution as the qualify candidate in each case of test of goodness of fit on our referenced PURIFIED AL-ML-DATA SET; 
Proposed Jameel's Stochastic Lemma:
All the TOP-RANKED Fat-tailed Monotone Continuously Differentiable Stochastic Functions EMANATED from referenced AI-ML-Purified Data satisfied Proposed Jameel's Stochastic ANNAF Criterion are EXCELLENT STOCHASTIC ACTIVATION FUNCTIONS to perform well-informed Forward and Backward Propagations of an Artificial Neural Network.
Propose Jameel's ANNAF Deterministic Criterion
For a Neural Network that require DETERMINISTIC ACTIVATION FUNCTIONS can satisfy the following proposed criterion:
(i) The function ( ) shall be EMANATED from the referenced AI-ML-Purified Data Set. The essence of the function ( ) to be EMANATED from the referenced AI-ML-Purified Data is to build an incredible and sophisticated Activation Function(s) that has the BEST MATCH AND OR TUNE with the set of referenced AI-ML-Purified Data since neural network is a system made to learn a function from data. The Activation Functions obtained from the referenced AI-ML-Purified Data can be used to build an extra-ordinary Neural Network Artificial Intelligence System that may defeat Human Intelligence if trained well;
(ii) A curve fitting for Best Fitted Deterministic Function shall be carried out, the function ( ) whose: If these failed Discard the 1 st rated function ( ), repeat (1) to (8) until the qualified Deterministic Activation Function is EMANATED from our referenced AI-ML-Purified Data.
NOTE:
Deep Learning Artificial Neural Network's Hidden and output Layers consist of at least one, two or more Best fitted Activation Functions EMANATED from our AI-Data Set, therefore, the RANK: UNITY (ONE) in (i)-(a) and Fattiness Standard Error (i)-(b) of the criterion means when a function whose Real "Rank =1" was chosen and it satisfied (i) to (viii) then the next function on list whose Real "Rank=2" will assume "New Rank=1" and will be tested to satisfy all the eight (8) axioms until we have the required number of BEST (EXCELLENT) Activation Functions needed to carry out our Deep Learning Artificial Neural Network.
Proposed Jameel's Deterministic Lemma:
All the TOP-RANKED Nonlinear Monotonic Continuously Differentiable Deterministic Functions EMANATED from referenced AI-ML-Purified Data satisfied Proposed Jameel's ANNAF Criterion are EXCELLENT DETERMINISTIC ACTIVATION FUNCTIONS to perform well-informed Forward and Backward Propagations of an Artificial Neural Network.
Results
From the available literature, one can only use liner activation function at the output layer, however, apart from that using linear activation function in the hidden layers is composing linear function which is indeed another linear function, unless on other special circumstances.
Depending on the output whether linear or non-linear, one can choose an activation function. It is recommended, if the relationships in the DATA are straight-line relationships, we can use linear Activation function and if the relationships in the DATA are non-linear, we can use non-linear Activation function.
Output Layer
It is expected at the output, all the neurons of the last layer of the hidden layers will pass the information they received to the output layer. Since all the top-rated Activation Functions are used in the Hidden Layers, it means the system is optimized, hence we have two conditions:
(1) We may like to further optimized the information received from the last layer of the Hidden Layers, then in this situation, we can use 1st rated stochastic and 1st rated deterministic Activation Functions satisfied Jameel's ANNAF Criterion for the last two neurons.
(2) We may like to work only with the results of the last layers of the hidden layer thereby normalizing the output, in this situation, we consider the Normal Probability Distribution (or Normal) for stochastic and equivalent non-linear deterministic activation function possesses the same Rank with the Normal Probability Distribution Activation Functions satisfied Jameel's ANNAF-Criterion for the last two neurons.
Proposed Stochastic Superintelligent Artificial Neural Networks
A Deep Learning Neural Networks whose output is Probabilistic is said to be Stochastically Superintelligent if all the Hidden Layers' NEURONS and Output Layer's NEURONS consists of only 1st Rated Probabilistic Activation Function satisfied ANNAF Stochastic Jameel's Criterion as shown below: In this case, one may decide to use Linear Activation Function at the output layer if he/she needed linear output. 
Proposed Normal Deep Learning Artificial Neural Networks
Conclusion
The existing Artificial Intelligence Neural Network structure is a system that has no rule of thumb for the choice of its Activation Functions. The hidden layers and output layer's choice of Activation Functions is by trial and error. According to the available literature, one may use ReLu in both the hidden and output layers or Sigmoid in the hidden and output layers or Sigmoid in the hidden layers and Liner at the output layer or Tanh in the hidden layers and Sigmoid at the output layer and so on. Also, it is noted that the existing ANN structure comprises of the arbitrary choice of combinations of both Probabilistic and Deterministic Activation Functions.
This paper proposed with the help of ANNAF Jameel's Stochastic and Deterministic Criterion, four classes of Superintelligent Artificial Neural Networks since their Activation Functions are EMANATED from the AI-ML-Purified Data Set and their choices follows a particular Rule of Thumb, not trial and error. This was backed by a Scientific Facts presented in the paper.
The future research direction should be able to test the performances of the proposed four superintelligent classes of Artificial Neural Networks.
Furthermore, this research REVEALED that the Advanced Activation Functions satisfied Jameel's ANNAF Stochastic or Deterministic Criterion depends on the REFERENCED PURIFIED AI DATA SET, TIME CHANGE and AREA OF APPLICATION (acronym DTA). This is against the traditional Trial and Error set of assumed Activation Functions, INDEPENDENT of REFERENCED PURIFIED AI DATA SET, TIME CHANGE and AREA OF APPLICATION (DTA).
This paper was SUMMARIZED in the following FIVE (5) Youtube Videos:
(1) https://www.youtube.com/watch?v=nth3cJqgFts&t=5s
(2) https://www.youtube.com/watch?v=lcyR4TCOBFw
(3) https://www.youtube.com/watch?v=15NgJh71KRQ&t=3s
(4) https://www.youtube.com/watch?v=6emMNluHMZg
(5) https://www.youtube.com/watch?v=IlDTNWc7C-8
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