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EFFECTS AS FUNCTIONS ON PROJECTIVE HILBERT SPACE
P. BUSCH AND S.P. GUDDER
Abstract. The set of effect operators in a complex Hilbert space can be in-
jectively embedded into the set of functions from the set of one-dimensional
projections to the real interval [0,1]. Properties of this injection are investi-
gated.
1. Introduction
In his monumental treatise, Foundations of Quantum Mechanics, G. Ludwig
formulates an intriguing characterization of Hilbert space effects: any effect g is
uniquely “determined by the maximal λ for which g ≥ λPϕ for all ϕ” ([1], p. 228).
Here Pϕ denotes the projection onto the subspace spanned by the nonzero vector
ϕ. As far as we can see, he sketches the proof by considering the case of finite rank
effects. Here we provide two distinct proofs for the general case, one more order
theoretic, the other more analytic in flavour and each bringing out different aspects
of this characterization of effects.
2. The Strength of an Effect Along a Ray
Let E(H) be the set of effects on a Hilbert space H, that is, the set of positive
operators dominated by the identity operator I. Throughout the paper, ϕ will
denote a unit vector in H. For E ∈ E(H), ϕ ∈ H with ‖ϕ‖ = 1, let
λ(E,Pϕ) := sup {λ ∈ R : λPϕ ≤ E} . (1)
It is clear that 0 ≤ λ(E,Pϕ) ≤ 1.
We will call λ(E,Pϕ) the strength of E along Pϕ and ΦE := λ(E, ·) the strength
function of E. We should point out that
λ(E,Pϕ) = max {λ ∈ R : λPϕ ≤ E} . (2)
That is, λ(E,Pϕ)Pϕ ≤ E. Indeed, from (1) there exists a sequence λi such that
λiPϕ ≤ E and λi → λ(E,Pϕ). Since λi |(ϕ, ψ)|2 ≤ (Eψ,ψ) for every ψ, we have
λ(E,Pϕ) |(ϕ, ψ)|2 ≤ (Eψ,ψ) for every ψ; so (2) follows.
Lemma 1. For any E ∈ E(H) and unit vector ϕ ∈ H there exists a unit vector
ψ ∈ H and a λ ∈ R such that λPψ ≤ E and λ(Pψϕ, ϕ) = (Eϕ,ϕ).
Proof. If (Eϕ,ϕ) = 0, then λ = 0 satisfies the above conditions so suppose
(Eϕ,ϕ) 6= 0. Let ψ = Eϕ/‖Eϕ‖ and let λ = ‖Eϕ‖2/(Eϕ,ϕ). Then
Pψϕ = (ϕ, ψ)ψ =
(Eϕ,ϕ)
‖Eϕ‖2 Eϕ =
1
λ
Eϕ,
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so that λ(Pψϕ, ϕ) = (Eϕ,ϕ). Since (ψ1, ϕ1) 7→ (Eψ1, ϕ1) is a positive semi-definite
sesquilinear form, it follows from Schwarz’s inequality that
|(Eψ1, ϕ)|2 ≤ (Eψ1, ψ1)(Eϕ,ϕ)
for any ψ1 ∈ H . Hence, for any ψ1 ∈ H we have
λ(Pψψ1, ψ1) = λ|(ψ1, ψ)|2 = λ‖Eϕ‖2 |(Eψ1, ϕ)|
2
=
1
(Eϕ,ϕ)
|(Eψ1, ϕ)|2 ≤ (Eψ1, ψ1).
Thus, λPψ ≤ E. 
Theorem 1. Let E,F ∈ E(H). Then the following are equivalent:
(i) λ(E,Pϕ) ≤ λ(F, Pϕ) for all unit vectors ϕ ∈ H;
(ii) E ≤ F .
Proof. Suppose (i) holds. Let ϕ ∈ H with ‖ϕ‖ = 1. Let ψ and λ satisfy the condi-
tions of Lemma 1. Now λ ≤ λ(E,Pψ) ≤ λ(F, Pψ). Hence, λPψ ≤ λ(F, Pψ)Pψ ≤ F .
It follows that
(Eϕ,ϕ) = λ(Pψϕ, ϕ) ≤ (Fϕ, ϕ).
Thus, E ≤ F . The converse implication is a trivial consequence of the fact that
E ≤ F entails the implication λPϕ ≤ E ⇒ λPϕ ≤ F . 
Thus the map Φ : E 7→ ΦE is an order isomorphism from the set of effects onto the
set of strength functions. This result immediately yields the following.
Corollary 1. For E,F ∈ E(H), if λ(E,Pϕ) = λ(F, Pϕ) for all unit vectors ϕ ∈ H,
then E = F .
Hence the map E 7→ ΦE is injective.
Corollary 2. For any E ∈ E(H) we have E = ∨ {Pϕ ∧ E : ‖ϕ‖ = 1}.
Proof. It is easy to show that Pϕ ∧ E = λ(E,Pϕ)Pϕ. Now Pϕ ∧ E ≤ E for all Pϕ.
Suppose F ∈ E(H) with Pϕ ∧ E ≤ F for all Pϕ. Then λ(E,Pϕ) ≤ λ(F, Pϕ) for all
unit vectors ϕ ∈ H . Applying Theorem 1, we have E ≤ F . 
3. Properties of the Strength Function
An element W ∈ E(H) is a weak atom if for all E ∈ E(H), E ≤ W implies
E = λW for some λ ∈ [0, 1].
Lemma 2. W is a weak atom if and only if W = λPϕ for some λ ∈ [0, 1], ϕ ∈ H.
Proof. If E ≤ λPϕ, then ker(Pϕ) ⊆ ker(E). Hence,
ran(E) ⊆ ker(E)⊥ ⊆ ker(Pϕ)⊥ = ran(Pϕ)
It follows that E = λ1Pϕ for some λ1 ≤ λ so λPϕ is a weak atom. Conversely, let
W 6= 0 be a weak atom. Then by Corollary 2, there exists a λ > 0 and a Pϕ such
that λPϕ ≤W . Hence, λPϕ = λ1W so W = (λ/λ1)Pϕ. 
Denote the set of weak atoms by W(H). The next result follows from Corollary
2.
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Corollary 3. For any E ∈ E(H) we have
E =
∨
{W ∈ W(H) : W ≤ E} .
We have seen that E 7→ ΦE = λ(E, ·) is injective. We now show that Pϕ 7→
λ(·, Pϕ) is injective.
Lemma 3. If λ(E,Pϕ) = λ(E,Pψ) for every E ∈ E(H), then Pϕ = Pψ.
Proof. Since λ(Pψ , Pψ) = 1, we have λ(Pψ , Pϕ) = 1. Hence Pϕ ≤ Pψ and by
symmetry Pψ ≤ Pϕ. 
Let P(H) be the set of projections on H. It is well known that P(H) is the set of
extremal elements of E(H). The next result shows that λ(·, Pϕ) is a characteristic
function on P(H).
Lemma 4. (a) E ∈ P(H) if and only if λ(E,Pϕ) ∈ {0, 1} for all Pϕ.
(b) If P ∈ P(H), then λ(P, Pϕ) = 1 if and only if ϕ ∈ ran(P).
Proof. (a) Suppose E ∈ P(H) and λ(E,Pϕ) 6= 0. Then λPϕ ≤ E for some λ ∈
(0, 1]. Hence, ker(E) ⊆ ker(Pϕ) so ran(Pϕ) ⊆ ran(E). It follows that Pϕ ≤ E so
λ(E,Pϕ) = 1. Conversely, suppose λ(E,Pϕ) ∈ {0, 1} for all Pϕ. Then E ∧ Pϕ ∈
{0, Pϕ} for every Pϕ. By Corollary 2 we have
E =
∨
(E ∧ Pϕ) =
∨
{Pϕ : E ∧ Pϕ = Pϕ} .
But it is well known that the supremum of projections exists and is a projection.
The proof of (b) is obvious. 
The next result shows that λ(·, Pϕ) is homogeneous, concave and superadditive.
Theorem 2. (a) If α ∈ [0, 1], then λ(αE,Pϕ) = αλ(E,Pϕ).
(b) If α ∈ [0, 1], then
λ(αE + (1− α)F, Pϕ) ≥ αλ(E,Pϕ) + (1 − α)λ(F, Pϕ).
(c) If E,F ∈ E(H) with E + F ∈ E(H), then
λ(E + F, Pϕ) ≥ λ(E,Pϕ) + λ(F, Pϕ).
Proof. (a) If α = 0 the result is clear. If α 6= 0, we have
αλ(E,Pϕ) = sup {αλ ∈ R : λPϕ ≤ E}
= sup
{
λ′ ∈ R : λ
′
α
Pϕ ≤ E
}
= sup {λ′ ∈ R : λ′Pϕ ≤ αE} = λ(αE,Pϕ).
(b) Since λ(E,Pϕ)Pϕ ≤ E and λ(F, Pϕ)Pϕ ≤ F , we have
[αλ(E,Pϕ) + (1− α)λ(F, Pϕ)]Pϕ ≤ αE + (1− α)F
and the result follows. The proof of (c) is similar. 
In general, λ(·, Pϕ) is not additive. For example, let P,Q ∈ P(H) with P ⊥ Q
and suppose that ϕ ∈ ran(P +Q) but ϕ /∈ ran(P ), ϕ /∈ ran(Q). Applying Lemma
4 we have
λ(P +Q,Pϕ) = 1 6= 0 = λ(P, Pϕ) + λ(Q,Pϕ).
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We can also use this example to show that λ(·, Pϕ) is not affine. Applying Theorem
2(a)
λ
(
1
2
P +
1
2
Q,Pϕ
)
=
1
2
λ(P +Q,Pϕ) 6= 1
2
λ(P, Pϕ) +
1
2
λ(Q,Pϕ).
It is interesting to study the relation between the spectrum of E, σ(E), and the
set
Λ(E) := {λ(E,Pϕ) : ϕ ∈ H, ‖ϕ‖ = 1}. (3)
It is easy to see that Λ(E) contains the point spectrum σp(E). Indeed, if λ ∈ σp(E)
then Eϕ = λϕ for some ϕ ∈ H with ‖ϕ‖ = 1. Hence, λ = (Eϕ,ϕ). It follows from
the spectral theorem that λPϕ ≤ E. Since λ′Pϕ ≤ E implies that λ′ ≤ (Eϕ,ϕ) = λ
we have that λ = λ(E,Pϕ). We thus obtain the following.
Lemma 5. (a) λ(E,Pϕ) ≤ (ϕ,Eϕ).
(b) If Eϕ = λϕ, ‖ϕ‖ = 1, then λ = λ(E,Pϕ) = (Eϕ,ϕ).
More information on the connection between σ(E) and Λ(E) can be obtained
once the explicit form of the strength function is determined. This will be estab-
lished in the next section.
4. Explicit Form of the Strength Function
Let E ∈ E(H) and X 7→ PE(X) its spectral measure. For ε ∈ (0, 1), we let
Pε := P
E ([ε, 1]) and Eε := EPε. By E
−1/2 we denote the inverse of the injective
map E1/2|H0 , where H0 is the closure of the range of E1/2.
Theorem 3. Let E be an effect, Pϕ a one-dimensional projection. Then
∃λ > 0 : λPϕ ≤ E ⇔ ϕ ∈ ran
(
E1/2
)
. (4)
Proof. The statement has appeared rather implictly, and was proved in [2] using
techniques applicable in separable Hilbert spaces. Here we present a more trans-
parent proof for general Hilbert spaces. It is easy to see that ϕ ∈ ran(E1/2) is
sufficient for λPϕ ≤ E to hold with some positive λ. In fact let ξ be the unique
element in H0 such that ϕ = E1/2ξ. Let λ = ‖ξ‖−2 =
∥∥E−1/2ϕ∥∥−2. Then for any
ψ ∈ H, we have
(ψ, λPϕψ) = λ
(
E1/2ψ, ξ
)(
ξ, E1/2ψ
)
= λ ‖ξ‖2
(
E1/2ψ, PξE
1/2ψ
)
≤ λ ‖ξ‖2 (ψ,Eψ) .
With the above choice of λ, this yields λPϕ ≤ E.
The proof of the converse implication is somewhat more involved. Still it is
not hard to show that λPϕ ≤ E with λ > 0 necessitates ϕ ∈ H0. Suppose ϕ /∈
H0. There exist a unique decomposition ϕ = ϕ0 + ϕ1, with ϕ0 ∈ H0, ϕ1 ∈
ker
(
E1/2
)
= H⊥0 , and ϕ1 6= 0. Now suppose λPϕ ≤ E. For ψ = ϕ1/||ϕ1||, this
implies λ|(ψ, ϕ)|2 = λ||ϕ1||2 ≤ (ψ,Eψ) = 0, and so λ = 0.
This observation makes it possible to assume in the remaining part of the proof
that all vectors involved are elements of H0. We assume again that there exists a
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λ > 0 such that λPϕ ≤ E. We have to show that this implies ϕ ∈ ran(E1/2). The
assumption means the following:
∃λ > 0 ∀ψ ∈ H0 0 ≤ ‖E1/2ψ‖2 − λ ‖Pϕψ‖2 . (5)
Note that for ψ collinear with ϕ the inequality only yields
λ ≤ (ϕ,Eϕ), (6)
which confirms the statement of Lemma 5(a). So we can assume ψ 6∈ [ϕ], and
condition (5) is equivalent to:
∃λ > 0 ∀ψ ∈ H0\[ϕ] 0 ≤
∣∣∣∣∣∣E1/2ψ∣∣∣∣∣∣2 − λ ||Pϕψ||2 . (7)
Any such ψ can be taken to be of the form ψ = ξ + xeitϕ, where ξ is a unit vector
orthogonal to ϕ, x > 0, 0 ≤ t. Substituting ψ with this expression in (7) gives the
equivalent statement
∃λ > 0 ∀ξ ∈ H0 ∩ [ϕ]⊥ ∀x, t 0 ≤
∥∥∥E1/2ξ∥∥∥2 + x2 ∣∣∣∣∣∣E1/2ϕ∣∣∣∣∣∣2
+ 2xRe
{
eit
(
E1/2ϕ,E1/2ξ
)}
− λx2, (8)
or equivalently,
∃λ > 0 ∀ξ ∈ H0 ∩ [ϕ]⊥ ∀x, t 0 < λ ≤
∥∥∥E1/2ϕ∥∥∥2 + x−2 ∥∥∥E1/2ξ∥∥∥2
+ 2x−1Re
{
eit
(
E1/2ϕ,E1/2ξ
)}
.
(9)
Minimising the right hand side of with respect to t gives the equivalent condition
∃λ > 0 ∀ξ ∈ H0 ∩ [ϕ]⊥ ∀x > 0 0 < λ ≤
∣∣∣∣∣∣E1/2ϕ∣∣∣∣∣∣2 + x−2 ∣∣∣∣∣∣E1/2ξ∣∣∣∣∣∣2
− 2x−1
∣∣∣(E1/2ϕ,E1/2ξ)∣∣∣ .
Finally, minimising this expression with respect to y = x−1 yields:
∃λ > 0 ∀ξ ∈ [ϕ]⊥ 0 < λ ≤
∣∣∣∣∣∣E1/2ϕ∣∣∣∣∣∣2 − ∣∣∣(E1/2ϕ,E1/2ξ)∣∣∣2 ∥∥∥E1/2ξ∥∥∥−2 .
(10)
Thus we have established the equivalence of condition (5) with (10). But this last
inequality states that E1/2ϕ must have a finite positive distance from the closure of
the subspace E1/2([ϕ]⊥). Let Q denote the associated projector. Then (5) is seen
to be equivalent to the following:
0 <
∥∥∥(I−Q)E1/2ϕ∥∥∥2 , (11)
this number being an upper bound for λ. We just noted that the condition (11) is
equivalent to the following:
E1/2ϕ /∈ E1/2([ϕ]⊥). (12)
Finally we show the equivalence of (12) with
ϕ ∈ ran(E1/2).
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Let ϕ = E1/2ξ. Then for all η ∈ H0, η ⊥ ϕ, we have 0 = (ϕ, η) = (ξ, E1/2η),
and so (I −Q)ξ = ξ. It follows that
1 = (ϕ, ϕ) = (ξ, E1/2ϕ) = ((I−Q)ξ,E1/2ϕ) = (ξ, (I−Q)E1/2ϕ),
thus (I−Q)E1/2ϕ 6= 0, that is (12) follows.
Conversely, assume ϕ /∈ ran(E1/2). Let η ∈ H0, η ⊥ E1/2([ϕ]⊥). Thus, for all
ψ ∈ H0, ψ ⊥ ϕ, we have 0 = (η,E1/2ψ) = (E1/2η, ψ), and this implies E1/2η = αϕ.
Now ϕ /∈ ran(E1/2) implies α = 0, therefore E1/2η = 0 and finally η = 0. Thus,
E1/2([ϕ]⊥) is dense in H0, and so E1/2ϕ ∈ E1/2([ϕ]⊥). 
Theorem 3 allows us to determine the explicit form of λ(E,Pϕ) and along with
this an alternative proof of the injectivity of E 7→ ΦE .
Theorem 4. The numbers λ(E,Pϕ) are of the following form:
λ(E,Pϕ) =
{∥∥E−1/2ϕ∥∥−2 , if ϕ ∈ ran (E1/2);
0, else.
(13)
The map E 7→ ΦE = λ(E, ·) is injective.
Proof. Let ϕ ∈ H, ‖ϕ‖ = 1. If ϕ /∈ ran (E1/2), Theorem 3 implies that λ(E,Pϕ) =
0. Next assume ϕ ∈ ran (E1/2). Due to Theorem 3 we have the following:
λPϕ ≤ E, (14)
that is,
λ |(ψ, ϕ)|2 ≤ ‖E1/2ψ‖2, ∀ψ ∈ H. (15)
This in turn implies:
λ
∣∣(E1/2ψ, ξ)∣∣2 ≤ ‖E1/2ψ‖2, ξ = E−1/2ϕ, ∀ψ ∈ H. (16)
The Cauchy-Schwarz inequality gives an upper bound for the left hand side:∣∣(E1/2ψ, ξ)∣∣2 ≤ ‖E1/2ψ‖2‖ξ‖2,
and therefore Eq. (16) is implied by
λ ≤ ‖ξ‖−2 =
∥∥∥E−1/2ϕ∥∥∥−2 . (17)
We show that Eq. (17) is also necessary for Eq. (16). For ε ∈ (0, 1), let ψε = E−1/2ε ξ.
This is well defined since E
1/2
ε is invertible onH0. We haveE1/2ψε = E1/2E−1/2ε ξ =
Pεξ. Thus, putting ψ = ψε, Eq. (16) implies
λ |(Pεξ, ξ)|2 = λ ‖Pεξ‖4 ≤ ‖Pεξ‖2 .
For sufficiently small ε we have Pεξ 6= 0, and so for ε→ 0, we conclude that Eq. (17)
must hold. Therefore the number ‖E−1/2ϕ‖−2 = λ(E,Pϕ).
Next we show the injectivity of the map E 7→ ΦE = λ(E, ·). For two effects
E,F , assume that ΦE = ΦF . Then we have: ϕ /∈ ran
(
E1/2
)
iff ΦE (Pϕ) = 0, iff
ΦF (Pϕ) = 0, iff ϕ /∈ ran
(
F1/2
)
. It follows that ran
(
E1/2
)
= ran
(
F1/2
)
=: R.
Now, for ϕ ∈ R, there are unique elements ξ, η ∈ H0 such that ϕ = E1/2ξ = F 1/2η.
Then we have:
‖E−1/2ϕ‖−2 = ‖F−1/2ϕ‖−2 ∀ϕ ∈ R
EFFECTS AS FUNCTIONS ON PROJECTIVE HILBERT SPACE 7
if and only if
‖E−1/2F 1/2η‖ = ‖η‖ ∀η ∈ H0
if and only if
‖F−1/2E1/2ξ‖ = ‖ξ‖ ∀ξ ∈ H0.
This shows that the operators A := E−1/2F 1/2 and B := F−1/2E1/2 are bounded
and indeed unitary on H0. Moreover, AB = BA = IH0 . So B = A∗, and this is
the extension of the densely defined and bounded operator F 1/2E−1/2 : R → H0.
Thus, F−1/2E1/2 = F 1/2E−1/2. Multiplying this from the left with F 1/2 and from
the right with E1/2 finally gives E = F . 
We are now in a position to prove the converse to Lemma 5(b).
Proposition 1.
λ(E,Pϕ) = (Eϕ,ϕ) ⇔ Eϕ = λ(E,Pϕ)ϕ.
Proof. In view of Lemma 5(b), it remains to show that the equation λ(E,Pϕ) =
(ϕ,Eϕ) implies Eϕ = (ϕ,Eϕ)ϕ.
In case ϕ 6∈ ran(E1/2), we have 0 = λ(E,Pϕ), so that the equation implies
Eϕ = 0.
Now let ϕ ∈ ran(E1/2). Theorem 4 gives for ξ = E−1/2ϕ: 1 = ‖ξ‖2 ‖Eξ‖2, and
combining this with the Cauchy-Schwarz inequality, we obtain
1 = ‖ξ‖ ‖Eξ‖ ≥ (ξ, Eξ) = ‖E1/2ξ‖2 = ‖ϕ‖2 = 1.
But equality holds only if Eξ = αξ, therefore Eϕ = αϕ. 
Finally we establish the precise relation between σ(E) and Λ(E).
Theorem 5. Let [a, b] be the convex hull of σ(E), so that a = min(σ(E)) = 1 −
||I− E||, b = max(σ(E)). Then:
(a) If a > 0, then a ∈ Λ(E) ⇔ a ∈ σp(E).
(b) b ∈ Λ(E)⇔ b ∈ σp(E).
(c) If a > 0, then (a, b) ⊆ Λ(E) = {(ϕ,Eϕ) : ϕ ∈ H, ||ϕ|| = 1} ⊆ [a, b].
(d) If a = 0 is an isolated eigenvalue of E, then σ(E) = {0} ∪ [a0, b],
and {0} ∪ (a0, b) ⊆ Λ(E) ⊆ {0} ∪ [a0, b], where a0 = min(σ(E)\{0}).
(e) If a = 0 is an accumulation point in σ(E), then [0, b) ⊆ Λ(E) ⊆ [0, b].
Proof. (a) If a is an eigenvalue of E, there exists a unit vector ϕ such that Eϕ = aϕ.
By Lemma 5, a = λ(E,Pϕ) ∈ Λ(E). Conversely, let a = λ(E,Pϕ) = ||E−1/2ϕ||−2
for some unit vector ϕ ∈ H = ran(E1/2). By virtue of the spectral theorem,
a = ||E−1/2||−2. Therefore, taking into account the fact that ||E−1/2||2I−E−1 ≥ 0,
we have
0 = ||E−1/2||2 − ||E−1/2ϕ||2 =
∥∥∥∥(||E−1/2||2I− E−1)1/2 ϕ
∥∥∥∥
2
,
which implies E−1ϕ = a−1ϕ, and so Eϕ = aϕ.
The proof of (b) follows by a similar method.
(c) Note that ran(E1/2) = H. Hence ϕ, λ(E,Pϕ) = ||E−1/2ϕ||−2 ∈ [a, b] for all
ϕ since σ(E−1/2) ⊆ [b−1/2, a−1/2]. Therefore, Λ(E) ⊆ [a, b]. Next let α, β ∈ [0, 1]
such that a < α < β < b. Let ϕα, ϕβ be unit vectors such that P
E([a, α])ϕα = ϕα,
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PE([β, b])ϕβ = ϕβ . Then it is easy to see that λ(E,Pϕα) ∈ [a, α], λ(E,Pϕβ ) ∈ [β, b].
Define the unit vector ϕ =
√
wϕα +
√
1− wϕβ , where w ∈ [0, 1]. We compute
λ(E,Pϕ)
−1 = ||E−1/2ϕ||2 = w||E−1/2ϕα||2 + (1− w)||E−1/2ϕβ ||2
= wλ(E,Pϕα) + (1− w)λ(E,Pϕβ ).
Varying w between 0 and 1, we see that λ(E,Pϕ) assumes all values between
λ(E,Pϕα) and λ(E,Pϕβ ), and so (α, β) ⊆ Λ(E). Since α, β ∈ (a, b) are arbitrary,
it follows that (a, b) ⊆ Λ(E). The equation Λ(E) = {(ϕ,Eϕ) : ϕ ∈ H, ||ϕ|| = 1}
follows easily from the spectral theorem.
(d) Let a = 0 be an isolated eigenvalue of E. Then ran(E1/2) = H′ is a closed sub-
space ofH, and for all unit vectors ϕ ∈ H0, λ(E,Pϕ) = λ(E|H0 , Pϕ) = ||E−1/2ϕ||−2.
So (a0, b) ⊆ Λ(E|H0) ⊂ Λ(E). For all unit vectors ϕ not in H0, λ(E,Pϕ) = 0 ∈
Λ(E). It is easy to see that a0 is a lower bound of Λ(E)\{0} and b is an upper
bound. This proves (d).
(e) Let a = 0 ∈ σc(E), the continuous spectrum of E. There exists a decreasing
sequence αn ∈ σ(E)∩(0, b] with limit 0. For En = EPE([αn, b]) and any unit vector
ϕ ∈ PE([αn, b]), one finds λ(E,Pϕ) = λ(En, Pϕ). Therefore, (αn, b) ⊆ Λ(En) ⊆
Λ(E) for all n ∈ N, and so (0, b) ⊆ Λ(E) ⊆ [0, b]. 
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