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INTRODUCTION
Population cycles are a familiar and geographically widespread feature of the dynamics of small mammals in northern environments (Keith 1963 , Bulmer 1974 , Krebs 1996 , Framstad et al. 1997 , Stenseth 1999 ), but are atypical of large mammals (Caughley and Krebs 1983, Sxther 1997) . In contrast to the decades of empirical, theoretical, and statistical research devoted to describing and explaining the multi-annual cycles of, for example, microtine rodents (Stenseth 1999) , the comparatively few studies of undisturbed populations of large mammals have revealed no evidence of oscillatory behavior, but, rather, cases of persistent instability or stability (Grenfell et al. 1992 (Grenfell et al. , 1998 Population cycles may arise as a consequence of tensions between the stabilizing influence of self-regulation (direct density dependence) and the destabilizing influence of some population-extrinsic factor (May 1972 ) that produces delayed density dependence (May concurrent data on predator density in an undisturbed system. Here, we examine the dynamical properties of both trophic levels, and investigate patterns of delayed density dependence and population cycles at the herbivore level in relation to predator dynamics.
METHODS

Predator-prey dynamics
Commonly, the starting point for investigating whether predation induces delayed density dependence, with consequences for population cycles, in herbivore populations is a set of bivariate equations describing the population dynamics of the predator (X) and the herbivore (Y), where (Royama 1992 in which et is additive stochastic variation (but not necessarily white noise). Because the coefficient of the lag-two autoregressive term derives from trophic (or density) interactions between the herbivore and predator (Stenseth et al. 1996) , the significance of delayed density dependence in the herbivore time series implies a role for predation when actual data on predator density are not available (Stenseth 1995, Stenseth et al. 1996) . However, empirical demonstration of delayed density dependence in the herbivore time series would not alone be convincing evidence of the influence of predation, because other factors (e.g., a high degree of generational overlap or interactions with other trophic levels) might also contribute to delayed density dependence (Royama 1992 ).
Analysis of stability and cyclicity
Because the strengths of direct and delayed density dependence influence cyclicity in population dynamics (May 1972 , Royama 1992 ), we used autoregressive (AR) analysis to quantify the coefficients of density dependence at each trophic level (Fig. IA) . We used maximum-likelihood (ML) estimation in the AUTO-REG procedure in SAS version 6.0 (SAS Institute 1996) to estimate the coefficients of density dependence; as opposed to ordinary least squares, maximumlikelihood regression provides unbiased estimates of coefficients when there is significant autocorrelation in the error terms (i.e., non-white noise). We fit a firstorder autoregressive [i.e., AR (1) Although our assessment of cyclicity focuses mainly on using statistical models to estimate the strength of density dependence at each trophic level (sensu Royama 1992), we also used spectral analysis (Warner 1998 ) to quantify periodicity of the time series at both trophic levels. We computed a g statistic to test the significance of the largest peak in the periodogram produced using a Tukey-Hamming window with a span of 5 for each population. In this test, g is calculated as the proportion of the total variance that is accounted for by the largest periodogram component, and is compared to critical values in Warner (1998). (Fig. 3) .
Direct density dependence in wolves is significantly . While wolf dynamics fall in the stability region during the decline phase, the weakening of density dependence during the increase phase moves the dynamics to the brink of instability ( Fig. 2A ). An examination of moose dynamics during the two wolf phases indicates the role of phase-dependent predation in moose cycles. During the wolf increase phase, moose dynamics are cyclic, with strong delayed density dependence and significant, though not overwhelmingly strong, self-regulation (Fig. 2B: solid circle) . In contrast, during the wolf decline phase, there is a dramatic shift toward very strong self-regulation in moose and a weakening of delayed density dependence, resulting in the decay of multi-annual cyclicity to aperiodic dynamics (Fig. 2B: open circle) These phase plots are consistent with the hypothesis that wolf predation has a stronger effect on moose dynamics during the wolf increase phase than during the wolf decline phase, because delayed density dependence in moose is strong while wolves are increasing but weak while wolves are declining. Moreover, analysis of pack-specific kill rate data (1972-1998) (Fig. 4) . Together with the plot of the wolf SE-TAR model ( Fig. 2A) , these observations suggest to us that it is the wolf increase phase that drives the moose cycle.
CONCLUSION
The role of predation in generating population cycles in prey through delayed density dependence has long been emphasized in theoretical models (May 1972 (May , 1974 , recently demonstrated through statistical and experimental studies of small animals (Hanski et al. 1993 , Krebs et al. 1995 , Framstad et al. 1997 , Stenseth et al. 1998a , Turchin et al. 1999 ), but never before revealed in large mammals. The Isle Royale data constitute the only long-term observational data on largemammal, predator-prey dynamics in an undisturbed system, and this analysis suggests strongly that cyclicity in moose dynamics is dependent on the phase in wolf dynamics. During the wolf-decline phase, when wolves experience strong density dependence and their kill rates are lower, moose dynamics are acyclic and display strong direct density dependence. During the wolf-increase phase, however, when wolves experience weak density dependence and exhibit higher kill rates, moose dynamics are cyclic and display strong delayed density dependence. Hence, in this case, prey oscillations may arise from delayed density dependence induced by phase-dependent predation. Thus, the population cycles of wolves and moose on Isle Royale not only complement a rich literature on population cycles in small mammals, they also represent a singular example of multi-annual oscillations and phase dependence in large mammals. 
