Abstract. In 2002 Mselati proved that every positive solution of the equation ∆u = u 2 in a bounded domain of class C 4 is the limit of an increasing sequence of moderate solutions. (A solution is called moderate if it is dominated by a harmonic function.) As a part of his proof, he established an upper bound (in terms of the capacity of K) for solutions vanishing off a compact subset K of ∂E. We use a different kind of capacity (we call it the Poisson capacity) and we establish in terms of this capacity an upper bound for solutions of ∆u = u α with 1 < α ≤ 2. This is a part of the program: to classify all positive solutions of this equation.
1. Introduction
Main result. Let E ⊂ R
d be a bounded smooth domain of class C 4 in R d . For x ∈ E, we denote by ρ(x) the distance to the boundary ∂E and by k(x, y) the Poisson kernel in E for the Laplacian ∆.
Let M(S) stand for the set of all finite measures on a measurable space S. For every ν ∈ M(∂E), we denote by h ν the harmonic function h ν (x) = ∂E k(x, y)ν(dy).
For every α > 1 and every Radon measure m on E, there exists a Choquet capacity given on compact subsets of ∂E by the formula (1.1) Cap(K) = sup
ν∈P(K)
E(ν) −1 where P(K) is the set of all probability measures on K and
We call Cap the Poisson capacity. Our goal is to establish the following theorem. 
Equivalent definitions of the Poisson capacity.
Put
The following definitions of the Poisson capacity are equivalent to (1.1):
The equivalence of (1.6) and (1.7) is proved, for instance, in [1] (see Theorem 5.1 in Chapter 13). To prove the equivalence of (1.1) and (1.5), we note that ν ∈ M(K) is equal to tµ where t = ν(K) and µ = ν/t ∈ P(K) and
1.3. Notation. We denote by B r (x) a ball of radius r centered at x. Let H be a compact subset of ∂E ∩B r (x) and let φ be a C ∞ function on E such that 0 ≤ φ ≤ 1. We call φ an (R, x)-truncating function for H if φ = 0 in a neighborhood of H and φ(y) = 1 if dist(x, y) ≥ R. We call φ an R-localizing function if φ = 0 in a neighborhood of H and φ(y) = 1 if dist(y, H) ≥ R.
Bounds in a halfspace
2.1. First, we establish some bounds in the case when
where C is a constant depending only on the dimension, and 
By [1, Theorem 13.6.1], we have
As in the proof of Lemma 13.6.5 from [1] , we put
and, finally,
By (2.5), T f =Kf ≥ 1 on H, and β = 0 in a neighborhood of H by the choice of g and h. By direct computation, 1 we get
More computation yields |∇φ| ≤ C|∇v|, (2.8)
If Cap(H) = 0, then f α can be made arbitrary small, and the same construction yields (2.3).
For a set H
Lemma 2.2. For every compact set H ⊂ R d−1 and every 0 < λ < 1,
Formula (2.12) and change of variables t = λs, y = λx yield
and (1.1) implies
Formula (2.11) follows from (1.
where the constant C(d) depends only on d. If Cap(Γ) = 0, then the left side of (2.14) can be made smaller than any ε > 0.
Proof. Let H = Γ/δ and let β(s, x) be the function constructed in Lemma 2.1 applied to H and
and therefore
AN UPPER BOUND FOR POSITIVE SOLUTIONS 107
In a similar way, Therefore (2.14) follows from (2.2) and Lemma 2.2.
3. Bounds in a unit ball 3.1. Now let E be a ball of radius 1 in R d centered at a point z 0 with coordinates s = 1, x = 0. As before, let E = {(s, x) : 0 ≤ s < 1}. For a point z = (s, x) ∈ E, we denote by
(cf. [3] , Section 3.1.1). The mapping ψ defines a 1-1 correspondence between E ∩ E and E.
For a set H ⊂ ∂E, denote by Cap E (H) the Poisson capacity of H with respect to the domain E and the measure m(dz) = dist(z, ∂E) dz. For a set K ⊂ R
d−1 , we denote by Cap E (K) the Poisson capacity with respect to the halfspace and the measure m(ds, dx) = 1 [0,1) (s) s ds dx.
Lemma 3.1. Let H be a compact subset of ∂E that is contained in a ball of radius 1/4 centered at zero, and let K = ψ(H). There exists a constant C depending only on the dimension, such that
Proof. Let µ be a probability measure on H and let ν be a measure on K defined by the formula ν(Γ) = µ(ψ −1 (Γ)). It is enough to show that
for some constant C depending only on the dimension. Denote by D a ball of radius 1/2 centered at zero. Let D = ψ(D). Put
For the same reason, C −1 < I E < C and therefore
On the other hand,
on D (this follows from a similar relation for the Poisson kernels). Since the derivatives of ψ and ψ −1 are bounded on D and D , we conclude that
Since E E (µ) = I E + J E and E E (ν) = I E + J E , (3.1) follows from (3.2) and (3.3).
Lemma 3.2. Let H be a compact subset of ∂E such that
There exists a (3δ/8, 0)-truncating function γ such that
where the constant C(d) depends only on d. If Cap E (H) = 0, then the left side of (3.4) can be made smaller than any ε > 0.
Proof. We apply Lemma 2.3 to the set K = ψ(H). Let γ K be the function constructed in Lemma 2.3. We put γ(s, x) = γ K (ψ(s, x)) if s < 1, and γ(s, x) = 0 otherwise. Similarly to the proof of [3, Sublemma 3.1.2], we show that
where · E and · E stand for L α -norms in E and E. Finally, we apply Lemma 3.1.
Localizing functions.
Let H be a subset of ∂E and let γ be a C 2 -function on E. We call γ an ε-localizing function for H if 0 ≤ γ ≤ 1, γ = 1 in a neighborhood of H and γ(z) = 0 if dist(z, H) > ε.
Lemma 3.3. There exists a constant C(d) such that, for every compact subset
Proof. As in [3, Lemma 3.1.2], we cover the set K by finitely many balls B δ/8 (y k ) (the number n of the balls depends only on the dimension d). We apply Lemma 3.2 to each of the sets
Denote by γ k the corresponding truncating function constructed in Lemma 3.2 (we choose = Cap(Γ) 1/(α−1) if Cap(H k ) = 0 for some k). We set
By applying Minkowski inequality, we get
whenever u satisfies (1.3).
Proof. The assertion follows from the Hölder inequality, Lemma 3.3, the identity (α − 1)α = α and the inequality γ
For instance, for the last line in (3.8), we have
Lemma 3.5. Let K, γ, u be as in Lemma 3.4 . There exists a constant C(d) such that
Proof. This is an adaptation of Lemma 3. 
