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Matching Queues with Reneging: a Product Form Solution
Francisco Castro* · Hamid Nazerzadeh* · Chiwei Yan*
Abstract Motivated by growing applications in two-sided markets, we study a parallel matching queue with
reneging. Demand and supply units arrive to the system and are matched in an FCFS manner according to a
compatibility graph specified by an N-system. If they cannot be matched upon arrival, they queue and may
abandon the system as time goes by. We derive explicit product forms of the steady state distributions of this
system by identifying a partial balance condition.
Keywords Matching queue · Product form solution · Reneging · N-system · Abandonment
1 Introduction
We consider a parallel matching queue where supply and demand arrive randomly over time. Supply and demand
units are matched, in an FCFS manner, according to the compatibility graph depicted in Figure 1. Our model
is a variation of the widely studied N-system [Green, 1985, Adan et al., 2009, Visschers et al., 2012, Adan et al.,
2018, Zhan and Weiss, 2018]. There are two types of supply, flexible, indexed by 1, and inflexible, indexed by 2.
Correspondingly, we refer to the demand type that can only be served by the flexible supply as type 1, and the
demand units that can be served by both flexible and inflexible supply as type 2. A key feature of our model is
that the supply and demand can be impatient.
More specifically, we analyze two systems. In the first system, demand units leave if they are not matched
upon arrival. In the second system, demand units may queue—namely, if there is no supply waiting upon their
arrival to the system, demand units start queuing and are matched to a compatible supply as soon as one
becomes available. In both of these systems, if not immediately matched, the supply joins a queue, but would
abandon the system at rate θs. In the second system, the demand queues if not matched immediately but
abandons at rate θd.
The main contribution of this work is to provide product form solutions for the steady state probabilities for
the systems above. To the extent of our knowledge, this is the first exact analysis for parallel matching queues
with reneging. Our analysis builds on the parsimonious state space representation developed by Adan et al.
[2009], Visschers et al. [2012] and Adan and Weiss [2014]. This representation merges the inflexible and flexible
queues into a single queue with two parts: a known part of inflexible agents at the beginning of the queue,
and an unknown part of mixed agents at the tail of the queue. As we discuss in Section 2.3, incorporating
reneging introduces challenges to the analysis because the number of agents in the known part impacts the
state dynamics of the unknown part. This leads us to a non-trivial product form solution with interdependent
terms. The main idea behind our solution approach is to identify an appropriate partial balance condition that
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Fig. 1 N-system matching queue.
the steady state probabilities would satisfy and then to leverage this condition to obtain exact product form
solutions.
Our work is motivated in part by growing applications of matching queuing systems in the gig economy,
including online job and task marketplaces such as Upwork and TaskRabbit as well as applications in healthcare
such as blood transfusions and organ transplant markets. In all these applications, compatibility plays a signifi-
cant role in the underlying matching process. As another example, let us consider an application in ride-sharing.
Uber’s app for drivers provides a feature often referred to as the “destination mode,” in which drivers can enter
a specific destination.1 Then the platform would only send them trip requests from the riders that are going
toward the same destination. For a given destination, our model captures drivers who prefer that destination
as inflexible supply and drivers with no preferred destination as flexible supply. Similarly, the riders going to
that destination would be considered as type 2 because they can be served by both driver types. Our analysis
provides insights on how the rate adoption of this feature (ratio of flexible to inflexible supply) would impact
the marketplace.
Related work In the following, we briefly discuss the lines of research to which our paper makes a contribution.
Product form. Since the classic work of Jackson [1957, 1963], researchers have pursued product form
solutions for a diverse range of settings such as systems with redundant requests [Gardner et al., 2016], infinite
bipartite matching system [Adan et al., 2017], and stochastic matching on general graphs [Moyal et al., 2017].
Closest to our work are papers that study the parallel FCFS queues in the context of production and service
systems. In particular, Adan et al. [2009] consider an allocation policy that randomizes jobs when, upon arrival,
they see idle servers. In this context, they develop the first product form solution for the steady state distribution.
Visschers et al. [2012] consider a generalization of Adan et al. [2009] with multiple machines and job types and
derive a product form solution for the steady state distribution. More recently, Adan and Weiss [2014] introduced
the FCFS-ALIS—first come first served, assign longest idle server—policy and obtain a product form solution for
the steady state probabilities. Adan et al. [2018] provide a unified view of several related systems, including the
aforementioned FCFS-ALIS parallel queue, a redundancy queue, and an FCFS matching queue. They show that
these three systems are closely connected to a directed infinite bipartite matching model and present product
form solutions. Our work contributes to this literature by providing a product form solution for the stationary
probabilities of an FCFS matching queue with reneging, which encompasses a wider range of applications.
Incorporating reneging is non-trivial as it leads to a different kind of product form which cannot be written as
a product of independent terms, as discussed in Section 2.
Reneging. Kaplan [1988] presented the first fluid approximation of an overloaded queue with reneging,
with application in public housing assignment. Talreja and Whitt [2008] strengthened the analysis by proposing
fluid models under different matching graphs. Motivated by organ transplant applications, Zenios [1999] studies
a multi-class system in which patients may renege, whereas organs do not line up in the system. He provides
asymptotic performance measures for a randomized allocation policy that effectively decouples the system into
multiple independent M/M/1 queues with reneging. Boxma et al. [2011] proposes a double-sided queue to
investigate the organ allocation problem, in which both patients and organs may abandon. In related work,
Afe`che et al. [2014] consider a double-sided queue with reneging, but in which arrivals come in batches. Using
level-crossing techniques, these works derive expressions for steady state performance metrics. In contrast, our
focus is to obtain an exact analysis of the steady state behavior of systems with reneging.
1 See https://www.uber.com/us/en/drive/basics/driver-destinations/
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Organization The remainder of the paper is organized as follows. In Section 2, we first analyze the one-sided
system in which only supply queues and demand leaves the system if they cannot be matched immediately upon
arrival. We then, in Section 3, extend the analysis to the two-sided setting in which both demand and supply
queue. We conclude in Section 4.
2 One-sided System
In this section, we analyze a one-sided matching queuing system, under FCFS policy, where demand arrivals
have zero patience and leave the system if they cannot be matched immediately. Supply queues up in the system
and each unit stays in the system for an i.i.d. and exponentially distributed time with rate θs. The arrival of
each type of supply and demand follows a Poisson process, with rates denoted by λ1 (µ2) and λ2 (µ1). Recall
that flexible supply, indexed by 1, can be matched to either type 1 or type 2 demand, and inflexible supply,
indexed by 2, can be matched only to type 2 demand. We use abandonment and reneging interchangeably in
the rest of the paper.
2.1 State Space Representation
A natural way to model the state of the system is to keep track of all supply arrivals in the order of their arrival
times. However, this state representation is exponential in size. In this paper, similar to Adan et al. [2009] and
Visschers et al. [2012], we consider an alternative parsimonious representation: we arrange different types of
supply into a single queue according to their arrival times, and then partition them into two parts: a known
part with inflexible supply at the head of the queue and an unknown part with a mixed types of supply at
the tail of the queue. The state space is s = {(m,n) | m,n ∈ Z≥0} where m is the number of known inflexible
supplies at the beginning of the queue, and n is the remaining number of supplies with unknown type, i.e. they
could be either flexible or inflexible. At any state (m,n), an arrival of flexible demand will consume a supply
at the beginning of the queue, if there is any; an arrival of inflexible demand has to go through an independent
sequence of trials to scan unknown supply in their order of arrival until finding a flexible one. Note that the
latter occurs with probability γs = λ1/(λ1 + λ2), that is, γs is the probability of a supply arrival being flexible.
The scanned inflexible supply will be added into the known part at the beginning of the queue. The state
transitions are depicted in Figure 2. Similar to Visschers et al. [2012], it is easy to observe that this state space
representation is Markovian.
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n
Fig. 2 Transition diagram for one-sided system.
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We use pim,n to denote the stationary probability of state (m,n) ∈ s. These probabilities must satisfy the
following set of equilibrium equations. There are four different cases corresponding to four different regions of
the state space; we illustrate each case in Figure 2. For completeness, we present the steady-state equilibrium
equations below.
pim,n (µ1 + µ2 + λ1 + λ2 + (m+ n)θs) = pim,n+1(n+ 1)θs + pim+1,n(µ2 + (m+ 1)θs) + pim,n−1(λ1 + λ2)
+
m∑
k=0
pim−k,n+k+1µ1γs(1− γs)k, m ≥ 1, n ≥ 1; (1)
pim,0(µ2 + λ1 + λ2 +mθs) = pim,1θs + pim+1,0 (µ2 + θs(m+ 1))
+
m∑
k=0
pim−k,k+1µ1γs(1− γs)k +
m∑
k=1
pim−k,kµ1(1− γs)k, m ≥ 1; (2)
pi0,n(µ1 + µ2 + λ1 + λ2 + nθs) = pi0,n+1 ((n+ 1)θs + µ1γs + µ2) + pi1,n(µ2 + θs)
+ pi0,n−1(λ1 + λ2), n ≥ 1; (3)
pi0,0(λ1 + λ2) = pi0,1(θs + µ1γs + µ2) + pi1,0(µ2 + θs). (4)
2.2 The System without Reneging
We start our analysis by first looking at the system without reneging (θs = 0). The proof of the following
proposition is relegated to the appendix.
Proposition 1 Suppose there is no reneging in the N-system matching queue and that the following stability
conditions are satisfied:
λ1 + λ2 < µ1 + µ2 and λ2 < µ2.
Then the system is ergodic and its steady state probabilities are given by
pim,n =

µ1
µ1+µ2
(
λ2
µ2
)m (
λ1+λ2
µ1+µ2
)n
B, m ≥ 1;(
λ1+λ2
µ1+µ2
)n
B, m = 0,
where B is a normalizing constant which corresponds to pi0,0 — the steady state probability of the system being
empty. Here B has an explicit form of (µ1 + µ2 − λ1 − λ2)(µ2 − λ2)/ ((µ1 + µ2 − λ2)µ2).
We note that similar results have been established in previous literature. In the parallel FCFS system, Adan
et al. [2009] obtain a quite similar product form under a specific assignment probability when arriving jobs see
idle servers; Adan and Weiss [2014] also derive a related product form solution under the ALIS policy. The
stability conditions are crucial to make sure that the underlying Markov process is positive recurrent and failing
the conditions intuitively leads to growing queue lengths without bound over time. Note here that stability
is possible only because the demand side arrivals does not queue. In a two-sided system as we will discuss in
Section 3, no stability conditions exists (see e.g., Theorem 1 in Mairesse and Moyal [2016] for an instability
result of stochastic matching under bipartite graphs). Thus introducing reneging is one of the ways to stabilize
the system. In the next section we make use of this result to provide some insights on the impact of reneging.
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2.3 The Impact of Reneging
In this section we briefly discuss to what extent reneging impacts the analysis of a product form solution for
our system and the main challenges that emerge.
One immediate consequence of introducing reneging is that it stabilizes the system as long as reneging rate
is positive. This is because the total reneging rate θs(m+ n) will exceed any fixed supply arrival rate as queue
lengths increase which makes the Markov process positive recurrent. We know that the steady state probabilities
in Proposition 1 would not hold with reneging. The reason is that with reneging, the rate at which the system
transitions depends on the number of supplies in the system. One idea is to examine if the structure of the
steady state probabilities for the classic M/M/1+M queue can somewhat be translated to our setting. For this
system it is well known that the steady state probabilities are of the form as
∏n
i=1
λ
µ+iθ for some arrival and
service rates λ, µ and reneging rate θ. Given this, a natural way to extend the solution in Proposition 1 to the
setting with reneging is to consider a solution of the form
pim,n ∝
( m∏
i=1
xi
)( n∏
i=1
yi
)
, (5)
where xi and yi must be found using equations (1) to (4). Here the different values of xi and yi account for
the reneging rate at different levels of supply in the known and unknown parts of the queue. However, there
is an immediate problem that arises when considering solutions given by (5). To see this, note that the main
challenge in solving the system of equations (1) to (4) consists in dealing with the terms
m∑
k=0
pim−k,n+k+1(1− γs)k and
m∑
k=1
pim−k,k(1− γs)k. (6)
At a first glance there is no clear way to simplify these two summations. For example, if we plugin (5) into the
second term above we obtain the following non-trivial expression
m∑
k=1
pim−k,k(1− γs)k ∝
m∑
k=1
(m−k∏
i=1
xi
)( k∏
i=1
yi
)
(1− γs)k.
In contrast, in the case without reneging we have xi = x =
λ2
µ2
and yi = y =
λ1+λ2
µ1+µ2
, therefore,
pim−k,k ∝ xm−kyk =
(
x
y
)m−k
ym,
which can be used to show that
m∑
k=1
pim−k,k(1− γs)k = axm, (7)
for some positive constant a. The details of this simplification are presented in the proof of Proposition 1 in the
appendix. This is a much more amenable expression that turns out to be fundamental in deriving Proposition 1.
Note that in general, for non-constant xi and yi this simplification is not possible. However, in the next section
we leverage some of these ideas to obtain a product form solution for the system with reneging.
2.4 The Product Form
We first state our main result which is the product form solution for the N-system matching queue with reneging.
Then we comment on how this result compares to the case without reneging. After this we discuss the main
ideas we use to develop our product form solution.
Theorem 1 The steady state probabilities for the one-sided N-system with reneging are given by
pim,n =

(
µ1
µ1+µ2+mθs
)(∏m
i=1
λ2
µ2+iθs
)(∏n
i=1
λ1+λ2
µ1+µ2+mθs+iθs
)
B, m ≥ 1(∏n
i=1
λ1+λ2
µ1+µ2+iθs
)
B, m = 0
where B is a normalizing constant equal to pi0,0 — the steady state probability of the system being empty.
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Note that because of reneging, B no longer has a simplified closed form. It is calculated as B = 1 −∑
m+n≥1 pim,n. Recall that in Proposition 1 without reneging, the steady state probabilities for m ≥ 1 are given
by
µ1
µ1 + µ2
(
λ2
µ2
)m(
λ1 + λ2
µ1 + µ2
)n
,
which have a clear resemblance with Theorem 1. However, because of abandonment, the steady state probabilities
now become a product of multiple terms that account for the reneging rate at different queue lengths for the
known and unknown parts in the state description. Despite the resemblance, we note that our solution is not a
simple extension of the form (5),
(∏m
i=1 xi
)(∏n
i=1 yi
)
. There are at least two main differences. First, the term
µ1/(µ1 + µ2 + mθs) is not accounted for in (5). Second, and more importantly, in our expression yi depends
on m — it equals (λ1 + λ2)/(µ1 + µ2 + mθs + iθs) — and not solely on i. The intuition for this is that the
known part of the queue (the m part) impacts the evolution of the unknown part of the queue (the n part) by
increasing the rate at which the unknown supply become inflexible supply. In turn, including reneging to the
system leads to a non-trivial product form solution in which the interaction between known and unknown parts
in the state description must be taken into account.
Connection with no reneging
Product form:
f(m) · g(m+ n) ·B
Partial balance:
Eq. (8)
Parametric form Eq. (10) of f
with parameters a and b
Solve g via connection
to birth-and-death process:
Eq. (12)
Candidate pim,n
Step 0
Step 1
Step 2
Step 3
Step 4
Step 5
Fig. 3 Key ideas for developing the product form.
We now highlight the main ideas that lead us to Theorem 1, see Figure 3 for a schematic representation.
Step 0. As noted in Section 2.3, in order to obtain the steady state probabilities, the key terms to analyze
are pim−k,n+k+1 and pim−k,k, see Eq. (6). With this in mind, let us momentarily consider the setting without
reneging and let p˜im,n denote its steady state probability. In that setting the following transformation is useful
in simplifying terms in Eq. (6):
p˜im−k,k ∝ xm−kyk = (x/y)m−ky(m−k)+k,
where x, y are given by Proposition 1. From this we can observe that p˜im−k,k is a function of its first component,
m − k, and the sum of its two components, m. More generally, by rearranging terms in Proposition 1, it is
possible to see that the steady state probabilities for any state (m,n) are a function of m and m + n. We can
now look at the case with reneging through this lens.
Step 1. Suppose that there is reneging in the system. If we allow for a similar form as in the previous step
in which pim,n depends on m and m+ n, we can simplify the expression in Eq. (6). That is, assuming that
pim,n = f(m)g(m+ n) ·B, ∀m,n ≥ 0,
for some functions f and g such that f(0) = g(0) = 1 to be determined, where B is a normalizing constant.
Then
m∑
k=1
pim−k,k(1− γs)k = g(m)
m∑
k=1
f(m− k)(1− γs)k.
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m, 0
(m+ 1)θs + µ2
m+ 1, 0
m− 1, 0
mθs + µ2
m, 1
λ1 + λ2
m− k, k
∑m
k=1
µ1(1− γs)k
m− k,
k + 1
∑m
k=0
µ1(1− γs)kγs
1 ≤ k ≤ m
0 ≤ k ≤ m
Fig. 4 Partial balance at state (m, 0): the flow from states (m− k, k) into (m, 0) equals the flow out of (m, 0) to state (m− 1, 0);
the bold arrows in the figure indicate the transition rates involved in the partial balance equation.
Step 2. The next step is to consider a key partial balance condition which lead us to a simplified form for
the summation
∑m
k=1 f(m−k)(1−γs)k. To do that, we draw inspiration from the case without reneging. Recall
that from Eq. (7) we have
m∑
k=1
p˜im−k,k(1− γs)k = axm = p˜im,0µ2
µ1
.
Multiplying both sides above by µ1 we observe the following key partial balance property is satisfied: fix state
(m, 0), then, in steady state, the flow into this state due to all unknown supply becoming inflexible supply
equals the flow out of (m, 0) due to inflexible supply leaving the system. If we translate this property to the
context with reneging we would have
m∑
k=1
pim−k,kµ1(1− γs)k = pim,0 · (µ2 + θs ·m). (8)
This is similar to the case without reneging but we have to adjust the rate at which inflexible supply leaves state
(m, 0). In the case with reneging inflexible supply leaves (m, 0) at rate (µ2 + θs ·m). In turn, the equation above
establishes the partial balance property for the setting with abandonment. In Figure 4 we provide a graphical
illustration of this property.
We can then replace pim−k,k and pim,0 in the partial balance condition above by using f and g. This delivers
m∑
k=1
f(m− k)(1− γs)k = f(m) · (a+m · b), (9)
where
a =
µ2
µ1
and b =
θs
µ1
.
We refer to Eq. (8) as the partial balance condition.
Step 3. From the partial balance condition in the previous step we can completely solve for f . An inductive
argument shows that any function f with f(0) = 1 that satisfies Eq. (9) is of the form
f(m) =
(1− γs)m
a+ b
(
m∏
i=2
1 + a+ (i− 1)b
a+ ib
)
, ∀m ≥ 1, (10)
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we prove this result in Lemma 2 in the appendix. In turn, given our product form solution, pim,n = f(m)g(m+
n) ·B, we have characterized the steady state probabilities up to g. In the next step we discuss how to solve for
g.
Step 4. We use Eq. (4) and the formula for f(1) in Eq. (10) to solve for g(1) as a function of both a and b.
We obtain
g(1) =
λ1 + λ2
(θs + µ1γs + µ2) +
(1−γs)
a+b (µ2 + θs)
. (11)
Then, we can employ Eq. (3) to solve for g(m) for m ≥ 2,
g(m) =
g(m− 1)(µ1 + µ2 + λ1 + λ2 + (m− 1)θs)− g(m− 2)(λ1 + λ2)
(mθs + µ1γs + µ2) +
(1−γs)
a+b (µ2 + θs)
. (12)
Note that this recursion is completely parametrized by a and b. As a consequence, by solving this recursion we
completely characterize the steady state probabilities. Interestingly, by replacing the values of a and b, this set
of equations coincides exactly with the balance equations for a birth-and-death process with birth rates λ1 +λ2
and death rates µ1 + µ2 +mθs:
g(m− 1)(µ1 + µ2 + λ1 + λ2 + (m− 1)θs) = g(m)(µ1 + µ2 +mθs) + g(m− 2)(λ1 + λ2), m ≥ 2,
with g(1) = (λ1 + λ2)/(µ1 + µ2 + θs). Hence, the solution of g(·) is given by
g(m) =
(
m∏
i=1
λ1 + λ2
µ1 + µ2 + iθs
)
.
Step 5. We are now ready to obtain the product form. Replacing the values of a and b in Eq. (10), and
using the product form f(m) · g(m+ n) we obtain
pim,n =
µ1(1− γs)m
µ2 + θ2
(
m∏
i=2
(µ1 + µ2 + (i− 1)θs)
µ2 + iθs
)(
m+n∏
i=1
λ1 + λ2
µ1 + µ2 + iθs
)
·B, ∀m ≥ 1
For m = 0, because f(0) = 1, g(m + n) = g(n), we have pi0,n =
(∏n
i=1
λ1+λ2
µ1+µ2+iθs
)
· B. Hence, pim,n is fully
determined up to a normalizing constant.
Several comments are in order. In Theorem 1 we have presented the steady state probabilities in a simplified,
more natural, form that is different from the equation above. In the proof of Theorem 1 we prove that these
expressions are equivalent. Also note that in the series of steps outlined above we have not verified all the
equilibrium equations, Eq. (1) to Eq. (4). Nevertheless, since g solves the recursion in Eq. (12) it follows that
Eq. (3) and Eq. (4) are satisfied. So that the only set of equations that remain to be checked are Eq. (2) and Eq.
(1). In the theorem’s proof we show that these equations are indeed verified by our solution. Finally, we note
that there are two key ideas in the previous derivations. First, we impose a product form solution in which pim,n
equals the product of two functions: one that depends on the number of known supply in the system, f(m),
and another that depends on the total number of agents in the system, g(m+ n). Second, these functions can
be fully determined by an appropriate partial balance condition, see Eq. (8) and Figure 4.
3 Two-sided System
Consider now an extension of the system analyzed in Section 2 in which demand units can queue. We refer to
this new system as the two-sided queue. Specifically, we assume flexible and inflexible supply (demand) arrive
as independent Poisson streams, with rate λ1 (µ2) and λ2 (µ1). Flexible supply can be matched to either type
1 or type 2 demand, and inflexible supply can be matched only to type 2 demand in an FCFS manner. Supply
(demand) stays in the system for an i.i.d. and exponentially distributed time with rate θs (θd). Supply and
demand can have different reneging rates. In what follows, to streamline exposition, we refer to the supply and
demand side as the left and right side interchangeably, see Figure 1.
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3.1 State Space Representation
There are three possible scenarios that can emerge. Supply can be queuing on the left side but there is no
demand queuing on the right side. In this case we are in the exact same situation as in Section 2. However,
when supply units begin to deplete, it is possible that demand units will have to wait for a compatible supply.
Note that if there is type 2 demand waiting then it must be that there is no supply waiting; but if there is type
1 demand waiting then it is possible that some inflexible supply is queuing. This gives rise to two additional
system configurations. In one of them demand can be queuing on the right side and there is no supply on the
left side. Importantly, this scenario is symmetric to the one-sided case studied in the previous section. In the
other, there could be supply and demand queuing on both sides at the same time. The latter occurs only when
supply and demand units are not compatible, that is, supplies are inflexible and demands are of type 1. This
discussion motivates us to split the state description into three cases (which we depict in Figure 5 below):
(a) Queue on left side. There is some supply queuing on the left side and exactly zero demand queuing
on the right side. We use the same state representation, (m,n), as in the previous section where m is
the number of known inflexible supplies at the beginning of the queue, and n is the remaining number of
supplies with unknown type, i.e. they could be either flexible or inflexible. In this case we consider (m,n)
in s = {(m,n) | m,n ∈ Z≥0,m+ n > 0}, that is, there is always someone queuing on the left side (we treat
the case m = 0, n = 0 separately). See Figure 5(a).
(b) Queue on right side. There is some demand queuing on the right side and exactly zero supply queuing
on the left side. We use (m,n) to represent the state of the system where m is the number of known type
1 demand at the beginning of the queue, and n is the remaining number of demand with unknown type.
In this case we consider (m,n) in s, that is, there is always someone queuing on the right side. Similarly to
the previous section we denote γd = µ2/(µ1 + µ2) as the probability of a demand arrival being type 2. See
Figure 5(b).
(c) Queue on both sides. There is some inflexible supply queuing on the left side and some type 1 demand
queuing on the right side. We use (i, j) to denote the state of the system with i, j ≥ 1 where i is the number
of inflexible supplies on the left queue and j is the number of type 1 demands on the right queue. Note that
the system can be in this state only when there is a positive number of both inflexible supply and type 1
demand (and no inflexible supply and type 2 demand). In this state there are no feasible matches among
the agents in the system. See Figure 5(c).
mn no demand
Type 2Unknown
no supply m n
Type 1 Unknown
i j
Type 1Type 2
Case (a):
Case (b):
Case (c):
Steady state probability
piLm,n
piRm,n
qi,j
Fig. 5 Two sided queue state space representation.
3.2 Equilibrium Equations
We use {piLm,n}(m,n)∈s, {piRm,n}(m,n)∈s and {qi,j}i,j≥1 to denote the steady state probabilities for cases (a), (b)
and (c), respectively. We use pi0,0 to denote the steady state probability of the empty system. These probabilities
must satisfy the following set of equilibrium equations.
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(a) Queue on left side:
piLm,n(µ1 + µ2 + λ1 + λ2 + (m+ n)θs) = pi
L
m,n+1(n+ 1)θs + pi
L
m+1,n(µ2 + (m+ 1)θs)
+ piLm,n−1(λ1 + λ2)
+
m∑
k=0
piLm−k,n+k+1µ1γs(1− γs)k, m ≥ 1, n ≥ 1; (13)
piLm,0(µ1 + µ2 + λ1 + λ2 +mθs) = pi
L
m,1θs + pi
L
m+1,0(µ2 + θs(m+ 1))
+ qm,1(λ1 + θd) +
m∑
k=0
piLm−k,k+1µ1γs(1− γs)k, m ≥ 1; (14)
piL0,n(µ1 + µ2 + λ1 + λ2 + nθs) = pi
L
0,n+1((n+ 1)θs + µ1γs + µ2) + pi
L
1,n(µ2 + θs)
+ piL0,n−1(λ1 + λ2), n ≥ 1. (15)
Note that equations from (13) to (15) are similar to the equations that define the one-sided steady state
probabilities. However they differ in that now the system can transition to case (a) from case (c) as well.
For example, consider equation (14). There the system can transition to state (m, 0) — in which there is m
inflexible supply on the left side and no demand queuing on the right side — from state (m, 1) — in which
there is m supplies queuing on the left side and one demand queuing on the right side (see the term qm,1 in
Eq. (14)). To achieve this transition it is enough for the demand on the right side to renege or, also, it is
possible that an arrival of flexible supply is matched to the demand.
(b) Queue on right side:
piRm,n(µ1 + µ2 + λ1 + λ2 + (m+ n)θd) = pi
R
m,n+1(n+ 1)θd + pi
R
m+1,n(λ1 + (m+ 1)θd)
+ piRm,n−1(µ1 + µ2)
+
m∑
k=0
piRm−k,n+k+1λ2γd(1− γd)k, m ≥ 1, n ≥ 1; (16)
piRm,0(µ1 + µ2 + λ1 + λ2 +mθd) = pi
R
m,1θd + pi
R
m+1,0(λ1 + (m+ 1)θd)
+ qm,1(µ2 + θs) +
m∑
k=0
piRm−k,k+1λ2γd(1− γd)k, m ≥ 1; (17)
piR0,n(µ1 + µ2 + λ1 + λ2 + nθd) = pi
R
0,n+1((n+ 1)θd + λ2γd + λ1)
+ piR1,n(λ1 + θd) + pi
R
0,n−1(µ1 + µ2), n ≥ 1. (18)
This set of equations are symmetric to the previous one.
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(c) Queue on both sides:
qi,j(iθs + jθd + µ1 + µ2 + λ1 + λ2) = qi+1,j((i+ 1)θs + µ2)
+ qi−1,jλ2 + qi,j+1((j + 1)θd + λ1) + qi,j−1µ1, i ≥ 2, j ≥ 2; (19)
q1,j(θs + jθd + µ1 + µ2 + λ1 + λ2) = q2,j(2θs + µ2) + q1,j+1((j + 1)θd + λ1)
+ q1,j−1µ1 +
j∑
k=0
piRj−k,kλ2(1− γd)k, j ≥ 2; (20)
qi,1(iθs + θd + µ1 + µ2 + λ1 + λ2) = qi+1,1((i+ 1)θs + µ2) + qi−1,1λ2 + qi,2(2θd + λ1)
+
i∑
k=0
piLi−k,kµ1(1− γs)k, i ≥ 2; (21)
q1,1(θs + θd + µ1 + µ2 + λ1 + λ2) = q2,1(2θs + µ2) + pi
R
1,0λ2 + pi
R
0,1λ2(1− γd) + q1,2(2θd + λ1)
+ piL1,0µ1 + pi
L
0,1µ1(1− γs) (22)
Eq. (19) corresponds to a set of equilibrium equations when the inflexible supply and type 1 demand queues
behave as two separate M/M/1+M queues. Eq. (20) and (21) contains an additional edge case of transition from
case (a) or (b) to (c): the arriving type 1 (inflexible) demand (supply) into an empty demand (supply) queue
finds no compatible match and queues in the system. Similarly, Eq. (22) contains two other edge scenarios at
state (1, 1) where both cases (a) and (b) can transition to (c).
Finally, the following equation couples piR, piL and pi0,0,
pi0,0(λ1 + λ2 + µ1 + µ2) = pi
L
0,1(θs + µ1γs + µ2) + pi
L
1,0(µ2 + θs) + pi
R
1,0(θd + λ1) + pi
R
0,1(θd + λ1 + λ2γd). (23)
3.3 The Product Form
Thanks to the intuition developed in Section 2 and Theorem 1, we can make an educated guess for the steady
state probabilities of the two-sided matching queue with reneging. When the system is as in Figure 5(a),
it operates in the same fashion as the one-sided system of Section 2. In turn, the steady-state probabilities
should be proportional to those presented in Theorem 1. When the system is as in Figure 5(b), the situation
is symmetric, hence the steady state probabilities correspond to the mirror image of the ones for case (a). The
situation is different for the case depicted in Figure 5(c). If we consider the left side of the system, the queue
increases whenever there is an arrival of inflexible supply; and decreases whenever a supply reneges or there is
an arrival of type 2 demand. Note that the arrival of flexible supply does not affect the queue on the left side
because it is immediately matched with a unit of demand on the right side, thereby reducing the amount of
type 1 demand. Also, an arrival of type 1 demand will not affect the supply queue but will increase the demand
queue. As a consequence, in this case, both sides of the system behave like an M/M/1+M queue. The following
theorem formalizes this discussion.
Theorem 2 The steady state probabilities for the two sided N-system with reneging are given by
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qi,j =
(
i∏
k=1
λ2
µ2 + kθs
)(
j∏
k=1
µ1
λ1 + kθd
)
B, i, j ≥ 1, (24)
piLm,n =

(
µ1
µ1+µ2+mθs
)(∏m
i=1
λ2
µ2+iθs
)(∏n
i=1
λ1+λ2
µ1+µ2+mθs+iθs
)
B, m ≥ 1(∏n
i=1
λ1+λ2
µ1+µ2+iθs
)
B, m = 0, n > 0
(25)
piRm,n =

(
λ2
λ1+λ2+mθd
)(∏m
i=1
µ1
λ1+iθd
)(∏n
i=1
µ1+µ2
λ1+λ2+mθd+iθd
)
B, m ≥ 1(∏n
i=1
µ1+µ2
λ1+λ2+iθd
)
B, m = 0, n > 0
(26)
where B is a normalizing constant equal to pi0,0 — the steady state probability of having an empty system.
Similar to Theorem 1, B no longer has an simplified closed form due to reneging. It is calculated as B =
1 −∑m+n≥1 piLm,n −∑m+n≥1 piRm,n −∑i≥1,j≥1 qi,j . The proof of the theorem consists of checking that the
conjectured steady state probabilities (24), (25) and (26) satisfy the equilibrium equations (13) to (22). This
task is greatly simplified because of the aforementioned similarities between the one-sided system and the two-
sided system. For example, consider the left side of the two-sided system for which we need to verify (13) to
(15). Note that both equation (13) and (15) appear in the equilibrium equations for the one-sided system. Since
piLm,n has the same form as pim,n, by using Theorem 1, these two equilibrium equations are readily checked. For
(14), we can leverage our one-sided results to obtain much simplified equations. Indeed, since piLm,n satisfies Eq.
(2) we deduce that Eq. (14) becomes
qm,1(λ1 + θd) = pi
L
m,0µ1 +
m∑
k=1
piLm−k,kµ1(1− γs)k, m ≥ 1,
which can be readily verified — after using the partial balance equation to simplify the second term on the
right hand sided as we did for the one-sided case, see Eq. (9). Since left and right sides are symmetric, a similar
argument applies to the right side. Finally, the remaining equations (19) to (22) are much easier to verify as
they very much behave as two separate M/M/1+M queues. We present the full details in the appendix.
4 Concluding Remarks
In this paper we perform an exact analysis of the steady state probabilities for a matching queue with reneging
specified by an N-system. We first investigate a one-sided system in which demand units leave the system if
they are not immediately matched; then we analyze the two-sided case in which demand units would queue in
the system. We note that our approach of solving for the steady state probabilities is constructive. It relies on
identifying an intrinsic partial balance equation which equalizes the flow into state (m, 0) due to all unknown
supply becoming inflexible supply with the flow out of the state due to inflexible supply leaving the system.
Here we offer some concluding remarks and future directions.
Type-dependent reneging rate. A natural extension of our work is to consider different reneging rates
for type 1 and type 2 supply (demand), θs,1 and θs,2 (θd,1 and θd,2). An immediate challenge is that the
parsimonious state space representation (m,n) considered in this paper is no longer Markovian. This is because
the n part of the state space now consists of supply (demand) of different types, and the total reneging rates of
these n supplies (demands) cannot be determined using the memoryless property. Consider an example of only
one supply with unknown type. The patience of that supply is distributed as the mixture of two exponential
random variables with rates θs,1 and θs,2, which is no longer exponentially distributed. On the other hand,
under the expanded state space considered in Adan et al. [2018] which tracks the complete arrival sequence of
supply of different types, one can derive a product-form solution by directly incorporating reneging rates. An
interesting direction could be developing a new state space representation which preserves Markovian properties
under type-dependent reneging rates.
General matching graph. The N-system studied in this paper has a wide variety of applications and it
is also the cornerstone for analyzing more general matching queues. We believe our ideas can be useful in the
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analysis of more complex topologies. Note that a product form solution under general matching graphs with
reneging can be obtained using the expanded state space representation in Adan et al. [2018] which tracks the
entire arrival sequence. However, this state representation might not be tractable for computation. Another
approach is to use the multidimensional but reduced state space representation in Visschers et al. [2012]. That
representation assumes that servers are fixed a priori, and partitions the arrival sequence into pieces separated
by servers with different compatibility. In our context, however, servers are arriving future demands. Thus, the
first step is to adapt the state space representation to our setting, where partitions have to be reformed upon
demand arrival. Then, new structural product forms, in contrast to the form of pim,n = f(m)g(m+n) ·B in the
N-system, have to be investigated. On a related note, given our analysis of the two-sided matching queue, it is
likely that the results of general matching graphs (once completed) can be carried over to two-sided systems as
well.
Performance evaluation. There has also been a number of studies that consider the design and per-
formance evaluation of parallel FCFS systems. The problem of how to optimally design a matching graph to
balance waiting time delays and matching rewards generated by pairing customers and servers under FCFS-ALIS
has been studied in Afeche et al. [2019]. Adan et al. [2019] design heuristics to approximate customer-to-sever
matching rates by means of an FCFS bipartite infinite matching model first proposed in Caldentey and Kaplan
[2007], and further analyzed in Adan and Weiss [2012] and Fazel-Zarandi and Kaplan [2018]. We hope that our
work can provide some insights on how to design and analyze other bipartite matching systems where agents
might abandon.
Acknowledgements We would like to thank Professor Gideon Weiss, Ivo Adan and two anonymous reviewers for comments and
suggestions that has encouraged and improved this work.
A Additional Results
Proof of Proposition 1. The set of equilibrium equations that needs to be verified are Eq. (1) to Eq. (4) where we replace θs with
zero. To simplify notation define
x =
λ2
µ2
, y =
λ1 + λ2
µ1 + µ2
, and C =
µ1
µ1 + µ2
.
The key step is to compute
m∑
k=0
pim−k,n+k+1µ1γs(1− γs)k and
m∑
k=1
pim−k,kµ1(1− γs)k.
For the first we have (for n ≥ 0)
1
B
m∑
k=0
pim−k,n+k+1µ1γs(1− γs)k = C
m−1∑
k=0
xm−kyn+k+1µ1γs(1− γs)k + yn+m+1µ1γs(1− γs)m
= C
m−1∑
k=0
(
x
y
)m−k
ym+n+1µ1γs(1− γs)k + yn+m+1µ1γs(1− γs)m
= yn+1µ1γs
(
Cxm
m−1∑
k=0
(
x
y
)−k
(1− γs)k + ym(1− γs)m
)
= yn+1µ1γs
Cxm 1−
(
y(1−γs)
x
)m
1− y(1−γs)
x
+ ym(1− γs)m

= yn+1µ1γsx
m
= Cλ1y
nxm,
where the last two equalities come from replacing the values of x, y and C. Similarly, we can verify that
1
B
m∑
k=1
pim−k,kµ1(1− γs)k = Cµ2xm.
Next we proceed to verify the equilibrium equations. Eq. (1) and Eq. (2) can be simplified by replacing the result derived above
which deliver
Cynxm (µ1 + µ2 + λ1 + λ2) = Cy
nxm+1µ2 + Cy
n−1xm(λ1 + λ2) + Cλ1ynxm
Cxm(µ2 + λ1 + λ2) = Cyx
m+1µ2 + Cλ1yx
m + Cµ2x
m,
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for Eq. (1) and Eq. (2), respectively. After dividing both sides (in both equations) by Cxmyn, it is easy to see that the relations
above are satisfied. Eq. (3) and Eq. (4) can be verified by a similar procedure. Moreover, note that B can be explicitly computed
B =
(µ1 + µ2 − λ1 − λ2)(µ2 − λ2)
(µ1 + µ2 − λ2)µ2
.
Finally, note that by Proposition 6 in Visschers et al. [2012] the stability conditions in the statement of the proposition guarantee
ergodicity (and that B is well defined). In turn, pim,n corresponds to the steady state probabilities.
Proof of Theorem 1. The first step in the proof is to rewrite the steady state probabilities in the form of f(m)g(m+ n). With this
new characterization, we then proceed to verify equations (1) to (4).
According to Lemma 1, we can cast pim,n as given in the statement of the proposition as
pim,n =
(
m+n∏
i=1
λ1 + λ2
µ1 + µ2 + iθs
)
·
(
m∏
i=1
(µ1 + µ21{i>1} + (i− 1)θs)(1− γs)
µ2 + iθs
)
B, ∀m,n ≥ 0.
Now note that in the discussion after Theorem 1 we observe that the only remaining pieces that need to be verified are:
(a) Eq. (2)
(b) Eq. (1)
We begin with (a). For ease of notation define,
pi =
λ1 + λ2
µ1 + µ2 + iθs
, g(n) =
n∏
i=1
pi, and si =
(µ1 + µ21{i>1} + (i− 1)θs)(1− γs)
µ2 + iθs
, f(m) =
m∏
i=1
si,
observe that the definition of g(n) and f(m) are the same as in the discussion after the statement of Theorem 1.
Thus pim,n can then be summarized and re-written as
pim,n = g(m+ n)f(m)B.
Eq. (2) then becomes
g(m)f(m)(µ2 + λ1 + λ2 +mθs) = g(m)f(m)pm+1θs + g(m)f(m)pm+1sm+1(µ2 + θs(m+ 1))
+
m∑
k=0
g(m)f(m− k)pm+1µ1γs(1− γs)k +
m∑
k=1
g(m)f(m− k)µ1(1− γs)k.
Dividing both sides of the equation by g(m) this becomes,
f(m)(µ2 + λ1 + λ2 +mθs) = f(m)pm+1θs + f(m)pm+1sm+1(µ2 + θs(m+ 1))
+
m∑
k=0
f(m− k)pm+1µ1γs(1− γs)k +
m∑
k=1
f(m− k)µ1(1− γs)k
= f(m)pm+1(θs + µ1γs + (µ1 + µ2 +mθs)(1− γs))
+ µ1(γspm+1 + 1)
m∑
k=1
f(m− k)(1− γs)k. (27)
To ease the derivation, we use the following simplification result, which is formally proved in Lemma 2,
m∑
k=1
f(m− k)(1− γs)k = f(m)(µ2 +m · θs)
µ1
. (28)
Next, we simplify Eq. (27) using Eq. (28).
f(m)pm+1(θs + µ1γs + (µ1 + µ2 +mθs)(1− γs))
+µ1(γspm+1 + 1)(1− γs)m
m∑
k=1
f(m− k)(1− γs)k−m =f(m)pm+1(θs + µ1γs + (µ1 + µ2 +mθs)(1− γs))
+µ1(γspm+1 + 1)(1− γs)mf(m) µ2 +mθs
µ1(1− γs)m
=f(m)
(
pm+1(µ1 + µ2 + (m+ 1)θs)− γspm+1(µ2 +mθs))
)
+f(m)
(
(γspm+1 + 1)(µ2 +mθs)
)
=f(m)(λ1 + λ2 + µ2 +mθs),
thus we have verified Eq. (2).
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To conclude, we move to (b) and verify Eq. (1). This is equivalent to check that the following equation holds:
g(m+ n)f(m)(µ1 + µ2 + λ1 + λ2 + (m+ n)θs) = g(m+ n)pm+n+1f(m)((n+ 1)θ + µ1γs)
+ pm+n+1Sm+1(µ2 + (m+ 1)θs)
+ g(m+ n)pm+n+1γs
m∑
k=1
f(m− k)µ1(1− γs)k︸ ︷︷ ︸
f(m)(µ2+mθs) by Eq. (28)
+
g(m+ n)f(m)
pm+n
(λ1 + λ2)
Dividing both sides of the equation by g(m+ n)f(m), we get
(µ1 + µ2 + λ1 + λ2 + (m+ n)θs) = pm+n+1((n+ 1)θs + µ1γs) + pm+n+1sm+1(µ2 + (m+ 1)θs)
+ pm+n+1γs(µ2 +mθs) +
λ1 + λ2
pm+n
= pm+n+1((n+ 1)θs + µ1γs) + pm+n+1(µ1 + µ2 +mθs)(1− γs)
+ pm+n+1γs(µ2 +mθs) + µ1 + µ2 + (m+ n)θs
= pm+n+1((m+ n+ 1)θs + µ1 + µ2) + µ1 + µ2 + (m+ n)θs
= λ1 + λ2 + µ1 + µ2 + (m+ n)θs,
which completes the verification. uunionsq
Lemma 1 The expressions 
(
µ1
µ1+µ2+mθs
)(∏m
i=1
λ2
µ2+iθs
)(∏n
i=1
λ1+λ2
µ1+µ2+mθs+iθs
)
, m ≥ 1∏n
i=1
λ1+λ2
µ1+µ2+iθs
, m = 0
and (
m+n∏
i=1
λ1 + λ2
µ1 + µ2 + iθs
)
·
(
m∏
i=1
(µ1 + µ21{i>1} + (i− 1)θs)(1− γs)
µ2 + iθs
)
, ∀m,n ≥ 0
are equivalent.
Proof Denote the first term in the statement L1 and the second L2. For m ≥ 1,
L1 =
(
µ1
µ1 + µ2 +mθs
)
·
( m∏
i=1
λ2
µ2 + iθs
)
·
( n∏
i=1
λ1 + λ2
µ1 + µ2 +mθs + iθs
)
=
(
µ1
µ1 + µ2 +mθs
)
·
( m∏
i=1
(λ1 + λ2)(1− γs)
µ2 + iθs
)
·
( n∏
i=1
λ1 + λ2
µ1 + µ2 +mθs + iθs
)
·
( m∏
i=1
µ1 + µ2 + iθs
µ1 + µ2 + iθs
)
︸ ︷︷ ︸
=1
=
(
µ1
µ1 + µ2 +mθs
)
·
(
m+n∏
i=1
λ1 + λ2
µ1 + µ2 + iθs
)
·
( m∏
i=1
(µ1 + µ2 + iθs)(1− γs)
µ2 + iθs
)
=
(
m+n∏
i=1
λ1 + λ2
µ1 + µ2 + iθs
)
·
(
m∏
i=1
(µ1 + µ21{i>1} + (i− 1)θs)(1− γs)
µ2 + iθs
)
= L2.
For m = 0,
L1 =
n∏
i=1
λ1 + λ2
µ1 + µ2 + iθs
= L2.
This completes the proof.
Lemma 2 Let f : N→ R+ be a function such that f(0) = 1 and
m∑
k=1
f(m− k)(1− γs)k = f(m) · (a+m · b), ∀m ≥ 1. (29)
Then
f(m) =
(1− γs)m
a+ b
(
m∏
i=2
1 + a+ (i− 1)b
a+ ib
)
, ∀m ≥ 1. (30)
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Proof We proceed by induction. For m = 1 since f(0) = 1 Eq.(29) yields
f(1)(a+ b) = (1− γs), (31)
which coincides with Eq. (30). For the induction step let us compute f(m) assuming that the property holds form f(m− 1). From
Eq. (30) we have
f(m)(a+m · b) =
m∑
k=1
f(m− k)(1− γs)k
=
m−1∑
k=0
f(m− 1− k)(1− γs)k+1
= f(m− 1)(1− γs) + (1− γs)
m−1∑
k=1
f(m− 1− k)(1− γs)k
= f(m− 1)(1− γs) + (1− γs)f(m− 1)(a+ (m− 1) · b)
= f(m− 1)(1− γs)(1 + a+ (m− 1) · b)
=
(1− γs)m−1
a+ b
(
m−1∏
i=2
1 + a+ (i− 1)b
a+ ib
)
(1− γs)(1 + a+ (m− 1) · b)
=
(1− γs)m
a+ b
(
m∏
i=2
1 + a+ (i− 1)b
a+ ib
)
· (a+m · b),
where the second to last equality comes from the induction hypothesis and Eq. (30). This concludes the proof.
Proof of Theorem 2. First we rewrite the expression for the conjectured steady state probabilities piLm,n and pi
R
m,n into the form of
pim,n = f(m)g(m+ n)B as follows (see Lemma 1 for a formal proof),
piLm,n =
(
m+n∏
i=1
λ1 + λ2
µ1 + µ2 + iθs
)(
m∏
i=1
(µ1 + µ21{i>1} + (i− 1)θs)(1− γs)
µ2 + iθs
)
B,
piRm,n =
(
m+n∏
i=1
µ1 + µ2
λ1 + λ2 + iθd
)(
m∏
i=1
(λ2 + λ11{i>1} + (i− 1)θd)(1− γd)
λ1 + iθd
)
B.
For ease of notation, for ` ∈ {L,R} we define
P `n =
n∏
i=1
p`i , where p
L
i =
λ1 + λ2
µ1 + µ2 + iθs
, pRi =
µ1 + µ2
λ1 + λ2 + iθd
, i ≥ 1.
and
S`m =
m∏
i=1
s`i ,
where
sLi =
(µ1 + µ21{i>1} + (i− 1)θs)(1− γs)
µ2 + iθs
, sRi =
(λ2 + λ11{i>1} + (i− 1)θd)(1− γd)
λ1 + iθd
, i ≥ 1.
This gives the following forms of piLm,n and pi
R
m,n:
piLm,n = P
L
m+nS
L
m, pi
R
m,n = P
R
m+nS
R
m.
Now we verify the equilibrium equations. To do so we will make use of Theorem 1. Observe that from Theorem 1, equations (13),
(15), (16) and (18) are readily verified.
Next we check Eq. (14). According to Theorem 1, piLm,n satisfies Eq. (2). Adding pi
L
m,0µ1 on both sides of Eq. (2), we have
piLm,0(µ1 + µ2 + λ1 + λ2 +mθs) = pi
L
m,0µ1 + pi
L
m,1θs + pi
L
m+1,0 (µ2 + θs(m+ 1))
+
m∑
k=0
piLm−k,k+1µ1γs(1− γs)k +
m∑
k=1
piLm−k,kµ1(1− γs)k.
In order to verify Eq. (14), we just need to show that
qm,1(λ1 + θd) = pi
L
m,0µ1 +
m∑
k=1
piLm−k,kµ1(1− γs)k.
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The left hand side qm,1(λ1 + θd) =
(∏m
i=1
λ2
µ2+iθs
)
µ1B. For the right hand side,
piLm,0µ1 +
m∑
k=1
piLm−k,kµ1(1− γs)k = PLmSLmµ1B + PLmB
m∑
k=1
SLm−kµ1(1− γs)k︸ ︷︷ ︸
SLm(µ2+mθs) by Lemma 2
= PLmS
L
mB(µ1 + µ2 +mθs)
=
(
m∏
i=1
λ1 + λ2
µ1 + µ2 + iθs
)(
m∏
i=1
(µ1 + µ21{i>1} + (i− 1)θs)(1− γs)
µ2 + iθs
)
· (µ1 + µ2 +mθs)B
=
(
m∏
i=1
λ2
µ2 + iθs
)(
m∏
i=1
(µ1 + µ21{i>1} + (i− 1)θs)
µ1 + µ2 + iθs
)
(µ1 + µ2 +mθs)B
=
(
m∏
i=1
λ2
µ2 + iθs
)
µ1B, (32)
which completes the verification. Eq. (17) can be verified with the same technique.
We now verify equations from (19) to (22). We start with (19). For i, j ≥ 2, dividing qi,j on both sides of Eq. (19) we get the
first equality of the following:
(iθs + jθd + µ1 + µ2 + λ1 + λ2) =
λ2
µ2 + (i+ 1)θs
((i+ 1)θs + µ2) +
µ2 + iθs
λ2
λ2
+
µ1
λ1 + (j + 1)θd
((j + 1)θd + λ1) +
λ1 + jθd
µ1
µ1
= λ2 + µ2 + iθs + µ1 + λ1 + jθd,
which verifies Eq. (19).
For Eq. (20), replacing piRj−k,k with P
R
j S
R
j−k we have the first equality of the following,
q1,j(θs + jθd + µ1 + µ2 + λ1 + λ2) = q2,j(2θs + µ2) + q1,j+1((j + 1)θd + λ1) + q1,j−1µ1
+BPRj S
R
j λ2 +BP
R
j
j∑
k=1
SRj−kλ2(1− γd)k︸ ︷︷ ︸
SRj (λ1+mθd) by Lemma 2
= q2,j(2θs + µ2) + q1,j+1((j + 1)θd + λ1) + q1,j−1µ1
+BPRj S
R
j (λ1 + λ2 +mθd)
= q2,j(2θs + µ2) + q1,j+1((j + 1)θd + λ1) + q1,j−1µ1
+Bλ2
 j∏
k=1
µ1
λ1 + kθd
 , by Eq. (32).
Dividing both sides of the equation by q1,j , we get
θs + jθd + µ1 + µ2 + λ1 + λ2 =
λ2
µ2 + 2θs
(2θs + µ2) +
µ1
λ1 + (j + 1)θd
((j + 1)θd + λ1)
+
λ1 + jθd
µ1
µ1 +
µ2 + θs
λ2
λ2
= λ2 + µ1 + λ1 + jθd + µ2 + θs.
This verifies Eq. (20). By symmetry we can also conclude that (21) is verified as well.
For Eq. (22), since q2,1(2θs + µ2) = q1,1λ2, q1,2(2θd + λ1) = q1,1µ1, we can cancel out q1,1(µ1 + λ2) on both sides of Eq. (22).
This gives the following equation,
q1,1(θs + θd + µ2 + λ1) = pi
R
1,0λ2 + pi
R
0,1λ2(1− γd) + piL1,0µ1 + piL0,1µ1(1− γs).
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Replacing q1,1, piR1,0, pi
R
0,1, pi
L
1,0, pi
L
0,1 with their corresponding expressions, we get the first equality of the following,
λ2
µ2 + θs
µ1
λ1 + θd
(θs + θd + µ2 + λ1) =
λ2(1− γd)
λ1 + θd
µ1 + µ2
λ1 + λ2 + θd
λ2 +
µ1 + µ2
λ1 + λ2 + θd
λ2(1− γd)
+
µ1(1− γs)
µ2 + θs
λ1 + λ2
µ1 + µ2 + θs
µ1 +
λ1 + λ2
µ1 + µ2 + θs
µ1(1− γs)
=
µ1 + µ2
λ1 + λ2 + θd
λ2(1− γd)
λ1 + λ2 + θd
λ1 + θd
+
λ1 + λ2
µ1 + µ2 + θs
µ1(1− γs)µ1 + µ2 + θs
µ2 + θs
=
λ2µ1
λ1 + θd
+
λ2µ1
µ2 + θs
.
This in turn verifies Eq. (22).
Finally, we verify Eq. (23). Replacing piL0,1, pi
L
1,0, pi
R
0,1, pi
R
1,0 with their corresponding terms, we have the first equality of the
following,
(λ1 + λ2 + µ1 + µ2) =
λ1 + λ2
µ1 + µ2 + θs
(θs + µ1γs + µ2) +
λ1 + λ2
µ1 + µ2 + θs
µ1(1− γs)
µ2 + θs
(µ2 + θs)
+
µ1 + µ2
λ1 + λ2 + θd
λ2(1− γd)
λ1 + θd
(θd + λ1) +
µ1 + µ2
λ1 + λ2 + θd
(θd + λ1 + λ2γd)
=
λ1 + λ2
µ1 + µ2 + θs
(µ1 + µ2 + θs) +
µ1 + µ2
λ1 + λ2 + θd
(λ1 + λ2 + θd)
= λ1 + λ2 + µ1 + µ2,
which verifies Eq. (23). This concludes the proof. uunionsq
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