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 Abstrakt 
Tato diplomová práce se zabývá nejprve teoretickým popisem řady metod 
texturní a tvarové analýzy. Tyto metody jsou v několika publikovaných článcích 
využity pro automatickou detekci lézí v páteři na CT snímcích, v této práci jsou 
některé z těchto článku krátce prezentovány. Dále diplomová práce obsahuje popis 
různých klasifikátorů, které se využívají pro klasifikaci příznakových vektorů 
odvozených uvedenými metodami. Realizační částí práce je návrh a implementace 
vlastního řešení segmentace obrazových dat (metastatických lézí v obratlích) 
s využitím klasifikace příznakových vektorů tvořených texturními a tvarovými 
příznaky. Práce se také věnuje výběru významných příznaků pro segmentaci. 
Segmentační algoritmus je testován na medicínských datech. 
Klíčová slova 





This thesis first describes theory of range of methods of textural and shape 
analysis.  In several published articles some of the mentioned methods are used for 
automatic detection of lesion in spine in CT images. Some of these articles are 
shortly presented (in this thesis). Next part of the thesis includes description of 
various classifiers which are used for classification of feature vectors. Practical part of 
the thesis is a design and implementation of image data segmentation solution 
(metastatic lesions in vertebrae) with use of classification of feature vectors formed 
by texture and shape symptoms. The thesis also deals with the selection of 
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Segmentace obrazových dat je důležitým odvětvím v analýze obrazů. Automatické 
detekce např. lézí v CT nebo MRI datech ulehčují práci lékařům při určování diagnóz. Tato 
práce se zaměřuje na segmentaci CT obrazových dat. Jedná se konkrétně o segmentaci lézí 
v páteři. Nádorová onemocnění jsou totiž jedním z nejčastějších onemocnění, na která umírá 
mnoho lidí, je tedy účelné, aby léze byly co nejdříve detekovány z důvodu včasného zahájení 
léčby. 
Segmentace dat mohou být provedeny různými metodami. Tato práce je zaměřena 
na segmentaci pomocí klasifikace příznakových vektorů. Jednotlivé příznaky jsou získávány 
mnohými metodami z oblasti texturní a tvarové analýzy. 
Druhá kapitola popisuje prostudované metody z oblasti texturní a tvarové analýzy a také 
různé typy klasifikace dat.  Je zde stručně vysvětlen pojem segmentace obrazových dat. 
Kapitola 2.2 je zaměřena zejména na příznakové klasifikátory. Existuje několik typů 
příznakových metod rozpoznávání, jež jsou v kapitole rozebrány. Je zde také vysvětlen pojem 
příznak, příznakový vektor a příznakový prostor. Kapitola dále popisuje obecný postup při 
výběru vhodných příznaků. Kapitola 2.3 teoreticky rozebírá 3D metody texturní analýzy. 
Textury jsou časté jak v přírodních, tak medicínských obrazech a lidské oko je schopné 
textury rozpoznávat. Někdy textura může představovat jedinou možnost, jak od sebe rozeznat 
patologickou a zdravou tkáň. Existuje mnoho metod texturní analýzy, v této kapitole jsou 
popsány metody založené na výpočtu příznaků. Texturní příznaky se dělí do čtyř základních 
skupin a to na statistické příznaky, strukturní příznaky, příznaky založené na zpracování 
signálů a modelově založené příznaky. Tvar je důležitým vizuálním příznakem a je jedním 
ze základních příznaků popisujících objekty. Tvarová analýza je obecně klasifikována 
do dvou tříd, na metody vycházející z kontury objektu a metody vycházející z regionu 
objektu. Obě třídy se dále dělí do dvou podtříd, na metody založené na strukturálním 
a globálním přístupu. 3D metody získávání tvarových příznaků jsou popsány v kapitole 2.4. 
Třetí kapitola krátce přibližuje problematiku nádorových onemocnění a typů lézí v páteři. 
Dále je v této kapitole uvedena rešerše tří článků využívajících některé z metod tvarové 
a texturní analýzy k automatické detekci lézí v páteři.  
Vlastní návrh a realizace řešení je popsána ve čtvrté kapitole. Je zde uvedeno blokové 
schéma výsledného programu a jeho popis řešení. Důležitou částí této kapitoly je rozbor 
vlastností vstupních dat, zájmové oblasti segmentace a analýza jednotlivých typů tkání 
(zdravé, osteoplastické a osteolytické). Jsou zde podrobně popsány všechny algoritmy použité 




Pátá kapitola se podrobně zabývá výběrem významných příznaků a vytvářením 
klasifikátorů – neuronových sítí.  
V šesté kapitole jsou prezentovány výsledky segmentace medicínských dat.  
V sedmé kapitole je popsáno uživatelské prostředí realizovaného programu.  
Cílem diplomové práce je zjištění, zda pro segmentaci lézí v obratlích je vhodné použití 
klasifikace vektorů texturních a tvarových příznaků. Současně se segmentací lézí zabývá Jan 
Demel, který pro segmentaci využívá grafovou reprezentaci, a toto téma řeší v rámci své 
diplomové práce (Segmentace 3D obrazových dat s využitím grafové reprezentace). 





2 Prostudované metody 
2.1 Segmentace obrazů 
Segmentace patří k základním krokům analýzy obrazu. Segmentace by měla v obraze 
vymezit segmenty odpovídající strukturám nebo představující část, která je pro pozorovatele 
zajímavá. Segmentaci lze označit jako rozdělení obrazu R na jeho segmenty R1, R2,…,RS (kde 
S je počet segmentů). Tyto segmenty jsou disjunktní (tj. nemají společný prvek) 𝑅𝑅𝑖𝑖 ∩ 𝑅𝑅𝑗𝑗 = ∅,
𝑖𝑖 ≠ 𝑗𝑗, a plně zaplňují oblast obrazu R: 𝑅𝑅 = ⋃ 𝑅𝑅𝑖𝑖𝑆𝑆𝑖𝑖=1 . [12] 
Výsledkem segmentace může být i binární obraz, pokud byla v obraze hledaná pouze 
jedna specifická oblast. V případě dělení obrazu na více oblastí se používají k odlišení 
jednotlivých segmentů indexy nebo barevné odstíny. [31] 
Z důvodu vysoké proměnlivosti úloh segmentace obrazu neexistuje jednotný přístup 
k dosažení co možná nejlepší segmentace. Nutnost různých segmentačních metod souvisí 
s rozličnými požadavky na ně kladenými a s individuálním přístupem k nim. Segmentaci 
obrazů můžeme rozdělit do několika kategorií: segmentace podle homogenity oblastí, 
regionově orientované segmentace, hranově orientované techniky a hybridní techniky. 
[12][31] 
U obrazového segmentu se předpokládá, že je homogenní vůči  parametru, jímž je 
charakterizován. V nejjednodušším případě je parametrem (příznakem) intenzita. Parametr 
může být popsán vektorem vyšší dimenze (např. v případě texturní nebo tvarové analýzy). 
Aby se mohlo říci, že oblast je homogenní, musí v případě skalárního parametru ležet hodnoty 
parametru segmentu v určitém tolerančním intervalu (rozmezí hodnot), v případě 
parametrického vektoru, musí parametrické vektory segmentu náležet do vymezené toleranční 
prostorové oblasti.[12] 
Dva nejvíce informativní vizuální podněty v medicínských obrazech jsou tvar a textura. 
Tvar a textura mohou být kvantifikovány četnými technikami popisujícími jejich různé 
aspekty. [1] 
2.2 Příznakové klasifikátory 
Rozpoznávání se obvykle chápe jako úloha přiřazující objekty do tříd podle jejich 
společných vlastností, tedy vzájemně si podobné objekty jsou zařazeny do stejné třídy (počet 
tříd není předem znám). Klasifikace pak zařazuje objekty do předem známého počtu tříd. [24] 
Klasifikační úloha může být obecně popsána takto: Rozpoznávaný objekt je podroben 




do klasifikátoru. Klasifikátor pak na základě rozhodovacího pravidla zařadí objekt 
do klasifikační třídy. Výstupem klasifikátoru je identifikátor třídy 𝜔𝜔. [24] 
2.2.1 Klasifikátor 
Klasifikátor slouží k zařazení objektu do klasifikační třídy. Rozhodovací pravidlo, podle 
kterého klasifikátor zařazuje objekt do klasifikační třídy je definované skalární funkcí 
vektorového argumentu: 
 𝜔𝜔𝑟𝑟 = 𝑑𝑑(𝑥𝑥), (2.1) 
kde 𝑑𝑑(𝑥𝑥) představuje skalární funkci vektorového argumentu 𝑥𝑥 (např. vektor příznaků), 
𝜔𝜔𝑟𝑟 je diskrétní výstup určující třídu zařazení objektu – identifikátor třídy. Rozhodovací 
pravidlo může být vyjádřeno přesněji rovnicí: 
 𝜔𝜔𝑟𝑟 = 𝑑𝑑(𝑥𝑥,𝑞𝑞), (2.2) 
kde 𝑞𝑞 představuje nastavení klasifikátoru. Nastavení klasifikátoru se realizuje trénováním 
neboli učením. Rozlišují se 2 základní metody učení a to učení s učitelem a učení bez učitele. 
Při učení s učitelem se klasifikátoru předkládá trénovací množina tvořená vektorem příznaků 
se známou příslušností ke klasifikační třídě. Nastavení klasifikátoru učením bez učitele je 
provedeno předložením trénovací množiny tvořené vektorem příznaků bez znalosti 
příslušnosti ke klasifikační třídě – tento problém bývá řešen metodami shlukové analýzy. 
[15][24] 
2.2.2 Příznakový klasifikátor 
Příznakový klasifikátor představuje algoritmus, který má tolik vstupů kolik je příznaků 
v příznakovém vektoru, jímž je klasifikovaný objekt popsán, a jeden diskrétní výstup, jehož 
hodnota určuje třídu, do níž klasifikátor klasifikovaný objekt zařadil (viz Obrázek 2.1). 
Existuje několik typů příznakových metod rozpoznávání, např. diskriminační funkce, 
kritérium minimální vzdálenosti, kritérium minimální chyby (Bayesovský klasifikátor), 
neuronová síť, podpůrné vektorové stroje a shluková analýza. [9] 
 





Příznaky popisují kvantitativní nebo kvalitativní vlastnosti objektu (např. jednotlivých 
voxelů nebo okolí voxelů). Daný objekt může být popsán několika příznaky. Soubor těchto 
příznaků je uspořádán do příznakového vektoru. Příznakový prostor je tvořen souborem 
příznakových vektorů popisující jednotlivé objekty nebo voxely. Dimenze příznakového 
prostoru je dána počtem příznaků. [9] 
Klasifikátor potřebuje pro správnou činnost dostatečné množství informací. Čím více 
informací data nesou, tím kvalitnější bude klasifikace. Snahou tedy je co nejpodrobnější popis 
objektu pomocí velkého počtu příznaků. Na druhou stranu rostoucí počet příznaků komplikuje 
technickou realizaci klasifikátoru (roste složitost rozhodovacího algoritmu, výpočetní čas). Je 
tedy důležité nalézt kompromis mezi správností klasifikace a požadavky na technickou 
realizaci. Existuje hranice, kdy další přidávání příznaků správnost klasifikace nezvyšuje. 
Cílem je vybrat příznaky, jejichž hodnoty nesou dostatek informace pro klasifikaci, 
a odstranit příznaky, které nenesou informaci využitelnou pro klasifikaci. [9] 
Vhodnými příznaky jsou ty, jež jsou vzájemně nekorelované, mají maximální vzdálenost 
mezi třídami a minimální rozptyl uvnitř tříd. [9] 
Je-li obraz reprezentován m-rozměrným příznakovým prostorem, je snahou obraz 
vyjádřit prostorem n-rozměrným, kde 𝑚𝑚 ≥ 𝑛𝑛, tak aby množství diskriminační informace 
obsažené v původním prostoru bylo v co největší míře zachováno. Zmenšení příznakového 
prostoru se provádí dvěma principiálně různými způsoby: selekcí a extrakcí příznaků. Selekce 
je založena na nalezení příznaků přispívajících ke klasifikaci do tříd nejméně a ponechání jen 
𝑛𝑛 nejvíce informativních příznaků, řadí se sem např. poměr rozptylů. Extrakce je založena 
na transformaci původních příznakových proměnných na menší počet jiných příznakových 
proměnných, patří sem např. analýza hlavních komponent. [9] 
2.2.2.2 Diskriminační funkce 
Předpokladem je klasifikace do 𝑅𝑅 tříd, identifikátory třídy jsou označeny symboly 
𝜔𝜔1, … ,𝜔𝜔𝑅𝑅 , symbol 𝜔𝜔𝑟𝑟 označuje 𝑟𝑟-tou třídu. Je zavedeno 𝑅𝑅 diskriminačních funkcí 𝑔𝑔(𝑥𝑥). 
Každá třída má svou diskriminační funkci. Platí-li pro diskriminační funkci 𝑔𝑔𝑟𝑟(𝑥𝑥) vztah:  
 𝑔𝑔𝑟𝑟(𝑥𝑥) > 𝑔𝑔𝑠𝑠(𝑥𝑥), (2.3) 
kde 𝑠𝑠 = 1, … ,𝑅𝑅 různé od 𝑟𝑟, pak vektor příznaků 𝑥𝑥 patří to třídy 𝑟𝑟. Ze vztahu vyplývá, že 
klasifikovaný vektor 𝑥𝑥 je přiřazen do třídy 𝑟𝑟, pro kterou je diskriminační funkce maximální. 
Klasifikace diskriminační funkcí je základní a nejobecnější metodou, z principů této metody 





Obrázek 2.2 Schéma klasifikátoru na bázi diskriminačních funkcí (převzato z [9])  
2.2.2.3 Metoda minimální vzdálenosti 
Každá třída je charakterizována vzorovým n-rozměrným vektorem nazývaným etalon. 
Vektor příznaků je pak porovnán s etalonem každé třídy a je zařazen do třídy, jejíž etalon je 
klasifikovanému vektoru nejpodobnější. Jelikož se jedná o n-rozměrné vektory, může být 
podobnost definována např. jako Euklidovská vzdálenost mezi těmito vektory. Čím více si je 
etalon s vektorem příznaků klasifikovaného objektu podobnější, tím menší je jejich 
Euklidovská vzdálenost. Objekt je tedy zařazen do třídy, s níž má nejmenší Euklidovskou 
vzdálenost. [9][24] 
2.2.2.4 Kritérium minimální chyby – Bayesův klasifikátor 
Existuje mnoho případů, kdy je nesnadné určit, do jaké třídy vektor příznaků patří. 
V těchto případech je velká pravděpodobnost chybného rozhodnutí. Bayesův klasifikátor je 
nastaven tak, aby ztráty způsobené chybným rozhodnutím byly minimální. Bayesův 
klasifikátor využívá k popisu úlohy pravděpodobnostního zápisu. Předpokládá se klasifikace 
do 𝑅𝑅 tříd, indikátory tříd 𝜔𝜔1, … ,𝜔𝜔𝑅𝑅  a vektor příznaků 𝑥𝑥 s přiřazeným identifikátorem 𝜔𝜔. 
Hodnota 𝜔𝜔 je pokládána za náhodnou proměnnou nabývající hodnot 𝜔𝜔1, … ,𝜔𝜔𝑅𝑅  s danými 
pravděpodobnostmi 𝑃𝑃(𝜔𝜔1), … ,𝑃𝑃(𝜔𝜔𝑅𝑅), když platí ∑ 𝑃𝑃(𝜔𝜔𝑖𝑖) = 1𝑅𝑅𝑖𝑖=1 . 𝑃𝑃(𝜔𝜔𝑖𝑖) je apriorní 
pravděpodobnost výskytu vektoru příznaků z třídy s identifikátorem 𝜔𝜔𝑖𝑖. Je-li znám vektor 
příznaků 𝑥𝑥, apriorní pravděpodobnost 𝑃𝑃(𝜔𝜔𝑖𝑖) a všechny podmíněné hustoty pravděpodobnosti 
𝑝𝑝(𝑥𝑥|𝜔𝜔𝑖𝑖) vyjadřující rozložení hodnot vektorů 𝑥𝑥 uvnitř jednotlivých tříd, pak 
pravděpodobnost, že vektor příznaků 𝑥𝑥 patří do třídy 𝜔𝜔𝑖𝑖 je dána Bayesovým vztahem: 
 
𝑃𝑃(𝜔𝜔𝑖𝑖|?̅?𝑥) = 𝑝𝑝(?̅?𝑥|𝜔𝜔𝑖𝑖)𝑃𝑃(𝜔𝜔𝑖𝑖)𝑝𝑝(?̅?𝑥) , (2.4) 
kde 𝑝𝑝(?̅?𝑥) = ∑ 𝑝𝑝(?̅?𝑥|𝜔𝜔𝑖𝑖)𝑃𝑃(𝜔𝜔𝑖𝑖)𝑅𝑅𝑖𝑖=1  je hustota pravděpodobností rozložení vektorů příznaků 
𝑥𝑥 v příznakovém prostoru bez ohledu na třídu, 𝑃𝑃(𝜔𝜔𝑖𝑖|?̅?𝑥) je aposteriorní pravděpodobnost, 




 𝑃𝑃(𝜔𝜔𝑖𝑖|?̅?𝑥) = max
𝑗𝑗
𝑃𝑃�𝜔𝜔𝑗𝑗�?̅?𝑥�, (2.5) 
kde 𝑗𝑗 = 1 …𝑅𝑅.[9] 
2.2.2.5 Klasifikace pomocí hranic v příznakovém prostoru 
Prostory odpovídající jednotlivým klasifikačním třídám, jsou odděleny hranicemi 
tvořenými obecně nadplochami o rozměru o jednotku menší než je rozměr příznakového 
prostoru. Patří sem dva známé klasifikátory: neuronové sítě a podpůrné vektorové stroje. [9] 
Neuronové sítě 
Neuronové sítě mají schopnost učit se, tj. měnit své parametry i strukturu tak, aby lépe 
vyhovovaly zadaným požadavkům. Mají zpětnou vazbu, na jejímž základě se parametry mění. 
Učení neuronové sítě je prováděno buď s učitelem, nebo bez učitele. [15] 
Základním prvkem neuronové sítě je neuron-perceptron. Neuron je procesní prvek s 𝑁𝑁 
vstupy a jedním výstupem. Můžeme ho popsat rovnicí: 
 
𝑦𝑦 = 𝑓𝑓 � 𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖𝑁𝑁
𝑖𝑖=0
� ,   𝑘𝑘𝑑𝑑𝑘𝑘 𝑥𝑥0 = 1,𝑤𝑤0 = −𝜗𝜗, (2.6) 
kde 𝑥𝑥𝑖𝑖 je aktuální prvek ze vstupního vektoru příznaků, 𝑦𝑦 je výstup neuronu, 𝑤𝑤𝑖𝑖 je 
aktuální prvek z vektoru vah a 𝜗𝜗 je aktuální práh neuronu, funkce 𝑓𝑓(𝛼𝛼) je zvolená funkce, 
tzv. charakteristika neuronu, argument 𝛼𝛼 se nazývá aktivace neuronu. Váha 𝑤𝑤0 představuje 
práh – 𝜗𝜗 při fiktivním vstupu 𝑥𝑥0 = 1. Charakteristika může být lineární, viz rovnice (2.6), 
nebo omezená lineární, další důležitou charakteristikou je sigmoidní funkce, výstup neuronu 
bývá mezi 0 a 1, nebo mezi -1 a 1. Neuron dělí prostor na 2 poloroviny. Schéma neuronu je 
znázorněno na obrázku (viz Obrázek 2.3).[15] 
 




Učením se nalézají vhodné váhy pro váhový vektor 𝑤𝑤. Učení probíhá v tzv. epochách, 
epocha představuje předložení celé trénovací množiny. Na konci každé epochy je 
vyhodnocena úspěšnost klasifikace neuronu a na základě tohoto výsledku je rozhodnuto, zda 
se v učení bude dále pokračovat. [15] 
Vícevrstvá perceptronová síť je složena z jednotlivých neuronů. Neurony jsou vzájemně 
propojeny. Neurony jsou uspořádány do vrstev. Z každého neuronu v dané vrstvě vedou 
spojení do všech neuronů vrstvy následující. Počty neuronů, vstupů a výstupů v jednotlivých 
vrstvách můžou být různé. Lze dokázat, že k vyřešení jakéhokoli problému týkajícího se 
klasifikace stačí třívrstvá perceptronová síť.[15] 
Algoritmus podpůrných vektorů 
Poloha hraniční plochy není obecně jednoznačná a je-li použit algoritmus učení 
jednovrstvého perceptronu, pak její poloha nemusí být optimální, jak je naznačeno na obrázku 
(viz Obrázek 2.4 vlevo). Z levého obrázku lze vyčíst, že všechny hranice dokonale rozdělují 
klasifikační třídy, ale také to, že ne všechna řešení jsou stejně vhodná. Asi nejlepší řešení 
představuje hranice, která je v dostatečně velké vzdálenosti od obou klasifikačních tříd, což je 
zobrazeno na obrázku vpravo (viz Obrázek 2.4 vpravo). Hledá se hranice 𝑏𝑏(𝑥𝑥) definovaná: 
 𝑏𝑏(𝑥𝑥) = 𝑤𝑤𝑇𝑇𝑥𝑥 + 𝑤𝑤0 = 0, (2.7) 
kde 𝑏𝑏(𝑥𝑥) je hranice mezi klasifikačními třídami, 𝑤𝑤 je vektor udávající orientaci dělící 
hranice, 𝑥𝑥 je vstupní vektor příznaků, 𝑤𝑤0 je práh určující polohu hranice.[9] 
  
Obrázek 2.4 Hranice klasifikačních tříd.  Vlevo: Možné umístění hranic, které oddělují 
klasifikační třídy. Vpravo: Nejlepší možné umístění hranice oddělující klasifikační třídy. Toleranční 
pásmo je vymezené krajními vektory (tzv. podpůrnými vektory). Hranice leží uprostřed tolerančního 
pásma, její vzdálenost od obou podpůrných vektorů je stejná a je rovna 𝒅𝒅. (převzato z [9]) 
Kritérium definující nalezení optimální polohy dělící hraniční roviny, zní takto: Nechť je 
to taková nadrovina, která vytváří největší šířku tolerančního pásma mezi hranicí a oběma 
klasifikačními třídami. [9] 




2.2.2.6 Shluková analýza 
Metoda roztřiďuje objekty do několika homogenních skupin – shluků. Objekty 
s podobnými vlastnostmi jsou umístěny do jednoho shluku (viz Obrázek 2.5). Cílem je, aby si 
objekty ve shluku byly co nejvíce podobné a s body z ostatních shluků co nejvíce nepodobné. 
Podobnost objektů je vyjádřena asociační maticí vzdáleností. Čím menší vzdálenost mezi 
objekty, tím více jsou si podobné. Existuje několik metod shlukové analýzy lišících se 
postupem shlukování. [8] 
 
Obrázek 2.5 Příklad výsledku shlukové analýzy (převzato z [8]) 
2.3 Texturní analýza 
Textury jsou časté jak v přírodních obrazech, tak v medicínských obrazech. Lidské oko je 
schopné textury rozpoznávat. V oblasti medicínských obrazů může textura představovat 
jedinou možnost jak od sebe rozeznat patologickou a zdravou tkáň. Textury jsou velmi 
rozdílené, proto neexistuje přesná definice pojmu textura, existuje však mnoho formulací 
popisujících texturu, např. „Textura je oblast obrazu, kde změny jasu mají určité 
charakteristické vlastnosti, které se pozorovateli jeví jako uniformní.“ [12][31] 
Elementárními prvky textury jsou tzv. primitiva, což jsou navzájem si podobné útvary, 
které jsou do určité míry pravidelně uspořádané a tvoří základní strukturu textury. Textury lze 
klasifikovat do několika tříd a to na základě velikosti a prostorového uspořádání primitiv. 
Rozeznáváme textury silné a slabé (na základě prostorového uspořádání primitiv), hrubé 
a jemné (na základě velikosti primitiv), izotropní a směrové (na základě směrovosti). Hrubé 
textury mají velká primitiva, jemné textury mají naopak malá primitiva. U silných textur jsou 
primitiva uspořádána pravidelně, u slabých je uspořádání primitiv nepravidelné, náhodné. 
U směrových textur je patrná určitá směrovost primitiv, u izotropních textur se směrovost 
nevyskytuje. [12][31] 
Analýza textur se provádí ze dvou důvodů: 1. Za účelem klasifikace textury do určité 




Čím větší oblast textury se vyhodnocuje, tím je klasifikace přesnější, naopak čím menší oblast 
textury je uvažována, tím je lepší prostorové rozlišení. Při segmentaci (na základě texturní 
analýzy) je nutné zvolit kompromis mezi dostatečnou přesností klasifikace a prostorovým 
rozlišením. [12][31] 
Níže budou popsány metody založené na výpočtu příznaku nebo vektoru příznaků pro 
každý voxel obrazu, jedná se o tzv. příznakové metody texturní analýzy. Vzniklý příznakový 
prostor, jehož dimenze je dána počtem vypočtených příznaků, je následně klasifikován a tím 
je vytvořen segmentovaný obraz.  
Texturní příznaky dělíme do 4 skupin – statistické příznaky, strukturní příznaky, 
příznaky založené na zpracování signálů a modelově založené příznaky (viz Obrázek 2.6). 
[5][12][31] 
Tato část popisuje 3D metody texturní analýzy použité v praktické části. 
 
Obrázek 2.6 Klasifikace texturních příznaků 
2.3.1 Statistické příznaky 
Statistické příznaky popisují prostorovou distribuci hodnot voxelů. Texturní příznaky 
jsou založené na výpočtu statistických rozložení obrazových intenzit na zadaných relativních 
pozicích voxelů. Existuje velké množství metod získávání těchto příznaků od statistik prvního 
řádu až po statistiky vyššího řádu. Statistiky druhého řádu vyšetřují vztah mezi 2 voxely. 
Mezi statistiky druhého řádu se zařazují co-occurence matice. Statistiky vyšších řádů vyšetřují 
vztah mezi páry voxelů, řadí se sem např. matice délky běhů a lokální binární vzory.[5] 
2.3.1.1 Statistiky prvního řádu (Statistické momenty) 
Příznaky statistik prvního řádu nezahrnují prostorovou informaci, protože jsou odvozené 




úrovní šedé v analyzované části obrazu. Na ose x je počet úrovní šedi, na ose y pak počet 
voxelů dané intenzity (např. histogram 12bitového obrazu má na ose x rozsah hodnot 0 až 
4096). Výhodou histogramu je jednoduchost výpočtu a také rotační a translační invariantnost. 
[1][31] 
Základní histogramové příznaky zahrnují střední hodnotu, geometrickou střední hodnotu, 
harmonickou střední hodnotu, směrodatnou odchylku, medián, rozsah hodnot (maximální, 
minimální prvek), modus.[1][3] 
Pomocí statistických momentů se z histogramu dají získat další příznaky. N-tý moment 
se vypočítá jako: 
 
𝑚𝑚𝑛𝑛 = 1𝐾𝐾�(𝑘𝑘 − 𝜇𝜇)𝑛𝑛ℎ(𝑘𝑘),𝐾𝐾−1
𝑘𝑘=0
 (2.8) 
kde 𝜇𝜇 je střední hodnota, 𝐾𝐾 je počet úrovní šedi, ℎ(𝑘𝑘) je histogram a 𝑛𝑛 udává řád 
momentu. Rozptyl je definován 2. řádem, 3. řád určuje šikmost a 4. řád špičatost. Šikmost 
a špičatost odrážejí asymetrii a jednotnost histogramu. Dále se dá vypočíst hodnota entropie 
𝐻𝐻 a energie 𝐸𝐸:[1][18] 
 







Je-li známo rozložení 2 datových setů, je možné porovnat tyto 2 histogramy mezi sebou 
a vypočíst Chí kvadrát, normalizovaný korelační koeficient a další.[5] 
2.3.1.2 Co-occurrence matice (GLCM) 
Šedotónové co-occurrence matice jsou jedním z nejznámějších a nejpoužívanějších 
texturních příznaků. Uvažovaná prostorová informace je dána relativní pozicí páru voxelů, je 
definovaná vzdáleností 𝑑𝑑 a orientací 𝜃𝜃 popisující pozici druhého voxelu vůči prvnímu. 
Orientace může nabývat 26 hodnot. Nejčastěji se hodnota vzdálenosti 𝑑𝑑 volí jako vzdálenost 
sousedních voxelů. Výčet orientací 𝜃𝜃 je uveden v tabulce (viz Tabulka 2.1). 
Tabulka 2.1 Výčet orientací 𝜽𝜽, pro vzdálenost 𝒅𝒅. 
[d,0,0] [-d,0,0] [d,d,0] [-d,d,0] [d,-d,0] [-d,-d,0] [d,d,d] 
[0,d,0] [0,-d,0] [d,0,d] [-d,0,d,] [d,0,-d] [-d,0,-d] [-d,d,d] 
[0,0,d] [0,0,-d] [0,d,d] [0,-d,d] [0,d,-d] [0,-d,-d] [d,-d,d] 




Prvním krokem je vytvoření matice četností 𝐻𝐻(𝑑𝑑, 𝜃𝜃) párů voxelů v obraze. Počet úrovní 
šedé v obraze je 𝐾𝐾. Potom velikost matice četností 𝐻𝐻 je 𝐾𝐾 x 𝐾𝐾. Matice 𝐻𝐻 je tvořena tak, že 
elementy ℎ𝑖𝑖𝑗𝑗 představují počet párů voxelů v analyzované relativní pozici mající hodnotu jasu 
𝑖𝑖 a 𝑗𝑗. Příklad výpočtu matice 𝐻𝐻 je zobrazen na obrázku (viz Obrázek 2.7), kvůli názornosti je 
uveden pro 2D obraz velikosti 4x4 s počtem pixelů obrazu 𝑃𝑃 = 16 a počtem úrovní šedi 𝐾𝐾 =4, jedná se o výpočet matice četností 𝐻𝐻(1, 0°) a 𝐻𝐻(√2, 45°). 
Orientace 𝜃𝜃 Analyzovaný obraz 𝐻𝐻(𝑑𝑑 = 1,𝜃𝜃 = 0°) 𝐻𝐻(𝑑𝑑 = �2,𝜃𝜃 = 45°) 
 
 
2 0 1 2 
1 0 2 2 
1 2 3 2 
2 3 2 1 
  
j: 
   
  
0 1 2 3 
i: 0 0 1 1 0 
 
1 1 0 2 0 
 
2 1 1 1 2 
 




   
  
0 1 2 3 
i: 0 0 1 0 0 
 
1 2 0 0 0 
 
2 0 0 4 0 
 
3 0 0 1 1 
 
(a) (b) (c) (d) 
Obrázek 2.7 Matice četností – příklad.  Na obrázku a) jsou znázorněny vzájemné orientace 
pixelů, b) představuje analyzovaný obraz, c) zobrazuje matici četností párů pixelů ve směru 0° 
a vzdálenosti 1, d) zobrazuje matici četností párů pixelů ve směru 45° a vzdálenosti √𝟐𝟐. 
 Počet párů voxelů 𝑃𝑃′ použitých pro vytvoření matice četností 𝐻𝐻, je vždy menší než počet 
voxelů obrazu 𝑃𝑃. 𝑃𝑃′ se dá spočítat jako suma prvků matice 𝐻𝐻, 𝑃𝑃′ = ∑ ℎ𝑖𝑖𝑗𝑗𝑖𝑖𝑗𝑗 . Co-occurrence 
matice 𝐶𝐶(𝑑𝑑, 𝜃𝜃) je tvořena prvky 𝑐𝑐𝑖𝑖𝑗𝑗 = ℎ𝑖𝑖𝑗𝑗 𝑃𝑃′⁄ . Velikost co-occurrence matice závisí na počtu 
úrovní šedé 𝐾𝐾 v obraze. Ve většině případů je 𝐾𝐾 ≤ 64. Z co-occurrence matice se dá vypočíst 
těchto 15 základních příznaků (viz rovnice (2.11) - (2.14), (2.18) - (2.28)). [1][6][7][12][20] 
Dále je nutné definovat výrazy vystupující v rovnicích pro výpočet dalších příznaků 
𝑐𝑐𝑥𝑥, 𝑐𝑐𝑦𝑦, 𝑐𝑐𝑥𝑥+𝑦𝑦 , 𝑐𝑐𝑥𝑥−𝑦𝑦, dále 𝜇𝜇𝑥𝑥 , 𝜇𝜇𝑦𝑦 ,𝜇𝜇,𝜎𝜎𝑥𝑥 ,𝜎𝜎𝑦𝑦 jsou průměrné hodnoty a směrodatné odchylky 𝑐𝑐𝑥𝑥, 𝑐𝑐𝑦𝑦 
a 𝑐𝑐 viz rovnice (2.15) - (2.17).  









𝑐𝑐𝑖𝑖𝑗𝑗 . (2.12) 




𝑐𝑐𝑖𝑖𝑗𝑗 . (2.13) 








 𝑐𝑐𝑥𝑥(𝑖𝑖) = ∑ 𝑐𝑐𝑖𝑖𝑗𝑗𝐾𝐾−1𝑗𝑗=0  , 𝑐𝑐𝑦𝑦(𝑗𝑗) = ∑ 𝑐𝑐𝑖𝑖𝑗𝑗𝐾𝐾−1𝑖𝑖=0 , (2.15) 
 𝑐𝑐𝑥𝑥+𝑦𝑦(𝑘𝑘) = � 𝑐𝑐𝑖𝑖𝑗𝑗
𝑖𝑖+𝑗𝑗=𝑘𝑘
      𝑘𝑘 = 0,1,2. . .2𝐾𝐾 − 2, (2.16) 
 𝑐𝑐𝑥𝑥−𝑦𝑦(𝑘𝑘) = � 𝑐𝑐𝑖𝑖𝑗𝑗|𝑖𝑖−𝑗𝑗|=𝑘𝑘       𝑘𝑘 = 0,1,2. . .𝐾𝐾 − 1. (2.17) 
Dalšími příznaky co-occurrence matice jsou: 
Correlation 𝑡𝑡5 = ∑ ∑ (𝑖𝑖𝑗𝑗)𝑐𝑐𝑖𝑖𝑗𝑗 − 𝜇𝜇𝑥𝑥𝜇𝜇𝑦𝑦𝐾𝐾−1𝑗𝑗=0𝐾𝐾−1𝑖𝑖=0 𝜎𝜎𝑥𝑥𝜎𝜎𝑦𝑦 . (2.18) 
Sum average 𝑡𝑡6 = � 𝑘𝑘𝑐𝑐𝑥𝑥+𝑦𝑦(𝑘𝑘)2𝐾𝐾−2
𝑘𝑘=0
. (2.19) 
Difference average 𝑡𝑡7 = �𝑘𝑘𝑐𝑐𝑥𝑥+𝑦𝑦(𝑘𝑘).𝐾𝐾−1
𝑘𝑘=0
 (2.20) 
Sum entropy 𝑡𝑡8 = − � 𝑐𝑐𝑥𝑥+𝑦𝑦(𝑘𝑘) log�𝑐𝑐𝑥𝑥+𝑦𝑦(𝑘𝑘)�2𝐾𝐾−2
𝑘𝑘=0
. (2.21) 
Difference entropy 𝑡𝑡9 = −� 𝑐𝑐𝑥𝑥−𝑦𝑦(𝑘𝑘) log�𝑐𝑐𝑥𝑥−𝑦𝑦(𝑘𝑘)�.𝐾𝐾−1
𝑘𝑘=0
 (2.22) 




𝑐𝑐𝑖𝑖𝑗𝑗 . (2.23) 
Sum Variance 𝑡𝑡11 = − � (𝑘𝑘 − 𝑡𝑡8)2𝑐𝑐𝑥𝑥+𝑦𝑦(𝑘𝑘).2𝐾𝐾−2
𝑘𝑘=0
 (2.24) 
Difference Variance 𝑡𝑡12 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑝𝑝𝑡𝑡𝑦𝑦𝑟𝑟  𝑟𝑟 𝑐𝑐𝑥𝑥−𝑦𝑦(𝑘𝑘). (2.25) 
Information measures of 
correlation 
𝑡𝑡13 = 𝐻𝐻𝐻𝐻𝐻𝐻 −𝐻𝐻𝐻𝐻𝐻𝐻1𝑚𝑚𝑚𝑚𝑥𝑥{𝐻𝐻𝐻𝐻,𝐻𝐻𝐻𝐻}. (2.26) 
Information measures of 
correlation 
𝑡𝑡14 = (1 − 𝑘𝑘𝑥𝑥𝑝𝑝[−2(𝐻𝐻𝐻𝐻𝐻𝐻2 −𝐻𝐻𝐻𝐻𝐻𝐻)])1/2. (2.27) 
Maximal correlation 
coeficient 
𝑡𝑡15 = (𝑑𝑑𝑟𝑟𝑑𝑑ℎé 𝑛𝑛𝑘𝑘𝑗𝑗𝑛𝑛ě𝑡𝑡ší 𝑛𝑛𝑟𝑟𝑚𝑚𝑠𝑠𝑡𝑡𝑛𝑛í čí𝑠𝑠𝑟𝑟𝑟𝑟 𝑟𝑟 𝑄𝑄)1/2. (2.28) 






















2.3.1.3 Matice délky běhů 
Běh je definován jako řada po sobě následující voxelů téže intenzity v definovaném 
směru. Délka běhu je pak počet voxelů běhu. Orientace 𝜃𝜃 může nabývat 4 hodnot (0°, 45°, 
90°, 135°). Může být provedeno celkem 12 způsobů získání řezů krychlí (např. rovnoběžně 
s plochou definovanou osou x a osou y). Při použití všech směrů pro všechny typy řezů dojde 
k duplikaci dat. Proto je nutné zvážit vhodné kombinace směrů a řezů, aby k tomuto jevu 
nedocházelo. Matice délky běhů 𝐻𝐻𝜃𝜃(𝑚𝑚, 𝑘𝑘) je počítána vždy pro jeden směr 𝜃𝜃 každého řezu 
krychlí, elementy ℎ𝑘𝑘,𝑚𝑚  udávají počet běhů o délce 𝑚𝑚 (maximální délka je 𝑀𝑀) a intenzitě 𝑘𝑘 
(počet úrovní šedi 𝐾𝐾). Matice délky běhů má rozměr 𝐾𝐾x𝑀𝑀. Obraz musí být kvantován 
na určitý počet úrovní šedi 𝐾𝐾, tento počet by neměl být moc vysoký. Příklad výpočtu matice 
běhů pro 2D obraz je na obrázku (viz Obrázek 2.8).[5][6][12] 
Úhly orientace Analyzovaný obraz 𝐻𝐻90°(4,4) 
 
 
2 0 1 2 
1 0 2 2 
1 2 3 2 
2 3 2 1 
90° 
j:    
1 2 3 4 
i: 0 0 1 0 0 
 1 2 1 0 0 
 2 5 0 1 0 
 3 2 0 0 0  
(a) (b) (c) 
Obrázek 2.8 Matice délky běhů – 2D příklad.  Na obrázku a) jsou znázorněny směry běhů, 
na b) je zobrazen analyzovaný obraz a na c) výsledná matice délky běhů analyzovaného obrazu.  
Z matice délky běhů se dají vypočíst následující příznaky, 𝑛𝑛 je počet voxelů obrazu [28]. 
Zdůraznění krátkých běhů 𝑆𝑆𝑅𝑅𝐸𝐸 = ∑ ∑ ℎ𝑘𝑘𝑚𝑚𝑀𝑀𝑚𝑚=1𝐾𝐾𝑘𝑘=1
𝑚𝑚2








Zdůraznění dlouhých běhů 𝐿𝐿𝑅𝑅𝐸𝐸 = � � 𝑚𝑚2ℎ𝑘𝑘𝑚𝑚𝑀𝑀
𝑚𝑚=1



































Zdůraznění nízkých úrovní 
intenzity 
𝐿𝐿𝐺𝐺𝑅𝑅𝐸𝐸 = ∑ ∑ ℎ𝑘𝑘𝑚𝑚𝑀𝑀𝑚𝑚=1𝐾𝐾𝑘𝑘=1
𝑘𝑘2





Zdůraznění vysokých úrovní 
intenzity 
𝐻𝐻𝐺𝐺𝑅𝑅𝐸𝐸 = � � 𝑘𝑘2ℎ𝑘𝑘𝑚𝑚𝑀𝑀
𝑚𝑚=1







Zdůraznění krátkých běhů 
nízké intenzity 
𝑆𝑆𝑅𝑅𝐿𝐿𝐺𝐺𝐸𝐸 = ∑ ∑ ℎ𝑘𝑘𝑚𝑚𝑀𝑀𝑚𝑚=1𝐾𝐾𝑘𝑘=1
𝑘𝑘2𝑚𝑚2





Zdůraznění krátkých běhů 
vysoké intenzity 
𝑆𝑆𝑅𝑅𝐻𝐻𝐺𝐺𝐸𝐸 = ∑ ∑ ℎ𝑘𝑘𝑚𝑚𝑘𝑘2𝑀𝑀𝑚𝑚=1𝐾𝐾𝑘𝑘=1
𝑚𝑚2





Zdůraznění dlouhých běhů 
nízké intenzity 
𝐿𝐿𝑅𝑅𝐿𝐿𝐺𝐺𝐸𝐸 = ∑ ∑ ℎ𝑘𝑘𝑚𝑚𝑚𝑚2𝑀𝑀𝑚𝑚=1𝐾𝐾𝑘𝑘=1
𝑘𝑘2





Zdůraznění dlouhých běhů 
vysoké intenzity 
𝐿𝐿𝑅𝑅𝐻𝐻𝐺𝐺𝐸𝐸 = � � 𝑘𝑘2𝑚𝑚2ℎ𝑘𝑘𝑚𝑚𝑀𝑀
𝑚𝑚=1







2.3.1.4 Lokální binární vzory (LBP) 
Metoda lokálních binárních vzorů používá k odvození parametru popisujícího texturu 
binárního kódování lokálního okolí konkrétního voxelu textury. Lokální binární znaky 
jednotlivých voxelů pak tvoří parametrický prostor. Tato metoda je robustní vůči změnám 
jasu (např. nerovnoměrné osvětlení) a není výpočetně náročná. Okolí se volí zadáním počtu 
bodů 𝑥𝑥𝑟𝑟,0, … ,𝑥𝑥𝑟𝑟,𝑝𝑝−1ekvidistantně umístěných na kouli o poloměru 𝑟𝑟. Ve 2D se nejčastěji volí 
8 pixelů na kružnici o poloměru 1 (viz Obrázek 2.9), pro 3D se okolím může zvolit 26 voxelů 




okolní voxely ohodnoceny. Je-li hodnota intenzity voxelů z okolí vyšší než intenzita 
centrálního prvku 𝑥𝑥0,0,0 pak bude tento prvek ohodnocen 1, je-li hodnota intenzity nižší, pak 
bude ohodnocen 0, toto pravidlo je vyjádřeno pomocí rovnice (2.43). Výsledný LBP se ukládá 
do parametrického prostoru na souřadnice centrálního prvku 𝑥𝑥0,0,0. Princip výpočtu lokálních 
binárních vzorů je znázorněn na obrázku (viz Obrázek 2.10), pro jednoduchost je zobrazen 
výpočet pro 2D. [16][31] 
 
Obrázek 2.9 Centrální pixel a jeho okolí. Příklad pro 2D. (Převzato z [16]) 
 





Obrázek 2.10 Princip výpočtu LBP. Příklad pro 2D (převzato z [31]) 
Existují i další metody výpočtu LBP a to NI-LBP, CI-LBP, RD-LBP (radiálně diferenční 
LBP), AD-LBP (úhlově diferenční LBP) a dále se využívá i VAR (variance) a C (kontrast). 
Metody, pro názornost ve 2D, jsou naznačeny na obrázku (viz Obrázek 2.11). NI-LBP 
hodnotí okolní voxely na základě střední hodnoty intenzity okolních voxelů. Rozdíl mezi 
metodou LBP a NI-LBP je zobrazen na obrázku (viz Obrázek 2.12), pro názornost opět 
ve 2D. CI-LBP hodnotí centrální prvek na základě průměrné intenzity celého obrazu. RD-
LBP hodnotí okolní voxely na základě rozdílů intenzit voxelů v radiálním směru, AD-LBP 
pak na základě rozdílu intenzit voxelů, které mezi sebou svírají určitý úhel, vrcholem tohoto 
úhlu je centrální prvek, analyzované voxely leží na jeho ramenech. Výpočty se řídí dle 













𝐶𝐶𝑝𝑝,𝑟𝑟 = �𝑠𝑠�𝑥𝑥𝑟𝑟,𝑛𝑛 − 𝑥𝑥0,0,0�𝑥𝑥𝑟𝑟,𝑛𝑛𝑚𝑚 − 𝑠𝑠�𝑥𝑥0,0,0 − 𝑥𝑥𝑟𝑟,𝑛𝑛�𝑥𝑥𝑟𝑟,𝑛𝑛𝑝𝑝 − 𝑚𝑚 ,    𝑠𝑠(𝑥𝑥) = �1,𝑥𝑥 ≥ 00,𝑥𝑥 < 0 ,𝑝𝑝−1
𝑛𝑛=0
 (2.46) 
 𝐶𝐶𝑁𝑁 − 𝐿𝐿𝐿𝐿𝑃𝑃 = 𝑠𝑠�𝑥𝑥0,0,0 − 𝜇𝜇𝑟𝑟�, 𝑠𝑠(𝑥𝑥) = �1,𝑥𝑥 ≥ 00,𝑥𝑥 < 0, (2.47) 
kde 𝜇𝜇 je střední hodnota okolních voxelů, 𝜇𝜇𝑟𝑟 je průměr celého obrazu, 𝑚𝑚 je počet voxelů 












𝑉𝑉𝑅𝑅 − 𝐿𝐿𝐿𝐿𝑃𝑃𝑝𝑝,𝑟𝑟,𝛿𝛿,𝜀𝜀 = �𝑠𝑠�∆𝛿𝛿,𝑛𝑛𝐴𝐴𝑛𝑛𝐴𝐴�2𝑛𝑛 ,    𝑠𝑠(𝑥𝑥) = �1,𝑥𝑥 ≥ 𝜀𝜀0,𝑥𝑥 < 𝜀𝜀 ,𝑝𝑝−1
𝑛𝑛=0
 (2.50) 
kde 𝛿𝛿 je radiální posun v případě 𝑅𝑅𝑅𝑅 − 𝐿𝐿𝐿𝐿𝑃𝑃, 𝛿𝛿 je úhlový posun v případě 𝑉𝑉𝑅𝑅 − 𝐿𝐿𝐿𝐿𝑃𝑃, 𝜀𝜀 
je prahová hodnota, ∆𝛿𝛿,𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅  a ∆𝛿𝛿,𝑛𝑛𝐴𝐴𝑛𝑛𝐴𝐴  je definováno jako: 
 ∆𝛿𝛿,𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅= 𝑥𝑥𝑟𝑟,𝑛𝑛 − 𝑥𝑥𝑟𝑟−𝛿𝛿,𝑛𝑛, (2.51) 





Obrázek 2.11 Principy jednotlivých metod LBP. (Převzato z [16]) 
 
Obrázek 2.12 Rozdíl mezi metodou NI-LBP a LBP Rozdíl výsledků metody je ukázán pro dva 
obrazy (a) a (b), výsledky metody NI-LBP jsou na (a1) a (b1), výsledky LBP na (a2) a (b2). Převzato 
z [16] 
2.3.2 Strukturální příznaky 
Textura je charakterizována texturními primitivy a jejich prostorovým uspořádáním. 




jejich prostorového uspořádání. Do této skupiny příznaků se řadí mikrostrukturní analýza. 
Metoda LBP se řadí na pomezí statistického a strukturálního přístupu. [5] 
2.3.2.1 Mikrostrukturní analýza 
Mikrostrukturní analýza je vhodná pro segmentaci velmi jemných textur. Metoda je 
založená na filtraci původního obrazu souborem konvolučních masek. Pro každý voxel tedy 
vznikne parametrický vektor (velikost vektoru je dána počtem použitých masek) popisující 
texturu na dané pozici. Dimenze vzniklého parametrického prostoru odpovídá počtu 
použitých konvolučních masek. [5][31] 
Konvoluční masky jsou generovány ze souboru 1D filtrů délky 3 nebo délky 5. Jedná se 
o tři 1D filtry délky 3: 𝐿𝐿 (lokální průměr), 𝐸𝐸 (zvýraznění hran), 𝑆𝑆 (detekce bodů) a o pět 
základních 1D filtrů délky 5: 𝐿𝐿5 (lokální průměr), 𝐸𝐸5 (zvýraznění hran), 𝑆𝑆5 (detekce bodů), 
𝑊𝑊5 (detekce vln), 𝑅𝑅5 (detekce vlnění). 1D filtry jsou definovány rovnicemi (2.53) - (2.60). 
[5][27][31] 
𝐿𝐿 = [1 2 1] (2.53) 𝐸𝐸 = [−1 0 1] (2.54) 𝑆𝑆 = [−1 2 −1] (2.55) 
 
𝐿𝐿5 = [1 4 6    4 1] (2.56) 𝐸𝐸5 = [−1 −2 0    2 1] (2.57) 
𝑆𝑆5 = [−1 0 2    0 −1] (2.58) 𝑊𝑊5 = [−1 2 0    −2 1] (2.59) 
𝑅𝑅5 = [1 −4 6    −4 1] (2.60)   
2D konvoluční masky vznikají konvolucí vertikálního 1D filtru s horizontálním 1D 
filtrem. Při použití 1D filtrů délky 3 vznikne 9 2D konvolučních masek, připoužití 1D filtrů 
délky 5 vznikne 25 2D konvolučních masek. [31] 
3D konvoluční masky jsou generovány podobně jako 2D konvoluční masky, jsou získány 
3D konvolucí tří 1D filtrů. Při použití 1D filtrů délky 3 je získáno 27 3D konvolučních masek. 
Je-li velikost 1D filtru 5 pak vznikne 125 3D konvolučních masek.[27] 
Soubor 27 3D konvolučních masek vznikl všemi kombinacemi tří 1D filtrů délky 3, 
výčet vzniklých 3D konvolučních masek je v tabulce (viz Tabulka 2.2). Názorný příklad tří 
3D konovlučních masek je na obrázku (viz Obrázek 2.13). Soubor 125 3D konvolučních 
masek vznikl obdobně kombinací pěti 1D filtrů délky 5, výčet všech těchto konvolučních 
masek je možno nalézt v [27] nebo v tabulce, viz Tabulka 4.12. 
Tabulka 2.2 Soubor 27 3D konvolučních masek 
E3E3E3 E3E3L3 E3E3S3 E3L3E3 E3L3L3 E3L3S3 E3S3E3 E3S3L3 E3S3S3 
L3E3E3 L3E3L3 L3E3S3 L3L3E3 L3L3L3 L3L3S3 L3S3E3 L3S3L3 L3S3S3 





Obrázek 2.13 Příklady tří 3D konvolučních masek velikosti 3. Na třech obrázcích jsou 
znázorněny řezy 3D konvolučními maskami, tyto řezy jsou umístěny vedle sebe. Na prvním obrázku 
je maska E3E3E3, na druhém obrázku je maska S3S3S3 a na třetím obrázku je zobrazena maska 
L3L3L3. Černá barva představuje nejnižší hodnoty v masce a bílá nejvyšší hodnoty masky. 
3D mikrostrukturní analýza tedy využívá souboru 27 nebo 125 standardizovaných masek. 
Každá maska zvýrazňuje jiný rys textury. Dalším zpracováním parametrického prostoru může 
být výpočet energie každého prvku a to buď umocněním, nebo výpočtem absolutní hodnoty. 
Matice parametrického prostoru může být dále filtrována průměrujícím filtrem. [31] 
2.3.3 Příznaky založené na zpracování signálů /Aplikace filtrů 
Většina těchto příznaků je získána aplikací banky filtrů na obraz a výpočtem energie 
z výsledků této aplikace filtrů. Příznaky jsou získávány z prostorové oblasti, frekvenční 
oblasti nebo z prostorově-frekvenční oblasti. [5] 
V prostorové oblasti jsou obrazy většinou filtrovány gradientními filtry (Sobel, Robert, 
Laplacian) pro získání hran, čar, izolovaných bodů atd. [5] 
Pro získání příznaků z frekvenční oblasti se provede Fourierova transformace a pak se 
aplikují filtry, např. kruhové a směrové. Kromě Fourierovy transformace se používá 
Gaborova transformace. [5] 
Za použití vlnkové transformace se z transformovaného obrazu získají příznaky 
z prostorově frekvenční oblasti.[5]  
2.3.3.1 Výkonové spektrum 
Pravidelně opakující se vzory v textuře se výrazně odráží ve spektru této textury. 
Výkonové spektrum popisuje energetické rozložení ve frekvenční oblasti. Obecně je 
generováno použitím diskrétní 3D Fourierovy transformace:  
 







kde  𝑁𝑁(𝑥𝑥, 𝑦𝑦, 𝑟𝑟) je vstupní obraz, 𝑥𝑥, 𝑦𝑦, 𝑟𝑟 jsou souřadnice v analyzovaném obraze 𝑁𝑁(𝑥𝑥, 𝑦𝑦, 𝑟𝑟), 
𝐹𝐹(𝑑𝑑, 𝑛𝑛,𝑤𝑤) je transformovaný obraz, 𝑑𝑑, 𝑛𝑛,𝑤𝑤 jsou souřadnice ve transformovaném obraze 
𝐹𝐹(𝑑𝑑, 𝑛𝑛,𝑤𝑤), 𝑤𝑤𝐼𝐼 je šířka analyzovaného obrazu, ℎ𝐼𝐼 je jeho výška a  𝑑𝑑𝐼𝐼 je jeho hloubka.[5][26] 




 𝑃𝑃(𝑑𝑑,𝑛𝑛,𝑤𝑤) = |𝐹𝐹(𝑑𝑑, 𝑛𝑛,𝑤𝑤)|2. (2.62) 
Radiální rozložení energie ve výkonovém spektru dává informaci o hrubosti textury, 
úhlové rozložení energie souvisí se směrovostí textury. Rozložení energií ve frekvenční 
oblasti popisuje vlastnosti textury. Pro získání příznaků se používají kruhové a směrové filtry.  
Koulovité filtry (Sphere filter) 
Koulovité filtry se používají k analýze rozložení energie textur ve výkonovém spektru. 
V polárních souřadnicích je filtr definován následovně: 
 





kde 𝑟𝑟 je poloměr koule a 𝜃𝜃𝑤𝑤 je úhel v ose 𝑤𝑤 a 𝜃𝜃𝑣𝑣 je úhel v ose 𝑛𝑛. Pro názornost je 
na obrázku zobrazen příklad 2D kruhového filtru (viz Obrázek 2.14). Pomocí koulovitého 
filtru jsou získány informace o hrubosti textury. Dalšími příznaky mohou být poměry energií 
určitých frekvencí.[5] 
 
Obrázek 2.14 Ukázka 2D kruhového filtru v polárních souřadnicích 
Klínový filtr (Wedge filter) 
Klínové (směrové) filtry se stejně jako koulovité filtry používají k analýze rozložení 





kde 𝑟𝑟 je poloměr koule a Ω je prostorový úhel. Na obrázku je příklad klínového filtru 





Obrázek 2.15 Ukázka klínového filtru v polárních souřadnicích 
2.3.4 Modelově založené příznaky 
Modelově založené metody jsou založené na vytvoření obrazového modelu sloužícího 
nejen k popsání textury ale také k syntéze textur. Parametry modelu představují texturní 
příznaky. Modelové metody zahrnují např. fraktální modely, autoregresivní modely a náhodná 
pole. [5][29] 
2.3.4.1 Fraktální geometrie 
Fraktální geometrie byla vymyšlena Mandelbrotem, poskytuje matematický popis 
složitých tvarů, jenž nelze jednoduše popsat Euklidovskou geometrií. Fraktální objekty jsou 
často invariantní nebo „statisticky sobě podobné“ jsou-li zobrazeny v jiném měřítku. Tato 
vlastnost může být využita k určení fraktální dimenze udávající složitost objektu. Vyšší 
fraktální dimenze reprezentuje vyšší složitost nebo prostorové vyplnění objektu. [34] 
Fraktální geometrie se aplikovala v mnoha oblastech medicíny, hlavně na RTG obrazy. 
Fraktální dimenze je počítána pro získání charakteristiky textury oblastí v obrazech.[34] 
Pro výpočet fraktální dimenze existuje několik metod. Základní metodou je Box 
counting. Metoda Box counting vychází z definovaného pravidla: 
 𝑁𝑁 = 𝜀𝜀𝐷𝐷 (2.65) 
kde 𝑁𝑁 je počet komponent tvořících objekt, 𝑅𝑅 je fraktální dimenze a 𝜀𝜀 je měřítkový 
faktor, tj. na kolik částí je prostor rozdělen. Příklady pro první, druhou a třetí dimenzi jsou 
na obrázku (viz Obrázek 2.16).[34] 
Výpočet fraktální dimenze je definován jako 
 
𝑅𝑅 = log(𝑁𝑁)log (𝜀𝜀)  (2.66) 
kde 𝑁𝑁 je počet komponent, které obsahují část objektu (viz Obrázek 2.16). Obraz, 




komponenty – boxy. Boxy, kterým náleží část objektu, jsou sečteny a vstupují do výpočtu 
rovnice pod proměnnou 𝑁𝑁. Tato metoda je aplikována na binární objekty. [13] 
Tato metoda se dá také použít pro analýzu tvaru přesněji analýzu kontury tvaru. 
 
Obrázek 2.16 Fraktální dimenze. Ve všech třech případech je měřítkový faktor 𝜺𝜺 roven 𝟑𝟑, 
počet komponent 𝑵𝑵 závisí na dimenzi, a je spočítán podle vzorce 𝑵𝑵 = 𝜺𝜺𝑫𝑫, v prvním případě je 𝑫𝑫 = 𝟏𝟏 
a tedy počet komponent 𝑵𝑵 je roven 𝟑𝟑, v druhém případě je 𝑫𝑫 = 𝟐𝟐 a 𝑵𝑵 = 𝟗𝟗 a v posledním případě je 
𝑫𝑫 = 𝟑𝟑 a 𝑵𝑵 = 𝟐𝟐𝟐𝟐. (převzato z [2]) 
2.4 Tvarová analýza 
Tvar je důležitým vizuálním příznakem a je jedním ze základních příznaků popisujících 
objekty. Tvarová reprezentace a popisové techniky jsou obecně klasifikovány do dvou tříd, 
na metody vycházející z kontury objektu a metody vycházející z regionu objektu. [38] 
Klasifikace objektů do tříd vychází z analýzy tvarových příznaků. Tvarové příznaky jsou 
buď získané pouze z kontury analyzovaného objektu, nebo z celého objemu objektu. Obě 
třídy se dále dělí do dvou podtříd, na metody založené na strukturálním a globálním přístupu. 
U globálního přístupu je tvar reprezentován jako celek, u strukturálního přístupu je 
reprezentován pomocí segmentů. Rozdělení metod je graficky znázorněno na obrázku 
(viz Obrázek 2.17). Tvarové příznaky by měly být invariantní vůči změně měřítka, posunu 
a rotaci. [38] 





Obrázek 2.17 Klasifikace tvarových příznaků 
2.4.1 Konturový přístup 
Kontura je uzavřená plocha. Plocha je definována jako:  
 𝑐𝑐(𝑛𝑛) = (𝑥𝑥(𝑛𝑛),𝑦𝑦(𝑛𝑛), 𝑟𝑟(𝑛𝑛)), (2.67) 
kde 𝑐𝑐(𝑛𝑛) je diskrétní plocha, 𝑥𝑥(𝑛𝑛) jsou souřadnice v ose x, 𝑦𝑦(𝑛𝑛) jsou souřadnice v ose y, 
a 𝑟𝑟(𝑛𝑛) jsou souřadnice v ose z, 𝑁𝑁 je počet bodů plochy a 𝑛𝑛 udává 𝑛𝑛-tý bod plochy.[3] 
2.4.1.1 Obsah pláště 
Obsah pláště 𝑃𝑃 je definován jako počet voxelů kontury objektu.  
2.4.1.2 Tvarový podpis (Shape signature) 
Jedná se o reprezentaci tvaru objektu pomocí jednoho nebo více 1D signálů, které 
nějakým způsobem popisují 3D tvar. 1D signál může být získán nejen z konturové 
reprezentace tvaru, ale také z regionově orientované reprezentace tvaru. Existuje mnoho cest 
jak získat tento tvarový podpis. Příklad jedné metody bude popsán níže. Aby byl 1D signál 
měřítkové invariantní, je nutná normalizace. Tvar je poté popsán v příznacích získaných 
z těchto 1D signálů. Signál může být převeden na histogram zajišťující, že příznaky budou 
rotačně invariantní. Z histogramu může být vypočtena např. entropie (viz kapitola 2.3.1.1). 
[1][35] 
Vzdálenostní funkce (Centroid distance)  




považuje za centrální bod těžiště objektu 𝐶𝐶(𝑥𝑥𝑐𝑐 ,𝑦𝑦𝑐𝑐 , 𝑟𝑟𝑐𝑐) (viz Obrázek 2.18). Počet voxelů 
kontury je 𝑁𝑁. Sekvence vzdáleností je invariantní vůči translaci. [35] 
 𝑑𝑑(𝑛𝑛) = �[𝑥𝑥(𝑛𝑛) − 𝑥𝑥𝑐𝑐]2 + [𝑦𝑦(𝑛𝑛) − 𝑦𝑦𝑐𝑐]2 + [𝑟𝑟(𝑛𝑛) − 𝑟𝑟𝑐𝑐]2     𝑛𝑛 = 0,1, … ,𝑁𝑁 − 1. (2.68) 
 
 
Obrázek 2.18 Získání vzdálenostní funkce.  (Příklad pro 2D objekt) 
Ze vzdálenostní funkce můžeme odvodit následující příznaky: 
Maximální vzdálenost 𝑅𝑅𝑚𝑚𝑅𝑅𝑥𝑥 mezi těžištěm a body kontury objektu, 
Minimální vzdálenost 𝑅𝑅𝑚𝑚𝑖𝑖𝑛𝑛 mezi těžištěm a body kontury objektu, 
Průměrná vzdálenost 𝑅𝑅𝑚𝑚𝑚𝑚𝑅𝑅𝑛𝑛 mezi těžištěm a body kontury objektu, 
Histogram vzdáleností mezi těžištěm a všemi body kontury objektu, 
a další příznaky definované analýzou histogramu viz kapitola 2.3.1.1[3] 
2.4.1.3 Hraniční momenty (Boundary moments) 
Hranice objektu je dána 1D funkcí, jež byla získána pomocí některé z metod pro získání 
tvarového podpisu. Jako příklad bude uvedena funkce vzdáleností 𝑑𝑑(𝑛𝑛) bodů kontury 
od centroidu. 
Abychom dosáhli měřítkové invariance, musíme vzdálenostní funkci 𝑑𝑑(𝑛𝑛) normalizovat 
na 𝑟𝑟(𝑛𝑛): 
 
𝑟𝑟(𝑛𝑛) = 𝑑𝑑(𝑛𝑛)max (𝑑𝑑(𝑛𝑛)), (2.69) 
kde 𝑟𝑟(𝑛𝑛) je normalizovaná vzdálenostní funkce, 𝑑𝑑(𝑛𝑛) je vzdálenostní funkce 
a max (𝑑𝑑(𝑛𝑛)) představuje maximální hodnotu vzdálenostní funkce. 1D statistické momenty 








kde 𝑚𝑚 označuje statistický moment, 𝑝𝑝 je řád momentu, 𝑁𝑁 je počet voxelů kontury a 𝑟𝑟(𝑛𝑛) 
je normalizovaná vzdálenostní funkce. Dále se dají určit centrální momenty 𝜇𝜇𝑝𝑝 : 
 
𝜇𝜇𝑝𝑝 = 1𝑁𝑁�[𝑟𝑟(𝑛𝑛) −𝑚𝑚1]𝑝𝑝𝑁𝑁−1
𝑛𝑛=0
, (2.71) 
kde 𝜇𝜇 je centrální moment, 𝑝𝑝 je řád momentu, 𝑁𝑁 je počet voxelů kontury a 𝑟𝑟(𝑛𝑛) je 
normalizovaná vzdálenostní funkce. Normalizované momenty, které jsou invariantní 
k translaci, rotaci a měřítku, se získají podle následujících rovnic: 
 𝑚𝑚�𝑝𝑝 = 𝑚𝑚𝑝𝑝
𝜇𝜇2
𝑝𝑝/2, (2.72) 
 ?̅?𝜇𝑝𝑝 = 𝜇𝜇𝑝𝑝
𝜇𝜇2
𝑝𝑝/2    𝑝𝑝 ≠ 2, (2.73) 
kde 𝑚𝑚�𝑝𝑝 je normalizovaný moment, 𝑝𝑝 je řád momentu, 𝑚𝑚𝑝𝑝 je moment řádu 𝑝𝑝, 𝜇𝜇𝑝𝑝 je 
centrální moment, ?̅?𝜇𝑝𝑝 je normalizovaný centrální moment. Většinou se nepoužívají momenty 
vyššího řádu než 4, protože momenty vyššího řádu mají velký dynamický rozsah a jsou velmi 
citlivé na šum. Následujících 5 příznaků popisuje tvarovou složitost (shape complexity):  
𝑓𝑓1 = 𝜇𝜇21/2𝑚𝑚1  (2.74), 𝑓𝑓2 = 𝜇𝜇41/4𝑚𝑚1  (2.75), 𝑓𝑓21 = 𝑓𝑓2 − 𝑓𝑓1 (2.76), 
𝑓𝑓3 = 𝜇𝜇3
𝜇𝜇2
3/2 (2.77), 𝑓𝑓4 = 𝜇𝜇4𝜇𝜇22 (2.78).   
Příznaky popisující tvarovou složitost mají dobré invariantní vlastnosti a monotónní 
nárůst s tvarovou složitostí [1][35].  
2.4.2 Regionový přístup 
Objekt je popsán funkcí 𝑓𝑓(𝑥𝑥, 𝑦𝑦, 𝑟𝑟) viz rovnice (2.79). 
 
𝑓𝑓(𝑥𝑥, 𝑦𝑦, 𝑟𝑟) = �1                 𝑘𝑘𝑑𝑑𝑦𝑦ž (𝑥𝑥,𝑦𝑦, 𝑟𝑟) ∈ 𝑅𝑅0  𝑛𝑛 𝑟𝑟𝑠𝑠𝑡𝑡𝑚𝑚𝑡𝑡𝑛𝑛í𝑐𝑐ℎ 𝑝𝑝ří𝑝𝑝𝑚𝑚𝑑𝑑𝑘𝑘𝑐𝑐ℎ , (2.79) 
kde D je doména binárního objektu. [12][35]  
2.4.2.1 Těžiště (Centroid) 

















kde 𝑥𝑥𝑐𝑐, 𝑦𝑦𝑐𝑐  a 𝑟𝑟𝑐𝑐  je x-ová, y-ová a z-ová souřadnice centroidu, 𝑁𝑁 je počet voxelů objektu, 
𝑥𝑥(𝑖𝑖),𝑦𝑦(𝑖𝑖), 𝑟𝑟(𝑖𝑖) jsou x-ové, y-ové a z-ové souřadnice voxelů objektu. [19][35] 
2.4.2.2 Objem (Volume)   
Objem odpovídá počtu voxelů s hodnotou 1 analyzovaného objektu. Je označován jako 
𝑉𝑉. [3][10] 
2.4.2.3 Bounding box 
Bounding box je nejmenší kvádr obsahující všechny voxely objektu (viz Obrázek 
2.19). [3][19] 
 
Obrázek 2.19 Bounding box.  Na obrázku je znázorněn bounding box červenou barvou, pro 2D 
objekt. 
Z bounding boxu se dá spočítat následující příznak: 





kde 𝑉𝑉𝑆𝑆 je objem objektu a 𝑉𝑉𝑅𝑅  je objem bounding boxu. [10] 
2.4.2.4 Eulerovo číslo (Euler number)  
Eulerovo číslo je definováno jako počet spojených komponent mínus počet děr v objektu: 
 𝐸𝐸 = 𝑁𝑁𝐶𝐶 − 𝑁𝑁𝐻𝐻, (2.84) 
kde 𝐸𝐸 je eulerovo číslo, 𝑁𝑁𝐶𝐶  je počet spojených komponent, 𝑁𝑁𝐻𝐻 je počet děr. Příklad je 





Obrázek 2.20 Eulerovo číslo. Eulerova čísla pro zobrazené objekty (bráno zleva) jsou 𝟏𝟏,−𝟏𝟏,𝟎𝟎. 
2.4.2.5 Popis děr objektu  
Díry objektu můžeme popsat objemem, povrchem atd.[3] Popřípadě můžeme odvodit 
počet děr v objektu 𝑁𝑁𝐻𝐻, poměr 𝐻𝐻𝑉𝑉𝑅𝑅 (Hole volume ratio) objem děr 𝑉𝑉𝐻𝐻 a objektu 𝑉𝑉𝑆𝑆[35]: 
 
𝐻𝐻𝑉𝑉𝑅𝑅 =  𝑉𝑉𝐻𝐻
𝑉𝑉𝑆𝑆
. (2.85) 
2.4.2.6 Tloušťka (Thickness)  
Tloušťka tvaru objektu je definována jako počet erozí nutných k úplné erozi objektu. 
Dále může být definována jako počet erozí nutných k rozbití spojitosti objektu. Všechny 
eroze musí být provedeny stejným strukturním elementem.[3] 
2.4.2.7 Prostorové momenty (Spatial/Geometric moments)  
Statistické momenty patří mezi populární tvarové deskriptory. Standardní 3D momenty 
jsou dány touto rovnicí: 
 







kde 𝑝𝑝 + 𝑞𝑞 + 𝑟𝑟 udává řád momentu ve 3D, 𝑀𝑀,𝑁𝑁,𝑂𝑂 jsou rozměry obrazu 𝑓𝑓(𝑖𝑖, 𝑗𝑗, 𝑘𝑘). 
Momenty mohou být počítány jak pro binární tak pro šedotónové obrazy. V binárním obraze 
momenty striktně kvantifikují tvar segmentované oblasti, naopak v šedotónovém obraze 
momenty obsahují informace o rozložení intenzity. Konečný počet momentů používaných 
v praxi neobsahuje veškerou informaci o obraze, ale poskytuje efektivní sadu deskriptorů 
přispívajících ke klasifikaci. Invariance k translaci může být získána užitím centrálních 
momentů, definovaných jako: 
 







         𝑝𝑝, 𝑞𝑞, 𝑟𝑟 = 0,1,2,3 …, (2.87) 
kde 




Objem objektu je dán centrálním momentem 𝜇𝜇000. K získání popisu tvaru nezávislého 
na pozici a velikosti (na měřítku) je nutná následující úprava centrálních momentů:  
 𝜂𝜂𝑝𝑝𝑝𝑝𝑟𝑟 = 𝜇𝜇𝑝𝑝𝑝𝑝𝑟𝑟 𝜇𝜇000�𝑝𝑝+𝑝𝑝+𝑟𝑟3 �+1⁄           𝑝𝑝, 𝑞𝑞, 𝑟𝑟 = 0,1,2,3 … . (2.89) 
Pokud jsou zkombinovány centrální momenty 𝜇𝜇𝑝𝑝𝑝𝑝𝑟𝑟  a jsou normalizovány tak, aby byly 
translačně a měřítkově invariantní, pak jsou získány centrální momenty 𝜙𝜙, které jsou 
translačně, měřítkově a navíc i rotačně invariantní:  
 𝜙𝜙1 = (𝜇𝜇200 + 𝜇𝜇020 + 𝜇𝜇002)/𝜇𝜇0005/3, (2.90) 
 𝜙𝜙2 = �𝜇𝜇2002 + 𝜇𝜇0202 + 𝜇𝜇0022 + 2𝜇𝜇1102 + 2𝜇𝜇1012 + 2𝜇𝜇0112�/𝜇𝜇00010/3, (2.91) 
 𝜙𝜙3 = �𝜇𝜇2003 + 𝜇𝜇0203 + 𝜇𝜇0023 + 3𝜇𝜇200𝜇𝜇1102 + 3𝜇𝜇200𝜇𝜇1012+ 3𝜇𝜇020𝜇𝜇1102 + 3𝜇𝜇020𝜇𝜇1012 + 3𝜇𝜇020𝜇𝜇0112+ 3𝜇𝜇002𝜇𝜇0112 + 6𝜇𝜇110𝜇𝜇101𝜇𝜇011�/𝜇𝜇0005, 
(2.92) 
Další regionově vázané momenty jsou Zernikovy momenty, Radial Chebyshev momenty 
více informací je v [4][35][39] 
2.4.2.8 Ztenčení 
Jedna ze základních tvarových informací je střední osa reprezentována skeletonem 
hlavních komponent analyzovaného objektu. Existuje několik algoritmů produkujících střední 
osu, ve 2D Medial axis transform, Zhang and Suen algorithm, ve 3D např. 3D thinning 
algorithm.[1][25] 
3D thinning algorithm  
Algoritmus je navržen tak, aby byla dodržena následující doporučení:  
1. Skeleton musí mít stejnou konektivitu jako originální objekt. 
2. Topologie musí zůstat konstantní. 
3. Skeleton musí být co nejtenčí- nejlépe tloušťka 1 voxel. 
4. Musí být rotačně, měřítkově a posunově invariantní. Tzn., změní-li se orientace 
objektu, vzniklý skeleton musí být stejný. [25] 
Jedná se o iterativní metodu postupně ztenčující analyzovanou binární oblast tím, že se 
postupně odstraňují okrajové voxely. Hraniční voxel je odstraněn z kontury binární oblasti, 
pokud jeho pozice vůči okolním voxelům splňuje určité vlastnosti a jsou-li splněny i další 
podmínky. Tyto vlastnosti jsou dány „vzory pro odstranění“. Všechny vzory jsou popsány 
v [25]. Podmínky jsou vytvořeny proto, aby bylo zajištěno, že při odstranění voxelu nedojde 
k rozdělení regionu, který má být ztenčen. Voxely binárního objektu mají hodnotu 1 a voxely 




Každá iterace sestává z 2 kroků. V prvním kroku algoritmus vybere hraniční body 
binárního objektu (to jsou takové, jejichž alespoň jeden sousedící voxel má hodnotu 0). 
V dalším kroku jsou postupně hraniční voxely ohodnoceny. Pokud hraniční voxel se svým 
okolím souhlasí alespoň s jedním vzorem pro vymazání, je označen jako kandidát pro 
vymazání. Tito kandidáti jsou vymazáni, pokud splňují definované podmínky popsané v [25].  
Po dokončení obou kroků, je provedena další iterace. Algoritmus je ukončen ve chvíli, 
kdy  žádný voxel nesplňuje podmínky pro vymazání. Ukázka výsledku algoritmu pro 2D 
objekt je zobrazena na obrázku (viz Obrázek 2.21). Získanými příznaky mohou být délka 
střední osy, rozvětvení střední osy, poměr objemu střední osy a objemu objektu atd. [25] 
 
Obrázek 2.21 Příklad výsledku ztenčovaní. Na obrázku vlevo je původní objekt, na obrázku 






3 Výchozí stav problému 
Nádorová onemocnění patří k nejčastějším příčinám úmrtí. Nádorová onemocnění jsou 
typická svým metastazováním. Metastáze se často vyskytují v páteři. Pravděpodobnost 
výskytu metastáz v různých lokalitách páteře (krční, hrudní, bederní) a oblastech obratle (tělo, 
zadní elementy) se liší. [21] 
Pro detekci nádorového onemocnění se využívá CT vyšetření. Nádory a metastáze je 
vhodné automaticky detekovat a klasifikovat pro urychlení a usnadnění práce lékařů. Články 
popsané v kapitolách 3.2, 3.3 a 3.4 se zabývají detekcí lézí v tělech obratlů, důvodem je 
častější výskyt metastáz v oblasti těla obratle (v 80%) než v zadních elementech. [21] 
3.1 Nádorová onemocnění 
Nádorové onemocnění lze charakterizovat jako neregulovaný růst buněk. Nádorová 
onemocnění rozeznáváme benigní a maligní. Maligní nádory metastazují velmi často do kostí. 
Nejčastějším místem vzniku metastáz v kostech je páteř. Vznik metastáz v páteři je typický 
pro rakoviny prsu, plic, prostaty a ledvin. Rozeznávají se 3 typy metastáz: osteolytické, 
osteoplastické a smíšené.[21] 
Osteolytické metastáze se vyznačují rozličně velkými neostře ohraničenými ložisky 
destrukce. Tento typ lézí může oslabovat kost a zvýšit tak riziko fraktury obratle a dalších 
problémů. Osteolytické léze se na CT snímcích projevují snížením intenzity. Naopak 
osteoplastické léze se projevují zvýšením intenzity. Při vzniku osteoplastických lézí dochází 
ke sklerotické reakci - buněčné proliferaci. Posledním typem jsou smíšené metastáze mající 
nepravidelně skvrnitý vzhled. Na CT snímcích se projevuje současně pokles a nárůst 
intenzity, tedy v některých částech metastáze dochází ke zvýšení intenzity a v jiných částech 
k poklesu.[21][32][37] 
Příklady jednotlivých typů lézí jsou uvedeny na následujících obrázcích (viz Obrázek 
3.1, Obrázek 3.2, Obrázek 3.3). Na obrázku 3.1 je uveden příklad postižení obratle 
osteolytickou lézí. Osteolytická léze je označována modrou barvou. Na obrázku 3.2 je příklad 
obratle postiženého osteoplastickou lézí. Osteoplastické léze jsou označovány oranžovou 
barvou. Na obrázku 3.3 je zobrazen obratel, jenž je postižen smíšenou lézí. Smíšená léze je 
tvořena zároveň osteolytickou i osteoplastickou lézí, proto osteolytické části jsou označeny 





Obrázek 3.1 Obratel postižený osteolytickou lézí (vlevo – bez označení, vpravo –osteolytická 
léze označena modrou barvou) 
 
Obrázek 3.2 Obratel postižený osteoplastickou lézí (vlevo – bez označení, vpravo – 
osteoplastická léze označena oranžovou barvou) 
 
Obrázek 3.3 Obratel postižený smíšenou lézí (vlevo – bez označení, vpravo – osteolytická léze 




3.2 Computer aided lytic bone metastasis detection using regular CT 
images [37] 
Tento článek prezentuje systém pro detekci osteolytických lézí v páteři (v hrudní 
a bederní části). Prvním krokem tohoto systému je automatická segmentace páteře, založená 
na adaptivním prahování, morfologických operacích a narůstání oblastí. Dále je detekována 
mícha. K detekci potenciálních osteolytických lézí je použit algoritmus watershed. Pro každou 
detekci je spočteno 26 kvantitativních příznaků. Detekce jsou filtrovány a následně 
klasifikovány pomocí podpůrných vektorových strojů. 
Podle článku jsou osteolytické léze ohraničeny vysoce intenzivními oblastmi na 2D CT 
snímcích. Detekce je prováděna ve 2D. Problémem algoritmu watershed je přesegmentovaný 
výsledný obraz. Tento problém je zmírněn spojováním sousedních oblastí při splnění daných 
podmínek. Hloubka oblasti se vypočítá rovnicí: 
 𝑑𝑑(𝑏𝑏) = 𝑚𝑚𝑛𝑛𝑘𝑘𝑟𝑟𝑚𝑚𝑔𝑔𝑘𝑘�𝑁𝑁(𝑥𝑥)�, 𝑥𝑥 ∈ 𝑏𝑏, (3.1) 
kde 𝑑𝑑(𝑏𝑏) je hloubka oblasti 𝑏𝑏, 𝑁𝑁(𝑥𝑥) je intenzita v bodech 𝑥𝑥 náležících do oblasti 𝑏𝑏. Aby 
byly oblasti 𝑚𝑚 a 𝑏𝑏 spojeny musí být splněny tyto podmínky: 
 |𝑑𝑑(𝑏𝑏) − 𝑑𝑑(𝑚𝑚)| < 𝑑𝑑(𝑐𝑐𝑖𝑖) − 𝑑𝑑(𝑚𝑚) + 𝛿𝛿𝑚𝑚 ,   ∀𝑐𝑐𝑖𝑖 ∈ 𝑁𝑁(𝑚𝑚), 𝑐𝑐𝑖𝑖 ≠ 𝑏𝑏, (3.2) 
 |𝑑𝑑(𝑏𝑏) − 𝑑𝑑(𝑚𝑚)| < 𝑑𝑑(𝑐𝑐𝑖𝑖) − 𝑑𝑑(𝑏𝑏) + 𝛿𝛿𝑚𝑚 ,   ∀𝑐𝑐𝑖𝑖 ∈ 𝑁𝑁(𝑏𝑏), 𝑐𝑐𝑖𝑖 ≠ 𝑚𝑚, (3.3) 
kde 𝑁𝑁(𝑚𝑚) představuje sousedy oblasti 𝑚𝑚,  𝛿𝛿𝑚𝑚 je práh pro spojení. Pokud splní kandidáti 
následující rovnici, jsou označeni za potenciální léze: 
 𝑑𝑑(𝑐𝑐𝑖𝑖) − 𝑑𝑑(𝑏𝑏) > 𝛿𝛿𝑅𝑅 ,   ∀𝑐𝑐𝑖𝑖 ∈ 𝑁𝑁(𝑏𝑏), (3.4) 
kde  𝛿𝛿𝑅𝑅 představuje práh kontrastní hloubky. 
Tato práce počítá 26 kvantitativních příznaků pro detekované potenciální léze. Tyto 
příznaky jsou rozděleny do 3 kategorií a to na pozici, tvar a intenzitu. Tvarové příznaky jsou 
založeny na prostorových momentech binárních objektů. Intenzitní příznaky pak 
na statistických momentech odvozených z intenzitního histogramu objektu. Relativní 
souřadnice detekovaných oblastí od centra páteřního kanálu jsou použity jako poziční 
příznaky (viz článek [37]). 
Filtry slouží k redukci detekovaných potencionálních lézí a jsou vytvořeny na základě 
pozorování typických osteolytických lézí (příznaky hodnocené filtrem jsou: poměr os, plocha, 
průměrná intenzita a kontrast). 
Podpůrné vektorové stroje jsou pak natrénovány pomocí trénovacího systému. Následně 
tyto naučené podpůrné vektorové stroje provádějí klasifikaci detekovaných potenciálních lézí. 




příznaků. Systém vyhodnocuje správné detekce lézí na základě tohoto pravidla: Náleží-li 
alespoň jeden detekovaný voxel manuálně označené lézi, je vyhodnoceno, že je léze správně 
detekována. Senzitivita se pohybuje v rozmezí od 70% do 94% na základě velikosti lézí, čím 
je větší léze, tím je větší senzitivita. [36]. 
3.3 Computer aided detection of sclerotic bone metastases in the spine 
using watershed algorithm and support vector machina [32] 
Tento článek prezentuje systém pro detekci osteoplastických lézí v páteři. Prvním 
krokem tohoto systému je automatická segmentace páteře provedená stejně jako 
v přecházejícím článku. K detekci potenciálních osteoplastických lézí je použit algoritmus 
watershed. Algoritmus watershed je aplikován ve 2D, kvůli přesegmentování dochází 
k následnému pospojování oblastí za splnění daných podmínek. Výslední 2D kandidáti jsou 
spojeni do 3D bloků. Pro každý 3D blok je spočteno 30 kvantitativních příznaků. 3D detekce 
jsou filtrovány a následně klasifikovány pomocí podpůrných vektorových strojů. Tento článek 
vychází z přecházejícího článku a je rozšířen o spojení do 3D bloků. 
Podmínky pro spojení 2D kandidátů jsou následující: průměrné intenzity a směrodatné 
odchylky intenzit kandidátů jsou si podobné, kandidáti mají podobnou velikost, kandidáti 
detekováni na kortikální kosti nejsou spojeni s kandidáty detekovanými mimo kortikální kost. 
Algoritmus je přiblížen v článku. 
Protože léze nejsou ve skutečnosti dvojdimenzionální ale třídimenzionální, jsou 2D 
kandidáti spojováni do 3D bloků. Dva kandidáti jsou spojeni, pokud leží v sousedních řezech, 
jejich překrytí je větší než překrytí s jinými kandidáty a jejich průměrné intenzity jsou 
podobné. Algoritmus je přiblížen v článku. 
Tato práce počítá 30 kvantitativních příznaků pro detekované potenciální léze. Tyto 
příznaky jsou rozděleny do 3 kategorií a to na pozici, tvar a intenzitu.  
Filtry slouží k redukci velkého množství detekovaných potencionálních lézí, jsou 
vytvořeny na základě pozorování typických osteoplastických lézí (příznaky hodnocené filtrem 
jsou: poloha těžiště detekce, tvar potenciální léze, plocha, objem, průměrná intenzita 
a kontrast). 
Podpůrné vektorové stroje jsou pak natrénovány pomocí trénovacího systému. Následně 
tyto naučené podpůrné vektorové stroje provádějí klasifikaci detekovaných potenciálních lézí. 





Systém vyhodnocuje správné detekce lézí na základě tohoto pravidla: Náleží-li alespoň 
jeden detekovaný voxel manuálně označené lézi, je vyhodnoceno, že je léze správně 
detekována. Senzitivita se pohybuje v rozmezí od 71% do 84%.  
3.4 Automatic detection of bone metastasis in vertebrae by using CT 
images [11] 
Tento článek popisuje využití Haralickových příznaků pro detekci metastáz. Detekce je 
prováděna po řezech, tedy ve 2D. 
Prvním krokem je definice oblasti zájmu (ROI – region of interest) v každém řezu 
obratle. Oblastí zájmů jsou trabekulární části těla obratle. Podrobný popis extrakce těchto 
oblastí je popsán v článku. 
Haralickovy příznaky jsou počítány pro každou oblast zájmu. Jsou získány 
z šedotónových co-occurrence matic o velikosti 𝑁𝑁𝐴𝐴 × 𝑁𝑁𝐴𝐴, kde 𝑁𝑁𝐴𝐴 je počet úrovní šedé. 
V tomto článku je počítáno s 9 Haralickovými příznaky (jedná se např. o kontrast a entropii) 
a dvěma lokálními statistickými příznaky střední hodnotou a směrodatnou odchylkou. Pro 
zlepšení klasifikace byly spočítány rozdíly všech příznaků s příznaky v řezu nad a pod 
aktuálním řezem, vzniklo tedy dalších 22 příznaků.  
Pro klasifikaci byla použita neuronová síť klasifikující oblasti zájmu do 2 tříd a to 
do zdravé tkáně a abnormální tkáně.  
Tato práce hodnotí úspěšnost detekce lézí na úrovni celého obratle, tedy zda je či není 
obratel postižen lézí. V práci bylo použito 192 obratlů postižených metastázemi a 392 
zdravých obratlů ze sady 35 pacientů.  
Práce dospěla k závěru, že při použití 33 příznaků namísto 11, senzitivita vzrostla 





4 Popis dat, užitých algoritmů a programu  
Cílem práce je vytvoření programu pro automatickou segmentaci lézí v obratlích. 
Vstupní data jsou popsána v kapitole 4.1. Jednotlivé typy lézí a jejich vlastnosti jsou 
podrobněji popsány v kapitole 4.2. Vytvořené dílčí algoritmy pro získávání texturních 
a tvarových příznaků jsou popsány v kapitolách 4.3 a 4.4. Struktura výsledného programu je 
popsána v kapitole 4.5.  
4.1 Vstupní data 
Vstupními daty jsou 3D datové soubory. Tato 3D data jsou tvořena sérií 800 až 2500 2D 
standardních DICOM souborů. Datové soubory byly pořízeny CT skenerem Brilliance iCT 
(Philips Healthcare, The Netherlands) v onkologickém centru - Istituto Romagnolo Scientifico 
per lo Studio e la Cura dei Tumori (IRST) v Meldole v Itálii. 
Databáze obsahuje celkem 51 datových souborů. Jednotlivé akvizice se liší skenovacími 
podmínkami (rozlišují se 2 skupiny dat), a přítomností kontrastní látky v těle pacienta. Data 
mohou být také rozdělena do skupin podle toho, zda u nich bylo provedeno manuální 
označení lézí lékařem či nikoli (viz Tabulka 4.1). 
Lékaři z IRST Meldola manuálně označili léze u 31 datových souborů. Databáze 
označených lézí slouží jako ground truth databáze. Výsledky vytvořeného algoritmu jsou 
s touto databází porovnávány. 
















dat 2 0 2 2 0 
Druhá 
skupina dat 49 17 32 29 20 
Celkem 51 17 34 31 20 
4.1.1 Skenovací podmínky 
Databáze obsahuje data, která byla pořízena za odlišných skenovacích podmínek. 
Na základě skenovacích podmínek jsou data rozdělena do dvou skupin. První skupina byla 
pořízena při nastavení skenovacích podmínek uvedených v tabulce (viz Tabulka 4.2), tato 
skupina obsahuje 49 akvizic. Druhá skupina obsahuje 2 datové soubory a skenovací 




Tabulka 4.2 Skenovací podmínky první a druhé skupiny dat 
Parametr 
Hodnota – První 
skupina dat 
Hodnota – Druhá 
skupina dat 
Rozlišení 768x768 768x768 
Tloušťka řezu [mm] 0,67 0,67 
Anodové napětí [kV] 140 140 
Vzdálenost mezi řezy [mm] 0,335 0,335 
Proud rentgenkou [mA] 232 281 
Expozice [mGy] 400 400 
Mezera mezi pixely [mm] 0,65 0,5 
Bitová hloubka 12 12 
4.1.2 Dicom data 
DICOM (Digital Image and Communications In Medicine protocol suite) je datový 
standard pro přenos biomedicínských obrazových dat. Do formátu DICOM se ukládají 
obrazová data. Mimo jiné slouží i pro přenos informací v systému PACS. Formát DICOM se 
skládá ze dvou částí: z hlavičky a obrazové informace (obrazu). V hlavičce DICOM souboru 
jsou uloženy informace o pacientovi, datu pořízení obrazové informace, akviziční parametry 
skenování, přítomnost kontrastní látky, informace o přístroji a instituci a další. Formát 
DICOM není čitelný pro běžné prohlížeče.[21] 
4.1.3 Použitá data 
S první skupinou dat se nebude dále pracovat a to z těchto důvodů: 1. Skenovací 
podmínky první skupiny dat se pro snímání nových pacientů již nepoužívají a používají se 
pouze skenovací podmínky druhé skupiny dat. 2. První skupina dat obsahuje pouze dva 
pacienty, což je nedostatečné množství pro jakoukoli analýzu. 
V této práci se pracuje jen s daty, u nichž lékaři manuálně označili léze. Důvodem je 
možnost provedení hodnocení úspěšnosti algoritmu. Jedná se tedy o 29 datových setů.   
4.1.4 Formát vstupních dat do navrhnutého algoritmu 
Do algoritmu vytvořeného touto prací vstupují již data zpracovaná programem pro 
segmentaci obratlů z páteře. Tento segmentační program vytvořil Ing. Roman Peter, Ph.D., 
a je popsán v jeho disertační práci [23]. Vstupem do programu pro segmentaci obratlů jsou 
data ve formátu DICOM, výstupem jsou 3D matice typu .mat jednotlivých segmentovaných 
obratlů. Segmentační program odstraní tkáň kolem páteře, rozdělí páteř na jednotlivé obratle, 
dále obratle rozdělí na dvě oblasti: na tělo obratle a zadní elementy obratle a odstraní 




Jelikož se nejvíce nádorů vyskytuje v tělech obratlů, jsou v tomto algoritmu použita pouze 
těla obratlů, která jsou uložena v 3D matici a jsou typu .mat.  
Vybraných 29 datových setů bylo zpracováno tímto segmentačním programem pro 
segmentaci lézí. Ve dvou případech však došlo k chybě znemožňující správný výstup 
programu, a proto se počet použitých datových setů této práce snížil na 27 (9 kontrastních 
a 18 bezkontrastních dat). 
4.2 Zájmové oblasti segmentace v obratlích 
Cílem této práce je segmentovat v tělech obratlů dva typy lézí, a to osteolytické 
a osteoplastické. Průměrné intenzitní hodnoty zdravé tkáně se mohou v rámci páteře lišit. 
Bylo účelné provést analýzu jednotlivých obratlů a vytvořit pro každý typ obratle přehled 
středních hodnot nejen zdravé tkáně, ale také osteolytické a osteoplastické tkáně. Dále se dá 
očekávat, že se hodnoty budou lišit v datech s kontrastem a bez kontrastu. 
4.2.1 Základní dělení obratlů 
Páteř se skládá ze 7 krčních, 12 hrudních, 5 bederních, 5 křížových (druhotně 
splývajících v kost křížovou) a 4 – 5 obratlů kostrčních (splývajících v kost kostrční). 
Pohyblivá část páteře je tvořena krčními, hrudními a bederními obratli a na těchto obratlích je 
prováděna detekce lézí. Každý obratel se skládá z těla obratle a zadních elementů 
(obratlového oblouku a obratlových výběžků). Detekce lézí je prováděna pouze v těle 
obratle.[21] 
Segmentační program pro segmentaci obratlů v současné době segmentuje obratle C3-
L4. Práce tedy uvažuje pouze tuto skupinu obratlů. 
4.2.2 Průměrné intenzity v jednotlivých typech tkání 
Vstupní data mají bitovou hloubku 12. Data byla normalizována na rozsah 0-1 
(podělením vstupního obrazu hodnotou (212 − 1)). Průměrné hodnoty intenzity byly 
vypočteny z 18 vyšetření bez kontrastu a 9 vyšetření s kontrastem. Pro názornost byly 
hodnoty přepočteny i na HU (průměrné hodnoty byly vynásobeny hodnotou 4095 a od nich 
byla odečtena hodnota 1024) a jsou uvedeny v příloze 1. 
Průměrné hodnoty intenzity zdravé tkáně v jednotlivých typech obratlů (zvlášť 
vypočteny pro data s kontrastem a bez kontrastu), jsou uvedeny v tabulce (viz Tabulka 4.3) 




Tabulka 4.3 Průměrné hodnoty intenzity zdravé tkáně v jednotlivých obratlích (rozsah 
hodnot 0-1) (BK – bez kontrastní látky, K – s kontrastní látkou)          Tato část práce je přístupná v 
neveřejné verzi. 
 C3 C4 C5 C6 C7 Th 1 Th 2 Th 3 Th 4 Th 5 Th 6 
Data - BK            
Data - K            
 
 Th 7 Th 8 Th 9 Th 10 Th 11 Th 12 L1 L2 L3 L4 
Data - BK           
Data - K           
 
Jak již bylo zmíněno výše, osteolytické léze se projevují poklesem intenzity vůči zdravé 
tkáni, osteoplastické léze se naopak projevují nárůstem intenzity vůči zdravé tkáni. Příklady 
osteolytické a osteoplastické léze jsou uvedeny na obrázcích v předchozí kapitole 
(viz Obrázek 3.1, viz Obrázek 3.2). Průměrné hodnoty intenzity osteolytických lézí 
v jednotlivých typech obratlů (zvlášť vypočteny pro data s kontrastem a bez kontrastu), jsou 
uvedeny v tabulce (viz Tabulka 4.4) a průměrné hodnoty HU jsou v příloze 1. Průměrné 
hodnoty intenzity osteoplastických lézí v jednotlivých typech obratlů (zvlášť vypočteny pro 
data s kontrastem a bez kontrastu), jsou uvedeny v tabulce (viz Tabulka 4.5) a průměrné 
hodnoty HU jsou v příloze 1. Pokud se v tabulce vyskytuje pomlčka, znamená to, že se daná 
tkáň v obratlích nevyskytuje.  
Tabulka 4.4 Průměrné hodnoty intenzity osteolytických lézí v jednotlivých obratlích 
(rozsah hodnot 0-1) (BK – bez kontrastní látky, K – s kontrastní látkou)           Tato část práce je 
přístupná v neveřejné verzi. 
 C3 C4 C5 C6 C7 Th 1 Th 2 Th 3 Th 4 Th 5 Th 6 
Data - BK            
Data - K            
  
 Th 7 Th 8 Th 9 Th 10 Th 11 Th 12 L1 L2 L3 L4 
Data - BK           






Tabulka 4.5 Průměrné hodnoty intenzity osteoplastických lézí v jednotlivých obratlích 
(rozsah hodnot 0-1) (BK – bez kontrastní látky, K – s kontrastní látkou)    Tato část práce je 
přístupná v neveřejné verzi. 
 C3 C4 C5 C6 C7 Th 1 Th 2 Th 3 Th 4 Th 5 Th 6 
Data - BK            
Data - K            
 
 Th 7 Th 8 Th 9 Th 10 Th 11 Th 12 L1 L2 L3 L4 
Data - BK           
Data - K           
 
Pro srovnání dat s kontrastem a bez kontrastu byla vypočtena průměrná intenzita 
jednotlivých typů tkání v celé páteři. Do výpočtu vstupovaly průměrné hodnoty intenzity 
tkání z jednotlivých obratlů z výše uvedených tabulek.  







Na základě těchto výsledků je nutné uvažovat zvlášť data s kontrastem a data bez 
kontrastu.  
4.3 Algoritmy použité pro získání texturních příznaků 
Každý obratel je podroben texturní analýze ve 3D. Používají se tedy 3D metody texturní 
analýzy. Většina metod texturní analýzy využívá pro výpočet příznaků masky. Tyto masky 
mohou být různé velikosti. V této práci byla použita lichá maska o velikosti 3x3x3 voxelů.  
Maska prochází 3D obrazovými daty po řádcích každého řezu analyzovaných dat 
(viz Obrázek 4.1). Voxel, pro který jsou počítány příznaky, se vždy nachází na centrální 
pozici masky. Texturní příznaky centrálního voxelu jsou získány analýzou voxelů vstupního 
obrazu pod maskou (tedy centrálního voxelu a  jeho 26 voxelového okolí). Vypočtený 
příznakový vektor je poté uložen do parametrického prostoru na pozici odpovídající pozici 





Obrázek 4.1 3D maska v 3D datech 
4.3.1 Předzpracování vstupních dat 
Při analýze okrajových voxelů obratle by voxely pod maskou obsahovaly nulové hodnoty 
(z důvodu nepřítomnosti tkáně viz Obrázek 4.2) a proto bylo nutné provést předzpracování 
vstupního 3D obrazu obratle. Tato skutečnost by vedla k chybným výsledkům, a tak bylo 
nutné tomuto jevu předejít.  
 
Obrázek 4.2 Problém okrajových voxelů. Pro názornost je problém naznačen ve 2D. Červeně 
je označena maska, šedá barva představuje analyzovaný obratel, bílá barva nulové hodnoty 
(nepřítomnost tkáně). Jak lze vidět při analýze okrajového voxelu by docházelo k chybným výpočtům. 
Problém byl odstraněn posunutím 3D obratle do všech 26 směrů o definovaný počet 
voxelů (v případě použití masky o velikosti 3x3x3 byl posun o 1 voxel, při použití 3D 
mikrosturkturní analýzy se posun rovnal 3 voxelům). Po tomto posunu byl na pozice 
původního analyzovaného obratle umístěn tento nezměněný originální obratel. Výsledný 
obraz se skládá z původního nezměněného obratle a okraje obratle vzniklého posunutím 
obratle do 26 směrů (viz Obrázek 4.3). 
Tímto se jistě problém analýzy okrajových voxelů stoprocentně neodstraní, ale je 





Obrázek 4.3 Odstranění problému okrajových voxelů. Pro názornost je řešení problému 
naznačeno ve 2D. Červeně je označena maska, tmavě šedá barva představuje originální obratel, světle 
šedá barva rozšířený okraj obratle. Jak lze vidět při analýze okrajového voxelu už nedochází 
k chybným výpočtům. Šipky naznačují směry posunu originálního obratle. 
4.3.2 Použité algoritmy 
V této kapitole jsou detailněji popsány všechny použité algoritmy pro získávání 
texturních příznaků. U každého algoritmu je uvedena časová náročnost pro obratel o objemu 
161405 voxelů. Časová náročnost roste s počtem voxelů v obratli. 
4.3.2.1 Algoritmus pro výpočet statistických příznaků prvního řádu 
Algoritmus pro výpočet statistických příznaků prvního řádu (tzv. histogramové příznaky) 
byl implementován do funkce statisticke_pr.m. Tato funkce má jeden vstup a jeden 
výstup viz (4.1). Vstup, výstup a tělo funkce jsou popsány níže. 
 Výstup1=statisticke_pr(Vstup1) (4.1) 
1. Vstup1 – Submatice =voxely analyzovaného obrazu pod maskou. 
2. Výstup1 – Vektor obsahující 11 statistických příznaků prvního řádu. 
3. Tělo funkce – Funkce počítá statistické příznaky prvního řádu dle vzorců popsaných 
v kapitole 2.3.1.1. Celkem se jedná o 11 příznaků uvedených v tabulce (viz Tabulka 
4.6). Pro výpočet některých příznaků byly využity funkce implementované v Matlabu 
2011. 
4. Časová náročnost: 147,65 s 
Tabulka 4.6 Příznaky statistik prvního řádu. Tato část práce je přístupná v neveřejné verzi. 
Označení 
příznaku Název příznaku 
Označení 
příznaku Název příznaku 
Označení 
























4.3.2.2 Algoritmus pro výpočet GLCM příznaků 
Pro výpočet GLCM příznaků je nutné nejdříve vypočíst GLCM matici. Pro výpočet 
GLCM matice byla vytvořena funkce graycomatrix_3D.m. Jako základ funkce 
graycomatrix_3D.m byla použita funkce graycomatrix.m implementovaná v Matlabu 
2009 [19]. Tato funkce byla následně rozšířena pro výpočet GLCM matice z 3D submatice.  
Má pět vstupů a dva výstupy viz (4.2) . Vstupy, výstupy a tělo funkce jsou popsány níže. 
 [Výstup1,Výstup2]= 
graycomatrix_3D(Vstup1,Vstup2,Vstup3,Vstup4,Vstup5) (4.2) 
1. Vstup1 – Submatice = voxely analyzovaného obrazu pod maskou. 
2. Vstup2 – Definování posunu submatice.  
Tato část práce je přístupná v neveřejné verzi. 
3. Vstup3 – Počet úrovní šedé.  
Tato část práce je přístupná v neveřejné verzi. 
4. Vstup4 – Nastavení symetrie výpočtu.  
Tato část práce je přístupná v neveřejné verzi. 
 
 
5. Vstup5 – Definuje mezní hodnoty, mezi kterými dojde ke škálování vstupní 
šedotónové submatice na definovaný počet úrovní šedé.  
Tato část práce je přístupná v neveřejné verzi.  
 
6. Výstup1 – GLCM matice 
7. Výstup2 – SI matice obsahující naškálovanou submatici, z níž se počítala GLCM 
matice 
8. Tělo funkce – Funkce vypočte co-occurence matici (GLCM) podle popisu v kapitole 
2.3.1.2.  
Algoritmus pro výpočet GLCM příznaků byl implementován do funkce 
graycoprops_new.m. Jako základ funkce graycoprops_new.m byla použita funkce 
graycoprops.m implementovaná v Matlabu 2009 [19]. Tato funkce byla následně doplněna 
o výpočet dalších 12 GLCM příznaků (původní funkce obsahuje výpočet pouze 4 GLCM 





 Výstup1= graycoprops_new(Vstup1) (4.3) 
1. Vstup1 – GLCM matice. 
2. Výstup1 – Vektor obsahující 16 GLCM příznaků. 
3. Tělo funkce – Funkce počítá GLCM příznaky dle vzorců popsaných v kapitole 
2.3.1.2, Celkem se jedná o 16 příznaků uvedených v tabulce (viz Tabulka 4.7). 
4. Časová náročnost: 1057 s - hodnotí se současně výpočet GLCM matice i GLCM 
příznaků 
Tabulka 4.7 GLCM příznaky - Tato část práce je přístupná v neveřejné verzi. 
Označení 
příznaku Název příznaku 
Označení 
příznaku Název příznaku 
Označení 


































    
4.3.2.3 Algoritmus pro výpočet GLRM příznaků 
Pro výpočet GLRM příznaků je nutné nejdříve vypočíst GLRM matici. Pro výpočet 
GLRM matice byla vytvořena funkce grayrlmatrix_3D.m. Jako základ funkce 
grayrlmatrix_3D.m byla použita funkce grayrlmatrix.m, která byla získána 
z MathWorks [19][33]. Tato funkce byla následně rozšířena pro výpočet GLRM matice z 3D 
submatice. Má tři vstupy a dva výstupy viz (4.4) . Vstupy, výstupy a tělo funkce jsou popsány 
níže. 
 [Výstup1,Výstup2]= grayrlmatrix_3D(Vstup1,Vstup2,Vstup3) (4.4) 
1. Vstup1 – Submatice = voxely analyzovaného obrazu pod maskou. 
2. Vstup2 – Počet úrovní šedé.  
Tato část práce je přístupná v neveřejné verzi. 
3. Vstup3 – Definuje mezní hodnoty, mezi nimiž dojde ke škálování vstupní 
šedotónové submatice na definovaný počet úrovní šedé.  




4. Výstup1 – GLRM matice 
5. Výstup2 – SI matice obsahující naškálovanou submatici, ze které se počítala GLRM 
matice 
6. Tělo funkce – Funkce vypočte GLRM matici podle popisu v kapitole 2.3.1.3.  
Tato část práce je přístupná v neveřejné verzi. 
 
 
Algoritmus pro výpočet GLRM příznaků byl implementován do funkce 
grayrlprops_new.m. Jako základ funkce grayrlprops_new.m byla použita funkce 
grayrlprops.m, byla získána z MathWorks [19][33]. Některé vzorce pro výpočet GLRM 
příznaků byly upraveny, jelikož obsahovaly chyby. Tato funkce má jeden vstup a jeden 
výstup viz (4.5).  
 Výstup1= grayrlprops_new(Vstup1) (4.5) 
1. Vstup1 – GLRM matice. 
2. Výstup1 – Vektor obsahující 11 GLRM příznaků. 
3. Tělo funkce – Funkce počítá GLRM příznaky dle vzorců popsaných v kapitole 
2.3.1.3. Celkem se jedná o 11 příznaků uvedených v tabulce (viz Tabulka 4.8). 
4. Časová náročnost: 205,34 s - hodnotí se současně výpočet GLRM matice i GLRM 
příznaků 
Tabulka 4.8 GLRM příznaky - Tato část práce je přístupná v neveřejné verzi. 
Označení 
příznaku Název příznaku 
Označení 
příznaku Název příznaku 
Označení 




















    
4.3.2.4 Algoritmus pro výpočet LBP příznaků 
Algoritmus pro výpočet LBP příznaků byl implementován do funkce LBP_3D.m. Funkce 
má čtyři vstupy a jeden výstup viz (4.6). Vstupy, výstup a tělo funkce jsou popsány níže. 
 Výstup1= LBP_3D(Vstup1,Vstup2,Vstup3,Vstup4) (4.6) 
1. Vstup1 – Submatice = voxely analyzovaného obrazu pod maskou. 




3. Vstup3 – Submatice, která definuje pozice mocnin 2 na kouli o poloměru 1. 
4. Vstup4 – Vektor obsahující mocniny 2 vyskytující se na kouli o poloměru 1.  
5. Výstup1 – Vektor obsahující 7 LBP příznaků. 
6. Tělo funkce – Funkce vypočte 7 LBP příznaků podle vzorců v kapitole 2.3.1.4. 
Příznaky jsou uvedeny v tabulce (viz Tabulka 4.9). 
7. Časová náročnost: 27,95 s 
Tabulka 4.9 LBP příznaky - Tato část práce je přístupná v neveřejné verzi. 
Označení 
příznaku Název příznaku 
Označení 
příznaku Název příznaku 
Označení 















    
4.3.2.5 Algoritmus pro výpočet fraktálních příznaků 
Algoritmus pro výpočet fraktálních příznaků je součástí hlavní funkce. Jsou získány 3 
příznaky (viz Tabulka 4.10), které jsou vypočteny podle stejného vzorce, ale s jiným 
nastavením prahování submatice. Princip výpočtu je naznačen níže. 
1. Vstup - Submatice = voxely analyzovaného obrazu pod maskou. 
2. Binarizace submatice na základě nastavených prahů.  
Tato část práce je přístupná v neveřejné verzi. 
 
3. Určení počtu voxelů binarizované submatice s hodnotou 1. 
4. Výpočet fraktální dimenze, dle vzorce (2.66),  
Tato část práce je přístupná v neveřejné verzi. 
 
5. Výstup – fraktální dimenze. 
6. Časová náročnost: 8,67 s 
Tabulka 4.10 Fraktální příznaky - Tato část práce je přístupná v neveřejné verzi. 
Označení 
příznaku Název příznaku 
Označení 
příznaku Název příznaku 
Označení 










4.3.2.6 Algoritmus pro výpočet mikrostrukturních příznaků 
Algoritmus pro výpočet mikrostrukturních příznaků je součástí hlavní funkce. Příznaky 
jsou získány 3D konvolucí vstupního rozšířeného 3D obrazu s 3D jednotlivými konvolučními 
maskami (viz kapitola 2.3.2.1). Konvoluční masky mají velikost 3x3x3 nebo 5x5x5. Pro 
výpočet 3D konvoluce je využita funkce convn.m implementovaná v Matlabu 2011. Funkce 
má 2 vstupy a jeden výstup viz (4.7).  
 Výstup1= convn(Vstup1,Vstup2) (4.7) 
1. Vstup1 – Rozšířený analyzovaný 3D obraz. 
2. Vstup2 – 3D konvoluční maska. 
3. Výstup1 – Matice příznaku. 
Pro každou konvoluční masku je provedena konvoluce se vstupním rozšířeným obrazem. 
Výpisy jednotlivých příznaků jsou v tabulkách (viz Tabulka 4.11, Tabulka 4.12). 
4. Časová náročnost: 13,15 s - platí pro konvoluci vstupního obrazu se všemi 
konvolučními maskami velikosti 3x3x3 i velikosti 5x5x5. 
Tabulka 4.11 Příznaky získané 3D konvolucí s 3D konvoluční maskou o velikosti 3x3x3 - Tato 
část práce je přístupná v neveřejné verzi. 
Označení 
příznaku Konvoluční maska 
Označení 
příznaku Konvoluční maska 
Označení 















































Tabulka 4.12 Příznaky získané 3D konvolucí s 3D konvoluční maskou o velikosti 5x5x5 - Tato 



























































































































































































































































4.3.2.7 Algoritmus pro výpočet frekvenčních příznaků 
Algoritmus pro výpočet frekvenčních příznaků byl implementován do funkce 
vykonove_spektrum.m. Tato funkce má jeden vstup a dva výstupy viz (4.8). Vstup, 
výstupy a tělo funkce jsou popsány níže. 
 [Výstup1, Výstup2]= vykonove_spektrum(Vstup1) (4.8) 
1. Vstup1 – Submatice =voxely analyzovaného obrazu pod maskou. 
2. Výstup1 – Vektor obsahující 2 příznaky analýzy mezikoulí. 
3. Výstup2 – Vektor obsahující 34 příznaků směrové analýzy. 
4. Tělo funkce – Funkce počítá frekvenční příznaky dle vzorců popsaných v kapitole 
2.3.3.1. Celkem se jedná o 2 příznaky získané použitím koulovitých filtrů a 34 
příznaků získaných použitím klínových filtrů, které jsou uvedeny v tabulkách 
(viz Tabulka 4.13, Tabulka 4.14).  
Tato část práce je přístupná v neveřejné verzi. 




Tabulka 4.13 Příznaky získané analýzou mezikoulí - Tato část práce je přístupná v 
neveřejné verzi. 
Označení 
příznaku Název příznaku 
Označení 
příznaku Název příznaku 
Označení 





    
 



































































    
4.4 Algoritmy použité pro výpočet tvarových příznaků 
Pro provedení 3D tvarové analýzy musí být nejdříve v analyzovaném 3D obraze 
detekovány 3D objekty, na které následně mohou být aplikovány 3D metody tvarové analýzy. 
Objekty jsou získány pomocí metody 3D watershed. Na všechny vzniklé 3D objekty jsou 
následně aplikovány 3D metody tvarové analýzy. Získané příznaky analyzovaného 3D 
objektu jsou uloženy do příznakového prostoru na všechny pozice voxelů, jež jsou součástí 
tohoto 3D objektu.  
4.4.1 Předzpracování dat pro metodu 3D watershed 
Než je aplikována metoda 3D watershed, je nutné předzpracování vstupních dat. 
Předzpracování probíhá 3D konvolucí 3D masky se vstupním 3D obrazem 𝑉𝑉𝑂𝑂(𝑥𝑥, 𝑦𝑦, 𝑟𝑟) 
ve všech 3 směrech (x, y, z) (příklad pro směr x viz rovnice (4.10)). Masky pro směr x, y, z 





                         Tato část práce je přístupná v neveřejné verzi.  
 (4.9) 
   
 
 𝑓𝑓𝑥𝑥 =convn(𝑉𝑉𝑂𝑂,𝑚𝑚𝑚𝑚𝑠𝑠𝑘𝑘𝑚𝑚𝑥𝑥) (4.10) 
Tato část práce je přístupná v neveřejné verzi. (4.11). Tím je dán výsledný 
předzpracovaný obraz 𝑓𝑓 obsahující detekci hran (viz Obrázek 4.4).  
 Tato část práce je přístupná v neveřejné verzi. (4.11) 
          
(a)                         (b)       (c)                              (d)  
Obrázek 4.4 Příklad analyzovaných obratlů a jejich předzpracovaných obrazů f. 
Na obrázku (a) je obratel se osteoplastickou lézí a na obrázku (b) je jeho předzpracovaný obraz 
s detekcemi hran. Na obrázku (c) je obratel s osteolytickou lézí a jeho předzpracovaný obraz f 
s detekcí hran je na obrázku (d). Jak je vidět u osteoplastických lézí jsou detekované hrany výraznější 
než u osteolytických lézí.  
Pro výpočet distanční mapy, která je vstupem do metody 3D watershed, je nutné 
získanou detekci hran binarizovat. Pro získání binárního obrazu 𝑓𝑓𝑏𝑏𝑖𝑖𝑛𝑛  je použito prahování. 
Tato část práce je přístupná v neveřejné verzi. 
 viz rovnice (4.12). 
 Tato část práce je přístupná v neveřejné verzi. (4.12) 
Binarizovanému obrazu 𝑓𝑓𝑏𝑏𝑖𝑖𝑛𝑛  je vypočtena distanční mapa 𝑅𝑅 pomocí funkce bwdist 
implementované v Matlabu2011, Tato část práce je přístupná v neveřejné verzi. viz 
rovnice (4.13). 




4.4.2 Aplikace metody 3D watershed 
Distanční mapa je pak použita jako vstup do metody 3D watershed. Pro výpočet metody 
3D watershed je využita implementovaná funkce Matlabu 2011 watershed. U metody 
watershed je možné nastavit typ 3D okolí, v tomto případě bylo 3D okolí nastaveno na 26. 
 tr = watershed(D,‘26‘) (4.14) 
Výstupem metody 3D watershed je matice 𝑡𝑡𝑟𝑟 obsahující 3D objekty. Objekty jsou 
číslovány od 1 po 𝑁𝑁, kde 𝑁𝑁 je celkový počet 3D objektů v obraze. Voxely tvořící hranice 
mezi 3D objekty nabývají hodnoty 0.  
Vlastností metody watershed je její časté přesegmentování. Množství segmentů je závislé 
na použitém prahu pří získávání binárního obrazu. Byl-li zvolen vyšší práh, 
u osteoplastických lézí byla segmentace velmi dobrá, avšak u osteolytických lézí nedošlo 
k detekci (viz Obrázek 4.6). Byl-li zvolen nižší práh u osteoplastických lézí došlo 
k přesegmentování, ale u osteolytických lézí došlo k jejich detekci (viz Obrázek 4.5). Z výše 
uvedených důvodů byl zvolen nižší práh a přesegmentování je následně eliminováno pomocí 
algoritmu pro spojování objektů (viz Obrázek 4.7).  
            
(a)                               (b)       (c)                                (d)  
Obrázek 4.5 Použití metody watershed s prahem Tato část práce je přístupná v neveřejné 
verzi.. Na obrázku (a) je obratel se osteoplastickou lézí a na obrázku (b) je jeho segmentovaný obraz 
metodou watershed. Na obrázku (c) je obratel s osteolytickou lézí a na obrázku (d) jeho segmentovaný 
obraz metodou watershed.  
Vzhledem k zvolenému nižšímu prahu, se v některých případech stávalo, že množství 
vzniklých segmentů bylo vyšší než 1000 objektů.  
 





            
(a)                               (b)       (c)                                (d)  
Obrázek 4.6 Použití metody watershed s prahem Tato část práce je přístupná v neveřejné 
verzi. Na obrázku (a) je obratel se osteoplastickou lézí a na obrázku (b) je jeho segmentovaný obraz 
metodou watershed. Na obrázku (c) je obratel s osteolytickou lézí a na obrázku (d) jeho segmentovaný 
obraz metodou watershed. 
4.4.3 Algoritmus spojování objektů 
Aby došlo ke snížení počtu objektů (viz Obrázek 4.7), je nutné, vzhledem k jevu 
přesegmentování, objekty na základě jistých pravidel pospojovat.  
 
 










Časová náročnost se odvíjí od počtu detekovaných objektů metodou watershed 
(viz Tabulka 4.15).  
Tabulka 4.15 Časová náročnost algoritmu pro spojování objektů - Tato část práce je 
přístupná v neveřejné verzi. 
Počet detekovaných objektů 
     Časová náročnost [s] 





Pseudokód algoritmu pro spojování objektů 





Po proběhnutí algoritmu jsou získány objekty, pro které mohou být vypočteny tvarové 
příznaky. 
  
           
(a)                               (b)       (c)                                (d)  
Obrázek 4.7 Ukázka metody watershed. Na obrázku (a) je vidět přesegmentování v oblasti 
osteoplastické léze a na obrázku (b) je vidět výsledek po aplikování algoritmu pro spojování objektů 
na obraz (a). Na obrázku (c) je vidět výsledek metody watershed při aplikaci na obratle s osteolytickou 
lézí a na obrázku (d) je vidět výsledek po aplikování algoritmu pro spojování objektů na obraz (c). 
Po aplikaci algoritmu spojování objektů vznikne menší počet objektů, jak lze vidět na obrázcích (b) 
a (d). 
4.4.4 Použité funkce 
V této kapitole jsou detailněji popsány použité algoritmy pro získávání tvarových 
příznaků.  
4.4.4.1 Algoritmus pro výpočet tvarových příznaků 
Algoritmus pro výpočet tvarových příznaků byl implementován do funkce tvar1.m. 
Tato funkce má dva vstupy a jeden výstup viz (4.15). Vstupy, výstup a tělo funkce jsou 
popsány níže. 
 Výstup1= tvar1(Vstup1,Vstup2) (4.15) 
1. Vstup1 – 3D matice obsahující 3D objekty získané metodou 3D watershed. 
2. Vstup2 – Vstupní analyzovaný 3D obraz. 
3. Výstup1 – 3D buňkové pole obsahující vektory 31 příznaků. 
4. Tělo funkce – Funkce počítá tvarové příznaky dle vzorců popsaných v kapitole 2.4. 









5. Časová náročnost – odvíjí se od počtu objektů, výpočet tvarových příznaků pro 298 
objektů trval 179,54 s 
Tabulka 4.16 Tvarové příznaky - Tato část práce je přístupná v neveřejné verzi. 
Označení 
příznaku Název příznaku 
Označení 
příznaku Název příznaku 
Označení 





















































    
4.5 Struktura výsledného programu 
Cílem práce bylo navržení algoritmu, který bude segmentovat vstupní data do tří tříd: 
na zdravou tkáň, osteoplastickou tkáň a osteolytickou tkáň.  
Algoritmus je implementován v prostředí Matlab 2011. Testování algoritmu proběhlo 
na počítači s těmito parametry: procesor 2,54GHz (počet procesorů: 2), RAM 48GB, 64 
bitový operační systém.   
Navržený a realizovaný algoritmus je uveden na obrázku (viz Obrázek 4.8). Částečně 


















Obrázek 4.8 Blokové schéma realizovaného algoritmu 
4.5.1 Popis realizovaného algoritmu - programu 
Do algoritmu vstupují 3D data typu .mat. Jedná se o 3D matice, každá 3D matice 
obsahuje jeden obratel. Podrobněji jsou vstupní data popsána v kapitole 4.1.  
Vstupní data jsou zpracována dvěma odlišnými analýzami. První analýza vychází 
z texturní analýzy. 3D matice je postupně zpracována různými metodami 3D texturní analýzy. 
Získané texturní příznaky jsou ukládány do parametrického (příznakového) prostoru, jenž má 
stejnou velikost jako vstupní 3D matice. Texturní příznaky získané pro daný voxel jsou 
uloženy na odpovídající souřadnice v příznakovém prostoru (viz Obrázek 4.9). Metody 
texturní analýzy jsou popsány v kapitole 2.3.  
 
Obrázek 4.9 Princip ukládání vektoru texturních příznaků do příznakového prostoru 
Druhá analýza vychází z metod tvarové analýzy. Stejně jako u texturní analýzy je tvarová 
analýza provedena ve 3D. K provedení tvarové analýzy je nutné nejdříve vstupní data 
rozčlenit na objekty. Toto rozčlenění je provedeno pomocí metody 3D watershed aplikované 
na celá vstupní 3D data. Jelikož výsledkem metody watershed je přesegmentovaný obraz, jsou 




aplikovány metody tvarové analýzy popsané v kapitole 2.4. Tvarové příznaky jednotlivých 
objektů jsou ukládány do parametrického prostoru na odpovídající pozice všech voxelů 
náležících danému objektu (viz Obrázek 4.10). Parametrický prostor po dokončení obou 
analýz obsahuje jak tvarové, tak texturní příznaky. 
 
Obrázek 4.10 Princip ukládání vektoru tvarových příznaků do příznakového prostoru 
Výše popsané algoritmy pro získávání příznaků získají velké množství příznaků. Pro 
klasifikaci jsou však potřebné jen ty příznaky, které jsou významné (nesou dostatečnou míru 
informace). Výběrem vhodných příznaků se zabývá kapitola 5. Vybrané významné příznaky 
pro data s kontrastní látkou a bez kontrastní látky jsou uvedeny v kapitole 5.2.3. 
Každý voxel vstupního obrazu je popsán vektorem vybraných příznaků, jenž je uložen 
v příznakovém prostoru. Všechny příznakové vektory pak vstupují do příznakového 
klasifikátoru třídícího příznakové vektory do 3 tříd. Jako příznakový klasifikátor je použita 
neuronová síť, která je blíže popsána v kapitole 5.2. Díky zjištěnému rozdílu průměrných 
intenzit tkání mezi daty s kontrastem a bez kontrastu jsou vytvořeny 2 neuronové sítě. Jedna 
síť je pro data s kontrastem a druhá síť pro data bez kontrastu. Výsledkem klasifikace jsou 






5 Ověřování dílčích algoritmů a významu 
příznaků, hodnocení 
Tato kapitola se zaměřuje na zhodnocení informačního přínosu jednotlivých texturních 
a tvarových příznaků. Na základě míry informace, kterou příznaky nesou, jsou vybrány ty, 
jenž se jeví jako významné. Příznaky jsou testovány zvlášť pro data s kontrastem a zvlášť pro 
data bez kontrastu.  
5.1 Výběr vhodných příznaků 
Ne všechny získané příznaky je vhodné použít pro klasifikaci, je nutné vybrat jen 
příznaky přinášející odpovídající míru informace. Je důležité, aby zvolený příznak nabýval 
rozdílných hodnot v oblastech zdravé, osteoplastické a osteolytické tkáně. Toto je možné 
statisticky ohodnotit pomocí Kruskalova-Wallisova testu. 
5.1.1 Kruskalův-Wallisův test 
Základní metodou pro testování hypotéz o středních hodnotách více než dvou skupin je 
analýza rozptylu. Analýza rozptylu je parametrickou metodou. Předpokladem je normalita dat 
jednotlivých výběrových souborů a předpokládá se navíc i srovnatelný rozptyl v jednotlivých 
skupinách. Při nesplnění některého z předpokladů se využívá neparametrické alternativy 
analýzy rozptylu a to je Kruskalův-Wallisův test. [22] 
Kruskalův-Walllisův test testuje shodu výběrových distribučních funkcí srovnávaných 
souborů. Klíčovým předpokladem je nezávislost testovaných hodnot. Nulová hypotéza 𝐻𝐻0 
zní: všechny distribuční funkce jsou shodné; alternativní hypotéza 𝐻𝐻1 zní: nejméně jedna 
z distribučních funkcí se liší od ostatních. Je nutné určit hladinu významnosti 𝛼𝛼, na které se 
pak nulová hypotéza zamítá. [22] 
5.1.2 Testování a výsledky statistického hodnocení jednotlivých příznaků 
Každý texturní a tvarový příznak byl testován pomocí Kruskal – Wallisova testu. Hladina 
významnosti 𝛼𝛼 byla nastavena na hodnotu 0,05. Testování bylo provedeno mezi 3 skupinami 
tkání – zdravou, osteolytickou a osteoplastickou tkání. 
Testovací množinu pro data bez kontrastu tvořil jeden pacient s 20 obratli, které 
obsahovali zároveň zdravou, osteolytickou a osteoplastickou tkáň.  
 Testovací množinu pro data s kontrastem tvořil jeden pacient s 13 obratli, které 




Pro výpočet Kruskal – Wallisova testu byla použita funkce kruskalwallis.m 
implementovaná v Matlabu 2011, která je součástí Statistického toolboxu (viz (5.1)).  
 Výstup1= kruskalwallis(Vstup1,Vstup2) (5.1) 
1. Vstup1 představuje vektor hodnot jednoho příznaku,  
2. Vstup2 představuje vektor přiřazující jednotlivé hodnoty příznaku k jedné z 3 
skupin tkání.  
3. Výstup1 obsahuje hodnotu p, podle které se stanovuje platnost nulové hypotézy. Je-
li hodnota p menší jak hladina významnosti 𝛼𝛼, platí hypotéza H1 – mezi skupinami 
tkání je statisticky významný rozdíl. 
Na základě výsledků testování, byla vytvořena skupina statisticky významných příznaků. 
Jelikož se testovala platnost hypotéz na několika obratlích, byla zvolena podmínka pro 
zařazení příznaku do skupiny statisticky významných příznaků. Podmínka zní: Tato část 
práce je přístupná v neveřejné verzi. 
 
 
Tato část práce je přístupná v neveřejné verzi. 
 
 
Tabulka 5.1 Statisticky významné příznaky pro bezkontrastní data - Tato část práce je 
přístupná v neveřejné verzi. 
Typ příznaku Vybrané příznaky 
Statistické příznaky 
 GLCM příznaky 
 GLRM příznaky 
 LBP příznaky 
















Tabulka 5.2 Statisticky významné příznaky pro kontrastní data - Tato část práce je 
přístupná v neveřejné verzi. 
Typ příznaku Vybrané příznaky 
Statistické příznaky 
 GLCM příznaky 
 GLRM příznaky 
 LBP příznaky 










 Tvarové příznaky 
  
Tato část práce je přístupná v neveřejné verzi. 
  
5.2 Klasifikátor - neuronová síť 
Jako klasifikátor je použita neuronová síť implementovaná v Matlabu 2011. Je potřeba 
vhodně navrhnout architekturu neuronové sítě, tzn. nastavit počet vrstev a počet neuronů 
každé vrstvy. Neuronová síť klasifikuje vstupní data do 3 tříd.  
Pro naučení neuronové sítě je důležitá učební a testovací množina dat a nastavení 
parametrů učení neuronové sítě, např. čas po jaký se má síť učit, počet učících epoch atd.  
5.2.1 Učební a testovací množina 
S ohledem na správné natrénování neuronové sítě musí být učební a testovací množina 
dat vybrána tak, aby obsahovala velké množství vektorů příznaků všech 3 typů tkání. 
Zastoupení jednotlivých typů tkání musí být rovnoměrné.  
Byly vytvořeny 2 učební a 2 testovací množiny. Jednalo se o učební a testovací množinu 
kontrastních dat a bezkontrastních dat.  
Prvním krokem bylo nalezení vhodných obratlů majících velice dobrou manuální 
segmentaci nemocných tkání. Byly vybrány 4 obratle obsahující osteolytickou tkáň, 4 obratle 
obsahující osteoplastickou tkáň a 4 zdravé obratle. Z obratlů obsahujících osteolytickou tkáň 
byly vybrány všechny vektory příznaků na pozicích postižené tkáně a uloženy do množiny, 
z obratlů obsahujících osteoplastickou tkáň byly vybrány taktéž všechny vektory příznaků 




vektory zdravé tkáně, které nebyly např. postiženy arterosklerózou, která není manuálně 
označena, ale mohla by při trénování dělat potíže, protože tkáň postižená arterosklerózou také 
mění svou intenzitu. Vektory příznaků zdravé tkáně byly také uloženy do množiny.  
Výsledná množina obsahovala velké množství vektorů příznaků všech typů tkání 
v různém zastoupení.  
Do učební množiny bylo z množiny náhodně vybráno 5000 vektorů příznaků 
osteoplastické tkáně, 5000 příznakových vektorů osteolytické tkáně a 5000 příznakových 
vektorů zdravé tkáně. Celkem učební množina obsahovala 15000 vektorů příznaků 
v rovnoměrném zastoupení všech tří typů tkání. 
Do testovací množiny bylo z množiny (bez vektorů příznaků uložených do učební 
množiny) náhodně vybráno 5000 vektorů příznaků osteoplastické tkáně, 5000 příznakových 
vektorů osteolytické tkáně a 5000 příznakových vektorů zdravé tkáně. Celkem trénovací 
množina obsahovala 15000 vektorů příznaků v rovnoměrném zastoupení všech tří typů tkání. 
Postup vytváření učební a testovací množiny byl stejný jak pro data s kontrastem tak  pro 
data bez kontrastu.  
5.2.2 Použité funkce a parametry 
Pro vytvoření neuronové sítě byly použity funkce implementované v prostředí Matlab 
2011, které jsou součástí Neural network toolboxu. Tento toolbox obsahuje funkce pro 
vytvoření, učení a simulaci neuronové sítě. 
5.2.2.1 Vytvoření sítě 
Je využita dopředná neuronová síť. Pro vytvoření dopředné neuronové sítě je použita 
funkce feedforwardnet.m, v níž se nastavuje trénovací algoritmus a počet neuronů skryté 
vrstvy (viz (5.2)).  
 Výstup1= feedforwardnet(Vstup1,Vstup2) (5.2) 
1. Vstup1 - počet neuronů skryté vrstvy,  
Tato část práce je přístupná v neveřejné verzi. 
2. Vstup2 – nastavení trénovacího algoritmu,  
Tato část práce je přístupná v neveřejné verzi. 
3. Výstup1 – nastavená neuronová síť - net 
Pro nastavení počtu vstupní a výstupní vrstvy se používá funkce configurate.m 





 Výstup1= configurate(Vstup1,Vstup2,Vstup3) (5.3) 
1. Vstup1 – nastavená síť net z funkce feedforwardnet.m 
2. Vstup2 – učební množina obsahující vektory příznaků 
3. Vstup3 – tří řádková matice obsahující přiřazení vektoru příznaků do jedné ze tří 
tkání, řešení pro jednotlivé tkáně je v jednotlivých řádcích. 0 – nejedná se o daný typ 
tkáně, 1 – jedná se o daný typ tkáně  
4. Výstup1 – nastavená neuronová síť s počtem neuronů ve všech vrstvách – net, 
ve výstupní vrstvě jsou 3 neurony, ve vstupní vrstvě je tolik neuronů, kolik bylo 
předložených příznaků. 
Váhy pro jednotlivé neurony se dají nastavit náhodně pomocí funkce init.m viz (5.4). 
 Výstup1= init(Vstup1) (5.4) 
1. Vstup1 – nastavená síť net, z předchozí funkce  configurate.m 
2. Výstup1 – nastavená neuronová síť s náhodnými váhami u všech neuronů – net 
5.2.2.2 Učení sítě 
Pro učení sítě je nutné nastavit určité parametry učení. Nastavené parametry sítě jsou 
uvedeny v tabulce (viz Tabulka 5.3).  
Tabulka 5.3 Parametry nastavení sítě - Tato část práce je přístupná v neveřejné verzi. 
Parametr Nastavená hodnota Zápis nastavení 
Typ výpočtu chyby sítě   
Počet epoch učení   
Krok učení   
Cílová hodnota učení   
Rozdělení množiny na učební, 




Pro učení sítě je použita funkce train.m (viz (5.5)) 
 Výstup1= train(Vstup1,Vstup2,Vstup3) (5.5) 
1. Vstup1 – nastavená síť net z funkce init.m 
2. Vstup2 – učební množina obsahující vektory příznaků 
3. Vstup3 – tří řádková matice obsahující přiřazení vektoru příznaků do jedné ze tří 
tkání, řešení pro jednotlivé tkáně je v jednotlivých řádcích. 0 – nejedná se o daný typ 




4. Výstup1 – natrénovaná neuronová síť – net 
 
 
Tato část práce je přístupná v neveřejné verzi. 
 
 
Natrénovaná neuronová síť slouží ke klasifikaci vstupních příznakových vektorů 
do jedné ze tří tříd. Vstup a výstup do natrénované sítě je naznačen v rovnici (5.6) 
 Výstup1= natrénovaná_síť(Vstup1) (5.6) 
1. Vstup1 – příznakové vektory 
2. Výstup1 – klasifikace sítě 
Klasifikaci sítě je ještě nutné dále zpracovat. Klasifikace je dána tří řádkovou maticí, kde 
v prvním řádku jsou výsledky neuronu pro zdravou tkáň, druhý řádek obsahuje výsledky 
hodnocení neuronu pro osteolytickou tkáň a v posledním řádku jsou výstupy neuronu pro 
osteoplastickou tkáň. Výstupy neuronů nejsou binární, a proto je nutné klasifikaci neuronů 
binarizovat tak, aby pro každý příznakový vektor bylo zařazení pouze do jedné skupiny tkáně. 
Tato binarizace je následující: z klasifikace neuronů každého vstupního příznakového vektoru 
se nalezne maximum a tomuto výstupu neuronu je přiřazena hodnota 1, zbylým dvěma 
výstupům neuronů je přiřazena hodnota 0 (viz Obrázek 5.1). 
 
Obrázek 5.1 Binarizace klasifikace 
5.2.3 Hodnocení jednotlivých příznaků 
Jelikož množina statisticky významných příznaků jak pro kontrastní, tak bezkontrastní 
data obsahuje velké množství příznaků, bylo nutné množství příznaků snížit. Bylo tedy 




Pro každý jednotlivý příznak byla natrénována neuronová síť na učební množině a pak 
byla schopnost klasifikace této neuronové sítě testována na testovací množině dat. Výsledek 
klasifikace byl porovnán s „cíly“ testovací množiny (tyto cíle jsou dány manuálním 
označením lézí) a pro každý typ tkáně byla vypočtena senzitivita a specificita. Tento postup 
byl zopakován třikrát, aby se ukázalo, zda je klasifikace pomocí hodnoceného příznaku 
stabilní. Pro každý typ tkáně jsou tedy dostupné 3 hodnoty senzitivity a specificity 
(viz kapitola 5.2.3.1). Dále byla vypočtena směrodatná odchylka senzitivity a specificity pro 
každý typ tkáně.  
Aby byl příznak uznán významným, muselo být splněno následující kritérium alespoň 
pro jeden typ tkáně:  







Tabulka 5.4 Významné příznaky pro data bez kontrastu - Tato část práce je přístupná v 
neveřejné verzi. 
Typ příznaku Vybrané příznaky 
Statistické příznaky 
 GLCM příznaky 
 GLRM příznaky 
 LBP příznaky 















Tabulka 5.5 Významné příznaky pro data s kontrastem - Tato část práce je přístupná v 
neveřejné verzi. 
Typ příznaku Vybrané příznaky 
Statistické příznaky 
 GLCM příznaky 
 GLRM příznaky 
 LBP příznaky 









 Tvarové příznaky 
 
5.2.3.1 Senzitivita, Specificita 
Senzitivita a specificita se udává v procentech, je-li současně hodnota senzitivity 
i specificity rovna 100%, jedná se o ideální metodu. Pro výpočet hodnot senzitivity 
a specificity je nezbytné určit hodnoty TP, TN, FP, FN, jejich význam je popsán níže 
(viz rovnice (5.7) a (5.8)). 
Senzitivita (míra pravdivé pozitivity) udává pravděpodobnost, že bod, který je pozitivní, 
je určen jako pozitivní. Specificita (míra pravdivé negativity) udává pravděpodobnost, že bod, 
který je negativní, je určen jako negativní. TN (true negative) je počet negativních bodů 
určených jako negativní. TP (true positive) je počet pozitivních bodů, které jsou určeny jako 
pozitivní. FN (false negative) je počet pozitivních bodů určených jako negativní. FP (false 
positive) je počet negativních bodů, které jsou určeny jako pozitivní. Názorná ukázka je 
uvedena na obrázku (viz Obrázek 5.2). [21] 
Vzorec pro výpočet senzitivity: 
 
𝑆𝑆𝐸𝐸 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑁𝑁. (5.7) 
Vzorec pro výpočet specificity: 
 
𝑆𝑆𝑃𝑃 = 𝑇𝑇𝑁𝑁






(a)    (b) 
 
(c) 
Obrázek 5.2 Určení FN, FP, TN, TP pro výpočet SE a SP (a) manuálně označená léze, (b) 
algoritmem detekovaná léze, (c) sloučení manuální a algoritmem detekované léze a určení TP, TN, FP, 
FN (Převzato z [21]) 
5.2.4 Volba kombinace příznaků a získání výsledných klasifikačních neuronových sítí  
Podle postupů uvedených v předchozích kapitolách, byly získány významné příznaky, 
avšak kombinace jen některých z nich může mít lepší výsledky než použití všech významných 
příznaků najednou. Z tohoto důvodu byly vytvořeny kombinace příznaků třemi způsoby: 
1. Kombinace všech vhodných příznaků, 2. Intuitivně zvolená kombinace příznaků, 
3. Kombinace příznaků vzniklá za použití genetického algoritmu. 
Neuronové sítě byly naučeny na zvolenou kombinaci příznaků. Nastavení a učení sítě 
probíhalo tak, jak je popsáno v kapitole 5.2.2. Učení a testování sítě probíhalo na učební 
a testovací množině. Učení a testování každé neuronové sítě proběhlo pětkrát. Z těchto pěti 
natrénovaných sítí byla vybrána ta, která měla nejvyšší hodnotu kriteriální funkce. Kriteriální 
funkce všech vytvořených neuronových sítí jsou uvedeny v tabulce (viz Tabulka 5.8). 




 Tato část práce je přístupná v neveřejné verzi. (5.9) 
Tato část práce je přístupná v neveřejné verzi. 
 
   
5.2.4.1  Kombinace všech příznaků 
Pro segmentaci kontrastních dat byla natrénována neuronová síť s názvem 
kontrast_vse na všechny příznaky uvedené v tabulce (viz Tabulka 5.5). Jelikož by bylo 
vhodné zjistit, zda mají větší přínos texturní či tvarové příznaky, byly vytvořeny ještě další 
dvě neuronové sítě. Síť s názvem kontrast_textura je natrénována na všechny texturní 
příznaky a síť s názvem kontrast_tvar pak na tvarové příznaky uvedené v tabulce 
(viz Tabulka 5.5).  
Pro segmentaci dat bez kontrastu byla natrénována neuronová síť s názvem: 
bez_kontrastu_vse na všechny příznaky uvedené v tabulce (viz Tabulka 5.4). I pro data 
bez kontrastu byly vytvořeny sítě zohledňující pouze texturní nebo pouze tvarové příznaky 
z tabulky s názvem: bez_kontrastu_textura, bez_kontrastu_tvar (viz Tabulka 
5.4).  
5.2.4.2 Vlastní kombinace příznaků 
Na základě vlastní analýzy úspěšnosti klasifikace dat pomocí jednotlivých příznaků 
(viz Příloha 4 a Příloha 5) byly zvoleny intuitivně kombinace příznaků pro data s kontrastem 
a pro data bez kontrastu. Příznaky pro data s kontrastem jsou vypsány v tabulce níže 
(viz Tabulka 5.6) a byla pro ně vytvořena síť s názvem: kontrast_vlastni. Tato část 
práce je přístupná v neveřejné verzi. Příznaky pro data bez kontrastu jsou uvedeny v tabulce 
níže (viz Tabulka 5.6) a byla pro ně vytvořena síť s názvem: bez_kontrastu_vlastni. 






Tabulka 5.6 Vlastní kombinace příznaků - Tato část práce je přístupná v neveřejné verzi. 



































5.2.4.3 Kombinace získané použitím genetických algoritmů 
Jelikož bylo ohodnoceno mnoho příznaků jako vhodných, nebylo možné ohodnotit 
klasifikační schopnost všech kombinací příznaků. Z tohoto důvodu byl pro hledání kombinace 
příznaků použit genetický algoritmus. Níže bude nastíněn princip použití genetického 
algoritmu. 
V prvním kroku je vygenerována populace 20 jedinců. Jedinec je dán náhodným 
vektorem 0 a 1 o délce vektoru významných příznaků. 0 znamená, že daný příznak nebude 
použit pro učení sítě a 1 znamená, že daný příznak bude použit.  
V druhém kroku se provede hodnocení kvality všech jedinců populace. Pro každého 
jedince (představujícího vektor aktivních příznaků) je naučena neuronová síť tak, jak je 
popsáno v kapitole 5.2.2, s tím že učení probíhá ve 100 epochách. Kvalita jedince je určena 
podle rovnice (5.9).  
V třetím kroku se první jedinec populace nahradí jedincem s nejvyšší kvalitou (je 
zapnuto tzv. elitářství), poté se provádí selekce, křížení a mutace v populaci jedinců. Po těchto 
třech operacích se provede opět hodnocení kvality populace jedinců, tak jak je uvedeno 
v druhém kroku. Třetí krok probíhá do té doby, dokud není dosaženo maximálního počtu 
iterací (v tomto případě 20) nebo nestagnují-li výsledky pro zvolený počet iterací.  
Selekce - je zvolena vážená ruleta. Jedná se o náhodný výběr jedinců populace 
s pravděpodobnostním přístupem, tzn., že kvalitnější jedinci mají vyšší pravděpodobnost 
postupu do další generace. 
Křížení – v tomto případě se jedná o dvoubodové křížení. S určitou pravděpodobností 
dochází ke křížení mezi dvěma náhodně vybranými jedinci populace. Křížení představuje 





Mutace -  s určitou pravděpodobností dochází k mutaci náhodných alel (prvků vektoru) 
jedince.  Zmutovaní jedinci postupují do další generace jedinců. 
Podrobnější popis genetických algoritmů je možné nalézt v [30].  
Po proběhnutí genetického algoritmu je z populace vybrán jedinec s nejvyšší kvalitou. 
Neuronová síť je natrénovaná na získané příznaky, kterými je tvořen vybraný jedinec. U dat 
s kontrastem nese síť název kontrast_GA, u dat bez kontrastu má název 
bez_kontrastu_GA. Získané kontrastní příznaky a příznaky pro data bez kontrastu jsou 
uvedeny v tabulce (viz Tabulka 5.7).  
Tato část práce je přístupná v neveřejné verzi. 
Tabulka 5.7 Kombinace příznaků získané pomocí genetického algoritmu - Tato část práce 
je přístupná v neveřejné verzi. 



































5.2.5 Výsledky výběru kombinace příznaků 
Hodnoty kriteriální funkce všech vytvořených sítí jsou uvedeny níže (viz Tabulka 5.8). 
Kriteriální funkce byla vypočtena podle rovnice (5.9). V obou případech dat má nejvyšší 
hodnotu kriteriální funkce neuronová síť naučená na všechny významné příznaky.  
Tabulka 5.8 Hodnoty kriteriální funkce vytvořených neuronových sítí - Tato část práce je 
přístupná v neveřejné verzi. 


























6 Medicínská aplikace 
Výsledná segmentace lézí je porovnávána s databází obsahující manuální označení  
osteoplastických a osteolytických lézí. Hodnocení je prováděno na úrovni jednotlivých voxelů 
pomocí senzitivity a specificity. Hodnocení je provedeno samostatně pro data s kontrastem 
a bez kontrastu. V každé skupině je provedeno hodnocení úspěšné segmentace zvlášť pro 
osteolytické, pro osteoplastické léze a zdravou tkáň. V kapitole 6.1 jsou popsána testovaná 
data, kapitola 6.2 obsahuje hodnocení úspěšnosti segmentace a v kapitole 6.3 jsou předvedeny 
ukázky výsledků segmentace. 
6.1 Testovaná data 
Celkem bylo testováno 18 pacientů bez kontrastní látky a 9 pacientů s kontrastní látkou. 
Vzhledem k počtu obratlů se jedná o 348 obratlů u pacientů bez kontrastu (67 krčních, 215 
hrudních a 66 bederních obratlů) a o 161 obratlů u pacientů s kontrastem (20 krčních, 108 
hrudních a 33 bederních obratlů). V níže uvedených tabulkách jsou vypsány počty 
jednotlivých typů obratlů, jež obsahují zdravou tkáň (Z), dále počet jednotlivých obratlů 
s osteolytickou (L) a osteoplastickou lézí (S), pro data bez kontrastu (BK) viz Tabulka 6.1, 
pro data s kontrastem (K) viz Tabulka 6.2. 
 
Tabulka 6.1 Počet jednotlivých typů obratlů obsahujících jednotlivé typy tkání, data BK -  
Tato část práce je přístupná v neveřejné verzi. 
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                Tabulka 6.2 Počet jednotlivých typů obratlů obsahujících jednotlivé typy tkání, data K - 
Tato část práce je přístupná v neveřejné verzi. 
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6.2 Vyhodnocení výsledků algoritmu 
Výsledky jsou hodnoceny samostatně pro data s kontrastem a pro data bez použití 
kontrastní látky. V každé skupině je provedeno zvlášť hodnocení úspěšnosti detekce 
osteolytické, osteoplastické a zdravé tkáně. Hodnocena je úspěšnost segmentace lézí v rámci 
jednotlivých typů obratlů. Diskuze výsledků je uvedena v kapitole 8. 
Nejdříve je uvedena tabulka s průměrnými hodnotami senzitivity a specificity všech typů 
tkání ze všech segmentovaných obratlů všech vytvořených neuronových sítí (zvlášť pro data 
bez kontrastu viz Tabulka 6.3 a zvlášť pro data s kontrastem viz Tabulka 6.4).  
Tabulka 6.3 Průměrné hodnoty SE a SP všech neuronových sítí, data BK 
    vše textura tvar vlastní GA 
SE [%] 
Z 23,41 51,06 26,11 46,48 26,09 
L 81,39 67,72 71,54 78,13 81,97 
S 88,19 92,10 68,97 85,47 91,14 
SP [%] 
Z 87,96 82,39 78,94 84,52 88,84 
L 49,55 79,83 48,86 69,53 55,60 
S 76,19 72,74 78,56 78,38 72,85 
Průměr všech SE a SP [%] 67,78 74,31 62,16 73,75 69,41 
 
Tabulka 6.4 Průměrné hodnoty SE a SP všech neuronových sítí, data K 
    vše textura tvar vlastní GA 
SE [%] 
Z 42,48 39,74 26,20 40,98 36,22 
L 33,87 27,08 25,51 37,81 33,05 
S 75,15 82,45 67,52 69,03 76,94 
SP [%] 
Z 66,28 70,24 68,51 65,06 69,24 
L 67,64 71,36 65,17 63,90 65,63 
S 60,63 53,53 45,89 63,03 56,43 
Průměr všech SE a SP [%] 57,67 57,40 49,80 56,64 56,25 
 
V této kapitole budou uvedeny pro oba typy dat pouze průměrné hodnoty senzitivity 




významné příznaky. Výsledky zbylých sítí jsou uvedeny v příloze 6. Průměrné hodnoty jsou 
získány z obratlů stejného typu napříč všemi pacienty (viz Tabulka 6.5, Tabulka 6.6). 
Tabulka 6.5 Průměrná senzitivita a specificita všech typů tkání v jednotlivých typech 
obratlů. Výsledky pro data BK a neuronovou síť: bez_kontrastu_vse 
SE C3 C4 C5 C6 C7 Th1 Th2 Th3 Th4 Th5 Th6 Th7 Th8 Th9 Th10 Th11 
Z 6,6 8,3 6,1 4,2 7,7 23,0 16,0 17,0 22,3 25,3 16,2 29,7 26,2 39,7 30,3 48,6 
L 74,5 67,7 81,1 70,8 80,2 91,9 98,3 98,1 94,4 88,5 97,6 86,4 93,9 82,9 81,2 66,8 
S 99,9 100 89,9 99,5 87,3 84,9 94,2 85,6 91,8 79,6 85,6 77,5 80,7 87,8 85,0 83,0 
                 SE Th12 L1 L2 L3 L4 
           Z 42,6 16,7 33,7 33,9 37,6 
           L 74,5 72,9 79,1 69,1 59,5 
           S 92,5 87,3 84,9 85,0 89,9 
           
                 SP C3 C4 C5 C6 C7 Th1 Th2 Th3 Th4 Th5 Th6 Th7 Th8 Th9 Th10 Th11 
Z 82,8 89,2 89,8 82,2 88,7 95,9 98,8 98,8 95,7 92,6 94,8 88,7 86,1 82,2 80,6 83,5 
L 56,4 49,3 45,5 38,8 46,5 45,6 35,2 36,5 46,3 47,2 40,9 52,6 50,3 61,0 51,9 68,3 
S 47,7 55,2 55,3 61,5 59,8 79,8 84,0 84,4 80,0 82,8 79,8 80,4 82,5 83,5 84,1 84,1 
                 SP Th12 L1 L2 L3 L4 
           Z 87,8 87,0 84,6 84,2 73,1 
           L 59,7 40,2 52,1 53,9 62,2 
           S 86,8 81,1 84,5 82,9 80,0 
            
Tabulka 6.6 Průměrná senzitivita a specificita všech typů tkání v jednotlivých typech 
obratlů. Výsledky pro data K a neuronovou síť: kontrast_vse 
SE C3 C4 C5 C6 C7 Th1 Th2 Th3 Th4 Th5 Th6 Th7 Th8 Th9 Th10 Th11 
Z 0,2 0,8 5,9 14,8 22,6 37,1 37,1 37,1 38,2 43,1 45,6 39,7 45,0 66,2 56,1 77,7 
L 0,0 - - - 15,0 71,6 78,5 46,2 43,5 43,8 86,6 17,9 52,9 40,5 0,7 - 
S 16,4 0,0 - - 48,7 97,8 94,2 94,4 95,9 91,6 90,2 93,8 94,3 89,3 82,9 76,0 
                 SE Th12 L1 L2 L3 L4 
           Z 62,1 64,9 64,0 77,0 56,7 
           L 0,0 0,0 12,9 25,6 40,1 
           S 83,2 77,5 56,5 70,5 74,6 
           
                 SP C3 C4 C5 C6 C7 Th1 Th2 Th3 Th4 Th5 Th6 Th7 Th8 Th9 Th10 Th11 
Z 16,6 0,0 0,0 0,0 54,2 98,6 97,1 93,5 87,2 81,2 93,8 95,5 94,6 83,2 73,6 75,6 
L 11,1 17,1 21,3 28,9 48,8 74,4 72,2 67,1 78,6 75,4 72,9 75,3 81,4 87,7 82,1 96,3 
S 4,8 8,7 22,1 30,4 41,4 66,1 69,4 71,9 63,2 70,4 75,0 67,4 66,0 81,3 77,6 81,7 
                 79 
 
  
SP Th12 L1 L2 L3 L4 
           Z 82,4 68,0 51,1 71,3 74,3 
           L 91,2 80,1 81,7 95,4 81,3 
           S 71,7 74,8 71,6 82,0 75,7 
           
6.3 Ukázka výsledků 
   
   
   
Obrázek 6.1 Ukázka výsledků segmentace na datech bez kontrastu. V prvním sloupci jsou 
originální obrazy, ve druhém sloupci je manuální označení lézí lékaři a ve třetím sloupci jsou výsledky 
segmentačního algoritmu 
   
   
   
Obrázek 6.2 Ukázka výsledků segmentace na datech s kontrastem. V prvním sloupci jsou 





7 Uživatelské prostředí 
K realizovanému algoritmu patří i uživatelské prostředí. Vzhled a funkce uživatelského 
prostředí byly se souhlasem Jana Demela převzaty z jeho diplomové práce. Důvodem je 
stejný cíl našich diplomových prací a to segmentace lézí v obratlích. S ohledem na jednotné 
a přehledné ovládání je vhodné sjednocení vzhledu uživatelských prostředí. 
Po spuštění skriptu VertebraeSegmetnation.m, se objeví úvodní okno uživatelského 
prostředí viz Obrázek 7.1. Pro načtení pacienta slouží tlačítko „Select Patient“. Po kliknutí se 
objeví okno, ve kterém se zvolí složka, která obsahuje složky jednotlivých obratlů, 
viz Obrázek 7.2. 
 
Obrázek 7.1 Vzhled uživatelského prostředí 
 




Je-li vybrána složka, jež neobsahuje žádné obratle k analýze, objeví se upozornění, které 
je znárodněno na obrázku (viz Obrázek 7.3). 
 
Obrázek 7.3 Chybný výběr složky 
Je-li vybrána složka obsahující obratle, vypíší se na obrazovku všechny obratle, které 
složka obsahuje. Po zvolení složky pacienta se aktivuje tlačítko pro zahájení segmentace 
(viz Obrázek 7.4). Před zahájením samotné segmentace je nutné zvolit, zda se jedná o data 
s kontrastem nebo bez kontrastu. Jedná-li se o data s kontrastem, je nutné zatrhnout možnost 
„Enhanced Contrast“ (viz Obrázek 7.5). Po kliknutí na tlačítko s názvem „Start 
Segmentation“ začne probíhat segmentace lézí v obratlích a aktuálně zpracovávaný obratel je 
vypsán na obrazovku (viz Obrázek 7.6). Po dokončení segmentace, se tento stav vypíše 
na obrazovku, viz Obrázek 7.7. Ve vybrané složce je vytvořena složka „segmentation_ts“, 
do které jsou jednotlivé segmentované obratle uloženy ve formátu .mat. 
 





Obrázek 7.5 Zvolení dat s kontrastem 
 
Obrázek 7.6 Spuštěná segmentace lézí v obratlích 
 





V kapitole 6 jsou prezentovány výsledky vytvořeného segmentačního algoritmu. 
Segmentace dat byla provedena za použití několika neuronových sítí. Neuronové sítě byly při 
učení ohodnoceny kriteriální funkcí. U dat bez kontrastu i u dat s kontrastem měla nejvyšší 
hodnotu kriteriální funkce neuronová síť, která byla naučena na všechny významné příznaky. 
Předpokladem tedy bylo, že tyto neuronové sítě budou mít nejlepší výsledky segmentace. 
U dat s kontrastem byl tento předpoklad potvrzen. U dat bez kontrastu byl výsledek jiný, 
nejlépe segmentovala síť naučená na všechny významné texturní příznaky.  
Další otázkou bylo, zda jsou významnější texturní či tvarové příznaky. V obou případech 
dat, s kontrastem i bez kontrastu, byly výsledky segmentace neuronové sítě naučené na 
všechny významné tvarové příznaky nejhorší ze všech sítí. Důvodem tohoto jevu může být 
fakt, že při učení sítí na tvarové příznaky bylo v učební množině mnoho totožných vektorů 
tvarových příznaků, jelikož získané tvarové příznaky objektu jsou přiřazeny všem jeho 
voxelům. Do budoucna by bylo vhodné vytvořit lepší učební množinu obsahující velké 
množství různých vektorů tvarových příznaků.  
Dále bylo zjištěno, že segmentace dat s kontrastem dosahují mnohem nižších hodnot 
senzitivity i specificity oproti segmentaci dat bez kontrastu. Tento jev může souviset s tím, co 
bylo zjištěno v kapitole 4.2.2. Při přítomnosti kontrastní látky dochází k zvýšení průměrné 
intenzity osteolytických tkání a ke snížení průměrné intenzity osteoplastických tkání. Obě 
tkáně se tedy svou intenzitou přiblížily zdravé tkáni. 
Dále budou hodnoceny jen výsledky segmentace neuronových sítí, které byly naučeny na 
všechny významné příznaky. Nejdříve data bez kontrastu: průměrná senzitivita pro zdravou 
tkáň je velmi nízká a to 23,41 %, nejvyšší hodnotu senzitivity má osteoplastická tkáň s 88% 
a osteolytická tkáň má kolem 81%. Naopak hodnota specificity je nejvyšší pro zdravou tkáň 
87%, dále pak pro osteoplastickou tkáň 76% a nejnižší specificitu má osteolytická tkáň 49%. 
Na základě těchto údajů se dá konstatovat, že nejlepších výsledků dosahuje segmentace 
osteoplastické tkáně.  
U dat s kontrastem je situace jiná. Senzitivita zdravé tkáně je 42 %, osteolytické 34% 
a osteoplastické 75% a specificita všech tkání je nad hranicí 60 %. Sečte-li se hodnota 
senzitivity a specificity, tak nejvyššího součtu opět dosahuje osteoplastická tkáň. Což může 
být dáno tím, že mezi osteoplastickou a zdravou tkání je větší rozdíl průměrných intenzit než 
mezi osteolytickou a zdravou tkání.  
U obou typů dat jsou rozdíly v hodnotách senzitivit a specificit mezi jednotlivými typy 
obratlů. Nelze přesně určit, zda je tento rozdíl dán rozdílnými průměrnými intenzitami tkání 




všechny postižené voxely, nemůže být toto manuální hodnocení stoprocentně správné. Do 
budoucna by však bylo vhodné vytvořit neuronovou síť pro každý typ obratle nebo alespoň 
pro skupiny obratlů.  
Snížení senzitivity a specificity mohlo být do jisté míry způsobeno i nepřesnou 
segmentací obratlů segmentačním programem. V některých případech došlo k chybné 
segmentaci obratle a tudíž i označení voxelů mimo obratel (viz Obrázek 8.1). 
   
Obrázek 8.1 Příklad chybné segmentace obratle. Na prvním obrázku je původní obratel, na 
druhém jsou manuálně označené léze a na třetím je výsledek algoritmu. Pomocí šipek jsou znázorněna 







Diplomová práce prezentuje teoretický rozbor klasifikátorů, 3D metod texturní a tvarové 
analýzy a realizaci řešení segmentace 3D dat s využitím texturních a tvarových příznaků.  
Druhá kapitola obsahuje teoretický rozbor segmentace obrazových dat. Dále je zaměřena 
na popis příznakových klasifikátorů. V kapitole je popsáno několik nejznámějších metod 
texturní a tvarové analýzy používajících se pro získání texturních a tvarových příznaků. 
Součástí třetí kapitoly jsou rešerše tří článků využívajících metody texturní a tvarové analýzy 
pro segmentaci metastatických lézí v páteři.  
Tato práce se zaměřuje na segmentaci metastatických lézí v páteři. Nádorová 
onemocnění jsou jedním z nejčastějších onemocnění, a proto je účelné automaticky 
segmentovat léze z CT dat. Ve čtvrté kapitole jsou uvedeny základní vlastnosti vstupních dat 
a podrobný popis použitých algoritmů pro získání texturních a tvarových příznaků. Součástí je 
také kompletní popis realizovaného algoritmu pro segmentaci lézí. Cílem algoritmu je 
segmentovat data do 3 skupin: na zdravou tkáň, osteoplastickou a osteolytickou tkáň. 
Realizované řešení částečně vychází z prezentovaných článků v kapitole 3.  
Pátá kapitola je zaměřena na výběr vhodných příznaků. Aby došlo k dostatečnému 
snížení počtu získaných příznaků, musely být použity dvě metody ohodnocení významnosti 
příznaků (Kruskalův-Wallisův test a podmínka hodnotící senzitivitu, specificitu a jejich 
odchylky). Vektory příznaků pro každý voxel jsou ukládány do příznakového prostoru. 
Z tohoto prostoru pak vektory putují do neuronové sítě, která je klasifikuje do jedné ze tří tříd.  
V práci byly vytvořeny různé neuronové sítě. Segmentace pomocí těchto síti byly 
ohodnoceny pomocí senzitivity a specificity (hodnocení probíhá na úrovni jednotlivých 
voxelů). Výsledky segmentace byly porovnávány s manuálním označením lézí od lékařů. 
Segmentační algoritmus byl testován na 27 pacientech a celkem na 501 obratlích. Nejlépe se 
jeví síť (jak u dat s kontrastem, tak u dat bez kontrastu), která byla naučena na všechny 
významné texturní a tvarové příznaky. Nejlépe jsou segmentovány osteoplastické léze. 
Segmentace je úspěšnější u dat bez kontrastu než u dat s kontrastem. Výsledky jsou 
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Příloha 1: Tabulky průměrných hodnot jednotlivých tkání v HU 
Průměrné hodnoty intenzity zdravé tkáně v jednotlivých obratlích (hodnoty v HU) 
Tato část práce je přístupná v neveřejné verzi. 
 
Průměrné hodnoty intenzity osteolytických lézí v jednotlivých obratlích (hodnoty v HU) 
 Tato část práce je přístupná v neveřejné verzi. 
 
 
Průměrné hodnoty intenzity osteoplastických lézí v jednotlivých obratlích (hodnoty v HU) 
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