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Glossary
acetylation: a chemical reaction that attaches an acetyl group to another chemi-
cal compound. This reaction is important in molecular biology in a process called
epigenetic regulation. In this process, an acetyl group is coupled to the tails of
histones.
alignment: a representation of multiple sequences, where the sequences are
arranged in such a way that similar parts of the different sequences are below
each other. These alignments are often used in bioinformatics to get an idea
about how conserved a region in the genome is through evolution.
biophysics: research field that studies the physics behind many biological pro-
cesses. For example, the study of the cellular organization, physiology, energetics
or dynamics of biological systems, and the mechanics of living organisms. In this
thesis biophysics means the energetics and dynamics of the DNA molecule.
bromodomain: a recognition domain that is often found in regulatory proteins.
This domain recognizes acetylated lysines on other proteins. This protein domain
is very important for epigenetic regulation and the maintenance of epigenetic
regulation.
xii
classifier: a machine learning algorithm that can be taught to separate data into
distinct classes. It is a supervised machine learning approach, which means
that the algorithm relies on a training procedure. In this training procedure the
algorithm learns which features are most informative for the separation in the
different classes.
degenerate motifs: a sequence motif in which not every base pair is conserved
in the alignment. In some parts of the motif, for example, multiple nucleotides
are possible. To look for sequences that match a degenerate motif one has to
use a technique called fuzzy matching.
Dnase I hypersensitive site: a site that is sensitive to cleavage by Deoxyri-
bonuclease I. Sites that are sensitive to Dnase I are mostly active promoter
regions. As a result of transcription factor binding, the histones are displaced at
this location, making the site accessible for cleavage by Dnase I. These cleavage
patterns can be statistically analyzed and used to delineate open chromatin.
Epigenetic modifications: modifications to the DNA that do not change the
actual DNA sequence. Examples of these modifications are methylation of the
DNA and modifications to histone proteins. Modifications to histone proteins
are often described by a specific nomenclature. This nomenclature consists
of the name of the histone (for example H3), followed by the letter code of the
modified amino acid (e.g. lysine - K), followed by the type of modification (Me for
methylation, Ac for acetylation, ...), followed by the number of modifications.
feature selection: this is the practice in machine learning of selecting a rep-
resentative subset of features. This subset is then used to build a model. By
reducing the effective number of features, the models become more sparse, as
redundant features are removed.
futility theorem: the futility theorem was originally described by Wasserman
and Sandelin in 2004 [1]. It states that most of the in silico predicted transcription
xiii
factor binding sites are false positive predictions when tested in in vivo systems.
F-measure: or F1 score is a measure of the accuracy of a classifier. It is
calculated by taking the harmonic mean of precision and recall (see formula 0.1).
Formula 0.1
2× precision× recall
precision+ recall
(1)
gel electrophoresis: gel electrophoresis is a technique that is used to separate
large macromolecules. In molecular biology this technique is used to separate
DNA, proteins and RNA molecules.
GFP: Green Fluorescent Protein or GFP is a protein that reflects green light
when lit with an ultraviolet light source. It is commonly used as a labeling protein,
in which it is fused to other proteins. The green fluorescence is used to report
the location of the fusion protein.
histone: a protein that is responsible for the organization of the DNA. By wrap-
ping around the histone protein, DNA becomes packaged into a nucleosome
complex. These complexes have an important function in epigentic gene regu-
lation. Due to methylation and acetylation of the histone tails, the DNA can be
altered from an accessible state (open) to an inaccessible state (closed).
IUPAC: the International Union of Pure and Applied Chemistry is an international
body that is responsible for rules nomenclature in chemistry. In molecular biology
IUPAC is best known for the extended alphabet for nucleotides and amino acids.
in vivo: means “in living”. It is used to indicate that experiments were done in
living organisms or cells, compared to other test conditions.
xiv
in vitro: means “in glass”. This is a term often used to indicate that experiments
were conducted in isolated fractions of a living organism. These experiments are
also called “test tube experiments”.
in silico: experiments that are carried out in silico are performed on a computer
or using computer simulations. More generally, in molecular biology this term is
used to refer to bioinformatics or computational biology approaches.
information content: or IC is a metric from the field of information theory that is
used to measure how different the distribution of a variable is compared to that
of a random variable. It is often measured in bits or nats. In bioinformatics the
metric is commonly used to calculate the quality of a PWM. The calculation of IC
for a PWM is explained in formula 0.2.
Formula 0.2 Di is the information content expressed in bits in position i of the
PWM; pb,i is the probability of base b on position i.
Di = 2+∑
b
pb,ilog2pb,i (2)
junk DNA: junk DNA is DNA without an apparent function. Most of the junk DNA
consists of pseudogenes and inactive retroviruses or transposons. Initially this
term was used too liberal and almost all parts of the genome that are not coding
for genes were called junk DNA. However, with the publication of the recent
ENCODE experiments much of these early conclusions are disproved.
luciferase: is a protein that is used for bio-luminescence. It was first found in
the firefly in which it is responsible for lighting up the body of the fly. In molecular
biology it is used as a reporter protein. It is often fused to a promoter or a regula-
tory region to check the activity of the promoter, or regulatory region. Luciferase
is also often used in microscopy and other types of imaging.
xv
microarray: is a chip that is covered with a large number of experimental condi-
tions. These conditions can be anything from antibodies to a string of DNA. It is
often used in high-throughput experiments because it allows the rapid screening
of thousands of experimental conditions.
PCA: principal component analysis is a statistical procedure to reduce the dimen-
sionality of a feature set. It does so by identifying the most important gradients
in the data. PCA can be used to select the most important features of a data
set. In PCA features are categorised in principal components. The first principal
component is descriptive for the majority of the variance of the data set. The
second component is second most important and so on.
phylogenetics: is an active field of research that is interested in the evolutionary
links between species. With the help of multiple sequence alignments, phyloge-
netic researchers aim to unravel the evolutionary distance between the species.
Species that have a high level of sequence conservation are assumed to be
close descendants and visa versa.
pseudogene: a location in the genome with a strong resemblance to a functional
gene that is not functional (anymore) due to the large amount of mutation the
gene has accumulated (both in the regulatory regions and coding sequence).
However, parts of pseudogenes can become active again at a later stage, for
example by contributing exons to active genes. Pseudogenes are an important
source of genetic variability.
Random Forest: is a machine learning method that uses an ensemble of classi-
fication and regression trees. In each node of the tree, a random set of features
is selected that will make all decisions in that node. Each individual tree of the
Random Forest is build with a bootstrap sample of the data set. The instances
that were not used to build that particular tree are used to get an estimate on
the error of the tree. Decisions are made by a majority vote of all the trees in the
forest.
xvi
transposon: a mobile element in the DNA that can relocate. Most often these
are non-coding elements, although some exceptions are known.
List of Acronyms
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Summary
Modeling the specificity of transcription factors to the DNA is one of the chal-
lenges that has kept many bioinformatics researchers busy since the early
beginnings. Initially it was expected that a universal recognition code describing
the amino acid to base pair contacts would be able to describe protein-DNA
complex formation. However, until this very day a universal recognition code has
not yet been found and alternative methods became more important. Nowadays,
methods that describe the specificity of only one transcription factor (or a small
family of transcription factors) are used most often. These methods make use
of a set of experimentally validated binding sites to construct a profile for each
transcription factor. One of the oldest profile-based methods is the consensus
sequence method. Consensus sequences consist of a simple text string in which
each character of the string represents the most prevalent nucleotide in the cor-
responding position of DNA binding sites. As an extension to these consensus
sequences, in 1982, Gary Stormo introduced the well-known and very popular
positional weight matrix (PWM). These PWMs consist of a 4xL matrix, with L
being the length of the binding sites. In each row of these matrices, the frequency
of occurrence of one of the four nucleotides is given for a certain position in the
binding sites. Even though these PWMs are a big improvement to the consensus
sequences method, they also lead to many false positive predictions. Many
alternative methods try to improve the accuracy of these PWMs, most of them
with very limited success. In this thesis I will discuss the shortcomings of the
previous generation of prediction methods and I will suggest new methods that
overcome some of these shortcomings.
The first method that will be discussed in this thesis makes use of a multiple
sequence alignment (MSA) to visualize evolutionary conserved transcription
factor binding sites that are predicted with the PWM method. Binding sites that
are conserved across all species in these alignments have a higher likelihood to
be functional. Mutation of these binding sites would result in a less fit species,
therefore mutations in these binding sites would have a negative effect. By
inspecting these multiple sequence alignments for putative PWM hits we can
reduce a large number of false positive predictions as false positive hits are less
likely to be conserved.
A second contribution of this thesis to the improvement of prediction methods is
the research on and development of a number of new methods that make use
of the structure and the biophysical characteristics of protein-DNA complexes.
These characteristics are often overlooked in the previous generation of pre-
diction methods even though they are very important for binding specificity in
many protein-DNA complexes. With the help of the Random Forest classifica-
tion method and sequence-based structural and biophysical characteristics we
managed to develop models that can predict transcription factor binding sites
with a higher level of accuracy. Based on this method, we also developed a
user-friendly web-tool that can make use of a large number of pre-calculated
transcription factor models.
Samenvatting
Het modelleren van transcriptiefactor-DNA bindingsspecificiteit is een uitdaging
die reeds vele generaties van wetenschappers bezig gehouden heeft. Initieel
werd verwacht dat de specificiteit van DNA-bindende eiwitten simpelweg te
beschrijven valt met behulp van een universele herkenningscode. Al snel bleek
dat het vinden van deze universele code onmogelijk was en alternatieve ideeën
wonnen aan terrein. Zo is het eenvoudiger gebleken om per transcriptiefactor (of
per familie van transcriptiefactoren) een apart profiel op te stellen, gebruikmakende
van reeds gekende bindingsplaatsen. Een eerste methode om op eenvoudige
wijze het bindingsprofiel van een transcriptiefactor voor te stellen maakte gebruik
van consensus sequenties en tekst-zoekalgoritmen. Consensus sequenties
bestaan uit een tekst string waarbij voor elke positie in de bindingsplaats het
meest voorkomende nucleotide gekozen wordt. Een bekend voorbeeld van zulke
consensus sequenties is de sequentie van de TATAbox bindingsplaats (TATAAA).
In navolging van deze consensus sequenties introduceerde Gary Stormo in
1982 de alom bekende positional weight matrices (PWMs) die tot op de dag
van vandaag behoren tot één van de populairste methoden om transcriptiefactor
bindingsplaatsen te modelleren. Deze matrices bevatten voor elke positie in de
bindingsplaats een probabiliteitsscore voor elk van de vier nucleotiden. Alhoewel
door de komst van deze PWMs vele van de tekortkomingen van de eenvoudige
consensus sequenties verdwenen, geeft ook deze methode aanleiding tot een
enorm grote hoeveelheid aan fout-positieve voorspellingen. Vele alternatieve
methoden proberen deze fout-positieve voorspellingen te reduceren, maar met
wisselend succes. In deze thesis vertrek ik van de problemen van de vorige
generatie aan methodes, en suggeer ik een aantal nieuwe manieren om deze
problemen aan te pakken.
Een eerste methode die ik in deze thesis zal bespreken maakt gebruik van
multiple sequence alignments (MSAs) voor de visualisatie van evolutionair
geconserveerde bindingsplaatsen, voorspeld met behulp van de eerder besproken
PWM methode. Bindingsplaatsen die geconserveerd zijn doorheen meerdere
species zijn met een hogere waarschijnlijkheid echte functionele bindingsplaatsen.
Mogelijks zijn deze bindingsplaatsen van belang voor het species waardoor
ze behouden worden. Door PWM voorspellingen in multiple sequence align-
ments uit te voeren kunnen reeds een heel aantal fout-positieve voorspelde
bindingsplaatsen visueel gedetecteerd worden.
Een tweede bijdrage die deze thesis levert aan het verbeteren van voorspellings-
methodes is het onderzoek naar en het ontwikkelen van een set aan nieuwe
methodes die gebruik kunnen maken van de structuur en de biofysische kenmerken
van eiwit-DNA complexen. Deze kenmerken worden meestal over het hoofd
gezien in de vorige generatie predictiemethodes maar zijn wel van groot belang
in het verkrijgen van specificiteit bij eiwit-DNA binding. Met behulp van de Ran-
dom Forest classificatiemethode en op sequentie gebaseerde structurele en
biofysische kenmerken slaagden we er in om modellen op te stellen die met
een hogere nauwkeurigheid bindingsplaatsen voorspellen. Met behulp van deze
nieuwe methode ontwikkelden we tenslotte een gebruiksvriendelijke webtool die
reeds een groot aantal transcriptiefactor modellen bevat.
1 — Introduction
1.1 The central dogma
The central dogma of molecular biology was first proposed by Francis Crick
in 1958 [2]. It states that DNA (a gene) is converted into RNA (this process
is called transcription) and subsequently RNA is converted into proteins (this
process is called translation). Importantly, the central dogma maintains that the
reverse pathway is not possible: a protein cannot be translated in RNA and RNA
cannot be transcribed back into DNA. In the traditional view on molecular biology,
DNA serves as the blueprint, RNA as the information transporting molecule and
proteins as the functioning unit of our cells (see figure 1.1). However, since
this dogma was first introduced by Francis Crick, a lot of exceptions have been
found to it [3], and it is becoming clear that the central dogma is not a very
accurate representation of reality. A first example of an exception to the dogma
is the discovery of enzymes that can reverse the transcription of RNA back
into DNA [4, 5]. In addition, many non-translated RNA molecules have been
identified [6] such as tRNAs, micro RNAs (miRNAs) and long non-coding RNAs
(lncRNAs). These RNA molecules are not encoding for proteins but have many
specific functions such as transcriptional regulation (enhancer lncRNAs), post-
transcriptional regulation (miRNAs), epigenetic regulation (lncRNAs) and even
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Figure 1.1: The central dogma of molecular biology. In this picture an overview is given
of the main information flow that is central to molecular biology. DNA is transcribed into
RNA, which in turn is translated into proteins. Since the central dogma was introduced
in 1958, a lot of exceptions have been found to it. Picture taken from [7].
regulation of translation (tRNAs).
1.2 A gene centric view
For a long time, geneticists and molecular biologists have looked at the genome
from a gene-centric point of view. In the light of the central dogma this miscon-
ception is easy to understand: genes are the precursors that are transcribed
into RNA and this RNA will eventually be translated into proteins, the functioning
units of our cells. From this perspective, genes were considered the functional
blueprints in the genome. However, this view has led to an unduly focus on the
functional analysis of genes while other parts of the genome have remained
unexplored for a long period of time. At first, the number of functional genes
was estimated around 100,000 [8,9]. Interestingly, upon the completion of the
Human Genome Project in 2003 the estimated number of genes has dropped
steadily. Currently, researchers estimate that the number of genes is approxi-
mately 39,000 (20,687 protein-coding genes, 8800 small RNA molecules and
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9600 long non-coding RNA molecules) [10], which is much less than the 100,000
genes biologists initially expected to be necessary to create a complex organism
like the human being. Strikingly, the coding portions only account for ± 2% [10]
of the DNA in the genome. What is the function of the remaining 98% of the DNA
in the genome?
1.3 Junk DNA
For decades, most of the DNA in the genome was considered “junk DNA” [11],
which means: DNA without a real function. Only genes and a small promoter
region just upstream of the transcription start site were deemed functional by
most scientists. The remainder of the DNA outside these regions was consid-
ered replication errors, pseudogenes and transposons. This view has changed
dramatically with the recent publication of the ENCODE experiments [12]. Not
only did the ENCODE consortium discover that up to 8% of the genome consists
of transcription factor binding sites (a number that is expected to become even
larger with the discovery of additional transcription factors), the project also
revealed that up to ± 80% of the genome can be expected to be functional.
This percentage is much larger than the initial estimates. However, since the
publication of the ENCODE summary paper [10], the percentage of functional
genome was received with some skepticism by a number of researchers [13,14].
In this thesis I define a functional element as an element that enhances the
fitness of an organism, or that increases the reproduction rate of the organism. I
do believe that the percentage of functional elements as stated by the ENCODE
project is an exaggeration, but nevertheless applaud the reopened debate about
the nature of “junk” DNA. More recently a distinction was made between “junk”
DNA and “garbage” DNA. “Junk” DNA is DNA that is neutral enough to keep.
Garbage DNA should be removed from the genome because it is impairing an
organism’s fitness. To quote Nobel Laureate Sydney Brenner:
“Some years ago I noticed that there were two kinds of rubbish in the world
and that most languages have different words to distinguish them. There is
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the rubbish we keep, which is junk, and the rubbish we throw away, which is
garbage. The excess DNA in our genomes is junk, and is there because it
is harmless, as well as being useless, and because the molecular processes
generating extra DNA outpace those getting rid of it. Were the extra DNA to
become disadvantageous, it would become subject to selection, just as junk that
takes up too much space, or is beginning to smell, is instantly converted garbage.”
However, calling large parts of the DNA “junk” because of the apparent lack of
conservation or observable function is often too simplistic and highly unwanted
in my opinion. For example, many parts of the DNA carry functions that are not
yet known, such as regulatory functions.
1.4 Growing interest in the regulation of the genome
1.4.1 Transcription factors
A precise regulation of transcription is indispensable for the correct development
and functioning of all living organisms. One of the most well-known mechanisms
of transcriptional regulation is the regulation performed by transcription factors
(see figure 1.2).
Transcription factors are a distinct class of proteins that influence the rate of tran-
scription by binding to the DNA. The DNA binding sites to which these proteins
bind are transcription factor binding sites (TFBSs) and they mostly consist of
short degenerative motifs (motifs with a low degree of conservation). These TF-
BSs or response elements (REs) are recognized using electrostatic interactions
and van der Waals forces. Note that also the structure of the DNA plays a major
role in the recognition of TFBSs, as will be discussed in this thesis.
The binding of a transcription factor to the TFBS happens through a domain of
the protein called the DNA binding domain (DBD). Sometimes these protein-DNA
binding events regulate transcription positively (by recruiting RNA polymerase)
whilst other times, they regulate transcription in a negative way (by blocking the
recruitment of RNA polymerase). Most of the TFBSs are located in the promoter
region, and in general, in enhancer regions. Although both types of regions affect
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Figure 1.2: A general overview of the mechanisms that are regulating transcription.
Taken from a review of Wasserman et al. in Nature Genetics [1]. In this overview,
different types of binding sites are listed. Binding sites that are close to the transcription
start site are known as proximal TFBSs. Binding sites that are further away are labeled
distal TFBSs. The combination of different TFBSs organized in a regulatory module is
called a cis regulatory module (CRM).
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nearby genes, enhancer regions have been found that influence genes millions
of base pairs away [15]. These distant enhancers are thought to interact with
RNA polymerase through DNA looping. In some cases, transcription factors can
also alter transcription by acetylating or deacetylating the histone proteins.
Transcription factors which are absolutely necessary to initiate transcription in
eukaryotes are named the general transcription factors (GTFs) [16]. These
GTFs interact directly with RNA polymerase. The other transcription factors
outside the set of general transcription factors are mostly responsible for a
correct spatio-temporal expression of genes. This implies that most of these
non-GTF transcription factors play a major role in developmental processes, the
response to signals and cell cycle control.
1.4.2 Epigenetic modifications
Epigenetic modifications concern all modifications to the genome that have no
influence on the nucleotide sequence of the DNA. The two most well-known reg-
ulatory mechanisms on the epigenetic level are histone modifications and DNA
methylation. Epigenetic changes caused by these mechanisms can change the
level of transcriptional activity without altering the sequence of the DNA. Some
of these epigenetic changes are maintained through cell division (for example
cytosine methylation patterns are preserved through cell division with the help of
Dnmt1) [17].
As a result of the epigenetic modification, the way in which the DNA is wrapped
around the histone proteins is changed and the chromatin becomes remodeled.
This remodeling can occur through the modification of one or more of the amino
acids of the histone proteins or by the addition of methylgroups to the DNA. An
overview of the different types of histone modifications is listed below (more
information on the nomenclature of histone modifications can be found in the
Glossary under “epigenetic modifications”).
• H2A.Z has a close resemblance to histone H2A (it is family member Z
of histone H2A). Incorporation of histone H2A.Z is associated with ambi-
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ent temperature changes (incorporation decreases as temperature rises).
These histones are often found near transcription start sites, where they
alter transcriptional activity.
• H3K27ac is involved in transcription initiation and is generally found in
regions of open chromatin.
• H3K27me3 histones pack the DNA of genes silenced by the polycomb
protein. These genes are often silenced developmental genes that have no
function anymore in the adult species.
• H3K36me3 is thought to influence the elongation of RNA polymerase II
when transcribing both coding and non-coding genes.
• H3K4me1 is generally associated with enhancer or UTR regions of the
genome.
• H3K4me2 often co-occurs with CpG islands in promoter and enhancer
regions.
• H3K4me3 marks the promoter of actively transcribed genes or genes that
will become active at a later stage.
• H3K79me2 is associated with the region between the transcription initiation
region and the elongation region.
• H3K9ac marks an open chromatin structure and actively transcribed re-
gions.
• H3K9me1 is often found in genomic regions in the euchromatin state.
• H3K9me3 in contrast to H3K9me1 is associated with a heterochromatin
state. It marks silenced and repressed genes.
• H4K20me1 influences the accessibility of the genomic region. H4K20me1
is found at open and active genes.
There exist a number of different theories which describe how this remodeling
has an influence on transcription. The classical theory claims that the methylation
of histone tails changes the charge from positive to negative, resulting in different
electrostatic interactions between the histone proteins and the negatively charged
DNA. This change in electrostatic interaction loosens the binding of the DNA to
the histones thus making the DNA more accessible to transcription factors and
other parts of the transcriptional machinery. However, the classical explanation
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Figure 1.3: Three enzyme functions in epigenetic modifications. “writers” introduce
modifications on the histone proteins, “erasers” can remove modifications and “readers”
interpret the histone modification code. Figure taken from [18].
can be disproved by the observation that a trimethylation of lysine 9 of histone 3 is
often associated with transcriptionally silent DNA. This contradicting observation
has encouraged researchers to look for alternative explanations regarding the
mechanisms responsible for the epigenetic regulation of transcriptional activity.
One of these alternative theories is the “trans” model of epigenetic regulation.
This model states that epigenetic modifications may introduce binding sites for
certain proteins that can influence the chromatin state. Acetylated lysines, for
example, can be bound by proteins that carry a bromodomain (this is a specific
protein domain that recognizes acetylated lysines). These domains have been
found in many transcription factors and they might be responsible for the changes
in transcription and the remodeling of the chromatin. Enzymes that are able to
recognize and interpret histone modifications are recently called “readers” of the
histone code, enzymes that remove modification marks are termed “erasers” and
enzymes that place these modifications on the histones are called “writers” (see
figure 1.3).
1.4.3 Regulatory RNA molecules
On a post-transcriptional level, both expression and translation can be regulated
through small regulatory RNA molecules. These molecules were first discovered
in C.elegans in 1998 by Andrew Fire and Craig Mello [6]. The small RNA
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molecules are named microRNAs (miRNAs) and they protect our cell against
viruses and transposons and they are involved in many biological processes.
They are also responsible for the post-transcriptional regulation of protein levels
by degradation of the mRNA and they are of great importance in a process called
translational repression. Endogenous miRNAs are most often found in between
coding genes and are also encountered in the introns of genes.
Regulatory RNA molecules originate in the nucleus when non-coding RNA
molecules called primary miRNAs (pri-miRNAs) are processed by a protein
called Drosha. Drosha cleaves the pri-miRNAs at the base of hairpin structures
into fragments that are known as precursor miRNAs (pre-miRNAs). These pre-
miRNAs are exported out of the nucleus and further processed by the RNase
III enzyme Dicer. Dicer cleaves the hairpin structure of pre-miRNAs and by
doing so it produces an imperfect RNA duplex. This duplex is converted into two
single stranded RNA molecules and one of these strands (the guide strand) is
incorporated into the RISC complex (RNA-induced silencing complex). The RISC
complex, in turn, will cleave complementary mRNAs and repress translation (for
more information, see figure 1.4).
Recently, some alternative modes of regulation by miRNAs were discovered
in which the RNA molecule induces the expression of certain genes instead of
blocking the expression. In these modes of regulation, the miRNA acts as an
RNA “transcription factor” that binds to the promoter of the gene that is regulated.
For example, it has been shown that miR-373 binds to a complementary site in
the promoter of E-cadherin where it is responsible for inducing the expression of
E-cadherin [19].
Another important class of RNA molecules that have a regulatory function are
the long non-coding RNAs (lncRNAs). This class of RNA molecules consists of
long polyadenylated RNAs that do not code for proteins. They are transcribed
from intergenic or enhancer regions [21] and they often act on neighboring
protein-coding genes. It is thought that enhancer lncRNAs act on their target
promoters by establishing loops in the chromatin [22]. LncRNA molecules are
also heavily involved in epigenetic regulation. They can act on the epigenetic
level by actively recruiting chromatin modifiers as was shown by [23]. However,
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Figure 1.4: An overview of the pathways that are responsible for the biogenesis of small
interfering RNAs and microRNAs and the interaction with their target sites. Transcripts
are first processed by Drosha into pre-miRNAs. These pre-miRNAs are exported from
the nucleus and processed by Dicer into a double stranded miRNA. One strand is
incorporated in the RISC complex which cleaves the target site and represses translation.
(image taken from [20]).
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at this moment we are still discovering novel functions of lncRNAs each day and
it is a very exciting area of research nowadays.
1.4.4 Combinatorial effects of regulatory RNA molecules and transcription fac-
tors
Transcription factors and miRNAs regulate the expression of genes in a closely
related fashion and the regulatory effect of both molecules can be combined.
This combination of transcription factors and miRNAs is able to regulate gene
expression in a more advanced and precise way [24]. Both molecules can co-
regulate the expression of genes but they can also regulate the expression of
each other in what is known as regulatory loops. These loops can be reciprocal
or unilateral and they can even consist of a double feedback loop [25].
• unilateral loops: The expression of the transcription factor is downregu-
lated by the miRNA while the expression of the miRNA is upregulated by
the transcription factor.
• reciprocal loops: Both the transcription factor and the miRNA regulate
each other negatively.
The above loops can drastically reduce the amount of leaky expression [26]. For
example, a miRNA can simultaneously repress a target gene and the transcription
factor that is responsible for inducing the target gene. In this situation, the target
gene can only be expressed when the miRNA is downregulated. A better
insight into these types of complex interactions between transcription factors
and miRNAs will be of great importance for unraveling many developmental
processes and disease conditions.
1.4.5 Protein stability and localization
In addition to the transcriptional and post-transcriptional mechanisms, another
important actor that influences cellular expression levels is protein stability. All
mechanisms discussed previously control the rate of protein formation. However,
if a protein is infinitely stable, the levels of that protein will theoretically reach
an infinite concentration over time. In reality, protein concentrations in a cell are
dependent both on the formation rate and degradation rate: the concentration of
a protein at any moment is the difference between these two rates. This implies
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that the stability of a protein (which controls the degradation rate) is of equal
importance in the regulation of expression levels. Changes in protein stability
are often associated with diseases. Important determinants of protein stability
are protein size, the number of amino acids that participate in hydrogen bonds
and the number of hydrophobic amino acids of a protein [27].
Protein localization is important in the regulation of many cellular processes as
it limits the scope of certain actors in the cell. Proteins can be sequestered in
the cytoplasm, secreted outside the cell, localized in the mitochondria or in the
nucleus. Targeting proteins to specific compartments is achieved with the help of
a small polypetide chain of the protein that is known as the signal peptide. These
signal peptides mostly reside at the N-terminal of the protein. Compartmental-
ization and protein localization are of great importance in transcription factor
proteins. Transcription factors need to be localized in the nucleus where they
can alter transcription. However, if another protein blocks the signal peptide of
the transcription factor it cannot move into the nucleus. These blocking proteins
often act as regulators of transcription factors.
1.5 Experimental methods for the detection of TFBSs
In this section I will discuss different types of experimental approaches that can be
used to detect TFBSs. In particular, two distinct classes of experimental methods
are described. First, I will present the low-throughput experimental methods.
This class consists of methods that generally prioritize quality over quantity. In
most low-throughput methods only one TFBS, or a small number of TFBSs, can
be tested simultaneously. These methods are very labour-intensive and relatively
costly but they yield results that are of a very high quality. Secondly, the class
of high-throughput experimental methods are introduced. These methods allow
researchers to validate a large number of TFBSs in one experiment. In general,
high-throughput methods return a genome-wide list of binding sites or they return
a full profile that describes all possible binding affinities of the transcription factor.
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1.5.1 Low-throughput methods
Reporter gene constructs
One of the oldest ways to look for regulatory elements is by using reporter
gene constructs. In this technique, a promoter of interest is placed in front of
a fluorescent or luminescent reporter gene such as GFP or luciferase. This
construct is then inserted into a cell culture or an animal model in which it can
become expressed. Step by step, different types of modifications are made to
the reporter gene construct such as nucleotide point mutations, deleting certain
regions or inserting novel sequences in the construct. After each mutation, the
expression level of the reporter gene is evaluated. Mutations that decrease the
level of expression (measured by the intensity of the luminescence) are known
as disrupting mutations whereas mutations that increase the expression level
are termed enabling mutations. The reporter gene technique is very well-suited
to characterize a promoter region in fine detail.
With a simple modification, this technique can also be used to study the activity
of individual enhancers and binding sites. In this case, a minimal promoter is
cloned in front of a reporter gene. However, because this promoter in itself is not
sufficient to drive the expression of the reporter gene without additional enhancer
sequences, putative regulatory sequences are inserted in front of this minimal
promoter. If the regulatory sequence has enhancer capabilities, the reporter
gene is expressed, which can be measured by the intensity of the luminescence.
Electrophoretic mobility shift assay
If a quick and low cost assay to study in vitro binding of proteins to DNA is pre-
ferred, Electrophoretic mobility shift assay (EMSA) can provide a good solution.
EMSA is a variant of the electrophoresis technique that can be used to search
for interactions between proteins and DNA. In this technique a protein-DNA
mixture is separated on a polyacrylamide or agarose gel [28,29]. Since the DNA
fraction and the protein fraction have a different size and shape, the speed in
which they migrate through the gel differs. One lane of the gel, the control lane,
only contains the DNA fraction. The second lane, on the other hand, holds a
protein-DNA mixture. If the protein fraction does not bind to the DNA, two bands
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will appear in this second lane: one for the DNA fraction and another one for
the protein fraction. However, if the protein does bind to the DNA, three bands
will appear: one band for the unbound DNA fraction, one band for the unbound
protein fraction and a third band for the protein-DNA complex. The additional
band is caused by an effect that is known as the band shift. This band shift is
the result of the protein-DNA complex being slightly larger and slower moving
through the gel. The ratio between the bound fraction and the unbound fraction
of DNA can be used to determine the affinity of the protein for the DNA fragment.
To enlarge the shift between the bound and unbound fraction, one can add an
antibody that recognizes the protein. By binding to the protein, this antibody
makes the protein component bigger and the resulting shift larger. This technique
is known as a supershift analysis. EMSA is usually followed by an in silico
identification of the transcription factor. The DNA fragment is sequenced and the
nucleotide sequence is compared to a database of known binding profiles. If the
DNA fragment matches a particular binding profile, the search for the identity of
the transcription factor becomes a lot easier.
Low-throughput Chromatin immunoprecipitation
Chromatin immunoprecipitation or ChIP is one of the most sensitive in vivo
methods to detect DNA binding proteins. In Chromatin immunoprecipitation, DNA
binding proteins are covalently bound to their in vivo TFBSs using formaldehyde
or UV radiation. Next, the cells are lysated and the DNA is chopped into pieces
using sonification. Special antibodies against the DNA binding protein are
designed and the protein together with bound DNA are immunoprecipitated using
this antibody. The cross-links between the protein and the DNA are reversed
and the protein gets digested, after which the bound DNA fragments will be
analyzed with (q)PCR. The low-throughput variant of this technique has mostly
been replaced by high-throughput techniques such as ChIP-chip (ChIP on chip)
and ChIP-seq (ChIP followed by next-generation sequencing).
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1.5.2 High-throughput methods
Recently, technological advances in sequencing technology have led to a whole
new branch of high-throughput methods such as the ChIP-seq method. These
methods take advantage of new platforms for next-generation sequencing such
as Illumina, 454 and Ion torrent. In addition to the next-generation sequencing
methods, microarray technology can be used to identify sequences.
Systematic Evolution of Ligands by Exponential Enrichment
Systematic Evolution of Ligands by Exponential Enrichment (SELEX) has a long
history in the discovery of drug molecules that bind to the DNA. The SELEX
procedure is also easily adaptable for use in the detection of protein-bound DNA.
The approach starts from a library of 1015 to 1016 sequences to which the protein
of interest is added. Bound DNA samples are separated from unbound samples
and the former are subsequently amplified by PCR. This process is repeated
multiple times, causing the affinity of the selected DNA fragments to increase
drastically. DNA fragments that survive all rounds of enrichment are sequenced
and they are used to build a binding profile (for example a PWM). It is important
to note that there is a risk of over-selection, since in reality many transcription
factors will also bind to low affinity sites in vivo. As a result of this over-selection
these low affinity sites remain undiscovered.
Protein-binding microarrays
Martha Bulyk and partners came up with the idea of protein-binding microarrays
(PBMs) to study in vitro protein-DNA complexes [30]. These PBMs are specially
designed microarrays that are coated with an exhaustive list of ungapped DNA
k-mers. These k-mers are printed as double stranded DNA probes on the surface
of the microarray. A transcription factor of interest is hybridized with the DNA on
the array, unbound proteins are washed away and bound transcription factors
are detected using labeled antibodies. The labeled microarray is scanned by a
specialized device and the image is statistically analyzed. In vitro affinities are
then calculated from the normalized intensities of the label for each probe on the
microarray. These affinities are often converted into positional weight matrices
for ease of use. Many examples of PBM PWMs can be found in the JASPAR
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library of transcription factor profiles.
ChIP-chip
Recent advances in genome-wide tiling arrays (chips) have enabled us to look
for in vivo TFBSs on a genome-wide scale [31]. These chips contain tiled DNA
fragments of the entire genome or of relevant portions of the genome (such as
promoters) and they allow the mapping of binding sites across the genome. One
of the first high-throughput extensions to classical Chromatin immunoprecipitation
was implemented by adding such a genome-wide tiling array chip. Although
this innovative approach allowed researchers to search genome-wide for in vivo
binding sites, the resolution of the array was a limiting factor for species with a
larger genome.
ChIP-seq
Due to recent breakthroughs in sequencing technology and the rise of next-
generation sequencing platforms, new methods such as ChIP-seq were devel-
oped in which the shortcomings of the ChIP-chip technology are addressed.
In the ChIP-seq technology, immunoprecipitated DNA is sequenced using one
of the next-generation sequencing platforms (see figure 1.5). The identified
fragments (reads) can be mapped back to a reference genome (this is a pub-
licly available genome of the model organism on which the experiments were
conducted). Regions of the reference genome where a significant number of
reads are mapped are assumed to be bound by the transcription factor. However,
as a result of an effect that is known as sequencing bias, separating bound
from unbound regions is a non-trivial task and it requires a lot of statistical
post-processing. Nevertheless, if a control sample is available (an input sample
that followed the same experimental procedure, without the immunoprecipitation
step), the statistical analysis is relatively easy since we can get a notion of the
sequencing bias. In contrast, if no control sample is available, we have to use a
statistical model such as a Poisson distribution to get an estimate of potential
sequencing biases.
A big advantage of ChIP-seq is the much improved resolution compared to
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ChIP-chip. Due to the improved resolution, target sites can be resolved on less
than 200bp with this technique. This higher resolution is a very important feature
when the bound regions are subsequently analyzed for motif enrichment be-
cause current motif enrichment algorithms are highly sensitive to noise. Another
important advantage is that ChIP-seq has a higher specificity and sensitivity
compared to ChIP-chip [32].
1.6 Bioinformatics approaches
The bioinformatics algorithms that are used to predict binding sites are commonly
separated into two classes. A first set of approaches enables researchers to look
for novel motifs in sequences. These algorithms are called de novo approaches,
because they detect novel binding sites and motifs from scratch. One of the most
well-known de novo motif discovery tools is the MEME motif finder. A second set
of approaches use existing information of already identified binding sites to build
a model. This model can then be utilized to detect novel binding sites. In this
thesis I will refer to this type of methods as model-based methods.
This section presents a short overview of some of the most frequently used
algorithms. Note that I will not separate this overview into de novo and model-
based methods, but I will rather discuss the methods in a chronological order.
However, for clarity reasons I will mention for each method whether it is a de
novo method or a model-based method.
1.6.1 Classical bioinformatics methods
Consensus sequences
A consensus sequence is a string of characters that depicts the nucleotide
composition of an alignment of sequences. It is a model-based method as it
relies on previously characterized binding sites. These consensus sequences are
often used to represent the “average” TFBS sequence of a TF or a family of TFs.
In most cases, not all nucleotides within a TFBS are conserved, so a modified
sequence alphabet is necessary in order to account for degenerate nucleotides
in the TFBS alignment. The IUPAC notation is an alphabet that is most frequently
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Figure 1.5: An overview of the ChIP-seq experimental procedure. Immunoprecipitated
DNA is sequenced using one of the available next-generation sequencing technologies.
In silico, the short sequence reads are mapped to a reference genome and a peak
caller is used to identify bound regions. (image taken from a publication by Peter Park in
Nature Genetics [33])
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used in molecular biology. In table 1.1 the most used IUPAC codes are listed.
One of the problems of consensus sequences is that no information is stored
about the frequency of occurrence of the different nucleotides on each position.
If, for example, in position one of the TFBS alignment, 99% of the time there is
an A-nucleotide and the other 1% a T-nucleotide, this is indicated with a W code
according to the IUPAC convention. It is immediately clear that information on
the frequency of occurrence of each nucleotide is lost by the oversimplification
introduced by this approach. However, one should appreciate the simplicity of the
consensus approach. It is really straightforward to look for consensus sequences
using the Perl regular expression engine.
IUPAC code Nucleotides Link
W A and T 2 H-bonds
S C and G 3 H-bonds
R A and G Purines
Y C and T Pyrimidines
K G and T
M A and C
B C, G, and T Not A
D A, G, and T Not C
H A, C, and T Not G
V A, C, and G Not T
N All nucleotides
Table 1.1: Nucleic acids IUPAC codes according to http://www.chem.qmul.ac.uk/
iubmb/misc/naseq.html
Positional weight matrices
The most common way to represent aligned binding sites and motifs nowadays is
using positional weight matrices or PWMs. The positional weight matrix method
is a model-based method that is constructed from a set of aligned experimentally
validated TFBSs. PWMs are constructed by taking the following steps: first,
on each position of the TFBS alignment, the occurrence of each nucleotide
is counted. This results in a 4xL count matrix, with L being the length of the
TFBS. Then, the count matrix is converted into a positional frequency matrix
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(PFM) using formula 1.1 with p(b,i) being the probability of encountering base
b on position i of the alignment; c(b,i) being the count of base b on position i.
Formula 1.1
p(b, i) =
c(b,i)
N
(1.1)
Finally, the PFM is converted into a PWM using formula 1.2. Wb,i is the PWM
value of base b in position i; p(b,i) and p(b) are respectively the probability
to encounter base b on position i and the background probability of base b.
Occasionally, a pseudocount function is used first to correct the PFM for small
sample size.
Formula 1.2
Wb,i = log2
p(b, i)
p(b)
(1.2)
Currently, many online resources for PWMs are available, both publicly and
commercially. The most well-known publicly available library is the JASPAR
library [34], which contains over 500 PWMs of vertebrates, nematodes, insects,
plants and yeast. A prominent commercially available collection of PWMs, the
TRANSFAC library, is available from Biobase [35]. The TRANSFAC library has a
larger collection of PWMs than the JASPAR library, but unfortunately many of
the PWMs the library offers are redundant.
The PWM method, in contrast to the consensus method, does take into ac-
count positional frequencies. As Berg and von Hippel pointed out in their 1987
publication [36], the absolute PWM score is roughly correlated to the binding
energy of the protein-DNA complex, but expressed in arbitrary units. Longer
binding sites (longer matrix) will generally lead to higher absolute scores and
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higher binding energies, due to the additivity assumption (each extra base pair
adds extra binding energy). However, the PWM approach does not take into
account interactions between the base pairs, which is a serious oversimplification.
By far the most important problem the PWM method faces is the high level of
false positive predictions. For some transcription factors with highly degenerate
binding sites, such as sp1 or myoD, one binding site every few hundred base
pairs is predicted. Genome-wide predictions with these PWMs would result in the
prediction of millions of spurious binding sites. This number is much higher than
the number of estimated in vivo binding sites, which is only a few thousands of
binding sites. From these predicted binding sites, only a small fraction of 0.1-1%
would have functional importance. This discrepancy between the predictions and
in vivo functionality was termed the futility theorem by Wasserman and Sandelin
in [1]. Most of the predicted binding sites are bound in vitro, but lack functionality
in an in vivo context, possibly due to the inaccessibility of the binding site.
In order to reduce the number of false positive predictions, different sources of
information should be incorporated into the prediction methods. One source
of information that can be taken into account is the level of conservation of the
binding regions in multiple species alignments. Methods that incorporate this
type of data are called phylogenetic methods (for more information on these
methods, see section 1.7.1).
Another way to reduce the number of false positive predictions is by adding a
different type of data. For example, one may include information about the 3D
structure of the DNA, or add information about the neighbouring regions.
Hidden Markov models
The Hidden Markov model (HMM) approach is a mathematical method that is
very well-suited for biological sequence analysis. Similar to PWMs, HMMs can
be used to search for certain sequence patterns. In the HMM method, binding
sites are modeled with a technique termed Markov Chains. On each position
of the TFBS, these Markov Chains give the probability of occurrence of each of
the four nucleotides based on the nucleotide composition of preceding positions.
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An important benefit of HMMs compared to PWMs is that HMMs implicitly take
into account nucleotide dependencies. However, not all dependencies within
the TFBS can be modeled with this approach. As Markov Chains only look
at the preceding position (or multiple preceding positions in case of higher-
order models), only the direct neighbours of each nucleotide are taken into
account. Still, dependencies between non-neighbouring positions can be of
great importance in TFBSs since protein-DNA complexes are essentially 3D
complexes in which interactions in multiple dimensions are possible.
Gibbs sampler
Gibbs samplers were introduced in bioinformatics to look for sequence patterns
and common motifs in a set of related sequences [37]. These shared motifs
often indicate a shared biological function between the sequences that contain
them. Gibbs samplers can be classified as de novo prediction methods that need
no prior information about the input sequences.
In a Gibbs sampler, motifs are represented as a PWM. This PWM is used during
the process of Gibbs sampling to search for certain sequence patterns. Most
Gibbs samplers starts from a randomly chosen alignment of the sequences.
In each sequence, a random starting point is chosen and the corresponding
subsequences are used to build an initial (completely random) PWM. A random
sequence ‘i’ is chosen and this sequence is scanned with the PWM constructed
from the initial random alignment (without sequence i). In this way, each subse-
quence of sequence i can be scored. The position of the subsequence with the
highest score is then used as the new starting position for this sequence in a new
alignment. Then another random sequence ‘j’ is chosen and this sequence is
scanned with the PWM that was build from the alignments of the other sequences
(now also including sequence i). This process is repeated for a certain number of
rounds, or it is repeated until the starting positions do not change anymore (see
figure 1.6 for a graphical representation of the process). One of the problems
with the aforementioned algorithm is that multiple runs on the same data set are
necessary if TFBSs with varying length are considered. In order to address this
issue, slightly different variations of the algorithm were proposed to alleviate this
shortcoming.
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Figure 1.6: Illustration of the Gibbs motif finder. Initially the starting positions of the
binding sites on each sequence are randomly chosen. A PWM is build with all of these
randomly chosen binding sites, except for one sequence. This PWM is then used to look
for the highest scoring site in the hold-out sequence. Another sequence is left out and a
novel PWM is build using the new alignment. Now this PWM is used to scan the hold-out
sequence. This process continues until the starting positions of the binding sites do not
change anymore (or very little).
Gibbs sampling is a heuristic approach, which means that the solution found
is not always the most optimal one. Because of the random initial alignment,
results of a sample run tend to differ each time. This problem can be solved
by rerunning the sampling method a number of times, and then choosing the
alignment or motif with the highest information content. However, as newer and
better algorithms started to emerge, the use of Gibbs sampling algorithms has
seen a decrease in popularity, mainly because of the unreliable results produced
by the algorithm.
Multiple Expectation Maximization for Motif Elicitation
Multiple Expectation Maximization for Motif Elicitation or MEME is by far the most
widely used de novo motif finder, originally developed by Timothy Bailey [38].
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MEME is more robust against noise than Gibbs samplers, and it is able to
cope with sequences that do not contain a binding site. At the heart of the
MEME method lies an expectation maximization (EM) algorithm that is used to
discover overrepresented motifs in the data set. The EM algorithm consists of
an expectation step, in which the start positions of the most enriched motif are
estimated, followed by a maximization step, in which the expected likelihood
of the data set is maximized given the start positions of the motifs. Both steps
are repeated for a certain number of iterations or until the parameters do not
change anymore (or the changes are below a certain threshold). Another clever
improvement of the MEME algorithm compared to a Gibbs sampler is that MEME
can keep looking for other interesting motifs, even if a putative motif was already
found. This is possible because MEME erases previously discovered motifs from
the probabilistic space thus preventing that the same motif would be found again.
In this way MEME can continue looking for other interesting lower ranked motifs.
1.7 Improving the accuracy of the in silico methods
All of the previously discussed methods are very prone to false positive predic-
tions, because most binding sites and motifs are rather degenerated and of low
information content. In an attempt to reduce these high levels of false positive
predictions, multiple information sources were added to aid the accuracy of the
predictions.
In this section I will discuss a few of these information sources and methods that
can be utilized to reduce the number of false positive predictions.
1.7.1 Phylogenetic methods
A very popular way to reduce the false positive rate is by adding information about
multiple species alignments. Methods that incorporate this type of information are
called phylogenetic methods because they make use of phylogenetic data to filter
out possible spurious results. The idea behind the phylogenetic approach is that
functional genomic sequences have a higher degree of conservation in multiple
species alignments because of a functional constraint: if a functional sequence
is mutated this can result in a functional defect and a less fit organism. Although
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slight variations between the different phylogenetic methods exist, most methods
follow roughly the same strategy. In most of these phylogenetic methods, a PWM
collection is used to scan ultra-conserved regions (regions that are conserved in
more than 90% of the organisms). The results from such an analysis most often
are represented in conservation plots and in percent identity plots. Only those
PWM hits that are conserved above a certain threshold are considered as bona
fide hits. A few examples of commonly used phylogenetic methods are rVista,
ConSite and ConTrav2.
rVista
rVista is a computational tool developed by Gabriela Loots to help the anno-
tation of vertebrate genomes [39]. The method combines PWM predictions
from the TRANSFAC library with alignments from the AVID [40] and the VISTA
algorithm [41]. This approach claims to reduce the number of PWM false positive
predictions by a fraction of 95% while still maintaining a large fraction of the
experimentally validated sites.
ConSite
Shortly after the initial publication of JASPAR in 2004 [34], Sandelin, Wasserman
and Lenhard alluded to the shortcomings of the PWM-based methods. In an
attempt to address the issues raised, they developed the ConSite tool [42], which
makes use of cross-species comparisons to reduce the number of false positive
predictions. The tool uses ORCA alignments [43] and their publicly available and
manually curated JASPAR library. In ConSite conservation is calculated by taking
a sliding window approach in which the percentage conserved nucleotides are
counted (see figure 1.7). The conservation score resulting from this calculation
is visually represented as a percentage identity plot, and only windows with a
score exceeding a certain threshold are further analyzed for binding sites with
the JASPAR PWM library.
ConTrav2
See section 1.10 in "Scope of this thesis."
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Figure 1.7: An example of ConSite output. In this example, a pairwise comparison
between a human and mouse promoter is made. Both are scanned for N-MYC binding
sites. In the top part a graphical representation is displayed that indicates the aligning
regions of both sequences. In the lower part a conservation plot is shown with putative
N-MYC hits indicated in blue.
Limitations of phylogenetic approaches
Although phylogenetic methods effectively reduce the number of false positive
predictions, there are also some drawbacks to these approaches. For example,
these methods do not provide us with any insight into the mechanics of transcrip-
tion factor DNA specificity. Since cells do not have access to any evolutionary
knowledge of regulatory regions, other mechanisms must be responsible for the
specificity of protein-DNA complexes. One problem that might be responsible
for the bad performance of in silico methods is that they often focus on a single
binding site at a time. The in vivo situation is much more complex though, as
multiple transcription factors can go into competition for the same binding site, or
overlapping binding sites. However, this level of competition is also not captured
by the phylogenetic methods. Furthermore, phylogenetic methods give no insight
into the biophysical interactions between the DNA and TF and the mechanics
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that fine-tune the binding specificity. These biophysical interactions, and their
use in the prediction of binding sites are the subject of next subsection.
1.7.2 Other approaches
The previously discussed methods rely on approaches that only take into account
the primary sequence information about the binding site itself. However, other
types of information can be incorporated to improve the accuracy of the in silico
methods. This section presents an overview of two additional methods that
can be used to enhance the predictions of binding sites. Both methods add an
additional source of data to refine predictions. The first method involves the
introduction of data on the surrounding environment of the binding site. The
second method concerns the use of information about biophysical properties
related to the flexibility, curvature and excluded surface of the DNA.
Incorporating information about the neighbourhood
Most algorithms only take into account the nucleotides from the binding site
itself. This is a very conservative approach since numerous research papers
have proven that there is a lot of information content in the neighbourhood of
a binding site. This neighbourhood is a possible source of information about
common cofactors, features that help the transcription factor to bind to the DNA,
or other nucleotide signatures. Some prediction methods incorporate these
broader regions in the prediction algorithm. One excellent example is the Dispare
algorithm [44] which aims to extend PWMs beyond the boundaries of the binding
site. In our PhysBinder approach (see 1.10, "Scope of this thesis" and chapter 3
for a thorough description of the algorithm) we also decided to include information
about the flanks of the binding site. We take into account 50 nucleotides before
and after the start position of the binding site. However, in some models the
flanks are slightly shorter due to our feature selection algorithms.
Incorporating information about biophysical properties
Parker and his research team [45] discovered that DNA of TFBSs is more con-
served at a 3D structural and biophysical level than at the primary sequence.
This means that there is a stronger evolutionary constraint on the structure and
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physics of the chromatin than on the individual nucleotides. As a consequence,
prediction methods that incorporate this structural or biophysical component are
expected to make better predictions than methods that only look at the sequence
level.
The structure and biophysical characteristics of the chromatin are mainly a
product of the primary DNA sequence. This implies that given a certain DNA
sequence one can infer most of the structure and biophysical characteristics of
the corresponding chromatin bundle. However, the opposite is not necessarily
possible because in many cases multiple distinct DNA sequences can lead to the
same structural profile. Both the structure of the DNA and the primary sequence
are thought to contain a different level of information. In addition to the primary
DNA sequence, the structural level of the DNA can have a large impact on many
biological mechanisms such as protein-DNA binding and transcription initiation
due to the influence of the chromatin structure on protein-DNA complex formation.
Since most of the information about DNA structure is contained in the primary
DNA sequence, we can use the DNA sequence to get an idea about DNA struc-
ture and use this information to get a better understanding about protein-DNA
complex formation. To this end, we can use molecular mechanical simulations to
unravel the biophysics and structure of the chromatin from the primary sequence
with a very high level of precision. Unfortunately, these simulations are very
resource intensive and they can take a long time to compute. Another approach
that can be used to model the structure of the DNA is using “k-nucleotide” prop-
erty lists. These lists contain pre-calculated structural values for each stretch of
k-nucleotides. For example, dinucleotide lists will contain values for each pair
of nucleotides. As most of the structural information can be described by these
dinucleotides, dinucleotide scales are used most prevalently. Nevertheless, some
structural characteristics (for example curvature and torsion) cannot be described
by these dinucleotide tabels. In this case, higher-order scales are needed. Many
of these scales are available from online resources such as DiproDB [46] and for
this doctoral thesis we also calculated some additional feature scales. Examples
of these scales are to be found in table 1.2.
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Feature class Feature name Order of scale
DNA conformation homogeneity A/B dinucleotide
uniformity A/B dinucleotide
groove properties bend towards groove dinucleotide
groove clash distance dinucleotide
groove clash size dinucleotide
groove width dinucleotide
hydration groove dinucleotide
helix structure curvature trinucleotide
torsion tetranucleotide
propeller twist dinucleotide
AA pairing preferences AA propensity dinucleotide
solvent accessibility solvent excluded surface tetranucleotide
solvent accessible surface tetranucleotide
thermodynamic properties enthalpy change dinucleotide
entropy change dinucleotide
free energy change dinucleotide
minimum energy dinucleotide
Table 1.2: Some examples of biophysical and structural features. The features curvature,
torsion, solvent excluded surface and solvent accessible surface are based on own
calculations. The other features are available for download from DiProDB [46].
A large part of this thesis describes the use of structural and biophysical data in
the prediction of transcription factor binding sites, hence I will discuss the use of
the structural and biophysical state of chromatin in detail. Structural properties
of a binding site are termed “indirect” components of the binding site and they
are often very important properties of the binding site [47]. These indirect com-
ponents, together with the direct contacts that are formed between the protein
and the DNA, are largely responsible for the specific recognition of binding sites
by transcription factors.
How can we incorporate these structural and biophysical features to enhance
the binding site predictions? There are multiple approaches that can be used to
achieve this goal. Similar to consensus sequences (discussed in section 1.6.1),
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one could use consensus vectors of structural properties to aid the prediction
of binding sites. However, from our initial experiments we concluded that this
approach does not necessarily lead to any improvements. A more suitable ap-
proach is the use of classification algorithms such as SVMs, naive Bayes, neural
networks or Random Forests to incorporate these structural vectors. In this
thesis I show that the use of these structural and biophysical features together
with a Random Forest classification algorithm can lead to improvements to the
classification accuracy of transcription factor binding sites. We made a compar-
ison with thoroughly optimized PWM models (that use the Dispare algorithm
for length optimalization) and compared our method with the latest alternative
structure based approach (CRoSSeD [48]). From this comparison we conclude
that our Random Forest based approach performs better overall (see chapter 3).
For the construction of these structural classification models, a lot of experimental
data is needed. Lucky for us, recent developments in the ENCODE project have
provided us with many of experimentally validated in vivo binding sites. These
recent developments are discussed in the next section.
1.8 The ENCODE project: a massive amount of data
After the completion of the Human Genome Project in 2003, the Encyclopedia
of DNA Elements (ENCODE) Consortium took over where the Human Genome
Project (HGP) has ended [12] (see figure 1.8). The goal of the ENCODE project
was to identify all major functional elements in the human genome. In a pilot
phase that was used to optimize the experimental techniques, 1% of the total
human genome was already studied. In this pilot phase some controversial
discoveries were made that changed the way researchers regard functional
elements in the genome. For example, a lot of regulatory sequences were found
in the so called “junk DNA” in between genes and these elements were also
found in the intronic regions.
In September 2012 the ENCODE project was finished with the aid of the tech-
niques that were optimized in the pilot phase. During this project an enormous
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amount of previously unknown functional elements were discovered. Amongst
these functional elements are some with a very narrow functionality while others
play a role in approximately every pathway. These functional elements can be
tissue specific (dependent on certain stimuli) or they can be ubiquitously active
in all cells. The project concluded that around 80% of the human genome is
functional in some way but this conclusion has become somewhat controversial
since its initial publication [14,49,13]. Despite the controversy, the real beauty
of the ENCODE project is that it provides researchers with genome-wide ex-
perimental data sets for a large number of transcription factors and epigenetic
modifications. Some examples are: DNA methylation patterns of 82 cell lines;
ChIP-seq experiments for 119 TFs in different cell lines; 12 histone ChIP-seq
experiments for different cell lines; DNase-seq and DNase footprinting on a
multitude of cell lines. In total 1640 different data sets were generated, which
resulted in the publication of more than 30 papers in top journals such as Nature,
Genome Biology and Genome Research. This collection of data sets will vastly
enhance our knowledge of the human genome and it will certainly speed up the
in silico research. In addition, these data sets are a very powerful tool to study
the mechanisms that determine the specificity of protein-DNA complexes.
1.9 Beyond the ENCODE project
The ENCODE project has mainly focused on the characterization of functional
genomic regions such as genes, regulatory elements and epigenetic modifica-
tions. Unfortunately, for many of these regions the precise molecular biological
function remains unknown. For example, the regulatory effects and functions
of many miRNAs and lncRNAs are still unclear. There is a lot of potential left
in the research of the function and regulation of these RNA molecules. When
knowledge about the functions of these non-coding RNAs is combined with data
on transcription factor binding sites and epigenetic regulation this most definitely
will give us a much broader insight into how pathways are regulated inside our
cells.
A new initiative called modENCODE has been launched to ensure the continua-
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Figure 1.8: An overview of the experimental approaches used during the ENCODE
project. The structural organization of the genome was assayed with the 5C approach.
Hypersensitive sites were discovered using DNase-seq and FAIRE-seq. ChIP-seq
experiments were performed to search for transcription factor binding sites. RNA-seq,
finally, gives a broad idea about the transcriptional landscape of the genome. [Credits
for the image: Darryl Leja (NHGRI), Ian Dunham (EBI)].
tion of the ENCODE project [50]. During the new project, functional elements of
many of the model organisms in biotechnology will be studied. In this way, the
biological validation of certain hypothesis that are impossible to test in humans
(for ethical reasons) can be validated and the evolution of functional elements
can be studied.
1.10 Scope of this thesis
In this PhD thesis I will describe a number of tools and algorithms that were
developed both to enable and to improve the in silico identification of transcription
factor bindings sites. This section presents a short overview of these different
tools.
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ConTrav2
During this PhD we developed an update to the previously published ConTra
web-tool. This web-tool provides the wet-lab biologist with a user-friendly tool to
interactively explore and visualize TFBSs, predicted by position weight matrices
(PWMs), in promoter alignments. The update was a result from the many
requests from the wet-lab and our users and it offers several major improvements.
The user interface is completely redesigned and is now far more intuitive to use.
Furthermore, users are no longer restricted to the human genome when looking
for transcripts. Multiz alignments of mouse, cow, chicken, frog, fish, insect, worm
and yeast are now available and this has led to a further increase of our user
community. In addition to promoter sequences, one can look for TFBSs in intron,
5’UTR and 3’UTR sequences in the updated version of ConTra. An additional
library of protein-binding microarray (PBM) matrices increases the number of
available PWM libraries. In this version users can now also upload their own
PWM library of choice. In order to do this, they just have to upload a multi-FASTA
file with the different binding sites; the web-tool will do the rest. Furthermore, the
updated version no longer excludes non-coding genes from the analysis. For
more information on the redesigned version of ConTra, and all the details, see
chapter 2.
Random Forest biophysical algorithm
The majority of the work during this PhD was invested in the development of
an in silico biophysical prediction method and in the construction of biophysical
models for the prediction of transcription factor binding sites. Initially, we started
by calculating structural and biophysical features from scratch. Starting from the
primary sequence, we calculated a 3D model of the chromatin with the help of
DNA bending models. We then used this 3D model to calculate certain features,
such as the curvature, the torsion, solvent excluded and solvent accessible area
of the DNA. As we started exploring different options to speed up the calculations,
we decided to pre-calculate all possible structural values into a lookup table. Later,
other features from literature such as the flexibility of the DNA and minor/major
groove size were added and we also included the primary sequence into our
models to capture direct readout. We experimented with a large number of
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classifiers and measured the performance of each of these classifiers. Based on
the results we decided to use the Random Forest classifier as the main classifier
in our algorithm. Since Random Forest classifiers do not cope well with a large
number of features, several feature selection algorithms were implemented to
reduce the number of features. This approach was implemented in a proof-of-
principle and was published in [51]. In the publication describing the algorithm
we show that we outperform current state-of-the-art approaches for in silico
identification of transcription factor binding sites. We also discuss some problems
with prokaryotic data sets and show that many of the shortcomings with these
data sets are due to quality issues. For more information on the details of the
algorithm, the implementation, the analysis and the proof of principle see chapter
3.
PhysBinder
Based on our Random Forest implementation we designed an intuitive and easy
to use web-tool. The Random Forest algorithm was slightly adapted and a large
number of transcription factor models were build using the publicly available data
sets from ENCODE. For each of the models, we also offer a quality profile with
ROC curves and an overview of all the features that are contained in the models.
Users can submit FASTA sequences for analysis in the PhysBinder integrative
algorithm or indicate a genomic region of interest. We also offer the option to
overlay results with experimentally validated ENCODE binding sites and the
option to visualize all results in the UCSC Genome Browser. In this way, we try to
be a true companion of the UCSC Genome Browser and help wet-lab biologists
steer their experiments. All details about this web-tool can be found in chapter 4.
2 — ConTra version 2011
This chapter is a redraft from the publication:
Stefan Broos, Paco Hulpiau, Jeroen Galle, Bart Hooghe, Frans Van Roy, and
Pieter De Bleser ConTra v2: a tool to identify transcription factor binding
sites across species, update 2011; Nucleic Acids Res. 2011 39: W74-W78
2.1 Abstract
Transcription factors are important gene regulators with distinctive roles in de-
velopment, cell signaling and cell cycle and have been associated with many
diseases. The ConTra v2 web server allows easy visualization and exploration
of transcription factor binding sites (TFBS) in any genomic region surrounding
coding and non-coding genes. In this new version users can choose from nine
reference organisms ranging from human to yeast. ConTra v2 can analyze
promoters, 5’UTRs, 3’UTRs and introns or any other genomic region of interest.
Several hundreds of position weight matrices (PWM) are available to choose from
or alternatively an own PWM for detecting specific binding sites can be uploaded.
A typical analysis is run in four simple steps of choosing gene, transcript, region
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of interest and selecting one or more TFBS. The ConTra v2 web server is free
and open for everyone and available at http://bioit.dmbr.ugent.be/contrav2/.
2.2 Introduction to ConTra v2
Transcription factors (TFs) and microRNAs (miRNAs) are the key players of gene
regulation in multicellular organisms [52]. Based on pairing between miRNAs
and mRNAs, miRNA targets are predicted by searching for matches with the
miRNA seed regions [53]. For detection of transcription factor binding sites
(TFBS) the use of a position weight matrix (PWM) is the leading model. Such a
PWM represents the sequence motif where a transcription factor can bind and is
constructed using a set of known binding sequences. Traditionally regulation of
genes by TFs is predicted by promoter analyses and experimentally determined
by DNAse footprinting assays or Electrophoretic mobility shift assays (EMSA).
Nowadays functional protein-DNA binding sites are more and more studied on a
genome-scale basis using ChIP-seq. These studies indicate that only part of the
functional TFBS are located in promoter regions next to intragenic regions and
untranslated regions (UTR) which also contain a significant number of functional
sites [54–56]. Regulatory sites in the first intron e.g. may interact with sites in
the promoter region through DNA looping [57,58]. Of the 2000 estimated human
TFs about 300 are thought to bind to the core promoter with a role in the general
transcription machinery while other TFs have a higher target specificity and
regulate a smaller number of genes [59]. The latter can be expressed in almost
all or only in a few tissues either having a broad or a specific function respectively.
Over half of the human genes are believed to have alternative promoters [60]
and consequently one should investigate promoters, UTRs and intronic regions
of each transcript. In this update we describe the new features and expansions
of the ConTra webserver. Transcription factor bindings sites can be detected and
visualized in any genomic region of the known transcripts of a gene of interest.
Starting from one of nine reference organisms, a scientist can easily investigate
regulation on transcript level using the latest UCSC Multiz alignments which are
automatically available through the ConTra interface. Alternatively sequence files
and position weight matrices can be uploaded for analysis on own data.
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% of TFBS in TCF4 ZNF263 CTCF NRSF STAT1 cMyc RANGE
introns 35-40% 30.40% 29% 24% 25% NA 20-40%
5’-UTR 4% NA 7% 12% 11% NA 1-15%
3’-UTR NA NA 2% 1% 1% NA 1-2%
promoter 10-20% 20% 13% 15% 15% 0-27% 10-20%
Table 2.1: Table with genome-wide distribution of binding sites. Only the regions relevant
for ConTra v2 are included in the table. Results of the TCF4 binding sites are taken from
Mokry et al.; ZNF263 are from Frietze et al.; CTCF, NRSF and STAT1 from Jothi et al.;
cMyc from Cawley et al.
2.3 New features
The first edition of ConTra provided users with a flexible way to analyze promoter
alignments [61]. Users were able to visualize or explore transcription factor
binding sites (TFBSs) in the promoter region of a gene of interest. PWM libraries
from the JASPAR CORE database and TRANSFAC database were used to iden-
tify TFBSs in a multispecies alignment with human as reference species. Even
though the human genome is one of the most widely used reference genomes,
the lack of other reference species and alignments was regarded as one of the
most eminent shortcomings in the first edition of ConTra. Furthermore, only
the promoter region could be analyzed for TFBSs. The 2011 update of ConTra
adds several extra features. In addition to the promoter region, users can now
look for TFBSs in 5’UTR, 3’UTR and introns. Many researchers suggest these
regions are at least as important in transcriptional regulation as the promoter
region itself [62,55,56,54]. Mokry et al. [55] demonstrate that a large fraction
(35-40%) of all TCF4 binding sites are intronic. Furthermore, considerable frac-
tions of ZNF-263, CTCF, NRSF and STAT1 binding sites are located in 5’-UTR,
3’-UTR and intronic regions. A detailed overview on the relative importance of
the aforementioned genomic regions is to be found in table 2.1.
In the first edition of ConTra, searching for TFBSs was only possible in multiple
alignments in relation to the human genome, thus leaving many users empty
handed. In ConTra v2 multiple alignments for mouse, chicken, cow, frog, ze-
brafish, fruitfly, roundworm and yeast were added. A detailed overview of the
different genome assemblies, genes and Multiz alignments available in ConTra
v2 can be found in table 2.2. Although the human genome is the most widely
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Figure 2.1: Pie chart representing the fractions of Pubmed hits of the different reference
species on total. Percentages and search terms are taken from table 2.3.
studied genome, other model organisms should not be ignored. The importance
of the different model organisms is illustrated by table 2.3 and figure 2.1, in which
the popularity of the different organisms is compared in terms of PubMed hits.
In ConTra v2, searching for transcripts is possible using the HGNC gene name,
symbol, alias, Ensembl gene ID (ENSG), the Entrez Gene ID, the RefSeq mRNA
ID or the Ensembl transcript ID (ENST). For every species the most recent align-
ments are then automatically fetched from UCSC and further processed. Users
can select binding motifs from different sources including the latest versions of
the TRANSFAC database (update 2010.4) [63], the JASPAR core database up-
date 2010 [64], the phyloFACTS database [65] and a protein-binding microarray
(PBM) derived collection of homeodomain TF PWMs [66]. Furthermore, own
PWMs can be constructed using the web interface. Creating a custom PWM is
as easy as uploading a FASTA file containing aligned sequences. The ConTra
v2 web interface automatically converts the data into the right format. In ConTra
v2, non-coding genes are no longer excluded from the analysis. Often TFs and
miRNAs work together in what is termed feedback loops (FBL) or feed-forward
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Popular name Official name Pubmed hits In % total hits
Human (1) Homo sapiens 1984438 71.06
Mouse (2) Mus musculus 465858 16.68
Chicken (3) Gallus gallus 51076 1.83
Cow (4) Bos taurus 16479 0.59
Frog (5) Xenopus tropicalis 26033 0.93
Zebrafish (6) Danio rerio 14310 0.51
(Fruit)fly (7) Drosophila melanogaster 49233 1.76
Nematoda (8) Caenorhabditis elegans 29550 1.06
Yeast (9) Saccharomyces cerevisiae 155458 5.57
Total 2792435 100
Table 2.3: Table indicating the number of PubMed hits and relative percentages (search
executed on 26/01/2011). It should be noted that the percentages only indicate the
fraction on total PubMed hits on the nine reference species in ConTra v2. Search terms
that we used: 1. “Homo sapiens” OR “humane”; 2. “‘Mus musculus” OR “mouse”;
3. “Gallus gallus” OR “chicken”; 4. “Bos taurus” OR “cow”; 5. “Xenopus tropicales”
OR “frog”; 6. “Danio rerio” OR “zebrafish”; 7. “Drosophila melanogaster” OR “fly”; 8.
“Caenorhabditis elegans” OR “worm”; 9. “Saccharomyces cerevisiae” OR “yeast”.
loops (FFL). In this type of regulatory network, TFs regulate the transcription of
miRNAs, while the miRNAs control transcription of this TF. These loops regulate
many important biological processes, like development and tumor formation [67].
Non-coding transcripts are treated as regular transcripts in ConTra, and can be
analyzed in the same way. To verify whether the results on non-coding genes are
meaningful, we looked for binding sites in the promoter region of microRNA223
with RefSeq accession number NR029637. Fukao et al. have shown that MIR233
is regulated by a wide range of transcription factors such as NFAT, C/EBP, GATA1
and PU.1 [68]. Analysis in ConTra v2 not only supports the presence of the
binding sites for these TFs but also that these are evolutionary highly conserved
(figure 2.2).
A wide variety of examples on the use of ConTra v2 can be found in the appendix
of this thesis. Figures A.1-A.5 show results of ConTra v2 analyses on different
genomic regions, using the UCSC multiz46way alignment based on the human
hg19 reference sequence and illustrating curated binding sites from literature.
Figure A.6 depicts an evolutionary conserved binding site in the second intron
of the M. musculus Nestin gene, as described by Jin et al. [69]. In figure A.7
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Figure 2.2: Visualization of the evolutionarily conserved mechanism for microRNA-
223 regulation in the promoter region, as described by Fukao et al. [68]. (A) Multiz
alignment showing the conserved binding sites. In orange, the C/EBP transcription
factor, predicted using the JASPAR positional weight matrix MA0102.2; in blue, the
NFAT transcription factor (TRANSFAC M00935); in green; the GATA1 transcription factor
(JASPAR MA0035.2); and in pink, the PU.1 transcription factor (JASPAR MA0080.2).
The figure was created with the free multiple alignment editor Jalview using the ConTra
FASTA and feature color (.fc) file on the results page. (B) Region of (A) was mapped
using BLAT on the promoter region in the UCSC Genome Browser (black box). Blue box
represents the microRNA location.
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two Sine oculis (SO) binding sites are conserved in the second intron of the
Drosophila Lz gene confirming the study of Yan et al [70]. Finally, the promoter
of the S. cerevisiae PHD1 (FLO11) gene in figure A.8 shows two conserved TEA
transcription factor binding sites supporting the regulatory mechanism reported
by Heise et al [71]. Alignment files in the UCSC multiple alignment format (MAF),
in multi-FASTA or clustal format can be uploaded if the genomic region e.g. from
another reference organism or for a new transcript is not available in ConTra. On
the help page of the website demos are available how to get such a MAF file in
the UCSC Genome Browser, how to upload and analyze this file and how to use
the feature color (fc) file and FASTA file on the result page to produce publication-
quality figures similar to the ones in the appendix of this PhD thesis. If a PWM
model for a particular transcription factor is missing in the available collections,
uploading an own PWM is also possible. This can be either in the PWM format
or alternatively less experienced users can simply upload an alignment file in
multi-FASTA format which ConTra can automatically detect and build the position
weight matrix.
2.4 Similar tools
• MONKEY web server: Identification of conserved TFBSs in multiple align-
ments using binding site-specific evolutionary model. This is not a web-tool
and users have to use their own alignments.
• NCBI Dcode.org: Collection of dynamically interconnected tools. However,
easy to get lost in.
• FOOTER 2.0: Web-tool for finding mammalian DNA regulatory regions
using phylogenetic footprinting. This tool has a limited collection of PWMs
and users have to upload their own sequences.
• MAPPER: HMM-based identification of TFBSs in multiple genomes.
• PromoterPlot: A graphical display of promoter similarities by pattern recog-
nition. Depends on deprecated technology and special browser plugins.
Does not work anymore (2013).
• CONREAL web server: Identification and visualization of conserved TF-
BSs. Only pairwise alignments. No graphical representation.
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• PAP 2.0: Comprehensive workbench for mammalian transcriptional regula-
tory sequence analysis. Relies on JVM.
• BLISS 2.0: A web-based tool for predicting conserved regulatory molecules
in distantly-related orthologous sequences. Only pairwise alignments. No
graphical representation.
• COTRASIF: Conservation-aided transcription factor binding site finder.
Uses old PWM databases. Only textual output and makes only use of
promoter regions.
• DoOPSearch: A web-based tool for finding and analysing common con-
served motifs in the promoter regions of different chordata and plants. Uses
only the promoter region and only textual output.
2.5 Technical details and four-step analysis process
ConTra v2 runs on a CentOS 5 server configured with an Apache web server
(version 2.2.3), MySQL server (5.0.77), PHP 5.1.6 and Perl 5.8.8. The interface
is programmed in PHP, alignments are fetched from UCSC using Perl scripts.
TFBS hits for a user-defined motif are calculated using the Match algorithm. An
overview picture of these hits, created with Jalview, is embedded in the overview
page with help of the Highslide thumbnail viewer (http://www.highslide.com).
Dynamic visualization of different TF on the result page is accomplished using
Javascript. Scores in the ConTra v2 exploration part are calculated in the same
way as in the previous version of ConTra, but due to the inclusion of other ge-
nomic regions we no longer take into account the distance to the transcription
start site. For each PWM in an alignment block a phylogenetic score is calcu-
lated using formula 2.1. In this calculation, n is the number of sequences in the
alignment block; abs_score is the absolute phylogenetic score and rel_score is
the relative phylogenetic score.
The ConTra v2 analysis consists of four steps. In step one, users have to choose
whether they want to visualize or explore a gene of interest. In this step, it is
also necessary to indicate the reference species and gene of interest. The
second step lists a group of available transcripts for genes matching the search
44 ConTra version 2011
terms, from which one can be selected. For every gene, all possible RefSeq
and Ensembl transcript variants are listed with a link to the genomic location in
the respective genome browser. In this way, genes with alternative promoters,
UTRs or alternative intronic regions can be analyzed for regulatory differences.
In step three, different genomic regions for the selected transcript can be chosen
(upstream, introns, 5’-UTR and 3’-UTR). The fourth and final step offers users
an extensive choice of PWM motifs. Up to 25 PWM motifs can be taken into
account for the analysis. For the visualization part, results are split into alignment
blocks. These blocks consists of local alignments produced by the TBA program
(threaded blockset aligner) [72]. In the exploration part, a list of PWMs is given,
ranked according to the prediction score.
Formula 2.1
score = 0
for (i in 1:n){
if (hit in sequence i){
abs_score = abs_score + phylogenetic_distance_of_i_to_ref
}
}
rel_score = abs_score/sum(all_i_distances)
2.6 Author contributions
SB and PH wrote the article. SB designed the web-tool and implemented the
novel features. PH did the database design and wrote the database update
scripts. JG was part of ConTra during his bachelor thesis. BH helped with
the first version of ConTra. FVR supported the research. PDB initiated and
supported the research and helped with testing.
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This chapter is a redraft from the publication:
Bart Hooghe*, Stefan Broos*, Frans Van Roy, and Pieter De Bleser A flex-
ible integrative approach based on random forest improves prediction
of transcription factor binding sites; Nucleic Acids Res. 2012 40: e106
(*Joint first authors)
3.1 Abstract
Transcription factor binding sites (TFBSs) are DNA sequences of 6 to 15 base
pairs. Interaction of these TFBSs with transcription factors (TFs) is largely re-
sponsible for most spatiotemporal gene expression patterns. Here, we evaluate
to which extent sequence-based prediction of TFBSs can be improved by tak-
ing into account the positional dependencies of nucleotides (NPDs) and the
nucleotide-sequence-dependent structure of DNA. We make use of the Ran-
dom Forest algorithm to flexibly exploit both types of information. Results in
this study show that both the structural method and the NPD method can be
valuable for the prediction of TFBSs. Moreover, their predictive values seem
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to be complementary, even to the widely used PWM method. This led us to
combine all three methods. Results obtained for five eukaryotic TFs with different
DNA-binding domains show that our method improves classification accuracy for
all five eukaryotic TFs compared to other approaches. Additionally, we contrast
the results of seven smaller prokaryotic sets with data of high-quality and show
that with the use of data of high-quality we can significantly improve prediction
performance. Models developed in this study can be of great use for gaining
insight into the mechanisms of TF binding.
3.2 Introduction
DNA-binding specificity of TFs is traditionally viewed as consisting of a direct
and an indirect readout component, and the proportion between them differs
from one TF to another [73]. The direct readout mechanism is well-defined
and involves recognition of specific DNA bases by amino acids. However, there
is no deterministic recognition code for the interaction between DNA and pro-
tein sequences, essentially because of the influence of the three-dimensional
structures of both macromolecules. The influence of the structure of the DNA-
binding domain of the TF on the direct recognition code has been clearly shown
for some TFs [74]. If DNA-binding specificity were determined only by direct
readout, then a probabilistic approach to TF-DNA recognition would suffice.
The direct readout does not, however, fully explain the observed variety of se-
quence composition and binding affinity of binding sites for a specific TF [75].
This is where the indirect readout mechanism comes in. Indirect readout is
much less well-defined but takes into consideration protein-DNA interactions
that depend on base pairs that are not directly contacted by the protein. These
protein-DNA interactions essentially reflect the influence of the structure and
thermodynamic properties of the DNA before or upon binding by the TF. DNA
is flexible and exhibits sequence-dependent deviations from the idealized B-
DNA structure: the deviations arise from the stacking interactions of successive
dinucleotides [76,77]. These structural details have usually been neglected in
the analysis of TF-DNA interactions: a probabilistic approach to direct readout
is most commonly used as the sole component for prediction of TFBSs, with
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varying degrees of success. Rohs et al. [78] recently emphasized the importance
of the three-dimensional structures of both macromolecules. Direct readout and
indirect readout were renamed as base readout and shape readout, respec-
tively. Base readout was subdivided according to either the major or the minor
groove of the DNA, whereas shape readout was subdivided into global and local
shape recognition. It was argued that individual TFs combine multiple readout
mechanisms to achieve DNA-binding specificity. Methods for identifying TFBSs
can be classified into two main groups on the basis of the type of data used
to model the TF-DNA binding specificity. Sequence-based methods model the
binding specificity from a collection of aligned sequences known to bind the TF in
vitro or in vivo. Structure-based methods use information from available crystal
structures of TF-DNA complexes (reviewed in Ref [79]). Most sequence-based
methods treat DNA as a uniform static structure that is independent of the nu-
cleotide sequence. For example, the widely used position weight matrix (PWM)
method [80] takes into account only the nucleotide frequency at each position of
the TFBS and assumes independence between those positions. The assumption
that the nucleotides add to the binding affinity of TFs independently from each
other is called the ‘additivity’ assumption. Based on theoretical concerns and a
few experiments for some TFs [81–84], the correctness of this assumption and
the quality of the approximation it yields have been discussed in the previous
years [85–87]. Most recently, thanks to larger amounts of experimental data, it
was shown that for most TFs, dependencies exist between nucleotide positions
in their binding sites [88]. This could be expected because it has been suggested
that nucleotide positional dependencies observed within TFBSs arise from the
structure and biophysical interactions of unbound and TF-bound DNA [85]. Nu-
cleotide positional dependencies are symptoms of shape readout rather than
base readout. Nowadays, many sequence-based methods try to model nu-
cleotide dependencies between positions, and thus they implicitly recognize the
structural aspects of TF-DNA binding. They yield accuracy improvement over
the classic PWM method for most TFs (e.g. Refs [89–92]). A few publications
present sequence-based methods that use sequence-dependent structural char-
acteristics explicitly [48, 93–99]. Some of these methods, e.g. [48, 94], report
higher accuracies than those obtained by methods that model only nucleotide
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dependencies. Structure-based methods, by definition, take into account at least
some structural characteristics of TF-DNA binding. Some of these methods are
valuable for comparative modeling and they seem promising for TFBS prediction
as well (e.g. [100, 79]). However, none of the structure-based methods have
offered substantial improvement on the PWM method yet.
In this manuscript we present a sequence-based method that uses the Ran-
dom Forest (RF) algorithm with features that cover either nucleotide positional
dependencies or nucleotide-sequence–dependent structural characteristics of
the TFBS and its flanking sequences. We call the corresponding models the
NPD model and the structural model. We also let our method combine both
models and tried to integrate the PWM score in the combined model. The set of
one-type models and combined models presented in this paper should be seen
as the products of our flexible integrative method, which can easily determine
the most appropriate model to use. We measure the accuracy with which our
models separate TFBSs from randomly selected genomic sequences, and we
compare this measured value to the accuracy of the classic PWM method and
the most recent alternative method, namely CRoSSeD [48]. Results are given for
five eukaryotic TFs that bind differently to DNA: HIF1 (zipper-type group/Helix-
Loop-Helix family), P53 (zinc-coordinating group/Loop-Sheet-Helix family), SP1
(zinc-coordinating group/BetaBetaAlpha-zinc finger family), STAT1 (Stat protein
family) and TBP (Beta-sheet group/TATA box-binding family) [101]. Our method
was also used on seven prokaryotic data sets that were presented along with
CRoSSeD [48] and a more recent data set for the Fis transcription factor [102].
3.3 Material and methods
3.3.1 Data
Positive sequences are those that are bound in vivo at least under some cellular
conditions. They were extracted from various sources. Binding sites for HIF1,
STAT1 and TBP were fetched from Pazar [103], for SP1 from TRANSFAC (li-
censed version 2008.4) [35], and for P53 from a paper [104]. TBP binding sites
were from human, mouse and rat. The binding sites for the other TFs were all
human. When necessary, TFBSs were mapped back to genomic coordinates.
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PWMs available from TRANSFAC (licensed version 2008.4) [35] were used with
the search algorithm MATCH [105] to align the fetched binding sites. These
matrices were V$STAT1_01, V$SP1_Q2_01, V$TBP_01, and V$HIF1_Q3. The
known TFBSs were positioned to the nearest TFBS predicted by the appropriate
PWM using the TRANSFAC-given threshold values to minimize false negatives
(minFN threshold values). These threshold values enable recognition of at least
90% of positive sequences, but come along with a high rate of false positives.
We excluded the sequence if no predicted TFBS was found within 20 bp on
either side of the position given by the database. The P53 binding sites from
the paper were not re-aligned because they were already annotated in sufficient
detail. We considered only P53 binding sites that were tagged as qualitative and
gapless [104]. In this way, our data sets of positives consisted of 55 binding sites
for HIF1, 87 for P53, 243 for SP1, 209 binding sites for STAT1, and 88 for TBP. In
order to assess the performance on prokaryotic data sets, we used binding sites
for AraC (13 sites), ArcA (44 sites), Fis (135 sites), FlhDC (12 sites), IHF (70
sites), LexA (13 sites) and PurR (17 sites) from the CRoSSeD article [48]. As an
additional control for the prokaryotic data, we also used the large and qualitative
ChIP-chip data set for Fis published by Cho et al. [102]. Negative or background
sequences are randomly selected from the human or E. coli genome. We take
ten times as many negative sequences as the corresponding number of positives.
We must provide enough negatives to ensure consistency of results, but not so
many that the RF algorithm could suffer from an imbalance of the training data
set, which would cause the focus to be too much on the classification accuracy
of the majority class.
3.3.2 Structural characteristics
Structural characteristics used for this manuscript comprise characteristics cal-
culated from scratch (see below for curvature and torsion calculations) and
characteristics extracted from the literature. Most of these are correlated to some
extent, but we let a feature selection procedure decide which characteristics
and combinations thereof are most useful for identifying binding sites for each
TF. Each DNA-sequence–dependent structural characteristic is described by
a list of all possible polynucleotides of a certain length, to which a numerical
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value describing the structural characteristic is assigned. For every characteristic,
positions in a DNA sequence are scored by the value of the appropriate polynu-
cleotide. The calculation of sequence-dependent structural values requires an
assumption of a certain three-dimensional (3D) structure of the DNA. As we did
not want to assume one specific DNA structural model, we implemented three
different models: a model derived from protein-bound DNA [106], one from un-
bound DNA [97], and another from nucleosome-bound DNA [107,108]. Each of
these DNA structural models consists of values for all base pair step parameters
(roll, twist, tilt, rise, shift and slide) for each dinucleotide or trinucleotide (For a
visual overview of these base pair step parameters see figure 3.1).
This enabled us to convert DNA sequences into 3D coordinates by using the
rebuilding part of 3DNA [109], a program for analysis, rebuilding and visualization
of 3D nucleic acid structures. For each of the DNA structural models, we did
this conversion on 10,000 randomly generated sequences of 100 bp. From
the resulting 3D coordinates, we then calculated the values of our structural
characteristics. Values calculated for a specific structural characteristic but with
coordinates coming from different DNA structural models were eventually treated
as values for different structural characteristics. Curvature and torsion of the
helix’s axis were calculated from the coordinates of this axis only, each for the
highest possible resolution. The formulas we used are as follows:
Formula 3.1 Curvature: If a, b and c are three consecutive points on the helix’s
axis, then
−→
UA =
−→
ab×−→ac is orthogonal to the plan A formed by a, b and c. The
curvature in b of the line containing a, b and c is given by the following equation:
Cb =
2 · ~|UA|−→|ab| ·−→|bc| ·−→|ac|
(3.1)
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Figure 3.1: Visual overview of some of the base pair step parameters. These base pair
step parameters enabled us to convert DNA sequences into 3D coordinates. Image
taken from the 3DNA website (http://3dna.rutgers.edu/x3dna/examples) [109].
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Formula 3.2 Torsion (dihedral angle): If a, b, c and d are four consecutive
points on the helix’s axis, then
−→
UA =
−→
ab×−→ac is orthogonal to the plane A formed
by a, b and c, and
−→
UB =
−→
bc×−→bd is orthogonal to the plane B formed by b, c and
d. Then the dihedral angle is given by the following equation:
TAB = cos−1
|−→UA ·−→UB|−−→|UA| ·
−−→|UB|
(3.2)
These calculations provide a value for every base position. However, this value
is calculated with coordinates of more than just this one base (see equations
above) and these coordinates are dependent on the identity of neighboring bases.
We sought to determine an accurate relation between sequence and calculated
structural values, and so we took the shortest length of polynucleotides for which
the relative standard deviation on the corresponding mean structural value was
lower than 1%. This polynucleotide length is three, four or five, depending
on the characteristic and the DNA structural model. The calculated values of
sequence-dependent structural characteristics (curvature and torsion of helix’s
axis) are available from the authors upon request. Other structural character-
istics used in this manuscript were extracted from the literature and comprise
properties derived from either unbound or TF-bound DNA. They are all given
as a value per dinucleotide, mostly with a considerably large standard deviation.
The standard deviations, when expanding to polynucleotides longer than two
bases, indicate that the structural characteristics of base pair steps depend on
the identity of neighboring nucleotides. Although we used higher nucleotide
lengths having nearly no standard deviation on their mean value for the structural
characteristics we calculated ourselves, the calculation was still based on the
assumption of DNA structural models described by only dinucleotides or trinu-
cleotides. The structure of a dinucleotide is known to be influenced by the identity
of the neighboring nucleotides [110, 93, 111]; and taking into account these
next-nearest-neighbor effects might further improve the accuracy of the struc-
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tural model. A description of the structural characteristics we used is given below.
Curvature and torsion describe the DNA backbone in its highest resolution and
thus provide at least a measure of bending. The characteristic we implemented,
directed bending, does the same [112]. Directed bending means the extent
to which a dinucleotide tends to bend towards either the major or the minor
groove when it is bound by a TF, and it is used as a measure of deformability
of DNA. Values are determined on sequences bound by the TF CAP at sites
where sequence dependence of bending is maximal [112]. Pre-bending of free
DNA [113] and TF-induced bending [114] have been recognized for more than a
decade as structural motifs common to many TF-DNA complexes.
Groove clash distance and size are both components of the clash function that
was constructed to give a quantitative interpretation of the observed sequence
dependence of TF-DNA interactions on DNA twist [115]. A steric clash between
exocyclic groups results from out-of-plane base pair distortions. Its size is defined
as the sum of the radii for the exocyclic groups interacting in the grooves. Clash
distance is the distance between the centres of the interacting groups when they
are in an “idealized” conformation.
Different geometries of the major and minor groove are taken into account and
result in separate values per groove type [115]. Groove shape is an interesting
characteristic to explore because it was recently acknowledged that most TFs
recognize the minor groove width upon specific binding [116]. The value of
groove width for prediction of TFBSs was suggested by Liu et al. in 2001 [97].
Minor groove opening is a measure of the degree to which a base step is open
in the minor groove, and hence it is related to the above-mentioned measure of
groove clash size. The values are derived from high-resolution crystal structures
of unbound DNA in BI conformation [97].
Conformational tendency is measured by the standardized Pearson residuals
for the test of uniformity or homogeneity of the individual dinucleotide steps over
different conformations, i.e. structural types of DNA [117]. These values are
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derived from unbound DNA and represent the tendency of a dinucleotide to favor
a specific DNA conformation. Uniformity of dinucleotides is tested between A-
type, B-type and combined conformational families (A, B and A+B conformations)
and within B-types of DNA (BI, BII, A/B, B/A, RESTB). RESTB is not assigned to
any of the existing conformational families. We did not use the conformational
tendencies of dinucleotides within A-forms of DNA because the dinucleotide
AA/TT does not occur there [117]. Almost a third of dinucleotides from protein-
DNA complexes adopt AI or AII conformations. This plasticity of DNA, which
allows the conformation to change locally from the common B-form into an
A-form, is one of the ways in which DNA achieves specificity in protein-DNA
binding [118,114,119].
3.3.3 Random Forest algorithm
The Random Forest (RF) algorithm [120] (http://www.stat.berkeley.edu/ breiman/
RandomForests/cc_home.htm) is a tree-based machine learning algorithm and is
the engine of both our structural method and our NPD method. It is an ensemble
classifier that consists of many individual decision trees (CARTs: classification
and regression trees) and outputs the class that is predicted by the majority
of those trees. Tree-based methods consist of non-parametric statistical ap-
proaches for regression and classification analyses. Classification trees are
grown by recursively partitioning the observations into subgroups with a more
homogeneous categorical response. At each node, the explanatory variable
giving the most homogeneous subgroups is selected. For the CART tree learning
algorithm, this selection is based on Gini impurity, which is a measure of how
often a randomly chosen element from the set would be incorrectly labeled if it
were randomly labeled according to the distribution of labels in the subset.
Tree-based methods can be very effective for selecting from large numbers
of predictor variables those that best explain the observations. They make
no implicit assumptions about the form of underlying relationships between
the predictor variables and the response, and so they might detect non-linear
associations. The RF methodology forms an ensemble of unpruned classification
or regression trees (CARTs) by bootstrapping samples of the training data and
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using random feature selection in the tree induction process. It generally exhibits
a substantial performance improvement over the single tree classifier such as
CART and C4.5. The biggest disadvantage of RF is that its embedded feature
selection procedure cannot handle large numbers of irrelevant features. For
this reason, we performed a comprehensive filter feature selection and wrapper-
based feature selection before the final model is trained (see next section:
“Building classification models”). We used FastRandomForest (http://fast-random-
forest.googlecode.com/), a parallellized implementation in Java. For further
information, we refer to two publications that provide excellent explanations
and examples on the use of RF for modeling dependencies among variables
[121,122].
3.3.4 Building classification models
In the first stage of building a classification model, one model per characteristic
is built. The structural method uses the above-mentioned structural charac-
teristics, whereas the characteristics of the NPD method are represented by
mononucleotides and dinucleotides. Hence, each sequence from the positive
and negative set is converted into a series of structural vectors or is split up into
mononucleotides or dinucleotides (figure 3.2 A/B). We perform a comprehensive
feature selection in order to obtain the final model.
A first round of feature selection is performed in a purely statistical way to make a
basic selection of positions where a difference exists between the values for the
characteristic of the positives and those of the negatives (so-called filter feature
selection) (figure 3.2 C). The statistical tests are applied with mild threshold
values in order not to exclude too many features and to permit detection of their
interactions by the RF algorithm later on. For the structural model, we consider
values for all positions in the TFBS and for the 50 bases flanking the start po-
sition of the binding site, as well as the mean value over all these positions,
as features to be used in building the model. The Kolmogorov-Smirnov test
at a false discovery rate threshold of 0.1 is used to determine the significance
of differences between values at each position. The Wilcoxon rank test at a
threshold of 0.05 is used to determine the significance of differences between
values averaged over all 100 positions. For the NPD model, 50 mononucleotides
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Figure 3.2: Overview of our approach: A, The input from which models are built consists
of the two classes of nucleotide sequences that the method should learn to separate.
One class contains positive sequences (P, green) known to be bound in vivo; the other
contains negative sequences (N, red) highly unlikely to be bound in vivo. B, Each
nucleotide sequence, from either class, is converted into multiple series of values; each
series provides values for a specific DNA structural characteristic at all positions of the
TFBS and its context (structural model), or simply consists of one-base or two-base
parts of the sequence (NPD). C, Basic selection of relevant features (i.e. positions)
is made by statistical comparison of distributions of values for positive and negative
sequences with mild thresholds. D, Further selection is performed through wrapper-
based feature selection, i.e. cross-validation performance evaluation with the Random
Forest algorithm. Per characteristic, redundant features are removed by sequential
backwards elimination (SBE). Several models with one characteristic might be merged
through a best incremental ranked subset scheme (BIRS). The final NPD model and
final structural model can be merged into one integrative model. E, The resulting model
can be used by Random Forest to predict the likelihood that a nucleotide sequence is a
TFBS, after converting the sequence into series of the features contained in the model.
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flanking the TFBS start on both sides are considered. The basic selection of
positions at which the mononucleotide distribution is different between posi-
tives and negatives is determined by the test for equality of proportions. More
specifically, a position is selected when the sum of the logs of the p-values of pro-
portion tests is significantly different from the background using a threshold of 0.1.
In the second round of feature selection, the preliminary model based on one
characteristic is subjected to wrapper-based feature selection (figure 3.2 D).
We repeatedly evaluate the accuracy of the model by cross-validation with the
RF algorithm and remove features of the basic selection when this does not
cause a significant decrease in accuracy (measured as either F-measure or
AUC). AUC (area under the curve) represents the area under the ROC curve,
whereas F-measure is the weighted harmonic mean of precision and recall. This
procedure of removing insignificant features is also called sequential backwards
elimination (SBE). It makes the model sparser, which permits better interpretation
of the features it contains and which improves speed upon application. At
this stage we end up with one model per characteristic. We rank all models
according to their classification accuracy as determined by cross-validation
(measured as AUC). Starting with the best performing one-characteristic model,
we cumulatively merge it with lower-ranked models according to the BIRS (best
incremental ranked subset) scheme; this implies the use of wrapper-based
feature selection. Combined models, i.e. models that contain characteristics from
two or three different categories (NPD, structural or PWM score) are simply built
by merging two or more models that are restricted to one category. The process
of finding the combination that gives the best model can be easily automated
by an extra round of wrapper-based feature selection. When building PWMs for
the eukaryotic sets, we automatically assigned their lengths by requiring that the
start is on the assumed start position of the TFBSs and the end is characterized
by three consecutive positions with an information content of at least 1.1. For
the prokaryotic sets it was necessary to use the entire sequence length for the
PWM.
58 PhysBinder algorithm
3.3.5 Evaluation of classification models
The evaluation of classification models is based on their prediction scores and
provides an estimation of the accuracy of their classification. The prediction
score of both the structural method and the NPD method is the RF confidence
score, which is assigned to each sequence and indicates the certainty with
which this sequence is predicted to belong to either the positive or the negative
class. In the case of PWMs, we used the matrix similarity score [105]. The
evaluation of performance is visualized by ROC curves (Receiver Operating
Characteristic) and precision-recall curves. Each ROC and precision-recall curve
shown is derived from a threshold-based average of 20 curves. Data for each
of these 20 curves were obtained by training the model with a randomly taken
subset of 80% of the data and testing that trained model on the remaining
20%. Principle component analysis was performed on the full models using the
Weka 3 suite [123] and used to select a top five feature set for each TF (default
parameters).
3.4 Results
Based on the Random Forest (RF) algorithm [120], we initially built two types
of models. The so-called structural model uses one or more structural charac-
teristics by employing their values at specific positions or their average value
over all positions in the TFBS and its flanking sequences. The so-called NPD
model accounts for positional dependencies at the nucleotide level, utilizing only
nucleotide identities (mononucleotides and dinucleotides). The procedure of
building and using these models is depicted in figure 3.2 and explained in detail
in Methods. We start by discussing the classification accuracy of the classic
PWM method, the structural method, the NPD method and combinations thereof,
and compare our integrative method with a recent alternative method. This
evaluation is performed on five eukaryotic data sets of high quality and eight
prokaryotic data sets. Seven of these prokaryotic data sets are rather small
and less well-annotated. This led us to introduce a second, Fis data set of high
quality in order to assess the influence of data quality on the performance of the
different methods. As an additional confirmation of the validity of the RF method,
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we evaluate the integrative TBP model on external data. Finally, we look at the
selected features in each model and try to relate these features to what has been
reported in the literature.
3.4.1 Classification accuracy
The ROC curve (receiver operating characteristic) is a standard representation
of the trade-off between false positive rate (FPR) and sensitivity. We use details
of ROC curves to visualize the classification accuracy of the models. Regular
ROC curves and their corresponding measure AUC (area under the curve) cover
the full range of FPRs from 0 to 1 and are thus of not much use for estimating the
discriminatory power of a predictor of TFBSs [124]. Genome-wide predictions
performed with an FPR even as small as 0.01 are not really useful because
they would return an overload of false positives, for example about six million
for the human genome. Therefore, we focus on the part of the ROC curves
that corresponds to the lower, more relevant range of FPR. We also take our
most integrative model as a reference model and for each model we list the
FPR that corresponds to the TPR that has an FPR of 0.01-0.1 for this reference
model, corresponding to the bending point of the curves. Statistics of pairwise
comparisons of these FPRs are provided as well. We compare our models with
each other and also compare their accuracy with the accuracy of our home-made
high-quality PWMs and with the most recently proposed alternative method,
CRoSSeD [48]. The latter comparison will be discussed extensively in the next
section.
For the eukaryotic transcription factors (figure 3.3 and tables 3.1-3.2), both
structural and NPD models perform better than the PWM for four out of five TFs
(HIF1, SP1, STAT1, TBP).
Overall, the NPD model performs better than the structural model (four out of five
cases). This is logical because the structural method almost exclusively captures
the shape readout mechanisms of DNA binding specificity. All base readout
information gets lost upon conversion from a nucleotide sequence to vectors of
structural characteristics. The NPD model, in contrast, is expected to capture
base readout, as well as some portion of the shape readout that can be derived
from nucleotide positional dependencies. Nevertheless, the structural models
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Figure 3.3: Accuracy of classification models in identifying TFBSs, as assessed for
five eukaryotic TFs. Details of threshold-averaged ROC curves showing the trade-off
between TPR (Y axis) and FPR (X axis); Classification models applied: PWM (black),
NPD (green), struct (blue), NPD_struct (purple), NPD_struct_PWM (orange), CRoSSeD
(brown). (A-E). ROC curves for various transcription factors: A. HIF1 B. P53; C. SP1; D.
STAT1; E. TBP.
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alone perform surprisingly well: they perform better than PWM in four out of five
cases. For most eukaryotic TFs, merging the structural model with the NPD
model leads to clear synergistic effects and achieves a classification accuracy
that is superior to the accuracy of the separate models and PWM (‘NPD_struct’).
For three out of five eukaryotic transcription factors, inclusion of the PWM score
even led to an additional improvement (‘NPD_struct_PWM’). The Random Forest
strategy significantly improved upon the PWM method for all eukaryotic TFs
(tables 3.1 and 3.2).
For most prokaryotic models (figure 3.4 and tables 3.3-3.5), the NPD model
and the structural model do not outperform the PWM. When considering the
low-resolution prokaryotic data sets alone (figure 3.4 A-G), the structural or NPD
model, or combinations thereof, perform better than the PWM model for only
three out of seven TFs (ArcA,FlhDC and IHF).
Combining the NPD model and the structural model leads to an improvement
in five out of seven cases when compared to the individual models. Adding
the PWM score did not result in an additional improvement, except for AraC.
Compared to the other prokaryotic models, the high-quality Fis model performs
exceptionally well (figure 3.4 H). This result clearly demonstrates the importance
of using qualitative data when building classification models.
As an additional test, we also looked into precision-recall curves of the classifica-
tion models for a growing number of background sequences (available in the sup-
plemental data of the published paper: http://nar.oxfordjournals.org/content/suppl/
2012/03/17/gks283.DC1/nar-01633-met-n-2011-File010.pdf). With this type of
analysis, we tested the models for their ability to cope with a growing number
of background sequences. For each TF we compared the combined RF model
with the PWM for ten different background sizes. We started with a 1:1 ratio
and augmented the number of background sequences until we had a 1:10 ratio.
Models that are less-suited to cope with many background sequences show a
sharper decline in the precision-recall curves when facing more negative se-
quences. The prokaryotic models gave mixed results. Again, the high-quality Fis
model performs exceptionally better than the other prokaryotic models. The RF
models of ArcA and IHF perform equally well as the PWM, whereas the rest of
the TFs did not benefit from the more complex RF model. However, unlike the
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prokaryotic models, the eukaryotic models gave consistent results. For all five
eukaryotic TFs, the RF model turned out to be more robust against a growing
number of background sequences compared to the simpler PWM model.
The difference in classification performance between the two Fis sets is striking
(figure 3.4 H and table 3.5). The results indicate that with the high-quality
Fis set the RF model can improve upon the PWM method. In this case,
NPD_struct_PWM is the best model and it is significantly better than all other
models. It is clear that the overall classification accuracy of all the methods we
compared is much better with the more reliable Fis data set. We speculate that
lack of improvement for the RF models in the majority of prokaryotic sets is due
to their relatively small sizes and poor quality of annotation, as is illustrated with
this example.
3.4.2 Comparison with alternative sequence-based methods
Differences between our method and others include accounting for the context of
the TFBS, the use of several structural characteristics instead of just one, the use
of structural values for specific positions rather than just the average value along
the TFBS, the use of both structural characteristics and nucleotide positional de-
pendencies, and the use of the Random Forest algorithm. Random Forest does
not require any assumptions about the form of underlying relationships between
the predictor variables and the response. Hence, there is no need to assume
independence or uniform contribution of multiple structural characteristics. Some
other sequence-based methods use additional types of data to reduce the FPR
of TFBS prediction, such as phylogenetic conservation [125], genome annotation
(e.g. Refs [126, 127]) or specific experimental results (e.g. Ref [128]). We
only consider sequence-based methods not needing such additional information
as methods comparable to ours. Some of these methods are SiteSleuth [93],
promapper [99] and CRoSSeD [48]. Each of them is based on a different clas-
sification algorithm, namely, support vector machine, Bayesian network, and
conditional random field, respectively. Furthermore, base readout and shape
readout are captured in slightly different ways (e.g. other structural characteris-
tics) and do not get equal chances due to arbitrary decisions. We conclude that
with the exception of CRoSSeD [48], none of all previously presented methods
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Figure 3.4: Accuracy of classification models in identifying TFBSs, as assessed for eight
prokaryotic TFs. Threshold-averaged ROC curves showing the trade-off between TPR (Y
axis) and FPR (X axis); Classification models applied: PWM (black), NPD (green), struct
(blue), NPD_struct (purple), NPD_struct_PWM (orange), CRoSSeD (brown). (A-H).
ROC curves for various transcription factors: A. AraC; B. ArcA; C. Fis; D. FlhDC; E. IHF.
F. LexA. G. PurR. H. Fis (ChIP-chip set).
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have made clear comparisons to show how accurately their method identifies
TFBSs compared to methods modeling dependencies between nucleotide posi-
tions, and that CRoSSeD is the current best performing alternative method. Here,
we clearly show the value of each of the ‘pure approaches’ (PWM, nucleotide
positional dependencies, structural), and we show that integration of different
approaches is beneficial to classification accuracy. We performed a quantitative
comparison with the most recent alternative method, namely CRoSSeD. We
compared our method with CRoSSeD both on the prokaryotic data set from the
CRoSSeD article and on our eukaryotic data sets. The results on the eukaryotic
data sets are depicted in figure 3.3. For all eukaryotic TFs, CRoSSeD sepa-
rates TFBSs from non-TFBSs less accurately than the PWM. Our integrative
model (‘NPD_struct’ and ‘NPD_struct_PWM’) performs significantly better than
CRoSSeD for all eukaryotic TFs.
The prokaryotic data sets that were used originally come from RegulonDB [129]
and are remarkably different from the eukaryotic data sets we used. Most of the
prokaryotic data sets show very little sequence conservation and only expose
weak signals over a long distance (see supplementary data of Meysman et
al. [48]). The lack of strong nucleotide conservation in most prokaryotic data sets
might have caused CRoSSeD to be developed with a different focus from our RF
models. The different natures of the prokaryotic data sets are reflected by a much
lower level of classification accuracy of the predictors and we were forced to list
the FPR that corresponds to the TPR with an FPR of 0.05 or even 0.1 for the
reference model ‘NPD_struct_PWM’, instead of the 0.01 used for the eukaryotic
data sets (tables 3.1-3.2). Our ROC curves and some conclusions differ from
those shown in the paper presenting CRoSSeD. The different results must have
been caused by differences in the evaluation setup. Many papers, including
Meysman et al., measure accuracy by the area under the ROC curve (AUC),
but differences of its value might be irrelevant or even misleading, depending on
the shapes of the ROC curves. Both CRoSSeD and our integrative method are
among the best models in three out of seven cases (figure 3.4 A-G), but what
is truly remarkable is that the PWM proves to be the best model in three out of
seven cases when considering low FPRs only. We also compared our methods
to the CRoSSeD method on the prokaryotic Fis set of high quality (figure 3.4 H).
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With this data set, the performance of all methods improves drastically. The RF
method performs best, while the CRoSSeD method lags behind. These results
make clear that data quality is an important determinant of model performance.
From both comparisons with CRoSSeD, we conclude that our approach performs
better overall. The small prokaryotic data sets did not fully meet the requirements
of our qualitative approach to evaluation of models, and hence conclusions
should be made carefully.
3.4.3 Evaluation of a model on external data
The seemingly small improvements in accuracy presented here may neverthe-
less make a huge difference when identifying TFBSs on large DNA sequences
and genome-wide. Furthermore, it is interesting to evaluate models on data that
do not originate from the same data set with which the models were built. In
order to evaluate our method on external data, we tested the TBP model on
an independent ChIP-seq experiment for TBP [55]. This is a very demanding
test, since the models need to identify the TBP binding site in a wider peak
region of the ChIP-seq experiment. The same is then repeated for a background
with the same length distribution. In table 3.6 we compare the PWM method,
our integrated model (containing structural and NPD characteristics) and the
CRoSSeD tool in terms of ROC AUC for classification of sequences containing in
vivo TBP binding sites and background sequences. Results clearly show that the
PWM (AUC 0.535) and CRoSSeD (AUC 0.574) can barely discriminate between
the TBP peaks and the background model, whereas our integrated model fulfills
this task much better (AUC 0.774).
PWM RF model CRoSSeD
ROC AUC 0.535 0.774 0.573
Table 3.6: Performance of the TBP model on external ChIP-seq TBP data set (Mokry et
al. [55]) measured in ROC AUC.
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Figure 3.5: Pearson correlation analysis of the different features. Color indication of
correlation goes from dark red (no correlation) over yellow (slight correlation) to white
(high correlation). bend_towards_major_groove and bend_towards_minor_groove are
characteristics included in the category referred to as “directed bending”; Homogeneity
and uniformity are characteristics included in the category referred to as “conformational
tendency”.
3.4.4 Features contained in the models
Appendix section A shows all features of the RF models. The features contained
in the models can reveal aspects of the DNA-TF binding mechanism. Even
though the prokaryotic models do not perform that well in terms of classification,
the selected features can tell us something about the binding mode of these
TFs. All TFs have different models with different characteristics, representing
their DNA binding specificities. The structural characteristics are correlated to
some extent (figure 3.5), but we let the feature selection procedures and the RF
algorithm decide which features are most relevant for each TF.
It should be noted that for each TF both the structural model and the NPD
model include features at positions that precede the actual TFBS. Moreover,
each model contains one or more mean values as feature which implies that the
global structural in vivo context of the TFBS is an important feature next to more
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Figure 3.6: Visualization of our integrative model for SP1. Top, mononucleotide frequen-
cies with the positions of the NPD model shown as shaded boxes. Bottom, average
value of one of the structural characteristics contained in the structural model, namely
conformational tendency RESTB; positions of the structural model are indicated by
dotted-line boxes. PWM of SP1 is indicated on the sequence logo with dotted-line box.
(X axes indicate position relative to the aligned start of the SP1 binding sites; Y axis
value of the RESTB feature).
local shape readout mechanisms at or close to the binding site location. This
global shape readout might reflect the general part of higher-order protein-DNA
interactions that determine binding specificity and functionality: the tendency
of a nucleosome to bind the region in which the TFBS is embedded [78]. It
might thus be considered part of a so-called ‘general binding preference’ that
was demonstrated to be important for improved prediction of TFBSs [127]. A
visualization of the SP1 model (figure 3.6) clearly shows how the background
genomic sequence in which SP1 binding sites are embedded is very similar
to the consensus sequence of such sites. A PWM would thus predict many
TFBSs, whereas the NPD model and structural model can look beyond position-
independent nucleotide frequencies, each in its own way. In the next section,
we will describe the most important features of each model, together with their
biological relevance.
3.4.5 Biological relevance of the selected features
To assess the biological relevance of the selected features, we decided to do a
principal component analysis (PCA) on the different TF models. For each model
we selected the top five principal components, meaning the five most relevant
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features according to the PCA (table 3.7 with PCA analysis of the eukaryote TFs;
table 3.8 with PCA analysis of the prokaryote TFs).
We relate all of the selected features to what is known in the literature about
structural protein-DNA complex formation. Unfortunately, for torsion related fea-
tures we were unable to find explanations in the literature because this feature
is not discussed in most protein-DNA reports. The PWM score is an important
feature in most models and is considered the primary feature for direct readout. It
should be noted that a strong deviation in the bending towards the major groove
also means a deviation in the bending towards the minor groove. That is why we
discuss these features as “bending towards the major/minor groove.” The same
goes for the conformational tendency of the DNA. We were able to explain most
of the top features of each model, but unable to provide an explanation for the
selected features for FlhDC. Although many prokaryotic classification models, in
contrast to the eukaryotic models, did not result in any significant improvements
over the simpler methods, the selected features and models can provide us
with some valuable information about the binding mode of the protein. This
information can be used to gain some insight even before any crystal structures
are solved.
In most prokaryotic models, the role of direct readout is very important. This is
represented by the PWM score feature. This feature will not be discussed sepa-
rately for every transcription factor. It is striking that for prokaryotic transcription
factors the PWM score is the best feature in six out of eight models while for
eukaryotic transcription factors it is the best feature in only one out of five models.
This can be explained by a recent systematic study on the differences between
prokaryotic and eukaryotic TFBSs published by Wunderlich et al. [130], in which
the authors calculated the average information content (IC) of both prokaryotic
and eukaryotic TFBSs. They conclude that the average IC of a prokaryotic
TFBS is 23 bits compared to 12.1 bits for eukaryotic TFBSs. This remarkable dif-
ference is mainly due to the shorter average length of the eukaryotic binding sites.
AraC, a regulator of the araBAD operon in E. coli, binds as a dimer to the
DNA [131]. AraC proteins make all sequence specific contacts in the major
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Table 3.7: Results of the PCA analysis for the eukaryotic transcription factors. For each
TF model, we selected the five best features according to Weka PCA analysis.
Transcription Factor Feature
HIF1 uniformity_A_fullseqmean
dint_p5=CG
PWMmatrixscore_general
dint_p6=GT
dint_p7=TG
P53 uniformity_A_fullseqmean
homogeneity_BI_fullseqmean
homogeneity_RESTB_fullseqmean
PWMmatrixscore_general
homogeneity_RESTB_p2
SP1 homogeneity_RESTB_fullseqmean
PWMmatrixscore_general
uniformity_AB_fullseqmean
dint_p5=CC
dint_p6=CC
STAT1 PWMmatrixscore_general
dint_p13=AA
dint_p5=TT
dint_p12=GA
dint_p7=TC
TBP bend_towards_major_groove_fullseqmean
bend_towards_minor_groove_fullseqmean
homogeneity_BII_fullseqmean
bend_towards_minor_groove_p8
bend_towards_major_groove_p8
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Table 3.8: Results of the PCA analysis for the prokaryotic transcription factors. For each
TF model, we selected the five best features according to Weka PCA analysis.
Transcription Factor Feature
AraC PWMmatrixscore_general
minor_groove_clash_size_fullseqmean
minor_groove_clash_size_p18
monont_p19=G
monont_p0=A
ArcA PWMmatrixscore_general
groovewidth_unboundLiu_fullseqmean
groovewidth_unboundLiu_p0
groovewidth_unboundLiu_p1
groovewidth_unboundLiu_p-1
Fis PWMmatrixscore_general
PWMcorescore_general
uniformity_A_p-2
uniformity_A_fullseqmean
uniformity_A_p-3
IHF bend_towards_major_groove_fullseqmean
bend_towards_minor_groove_fullseqmean
PWMmatrixscore_general
bend_towards_major_groove_p-6
bend_towards_major_groove_p-7
FlhDC PWMmatrixscore_general
monont_p-3=C
monont_p-20=G
monont_p-3=T
tors_1_nucleosome_p-7
LexA minor_groove_clash_distance_p-8
dint_p-8=GC
PWMmatrixscore_general
minor_groove_clash_distance_p-7
minor_groove_clash_distance_p-9
PurR PWMmatrixscore_general
PWMcorescore_general
monont_p-5=A
monont_p-4=A
monont_p1=T
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groove. Structural reports indicate that both monomers of the dimeric AraC
proteins are separated by an AT-rich linker, resulting in an overall bend and a
smaller overall minor groove clash size [132]. This last feature is clearly reflected
in the top five feature list of the AraC model.
In the ArcA model, groove width is a very important feature both as a positional
feature and as a global mean feature. This is in agreement with the data on the
OmpR/PhoB family of transcription factors, of which ArcA is a member [133,134].
Just like clash size, width of both the major and the minor groove is an important
feature in the winged helix-turn-helix (HTH) family of transcription factors. In this
family of transcription factors, a helix is inserted in the major groove of the DNA,
whereas the wings of the protein dimer are inserted in the minor groove [134].
Fis is known as one of the nucleoid-associated proteins (NAPS). Such proteins
are responsible for the packing of the prokaryotic chromosome by bending and
supercoiling of the DNA [135]. For Fis, two models are available: one with
a limited number of binding sites and one more trustworthy ChIP-chip model,
which we used as a quality control case. The smaller of the two models con-
tains, among the direct readout features many features concerning the A/B-DNA
tendency signifying the reported deviations from standard B-DNA [136]. The
top features of the ChIP-chip model are a bit more diverse. Since Fis is one of
the NAPS proteins, the appearance of the bending property in the list of PCA
top features should come as no surprise. Other important features are both
G/C mononucleotides on position 0 and +14. The presence of these features is
very important because methylation of these positions on either strand is known
to completely inhibit Fis binding [135]. The location of these nucleotides is in
agreement with the major groove contacts by Fis. The TT dinucleotide feature is
also an important in vivo feature: it corresponds to the center of the AT-track that
is responsible for the bending properties of the DNA in the binding site [102].
The top five components in the IHF model consist mainly of features concerning
DNA bending towards the major/minor groove. Since IHF is one of the most
extreme DNA benders known, also called “the master bender” [137, 138], the
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inclusion and importance of the selected features should not be a surprise. This
is also reflected in the RF model. The most important feature of this protein is
the overall mean of the bend towards major/minor groove, making it one of the
few prokaryotic models with a biophysical feature as a top feature, which is in
agreement with the IHF’s title as master bender.
For LexA, the most noticeable features are the minor groove clash size features
between –7 and –9 (the linker region between two LexA half sites). This is also
reported in the literature, where an unusually narrow minor groove and important
clash interactions are observed in the linker region between two LexA half sites
in order to fit into the network of interactions between the two half sites [139].
The selected GC dinucleotide feature is also of importance to the minor groove
clash size: the occurrence of GC is disfavored because this dinucleotide has
the largest minor groove clash size of all nucleotides. This is in agreement
with earlier reports, which state that LexA has a preference for A/T-rich spacer
regions [140,139].
In the model of the purine repressor (PurR), the top five features consist only of
monomeric sequence features and PWM scores. This suggests that this model
focuses on the direct readout of PurR binding.
For the HIF1 transcription factor, three out of five top features are dinucleotide
features. The dinucleotides together, one after the other, build the pattern 5’-
CGTG-3’, known as the hypoxia-response element (HRE). This pattern is the
most important determining factor of HIF1 binding and is fully conserved in
every HIF1 binding site. These HREs are cis-regulatory DNA sequences for
the specific binding to HIF1 and are necessary for transcription upon hypoxic
conditions [141–143]. The model was able to capture this sequence element
very well.
For P53, the majority of important features concern the DNA conformation and
the tendency to the A/B-DNA conformation. The DNA conformation is shown
to be a very important determinant in the sequence-specific binding by P53.
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Although P53 binding sites are very degenerate, P53 can bind strongly to a wide
range of binding sites. It has been suggested that a shift to a non-standard
B-DNA conformation can drastically alter the binding capacity of P53 and that
this conformational shift is responsible for the specific binding to the wide variety
of P53 motifs [144].
SP1 is known to unwind the DNA from 10.5 residues per turn to 11.2 residues
per turn, thereby greatly distorting the standard B-structure of the DNA towards
a more A-DNA oriented structure and other deviant structures [145,146]. Two
out of five top features of the SP1 model confirm the importance of DNA con-
formational features in aiding the binding specificity of SP1 to the DNA, both of
which are global features. The other top features are more sequence-oriented.
The two CC-dinucleotide features in the model are an indication of the cytosine
enrichment in the canonical SP1 recognition element (CCCGCC). Furthermore,
the importance of CC dinucleotides has been discussed by Zhu et al. [147] who
found that methylation of the central CG dinucleotide did not impair SP1 binding,
but methylation of the first CC dinucleotides significantly decreased SP1 binding
specificity. This important feature of the specific binding of SP1 was correctly
included as one of the top features in the RF model.
STAT1, like all other STATs, shows a very strong preference for sequences
containing two palindromic half-sites (TTC...GAA), leading to a dyad symmetry
where the STAT1 dimer can bind [148]. The inclusion of the dinucleotide features
for AA, TT, GA and TC, together TTTC...GAAA, is the most specific variant of all
STAT1 binding motifs according to an analysis made by Ehret et al. [149].
TBP is one of the most well-known DNA benders [150,151] and it was shown that
the unbound TATA box is already pre-bent [152]. The properties of introducing
a kink in the DNA are also well reflected in the model. When looking at the top
five features, four out of five top features contain properties about DNA bending,
confirming the tendency of TBP to bend the DNA.
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3.5 Discussion
It has been known for a few decades that the structure of DNA varies in a
sequence-dependent manner [152, 77, 76]. Some recent papers stressed the
importance of sequence-dependent structural properties of DNA by showing that
they are much less diverse than the nucleotide sequences but at the same time
they contain additional information [153, 45]. That makes the structure space
better suited than the nucleotide sequence space for seeking patterns [154,155,
45]. Several papers pointed specifically to the role of DNA shape in protein-DNA
recognition [156,45,116,157]. Rohs et al. published a comprehensive review
on this topic [116]. In the past decade, only few proposed methods for TFBS
identification explicitly took into account the nucleotide-sequence-dependent
structural properties of DNA. However, many other methods implicitly capture
some part of shape readout mechanisms of DNA-binding specificity when they
model positional dependencies of nucleotides, and they tend to predict TFBSs
more accurately than the widely used PWM. For prokaryotes, the apparent
lack of improvement for the more complex RF models can have several causes.
The size of these data sets is relatively small while complex models like the
structural or NPD model might require bigger and better annotated data sets.
The additional tests on the more qualitative Fis control set seem to confirm this
hypothesis. A simpler method, like a PWM based strategy, was developed for
use with small data sets and apparently performs quite well on most prokaryotic
data sets. An alternative, more biological explanation for the poor performance
of our models on prokaryotes lies in the differences between prokaryotic and
eukaryotic transcription factors. A systematic analysis of the differences in
binding strategy between prokaryotic and eukaryotic binding sites revealed that
prokaryotic binding sites tend to be longer and that they have more information
content [130]. In eukaryotes, the presence of the binding site alone is not enough
and binding is often aided by signals in the flanking regions. Prokaryotes have
few spurious binding sites, making the presence of one binding site alone a
distinctive feature. This, in combination with the smaller and lower quality set
of binding sites, might lead to an overall decrease in performance of the more
complex models and give the more simple PWM an advantage, as revealed by
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comparing the two Fis sets. For eukaryotes, our results indicate that the inherent
structural properties of DNA are involved in specific recognition by the TFs to an
extent that depends on each TF, and that these properties can be used to refine
predictions. Our results show that a purely structural model performs worse than
a model capturing the positional dependencies of nucleotides most of the time.
The latter type of model is represented in our comparison by our NPD model,
which we believe models both base readout and a big portion of shape readout.
The relative importance of the more simple NPD characteristic consequently
cannot be ignored when analyzing TFBS binding patterns in the eukaryotic
models. We demonstrate, however, that structural properties contain information
other than the nucleotide sequence, and that the use of this information can
be used to further improve classification accuracy. We demonstrate that the
PWM score, which merely represents base readout in its most simple form, is
sometimes complementary to the model combining the structural model and
NPD model. Most importantly, we present an integrative approach that can
easily combine two or three different approaches to establish the best possible
prediction of TFBSs. Further improvements of our purely structural model might
be achieved by using higher-resolution descriptions of structural characteristics
and incorporation of additional ones, such as those available in the database for
dinucleotide properties [46]. Additionally, input for sequence-based methods is
currently gathered in a way that favors the performance of detection methods
using nucleotide identities. Sequences containing TFBSs are aligned by methods
focusing on nucleotide conservation only, such as existing PWMs or MEME [38].
It could be worthwhile to improve the alignment correction in a way that it takes
into account structural vectors. This might even lead to a further improvement
for the structural models. Shape readout is thought to fine-tune binding affinity
rather than determine the binding event [78]. In this respect, the structural part of
the combinatorial model might prove itself more important for discerning binding
sites of TFs from the same TF family, as they have very similar or identical base
readout mechanisms. Our method could also be useful for detecting binding sites
of miRNAs because structure plays a dominant role in the RNA–RNA interaction
[158]. Despite high-throughput experimental approaches to identification of
TFBSs, improved in silico prediction of TFBSs is of great value. It allows more
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accurate identification of potential in vivo TFBSs on rapidly sequenced genomes
and enhances our understanding of the TF binding processes. Our integrative
method seems to be a good candidate for this purpose.
3.6 Author contributions
SB and BH both wrote the manuscript. BH mainly wrote the introduction and the
material and methods section, SB wrote most of the results and the discussion.
SB and BH designed the algorithm and did all the testing. SB designed a draft
version of the algorithm during his master thesis and was the main developer of
the feature selection steps. During the revision of the article, which was carried
out by SB, SB build the final models. SB also did an additional precision-recall
analysis for the final paper and did literature research about the relevance of the
selected structural features in the models. Both authors are considered joint first
authors. FVR supported the research project. PDB initiated and supported the
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tor binding sites by flexible inclusion of biophysical properties; Nucleic
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4.1 Abstract
The most important mechanism in the regulation of transcription is the binding
of a transcription factor (TF) to a DNA sequence called the transcription factor
binding site (TFBS). Most binding sites are short and degenerate, which makes
predictions based on their primary sequence alone somewhat unreliable. We
present a new web-tool that implements a flexible and extensible algorithm
for predicting TFBSs. The algorithm makes use of both direct (the sequence)
and several indirect readout features of protein–DNA complexes (biophysical
properties such as bendability or the solvent-excluded surface of the DNA).
This algorithm significantly outperforms state-of-the-art approaches for in silico
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identification of transcription factor binding sites. Users can submit FASTA
sequences for analysis in the PhysBinder integrative algorithm and choose from
more than 60 different TF binding models. The results of this analysis can be
used to plan and steer wet-lab experiments. The PhysBinder web-tool is freely
available at http://bioit.dmbr.ugent.be/physbinder/index.php
4.2 Introduction
Proteins called transcription factors (TFs) are crucial for proper regulation of gene
expression. They function by binding to regions of DNA called transcription factor
binding sites (TFBSs). Two different mechanisms contribute to the TF–DNA
binding specificity needed for correct regulation of gene expression: a direct
readout component caused by direct contact between the amino acids of the
protein and the bases of the DNA, and an indirect readout component caused by
the global shape of the DNA and by conformational changes in both interaction
partners [159,160]. Traditional methods for predicting TFBSs tend to look at the
direct readout component alone, and almost exclusively at the primary sequence.
However, many of these widely used methods, such as positional weight matrices
(PWMs), are afflicted by many false positive predictions, indicating the need
for incorporating other discriminative features [1]. Recent evidence shows that
sequence-dependent structural variations in the DNA account for a significant
portion of the protein–DNA specificity [161, 45, 116]. Thus, it is expected to
be beneficial to include structural features and nucleotide dependencies in the
prediction models. In a recent publication we examined the effect of incorporating
nucleotide position dependencies, which are related to the 3D structure of the
DNA [85], on the prediction of TFBSs [51]. We also calculated structural features
of the DNA and verified to which extent these features improve the prediction
of TFBSs. We found that incorporation of both types of data can substantially
enhance the prediction of TFBSs. Here, we present PhysBinder, a web-tool
based on the flexible Random Forest algorithm published in [51]. We compiled
more than 60 vertebrate TF models from various sources, but many more models
will be offered in the future as new data become available. Binding sites for these
models can be visualized together with the ENCODE TFBS data track of UCSC
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Genome [162] in order to get a useful insight in the genomic context of the
inspected region.
4.3 Input and output
4.3.1 Input
The PhysBinder web-tool is easy to use: for most parameters we offer default
configurations to ensure a quick and easy workflow. Users just provide their se-
quences of interest and select the appropriate TF model information. Sequences
can be uploaded by one of the following means: (i) pasting a set of FASTA-
formatted sequences in the input field; (ii) uploading a file with FASTA-formatted
sequences; (iii) indicating genomic regions in the “Fetch genomic regions” text
field. Subsequently a model and a threshold are to be selected. We provide
three pre-calculated thresholds: “Max. Precision,” “Max. F-Measure,” and an
average of these two measures. A custom threshold can also be selected. More
than 60 different TF models are now available on the PhysBinder website, but
we expect to provide more models as additional data become available. Most
of the PhysBinder models are compiled from recent ENCODE data [163] but
other sources were also used (see 4.4 “Technical Details” for more information).
TF models constructed from sequences that, according to the literature, clearly
contain a sequence element associated with the TF are called “direct evidence”
models (DEs). When an alternative consensus sequence is found or when no
consensus sequence is known for a particular TF, we call the models “putative
associated factors” (PAFs). Such a PAF might be a TF binding to multiple se-
quence elements or it might be a common cofactor (hence “putative associated
factor”). By default, PhysBinder is configured to run in filter mode to speed up
the calculations. In this mode, sequences are pre-filtered with a short PWM with
very low thresholds, minimizing the number of false negative hits and effectively
guaranteeing maximum recall.
4.3.2 Output
A summary table is given at the top of the results web page. This table can be
sorted by model type or by input sequence, and for each model or sequence
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the number of hits is indicated. On this page, users can still alter the thresholds
in order to increase or decrease the stringency of the binding site predictions.
In the results section, binding sites are shown as sequences with a colored
background (exemplified in figure 4.1). Clicking on the first nucleotide of such
a colored sequence provides more details on the binding site. When clicked,
a details window with the sequence logo of the binding site is shown (this
logo was calculated on the model data) and the Random Forest score with a
p-value is given as well. The relative position of the TFBS is shown, and if
the genomic location of the sequence is known (because the user indicated
this on the input page or performed a BLAT analysis of the sequence against
a human or mouse reference genome), then the absolute coordinates of the
binding sites are shown in the details window. Two additional options become
available when the absolute position is known. For human sequences (hg18 and
hg19), it is possible to integrate the most recent ENCODE data to get an overview
of the transcription factors and RNA polymerase components that might bind
within this genomic region. Predicted binding sites can also be visualized in the
UCSC Genome Browser [164] (exemplified in figure 4.2). Using the checkboxes
above the sequences or those on the right side of the screen, models can be
dynamically shown or hidden to aid the interpretation of the results.
4.3.3 An example...
As an example (see figures 4.1 and 4.2), we examined the analysis performed by
Kyo et al. [165] of the promoter of the human TERT gene, encoding the catalytic
subunit of telomerase. These researchers identified a core promoter of 181
bp responsible for the transcriptional activity of the TERT gene. This 181-bp
region, consisting of the 5’-UTR and the upstream promoter region, contains two
E-boxes bound by MYC in vivo. Between these E-boxes Kyo et al. discovered
and validated five GC-boxes that are bound by SP1. For illustrative purposes,
we used the PhysBinder tool to look for SP1, MYC and TBP binding sites with
default threshold settings in the same sequence they used [165] and we were
readily able to confirm their findings. We unmistakably found the five SP1 binding
sites flanked by two MYC binding sites, as reported in [165]. No TATA-box was
found, and indeed this promoter was reported to lack such box [166].
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Figure 4.1: Example output of the PhysBinder tool. All predicted TFBSs match the
experimentally determined locations reported by Kyo et al. [165]. Detail of the results
window: MYC binding sites (E-box) [HSA0000004.1] are shown in red. SP1 binding sites
(GC-box) [HSA0000031.1] are shown in green. The default threshold (“Average”) was
used for both models. Grey shaded bars indicate overlapping ENCODE tracks.
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Figure 4.2: In this figure, the models of figure 4.1 are visualized in the UCSC Genome
Browser. MYC binding sites are indicated in blue whereas SP1 binding sites are in red.
4.4 Technical details
The web-tool is hosted on a Linux CentOS 5 server with 32 GB of RAM, an
Apache 2.2.3 web server, and PHP version 5.1.6. Web pages are written in the
PHP and Javascript scripting languages. To map input sequences to mouse
(mm10) or human (hg19) reference genomes, we use gfServer and Client bina-
ries from UCSC, which makes it possible to BLAT sequences. ENCODE tracks
are obtained from UCSC Genome [162]. Sequences can be fetched from 16
different species, obtained from UCSC Genome. Extensive help documentation
is available on the PhysBinder website, including guidelines and tutorials to
facilitate the interpretation of the PhysBinder results.
The backend of PhysBinder is programmed in a combination of Perl and R-script.
The Random Forest classifier used in the backend is the “FastRandomForest”
implementation. This is a multithreaded implementation of the Random Forest
classifier in the Weka statistical package [167]. In our models we use a Random
Forest with 100 trees. Most models are built from available ENCODE data of
tier 1 cell lines, except for Esrrb [168], ETS1 [169], KLF4 [168], NANOG [168],
Nmyc [168], STAT3 [168], TBP [103], Tfcp2l1 [168], TP53 [104] and Zfx [168]. All
sequences were first aligned using the MEME motif aligner [38] on the STEVIN
supercomputing infrastructure of Ghent University. To ensure the quality of input
data, the resulting aligned sequence motifs were then manually searched for
in the literature. If a motif is not yet reported in literature, the resulting model
4.5 Performance of currently available PhysBinder models 89
is called a putative associated factor (PAF). Otherwise, the model is termed a
direct evidence model (DE). When available, 100 sequences were used to build
the model. The other sequences were used for validation. More information on
the different steps of the algorithm and on its validation has been reported by
us previously [51]. Details about all models are available on the “models” page,
where an overview can be found of all the features contained in the models,
together with performance measures that were calculated on external test sets.
4.5 Performance of currently available PhysBinder models
An overview of the performance of the models that are currently implemented
in PhysBinder can be found in tables 4.1 and 4.2. The ROC curves and the
corresponding AUCs were generated on sequences that were not used to train
the models or to calculate thresholds on. Background sequences were randomly
drawn from the same reference genome as the positive sequences (ten times
the number of positive sequences).
4.6 Author contributions
SB wrote the article. SB and AS developed the web-tool (SB focused on algorith-
mic implementations, AS on visualization). RM helped on PhysBinder during his
internship in the bioIT Core. BH helped developing the original algorithm. FVR
supported the research. PDB initiated and supported the research and helped
testing.
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Transcription Factor ROC AUC pure ROC AUC filter
ATF1 0.99848 0.98870
BACH1 0.99848 0.96643
BDP1 0.99818 0.99672
BRCA1 0.99798 0.96433
CREB1 0.99832 0.98467
CTCF 0.98408 0.96766
CTCFL 0.97942 0.97207
E2F1 0.95856 0.95856
EGR1 0.99699 0.96870
ELF1 0.99769 0.99473
ELK1 0.99865 1.00000
ELK4 0.96392 0.89158
ESRRA 0.98950 0.98303
ETS1 0.98858 0.96084
Esrrb 0.88453 0.89531
FOS 0.98767 0.96873
GABPA 0.99886 0.99061
GATA1 0.99398 0.99104
GATA2 0.99604 0.87464
GTF3C2 0.90912 0.81600
IRF3 0.94492 0.93765
JUN 0.99882 0.99131
JUNB 0.99869 0.98976
KLF4 0.96488 0.89591
MAFF 0.97770 0.96469
MAFK 0.97661 0.95590
MEF2C 0.95110 0.94209
MYC 0.99988 0.99000
Mycn 0.99869 0.97203
NANOG 0.97755 0.96919
NFYA 0.96805 0.95682
NFYB 0.99422 0.97054
GR 0.98114 0.98114
NRF1 0.99699 0.98030
POLR3A 0.99699 0.69214
POU5F1 0.95894 0.92797
PRDM1 0.98741 0.97699
RAD21 0.99363 0.99397
Table 4.1: ROC AUCs of currently available transcription factor models in PhysBinder.
AUCs were calculated on a holdout set that was not used to train the models or to
calculate thresholds on. ROC AUC pure: AUC without filtering with a PWM; ROC AUC
filter: AUC when filtering with a PWM.
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Transcription Factor ROC AUC pure ROC AUC filter
RELA 0.88408 0.89852
REST 0.99976 0.97143
REST (2) 0.99992 0.97449
RFX5 0.99991 0.99479
RUNX3 0.97696 0.92339
SIX5 0.99926 0.98838
SP1 0.97144 0.91736
SP2 0.97113 0.89983
SP4 0.99755 0.96804
SPI1 0.95121 0.96108
SREBF1 0.99157 0.76809
SRF 0.99852 0.96890
STAT1 0.98354 0.94069
STAT3 0.98725 0.96886
STAT3 (2) 0.93549 0.89987
TAF1 0.99942 0.94108
TAF7 0.99975 0.99975
TCF12 0.98174 0.95711
TEAD4 0.99730 0.98201
Tfcp2l1 0.76203 0.80366
USF1 0.99475 0.97971
USF2 0.99003 0.97133
YY1 0.95191 0.94495
ZEB1 0.98985 0.95170
ZNF274 0.99859 0.87247
Zfx 0.87386 0.88052
Table 4.2: Continuation of table 4.1. ROC AUCs of currently available transcription factor
models in PhysBinder. AUCs were calculated on a holdout set that was not used to train
the models or to calculate thresholds on. ROC AUC pure: AUC without filtering with a
PWM; ROC AUC filter: AUC when filtering with a PWM.

5 — General discussion
The prediction of transcription factor binding sites is not straightforward. In fact,
it is one of the oldest problems that bioinformatics is trying to solve; and it is a
problem that has been proven difficult to solve. In the past, many algorithms were
designed to address this issue, but few have had such an impact as the positional
weight matrix (PWM), originally created by Gary D. Stormo [80]. Although the
PWM method is the de facto standard nowadays, it is far from perfect. The
predictions made by PWMs are plagued by an enormous amount of false positive
predictions (the futility theorem). This implies that a simple approach such as the
PWM does not capture the entire story of protein-DNA binding specificity. As a
result, many researchers were encouraged to implement small improvements to
the PWM method to overcome some of these problems [90,170,79,171]. How-
ever, the majority of these suggested improvements were not very successful
and most of them have found no adoption by the bioinformatics community today
due to their complexity.
The focus of this PhD was to develop in silico methods that can accurately
identify binding sites. During the course of the development two points were
considered. First, the methods should provide some enhancements to already
existing methods. Secondly, it does not matter how complicated the algorithm
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behind the method is, as long as the resulting web-tool is intuitive and easy to
use. In my opinion, the second point is equally important as the first one. If the
use of a method is overly complicated then it will fail to convince users. This
means that it is very important to design an attractive interface and to choose
good default parameters.
In this discussion I will clarify how binding site specificity is achieved and how I
have included this in the methods. Another important point that I will tackle during
this discussion is the relevance of in silico prediction methods in an era of ChIP-
seq and other high-throughput techniques. In the last section of this discussion I
compare the use of PhysBinder with that of our ConTra v2 webserver.
5.1 What contributes to binding site specificity?
In order to improve the prediction of binding sites, it is important to get a general
idea about the mechanisms that define protein-DNA specificity. In literature typi-
cally two different mechanisms are defined that thrive protein-DNA specificity [78].
The first mechanism is called direct base readout and the second mechanism is
termed indirect readout. Figure 5.1 illustrates these interactions. In this section I
will discuss both mechanisms and their role in our biophysical prediction software.
I will also present some potential issues of in silico prediction algorithms in in
vivo systems.
5.1.1 Direct readout
A great deal of specificity between the DNA and protein is achieved from a direct
contact between the amino acids and the base pairs of the DNA. This type of
contact is also known as the direct readout of protein-DNA recognition. In direct
readout the transcription factor senses the base pair composition of a stretch of
the DNA by making hydrogen bonds between the amino acids of the protein and
through van der Waals forces. A lot of these hydrogen bounds can be formed
in the major groove of the DNA where a lot of functional groups reside that can
form hydrogen bonds [173]. The nature of the hydrogen bond is very important
for direct readout: it is highly relevant for protein-DNA specificity whether there
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Figure 5.1: Example of the different readout mechanisms, illustrated by a figure of
Zhang et al. [172]. (A) Consensus sequence of E2 proteins. (B) Both homodimers insert
an alpha helix in the major groove of the E2 protein, contacting the ACCG sequences.
By this insertion the protein can directly contact the base pairs of the binding site (direct
readout). (C) However, as a result of the insertion of the alpha helices the conformation
of the DNA is altered and a bend is introduced in order to get a good fit for both alpha
helices (indirect readout). Binding sites with an AT rich spacer tend to have higher
affinities for the E2 protein, since these AT rich sequences facilitate bending towards the
minor groove.
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is one or more hydrogen bonds between the amino acid and the corresponding
base [174]. It is also possible that the amino acids form hydrogen bonds with
more than one base or that solvent molecules participate in the hydrogen bonds.
van der Waals interactions between the protein and the DNA are possibly even
more important than hydrogen bonds. An early analysis by Luscombe pointed
out that on average 64.9% of all protein and DNA interactions are made by van
der Waals contacts [174].
In our biophysical models we incorporate direct readout parameters in a number
of ways: 1) In the models we include a vector of mononucleotides and/or dinu-
cleotides. 2) A vector with amino acids propensities is included in the models.
This vector indicates how often a certain amino acid is expected to bind to that
part of the sequence (the affinity of the amino acid for a certain subsequence).
3) We include features such as groove width that indicate how accessible the
functional groups of the DNA are. By including these different features we aim to
cover direct readout effects in our models as much as possible. As a result of
the feature selection mechanism a different subset of these features is combined
in each model, depending on the nature of the protein-DNA complex. In this way,
our models tend to reflect the real situation as much as possible.
5.1.2 Indirect readout
Binding specificities that are not resulting from the direct base readout between
the protein and DNA binding site are referred to as indirect readout interactions.
This type of specificity is mainly achieved by DNA flexibility and conformational
changes in the protein-DNA complex, for example due to the bending of the DNA
around the protein. These types of interactions do not necessarily occur at the
actual binding site. It is also possible that sequence elements upstream or down-
stream of the binding site are essential to help with the change in conformation.
For example, if the DNA is wrapped around the protein when binding, flexible
sites just before and after the binding sites might be of importance.
In our biophysical models we include many features that represent the indirect
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readout component. For example, we incorporate structural features that give an
indication about the curvature, torsion and bendability of the DNA. Furthermore,
we also take into account features that concern the free energy change that
happens when a protein binds to the DNA as well as features that tell us some-
thing about the stability of protein-DNA complexes. As previously mentioned
in section 5.1.1, the exact content of each model is different. In some models
more emphasis is given to the direct readout features whilst in other models the
indirect readout component is more important. Given the dynamic composition
of each model, we aim to get an accurate representation of reality.
5.1.3 In vivo problems
Although our models are very flexible with respect to feature composition, there
are still some aspects of the in vivo situation that are difficult to account for.
For example, it is possible that the transcription factor itself is not expressed
(or in low concentrations) in the system of interest. Also, there is always the
possibility of overlapping binding sites. In this way, the formation of a protein-
DNA complex can be hindered by the binding of a neighbouring transcription
factor. However, our models capture part of these overlapping binding sites since
we also take into account up to 50bp of the flanks of each binding sites’ start
position. Another aspect that is difficult to capture in predictive models is that
many transcription factors can compete for the same binding site, depending
on changes in external stimuli. This competition between different transcription
factors for the same binding site is very important for a precise regulation of
many molecular pathways. At the same time, this competition makes it more
complicated for in silico prediction methods to make realistic predictions. Finally,
some epigenetic changes may influence the in vivo binding potential of a region
as well.
5.2 Why use prediction methods in a ChIP-seq world?
Recent developments in high-throughput methods for the discovery of DNA
binding sites have had an enormous influence on the computational field. One
could ask if it still necessary to develop and improve in silico methods with all
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these high-throughput methods available? Genome-wide experiments become
increasingly cheaper and require much less time to carry out than before. Despite
these elements, there are still many reasons why computational prediction
methods will remain important in life sciences.
5.2.1 Ease of use
One of the most obvious reasons why computational prediction methods are
still important is their ease of use. Oftentimes, an in silico analysis is the first
step to explore the systems that are regulating a gene of interest, or to validate
whether multiple genes are regulated by the same transcription factors. For
these research questions, a complete ChIP-seq experiment is often too costly
and it will take too much time. With the in silico methods, the researcher can very
quickly get a rough idea about the regulation of a gene. If the results of this step
are satisfying, additional in vitro or even in vivo experiments can be conducted
to confirm the predictions. Since our methods are developed with ease of use in
mind, they can play an important role in the first level of screening.
5.2.2 Validate the effect of SNPs
Another important application of in silico prediction methods is the validation
of SNP effects in binding sites and promoters. Much of the SNP analysis is
focused on the coding regions of the genome. Researchers are most interested
in whether a SNP may lead to truncations of the amino acid sequence, or whether
it leads to changes in amino acids that are important for the structure of the
protein. However, recently the focus is shifting towards disease related SNPs that
are within regulatory regions. TFBS prediction methods can be used to get an
estimate of the protein-DNA affinity change that the SNP introduces. Generally,
a PWM-based method is used to predict changes in affinity of a binding site, but
as was discussed earlier, the PWM method does not capture the entire story of
binding specificity. The PhysBinder algorithm, developed during this PhD thesis,
is better suited than the PWM-based method for a number of reasons. Our
Random Forest models perform better than PWM models and they are easy to
fine-tune, which suggests that the PhysBinder algorithm most likely gives a more
accurate representation of binding specificity. Another important advantage of
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the Random Forest models is that they are very modular in nature. This modular
nature enables us to add or remove features according to novel insights.
For example, a number of polymorphisms in the TATAbox are known that can
weaken or enhance promoter activity [175]. A subset of these polymorphisms
even lead to the creation or the deletion of TATAboxes and these events are often
associated with human pathologies (such as hypertension and cancer). These
disruptive polymorphisms can also reside outside the actual binding site (in the
flanks of the binding sites). Even though these SNPs do not change the direct
readout affinity of the TBP protein for the TATAbox, they do alter the binding
specificity trough alteration of the indirect readout. One example of such a SNP
that changes the indirect readout is a polymorphism in the tracts outside the
TATAbox as described in [176]. It is important to note that these indirect readout
mutations outside the TATAbox can modify the binding affinity as drastically as
mutations in the TATAbox itself. These mutations most likely change the binding
stability of the TBP-TATAbox complex as a result of changes in the biophysical
properties of the flanking chromatin (e.g. due to changes in the bendability of
these flanking regions [176]). Since our Random Forest models can incorporate
a diverse set of indirect readout features (such as bendability), inside or outside
the binding site, these models are particularly well-suited to analyze these types
of polymorphisms. In fact, in our TBP model, the bendability of flanking regions
is already one of the most important features for determining TBP binding sites
(see chapter 3).
5.2.3 Choking on 10k genomes
Since the cost of a single ChIP-seq experiment has decreased vastly, the number
of genomes that becomes available is astonishing. As a result of this recent
increase in sequenced genomes it has become impossible, both financially and
practically, to look for transcription factor binding sites on a genome-wide scale.
In order to unravel the transcriptional regulatory mechanisms in these organisms,
one can only rely on in silico methods. With more and more genomes being
sequenced, the in silico methods will become even more important.
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5.3 Which approach is best?
5.3.1 PhysBinder or ConTra?
As we have created two tools to predict transcription factor binding sites, one
might ask which one we recommend the most. The answer is both. Most of
the time we use both tools in complement. Interesting binding sites that are
identified with PhysBinder and ConTra can be further analyzed in the wet-lab.
We recommend ConTra to look for binding sites in multiple species alignments
as PhysBinder currently has no option to look for binding sites in alignments.
ConTra is also the tool of choice to generate attractive visualizations. These
visualizations can be used in publications to indicate a conserved regulatory
mechanism. PhysBinder, on the other hand, makes use of more sophisticated
models compared to the PWM models that are used in ConTra. Hence, in a
future version of ConTra we will possibly use the PhysBinder models instead
of PWMs to scan the multiple sequence alignments. Furthermore, PhysBinder
models will be refined with additional relevant features in the future (for example
we will also include DNAse I hypersensitivity data). An additional benefit of
using PhysBinder is the possibility to overlay results with the ENCODE tracks or
to visualize results in the UCSC Genome Browser. The tracks from ENCODE
and the UCSC Genome Browser can be very useful to generate additional
hypotheses.
5.3.2 Other approaches that use structural characteristics
A few other attempts were made to incorporate structural features in order to aid
the prediction of transcription factor binding sites.
• Karas et al., 1996 [96] developed a template-based method that was used
to predict TATA boxes. This method uses only one structural characteristic
at a time (we use multiple characteristics).
• Ponomarenko et al., 1999 [98] expanded the work by Karas et al. They
added multiple biophysical parameters (parameters such as roll and twist).
They compared themselves with available PWMs and concluded that they
achieve similar accuracies as the PWMs.
• Steffen et al., 2002 [159] used a perceptron classifier that uses DNA
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deformation energy to make predictions on the IHF transcription factor.
However, no comparisons with other methods were made.
• Pudimat et al., 2005 [99] designed a tool called BioBayesNet that also uses
the average values of structural properties in a restricted Bayesian network.
They compared their method with the PWM for three TFs.
• Burden et al., 2005 [94] converted all JASPAR PWMs to structural profiles
(based on base-pair step parameters). However, using the structural pro-
files together with the PWM did not improve the classification performance.
• Gunewardena et al., 2006 [95] evaluated a template-based approach to
model the DNA structure. They made no comparisons and only show that
the method can separate sequences from randomly generated sequences.
• Bauer et al., 2010 [93] used molecular dynamic simulations to obtain values
for direct and indirect readout. These values are used in a support vector
machine algorithm and their method was tested on RegulonDB.
• Meysman et al. 2011 [48] developed a tool called CRoSSeD. CRoSSeD
makes use of the conditional random fields algorithm and also of several
structural characteristics and the DNA sequence itself. This method is
most comparable to ours (and publicly available) and it was also tested in
the evaluation of our algorithm. It is mainly specialized in the prediction of
prokaryotic transcription factor binding sites.
• Xu et al. 2013 [177] use PDB protein-DNA complex structures to generate
an energy function that can be used to predict binding sites. However, they
position themselves more as a de novo motif detector.
It should be mentioned, however, that most of these tools are not publicly avail-
able or are only implemented “in house” to make predictions about one particular
transcription factor.

6 — Future perspectives
6.1 Improvements of the Random Forest method
In this section I will suggest possible future improvements to the PhysBinder
algorithm. Since all of our Random Forest models are very modular in nature, the
addition of new features and the removal of less predictive features is straight-
forward. Furthermore, there is potential to improve the alignment of the binding
sites, as I will discuss later. I will also discuss some extensions to the PhysBinder
web-tool that are being developed right now.
6.1.1 Aligning on a structural level
The current design of the Random Forest models requires a set of aligned
binding sites with ± 50bp flanks. These binding sites are aligned on the basis
of sequence conservation. In particular, the MEME motif finder is used to align
binding sites on a common sequence motif (for more information about this motif
finder see 1.6.1). Aligning binding sites based on a common sequence motif
makes sense when training a purely sequence-based method. However, in our
case, this type of alignment does not give optimal results since our models also
act on a structural level. Aligning on the basis of a primary sequence will optimize
sequence motifs but might disfavor certain structural or biophysical patterns in
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the binding sites. Some transcription factor binding sites are most likely not
conserved on a sequence level but more on a structure level. Initially it might
seem that the motifs of these binding sites have very low information content and
that they are of bad quality. However, features other than primary sequence, such
as the bendability of the DNA or the torsion of the DNA might be conserved. This
is not visible at first, when looking at the sequence, but translating the sequences
into biophysical features can reveal certain patterns. These patterns may get
lost when we try to align on a sequence level. Based on these observations, it
might be a better idea to build a structural motif aligner, roughly based on the
MEME algorithm. This motif aligner will aim to optimize the maximum likelihood
of structural motifs instead of sequence motifs. Another possible solution to the
issues discussed above is the development of a post-processor for alignments.
In this case, first a sequence-based motif aligner is used to discover motifs,
then refinements are made to this initial motif alignment using a biophysical
post-processor. This post-processor tries to optimize the biophysical patterns in
the binding sites, aided by an initial sequence alignment. The advantage of this
solution is that it will most likely be less resource intensive to optimize alignments
when a sequence alignment has already taken place.
6.1.2 Integrating different data sources
As I discussed in section 5.1.3, the in vivo situation is much more complex than
the in vitro situation. The affinity of a transcription factor for a certain DNA binding
site can be very high in an isolated system. However, when multiple proteins
compete for the same location on the DNA the absolute affinity falls short from
telling the entire story. In this situation, it is also important to take into account
the protein concentrations of the competing DNA-binders and the number of
accessible binding sites. For example, it is possible that a highly interacting
transcription factor in low concentration gets outnumbered by a transcription
factor with lower affinity with very high concentrations. This means that the low
affinity protein will bind to the binding site even though our methods predict that
the high affinity transcription factor was much more likely to bind. To account
for this effect, we should also include information on protein concentration in
our predictions if we want to make accurate in vivo predictions. Unfortunately,
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including this information is not an easy task, as the protein concentration of
a transcription factor is often dependent on many conditions. In vivo protein
concentrations are influenced by the cell type, external stimuli, cell cycle, dis-
ease and many other factors. Nevertheless, by including a rough estimate of
the concentration we can probably already get a large improvement on the in
vivo predictions. For example, we can integrate RNA-seq data to estimate the
abundance of the different transcription factors.
Other types of data that may be worth considering for the improvement of in vivo
predictions are data on histone modifications and Dnase I hypersensitivity sites.
These types of data hold information on the chromatin state of the DNA and the
accessibility of the binding site.
6.2 What is next?
During this PhD thesis we focused on predicting DNA binding sites using novel
and innovative methods. However, these methods can also be used to predict
other types of interactions. Currently, the Random Forest classifier is very popular,
and given the amount of time that was invested in optimizing the algorithms for
use on genomic data, we can adapt these algorithms for use in other types of
predictions (such as predictions of micro-RNA binding sites or splice sites). In
this section I will discuss the use of the Random Forest method in the prediction
of micro-RNA binding sites. Then I will also go into the integration of transcription
factor binding site predictions with micro-RNA target predictions.
6.2.1 Micro-RNA target prediction
The Random Forest algorithm can easily be adapted to predict different types of
interactions. More specifically, the algorithm can be modified to detect micro-RNA
binding sites on messenger RNAs. In this case, the biophysical features (that
are typical for DNA elements) which are normally included in the models can be
substituted by features specific to RNA and RNA complexes. Some examples
of RNA features that were found in the DiProDB are RNA hydrophilicity, RNA
twist, rise, roll and slide, RNA stacking energy, RNA entropy, enthalpy and free
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energy [46]. A first proof-of-concept of our algorithm with these features has
proven that there is a lot of potential for this approach. Currently, the available
micro-RNA target prediction software performs rather poor, and most of the
prediction results are unusable. Hence, there is room for well-performing micro-
RNA target binding site prediction software to generate high-quality integrated
networks.
6.2.2 Integration of micro-RNA target prediction with TFBS predictions
The modified RNA version of the biophysical algorithm combined with the present
TFBS prediction algorithm could further enhance our knowledge of regulatory
networks, both on a translational and post-translational level. This knowledge
is of great importance as the interplay between micro-RNAs and transcription
factors largely remains unclear. Since both molecules are the primary gene
regulators, their combinatorial logic is of great interest and it might give insights
in many disease mechanisms. Subsequently, the combination of both types of
regulatory information can be used to search for interesting feed-forward and
feedback loops. These types of loops are often involved in important biological
processes.
During my PhD research (together with Arne Soete) a tool was created that inte-
grates experimentally validated micro-RNA target sites with predicted transcrip-
tion factor binding sites (see figure 6.1). However, since the set of experimentally
validated micro-RNAs target sites is rather limited, it would be interesting to cou-
ple the transcription factor binding sites predictions to high confidence micro-RNA
target predictions.
6.2.3 PhysBinder explorer
To extend the functionality of the PhysBinder web-tool, we are developing an
algorithm that uses PhysBinder predictions to look for overrepresented binding
sites in a set of co-regulated genes. These PhysBinder predictions can be based
on a set of promoter sequences or a list of RefSeq gene identifiers. The Phys-
Binder explorer algorithm will then uncover statistically enriched binding sites in
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Figure 6.1: Example output of the miRTra prediction tool. This tool currently uses mirDB
and PWM predictions from TRANSFAC and JASPAR (together with the fimo motif finder).
the regulatory regions of these genes using the PhysBinder models.
As an example, I have included an output table of the commandline version
of PhysBinder explorer (table 6.1). In this example, a set of genes that are
known to be regulated by the E2F family of transcription factors is used as input
and a set of randomly selected promoter regions is used as background set.
PhysBinder explorer correctly identifies the E2F family als primary regulators and
even correctly identifies common co-factors and associated transcription factors.
In order not to limit the set of binding sites that can be found with this method
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Transcription Factor Up/Down Significance
E2F4 + 2.4536e-06
E2F1 + 2.2026e-05
GTF2F1 + 0.0003789
ETS1 + 0.0006374
POU2F2 + 0.0010363
OCT2 + 0.0010363
NFKB + 0.0017579
NFYA + 0.0024182
NFYB + 0.0024182
E2F6 + 0.002917
CHD2 + 0.0031662
HMGN3 + 0.0033353
Table 6.1: Example of PhysBinder explorer output when used on a set of genes that
are all regulated by E2F transcription factors. PhysBinder explorer correctly identifies
the importance of E2F transcription factors in the promoter regions of these genes.
Parameters used in this prediction: Chi-squared test with a p-value cutoff of 0.01; a
RefSeq set of co-regulated genes and a background set of randomly selected promoter
regions.
(limited by the total number of models available in PhysBinder), we can also
choose to first search for motifs in the sequences using a MEME-like motif finder.
The motifs found can then be used to build novel PhysBinder models. After this
step, the set of promoter sequences is compared to a set of randomly selected
promoter sequences in order to validate the significance of the enrichment.
6.2.4 Cluster analysis with PhysBinder models
It might be interesting to investigate how the different transcription factors cluster
together based on the features contained in the structural models. Such a
cluster analysis can reveal novel transcription factor clusters based on their
indirect readout preferences. For example, DNA bending transcription factors
will possibly cluster closer together because of the shared extreme values in
biophysical bending properties. For this type of analysis, models that have not
been subjected to feature selection are preferred because otherwise models can
contain a different set of features, which can hinder the cluster method. Both
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a cluster analysis of the total structural model and of individual characteristic
models can provide unexpected insights about novel families based on indirect
readout.
6.2.5 Correlating model score with peak score
As an additional validation of the algorithm we will correlate model scores with
ChIP-seq peak scores. A high correlation between both scores is a good indica-
tion that the Random Forest score is a good measure of the binding affinity for
the transcription factor to the DNA.
6.2.6 Conclusion
Improving functional in vivo binding site predictions with in silico approaches is a
challenging task. During this PhD, I explored the possibilities of the structural
and biophysical methods for this type of predictions. I am confident that the
methods proposed are of great use in the study of regulatory genomics and that
future approaches, based on these findings, will greatly enhance our knowledge
about disease and health of human beings. Classifiers that use structural and
biophysical characteristics are very suitable candidates for studying these fields.
I also learned the importance of high-quality feature selection methods. With
the help of these methods, it becomes possible to select the best features for
each classification model. This makes the building of models very equivalent to
playing with LEGO; you just use the bricks that get the job done.
For the future, I expect that data integration becomes more important than
ever before. New data sets are becoming available on a daily basis, thanks to
large scale initiatives such as the ENCODE and modENCODE projects. The
integration of these data sets into current methods will help us get a better
understanding of many in vivo pathways. Many researchers fear that this recent
explosion of available data sets is too much to handle. In contrast, I regard them
as an opportunity if we manage to adapt existing methods and feature selection
algorithms. If we play our cards right, these data sets will enable many interesting
discoveries.
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A — Appendix
Features in the Random Forest models
HIF1:
dint: [-30,-3],[-1,14],[16,20],[22,26]
PWMmatrixscore: general
uniformity_A: [-9,-7],[-5,-3],[-1,10],[12,14],16,19,[22,23],fullseqmean
monont: -30,[-27,-26],-24,[-21,-17],-15,[-13,-12],[-9,-6],[-4,-2],[0,11],[13,14],[17,20],[23,24],26
homogeneity_BA: -7,-1,[1,9],fullseqmean
P53:
homogeneity_RESTB: [2,3],[5,8],[12,16],fullseqmean
tors_1_proteinOlson: -2,[1,5],8,[10,15],fullseqmean
dint: [-30,-25],-23,[-19,-18],[-15,-6],[-3,24],[26,27]
PWMmatrixscore: general
uniformity_A: [-8,-6],-3,[-1,0],[2,17],19,[21,23],fullseqmean
homogeneity_BI: -1,[1,17],[19,20],23,fullseqmean
PWMcorescore: general
SP1:
homogeneity_RESTB: [-9,-3],[-1,17],[19,24],fullseqmean
tors_1_proteinOlson: -30,-18,[-2,7],15,22
dint: -29,-24,[-17,-15],-12,[-7,-5],[-2,9],11,14,16,23,26
uniformity_B: -9,[-7,-5],[-1,8],[12,13],18,21,fullseqmean
uniformity_AB: [-6,-5],[-2,8],11,[14,17],[20,23],fullseqmean
PWMmatrixscore: general
monont: [-30,9],[11,29]
homogeneity_AB: [-8,-3],[-1,9],[11,16],fullseqmean
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STAT1:
homogeneity_RESTB: -3,1,[4,15],17
tors_1_proteinOlson: [3,13]
dint: -21,-14,[-11,-9],-4,[0,18]
PWMmatrixscore: general
minor_groove_clash_distance: 2,[4,15],fullseqmean
homogeneity_AB: [5,9],[11,14],fullseqmean
homogeneity_BA: [4,15],17,fullseqmean
TBP:
tors_1_unboundLiu: [-11,-10],[-2,4]
tors_1_proteinOlson: [-2,2]
bend_towards_major_groove: -9,-3,[0,5],[7,8],[11,14],[16,18],21,fullseqmean
dint: [-29,-28],[-26,-25],[-22,-21],[-19,-17],-14,-12,[-8,-7],[-4,-3],[-1,10],[13,22],[25,26],28
homogeneity_BII: -9,-7,[-1,5],[7,10],13,17,20,24,fullseqmean
bend_towards_minor_groove: -9,-3,[0,5],[7,9],[12,16],19,[21,22],fullseqmean
ARAC:
PWMmatrixscore: general
monont: -11,-9,-6,0,5,13,19
minor_groove_clash_size: -7,[-2,0],18,fullseqmean
ARCA:
PWMmatrixscore: general
groovewidth_unboundLiu: [-8,-7],[-3,5],[9,10],fullseqmean
monont: -18,-14,[-7,-6],[-4,-2],[0,2],[4,5],7,10
FIS: PWMmatrixscore: general
uniformity_A: [-9,-8],[-5,1],[5,9],[16,18],fullseqmean
minor_groove_clash_distance: [-9,-8],[-5,-1],2,[5,6],15,17
major_groove_clash_distance: [-9,-8],[-5,-4],2,[5,6]
monont: -20,[-12,-11],-8,[-4,3],[6,7],9,[17,19]
PWMcorescore: general
FLHDC: tors_1_nucleosome: -7,-5,[1,2],fullseqmean
curv_1_unboundLiu: [-1,0],2,12,fullseqmean
PWMmatrixscore: general
monont: -20,-3
uniformity_B: [-9,-8],[-4,-3],2
IHF:
tors_1_proteinOlson: -9,[-7,-6],-3,5,9,13,fullseqmean
bend_towards_major_groove: [-9,16],18,fullseqmean
PWMmatrixscore: general
monont: [-20,-17],[-15,-11],[-9,-5],[-3,-2],[0,1],[3,7],[9,10],12,[14,16],19
bend_towards_minor_groove: [-9,18],fullseqmean
LEXA:
dint: [-9,-7],5
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PWMmatrixscore: general
minor_groove_clash_distance: [-9,-3],[3,6],fullseqmean
PURR:
homogeneity_RESTB: [-7,-3],[0,2],12,fullseqmean
PWMmatrixscore: general
monont: -14,-9,-7,[-5,-2],[0,2],4,6
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Figure A.1: Visualization of the evolutionary conserved Foxd3 and NF-kappaB binding
sites in the first intronic region of the transcription factor SOX10, known for regulating
spatiotemporal expression as described by Dutton et al [178]. (A) Multiz alignment
showing the conserved Foxd3 site (in green), predicted using the JASPAR positional
weight matrix MA0041 and the NF-kappaB site (in pink), predicted by the MA0061 matrix.
The figure was created with the free multiple alignment editor Jalview using the ConTra
FASTA and feature color (.fc) file on the results page. (B) Both regions from (A) were
mapped using BLAT on intron 1 in the UCSC Genome Browser and are shown as
black boxes. Blue boxes represent exon 1 (right) and exon 2 (left) with the blue arrows
illustrating the intronic regions.
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Figure A.2: Visualization of the evolutionary conserved Sp1 binding site in the second
intron of the human UBC gene as described by Bianchi et al [179]. (A) Multiz alignment
showing the conserved Sp1 site (in orange), predicted using the JASPAR positional
weight matrix MA0079.2. (B) Region of (A) was mapped using BLAT on the first intronic
region in the UCSC Genome Browser (black box). Blue boxes represents exons with the
blue arrows illustrating the intronic regions.
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Figure A.3: Visualization of the evolutionary conserved DR3 binding site in the promoter
region of microRNA-10b as described by Saumet et al [180]. (A) Multiz alignment
showing the conserved DR3 site (in orange), predicted using the TRANSFAC M00966
matrix. (B) Both regions from (A) were mapped using BLAT on the promoter in the UCSC
Genome Browser and are shown as black boxes. Blue box represents the microRNA
location.
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Figure A.4: Visualization of the evolutionary conserved DR5 binding site in the promoter
region of microRNA-200c as described by Saumet et al [180]. (A) Multiz alignment
showing the conserved DR5 site (in orange), predicted using the JASPAR MA0159.1
matrix. (B) Region of (A) was mapped using BLAT on the promoter in the UCSC Genome
Browser (black box). Blue box represents the microRNA location.
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Figure A.5: Visualization of the evolutionary conserved ZEB1 binding site in the 5’-UTR
region of transcription factor REST known for silencing activity of neuronal genes in
nonneuronal cells as described by Ravanpay et al [181]. (A) Multiz alignment showing the
conserved ZEB1 site (in orange), predicted using the JASPAR positional weight matrix
MA0103.1. (B) Region of (A) was mapped using BLAT on 5’-UTR in the UCSC Genome
Browser (black box). Blue boxes represent exons with the blue arrows illustrating the
intronic regions.
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Figure A.6: Visualization of the evolutionary conserved POU binding site in the second
intron of the mouse NES gene as described by Jin et al [69]. (A) Multiz alignment
showing the conserved POU site (in orange), predicted using the TRANSFAC M00133
positional weight matrix. (B) Region of (A) was mapped using BLAT on the second
intronic region in the UCSC Genome Browser (black box). Blue boxes represent exons
with the blue arrows illustrating the intronic regions.
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Figure A.7: Visualization of the evolutionary conserved Sine Oculis (SO) binding site
in the second intronic region of the fruitfly transcription factor Lozenge (LZ), involved
in the prepatterning of photoreceptor precursors in the developing Drosophila eye as
described by Yan et al [70]. (A) Multiz alignment showing the conserved SO site (in
orange), predicted using the JASPAR positional weight matrix MA0246.1. (B) Region
of (A) was mapped using BLAT on intron 2 in the UCSC Genome Browser (black box).
Blue boxes represent exons with the blue arrows illustrating the intronic regions.
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Figure A.8: Visualization of the evolutionary conserved TEA1 binding site in the pro-
moter region of the S. cerevisiae Phd1 (Flo11) gene as described by Heise et al [71].
(A) Multiz alignment showing the conserved TEA1 sites (in orange), predicted using
the JASPAR positional weight matrix MA0405.1. (B) Region of (A) was mapped using
BLAT on the promoter in the UCSC Genome Browser (black box). Blue and red boxes
represent genes.
