Abstract. We construct explicit invariant measures for a family of infinite products of random, independent, identically-distributed elements of SL(2, C). The matrices in the product are such that one entry is gamma-distributed along a ray in the complex plane. When the ray is the positive real axis, the products are those associated with a continued fraction studied by Letac & Seshadri [Z. Wahr. Verw. Geb. 62 (1983) [485][486][487][488][489], who showed that the distribution of the continued fraction is a generalised inverse Gaussian. We extend this result by finding the distribution for an arbitrary ray in the complex righthalf plane, and thus compute the corresponding Lyapunov exponent explicitly. When the ray lies on the imaginary axis, the matrices in the infinite product coincide with the transfer matrices associated with a one-dimensional discrete Schrödinger operator with a random, gamma-distributed potential. Hence, the explicit knowledge of the Lyapunov exponent may be used to estimate the (exponential) rate of localisation of the eigenstates.
introduction
Let {A n } n∈N denote a sequence of independent random matrices identically distributed according to a probability measure µ on GL(2, R). The problem of determining the asymptotic behaviour of the product (1.1)
M n := A 1 A 2 · · · A n as n → ∞, plays a crucial rôle in the theory of products of random matrices and its applications, especially in mathematical physics [5, 6] . The rate of growth of this product can be quantified by its Lyapunov exponent
where | · | denotes some matrix norm. The Lyapunov exponent exists whenever E(log + |A 1 |) < ∞. The FurstenbergKesten theorem ( [13] , [5] p. 11) generalises the classical strong law of large numbers to the case of non-commuting random products and states that λ = lim n→∞ 1 n ln |M n | almost surely.
The case of unimodular matrices (i.e. A n ∈ SL(2, R)) is of particular interest. In this case, under the natural additional assumption of noncompactness 1 and strong irreducibility 2 , Furstenberg's theorem ( [12] , cf. [5] p. 30), asserts that the Lyapunov exponent is strictly positive. Moreover, there exists a unique, continuous, µ-invariant measure ν on the projective line P R 2 -that is, a measure that is invariant under the projective action of matrices drawn from the distribution µ (cf. [5] p. 30).
The calculation of the Lyapunov exponent involves this µ-invariant measure, but there are remarkably few non-trivial cases where ν has been found explicitly; three well-known examples will be discussed presently (others are given in [8] ) . The prominent feature shared by these examples is that the invariant measure is found by considering a random continued fraction derived from the projective action of the relevant matrix ensemble.
The first example dates back to Dyson's work on the disordered chain problem.
Example 1 (Dyson [11] ). The disordered chain is modelled by a system of harmonic oscillators coupled by linear forces. A physical realisation is obtained by considering a sequence of N particles joined by elastic springs obeying Hooke's law. Denote the mass and the displacement of the nth particle from its equilibrium position by m n and x n respectively, and let k n be the elastic modulus of the spring between the nth and (n + 1)th particle. Then the equation of motion takes the form m nẍn = k n (x n+1 − x n ) + k n−1 (x n−1 − x n ), 1 ≤ n ≤ N .
By introducing additional variables, it is straightforward to express this as the first-order systeṁ u n = √ a n u n+1 − √ a n−1 u n−1 , 1 ≤ n ≤ 2N − 1, where a 2n−1 := k n m n , a 2n := k n m n+1 .
In matrix notation,u
where J is the tridiagonal (Jacobi) matrix
Dyson studied the spectral problem for J when the a n are independent, identically distributed random variables. It turns out that the spectral properties of J (e.g. the eigenvalue density function) can be deduced from the so-called characteristic function of the chain Ω(t) := 2 ∞ 0 ln(1 + x)ν t (dx), 2 There is no finite union of proper subspaces V with A 1 V = V , for all realizations of A 1 .
where ν t is the distribution of the random continued fraction (1.3)
To illustrate his approach, Dyson elaborated the particular case where the a n are gamma-distributed, i.e. for every Lebesgue-measurable subset S of R + , Pr (a n ∈ S) = Then the probability density function of the random continued fraction (1.3) is given explicitly by ν t (dx) = C p,s,t x p−1
where C p,s,t is a normalisation constant.
In terms of products of random matrices, Dyson's continued fraction (1.3) corresponds to the case where A n = a n t 0 1 1 in the product (1.1). The distribution ν t of the continued fraction is the µ-invariant distribution associated with this product.
One of the present paper's contribution is the calculation of the distribution of a random continued fraction that arises in another important physical model, namely the discrete Schrödinger equation with a random potential. In this regard, the particular case where the potential is Cauchy-distributed is possibly the bestknown example where both the invariant measure and the Lyapunov exponent have been found explicitly.
Example 2 (The Cauchy distribution [5] , p. 35). Let z = x + iy ∈ C with y > 0 and denote by C z the distribution of the random variable x+ yc, where c is Cauchydistributed, i.e Pr (c ∈ S) = 1 π S dt 1 + t 2 for every Lebesgue-measurable subset S of R. Set
where the a n are independent and C z -distributed. The invariant measure ν is then given by the distribution C u , where u and z are related by z = u + 1/u. It follows easily that λ = ln |u| .
We end our brief survey with an example that, once again, involves a continued fraction with gamma-distributed elements; the resulting invariant distribution is a so-called generalised inverse Gausian distribution.
Example 3 (The generalised inverse Gaussian distribution [5] , pp. 170-171). Set (1.5)
A n := 0 1 1 a n ,
where the a n are independent, gamma-distributed random variables with parameters p and s. It was shown by Letac and Seshadri [15] that the probability density function of the invariant measure ν is then
where K p is the modified Bessel function of order p. When p ∈ N, the Lyapunov exponent can be expressed in terms of modified Bessel functions. The details can be found in Section 6. See also [16] and [4] for some generalisations of this example.
In the papers that form the basis of Examples 1 and 3, the authors were concerned -not with products of random matrices-but rather with the problem of determining the distribution of a continued fraction with random coefficients. We have already mentioned Dyson's continued fraction (1.3). The continued fraction studied by Letac & Seshadri is of the form (1.7) X = 1
where, as in Dyson's case, the a n are independent and gamma-distributed.
In this paper, we generalise this example to the case where the elements take values along a ray in the complex plane. Hence, from now on, unless explicitly stated otherwise, we consider matrices in GL(2, C).
Main results. Fix a constant
and consider the one-parameter family of complex matrices of the form
where the a n are, again, independent gamma-distributed random variables. The corresponding random continued fraction is (1.9) Z = 1
The random variable Z takes values in the cone (1.10) S α = {z ∈ C : | arg z| ≤ |α|} .
Our main contribution is an explicit formula for the distribution of Z or, equivalently, for the µ-invariant measure ν associated with the infinite product of the random matrices (1.8). Blue and red correspond to low and high probability respectively. For values of α close to 0 (resp. π/2) the density is localised near the positive real half-line (resp. the imaginary axis), see Theorem 2 and §5.
Theorem 1. Let 0 < |α| < π/2. Suppose that the a n are independent, gammadistributed random variables with parameters p ≥ 1 and s > 0, and write z = re iθ . Then the probability density function of Z-equivalently, that of the µ-invariant measure ν-is supported on S α and given by
.
In particular, the density is a smooth function that decays exponentially fast at infinity in every direction contained in the cone S α .
Plots of the probability density function f α for p = s = 1 and various values of α are shown in Figure 1 .
In Section 6, we use this result to calculate the corresponding Lyapunov exponent; we show in particular that, for p ∈ N, it can be expressed in terms of (products of) modified Bessel functions.
By considering the weak limit as α → 0, we recover the distribution found originally by Letac and Seshadri (see Section 5) .
The behaviour of the random variable Z as |α| → π/2− is particularly interesting. Figure 2 shows plots of the probablity density function of arg Z for various values of α when p = s = 1. As |α| approaches π/2, the support of the measure ν becomes concentrated on the imaginary axis. The weak limit as |α| → π/2− leads α = to our second result:
Theorem 2. Let |α| = π/2. Suppose that the a n are independent and gammadistributed, with parameters p ≥ 1 and s > 0, and write z = x + iy. Then, the probability density function of Z-equivalently, that of the µ-invariant distribution ν-is given by
and δ is the Dirac delta. In particular, ν is supported on the imaginary axis, where the density decays algebraically (like 1/y 2 ) at ±∞.
Plots of f π/2 (iy) for various values of p and s are shown in Figure 3 . For comparison, the figure includes a plot of the Cauchy probability density function. We shall see in §4 that, for α = ±π/2 and s small, Z is approximately Cauchy-distributed along the imaginary axis. Next, we discuss some interesting applications of these results.
1.2. Random Schrödinger operators. In 1958, P. W. Anderson [1] postulated that the spectra of Schrödinger operators with random potentials should exhibit a tendency towards a dense pure point spectrum with bound eigenstates. When the eigenstates decay exponentially fast, one speaks of strong or exponential localisation. This type of localisation has been proved for one-dimensional systems; cf. [6] , Chap. VIII. Higher-dimensional systems will not be considered here; we refer the reader to [6] for a discussion of that case. In order to make the connection between this general theory and our own results, let us first note that by conjugating the matrices (1.8) for α = π/2 with a rotation that maps P (R 2 ) into the imaginary line, we obtain
Thus the corresponding random matrices reduce in this limiting case to the transfer matrices for the stationary discrete one-dimensional Schrödinger equation
(1.12) −(y n+1 − 2y n + y n−1 ) + V n y n = E y n with random potential V n = a n and energy level E = 2 (cf. [5] , p. 187).
It is readily seen that the above equation can be rewritten in the form
It is well known [14] that the spectrum on ℓ 2 (Z) of the Hamiltonian associated with Equation (1.12), i.e of the operator
is given, with probability one, by
where µ denotes the probability measure of the potential. It has been shown in [7] that, as long as µ is not concentrated on a single point and possesses some finite moment, the spectrum σ(H) is pure-point with probability one. The eigenfunctions are exponentially localised with a rate determined by the value of the Lyapunov exponent (see [6, 5] ). Furthermore, the Lyapunov exponent is a smooth function of the energy level E (cf. [6] , Proposition VIII.1.1).
In the case of a gamma-distributed potential, we have σ(H) = [0, +∞) (with probability one) .
Hence E = 2 is almost surely in the bulk of the spectrum and, by virtue of our results, the associated Lyapunov exponent can be computed explicitly. Of course, this is not enough to give estimates of the decay rate of all the eigenstates, but it does yield quantitative information in the close enough neighbourhood of E = 2.
Random Stieltjes functions.
Another motivation for this work is to study the convergence of Padé approximation for series that are random in some sense [18] . Consider the class of random Stieltjes functions whose continued fraction expansion is
where the c n are independent draws from the gamma distribution with parameters p and σ. By truncating this continued fraction, we obtain rational approximations of F :
It is a well-known fact that the F n are diagonal or near-diagonal Padé approximants of F [2, 3] . Roughly speaking, this means that
and that there is no other rational function-with a numerator and a denominator of lesser degree-with this property. The rate of decay of the error of Padé approximation as n → ∞, t fixed, is of considerable practical interest. A simple calculation reveals that the distribution of √ tF (t) is precisely that of the random variable Z defined by Equation (1.9) if we take
The rate of convergence of Padé approximation for a typical realisation of the function F is then given by
The proof of this result requires a careful study of the ergodic properties of the Markov chain associated with the continued fraction; a detailed treatment will be given in a separate publication. The remainder of the paper provides the details of the proofs of these assertions. In the next section, we introduce some notation, elaborate the correspondence between products of 2 × 2 matrices and continued fractions, and derive an integral equation for the unknown probability density function of Z. In §3, we deduce a partial differential equation, and solve it. The case α = ±π/2 is treated in §4 and, in §5, we show that the singular measure obtained in this case is a weak limit of that found earlier. Finally, §6 is concerned with the explicit calculation of the upper Lyapunov exponent.
Preliminaries
The correspondence between continued fractions and products of 2 × 2 matrices is well-known (see for instance [5] , Part A, §VI.5), but since it forms the basis of our approach, it is desirable to elaborate it here. The starting point is the observation that any linear fractional transformation on a complex or real projective line P (C 2 ). Indeed, denoting by
any nonzero vector in C 2 and defining its projection by
we obtain a natural identification of P (C 2 ) with ΠC 2 = C = C ∪ {∞}. The action of A on P (C 2 ) (denoted by ·) can then be defined via
Then, for the choice
we get
It is convenient to extend the notation for the set S α , defined by (1.10) for 0 < |α| < π/2, to the limiting cases α = 0, ±π/2. We shall write
Then, for every a ≥ 0, F a (S α ) ⊆ S α . Now, suppose that a is a positive random variable distributed according to a probability measure µ(da) on R + , and letẐ 0 be an arbitrary random variable taking values in S α . Consider the iteration
where the a n are independent draws from (R + , µ). Under appropriate conditions on µ [10] , it can be shown that the Markov chain defined by Equation (2.5) has a stationary distribution ν(dz) independent of the starting valueẐ 0 . Moreover, the latter distribution coincides with the distribution of the random continued fraction (1.9), which can be constructed by means of the succesive applications of the corresponding random matrices
Hence, the µ-invariant measure on the projective line associated with the infinite product of the A n is precisely ν(dz).
Let us denote by ν n the distribution ofẐ n . We are only interested in the case where the measures ν n (dz) and ν(dz) on S α are absolutely continuous with respect to the Lebesgue measure dz; so let f α,n and f α be the probability density functions ofẐ n and Z respectively, i.e.
Our aim is to find an explicit formula for f α . To this end, we derive a recurrence relation for the f α,n and hence, by taking the limit as n → ∞, find an integral equation satisfied by f α . We shall assume that f α,n and f α are smooth. We introduce the map G a : S α → K := R, iR or C defined by
Thus, G a is the left inverse of F a :
On the other hand, for z ∈ S α ,
Let S be a measurable set. We have
where
For a ∈ A, we have
where J a is the jacobian of the transformation
Now, consider the region
It is readily verified that
Hence,
It follows that
Taking the limit as n → ∞, we conclude that, if the continued fraction (1.9) has a smooth probability density function f α , then f α satisfies the equation
We shall henceforth assume that
The upper Lyapunov exponent will be denoted by
where |·| denotes the standard euclidean norm on C 2 . We can express the Lyapunov exponent in terms of the measure ν as follows
A proof is given Appendix C.
Remark 2.
1. An equivalent way of presenting our results is to work with the reciprocal of the continued fraction (1.9), i.e. In particular, when α = π/2, we have
The matrix on the right-hand side will perhaps be recognised more easily by readers familiar with the application of the theory of products of random matrices to the Schrödinger operator. Finally, we remark that, if 0 < α < π/2 and f α is the probability density function of the random continued fraction (1.9), then the probability density function, say u, of (2.11) is given by
It will sometimes be convenient to work with u instead of f α . Note that the Lyapunov exponent λ p,s can be expressed in terms of u as
Letac & Seshadri [15] considered the particular case α = 0. By using the Laplace transform, they showed that the density function of the stationary distribution is given by Equation (1.6). In this paper, we study the case 0 < α ≤ π/2 by a different method. Our approach is inspired by Alain Comtet's derivation of (1.6) in the particular case α = 0 and p = 1 [9] : By using the fact that γ 1,s is a simple exponential, he showed how to replace Equation (2.8) by one that involves f 0 (1/x), f 0 (x) and a derivative of f 0 . We shall develop this idea and seek to derive a differential equation for the unknown density function f α , making use of the fact that, for p ∈ N, the probability density function γ p,s of the gamma distribution solves the differential equation
The key observation is that this is a linear equation with constant coefficients.
3. The case 0 < |α| < π/2 Equation (2.8) states that
For convenience, we use the notation Re z =: x, Im z =: y, |z| =: r and arg z =: θ and set
By Equation (3.1), we then have
where a(x, y) = x sin α + y cos α sin(2α) .
For the sake of clarity, let us begin by considering the case p = 1. In order to exploit the fact that γ 1,s solves Equation (2.12), we introduce the first-order differential operator (3.5)
∂ α := cos α ∂ ∂x + sin α ∂ ∂y
and apply it to both sides of Equation (3.4). Using
Hence, we have
Now, the characteristics of the first-order operator ∂ α are the curves of equation
Thus, the functions that are constant along the characteristics depend only on y cos α − x sin α. This suggests the introduction of the new independent variables (3.7) X = − x sin α + y cos α x 2 + y 2 and Y = y cos α − x sin α .
Then, Equation (3.6) gives
Evaluating ∂U /∂X at (Y, X) instead of (X, Y ), we deduce that
Hence, we have the symmetry property
This property can be used to eliminate the term U (Y, X) from Equation (3.9) but, although the resulting second-order partial differential equation for U is linear, the presence of coefficients makes it awkward to solve. We shall seek to guess the form of the solution from Equation (3.9) instead. The first observation is that, when 1/s = 0, the solution is independent of X. Secondly, we know that the solution enjoys the symmetry property (3.10). Hence, we are led to the ansatz
where Φ is some univariate function to be determined, and the prime symbol denotes differentiation. Equation (3.9) then gives 2xy
or, in terms of x and y,
Let ϕ(t) = ct 2 . Then c x 2 sin 2 α + 2xy sin α cos α + y 2 cos 2 α = c x 2 sin 2 α − 2xy sin α cos α + y 2 cos 2 α − 2xy
and so c = −1 sin(2α) .
Hence, we have found
and so
Reporting this in Equation (3.11) we obtain
Hence, in terms of f , r and θ, we have found that, when a is γ p,s -distributed with p = 1, then
where c 1,s is a normalisation constant. For p = 2, 3, . . ., we find by a similar calculation that the equation for u is (3.12)
It would be tedious to analyse this equation in detail. It is however natural to conjecture that, as in the case α = 0, u consists of an exponential term independent of p, multiplied by some algebraic part independent of s. Thus, we seek a solution of the form (3.13) u(x, y) = g p (x, y) exp sin(2α) s
By setting 1/s = 0 in Equation (3.12), we find
The general solution of this equation is
for some univariate functions ϕ k , 0 ≤ k < p. By substituting the resulting expression for u in Equation (3.12), we obtain
These results are summarised in Theorem 1. The proof is a simple calculation carried out in Appendix D.
In Appendix B, we show how to express the moments of the distribution ν in terms of products of modified Bessel functions. From these calculations, we deduce in particular that
Furthermore, the mean and the variance are given respectively by
The case α = ±π/2
For |α| = π/2, we therefore introduce a function f ± : R → R defined by (4.1) f ±π/2 (z) = c p,s (±π/2) f ± (y)δ(x) for z = x + iy with x ≥ 0 and y ∈ R, where c p,s (±π/2) is the normalisation constant and δ is the Dirac delta. In order to find an equation for f ± , we write the iteration (2.5) in terms of Y n ∈ R, where
This gives
It is then straightforward to obtain
we need only consider the case α = π/2. As in the previous section, we shall seek to replace (4.3) by a differential equation. Set u(y) := 1 y 2 f + (−1/y) .
Then, Equation (4.3) gives
Differentiating with respect to y, we obtain du dy
By using the fact that γ p,s satisfies (2.12) and repeating this calculation, we readily deduce the equation
Again, in order to solve this equation, it is useful to consider the case p = 1 first. We then have This property can be used to eliminate the u(−1/y) term in Equation (4.6). Multiplying the equation by y, differentiating, and then multiplying by −y, we obtain
Hence, after simplification and integration, we find
for some constant C; integrating again, we obtain
In terms of f + , this gives, after some simple manipulations,
This result generalises to the case p > 1; a proof of Theorem 2 is given in the appendix.
Remark 4.1. The rigorous determination of the normalisation constant requires some care, and we shall in fact make use of a weak limit result which will be discussed in the next section. For the moment, let us merely point out that the function f ± thus defined is integrable. Indeed, it is readily verified (by use of L'Hospital's rule) that the function is continuous at y = 0. By construction, it satisfies Equation (4.3). Hence
This shows that f ± ∈ L 1 (R). We shall see in due course that
Plots of c p,s (π/2)f + for various choices of the parameters s and p are shown in Figure 3 . We can gain some insight into the behaviour of the random variable Z by considering the limit s → 0. Set
Then, using integration by parts,
Iterating, we readily obtain
where (4.10) f
+ (y) = 1 1 + y 2 and f
So we see that, for s small, Z is approximately Cauchy-distributed along the imaginary axis; Figure 3 (a) provides a graphical illustration of this fact.
Weak limits of the random variable
Given the Letac-Seshadri result expressed in Equation (1.6), the form of the density function for α = 0, given in Theorem 1, may seem somewhat surprising. In this section, we show that the random variable Z has a weak limit as α → 0+, and that the density function of the limit is indeed given by the formula (1.6). In the same way, it will be shown that Z has weak limits as |α| → π/2− whose density functions are those found in §4. In fact, it was by considering this weak limit that we were able to discover the formula for f ±π/2 when p > 1.
For this purpose, it will be convenient to extend the definition of f α to the whole of the complex plane as follows:
Then, we define a probability measure ν α on sets S ⊆ C via
We also define the following singular probability measure on C:
We shall use the notation W −→ to indicate a weak limit (limit in distribution).
Theorem 3. Let X, iY ± and Z α be random variables with probability measures ν 0 , ν ±π/2 and ν α respectively. Then
Proof. Let g : C → R be an arbitrary bounded and continuous function. It will be necessary and sufficient (see [17] ) to show that
we shall only consider positive values of α. We express the integral on the left-hand side in polar coordinates, and then make the substititution
So, the substitution (5.2) yields
Our intention is to let α tend to its limit and take the limit on the right-hand side of Equation (5.3) under the integral sign. For this purpose, we need to find an integrable function that provides an upper bound for the family {ϕ α }. By using the elementary inequality
Furthermore, as will become clear very shortly when we consider the limit α → π/2−, we have
We conclude (see Remark 4.1) that ϕ is integrable and so we can apply Lebesgue's Dominated Convergence Theorem:
The double integral on the right-hand side gives
By using the subsitution u = 1/t, and reporting the result in Equation (5.4), we obtain
Similarly,
The double integral on the right-hand side equals
Hence, after reporting this in Equation (5.6), we obtain
By setting g ≡ 1 in that equation, we deduce that
2/s) and the proof is complete.
Calculation of the Lyapunov exponent
The upper Lyapunov exponent associated with the random continued fraction (1.9) features prominently in the applications considered in the introduction. By using the formulae given in Theorems 1 and 2, its computation reduces to a problem of quadrature. When α = 0, the integrals can sometimes be expressed in terms of modified Bessel functions (cf. [5] , Ex. 5.5, p.171). Indeed, set
where the b p satisfy the recurrence relation
By using the starting values
we can therefore compute λ p,s (0) for p ∈ N. The following result, which expresses λ p,s (α) in terms of the Lyapunov exponent at α = 0, is therefore of interest:
Lemma 6.1.
Proof. We take the integral in Equation (2.10) as our starting point. By making the substitution
we obtain
where ϕ(t) = t + 1/t + 2 cos(2α) .
With the substution τ = 2 √ ϕρ/s in the integral with respect to ρ, this becomes
Hence, by making the substitution t = 1/x, we obtain
The result follows when this is reported in Equation (6.1). When α = ±π/2, we can make use of the expansion (4.9). By exploiting the very simple structure of the terms, it is straightforward to generate several hundreds of them by recurrence; see Appendix F for the details. Thus
The series is divergent, but one can nevertheless compute its sum by using standard summation techniques [3] . The plots of λ p,s (π/2) against s for various half-integer values of p shown in Figure 5 (b) were obtained by using a Padé approximanti.e. a rational function of s that matches the series to O(s 64 ). The limit s → ∞ is also interesting. From the exact formulae, we deduce, for the first four integer values of p, 
where n ∈ Z, and the complex numbers u and v are such that | arg u| < π, | arg v| < π and | arg(u + v)| < π/4 .
For n = −1, the value is given by Macdonald's formula [19] , §13.71:
Differentiate this identity with respect to u, and then multliply it by u to obtain
after integration by parts. If we interchange u and v, this becomes
rdrdθ .
The substitution
where ϕ(t) = t + 1/t + 2 cos(2α) . Hence
Next, we make the change of variable r = 2 sτ ϕ(t) t Also, since the entries a n are gamma-distributed, the support of A n is not contained in any compact subgroup of GL(2, C). Furthermore A * n (α) = A n (−α) and hence the invariant measure for A * n (α) is continuous for all α ∈ [−π/2, π/2]. We may therefore use Proposition 3.3 in [5] , p. 26, to deduce the uniqueness of ν. In the same way, Theorem 3.6 in [5] is, p. 27, is applicable-a fact that will be used shortly (all these results hold in the complex domain-cf. Exercise 6.2 in [5] , p. 37).
For every α ∈ [−π/2, π/2], the moments
exist. This implies that ln |z| is ν-integrable. In particular
are finite. We can write
Then, using the invariance equation (C.1) and the fact that µ is a probability measure, we get
where the last equality follows from Theorem 3.6 in [5] . This proves the formula (2.10).
Appendix D. Proof of Theorem 1
Proof. By direct substitution in Equation (3.4) . To facilitate the calculation, define
We note that r 0 = r, X 0 = X and Y a ≡ Y .
We can write
A lengthy but straightforward calculation reveals that
Hence, by integrating Equation (D.1) with respect to a, we obtain
we obtain, after integration by parts,
Thus,
and, reporting this in Equation (D.2), we have shown that
It follows easily that f α satisfies Equation (3.4).
Appendix E. Proof of Theorem 2
Proof. We need only consider the case α = π/2. As in the case |α| < π/2, the proof is by direct substitution of the expression
into the integral equation (4.3) . By making the substitution u = −1/y − a in the integral on the right-hand side of Equation (4.3), we obtain
At this point, it is helpful to treat the cases y < 0 and y > 0 separately. Let us begin by assuming that y > 0. Then c(u) = −∞ on the right-hand side of the last equation and, by changing the order of integration, we obtain 1
Then, after making the subtitution τ = −1/t, followed by v = 1/u+y, this becomes 1
In order to prove that Equation (4.3) holds for y > 0, we therefore only need to verify that
holds identically for every y > 0. Clearly, it holds when y = 0+, and so it will be sufficient to show that the derivatives are the same. The derivative of the right-hand The α k and β k satisfy the recurrence relations
The coefficients λ (n) p,s (π/2) in the series for the upper Lyapunov exponent can then be obtained easily by taking the ratio of the series (F.4) and (F.3).
