Abstract. We show that three well-known perturbation bounds for matrix eigenvalues imply relative bounds: the Bauer-Fike and Ho man-Wielandt theorems for diagonalisable matrices, and Weyl's theorem for Hermitian matrices. As a consequence, relative perturbation bounds are not necessarily stronger than absolute bounds; and the conditioning of an eigenvalue in the relative sense is the same as in the absolute sense.
1. Introduction. Let A be a complex square matrix; and let A + E be a perturbation of A. We want to estimate the error in an eigenvalue^ of A + E when it is viewed as an approximation to an eigenvalue of A.
Traditional perturbation results bound the absolute error in an eigenvalue. The Bauer-Fike theorem 2, Theorem IIIa], for instance, bounds the absolute distance between^ and a closest eigenvalue of a diagonalisable matrix A by j ?^ j (X) kEk; where (X) = kXk kX ?1 k is the condition number of an eigenvector matrix X of A.
The simplest way to generate a relative perturbation bound is to divide an absolute error bound by a (non-zero) eigenvalue. In case of the Bauer-Fike theorem we get j ?^ j j j (X) kEk j j :
Now the bound depends on . In particular, the bound is smaller for eigenvalues that are large in magnitude than for those that are small in magnitude. However this kind of relative perturbation bound may not be good enough, because there are algorithms that compute all eigenvalues to high relative accuracy, even those of small magnitude. Among such algorithms are Jacobi methods for Hermitian positive-de nite matrices 4, 13] , and the dqds algorithm for certain tridiagonal ma- trices 7] . These algorithms have`genuine' relative error bounds that do not depend on the eigenvalues.
Our original motivation was to determine under which circumstances we can nd genuine relative perturbation bounds that do not depend on the eigenvalues. In particular, does the existence of such a bound depend on the properties of the matrix (e.g. Hermitian positive-de nite) or on the properties of the perturbation (e.g. relative component-wise)?
Our answer is that genuine relative perturbation bounds exist whenever absolute bounds exist, for almost any matrix and for any perturbation. In particular we show that three well-known absolute bounds imply genuine relative bounds. In this sense relative bounds are no stronger than absolute bounds. We also show that corresponding absolute and relative perturbation bounds have the same condition number.
1.1. Overview. In x2 we show that the Bauer-Fike Theorem for diagonalisable matrices implies a large class of relative bounds. The condition number is the same for relative and absolute bounds. We conclude that the eigenvalues of a normal, non-singular matrix are well-conditioned, in the absolute as well as in the relative sense.
In x3 we derive a relative perturbation bound for normal matrices that suggests that the eigenvalues of a normal matrix are as well conditioned as the eigenvalues of its positive-de nite polar factor. The bound is invariant under congruence transformations. Hence the eigenvalues of a graded, normal matrix are no more sensitive to perturbations than the eigenvalues of an`ungraded' Hermitian positive-de nite matrix.
In x4 we show that Weyl's perturbation theorem implies a relative bound that is slightly stronger than existing bounds.
In x5 we extend the Ho man-Wielandt theorem for diagonalisable matrices and
show that it implies a relative bound. Therefore the eigenvalues of a normal matrix have the same relative error bound as the eigenvalues of its positive-de nite polar factor, which suggests that they are as well conditioned as the eigenvalues of its positive-de nite polar factor. Therefore the relative error bound is invariant under congruence transformations extracted from the perturbation and the positive-de nite polar factor. Corollary 3.4 implies essentially that the eigenvalues of a graded, normal matrix are no more sensitive than the eigenvalues of the best`ungraded' positive-de nite polar factor. in the sense that they apply to a larger class of matrices (normal as opposed to Hermitian), to a larger class of perturbations (norm-wise as opposed to componentwise), and to a larger class of grading matrices (non-singular as opposed to real diagonal).
To relate our results to those in 15, x2], 16 , x2], we assume that the backward error is scaled in the same way as the matrix so that kE 1 what is left over after extracting the grading from the positive-de nite polar factor.
One might argue that in Corollary 3.5 the polar factor of M would be preferable to the polar factor of A. But then we would be comparing apples and oranges. Because A and H have the same eigenvalues (in magnitude), we have to compare the scaled version of A (which is M) to the scaled version of H (which is M 1 ).
In the special case when M is unitary we arrive at the same conclusion as 16, Theorem 2.37], namely that the eigenvalues of A are well-conditioned. for some permutation . Note that (X) and (X) are expressed in the two-norm, rather than in the Frobenius norm. This makes the bound tighter because the twonorm never exceeds the Frobenius norm.
To demonstrate that an absolute Ho man-Wielandt-type bound implies a relative version, we need an absolute bound that is slightly stronger than (5.1). We replace The stronger Ho man-Wielandt Theorem below bounds the sum of absolute errors in the products of the eigenvalues of A and C. 
