Abstract The research on brain computer interfaces (BCIs) has become a hotspot in recent years because it offers benefit to disabled people to communicate with the outside world. Steady state visual evoked potential (SSVEP)-based BCIs are more widely used because of higher signal to noise ratio and greater information transfer rate compared with other BCI techniques. In this paper, a multiple signal classification based method was proposed for multi-dimensional SSVEP feature extraction. 2-second data epochs from four electrodes achieved excellent accuracy rates including idle state detection. In some asynchronous mode experiments, the recognition accuracy reached up to 100 %. The experimental results showed that the proposed method attained good frequency resolution. In most situations, the recognition accuracy was higher than canonical correlation analysis, which is a typical method for multi-channel SSVEP signal processing. Also, a virtual keyboard was successfully controlled by different subjects in an unshielded environment, which proved the feasibility of the proposed method for multi-dimensional SSVEP signal processing in practical applications.
Introduction
A brain computer interface (BCI) is a communication system that does not depend on the brain's normal output pathways of peripheral nerves and muscles [1] . The ultimate goal of a BCI is to create a specialized interface that allows an individual with severe motor disabilities to have effective control of devices such as computers, speech synthesizers, assistive appliances and prostheses [2] .
Electroencephalography (EEG) is most commonly used for BCIs because it has advantages of portability and ease of use. A steady state visual evoked potential (SSVEP) is a periodic response to a visual stimulus modulated at a frequency higher than 6 Hz [3] (or 4 Hz [4] ). It can be recorded from the scalp as a nearly sinusoidal oscillatory waveform with the same fundamental frequency as the stimulus, and often includes some higher harmonics. The amplitude and phase characteristics of SSVEPs depend upon the stimulus intensity and frequency. SSVEP-based BCIs are becoming a research hotspot because it has many advantages over other BCI systems including a higher signal to noise ratio (SNR), and a faster information transfer rate (ITR). It also does not require intensive training [5] .
A variety of methods have been developed and used for feature extraction for SSVEP-based BCIs [6] . Fourierbased transform methods are mostly used for power spectrum density analysis (PSDA). Most research used them to compute the accumulative power at the stimulus frequencies and their harmonics for frequency-coded SSVEPs. Or the average power centered on the stimulus frequency was calculated [7] . An important advantage of Fourier-based transforms is their simplicity and small computation time. However, the time window length of SSVEP signals needs to be long enough to enhance the frequency resolution of fast Fourier transform (FFT) when the sampling frequency is confirmed. This might limit practical applications because it has a lower ITR [8] . Additionally, a larger window length could lead to classification errors during the changing of stimuli. The studies [8] [9] [10] all used wavelet analysis to estimate power at relevant frequency points. A key problem with applying wavelet analysis is how to choose an appropriate mother wavelet to attain good performance. Although the wavelet analysis is better for non-stationary signal processing compared with Fourier transform, it is developed based on Fourier transform, which is fit for processing linear signals. New methods suitable for non-linear and non-stationary signal processing are needed. In this case, Hilbert Huang transform (HHT) is adopted in previous studies [11, 12] . HHT has more stability than FFT, which means the recognition accuracy will not change greatly when the data length varies. Although HHT can be well used for non-linear and non-stationary SSVEPs, its computation time is higher compared with Fourier transform. All the methods discussed above were commonly employed to process single channel SSVEPs. Signals from multi-channel EEG are less affected by noise than signals from a unipolar or bipolar system. The combination of signals collected from different channels (electrodes) is also referred to as spatial filtering. Typical methods like minimum energy combination (MEC) and maximum contrast combination (MCC) are the most commonly utilized [13] [14] [15] [16] . Another method named canonical correlation analysis (CCA) can be employed to extract features from a different viewpoint. It computes the correlation of two multi-variable datasets [17] . Paper [18] used CCA to recognize SSVEP for the first time. A further comparison between the CCA and PSDA method was done by Hakvoort et al. [19] , which showed that CCA had better performance. Spatial filtering methods have the advantage of combining signal pre-processing and feature extraction together.
In this paper, a new method based on multiple signal classification (MUSIC) was proposed for feature extraction of multi-dimensional SSVEPs. One of the typical applications of MUSIC is to solve the problem of harmonic retrieval for one-dimensional signals. The principle of using MUSIC for target frequency recognition of multidimensional SSVEPs was explained in detail. Also, a criterion used to determine the number of eigenvectors constructing the signal subspace for power spectrum estimation was proposed. The method was verified with both simulated and real SSVEP data. Experiments in synchronous and asynchronous modes were conducted. The results show that MUSIC achieved a good frequency resolution. Meanwhile, it is capable of suppressing noise because it decomposes the original data into signal subspace and noise subspace. Compared with CCA, MUSIC is more flexible, as the number of eigenvectors constructing the signal subspace is adjustable. The recognition accuracy was better than CCA in most situations. Finally, the proposed method was successfully utilized for users to control a virtual keyboard in an unshielded environment. This paper is organized as follows: methods including the principle of MUSIC, the procedure of SSVEP signal processing and the setup of experiments are explained in ''Materials and methods'' section. The experimental results are illustrated in ''Results'' section. Discussion and conclusions are presented in ''Discussion'' section and ''Conclusions'' section.
Materials and methods
Multiple signal classification for SSVEP signal processing MUSIC was first proposed by R. O. Schmidt in 1979 [20] . It is often used to solve the problem of harmonic retrieval and direction of arrival. The data model [21] can be expressed as follows.
Here, wðnÞ is additive noise. a k , f k and / k represent the amplitude, frequency and phase respectively.p denotes the number of harmonics.
The SSVEP signal is a periodic response to the stimulus frequency and its harmonics, which can be modeled using the above formula. Actually, many other methods like MEC, MCC or CCA employ similar data models to represent SSVEPs. The model includes sum of stimulus frequencies and noise. They are typically used for multichannel signals. In this situation, the data model should be defined as:
XXðnÞ ¼ ½x 1 ðnÞ; x 2 ðnÞ; . . .; x num ðnÞ ð2Þ
Here, num is the number of channels. It is assumed that the data includes both signals and noises, which are independent of each other [22] . Thus, the covariance matrix can be decomposed into signal and noise components.
As mentioned before, the typical use of MUSIC method is to solve the problem of harmonic retrieval for one-dimensional signals. The principle of using MUSIC for multi-dimensional SSVEP signal processing is illustrated as follows.
A simulated signal according to Formula (1) is generated as:
where, the value of f S is 256, and n ranges from 1 to 512. 
The first row of the new matrix includes xð1Þ; xð2Þ; . . .; xðM À 1Þ; xðMÞ; the second row of the new matrix includes xð2Þ; xð3Þ; . . .; xðMÞ; xðM þ 1Þ, and so on. The last row includes xðNÞ; xðN þ 1Þ; . . .; xðM þ N À 2Þ; xðM þ N À 1Þ. Because the total number of sampling points for the original signal xðnÞ is 512, the maximum sum of M and N is 513.
The values of M and N were adjusted to reconstruct the signal. The result of power spectral analysis for the new multi-dimensional signal with various values of M and N is illustrated as Fig. 1 .
It is seen in Fig. 1a only one harmonic component of 5.632 Hz is recognized. While in Fig. 1b, c, d , two harmonic components of 5.376 and 5.888 Hz can be recognized, which are quite close to the harmonic components of the original signal represented by Formula (3). For real SSVEP signals, the recognition accuracy of target frequencies doesn't normally need to be 0.001 Hz. The harmonic recognition effect became better with the value of M increasing in experiments. However, the result would not improve any more if M increased to some extent.
For the matrix X, each row can be seen as a time series. Compared the next row with the last low, the next one can be regarded as a unit-time delay time series of the last one. The real SSVEP signal as in Formula (2) (5) and X in Formula (4) are quite similar. XX new can be seen as the reconstructed multi-dimensional signal, which is to be analyzed by the MUSIC method for harmonic components recognition. The feasibility of using MUSIC for multi-dimensional SSVEP signal processing were verified by both simulated data and real SSVEP data, and it can be seen in the section Results.
The detailed computation procedure is described as follows:
(1) Assume that the original SSVEP signal is a sam Â num dimension matrix. sam and num represent the number of sampling points and the number of channels. (2) As explained above, sam can be seen as M in Formula (4), and num can be seen as N. The eigenvectors corresponding to the k largest eigenvalues constitute the signal subspace, while the remaining eigenvectors constitute the noise subspace. How to confirm the value of k is also discussed in this paper. (4) Use the signal subspace or the noise subspace for power spectrum estimation as follows.
I is a sam Â sam dimensional unit matrix. S i and N o represent the signal and the noise subspace with dimensions of sam Â k and sam Â ðsam À kÞ. a F is a 1 Â sam dimensional matrix. The value of each element is:
Here, f s is the sampling frequency, Df is the frequency interval, and f is the target frequency.
The value of k can be defined as a constant which is obtained by conducting experiments. The idea is like setting a threshold. It needs time to adjust the value to maximize the recognition results. Inspired by the principle of minimum energy combination [14] , which is another important technique for spatial filtering, the number of eigenvalues is chosen corresponding to the following equation.
Here, d 1 is the largest eigenvalue of the covariance matrix and d 1 , d 2 till d k are sorted in descending order. Only these eigenvectors whose corresponding eigenvalues are no less than 1 % of the largest eigenvalue are classified as the signal subspace for spectrum estimation.
The SSVEP signal processing usually includes data preprocessing, feature extraction and feature classification. In our research, a low-pass filter with a cut-off frequency of 30 Hz and a 50 Hz notch filter were used for pre-processing. The original data were segmented into epochs for feature extraction via the MUSIC method. The basic idea is to compute the power values at stimulus frequencies. As for feature classification, the frequency corresponding to the maximum power value was recognized as the target one. If there are n stimulus frequencies which are f 1 , f 2 till f n . The power value Pðf Þ corresponding to each frequency is computed as shown in Formula (6). And then the target frequency is confirmed as the following formulas.
From the above two formulas, it can be seen that we should focus on the magnitude relation of power values corresponding to different stimulus frequencies, not the absolute magnitude of a specific power value. Therefore, the units of power values are not labeled in all figures in this paper.
A dwell time, which means the state of one target kept for a period of time, was employed to reduce the false positives. The detailed explanations about this are given in the Results and Discussion sections.
The recognition results were compared with the CCA method in experiments. Here, the principle of CCA [23] 
Then the correlation coefficient q ¼ corrðU; VÞ between U and V is computed. a ¼ ða 1 ; a 2 ; . . .; a p Þ and b ¼ ðb 1 ; b 2 ; . . .; b q Þ are named canonical variables when q has the largest value, and q is the canonical correlation coefficient between X and Y.
If there are four stimulus frequencies used in practical applications which are f 1 , f 2 , f 3 and f 4 , four reference signals should be constructed as follows:
If the original SSVEP data are denoted by X 1 , the aforementioned CCA method is used to compute the correlation coefficients q 1 , q 2 , q 3 , q 4 between X 1 and X 21 , X 22 , X 23 , X 24 . Then the target frequency is dertermined according to the following formula.
f target ¼ arg maxðqðf ÞÞ; target 2 f1; 2; 3; 4g ð 18Þ
It is noted that the reference signals only use the fundamental harmonic components corresponding to stimulus frequencies. The second or other harmonics can be also used to calculate the correlation coefficients if necessary.
Experimental setup
As the signal and noise components of simulated data are deterministic, the simulated data are suitable for method verification. But the real SSVEP data are more persuasive to prove that the proposed method can be used in practical applications. So both simulated and real SSVEP data were used in our experiments.
Simulated data
In experiments, four-channel data were generated. Each channel includes two sine waves to simulate the harmonic components of SSVEP and random noise. The frequencies of two sine components are 5.384 and 5.871 Hz, respectively, the same as the harmonic components used in Formula (3). The data are expressed as follows. 
Here, f s is the sampling frequency equal to 256 Hz. N is the total number of sampling points with a value of 512. n represents each single sampling point ranging from 1 to 512. Thus, S is a 4 Â 512 dimensional matrix. It is noted that the frequency interval of two components is 0.487 Hz. It doesn't strictly meet the frequency resolution requirement for traditional FFT method to estimate the spectrum, because the resolution is computed as 0.5 Hz (f s =N ¼ 256=512). Also, both of the frequency points 5.384 and 5.871 are not located on the FFT spectral lines. However, MUSIC can better estimate the power values at these two points. It is shown in the Results section.
Real SSVEP data
The stimulus panel contains four LED blocks each measured as 2 9 2 cm. The distance between LED blocks and the flickering frequencies are adjustable. The effects of these parameters on experimental results are discussed in the following section.
A Symtop UE-16B EEG amplifier was used in our experiments as shown in Fig. 2 . It has 16 channels and a USB interface. The maximum sampling frequency can be adjusted to 1000 Hz. A low-pass filter and a notch filter are developed in the amplifier.
In reality, the sampling frequency was set to 200 Hz, because the frequency of EEG signals is usually lower than 100 Hz. Also, the stimuli frequencies used in experiments are lower than 30 Hz. The choice of 200 Hz is reasonable. Besides, an appropriate sampling frequency rather than a higher frequency saves the computation time. The cut off frequency of the low-pass filter was set to 30 Hz and the 50 Hz power line interference was removed by a notch filter. All 16 channels (Fp1, Fp2, F3, F4 , C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, and T6) were utilized to acquire the original EEG data in early stages. The number of channels was reduced to 4 (P3, P4, O1, O2) in later experiments. Five subjects (one female, four male) participated in the experiments for performance analysis of related methods. All of them have good eye vision. The average age is 25.4 years old. More subjects were asked to conduct the experiment for real time control of a virtual keyboard. All experiments were done in an unshielded environment.
Two different kinds of experiments were designed for the five subjects, namely synchronous paradigm and asynchronous paradigm. Regarding the synchronous one, three sessions were conducted: (i) Only one of the four stimuli was flickering. Subjects looked at the flickering one for 40 s from the 20th second; (ii) Only one of the four stimuli was flickering. Subjects looked at each area corresponding to stimuli not flickering for 20 s consecutively from the 20th second; (iii) Four stimuli were flickering at the same time. Subjects looked at each one for 20 s consecutively from the 20th second. Labels were used to indicate different experiment sessions as illustrated in Fig. 3 . As for the asynchronous paradigm, two following sessions were carried out: (i) Subjects looked at different stimuli according to a predefined number sequence. Once a target was recognized, subjects turned to look at the next stimulus. In our experiments, three number sequences were defined as '1-2-3-4', '1-3-2-4' and '1-4-2-3'; (ii) Subjects looked at stimuli randomly, and no sequence was defined before the experiment.
Virtual keyboard layout
In order to verify the aforementioned method, a virtual keyboard was designed for subjects to input words. In this application, four stimuli were used to move the cursor along four different directions: up, down, left and right. The fifth stimulus was used to represent the ''confirm'' command for selecting a letter or a symbol of the keyboard. It can be seen from Fig. 4 that the keyboard contains 26 letters and other symbols. The layout of the keyboard is based on the frequency of how often these symbols are used [14] . The more frequent they are used, the closer they are placed near the center of the keyboard. When the cursor moved on a letter or a symbol, the background color turns red. When the letter or the symbol is selected, the text box at the bottom of the screen displays the selected symbol with previous symbols. Figure 5a illustrates the power spectrum obtained by MUSIC method. The spectrum area around 6 Hz was zoomed in as shown in Fig. 5b .
Results

Simulated data analysis
It is obvious in Fig. 5b that two peaks appear at around 5.3 and 5.8 Hz, which are almost equal to the harmonic components of the simulated data. Also, the spectral curve is smooth in Fig. 5b , which means a high frequency resolution can be acquired.
Real SSVEP data analysis
For real SSVEP signals, MUSIC was utilized to calculate the power at those stimulus frequency points. The stimulus frequency corresponding to the maximum power value was recognized as the target one. Taking the processing results of dataset A03 as an example, as shown in Fig. 6 , four curves with different colors represent the power values of the four stimulus frequencies (6, 7, 8, 9 Hz) .The values corresponding to the second stimulus are higher than the other three after the 22nd seconds. The 2-second delay is mainly caused by the response time when subjects changed from the idle state to the work state. In addition, a dwell time, which means SSVEP signals responding to one stimulus have to keep for a period of time, was employed in real applications in order to reduce the false positives. The dwell time was adjusted in experiments. The CCA method was used to compare the processing results. The original SSVEP data were segmented into epochs of 400 sampling points, which means the time duration was 2 s (sampling frequency is 200 Hz). Data overlapping was used to make the time window move smoothly. Results of no overlapping and 50 % overlapping were compared. Table 1 shows one subject's recognition rates under different conditions during the first session in the synchronous mode. The frequencies corresponding to A01, A03, A05 and A07 were 6, 7, 8 and 9 Hz. Original data were segmented into epochs of 400 points.
The recognition rates of one subject during the second session are shown in Table 2 . In this session, only one stimulus was flickering. The subjects looked at other areas of stimuli not flickering in order, which means the subjects were in idle states all the time. So, the aforementioned dwell time was utilized. Several consecutive decisions made one final target choice. The parameter of consecutive numbers was tested in experiments. Overlapping was also employed to recognize the target smoothly.
In the third session, the use of covers on stimuli, the distance of neighboring stimuli were changed to compare the different recognition results. The four stimulus frequencies used in Table 3 were 6.5, 7.5, 8.5 and 9.5 Hz, respectively.
In the first session of the asynchronous mode, subjects looked at stimuli following predefined number sequences '1-2-3-4', '1-3-2-4' and '1-4-2-3'. Once a target was recognized, subjects turned to look at another one immediately. It is different from the experiments in the synchronous mode, in which subjects looked at each stimulus for a fixed period of time.
Taking one number sequence '1-2-3-4' as an example, the frequency power at four stimulus frequencies was illustrated in Fig. 7 . Subjects repeated looking at stimuli orderly three times. The frequencies used were 6.5, 7, 7.5 and 8 Hz, respectively. It means the frequency resolution was reduced to 0.5 Hz, while the above experimental results were obtained with frequency resolution of 1 Hz. As seen in Fig. 7 , frequencies with an interval of 0.5 Hz can be clearly distinguished using the MUSIC method just like the simulated data. Five subjects participated in experiments. Each of them finished looking at all stimuli corresponding to three number sequences for three times. The experimental time consumption for all subjects to complete different tasks is listed in the following Table 4 .
In the second session of the asynchronous mode, subjects looked at whichever stimulus as they would like to for about 100 s. This situation is more like the real world applications without external interference. The first session was to estimate the time consumption time of target recognition, while this one was to estimate the recognition accuracy in the asynchronous mode as seen in Table 5 . Figure 4 illustrates the whole procedure of spelling the word ''BRAIN''. For five different subjects, the time consumption of spelling ''BRAIN'' or ''BCI TEST'' was recorded as shown in Table 6 . Table 6 shows the spelling speed for different subjects were not the same even for the same word. As for ''BRAIN'', it takes 11.6-17 s to output a letter or a symbol. In terms of ''BCI TEST'', the average time is 15-15.88 s. Taking the word ''BRAIN'' as an example, the steps of choosing these five letters starting from the keyboard center are 2, 1, 2, 1 and 1, respectively. The total step is 7. Considering the five ''confirm'' commands, 12 steps are needed to spell the word ''BRAIN''. It means each step * Condition 1 data length = 400, overlapping = 0; number of channels = 16. Condition 2 data length = 400, overlapping = 50 %; number of channels = 16. Condition 3 data length = 400, overlapping = 50 %; number of channels = 4 takes about 4.83-7.08 s. This time is longer than that of the asynchronous mode experiments without device control. It is partly because subjects need time to choose which the next target is when spelling a specific word.
SSVEP-based virtual keyboard
Discussion Enhancement of frequency resolution
For stimulated data, the MUSIC method was used to estimate the power at two nearby frequencies. As for FFT, power values can be computed only at points where the frequency is an integer multiple of the frequency resolution, such as, 0, 0.5, 1, 1.5 Hz and so on. In Fig. 5b , it is obvious that two maxima appear at around 5.3 and 5.8 Hz, which are the real harmonic components of the stimulated data. It means the MUSIC method can achieve high frequency resolution. In addition, MUSIC decomposes data into signal subspace and noise subspace. The noise can be removed to some extent when estimating the power spectrum.
One-target recognition
For the real SSVEP signals, we compared the experimental results of MUSIC and another typically used method CCA. As shown in Tables 1, 2 and 3, the MUSIC method achieved higher recognition accuracy in most cases. Exceptions existed, as the numbers in red color in these tables illustrated that CCA performed better than MUSIC sometimes.
In Table 1 , one subject looked at only one stimulus for 40 s. All segmented data length was 2 s. The accuracy was better when 50 % data overlapping was used for 16-channel SSVEP signals. Also, the results showed that 4-channel (P3, P4, O1 and O2) signals could be utilized for detecting the target stimulus except dataset A1. This is because not all frequencies evoke strong SSVEPs when applied to different individuals. It is proved that more channels do not definitely produce better results, because SSVEP signals are not evenly distributed on the brain surface. Some channels might contain more noise rather than SSVEP related signals. In addition, reducing the number of channels shortens the preparation time before experiments, which is important for implementing a real BCI system.
Idle state detection
The frequency with the maximum power value was recognized as the target one in Table 1 . However, in the idle state, when subjects didn't focus on any stimulus, this method could cause false positives. Idle state detection becomes another key issue. There are two common ways to solve this problem. A dwell time or a threshold can be employed for idle state detection. The accuracy in Table 2 was calculated by using a dwell time. A same target was recognized for several consecutive times, and then a final decision was made as seen in Fig. 8 . Figure 8 shows that three consecutive decisions make a final decision, which means if three consecutive one-time decisions are identical, and then a final decision is made to confirm a target. The overlapping percentage is 2/3 in this example. That means there is a 'decision window' moving along the time axis. It can be seen in Table 2 that under condition 4, where the data length was 400 points with 50 % overlapping and the number of channels was 4, better performance was achieved than other conditions. For comparison, the threshold method was also employed. The threshold was obtained from training data. For each stimulus frequency, a period time of data in the work state and the idle state was acquired. The threshold was adjusted to maximize the total recognition rate, which was defined as value of the sum of true positives and true negatives divided by the total training number. * Condition 1 data length = 400, overlapping = 0; number of channels = 16; 2 consecutive decisions (overlapping: 1) made one final target choice. Condition 2 data length = 400, overlapping = 50 %; number of channels = 16; 2 consecutive decisions (overlapping: 1) made one final target choice. Condition 3 data length = 400, overlapping = 50 %; number of channels = 16; 3 consecutive decisions (overlapping: 2) made one final target choice. Condition 4 data length = 400, overlapping = 50 %; number of channels = 4; 3 consecutive decisions (overlapping: 2) made one final target choice As seen in Table 7 , the idle state could be better detected by using a threshold. If the threshold and the dwell time were used together, the recognition accuracy can be even up to 100 %, such as dataset A06. It is noticed that using a threshold can achieve better results, but it is more time consuming compared with using a dwell time. Preparation time is needed to acquire training data for all stimulus frequencies. Recognition accuracy was higher than 83 % when using a dwell time in experiments. And there is no extra time needed in advance. That is an advantage of using a dwell time. However, a longer dwell time leads to delay of recognition. In real applications, the choice of the dwell time should be considered based on requirements of the detection speed and the detection accuracy. Table 3 reflects the recognition accuracy when subjects looked at each stimulus consecutively when all stimuli were flickering. The influence of stimulation design on recognition results was tested in experiments. If two neighboring stimuli were too close, it was not easy for subjects to focus on one stimulus. This explained the poor results. Through experiments, a distance of 4 cm seemed reasonable. The distance made the stimulation panel not too big, and the mutual influence of nearby stimuli could be reduced. Also, a layer of thin paper was covered on the stimuli, which made the light more centralized. Recognition rates shown in Table 3 proved that it did improve the recognition results.
Multi-target recognition
The idle state data and the work state data were analyzed alone with or without the use of a dwell time as discussed above. In real applications, all data should be processed under the same condition. Table 8 shows the recognition results of one subject during all three sessions. Three consecutive decisions with 2/3 overlapping made a final target choice. It is shown in Table 8 that the recognition rates in the work state were reduced compared with the situation when no dwell time was used. Subjects might have difficulty in keeping focusing on one stimulus for 40 s. This affected the overall recognition accuracy. For the third session, the results became even worse. This is mainly caused by the transition from looking at one stimulus to looking at another, as seen in Fig. 9 showing the stimulus frequency power values of data B02 in Table 8 . It took time for subjects to get used to another stimulus. The response time made the results worse. In addition, 80 s was quite a long time for subjects to keep focused during this session. The results could be affected if subjects' attention was distracted.
Asynchronous mode target recognition
In the asynchronous mode, from both Fig. 7 and Table 4 , it can be estimated that it took about 5 s to finish one-target recognition. But the consumption time is different for different subjects or sequences. Actually the original data were processed every one second, but subjects couldn't move eyes from one stimulus to another instantly. The response time existed inevitably when subjects were informed to look at the next stimulus. At most times, one response potential was evoked following a former potential quickly. However, for each potential, it lasted for a period of time. Also, a dwell time caused the delay of one final decision, which made the whole procedure longer. In the second session, the accuracy when subjects looked at stimuli as they wanted for about 100 s was tested. The performance was quite good as seen in Table 5 . Three of them achieved accuracy of 100 %. For this experiment, not only the target stimulus should be recognized, but also the idle state had to be detected. For all experiments in the asynchronous mode, a dwell time was used to reduce false positives. In addition, the idle state detection was conducted in this asynchronous mode. All stimuli were flickering and the subject looked other places rather than the stimulation panel for 100 s. However, in the previous synchronous mode, only one of the stimuli was on and the subject looked at other stimuli areas even they were not flickering. This test in the asynchronous mode means subjects are completely in an idle state without any external interference. The recognition accuracy for this experiment is shown in the following Table 9 .
It can be seen from Table 9 that the accuracy is better in this experiment than that in the synchronous mode for idle state detection. The subjects kept in an idle state for a period of 100 s, and the detection accuracy for Subject 3 was even up to 99.50 %, which is a satisfactory result. For in this experiment, although all stimuli were flickering, the subject looked at other areas rather than the stimuli. While for the previous one, the flickering stimulus had influence when subjects looked at other stimuli areas. Also, no predefined time duration was set in the asynchronous mode. All these contributed to good results.
Number of eigenvectors constituting the signal subspace
It was mentioned that a segmentation ratio was proposed to confirm the number of eigenvectors to be used for constituting the signal subspace of the MUSIC method in our research. This value can be set to a constant, too. Let p represent this value. We did experiments to compare the recognition results as shown in Table 10 by using the constant method and the proposed method. Table 10 reflects that the proposed method produced better results. It is more flexible than the constant method. * Condition 1 data length = 400, overlapping = 50 %; number of channels = 4; 3 consecutive decisions (overlapping: 2) made one final target choice. Condition 2 data length = 400, overlapping = 50 %; number of channels = 4; a threshold made one final target choice. Condition 3 data length = 400, overlapping = 50 %; number of channels = 4; a threshold and 2 consecutive decisions (overlapping: 1) made one final target choice However, the segmentation ratio is set to be 0.01 in our research. This ratio was obtained after conducting some previous data analysis, too. Figure 10 illustrates the power values corresponding to five stimuli. The five frequencies are 6.5, 7, 7.5, 8 and 8.5 Hz, which are mapped to five numbers 1, 2, 3, 4 and 5. The numbers are used to represent five commands: up, confirm, left, down and right. As seen in Fig. 10 , the frequency corresponding to the maximum power value is different during the spelling process. The number sequence is ''4-5-2-4-2-3-3-2-1-2-3-2'' when mapping the frequencies to numbers. This sequence is translated to commands ''up-right-confirmdown-confirm-left-left-confirm-up-confirm-left-confirm''. According to these commands, five letters B, R, A, I and N are selected. It takes about 60 s to finish the whole procedure, which means each step consumes about 5 s. It is noticed that a control strategy was used during the spelling procedure. Only if one recognition number (corresponding to one frequency target) lasts for a certain period of time, is a control command confirmed. This explains the recognition time is longer than that of the asynchronous mode experiments without device control, too. If the commands change too quickly, the cursor moves quickly. It is hard for subjects to focus on one letter or symbol. Also, the subjects need time to decide the move path of the cursor. This is why the control strategy is necessary.
Control of a virtual keyboard
Conclusions
SSVEP-based BCI systems have great potential in real world applications, and the signal processing algorithm is of great importance. In this paper, a MUSIC-based method was proposed for multi-dimensional signal processing and a segmentation ratio for determining the number of eigenvectors constituting the signal subspace was suggested.
The experimental results with simulated data proved that this method could provide high frequency resolution. Also, the multi-channel (dimensional) signals have the anti-noise ability, so the power spectrum estimation is more accurate. The method was verified with real SSVEP signals acquired in an unshielded environment. The original data were segmented into 2-second epochs with a sampling frequency of 200 Hz. Four channels were enough for feature extraction. The basic idea was to compute the frequency power at stimulus frequencies. Then the frequency with the maximum power value was recognized as the target one. The results showed targets could be well recognized either one stimulus was on or all stimuli were on, compared with a typical multi-channel signal processing method CCA. It was feasible to detect the idle state using a dwell time in our experiments. A disadvantage of this method is that it caused time delay for each decision. An alternative way is to use a threshold, which was obtained with training data. In our research, the threshold was gradually adjusted to maximize the overall recognition accuracy of the training data. Though it didn't cause recognition delay, the preliminary time was longer.
Finally, the proposed method was implemented in a real time application of keyboard control. Different subjects could use the virtual keyboard successfully.
Future work includes improving the algorithm to recognize the target within less time and with higher accuracy. Other factors like design of the stimuli, the subjects comfort, all should be taken into account to develop practical applications for disabled people.
