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1 Introduction
Since its introduction in Quantum Mechanics, group theory has shown to be a powerful tool
to understand and interpret physical phenomena, from the crystalline structure of solids and
the interpretation of atomic spectra to the classification of particles and the establishment
of nuclei models. In all these applications, the groups are related usually to the symme-
tries of the system, either as spectrum-generating or dynamical groups, where the Casimir
operators of the corresponding Lie algebra and those of distinguished subalgebras play a
central role to describe the Hamiltonian or construct mass formulae. In this context, one
of the main situations where group theoretical methods are applied to physical problems
is concerned with classification schemes, where irreducible representations of a Lie group
have to be decomposed into irreducible representations of a certain subgroup appearing in
some relevant reduction chain∣∣∣∣∣∣
s ⊃ s′ ⊃ s′′ ... ⊃ s(n) ...
↓ ↓ ↓ ↓
[λ] [λ′] [λ′′] ... ⊃
[
λ(n)
]
...
〉
. (1)
This is the case for dynamical symmetries used for example in nuclear physics, where
one objective of the algebraic model is to describe the Hamiltonian (or mass operator in
the relativistic frame) as a function of the invariant operators of the chain elements. The
corresponding energy formulae can the easily deduced from the expectation values in the
reduced representations. As example, the Gell-Mann-Okubo mass formula is derived using
this ansatz [1]. In many situations, the labels obtained from the reduction (1) are sufficient
to solve the problem, e.g., if we require multiplicity free reductions, as used in SU(N)
tumbling gauge models [2] or the interacting boson model [3]. However, often the subgroup
does not provide a sufficient number of labels to specify the basis states unambigously, and
multiplicities greater than one appear in the induced representations. This happens in many
of the non-canonical embeddings and generic irreducible representations (IRREPs) of Lie
algebras. Often this is not a constraint, since the interesting representations belong to a
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certain type, like totally symmetric or anti-symmetric representations, and additional labels
are not necessary to solve the problem, the degeneracies being solved directly with the
available Casimir operators.
Many different methods and procedures to solve the so-called missing label problem
(short MLP) have been developed in the literature, like projection of states, construction
of states for the members of the reduction chain, the study of the enveloping algebras to
determine all possible labelling operators, etc [4]. Even if the latter procedure allows to
find the most general labelling operator, the effective computation of integrity bases is a
rather complicated problem, and no effective method is available. Among the difficulties
appearing in this approach, we remark that no general criterion to decide how many opera-
tors are necessary to generate an integrity bases is known. From the pure physical point of
view, the question whether the found operators have some intrinsic meaning remains open,
the operators having been obtained by a formal procedure. It is however expectable that
labelling operators must have some interpretation in a physical context, as happens for the
Elliott chain su(3) ⊃ so(3) used in atomic physics, the Racah chain so(7) ⊃ G2 ⊃ so(3)
used in the description of f -electron configurations, the Interacting Boson Model based on
the spectrum generating unitary Lie algebra u(6) or the K-matrix theory used in the nuclear
sp(3) model [3–8].
Using the original conception of Lie groups as groups of transformations with their in-
finitesimal generators, an analytical approach using differential equations is possible, and
easily adaptable to the MLP [9]. This method generalizes previous procedures to compute
the Casimir invariants of Lie algebras, and corresponds to interpret Casimir operators as
functions that are constant on co-adjoint orbits. One of the advantages of the analytical
ansatz is that it is nor restricted to invariants of polynomial type. From this perspective,
labelling operators can be seen as particular solutions of a certain subsystem of partial dif-
ferential equations corresponding to an embedded subalgebra. Classical operators are re-
covered easily using the symmetrization map for tensors. In principle, the analytical method
is more direct than the pure algebraic approach based on enveloping algebra, although in-
tegration of systems of differential equations is far from being a trivial task. Additional
constraints like the orthogonality of labelling operators are still not expressible in analytical
way.
Generally, labelling problems have been analyzed for specific chains of algebras, either
combining some of the above mentioned techniques, or from an algebraic point of view,
determining the operators of lowest degree that solve the state labelling. It is not unusual
that a complete solution is still unknown, or that only certain types of labelling operators
have been constructed. This is usually justified by the computational complexity of finding
the general expression of the labelling operators. Another point of view involves the use
of the properties and branching rules determined by each embedding of a Lie algebra into
a larger one. 1 In any application, the way how a subalgebra es embedded into a larger
1Since non-equivalent embeddings of algebras lead to different branching rules, i.e., different decomposi-
tions of induced representations, the corresponding classification schemes are completely different.
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symmetry algebra s ⊃ s′ reflects the physics of the problem, corresponding to a coupling
scheme or some symmetry breaking. It is not unreasonable to think that in the case of
non-multiplicity free reductions, the labelling operators needed can be deduced from the
data provided by the embedding. Since symmetry breaking is known to be related with
contractions of Lie algebras [10], we can ask to which extent the labelling problem can be
solved without using external formal machinery. In this context, the preserved symmetry
corresponds to some subalgebra which remains unchanged by the contraction. We remark
that this approach underlies the rotor expansion method developed in [6].
Assuming the relation of the missing label problem with contractions of Lie algebras,
we can ask under which conditions they provide the labelling operators with the required
properties. Formulated in another way: how many labelling operators of the reduction
s ⊃ s′ can be obtained using the symmetry breaking with respect to s′? The first version
of this approach to the missing label problem was developed in [11], having in mind the
characterization of inhomogeneous algebras obtained from contractions of semisimple al-
gebras [35]. It was observed that any reduction chain s ⊃ s′ is naturally related to some
types of inhomogeneous Lie algebras obtained by a contraction procedure. The next step
was to give a certain meaning to the invariants of the contraction, and their possible con-
nection with solutions to the corresponding MLP. This first development only considered
the contracted invariants to generate labelling operators. This approach sufficed to solve
physically relevant missing label problems, like those with one labelling operator, as well
as other with a higher number. The results were in harmony with those obtained using other
methods. The limits of validity of the method were also established, observing that for
reductions satisfying the identity N (g) = N (s) = n no complete solution was available.
This failure is a consequence of an insufficient number of contracted invariants indepen-
dent from the initial Casimir operators. It was also remarked that, for some special cases,
although a sufficient number of independent solutions can found, linear combinations of
these are not mutually orthogonal.
The main objective of the generalized contraction ansatz in labelling problems can be
resumed in the following points:
1. Find an effective method to solve the MLP using explicitly the properties of the em-
bedding s ⊃ s′ and the decomposition it induces on the Casimir operators.
2. Justify a physical choice of labelling operators as “broken Casimir operators” or lin-
ear functions of them.
3. Find a satisfactory explanation for the non-integer expectation values of labelling
operators observed in the classical reduction chains.
The aim of this work is to review the actual progress on the missing label problem us-
ing the contraction ansatz, as well as some applications where this procedure could be of
notable interest. The extrapolation of this approach to other types of reduction chains, like
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the problem of the Racah operators, is also outlined. More specifically, we combine the
analytical method of [9] for solving the MLP with contractions of Lie algebras with some
refinements concerning the decomposition of Casimir operators. After recalling that for any
embedding s ⊃ s′ of (semisimple) Lie algebras we can find an associated simple Ino¨nu¨-
Wigner contraction of s onto an affine Lie algebra g = s′−→⊕RnL1, where nL1 denotes
an n-dimensional Abelian algebra and R is a representation of the subalgebra s′ such that
the adjoint representation ad of s satisfies the condition ad(s) = ad(s′) ⊕ R, we see that
any invariant of the contraction g can be taken as a solution to the missing label operator.
The first question to be solved is whether and under which constraints the invariants of the
contraction g are sufficient in number to provide a set of missing label operators. We give
sufficient conditions to solve the MLP by means of this associated contraction, and derive
some useful consequences on their structure. At this point we observe that the missing label
operators inherit a physical interpretation as the terms of Casimir operators that disappear
during contraction. The possibility of recovering them by linear combinations show that
they are internally determined by the group-subgroup chain. For some degenerate cases,
where no missing labels exist, we observe that the invariants of the contraction arise as
polynomial functions of the Casimir operators of the contracted Lie algebra s and the sub-
algebra s′. Generalizing this approach, for the cases where the contraction alone is not
sufficient to find a set of labelling operators, a refinement based on a decomposition of the
Casimir operators is proposed. It is proven that any of the terms of this decomposition are
solutions to the labelling problem. This provides more possibilities to derive an orthogonal
set, and explains some features already observed in the literature, like the minimal degree
of the labelling operators. Finally, it is commented to which extent this refinement holds,
and possible future outlines are presented.
2 Missing label operators
It is well known from classical theory that any semisimple Lie algebra g possesses exactly
N (g) = l independent Casimir operators, i.e., polynomials in the generators that commute
with all elements of the algebra, where l denotes the rank of the algebra.2 The eigenvalues
of Casimir operators are used to label without ambiguity the irreducible representations
of g, while the states within a multiplet can be distinguished using the generators of the
Cartan subalgebra. In some situations, however, these operators are not enough to separate
multiplicities, and following Racah [13], we need f = 12 (dim g− 3l) additional operators
(called Racah operators) to completely classify states. The total number of internal labels
required is thus
i =
1
2
(dim g−N (g)). (2)
A similar situation holds whenever we use a some subalgebra h to label the ba-
sis states of irreducible representations of a Lie algebra g.3 The subgroup provides
2We recall that the rank is defined as the dimension of the Cartan subalgebras.
3This is what we will call “missing label problem” (short MLP).
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2(dim h+N (h))+l
′ labels, where l′ denotes the number of invariants of g that depend only
on variables of the subalgebra h [9]. To separate states within irreducible representations of
g we thus need to find
n =
1
2
(dim g−N (g)− dim h−N (h)) + l′ (3)
additional operators, which we call missing label operators. The total number of available
operators of this kind is easily shown to be twice the number of needed labels, i.e., m = 2n.
For n > 1, it remains the problem of determining a set of n mutually commuting operators
in order to prevent non-desired interactions.
The analytical approach to the missing label problem has the advantage of being for-
mally very similar to the problem of finding the generalized Casimir invariants of Lie alge-
bras. Although in general the missing label operators are neither invariants of the algebra
nor any of its subalgebras, they can actually be determined by means of differential equa-
tions with the same ansatz as the general invariant problem [9, 14–20].
Given a Lie algebra g =
{
X1, ..,Xn | [Xi,Xj ] = C
k
ijXk
}
in terms of generators
and commutation relations, we are primarily interested in (polynomial) operators Cp =
αi1..ipXi1 ..Xip in the generators of s such that the constraint [Xi, Cp] = 0, (i = 1..n) is
satisfied. Such an operator can be shown to lie in the centre of the enveloping algebra of s,
and is traditionally referred to as Casimir operator. However, in many dynamical problems,
the relevant invariant functions are not polynomials, but rational or even transcendental
functions (e.g. solvable groups in integrable systems or the inhomogeneous Weyl group).
Thus the approach with the universal enveloping algebra has to be generalized in order to
cover arbitrary Lie groups. The most convenient method is the analytical realization. The
generators of the Lie algebra s are realized in the space C∞ (g∗) by means of the differential
operators:
X̂i = C
k
ijxk
∂
∂xj
, (4)
where {x1, .., xn} is a dual basis of {X1, ..,Xn}. The invariants of g (in particular, the
Casimir operators) are solutions of the following system of partial differential equations:
X̂iF = 0, 1 ≤ i ≤ n. (5)
Whenever we have a polynomial solution of (5), the symmetrization map defined by
Sym(xa1i1 ..x
ap
ip
) =
1
p!
∑
σ∈Sp
xa1
σ(i1)
..x
ap
σ(ip)
(6)
allows to recover the Casimir operators in their usual form, i.e, as elements in the centre of
the enveloping algebra of g. A maximal set of functionally independent invariants is usually
called a fundamental basis. The number N (g) of functionally independent solutions of (5)
is obtained from the classical criteria for differential equations, and is given by:
N (g) := dim g− rank
(
Ckijxk
)
, (7)
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where A(g) :=
(
Ckijxk
)
is the matrix associated to the commutator table of g over the
given basis.
If we now consider an algebra-subalgebra chain s ⊃ s′ determined by an embedding f :
s′ → s, in order to compute the missing label operators we have to consider the equations of
(5) corresponding to the generators of the subalgebra s′. This system, as proven in [9], has
exactly N (f(s′)) = dim s− dim s′− l′ solutions. Using formula (3) it follows further that
this scalar can be expressed in terms of the number of invariants of the algebra-subalgebra
chain:
N (f(s′)) = m+N (s) +N (s′)− l′. (8)
This shows that the differential equations corresponding to the subalgebra generators have
exactly n more solutions as needed to solve the missing label problem. The scalar m de-
pends essentially on how the subalgebra is embedded. In general, to find a complete set of
solutions for the labelling problem is a difficult task. One of the main objectives is to find a
sufficient number of solutions without explicitly integrating the corresponding system, but
using the properties of the inclusion s′ subsets and some related objects like contractions
of Lie algebras.
Contractions have developed formal formal procedure to justify certain physical sys-
tems to a technique of considerable importance [10, 21–24]. It does not only allow to
relate different symmetry or classification schemes by means of limiting precesses, but also
provides useful information on the behavior of certain observables and quantum numbers,
codified in appropriate way by invariant functions or Lagrangians. Various types of con-
tractions have been developed in the literature, and their equivalence or relations have been
explored. For the MLP that interests us, only a quite specific type of contractions is of
interest, that corresponds to the symmetry breaking with respect to some inner symmetry
group. Therefore the presentation will be restricted to this type of contractions: Let g be a
Lie algebra and Φt ∈ End(g) a family of non-singular linear maps, where t ∈ [1,∞).4 For
any X,Y ∈ g we define
[X,Y ]Φt := Φ
−1
t [Φt(X),Φt(Y )] , (9)
which obviously represent the brackets of the Lie algebra over the transformed basis, and
defines an isomorphic algebra. Suppose that the limit
[X,Y ]∞ := limt→∞
Φ−1t [Φt(X),Φt(Y )] (10)
exists for any X,Y ∈ g. Then equation (10) defines a Lie algebra g′ called the contraction
of g (by Φt), non-trivial if g and g′ are non-isomorphic, and trivial otherwise [21, 23]. A
contraction for which there exists some basis {X1, ..,Xn} such that the contraction matrix
AΦ is diagonal, that is, adopts the form
(AΦ)ij = δijt
nj , nj ∈ Z, t > 0, (11)
4Other authors use the parameter range t′ ∈ (0, 1], which is equivalent to this by simply changing the
parameter to t′ = 1/t.
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is called a generalized Ino¨nu¨-Wigner contraction [23]. This is the only type of contractions
that we will need in this work. Among the various properties of contractions, we enumerate
a numerical inequality satisfied by them that will play a central role (for others see e.g. [24]):
For an arbitrary contraction g g′ the following must hold:
N (g) ≤ N
(
g′
)
. (12)
In analogy to the limiting process of the structure tensor, a notion of contraction of in-
variants and Casimir operators can also be developed [25, 26]. The procedure is formally
valid for polynomial and non-polynomial invariants, but we will only consider Casimir
operators here. Suppose that the contraction is of the type (11). If F (X1, ...,Xn) =
αi1...ipXi1 ...Xip is a Casimir operator of degree p, then the transformed invariant takes
the form
F (Φt(X1), ..,Φt(Xn)) = t
ni1+...+nipαi1...ipXi1 ...Xip . (13)
Now, defining
M = max
{
ni1 + ...+ nip | α
i1..ip 6= 0
}
, (14)
the limit
F ′(X1, ..,Xn) = lim
t→∞
t−MF (Φt(X1), ...,Φt(Xn)) =
∑
ni1+...+nip=M
αi1...ipXi1 ...Xip
(15)
gives a Casimir operator of degree p of the contraction g′. It should be remarked that,
starting from an adequate fundamental system of invariants {C1, .., Cp} of g, it is always
possible to obtain a set of p independent invariants of the contraction. It should be observed
that it is not ensured that these invariants are of minimal degree in the contraction [11], or
even that they split into a sum of more elementary invariants of the contraction.
3 Embeddings and contractions of Lie algebras
An embedding of a Lie algebra s′ into a Lie algebra s is determined by an isomorphic
mapping f : s′ −→ s. In the case of semisimple Lie algebras, the image of the subalgebra
generators can be described in terms of the usual Cartan-Weyl basis {hk, eα} of s5 by:
f(x) =
ranks∑
k=1
akhk +
∑
α∈∆
bαeα, x ∈ s
′.
Embeddings are classified up to inner automorphisms of s, and reduce the classification to
the determination of the non-equivalent embeddings classes. The question that interest us
is the behavior of representations of a simple Lie algebra when restricted to a (semisimple)
5hk denotes a generator in the Cartan subalgebra, while the eα correspond to the root vectors.
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subalgebra. An important fact is that any embedding determines a integer factor jf given
by the relation (
f(x), f(x′
)
= jf
(
x, x′
)
, (16)
where (., .) is the usual scalar product defined on the dual Cartan subalgebras [27]. This
scalar, being an invariant of the embedding class, constitutes a first label to distinguish
reduction chains. Generally we call this scalar the index of s′ in the Lie algebra s. The
index has various important properties, from which we recall only those that will be of
importance in the labelling problem. At first, given disjoint subalgebras s′j of s, the direct
sum of the subalgebras defines an embedding f =
∑
fi, the index of which is simply the
sum of the various indices jf,i. Further, for reduction chains s ⊃ s′ ⊃ s′′, the index of the
last algebra in s is the product of the corresponding indices of the chain members. The most
important property used here concern the representations. Given f : s′ → s and a linear
representation Φ of the latter algebra, then the indices of the representations 6 are related
by the formula:
jf =
lfΦ
lΦ
, (17)
where lfΦ denotes the index of the induced representation on the subalgebra. We remark
that this relation can be useful for checking the existence of embeddings with a fixed branch-
ing rule.
Among the different possibilities of embeddings, special types like regular subalgebra,
which can be directly obtained from the Dynkin diagram of semisimple Lie algebras, or S-
subalgebras, are of capital importance in the theory of semisimple Lie algebras, and are well
known [28]. The key fact is that the index jf serves to recognize the branching rules induced
by the embedding. Complete tables of branching rules have not been obtained, although for
simple complex Lie algebras and maximal semisimple subalgebras, these are tabulated up to
rank eight [29]. As a special case of these branching rules, which is moreover the important
case for the missing label problem, a reduction chain s′ →֒f s determines the following
decomposition of the adjoint representation of s:
ads = ads′ ⊕R. (18)
Here R is a (completely reducible) representation of s′ determined by the embedding index
jf .
7 The latter equation reflects a basis of s that is obtained starting from an arbitrary basis
of s′, and takes into account how the generators of the Lie algebra are coupled with those
of the subalgebra (which determines the decomposition of the representation R into IRs of
the subalgebra).
The crucial point is to construct the contraction related to the reduction chain s′ ⊂ s.
To this extent, consider a basis {X1, ..,Xs,Xs+1, ..,Xn} of s such that {X1, ..,Xs} is a
6We recall that the index lΦ of a representation R of highest weight Λ is determined by the eigenvalue of
the quadratic Casimir operator of the algebra multiplied by the factor dimR
dimadj
, where adj denotes the adjoint
representation [27].
7Complete reducibility is actually ensured only if the subalgebra s′ is semisimple.
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basis of s′, and {Xs+1, ..,Xn} spans the representation space of the induced R. This basis
adapted to the subalgebra exactly reproduces the specific structure of the embedding. The
structure tensor of s can thus be rewritten as:
[Xi,Xj ] =
∑s
k=1C
k
ijXk, 1 ≤ i, j, k ≤ s,
[Xi,Xj ] =
∑n
k=s+1C
k
ijXk, 1 ≤ i ≤ s, s+ 1 ≤ j, k ≤ n,
[Xi,Xj ] =
∑s
k=1C
k
ijXk +
∑n
l=s+1C
l
ijXl, s+ 1 ≤ i, j ≤ n. (19)
For any t ∈ R we consider the non-singular linear transformations
Φt (Xi) =
{
Xi, 1 ≤ i ≤ s
1
t
Xi, s+ 1 ≤ i ≤ n
. (20)
Expressing the brackets over the transformed basis {X ′i = Φt (Xi) : 1 ≤ i ≤ n} we obtain[
X ′i,X
′
j
]
=
∑s
k=1C
k
ijX
′
k, 1 ≤ i, j, k ≤ s,[
X ′i,X
′
j
]
=
∑n
k=s+1C
k
ijX
′
k, 1 ≤ i ≤ s, s+ 1 ≤ j, k ≤ n,[
X ′i,X
′
j
]
=
∑s
k=1
1
t2
CkijX
′
k +
∑n
l=s+1
1
t
C lijX
′
l , s+ 1 ≤ i, j ≤ n. (21)
It is straightforward to verify that the subalgebra s′ remains invariant, as well as the repre-
sentation R of s′ over its complementary in s. This is related to the fact that contractions
cannot modify branching rules, and therefore the type of Levi decompositions [11]. These
equations also show that the limit
lim
t→∞
Φ−1t [Φt (X) ,Φt (Y )] (22)
exists for any pair of generators X,Y ∈ s, we thus obtain a non-trivial contraction (actually
a simple Ino¨nu¨-Wigner contraction) of s denoted by g and with non-vanishing brackets[
X ′i,X
′
j
]
=
∑s
k=1C
k
ijX
′
k, 1 ≤ i, j, k ≤ s,[
X ′i,X
′
j
]
=
∑n
k=s+1C
k
ijX
′
k, 1 ≤ i ≤ s, s+ 1 ≤ j, k ≤ n. (23)
We observe that if s′ is semisimple, then it coincides with the Levi subalgebra of g, and the
Levi decomposition of this contraction equals
g = s′
−→
⊕R (n− s)L1, (24)
where (n−s)L1 denotes the Abelian algebra of dimension n−s. This Lie algebra is affine,
and by the contraction we know that N (g) ≥ N (s). Applying the analytical method, the
invariants of g are obtained from the solutions of the system:
X̂iF = C
k
ijxk
∂F
∂xj
= 0, 1 ≤ i ≤ s,
X̂s+iF = C
s+k
s+i,jxs+k
∂F
∂xj
= 0, 1 ≤ i, k ≤ n− s, 1 ≤ j ≤ s. (25)
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The subsystem (25) corresponds to the generators of s′ realized as subalgebra of s, while the
remaining equations (25) describe the representation. Written in matrix form, the system is
given by
0 ... Ck1sxk C
k
1,s+1xk ... C
k
1,nxk
.
.
.
.
.
.
.
.
.
.
.
.
−Ck1sxk ... 0 C
k
s,s+1xk ... C
k
s,nxk
−Cks,s+1xk ... −C
k
s,s+1xk 0 ... 0
.
.
.
.
.
.
.
.
.
.
.
.
−Ck1nxk ... −C
k
s,nxk 0 ... 0


∂x1F
.
.
.
∂xsF
∂xs+1F
.
.
.
∂xnF

= 0.
Since the first s first rows reproduce exactly the system of PDEs needed to compute the
missing label operators, we conclude that any invariant of g is a candidate for missing label
operator whenever it is functionally independent from the invariants of s and s′.
The following questions arise naturally from this ansatz:
1. Do polynomial functions of the invariants of these algebras suffice to determine n
mutually orthogonal missing label operators?
2. Are all available operators obtainable by this procedure?
Although the answer to both question is in the negative in the most general case, it is
in the affirmative for the first question for those reduction chains for which the contraction
provides a number of independent invariants exceeding the number of needed labelling
operators. It can fails when these two quantities coincide, which suggests that the procedure
has to be refined. In some cases, the necessary operators cannot be obtained from this
refinement, and we have to develop additional machinery to construct a set with the required
operators. As concerns the second question, in general there will be solutions that do not
arise from the contraction and successive refinements, although it cannot be excluded that in
some special cases we are able to recover a complete set of independent labelling operators.
As a general observation, only half of the available operators should be expected, since
all operators obtained are the result, in some sense, of “breaking” the original Casimir
operators. This fact also suggest some “inner” hierarchy of labelling operators, one of
the classes corresponding to pure formal labelling operators without an apparent physical
meaning, in the sense that they cannot be obtained or deduced from the initial data of the
problem, and another class obtained as “broken” Casimir operators, which have a physical
meaning as the terms of the original invariants that remain preserved by the limit. This idea
will be precised more carefully later.
In any case, for the contraction following inequality holds: N (f(s′)) ≥ N (g). Com-
bining the latter with formula (8), we conclude that
N (f(s)) = m+N (s) +N (s′)− l′ ≥ N (g) ≥ N (s). (26)
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The term N (f(s)) on the left hand side gives the total number of available labelling opera-
tors, the invariants of s and s′ comprised, as shown in [9, 30]. Therefore, if the contraction
g has enough invariants, we can extract a set of n commuting missing label operators and
solve the missing label problem completely.
Usually, we will be concerned with reduction chains of the type s ⊃ s′, where s is
semisimple and s′ is a reductive Lie algebra. We remark that the contraction method re-
mains completely valid for reductions involving non-reductive algebra-subalgebra chains.
as a special type involving Cartan subalgebras, that turns out to be of interest in labelling
problems of semisimple Lie algebras of higher rank in connection with spectroscopical ap-
plications, where they were first considered [13]. More recently, this unusual class of MLP
has been considered in classification schemes in chemical physics [31, 33].
4 MLPs solved with contractions only
We begin analyzing the cases where the contraction g allows to solve the MLP in satisfac-
tory manner, and to set the limitations of this first approach. Some secondary results will
emerge, specially concerning bounds for the number of invariants in Lie algebras arising by
contraction. We assume that s is a semisimple Lie algebra of rank p, s′ is a reductive subal-
gebra and denote by g = s′−→⊕R(dim s− dim s′)kL1 the contraction associated to the chain
s ⊃ s′. Let {C1, .., Cp} be the Casimir operators of s, and {D1, ..,Dq} the invariants of
s′. Contracting the invariants Ci or some appropriate combination of them, we can always
obtain p independent invariants of g. Completing if necessary to a maximal set of invariants
of g, we obtain the fundamental system
{
C ′1, .., C
′
p, .., C
′
r
} (r ≥ p). In order to solve the
missing label problem using the latter set of functions, the system F = {C ′1, .., C ′r} must
contain at least n functions that are independent on the Casimir invariants of s and s′, i.e.,
rankF (mod {C1, .., Cp,D1, ..Dq}) ≥ n. (27)
By construction,
{
C1, .., Cp,D1, ..,Dq−l′
}
are functionally independent. Now the question
arises whether adding the invariants of g some dependence relations appear. In general,
and whenever no invariant is preserved by the contraction, the functions Ci and C ′i are
independent. In this case a dependence relation means that some Ci is a function of C ′i and
the invariants of s′. Such dependence relations appears for the quadratic Casimir operator
C1.
8 Writing C1 over the transformed basis (20) we obtain the following decomposition of
C1 as polynomial in the contraction variable t:
C1 = F + t
2C ′1,
where F is a quadratic invariant of s′. This decomposition follows from the well known
fact that, over the given basis, the quadratic Casimir operator of a reductive subalgebra is
8Is either s or s′ is not reductive, this is not applicable, since existence of quadratic operators is not ensured.
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always a summand of the quadratic Casimir operator of s.9 As a consequence, we obtain
the upper bound
rank
{
C1, .., Cp, C
′
1, .., C
′
r,D1, ..,Dq
}
< N (g) +N (s) +N
(
s′
)
− l′. (28)
Combining the bounds (27) and (28) respectively, we obtain a necessary numerical condi-
tion on the number of invariants of the contraction g:
n < N (g) . (29)
These facts, put together, allow us to decide when the contraction g provides enough
labelling operators to solve the missing label problem for s ⊃ s′.
Theorem 1 A necessary and sufficient condition for solving the missing label problem for
the reduction s ⊃ s′ by means of the invariants of the associated contraction s g = s is
that the affine Lie algebra g satisfies the constraints
1. N (g) ≥ n+ 1,
2. there are at least n invariants of g that are functionally independent from the invari-
ants of s and s′.
The first condition, the easiest to evaluate, provides a numerical criterion to decide
whether the missing labels can be found by means of the affine algebra g. A sufficient
condition can be obtained, namely:
Corollary 1 If the contraction g satisfies the numerical condition N (g) ≥
{n+ 1,N (s) +N (s′) + 1− l′}, then it solves the MLP.
Let s′ →֒f1 s be an embedding and s g = s′
−→
⊕RkL1 the associated contraction. The
subalgebra s′ is invariant by the contraction, we naturally obtain the embedding f2 : s′ → g.
Consider the missing label problem for the latter embedding.10 It follows that the system of
PDEs to be solved is exactly the same as for the embedding f1. This means that the solutions
coincide, and, in particular, their number. Therefore that N (f1 (s′)) = N (f2 (s′)). Recall
that for each embedding the number of independent solutions is given by
N
(
f1
(
s′
))
= dim s− dim s′ + l′,
N
(
f2
(
s′
))
= dim g− dim s′ + l′1, (30)
where l′1 denotes the number of common invariants of s′ and g. Since contractions preserve
the dimension, we conclude from formula (30) that l′ = l′1, that is, the subalgebra s′ has the
9For higher order invariants, dependence relations could also appear, depending on the homogeneity degree
of the invariants of s with respect to the generators of the subalgebra.
10Actually the mappings f1 and f2 are the same, but we distinguish the target algebra by the indices.
12
same number of common invariants with s than with the contraction g. On the other hand,
using the reformulation (8)
N
(
f1
(
s′
))
= m+N (s) +N (s′)− l′
N
(
f2
(
s′
))
= m˜+N (g) +N (s′)− l′1 (31)
we deduce that
m− m˜ = N (g)−N (s) ≥ 0. (32)
This result tells us that the number of available labelling operators for the reduction chain
s ⊃ s′ is always higher than that of the chain g ⊃ s′. From this we obtain an interesting
relation between the number of available operators for the different embeddings f1 and f2:
Let s  g be such that the subalgebra s′ is (maximal) invariant. Then following equality
holds:
N (g) = N (s) +m− m˜,
wherem and m˜ is the number of available missing label operators for the algebra subalgebra
chain s ⊃ s′ and g ⊃ s′, respectively.
As special case, we get the following upper bound
N (g) ≤ N (s) +m. (33)
This bound points out that the number of invariants of a contraction is, in some sense,
determined by the number of available missing label operators for the missing label problem
with respect to a maximal subalgebra of s that remains invariant by the contraction. Observe
that the essential vanishing of brackets occurs in the maximal solvable ideal, since the
subalgebra and the branching rule remains fixed.
Thus, for low values of n the contraction is an effective tool to solve the MLP, as well
as for cases with a large number of invariants for the contracted Lie algebra g′. We review
some of these cases with their most representative physical chains.
4.1 The case n = m = 0
In the case of zero missing labels, the invariants of the algebra-subalgebra chain provide
a complete description of the states. This situation is not uncommon for certain canonical
embeddings, such as the inclusions so(p, q) ⊂ so(p, q + 1) of (pseudo)-orthogonal Lie
algebras. Even if this case is trivial, its interpretation in terms of the associated contraction
provides some interesting information concerning the invariants of the contraction.
If m = 0, then formula (32) implies that N (g) = N (s), that is, the contraction
associated to the embedding s ⊃ s′ preserves the number of invariants (the converse does
not necessarily hold). Moreover, by formula (3), we have
0 = m = dim s− dim s′ −N (s) −N (s′) + 2l′. (34)
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In absence of additional internal labels, the system X̂iF = 0 for the generators of s′ has
exactly
N (f(s)) = N (s) +N (s′)− l′ (35)
solutions. Since any invariant of the contraction g = s′−→⊕R(dim s − dim s′)L1 is a spe-
cial solution of this system, the latter equation tells that any invariant of g is functionally
dependent on the invariants of s and the subalgebra s′. That is, the Casimir invariants of
the algebra-subalgebra chain completely determine the invariants of the contraction.11 Ex-
pressed in another way, in this situation, polynomial functions of the invariants of s and the
contraction g allow to recover naturally the invariants of the subalgebra.
Typical chains where the number of labelling operators is zero are the pseudo-
orthogonal reductions so(p, q) ⊃ so(p − 1, q) and so(p, q) ⊃ so(p, q − 1). This has been
used to analyze the corresponding inhomogeneous algebras [35], and justifies to some ex-
tent the validity of the Gel’fand method for non-semisimple Lie algebras. Another interest-
ing class of algebras where m = 0 holds is the extended Schro¨dinger algebra, Ŝ(N), which
is the invariance algebra of the Schro¨dinger equation in (N + 1)- dimensional spacetime.
The remarkable fact is that this algebra is no more semisimple, but a semidirect product of
a semisimple algebra with a Heisenberg-Weyl algebra [36].
4.2 The case n = 1, m = 2
For the case of one missing label operator, any solution of the contraction g that is indepen-
dent of the invariants of the algebra-subalgebra chain is an admissible labelling operator.
Formula (33) establishes the maximal possible number for the invariants of g:
N (g) ≤ N (s) + 2.
Observe that two is exactly the number of available operators. There are eight cases with
one missing label [9, 37], semisimple Lie algebra s and maximal reductive subalgebra s′.
Most of these chains have been solved explicitly finding finite integrity bases, that is, a
set of elementary subgroup scalar such that any other can be expressed by a polynomial in
them. All these can also be solved applying the contraction method. The eight possibilities
are resumed in Table 1.12
4.3 The su (3) ⊃ so (3) reduction
This reduction, also called the Elliott chain, was introduced in order to generalize the group
theoretical analysis developed for L− S and j − j coupling schemes to the mixing of two
different orbital shells [4]. This case is without doubt the best studied missing label prob-
lem. A complete set of commuting operators and their eigenvalues for different irreducible
11Of course, if N (s′) = 0, this assertion fails, but for reductive subalgebras this situation is excluded.
12This enumeration should be understood in a broad sense. The number of labelling operators does not de-
pend on the embedding class, thus various different reduction chains are considered as one possibility. Further,
the different real forms of the algebras also give rise to different MLPs, although the type is still the same.
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representations of su(3) were determined in [38].
The so (3) subalgebra is naturally identified with the three orbital angular momentum op-
erators, while the remaining five generators transform under rotations like the elements of
a second rank tensor [4, 6]. Here we consider a basis {Li, Tjk} formed by rotations Li and
the operators Tik and commutation relations
[Lj, Lk] = iεjklLl, [Lj , Tkl] = iεjkmTlm + iεjlmTkm,
[Tjk, Tlm] =
i
4
{
δljεkmn + δ
m
j εk ln + δ
l
kεjmn + δ
m
k εj ln
}
Ln,
where T33 + (T11 + T22) = 0. The symmetrized Casimir operators, following the nota-
tion of [38], are given by C(2) = LiLi + 2TikTik, C(3) = LiTikLk − 43TikTklTli and
C(2,0) = LiLi. The contraction g associated to this reduction has Levi decomposition
g = so (3)
−→
⊕RI
5
5L1, where RI5 denotes the five dimensional irreducible representation of
so (3). This is equivalent to the rotor algebra [R5]SO(3) studied in [5]. It is straightforward
to verify thatN (g) = 2. Therefore, a basis of invariants of g can be obtained by contraction
of C(2) and C(3). Specifically, we get the (unsymmetrized) Casimir invariants
C2 = 2tikt
ik,
C3 = tikt
kltli.
As already observed, C2 is functionally dependent on C(2) and C(2,0), therefore of no use
for the MLP. The independence of
{
C(2), C(3), C(2,0), C3
}
follows from the Jacobian
∂
{
C(2), C(3), C(2,0), C3
}
∂ {l2, l3, t11, t12}
6= 0.
The invariant C3 is therefore sufficient to solve the missing label problem. In fact, we
can recover the missing label operator X(3) from [38] by simply considering the linear
combination
X(3) = C(3) +
4
3
{C3}symmetrized .
This operator is equivalent to the third order operator obtained by Bargmann and Moshin-
sky in [39], and also to the operator determined in [5] using the K-matrix approach. It is
observed that the fourth order operator X(4) = LiTijTjkLk cannot be obtained from the
invariants of su (3) , so (3) and the contraction g. This is essentially due to the fact that
the fundamental Casimir operators of su(3) have degree two and three. Another recent
approach to this reduction chain can be found in [40].
5 The exceptional chain G2 ⊃ su(3)
The exceptional Lie group G2 has been shown to have interesting physical applications, as
followed from Racah’s on atomic spectroscopy, where it is essential for the understanding
of the f = 3 shell [13, 41]. This group was also considered as candidate to describe strong
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interactions, prior to the success of the unitary group su(3), as well as in the development
of an eight-fold way for the electronic f -shell [42, 43]. The fact that the latter is contained
as maximal subgroup in G2 has made the exceptional group an interesting object in hadron
spectroscopy. For these applications, it is convenient to express G2 in a su(3) basis. It is
easy to see the adjoint representation Γ(1,0) of G2 decomposes like follows with respect to
su(3):
Γ(1,0) = 8 + 3 + 3 (36)
According to this decomposition, we label the generators as Eij , ak, bl (i, j, k, l = 1, 2, 3)
(with the constraint E11 + E22 + E33 = 0). We have the brackets:
[Eij, Ekl] = δjkEil − δilEkj
[Eij, ak] = δjkai[
Eij , b
k
]
= −δikb
j
[ai, aj ] = −2εijkb
k[
bi, bj
]
= 2εijkak[
ai, b
j
]
= 3Eij
(37)
The subalgebra is clearly spanned by the operators Eij . We moreover choose the Cartan
subalgebra generated by the operators H1 = E11 − 2E22 + E33 and H2 = E22 − E33.
The operators {a1, a2, a3} correspond to the fundamental quark representation 3, while{
b1, b2, b3
}
corresponds to the antiquark representation 3.13 Considering the reduction
chain G2 ⊃ su(3), we see that separation of multiplicities requires
n =
1
2
(14− 2− 8− 2) = 1
additional labelling operator.
The contraction associated to the reduction G2 ⊃ su(3) has at least two Casimir op-
erators, thus the preceding results apply and the missing label problem can be solved. As
expected, the quadratic invariant of G2 can be neglected for providing no information. Fol-
lowing the procedure developed in [44, 45], the sixth order Casimir operator is rewritten
as14
C6 = 3C[2,4],1 − 6C[4,2],1 −
3
4
C[2,4],2 − 9C[2,4],3 + 9C[4,2],2 + 27C[3,3], (38)
where the C[i,j],k denote operators of degree i in the su (3) generators and degree j in
the representation space variables, k being an additional index to separate operators of
the same degree. It follows at once that 3C[2,4],1 − 34C[2,4],2 − 9C[2,4],3 is the Casimir
operator of the corresponding contraction, for having the highest power in the variables of
the representation of su (3). It can be verified that the operator Ω = 9C[4,2],2 + 27C[3,3] −
6C[4,2],1 is independent on the Casimir operators of both G2 and su (3). In the absence of
orthogonality conditions, Ω provides a labelling operator for the reduction.
13The corresponding brackets for the adjoint representation are given in Table 1.
14The invariant has 432 terms over this basis, we therefore skip its explicit expression here.
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Table 1: The adjoint representation of G2 in the A2-basis
V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14
H1 0 0 2V3 −2V4 −3V5 3V6 −V7 V8 V9 −V10 3V11−3V12 0 0
H2 0 0 −V3 V4 2V5 −2V6 V7 −V8 0 0 −V11 V12 V13 −V14
E12 −3V11 V11 0 V9 V13 0 0 0 0 −V3 0 W1 0 −V6
E21 3V12 −V12−V10 0 0 −V14 0 0 V4 0 −W1 0 V5 0
E23 3V5 −2V5 −V7 0 0 V2 0 V4 0 0 −V13 0 0 V12
E32 −3V6 2V6 0 V8 −V2 0 −V3 0 0 0 0 V14 −V11 0
E13 0 −V13 0 0 0 V11 0 V9 0 −V7 0 −V5 0 W2
E31 0 V14 0 0 −V12 0 −V10 0 V8 0 V6 0 −W2 0
a1 −3V9 0 3V11 −2V7 0 0 3V13 2V3 0 W3 0 −V4 0 −V8
a2 2V4 −V4 −V1 0 0 −V8 3V5 −2V10 2V7 3V12 −V9 0 0 0
a3 −3V8 V8 3V6 2V10 −V4 0 −W4 0 −2V3 3V14 0 0 −V9 0
b1 V10 0 2V8 −3V12 0 0 −2V4−3V14 −W3 0 V3 0 V7 0
b2 −2V3 V3 0 V1 V7 0 2V9 −3V6 −3V11−2V8 0 V10 0 0
b3 V7 −V7 −2V9 −3V5 0 V3 0 W4 −3V13 V4 0 0 0 V10
W1 = V1 + V2,W2 = V1 + 2V2,W3 = 2V1 + 3V2,W4 = V1 + 3V2
5.1 The so (5) ⊃ su (2)× u (1) chain
The study of this reduction, also called the seniority model, was motivated by the close
connection between the Wigner coefficients involving the standard representation of so(5)
with the fractional parentage coefficients of spin-2 systems in the seniority scheme [13, 46,
47].
To analyze this case, we consider the same basis {U±, U3, V3, V±, S±, T±} used in
[48, 49]. The su (2) × u (1) subalgebra is generated by the operators {U±, U3, V3}. The
nonzero brackets are given by
[U±, U3] = ∓U±, [U+, U−] = 2U3, [U±, V±] = ∓2S±, [U±, V∓] = ∓2T±,
[U±, S∓] = ±V∓, [U±, T∓] = ±V∓, [U3, S±] = ±S±, [U3, T±] = ±T±,
[V3, S±] = ±S±, [V3, T±] = ∓T±, [V+, V−] = 2V3, [V±, V3] = ∓V±,
[V±, S∓] = ∓U∓, [V±, T±] = ±U±, [S+, S−] = U3 + V3, [T+, T−] = U3 − V3.
Using standard methods, the (unsymmetrized) Casimir operators of so (5) can be chosen as
C2 = u+u− + u
2
3 + v
2
3 + v+v− + 2 (s+s− + t+t−) ,
C4 =
(
u+u− + u
2
3
)
v23 + u+u− (s+s− + t+t−) + u
2
+s−t− + u
2
−s+t+ + 2u3v3s+s−
+((t−v− − s−v+) u+ + (t+v+ − s+v−) u−) v3 + (t+v+ + s+v−) u−
+v+v−s+s− + u
2
3v+v− + (s+s− − t+t−)
2 − v2+s−t+ − v
2
−s+t− + v+v−t+t−
+s−v+u+u3 + t−v−u+u3 − 2u3v3t+t−.
Those of the subalgebra are very easy to find: C21 = u+u− + u23 and C22 = v3.
In this case, the associated contraction g is inhomogeneous with Levi part isomorphic to
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Table 2: Missing label operators through contraction
s ⊃ s′ N (g) N (f (s′)) rank F Order of Φ
su (3) ⊃ so (3) 2 5 4 3
so (5) ⊃ su (2)× u (1) 2 6 5 4
G2 ⊃ su (3) 2 5 4 6
sp (6) ⊃ sp (4)× su (2) 3 8 7 6
so (7) ⊃ G2 3 7 6 6
su (4) ⊃ [su (2)]2 × u (1) 3 7 6 4
su (3)× su (3) ⊃ su (3) 2 8 7 3
[su (2)]3 ⊃ su (2) 3 6 5 2
su(2), and it preserves the number of invariants. Contracting the operators above, we get
the invariants:
C ′2 = v+v− + 2 (s+s− + t+t−) ,
C ′4 = v+v−s+s− + (s+s− − t+t−)
2 − v2+s−t+ − v
2
−s+t− + v+v−t+t−.
(39)
As expected, the quadratic Casimir operator does not provide useful operators. Thus only
C ′4 can be used. In order to check the independence of the latter from the Casimir operators
of so(5) and the subalgebra, we compute the Jacobian
∂ {C2, C4, C
′
4, C21, C22}
∂ {u+, u−, v3, v+, v−}
6= 0,
that shows the possibility of solving the missing label problem for this chain. Some manip-
ulation of the preceding functions leads us to the labelling operator Ω4 = C4−C ′4−C21C222
given explicitly by
Ω4 = u+u− (s+s− + t+t−) + u
2
3v+v− + u
2
+s−t− + u
2
−s+t+ + 2u3v3 (s+s− − t+t−)
+ ((t−v− − s−v+)u+ + (t+v+ − s+v−)u−) v3 + (t+v+ + s+v−)u−u3
+s−v+u+u3 + t−v−u+u3.
Symmetrizing this operator Ω4, we conclude that it coincides with the fourth order operator
UV L2 constructed in [9]. Since m = 2, there is another possibility for the labelling opera-
tor, of degree three. This cannot however be recovered by the procedure, since odd Casimir
operators do not exist for the orthogonal algebra so(5).
6 Reductions with n > 1, m > 2
Reduction chains with more than two missing labels are notably more complicated, mainly
because of the requirement that the labelling operators found must commute. Many phys-
ically important cases belonging to this type have been analyzed in the literature, although
only for a small number the complete solution has been found. The best known example
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is the Wigner supermultiplet su(4) ⊃ su(2) × su(2), studied algebraically by various au-
thors, and for which the numerical values of the labelling operators have been computed
for large classes of irreducible representations [50–52]. In this section we show that the
approach of using only the invariants of the contraction associated to the reduction holds
for more than one labelling operator, and sometimes coincide with those operators found
by different procedures.
6.1 The supermultiplet model
This reduction was considered to describe light nuclei, in opposition to the isospin-strange
spin contents of su(4), which uses the canonical embedding of su(2) × su(2) into the
Lie algebra. For the multiplet model, the set of available operators is partitioned into two
separate sets, the Moshinky-Nagel operators Ω,Φ and two other operators O1, O2 found
in [50]. An approach using contractions can be found in [11]. We resume that result. Using
the same basis {Si, Tj , Qαβ} of [52], where 1 ≤ i, j, α, β ≤ 3, the non-vanishing brackets
of su (4) are
[Si, Sj ] = iεijkSk, [Ti, Tj ] = iεijkTk, [Si, Qjα] = iεijkQkα, [Tα, Qiβ ] = iεαβγQiγ ,
[Qiα, Qjβ] =
i
4
{δαβεijkSk + δijεαβγTγ} , (40)
where εijk is the completely antisymmetric tensor. Clearly su (2) × su (2) is generated by
the operators {Si, Tj}. The branching rule correspond to the representation
R = (D1 ⊗D0)⊕ (D0 ⊗D1)⊕ (D1 ⊗D1) , (41)
where D1 denotes the adjoint representation of su(2) and D0 the trivial representation. The
two missing label operators are found integrating the system
ŜiF = ǫijksk
∂F
∂sj
+ǫijkqkl
∂F
∂qkl
= 0, T̂αF = ǫαβγtγ
∂F
∂tβ
+ǫβγµqαµ
∂F
∂qβµ
= 0, i = 1, 2, 3
(42)
corresponding to the generators of the subalgebra. Five of the nine independent solutions
correspond to invariants of su (4) and su (2)× su (2). The Casimir operators of su (4) are
C2 = sαs
α + tβt
β + 4qαβq
αβ,
C3 = sαtβq
αβ − 4εijkεαβγqiαqjβqkγ,
C4 = 16
{
ε2αβγ(q
2
αβ
(
q2αγ + q
2
γβ
)
+ 2q2αα
(
q2αγ + q
2
βα
)
− 2qααqαβqγαqγβ + 3q
2
αβ
(
q2γα + q
2
γγ
))
+
∑
a<β
(
3
(
q2ααq
2
ββ + q
2
αβq
2
βα
)
− 2qααqββqαβqβα
)}
+ (sαs
α)2 +
(
tβt
β
)2
+ 3sαs
αtβt
β
+16q4αβ + 2
3q2αβ
(
sαs
α + tβt
β
)
+ 4 {tαtβqγαqγβ + sαsβqαγqβγ − εαβγεµνρsµtαqνβqργ} ,
while C21 = sαsα, C22 = tβtβ are those of the subalgebra. The contraction associ-
ated to the chain has the Levi decomposition g = (su(2) × su(2))−→⊕D1⊗D19L1, and it is
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not difficult to verify that N (g) = 3. Contraction of the invariants give respectively
C ′2 = 4qαβq
αβ ,
C ′3 = −4ε
ijkεαβγqiαqjβqkγ,
C4 = 16
{
ε2αβγ(q
2
αβ
(
q2αγ + q
2
γβ
)
+ 2q2αα
(
q2αγ + q
2
βα
)
− 2qααqαβqγαqγβ + 3q
2
αβ
(
q2γα + q
2
γγ
))
+
∑
a<β
(
3
(
q2ααq
2
ββ + q
2
αβq
2
βα
)
− 2qααqββqαβqβα
)
+ 16q4αβ
}
.
To see that F = {C2, C3, C4, C21, C22, C ′3, C ′4} is a functionally independent set, we con-
sider the Jacobian with respect to the variable set {s2, s3, t1, t2, q11, q12, q23} :
∂(C21, C2, C3, C4, C
′
2, C
′
3, C
′
4)
∂(s2, s3, t1, t2, q11, q12, q23)
6= 0. (43)
Therefore the contraction method provides two of the four available operators. To construct
suitable labelling operators, we take the difference of the cubic invariants of su(4) and g.
In this way we recover exactly the cubic operator Ω of Moshinsky and Nagel [52]:
C3 − C
′
3 = Ω = sαtβq
αβ . (44)
This operator is known to commute only with the fourth order operator Φ defined by
Φ = SiSjQiαQjα +QiαQiβTαTβ − ǫijkǫαβγSiTαQjβQkγ. (45)
Algebraic manipulation of the fourth order operators of su(4) and the contraction leads to
the following result:
Φ =
1
4
{
C4 −C
′
4 + C
2
21 − C
2
2 + C
′2
2 − C21
(
C ′2 − C2
)}
. (46)
This means that the commuting Ω−Φ operators of [52] can be completely recovered by the
contraction associated to the embedding of spin-isospin subalgebra in su (4). We observe
that the remaining operators are contained in the expression of Φ, and cannot be isolated by
the contraction only.
6.2 The su (5) ⊃ su (3)× su (2) reduction
Reduction chains of the type su (p+ q) ⊃ su (p) × su (q) are very common in particle
physics, and constitute the natural generalization of the well known breaking of symmetry
of su (3) down to the isospin and hypercharge su (2) × u (1). The unitary group su (5) is
a central object in the study how leptons get mass, and the adjoint representation of su (5)
with a vacuum value in the direction of the u (1) generator is a good choice for the Higgs
field [53] in the symmetry breaking su (5) ⊃ su (3) × su (2) × u (1). Leaving aside u (1),
the corresponding reduction chain also presents some interest. In this case, the number of
needed labelling operators is
n =
1
2
(24− 4− 8− 2− 3− 1) = 3.
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We will see that this chain can be solved using only the associated contraction to the chain.15
In this work we will use the basis of u(N) given by the operators {Eµν , Fµν}1≤µ,ν≤N
with the constraints Eµν +Eνµ = 0, Fµν −Fνµ = 0. The commutation relations over this
basis are:
[Eµν , Eλσ] = Eνσ + Eλν − Eµσ − Eλµ,
[Eµν , Fλσ ] = Fνσ + Fλν − Fµσ − Fλµ,
[Fµν , Fλσ ] = Eνσ + Eµσ − Eλµ − Eλν .
(47)
Since u (N) = su (N)⊕R, it follows at once that u (N) has N independent Casimir oper-
ators, one of them being central element, while the other (N − 1) invariants correspond to
the simple part. To recover su (N), we take the Cartan subalgebra spanned by the vectors
Hµ = Fµµ − Fµ+1,µ+1 for µ = 1..N − 1. The centre of u(N) is then obviously gen-
erated by δµµFµµ, and the remaining can be deduced using an algebraic approach similar
to the Gel’fand method. For the case that interests us here, a maximal set of independent
Casimir invariants of su (5) is given by the coefficients Dk of the characteristic polynomial
|iA5 − λId5| = λ
5 +
∑5
k=2Dkλ
5−k
, where A5 is the matrix defined by
−iY1 −e12 − i f12 −e13 − i f13 −e14 − i f14 −e15 − i f15
e12 − i f12 −iY2 −e23 − i f23 −e24 − i f24 −e25 − i f25
e13 − i f13 e23 − i f23 −iY3 −e34 − i f34 −e35 − i f35
e14 − i f14 e24 − i f24 e34 − i f34 −iY4 −e45 − i f45
e15 − i f15 e25 − i f25 e35 − i f35 e45 − i f45 −iY5
 , (48)
where the vectors Yi are given respectively by
Y1 =
4
5h1 +
3
5h2 +
2
5h3 +
1
5h4, Y2 = −
1
5h1 +
3
5h2 +
2
5h3 +
1
5h4,
Y3 = −
1
5h1 −
2
5h2 +
2
5h3 +
1
5h4, Y4 = −
1
5h1 −
2
5h2 −
3
5h3 +
1
5h4,
Y5 = −
1
5h1 −
2
5h2 −
3
5h3 −
4
5h4.
(49)
Before symmetrization, the Casimir operators D2, ..,D5 obtained by this method have
30, 140, 575 and 1848 terms. For this reduction chain, the subalgebra su (3) × su (2) is
generated by
{
{H1,H2, Eµν , Fµν}1≤µ,ν≤3 , {H4, E45, F45}
}
. In particular, the inhomo-
geneous contraction g has Levi part isomorphic to su (3) × su (2), and from the properties
of contractions it has at least four invariants. Since we need three labelling operators, the
conditions to solve the MLP by this method are given. Contracting only the Casimir opera-
tors D3,D4 and D5, the result leads to
D3 = t
4D′3 + l.o.t.,
D4 = t
4D′4 + l.o.t.,
D5 = t
4D′5 + l.o.t.,
15Whether this solution is optimal is another question. Using the decompositions introduced later, the result
can be simplified to obtain more elementary labelling operators.
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where l.o.t. refers to thos terms having lower power in the contraction variable t. The
contracted invariants D′i all have degree i in the variables of the representation space com-
plementary to the subalgebra in su (5). We now define the operators
Ω3 = D3 −D
′
3 − F3,
Ω4 = D4 −D
′
4 − F4,
Ω5 = D5 −D
′
5 − F5,
(50)
where Fi are the terms of the Casimir operators Di that only depend on the variables of
su (3) × su (2). The operator Ω3 has 89 terms, Ω4 has 427 and Ω5 1618 terms before
symmetrization. A long computation shows that Ω3,Ω4 and Ω5 are independent on the Di
and the Casimir operators of the subalgebra. To completely solve the labelling problem, we
still have to check the orthogonality conditions on the symmetrized operators:16
[Ω3,Ω4] = 0, [Ω3,Ω5] = 0, [Ω3,Ω5] = 0. (51)
This proves that {Ω3,Ω4,Ω5} is a complete set of labelling operators for the studied re-
duction chain. It should be remarked that the main difficulty of this procedure is purely
technical, and corresponds to checking the commutator of the labelling operators. For sim-
ilar reduction chains of higher rank the procedure still remains valid.
6.3 Ŝ (3) ⊃ sl (2,R)× so (2)
First considered in [54], the invariance algebra of the Schro¨dinger equation in (N+1)-
dimensional space time has attracted considerable interest in recent physical literature ( [55]
and references therein). The Schro¨dinger algebra Ŝ (3) in (3 + 1)-dimensional space-time
is a 13-dimensional Lie algebra with non-trivial commutators
[Jµν , Jλσ ] = δµλJνσ + δνσJµλ − δµσJνλ − δνλJµσ ,
[Jµν , Pλ] = δµλPν − δνλPµ, [Jµν , Gλ] = δµλGν − δνλGµ,
[Pt, Gµ] = Pµ; [K,Pµ] = −Gµ,
[D,Gµ] = Gµ, [D,Pµ] = −Pµ,
[D,K] = 2K, [D,Pt] = −2Pt,
[K,Pt] = −D. [Pµ, Gν ] = δµνM
(52)
over the basis {Jij , Pk, Gk,K,D,Pt,M}, where Jµν + Jνµ = 0 are rotations, Pµ are spa-
tial translation generators, Pt the time translation, Gµ special Galilei transformations, D the
generator of scale transformations, K the generator of galilean conformal transformations
and M commutes with all generators. It follows from the brackets that the Levi decom-
position is (so(3)⊕ sl (2,R))−→⊕P hN , where the representation P can be identified with
(D 1
2
⊗Λ)⊕D0, where D 1
2
⊗Λ is the tensor product of the standard representations D 1
2
of
sl(2,R) and Λ of so(3), respectively, and denotes D0 the trivial representation. Let us con-
sider the subalgebra sl (2,R)× so (2) generated by {J12,D, Pt,M} and the corresponding
16As usual, we denote the symmetrized and non-symmetrized operators by the same symbol.
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reduction chain Ŝ (3) ⊃ sl (2,R) × so (2). In this case, the number of labelling operators
equals
n =
1
2
(13− 3− 3− 1− 1− 1) + 0 = 2.
The system to be solved is therefore
Ĵ12F = j2σ
∂F
∂j1σ
− j2λ
∂F
∂jλ1
− j1σ
∂F
∂j2σ
+ j1λ
∂F
∂jλ2
+ r2
∂F
∂r1
− r1
∂F
∂r2
+ g2
∂F
∂g1
− g1
∂F
∂g2
= 0
D̂F = 2k
∂F
∂k
− 2pt
∂F
∂pt
+ gµ
∂F
∂gµ
− rµ
∂F
∂rµ
= 0
K̂F = −2k
∂F
∂d
− d
∂F
∂pt
− gµ
∂F
∂rµ
= 0
P̂tF = 2pt
∂F
∂d
+ d
∂F
∂k
+ rµ
∂F
∂gµ
= 0
In [36] an algorithm was given to compute the Casimir operators of the extended
Schro¨dinger algebra. It is easy to see that Ŝ (3) has three invariants, one of them corre-
sponding to the central charge m. The other two can be chosen as
C41 = z
2j2kl + 2z (gkpl − glpk) jkl + p
2
kg
2
l − 2pkplgkgl,
C42 = 2zkp
2
k + 2aptg
2
k + z
2
(
d2 − 4kpt
)
− 2gkpkdz + z
2j2kl + 2z (gkpl − glpk) jkl,
where 1 ≤ k < l ≤ 3. The invariants of sl (2,R) × so (2) are simply C21 = d2 −
4kpt and C22 = j12. The contraction associated to the chain is obtained from the scale
transformations
J ′kl =
1
t
Jkl (kl 6= 12) , G
′
i =
1
t
Gi, P
′
i =
1
t
Pi, M
′ =
1
t
M.
In this case, we still obtain a kind of inhomogeneous Lie algebra, the Levi part of which is
given by sl (2,R). It satisfies the preceding conditions, thus the MLP can be solved using
the invariants of the contraction. It follows at once that only C41 and C42 are of inter-
est, since the central invariant remains untouched by the contraction. The corresponding
contracted invariants are
C ′41 = z
2j2kl + 2z (gkpl − glpk) jkl + p
2
kg
2
l − 2pkplgkgl,
C42 = z
2j2kl + 2z (gkpl − glpk) jkl,
where jkl 6= j12. We consider the differences
O1 = C41 − C
′
41 −m
2C222 = j12 (g1p2 − p1g2) z
O2 = C42 − C
′
42 −m
2C221 −O1 = 2z
(
kp2i + ptg
2
i − dgipi
)
The independence of these operators from the Casimir operators is checked by means of
the Jacobian
∂ {C21, C22, C41, C42,M,O1, O2}
∂ {m, j12, d, pt, j23, g1, p2}
6= 0. (53)
23
Finally, we compute the brackets
[O1, O2] = 0, (54)
showing that the found operators commute.
The interest of this example is that the Lie algebra used is not semisimple, showing that
the method can be applied also to general Lie algebras having non-trivial Levi decompo-
sitions17. For higher dimensions of n the procedure still works, although the refinement
developed later is probably more effective to find the suitable labelling operators.
7 Chains solved only by contraction
The contraction method constitutes a first approximation to systematically solve the la-
belling problem in physical applications of group theory. Even in cases with a high number
of labelling operators, this first step remains valid whenever the conditions of theorem 1
are satisfied. In this sense, the method can be applied for large classes of embeddings like
sp(2N) ⊃ sp(2N − 2)× u(1) or sp(2N) ⊃ sp(2N − 2)× su(2), solutions of which were
developed in [56]. Hovever, the contraction fails if the contraction g has “to few” invariants
with respect to the number of necessary labelling operators. This is not an uncommon sit-
uation for reductive Lie algebras s′ and semisimple s if the constraint N (s) = N (g) = n
is given. These reduction chains provide at most n − 1 labelling operators. Up to some
special kinds of multiplets that can be solved using these operators, for a general IR the re-
maining operator has to be computed in some different manner. It is reasonable to think that
a refinement of the contraction procedure leads to the solution of this obstruction, at least
for a considerable number of embedding chains. The reduction chain G2 ⊃ su(2) × su(2)
(G2 being the rank two exceptional Lie algebra) reflects the failure using only the con-
tracted invariants. In [57] a particular solution was found by means of heavy algebra. It was
moreover observed that both labelling operators should have at least degree six. This fact
suggests to look more closely at the Casimir operator C6 of G2, in order to analyze whether
some of the terms that cancel during contraction provide an additional operator to that of
the contraction. This ansatz, corresponding to the second step of the contraction method, is
equal to study how the Casimir operators decompose by contraction.
8 Decomposing Casimir operators with respect to contractions
In this section we go further into a detailed analysis of the decomposition procedure of
Casimir operators. We point out that the contraction associated to a reduction chain induces
a decomposition of the corresponding Casimir operators of s, which allow, among other
properties, to determine the invariants of the contraction g as the non-vanishing term in the
limit. However, other terms will also be relevant for the missing label problem, and will
provide additional labelling operators.
17By this we mean that the maximal solvable ideal is not reduced to zero.
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In the general context developed earlier, let Cp(X1, ...,Xn) = αi1...ipXi1 ...Xip be a
pth-order Casimir operator of s. Using a contraction of the type (11), the invariant over the
transformed basis takes the form
F (Φt(X1), ..,Φt(Xn)) = t
ni1+...+nipαi1...ipXi1 ...Xip , (55)
where nij = 0, 1. Taking the maximal power in t,
M = max
{
ni1 + ...+ nip | α
i1..ip 6= 0
}
, (56)
the limit
F ′(X1, ..,Xn) = lim
t→∞
t−MF (Φt(X1), ...,Φt(Xn))
=
∑
ni1+...+nip=M
αi1...ipXi1 ...Xip
provides a Casimir operator of degree p of the contraction g′, as previously used. Now,
instead of extracting only the term with the highest power of t, we consider the whole
decomposition
Cp = t
MC ′p +
∑
α
tαΦα +Φ0, (57)
where α < M ≤ p and Φ0 is a function of the Casimir operators of the subalgebra s′
(these generators have not been re-scaled). It is straightforward to verify that C ′p is not only
an invariant of the contraction g, but also a solution to the MLP. Equation (57) actually
shows how a Casimir operator decomposes into homogeneous polynomials in the variables
of the subalgebra and the complementary space over the original basis when a contraction
is performed. This first term corresponds to the first approximation of [11]. The remaining
terms are also individually of interest to construct new labelling operators. Formally this
fact can be described as follows:
Proposition 1 The functions Φα are solutions of the missing label problem, that is, they
satisfy the system
X̂iΦα = C
k
ijxk
∂Φα
∂xj
= 0, 1 ≤ i ≤ s. (58)
Proof. Decomposition (57) tells how a Casimir operator Cp can be rewritten as a sum
of homogeneous polynomials C ′p,Φα with the property that C ′p is of homogeneity degree
p−M in the variables {x1, .., xs} associated to subalgebra generators and degree M in the
remaining variables {xs+1, .., xn} corresponding to the representation space induced by the
embedding. In similar way, any Φα is of degree p − α in the variables {x1, .., xs} and α
in the {xs+1, .., xn}. We denote this by simply saying that these functions are of bi-degree
(p− α,α).
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Now the equations (25) corresponding to subalgebra generators remain unaltered by the
contraction procedure, since the re-scaling of generators does not affect them. Thus for any
1 ≤ i ≤ s and any homogeneous polynomial Ψ of bi-degree (p − q, q) we obtain
X̂iΨ = C
k
ijxk
∂Ψ
∂xj
+ Ck+sij+sxk+s
∂Ψ
∂xj
, (59)
and the result is easily seen to be again a polynomial with the same bi-degree. This means
that evaluating Cp = tMC ′p+
∑
α t
αΦα+Φ0 is a sum of polynomials of different bi-degree,
and since Cp is a Casimir operators, the only possibility is that each term is a solution of
the system. Therefore the functions Φα are solutions of (25).
The first question that arises from decomposition (57) is how many independent addi-
tional solutions we obtain. Since all Φα together sum the Casimir operator, some depen-
dence relations must exist.
Lemma 1 Let Cp be a Casimir operator of s of order p. Suppose that
Cp = Φ(p−α1,α1) + ...+Φ(p−αq,αq), 0 ≤ αi < αi+1 ≤ p (60)
is the decomposition of Cp into homogeneous polynomials of bi-degree (p, q).
1. If Φ(0,p) 6= 0, then at most q−2 polynomials Φ(p−αj ,αj) are functionally independent
on the Casimir operators of s and s′.
2. If Φ(0,p) = 0, then at most q−1 polynomials Φ(p−αj ,αj) are functionally independent
on the Casimir operators of s and s′.
The proof is an immediate consequence of the fact that Φ(0,p) is a function of the
Casimir operators of the subalgebra s′. The independence on the Casimir operators of
s′ does not imply in general that the Φ(p−α,α) obtained are all functionally independent
between themselves. The number of independent terms depends on the representation R
induced by the reduction [24]. In any case, at least one independent term is obtained for
any Casimir operator of degree at least three. In many cases, however, we can take more
terms of the same degree. This explains why for certain reduction chains the labelling op-
erators have the same degree in the generators. If we find a functionally independent set
of solutions to system (25), half the labelling problem has been solved. In order to ac-
complish the orthogonality requirements, we have to look for all commutators among the
symmetrized operators Φ(p−αj ,αj). We denote by Φ
symm
(p−αj ,αj)
the symmetrized polynomial.
Then
[
Φsymm(p−αj ,αj),Φ
symm
(q−αk ,αk)
]
is a homogeneous polynomial of degree p+ q− 1, and also
constitutes a missing label operator. Actually this bracket is expressible as sum of polyno-
mials of different bi-degree, and these terms constitute themselves labelling operators [58].
The decomposition of Casimir operators leads to a first generalization of the contraction
method, resumed in the following algorithmic procedure:
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• Decompose the Casimir operators of s of degree p ≥ 3 with respect to the contraction
determined by the embedding.
• Extract a maximal family of independent labelling operators.
• Compute the commutators of all symmetrized polynomials Φsymm(p−αj ,αj) with αj 6= 0.
• Extract n operators that are functionally independent from the Casimir operators of s
and the subalgebra s′ and commute among themselves.
The third step is reduced to pure computation. No simple method to decide whether two
missing label operators are mutually orthogonal has been observed yet, although various
symbolic routines have been developed to compute these brackets (see e.g. [59]). For certain
special types of reduction chains it has been observed that orthogonality follows at once
from the second step. If no solutions of bi-degree (r, s) exists for some fixed r+ s = p+ q,
and if two labelling operators such that
[
Φsymm(p−αj ,αj),Φ
symm
(q−αk ,αk)
]
is a sum of polynomials
of bi-degree (s, r) are given, the commutation is immediate. This idea was systematically
developed in [58]. Observe that in the commutative frame, it would suffice to show that no
polynomial function of bi-degree (r, s) is a solution to subsystem (25). It should however
the remarked that the validity of this fact is reduced to quite specific types of embeddings,
and is therefore of no use in the general labelling problem.
9 Reduction chains solved with decomposition
In this section we show how the decomposition of Casimir operators of higher order provide
solutions to missing label problem that could not be solved completely by only using the
contraction, or for which no proposed set of labelling operators has been computed yet.
We insist on the fact that the main difficulty in the formal approach to the MLP resides in
obtaining a sufficient number of (functionally) independent labelling operators, from which
a commuting set can be extracted.
9.1 G2 ⊃ su(2)× su(2)
This chain was already observed in [11] to be unsolvable using only the contraction in-
variants. In this case we need n = 12 (14− 2− 6− 2) = 2 labelling operators, and
the inhomogeneous contraction G2  (su(2) × su(2))
−→
⊕R8L1 preserves the number of
invariants. The quadratic invariant being discarded, the decomposition of the Casimir
operator of degree six must be used to obtain the pair of (commuting) labelling op-
erators. We consider the same tensor basis used in [57] consisting of the generators
{j0, j±, k0, k±, Rµ,ν} with µ = ±32 ,±
1
2 , ν = ±
1
2 . The generators Rµ,ν are related to
an irreducible tensor representation R of su(2) × su(2) of order eight. In this case, the
contraction G2  (su(2)× su(2))
−→
⊕R8L1 is obtained considering the transformations:
j′0 = j0, j
′
± = j±, k
′
0 = k0, k
′
± = k±, R
′
µ,ν =
1
t
Rµ,ν .
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Decomposing now the Casimir operators C2 and C6 over the transformed basis, we get the
following
C2 = t
2C(2,0) + C(0,2),
C6 = t
6C(6,0) + t
4C(4,2) + t
2C(2,4) + C(0,6),
(61)
where C(0,2), C(0,6) are functions of the Casimir operators of su(2)× su(2). Now it can be
verified that
∂
(
C2, C6, C21, C22, C(2,4), C(4,2)
)
∂
(
k0, k−, j0, j+, R 3
2
, 1
2
, R− 3
2
, 1
2
) 6= 0, (62)
where C21 and C22 are the quadratic Casimir operators of su(2) × su(2). This provides
us with six independent operators. A long and tedious computation, due to the quite high
number of terms before and after symmetrization, shows moreover that the chosen operators
commute: [
Ci, C(2,4)
]
=
[
Ci, C(4,2)
]
= 0, i = 2, 6[
C(4,2), C(2,4)
]
= 0.
(63)
Therefore the set
{
C2, C6, C21, C22, C(2,4), C(4,2)
}
can be taken to solve the labelling prob-
lem.
It should be remarked that a direct comparison with the operators obtained in [57] is
quite difficult, for various reasons. At first, there the scalars in the enveloping algebra were
considered, not symmetrizations of functions, which implies that lower order terms where
considered when explicitly indicating the labelling operators. On the other hand, we have
only distinguished the bi-degree, that is, the degree of the polynomials in the variables of
the su(2) × su(2) subalgebra and the tensor representation R, while in [57] the order with
respect to any of the copies of su(2) was considered, resulting in operators labelled with
three indices. Therefore the operators C(p,q) considered here correspond to the sum of
several scalars there. In addition, our solution contains the term C(114) excluded in [57],18
confirming that the pair of commuting operators obtained above is different from that found
previously. We also remark that a further distinction of the degrees of the polynomials
Φsymm(a,b) in the variables of the su(2) copies is not possible due to the contraction.
9.2 The chain so (7) ⊃ so (5)× so (2)
Reduction chains of orthogonal algebras have been analyzed in [56] from the algebraic
point of view, proving interesting formulae based on symmetric and antisymmetric tensor
operators. We show that the decomposition of the Casimir operators is also a valid approach
to the problem. For the reduction chain so (7) ⊃ so (5)×so (2) the number of missing label
operators is
n =
1
2
(21− 3− 10− 2− 1− 1) + 0 = 2.
As follows from the work of Gel’fand, the Casimir operators of orthogonal Lie algebras can
be recovered in a quite simple manner using the generic matrix of standard representation
18This is a scalar having degree one in each of the copies of su(2) and four in the Rµ,ν generators.
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and evaluating the corresponding characteristic polynomial. The operators are then recov-
ered by the symmetrization procedure. Taking the usual basis generated by the 72(7 − 1)
operators Eµν = −Eνµ with brackets:
[Eµν , Eλσ ] = Eνσ + Eλν − Eµσ − Eλµ, (64)
the Casimir operators are obtained using the formula [60]:
P (λ) = |M − λId7| = λ
7 + C2λ
5 + C4λ
3 + C6λ, (65)
M being the matrix
M =

0 −e12 −e13 −e14 −e15 −e16 −e17
e12 0 −e23 −e24 −e25 −e26 −e27
e13 e23 0 −e34 −e35 −e36 −e37
e14 e24 e34 0 −e45 −e46 −e47
e15 e25 e35 e45 0 −e56 −e57
e16 e26 e36 e46 e56 0 −e67
e17 e27 e37 e47 e57 e67 0

. (66)
For the chain considered, the so (5) × so (2) subalgebra is generated by the operators Eij
with 1 ≤ i, j ≤ 5 and E67. Therefore the contraction related to the MLP is determined by
the transformations
E′ij =
1
t
Eij , E
′
67 =
1
t
E67, 1 ≤ i, j ≤ 5.
As usual, the quadratic Casimir operator is of no use, we therefore decompose the remaining
ones:
C4 = C[4,0] + t
2C[2,2] + t
4C[0,4],
C6 = C[6,0] + t
2C[4,2] + t
4C[2,4].
The functions C[4,0] and C[6,0] are functions of the subalgebra generators, and therefore not
further interesting. The remaining operators C[2,2], C[0,4], C[4,2] and C[2,4] have 140, 30, 420
and 390 terms before symmetrization. We observe that each Casimir operator provides at
most one independent labelling operator, which can be taken either as C[2,2] or C[0,4] for
C4 and C[4,2] or C[2,4] for C6. Taking for example the pair C[2,2] and C[2,4], we check their
independence on the invariants of so (7) and the subalgebra:
∂
{
C21, C41, C22, C2, C4, C6, C[2,2], C[2,4]
}
∂ {e12, e13, e16, e34.e46, e56, e57,e67}
6= 0,
where C21 and C41 are the Casimir operators of so (5) and C22 = e67. A routine computa-
tion shows that the orthogonality constraints are verified:[
C[2,2], C21
]
= 0,
[
C[2,2], C41
]
= 0,
[
C[2,2], C22
]
= 0,[
C[2,4], C21
]
= 0,
[
C[2,4], C41
]
= 0,
[
C[2,4], C22
]
= 0,[
C[2,2], Cp
]
= 0,
[
C[2,4], Cp
]
= 0,
[
C[2,2], C[2,4]
]
= 0,
(67)
for p = 2, 4, 6. The last brackets shows that the labelling operators commute, therefore they
constitute an admissible solution to the MLP given by the embedding.
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9.3 The chain sp(6) > su(3)× u(1)
The unitary reduction of the symplectic Lie algebra of rank three has found ample appli-
cations in the nuclear collective model [61]. In this case, nuclear states are classified by
means of irreducible representations of sp(6) reduced with respect to the unitary subalge-
bra su(3) × u(1). Since the induced representations are not multiplicity free, we have to
add n = 3 labelling operators to distinguish the states. Generating functions for this chain
were studied in [62], but without obtaining explicitly the three required operators. In this
section, we will determine a commuting set of labelling operators that solves the MLP for
this reduction. As we shall see, this case cannot be solved using only the invariants of the
associated contraction.
We will use the Racah realization for the symplectic Lie algebra sp (6,R). We consider
the generators Xi,j with −3 ≤ i, j ≤ 3 satisfying the condition
Xi,j + εiεjX−j,−i = 0, (68)
where εi = sgn (i). Over this basis, the brackets are given by
[Xi,j,Xk,l] = δjkXil − δilXkj + εiεjδj,−lXk,−i − εiεjδi,−kX−j,l, (69)
where −3 ≤ i, j, k, l ≤ 3. The three Casimir operators C2, C4, C6 of sp (6,R) are easily
obtained as the coefficients of the characteristic polynomial
|A− T Id6| = T
6 + C2T
4 + C4T
2 + C6, (70)
where
A =

x1,1 x2,1 x3,1 −Ix−1,1 −Ix−1,2 −Ix−1,3
x1,2 x2,2 x3,2 −Ix−1,2 −Ix−2,2 −Ix−2,3
x1,3 x2,3 x3,3 −Ix−1,3 −Ix−2,3 −Ix−3,3
Ix1,−1 Ix1,−2 Ix1,−3 −x1,1 −x1,2 −x1,3
Ix1,−2 Ix2,−2 Ix2,−3 −x2,1 −x2,2 −x2,3
Ix1,−3 Ix2,−3 Ix3,−3 −x3,1 −x2,3 −x3,3
 . (71)
The symmetrized operators give the usual polynomials in the enveloping algebra. Since
the unitary algebra u(3) is generated by {Xi,j|1 ≤ i, j ≤ 3}, in order to write sp (6,R)
in a su(3) × u(1) basis, it suffices to replace the diagonal operators Xi,i by suitable linear
combinations. Taking H1 = X1,1−X2,2, H2 = X2,2−X3,3 and H3 = X1,1+X2,2+X3,3
we obtain the Cartan subalgebra of su(3), while H3 commutes with all Xi,j with positive
indices i, j. The invariants over this new basis are simply obtained replacing the xi,i by the
corresponding linear combinations of hi. The contraction sp(6) (su(3)×u(1))
−→
⊕R12L1,
where R is the complementary to (ad(su(3)⊗ (1)) in the adjoint representation of sp(6):19
adsp(6) = (adsu(3) ⊗ (1))⊕R.
19More precisely, R decomposes into a sextet and antisextet with u(1) weight ±1 and a singlet with u(1)
weight 1.
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The contraction is determined by the transformations
H ′i = Hi, X
′
i,j = Xi,j , X
′
−i,j =
1
t
X−i,j , X
′
i,−j =
1
t
Xi,−j , 1 ≤ i, j ≤ 3. (72)
The contraction (su(3)× u(1))−→⊕R12L1 satisfies N = 3, thus has 3 Casimir operators that
can be obtained as contraction of C2, C4, C6. Note however that n = 3, thus the invariants
of the contraction will provide at most two independent missing label operators. This means
that using only the contraction, we cannot solve the MLP for this chain. In order to find a
third labelling operator, we have to consider the decomposition of the fourth and sixth order
Casimir operators of sp(6). Over the preceding transformed basis we obtain:
C4 = t
4C(4,0) + t
2C(2,2) + C(0,4),
C6 = t
6C(6,0) + t
4C(4,2) + t
2C(2,4) + C(0,6),
(73)
where C(k,l) denotes a homogeneous polynomial of k in the variables of R and degree l in
the variables of the unitary subalgebra. The C(0,k) are functions of the Casimir operators
of su(3)× u(1), and therefore provide no labelling operators. We remark that, before sym-
metrization, C(2,2) has 126 terms, C(2,4) 686 terms, and C(4,2) 444 terms. The symmetrized
operators C(2,2), C(4,2) and C(2,4) can be added to the Casimir operators of sp(6) and the
subalgebra su(3)× u(1), and the 9 operators can be seen to be functionally independent.[
Ci, C(2,2)
]
= 0,
[
Ci, C(4,2)
]
= 0,
[
Ci, C(2,4)
]
= 0, i = 2, 4, 6[
C(2,2), C(4,2)
]
= 0,
[
C(2,2), C(2,4)
]
= 0,
[
C(2,4), C(4,2)
]
= 0.
(74)
For symplectic algebras of higher rank, the decomposition method still provides the
required labelling operators. As expected, the main difficulty lies in the computation of the
brackets of the operators, where the number of terms increases exponentially.
10 Complete solutions
Even if the decomposition of the Casimir operators constitute a great improvement of the
contraction method in the MLP, there exist reduction chains where the problem cannot be
solved completely. In this case, the failure is related to the additional orthogonality con-
straint. Even if in almost any case we can find a sufficient number of independent labelling
operators, these do not provide linear combinations that lead to mutually orthogonal oper-
ators. As already observed, we cannot introduce a further refinement of the decomposition
without altering the contraction, and, therefore the reduction chain itself. In order to obtain
integrity bases, we must look for new labelling operators that do not arise from the decom-
position. In these cases, we are forced to find additional solutions to the subsystem of PDEs
associated to the subalgebra generators. The search for such operators can be simplified
if we require them to have a specific bi-degree. This requirement has been systematically
used in the literature.
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Table 3: so(5) brackets in a so(3) basis.
[] Q3 Q2 Q1 Q0 Q−1 Q−2 Q−3
L0 3Q3 2Q2 Q1 0 −Q−1 −2Q−2 −3Q−3
L1 0 6Q3 Q2 2Q1 6Q0 10Q−1 Q−2
L−1 Q2 10Q1 6Q0 2Q−1 Q−2 6Q−3 0
Q3 0 0 0 Q3 Q2 10Q1 + 15L1 5Q0 − 15L0
Q2 0 −6Q3 −Q2 −15L1 30Q0 + 60L0 10Q−1 − 15L−1
Q1 0 3L1 −Q1 −3L0 − 3Q0 15L−1 Q−2
Q0 0 −Q−1 − 3L−1 −Q−2 Q−3
Q−1 0 −6Q−3 0
Q−2 0 0
10.1 The nuclear surfon model
The reduction chain so(5) ⊃ so(3) appears in many applications involving the subalgebra
of angular momentum, and also plays an important role in the Interacting Boson Model
[3,63], where it appears in the chains u(5) ⊃ so(5) ⊃ so(3) ⊃ so(2) and so(6) ⊃ so(5) ⊃
so(3) ⊃ so(2). The corresponding n = 2 missing label problem has been analyzed in [64],
where two commuting missing label operators of degrees four and six were found. The
constructed two operators, using heavy algebraic methods, are of lowest possible degree to
solve the labelling problem. The general shape of the labelling operators was however not
found. Combining the decomposition of Casimir operators with the traditional analytical
approach to the MLP, we give the complete solution for this embedding. In particular, it
is verified that the pair of commuting operators found in [64] correspond to the simplest
possible solution, and the conjecture on the degree of these operators is confirmed.
We choose the basis of the orthogonal Lie algebra so(5) to consist of generators
{L0, L1, L−1} with brackets [L0, L±1] = ±L±1, [L1, L−1] = 2L0 together with an ir-
reducible tensor representation Qµ (µ = −3..3) of dimension seven. The brackets of so(5)
over this basis are specified given in Table 3.
According to the computations developed in [64], the Casimir operators of so(3) and
so(5) are given respectively by the following (unsymmetrized) polynomials:
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C21 = l
2
0 + l1l−1,
C2 = l
2
0 + l1l−1 −
2
5 (q3q−3 + q1q−1) +
1
15q2q2 + q
2
0,
C4 =
1
6
(
l−1q1 − l1q−1 +
l1l−1
2
)
q20 +
1
6
(
q3q−1q−2 + q2q1q−3 +
1
3
(
q21q−2 + q2q
2
−1
))
q0
−
(
1
9 l−1q−1 +
1
6 l0q−2 +
2
9 l1q−3
)
q21 +
(
2
9 l−1q3 +
1
9 l1q1 −
1
6 l0q2
)
q2−1
1
3
(
1
20q2q−2 − q1q−1 − 3l−1q1 +
7
4q
2
0 + 3l1q−1 +
1
5q3q−3
)
l20 +
1
18 l0q3q−1q−2
+ 118 l0q2q1q−3 +
3
100q
2
3q
2
−3 +
1
12
(
q2−1 − 3l−1q−1 + 3l0q−2 + q1q−3 − q0q−2
)
l21
+14
(
l1q2q−3 −
1
9 l−1q2q−1 +
1
9 l1q1q−2 − l−1q3q−2
)
q0 +
q22q
2
−2
675 + l
3
0q0 − l0q
3
0
+ 112 ((q2q−3 − q1q−2) l1l0 + (−q3q−2 + q2q−1) l−1l0)−
1
6 (l−1q1 − l1q−1) l0q0
+15
(
7
6q1q−1 +
1
20q2q−2
)
q−3q3 +
1
12
(
3l0q2 + q3q−1 + q
2
1 + 3l1q1 − q2q0
)
l2−1
+
(
l−1q1
3 −
l1q−1
3
)
q−3q3 +
1
6
(
1
10 l1l−1 −
q−2q2
6 l1q−1 +
2
3 l0q0 +
1
6 l−1q1
)
q3q−3
− 136
(
q22q−1q−3 − l1q3q
2
−2 + q3q1q
2
−2 + l−1q
2
2q−3
)
− 19
(
q31q−3 + q3q
3
−1
)
− 5108q
2
1q
2
−1 −
1
12
(
l1l−1 −
34
3 l0q0
)
q−1q1 −
q−2q2
540
(
q1q−1 + 36q
2
0
)
+ 14 l
3
1q−3
−
(
11
60 l1l−1 +
1
2 l0q0
)
q−3q3 −
9
6 l1l−1l0q0 −
3
5q
2
0q3q−3 −
1
4 l
3
−1q3
For this Lie algebras, the transformations (20) defining the associated contraction g
are given by L′i = Li, Q′µ = 1tQµ. The inhomogeneous contraction has an Abelian
radical of dimension seven, which implies that the invariants will only depend on the qµ-
variables [24]. It is easy to verify that N (g) = 4, and from the four Casimir operators, two
can be obtained by contraction of the invariants C2 and C4 of so(5). We decompose C4
with respect to the given contraction, and obtain
C4 = [4, 0] + [3, 1] + [2, 2] + [1, 3] , (75)
where the operators [i, j] are defined as follows:
[1, 3] = 14 l0l
2
1q−2 −
3
2 l0l1l−1q0 +
1
4 l
3
1q−3 − l
2
0l−1q1 + l
2
0l1q−1 + l
3
0q0 +
1
4 l0l
2
−1q2 −
1
4 l
3
−1q3
−14 l
2
1l−1q−1 +
1
4 l1l
2
−1q1
[2, 2] = − 112 l
2
−1q2q0 +
1
12 l0l−1q2q−1 +
1
6 l0l1q0q−1 +
1
12 l
2
1q1q−3 −
1
3 l
2
0q1q−1 +
7
12 l0
2q20
+ 160 l1l−1q2q−2 +
1
12 l
2
−1q3q−1 −
1
12 l0l−1q3q−2 +
1
12 l1l−1q
2
0 −
1
12 l
2
1q0q−2 +
1
12 l
2
1q
2
−1
−16 l0l−1q1q0 −
1
12 l1l−1q1q−1 +
1
12 l
2
−1q
2
1 +
1
15 l
2
0q3q−3 +
1
60 l
2
0q2q−2 −
1
12 l0l1q1q−2
−1160 l1l−1q3q−3 +
1
12 l0l1q2q−3
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[3, 1] = 14 l1q2q0q−3 +
1
9 l0q2q0q−2 − l0q
3
0 −
1
2 l0q3q0q−3 +
17
18 l0q1q0q−1 +
1
36 l−1q2q1q−2
+ 136 l−1q2q1q−2 −
2
9 l1q
2
1q−3 +
1
36 l1q3q
2
−2 +
1
9 l1q1q
2
−1 +
1
18 l0q3q−1q−2 −
1
9 l−1q
2
1q−1
+ 136 l1q1q0q−2 −
1
6 l0q2q
2
−1 −
1
3 l1q3q−1q−3 +
2
9 l−1q3q
2
−1 −
1
36 l−1q
2
2q−3 −
1
6 l0q
2
1q−2
−16 l1q
2
0q−1 +
1
6 l−1q1q
2
0 −
1
36 l−1q2q0q−1 −
1
36 l1q2q−1q−2 +
1
3 l−1q3q1q−3
+ 118 l0q2q1q−3 −
1
4 l−1q3q0q−2
[4, 0] = −19q
3
1q−3 −
3
5q3q
2
0q−3 −
1
36q
2
2q−1q−3 +
1
675q
2
2q
2
−2 +
1
100q3q2q−2q−3 −
1
9q3q
3
−1
− 115q2q
2
0q−2 −
5
108q
2
1q
2
−1 −
1
540q2q1q−1q−2 +
1
18q
2
1q0q−2 +
7
30q3q1q−1q−3
+ 118q2q0q
2
−1 −
3
100q
2
3q
2
−3 −
1
36q3q1q
2
−2 +
1
6q2q1q0q−3 +
1
6q3q0q−1q−2
A basis of invariants of g can be completed with two additional operators C ′6 and C ′8 of
degrees 6 and 8 respectively. The explicit expression for the sixth order invariant is
C ′6 = −729q
6
0 − 54q
4
1q
2
−2 + 54q3q−3
(
9q2q
2
0q−2 + 162q1q
2
0q−1 − 32q
2
1q
2
−1 + 6q2q1q−1q−2
)
+6q2q−2
(
6q3q
3
−1 − 10q
2
1q
2
−1 + 6q−3q
3
1 − 63q1q
2
0q−1
)
− 162q20
(
q2−2q3q1 + q
2
2q−3q−1
)
+54
(
q20
(
27q23q
2
−3 − 8q−3q
3
1 − 8q3q
3
−1 − 13q
2
1q
2
−1
)
− q23
(
−q0q
3
−2 + q
2
−1q
2
−2
))
−54
(
q21q
2
−3 + q
4
−1
)
q22 − 3q
2
2q
2
−2
(
4q1q−1 + 9q
2
0
)
− 324q30
(
q21q−2 + q2q
2
−1
)
+ q32q0q
2
−3
−18q−2q2
(
q2−2q3q1 + q
2
2q−3q−1
)
− 756q0q1q−1 (q3q−1q−2 + q2q1q−3)− 64q31q
3
−1
+972
(
q30 (q3q−1q−2 + q2q1q−3)−
(
q23q−1q−2q−3 +
(
q2q1q
2
−3 + q
2
1q−2q−3
)
q3
)
q0
)
+243 (6q1q−1 − 30q3q−3 + q2q−2) q
4
0 + 288q−1q1
(
q−3q
3
1 + q3q
3
−1
)
864q2−3q3q
3
1
+972q2q
2
−1q−3q3q0 + 90q−2q2
(
q21q−2 + q2q
2
−1
)
q0 + 396q−1q0q1
(
q21q−2 + q2q
2
−1
)
+180q1q−1
(
q2−2q3q1 + q
2
2q−3q−1
)
+ 864q−3q
2
3q
3
−1 + q
3
2q
3
−2
It turns out, however, that the invariants C ′6 and C ′8 are not sufficient to provide the labelling
operators with the orthogonality conditions. We have to consider additional operators of
degree six which are however not obtained by contraction20 . Denoting the previous C ′6
by [6, 0], according to its degree in the qµ variables, we introduce the following additional
operators of degree four depending on the parameters α and β:
X11 = [4, 0] + [3, 1] + (4− 3α) [2, 2] + α [1, 3] , α 6= 1,
X21 =
(
4
3
− β
)
[4, 0] +
3
2
(1− β) [3, 1] + 3β [2, 2] + [1, 3] , β 6=
1
3
(76)
and the two operators of degree six:
X12 = −
27
5 [6, 0] − 162 [5, 1] + [4, 2] − 216 [3, 3] − [2, 0]
(
5310 [2, 2] + 20252 [4, 0]
)
+ [0, 2] (2124 [3, 1] + 528 [1, 3]) + 768 [2, 4]
X22 = −
12
5 [6, 0] + 108 [5, 1] + [4, 2] + 324 [3, 3] − [2, 0] (180 [2, 2] − 1035 [3, 1])
− [0, 2] (17172 [2, 2] + 1728 [2, 4] + 3998 [1, 3]) ,
(77)
where [2, 4], [3, 3] [4, 2] and [5, 1] are defined in Table 4:
20This is due to the fact that so(5) has no primitive Casimir operator of degree six.
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Table 4: Sixth order operators
[2, 4] = (q−3q3 −
1
4q
2
0)l
4
0 +
1
2(q0(q1l−1 − q−1l1) + l1q2q−3 − l−1q3q−2)l
3
0 + l
2
0(l1l−1q
2
0 −
1
8(l
2
−1q2 + l
2
1q−2)q0 −
1
4 l1l−1(−2q1q−1 + q−2q2 − 2q−3q3)
+14
(
(5q3q−1 − q
2
1)l
2
−1 + (+5q1q−3 − q
2
−1)l
2
1
)
) + ( 316q−1q−3 −
1
64q
2
−2)l
4
1 +
1
32 l
2
−1l
2
1(26q1q−1 − 1q−2q2 − 50q
2
0 + 2q−3q3) + (
3
16q3q1 −
1
64q
2
2)l
4
−1
+18 l
3
1((9q0q−3 − 1q−1q−2)l0 +
1
16(6q
2
−1 + 2q1q−3 − 5q0q−2)l−1) +
1
16 l
3
−1((6q
2
1 + 2q3q−1 − 5q2q0)l1 +
1
8(q2q1 − 9q3q0)l0)
+18 l
2
−1l1l0(4q2q−1 − q3q−2 − 11q1q0) +
1
8 l0l
2
1l−1(+q2q−3 − 4q1q−2 + 11q0q−1).
[3, 3] = (q2q0q−2 −
4
3
(
q21q−2 − q2q
2
−1
)
+ 8q1q0q−1 − 9q
3
0)l
3
0 +
1
12(6q0q−1q−2 + 12q1q−1q−3 − 27q
2
0q−3 − 4q
3
−1 − q1q
2
−2)l
3
1 +
4
3
(
q1q
2
−1 − q2q−1q−2
)
l1l
2
0
+ 112(q
2
2q−1 − 12q3q1q−1 + 4q
3
1 + 27q3q
2
0 − 6q2q1q0)l
3
−1 + (3
(
q2q0q−3 − q20q−1
)
+ q1q0q−2 − 4q21q−3)l1l
2
0 + 12l0l
2
1
(
q2q−1q−3 − q0q2−1
)
+13 l−1(12q3q
2
−1 + 9
(
q1q
2
0 − q3q0q−2
)
+ q2q1q−2 − 3q2q0q−1 − 4q
2
1q−1)l
2
0 +
1
12 l0(9q
2
0q−2 − 36q1q0q−3 + 4q1q−1q−2 − q2q
2
−2)l
2
1
+12 l0l1l−1(10q1q0q−1 − 9q
3
0 − 2q2q
2
−1 + 2q2q1q−3 + 2q3q−1q−2 − 2q
2
1q−2 − 18q3q0q−3 + q2q0q−2) +
1
3
(
q2q1q−1 + q3q1q−2 − q
2
1q0
)
l2−1l0
+ 112(9q2q
2
0 − 36q3q0q−1 − q
2
2q−2)l
2
−1l0 −
1
12 l1l−1(((8q
2
1q−1 − 9q1q
2
0 − 36q3q1q−3 + 18q3q0q−2 − 2q2q1q−2 − 12q3q
2
−1 + 3q
2
2q−3)l−1)
+((36q3q−1q−3 + 9q
2
0q−1 + 2q2q−1q−2 − 3q3q
2
−2 − 8q1q
2
−1 − 18q2q0q−3 + 12q
2
1q−3)l1))
[4, 2] = 12(27l1l−1 − 135l
2
0)q
4
0 + (27 (l0l−1q1 − l0l1q−1)− 9/2
(
l21q−2 + l
2
−1q2
)
)q30 + q
2
0(l0(
3
2 (l1q1q−2 − l−1q2q−1) +
27
2 (l−1q3q−2 − l1q2q−3))
+(27q3q−3 + 81q1q−1 + 9q2q−2)l
2
0 +
27
2 l−1(5q3q−3 − q1q−1)l1 +
1
2(3q
2
1 + 9q3q−1)l
2
−1 +
1
2(3q
2
−1 + 9q1q−3)l
2
1) + 16l
2
0
(
q31q−3 + q3q
3
−1
)
−16 l
2
0(108(q3q0q−1q−2 + q2q1q0q−3)− 6(q3q1q
2
−2 + q
2
2q−1q−3) + 84(q
2
1q0q−2 + q2q0q
2
−1)− 20q2q1q−1q−2 + q
2
2q
2
−2 + 64q
2
1q
2
−1) + 9l
2
1q3q−3q
2
−1
−12 l
2
1q2q−2q
2
−1 − l
2
1
(
(q−1q−3 +
3
4q
2
−2)q
2
1 + (4q1q−1q−2 − 3q2q−1q−3 − 9q3q−2q−3 +
1
2q2q
2
−2)q0 − q1q
3
−1 + 9q3q1q
2
−3 + q2q1q−2q−3 −
3
4q
2
2q
2
−3
)
+l2−1((−9q3q2q−3 − 3q3q1q−2 +
1
2q
2
2q−2 + 4q2q1q−1)q0 + (9q3q−3 −
1
2q2q−2)q
2
1 − (q3q1 +
3
4q
2
2)q
2
−1 + 9q
2
3q−1q−3 − q
3
1q−1 + q3q2q−1q−2 −
3
4q
2
3q
2
−2)
+(−6l0l1q2 + 4l1l−1q3)q
3
−1 + (6l0l−1q−2 + 4l1l−1q−3)q
3
1 + q
2
1(l0((−28q−1l−1 + 12l1q−3)q0 − (6l−1q2q−3 + 8l1q−1q−2)) +
1
3 l−1l1(3q0q−2 + 4q
2
−1))
+q2−1((−12l0l−1q3 + l1l−1q2 + 28l0l1q1)q0 + (8l−1q2q1 + 6q−2q3l1)l0) + l1l−1(
5
2q3q1q
2
−2 − 9q3q0q−1q−2 +
1
3q2q1q−1q−2 +
5
2q
2
2q−1q−3 −
1
6q
2
2q
2
−2
−36q3q1q−1q−3 − 9q2q1q0q−3) + l0l1((6l−1q
2
2q−3 + 5l1q2q−1q−2 − 6l1q3q
2
−2 − 5l−1q2q1q−2)q0 + (6q3q1q−2q−3 +
1
2
(
q2q1q
2
−2 − q
2
2q−2q−3
)
)
+2l0l1q2q1q−1q−3 + l0l−1(
1
2
(
q3q2q
2
−2 − q
2
2q−1q−2
)
− 6q3q2q−1q−3 − 2q3q1q−1q−2).
[5, 1] = −8l0q
5
0 −
4
3 (l1q−1 − l−1q1)q
4
0 +
2
9q
3
0((2q2q−2 − 9q3q−3 + 58q1q−1)l0 + (6q2q−3 + q1q−2)l1 − (q2q−1 + 6q3q−2)l−1) + q
2
2q−3l1(
1
12q3q−3 −
1
81q2q−2)
+4381(l−1q
3
1q
2
−1 − l1q
2
1q
3
−1)−
1
108 (l0q
2
3q
3
−2 + l0q
3
2q
2
−3) + q
2
0(
5
27 (l−1q2q1q−2 − l1q2q−1q−2) +
1
3
(
l1q3q
2
−2 − l−1q
2
2q−3 + l0q2q1q−3 + l0q3q−1q−2
)
)
+
(
11
9
(
l−1q3q
2
−1 − l1q
2
1q−3
)
+ 53 (l−1q3q1q−3 − l1q3q−1q−3) +
16
9
(
l1q1q
2
−1 − l−1q
2
1q−1
)
− 3827
(
l0q2q
2
−1 + l0q
2
1q−2
)
)
)
q20 +
1
36 (l1q
3
1q
2
−2 − l−1q
2
2q
3
−1)
− 118(l1q3q2q−1q−2q−3 − l−1q3q2q1q−2q−3) +
4
27(l1q3q
4
−1 − l−1q
4
1q−3) + l0q0(
4
27
(
q31q−3 + q3q
3
−1
)
+ 118
(
q3q1q
2
−2 + q
2
2q−1q−3
)
+ q23q
2
−3(l1q−1 − l−1q1)
+1081q1q−1(l−1q
2
2q−3 − l1q3q
2
−2) +
1
18 l0q0(20q1q−1 − 11q2q−2 + 18q3q−3)q3q−3 +
4
81q
2
2q
2
−2l0q0 −
(
403
81 q
2
1q
2
−1 +
5
54q2q1q−1q−2
)
l0q0 +
68
81q
3
1q−3q−1l1
+(89q1q−1 −
1
12q−2q2 +
8
27q3q−3)(q
2
−1q2 + q
2
1q−2)l0 + (
7
162q−2q2 −
32
81q1q−1)(q3q−1q−2 + q1q−3q2)l0 +
19
162q2q−2(l−1q3q
2
−1 − l1q−3q
2
1)
+q0(
41
162q1q−1 +
7
18q3q−3 +
2
81q−2q2)(q2l−1q−1 − l1q−2q1) + q0(
4
27q−2q2 −
47
54q1q−1 −
5
6q3q−3)(q−3q2l1 − l−1q3q−2)−
2
27 l0l1q
2
−1(q−1q2 + 4q−2q3)
+ 227q0q
2
1l−1(q1q−2 + 4q−3q2)− (
38
27q−3q3q−1q1 +
17
81q1q−1q−2q2 −
1
81q
2
2q
2
−2)(q1l−1 − l1q−1) + l1q1q
2
−3(
8
9q3q1 −
1
108q
2
2) + l1q−3q−1(
68
81q
3
1 −
5
108q
2
2q−1)
− 5108 l1q−3q
2
−1q
2
2 + (
1
81q2q−2 −
1
12q3q−3)q3q
2
−2l1 + l−1q
2
3q−1(
1
108q
2
−2 −
8
9q−1q−3) + l−1q1q3(
5
108q1q
2
−2 −
68
81q
3
−1)
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Observe that for the excluded values of the parameters, we recover the Casimir operator
of degree four of so(5). We claim that the operators [0, 2] , [2, 0] , C4,X11 ,X21 ,X12 ,X22 are
functionally independent, where [0, 2] = C21 and [2, 0] = C2 − C21. To prove this, we
simply consider the following Jacobian
∂
(
[0, 2] , [2, 0] , C4,X
1
1 ,X
2
1 ,X
1
2 ,X
2
2
)
∂ (l0, l−1, q0, q−1, q−2, q−3, q3)
6= 0 (78)
Therefore the operators are independent, and from them a set of commuting operators can
be extracted.
Proposition 2 The sets F1,α =
{
X11 ,X
1
2
}
and F2,β =
{
X21 ,X
2
2
}
are inequivalent set of
commuting missing label operators.
The non-equivalence of the sets of labelling operators refer to their independence and
to the fact they they are not mutually orthogonal. This shows that the class of labelling
operators is divided into two types with respect to the orthogonality requirement. It cannot
however excluded that some mixed functions can have the same property.
We finally remark that the solution found in [64] is equivalent to the symmetrized solu-
tion
{
X11 ,X
2
1
}
for α = 0. In fact, we obtain X ′ = X11 − C4 = 3 [2, 2] − [1, 3], therefore
the only solution with two components. In this sense, the pair proposed in [64] is actually
the simplest possible choice for solving the missing label problem.
11 Cartan subalgebras and the MLP
As already observed, the eigenvalues of the Casimir operators of a (semisimple) Lie algebra
serve to characterize the irreducible representations. The next step is to find out how many
internal labels are necessary to distinguish the different eigenvectors of a given weight.
Obviously the eigenvalues of the Cartan subalgebra generators serve to this purpose, but
with the exception of the Lie algebras [su(2)]n, they are not sufficient. It is well known
from the classical theory that for (semisimple) algebras, exactly 12 (dim s− rank s) labels
are needed.21. This means that in addition to the generators of the Cartan subalgebra h, we
need to find f = 12 (dim s− 3ranks) additional operators to separate multiplicities. These
must of course commute among themselves and with the elements of the Cartan subalgebra.
The number f is usually called the Racah number, and the corresponding operators the
Racah operators. As follows from the expression of f , this number increases quickly for
high dimensions, and so, for example, for the exceptional algebra E8 we need as many as
112 additional operators. The problem to completely characterize the Racah operators is
still open, and only for some special cases it has been studied. The problem is however
quite similar to that of the MLP, and this suggest to emply the same technique to look for
21This is exactly the number of positive roots. Using the Maurer-Cartan equations of the algebra, it can be
shown [65] that this number appears naturally
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these labelling operators. The main difference is that the reduction chain s ⊃ h involves an
Abelian subalgebra, and therefore the contraction will generally be not an inhomogeneous
Lie algebra. In any case, the decomposition of the Casimir operators of s provides solutions
to the problem, since they are particular solutions to the system of differential equations
determined by the Cartan subalgebra. A suggested procedure to obtain Racah operators is
therefore the following:
1. Decompose the Casimir operators of s according to the contraction associated to the
reduction s ⊃ h.
2. Extract a maximal number of independent operators that are moreover independent
on the generators of h and the Casimir operators of s
3. Compute the brackets of these operators in order to obtain a set of commuting oper-
ators.
Observe in particular that since the Racah operators are solutions to the corresponding
differential operators, commutation with the Cartan subalgebra generators follows at once.
Once the brackets of the Racah operators between themselves and the Casimir operators
of the algebra must be computed. It is clear from this procedure that an exact knowledge
of the Casimir operators of simple Lie algebras is necessary. Formulae for these are well
known [9], although in some cases the corresponding expressions are not very manageable.
Specially for the Ei series, where the higher order Casimir operators are quite difficult to
compute, this approach would require alternative derivations of the invariants, as done for
the classical series. The question how many of the Racah operators can be obtained using
this method is still an open problem, actually in progress.
In this paragraph, we show that this ansatz works, even if the nature of the corresponding
missing label problem is quite different to the usual one, due to the non-inhomogeneous
nature of the contracted algebra. The examples exhibited point out that the interpretation of
labelling operators as “broken Casimir operators” is valid, and gives to the Racah operators
a certain physical meaning absent in other approaches to their computation.
11.1 Racah operators of su(3)
The lowest dimensional simple algebra where such operators are required is the type A2. In
this case, f = 1, thus we need to determine one additional operator. As follows from (3),
there are two possibilities. For simplicity, we consider a basis {Li, Tj} (i = 0, 1,−1, j =
−2, .., 2) similar to that considered for the Elliott chain, but changing the indices for the
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second rank tensor. The commutator table in matrix form is given by:
A(su(3)) =

0 l1 −l−1 2 t2 t1 0 −t−1 −2 t−2
−l1 0 l0 0 −2 t2 −3 t1 t0 t−1
l−1 −l0 0 −t1 −t0 3 t−1 2 t−2 0
−2 t2 0 t1 0 0 0 −l1 l0
−t1 2 t2 t0 0 0 −3 l1 l0 −l−1
0 3 t1 −3 t−1 0 3 l1 0 −3 l−1 0
t−1 −t0 −2 t−2 l1 −l0 3 l−1 0 0
2 t−2 −t−1 0 −l0 l−1 0 0 0

In this case, the Cartan subalgebra is easily seen to be generated by T0 and L0. To compute
the Racah operators, we have to solve the system:
T̂0F := l1
∂F
∂l1
− l−1
∂F
∂l−1
+ 2t2
∂F
∂t2
+ t1
∂F
∂t1
− t−1
∂F
∂t−1
− 2t−2
∂F
∂t−2
= 0,
T̂0F := 3t1
∂F
∂l1
− 3t−1
∂F
∂l−1
+ 3l1
∂F
∂t1
− 3l−1
∂F
∂t−1
= 0.
(79)
Instead of integrating the system, we decompose the Casimir operators. Over this basis,
the unsymmetrized invariants are C2 = 2l1l−1 + l20 + 4t2t−2 + 2t1t−1 + 13t
2
0 and
C3 = 9
(
l1l−1t0 − l
2
0t0 + t1t0t−1
)
− 36t2t0t−2 + t
3
0
+27
(
t2t
2
−1 + t
2
1t−2 − l0l1t−1 − l0l−1t1 − l
2
1t−2 − l
2
−1t2
)
.
Only the decomposition of the cubic operator can lead to an independent labelling op-
erator. In this case, the contraction is determined by the transformations
L′0 = L0;L
′
i =
1
t
Li, i = ±1; T
′
0 = T0;T
′
i =
1
t
Ti, i = ±1, 2.
The re-scaled cubic operator is therefore
C3 =
(
t30 − 9l
2
0t0
)
+ t2 (9 (l1t0l−1 + t1l0t−1)− 27 (t−1l0l1 + l−1l0t−1)− 36t0t2t−2)
−t3
(
l21t−2 + l
2
−1t2 − t2t
2
−1 − t
2
1t−2
)
.
The first term is obviously non useful, for being a function of the Cartan generators. Choos-
ing Φ = 9 (l1t0l−1 + t1l0t−1)− 27 (t−1l0l1 + l−1l0t−1)− 36t0t2t−2 provides an indepen-
dent labelling operator, as follows from the Jacobian
∂
{
T0, L0, C
2, C3,Φ
}
∂ {l0, t0, t2, t1, t−1}
6= 0. (80)
The orthogonality is straightforward. Therefore the symmetrization of Φ constitutes an
admissible Racah operator for the Lie algebra su(3).
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11.2 Racah operators of sp(4)
Symplectic groups naturally appear in physical applications from the boson formalism: the
generators of the corresponding Lie algebra correspond to operators changing the number of
particles. In the study of the j−j-coupling shell model, the algebra sp(4) played a notorious
role, since they commute with the quasi-spin operators and moreover cannot change the
seniority number ν. More recently, they have been shown to be important in the nuclear
collective model, among other applications to nuclear physics [47,66]. Since the symplectic
algebra sp(4) has dimension ten and rank two, the Racah number is f = 2, and therefore we
have to find two commuting labelling operators. Using the same basis and brackets of (69),
i.e., the Racah realization of the algebra, where the indices run from −2 to 2, the Casimir
operators can be computed using the matrix formula (71) adapted to it. The unsymmetrized
invariants are
C2 = −x
2
1,1 − x2,−2x−2,2 − x
2
2,2 − 2x−1,2x1,−2 − x1,−1x−1,1 − 2x2,1x1,2,
C4 = 2x1,1x−1,2x1,−2x2,2 + x1,−1x−1,1x
2
2,2 + x2,−2x−2,2x1,1ˆ2− 2x1,1x2,2x2,1x1,2
−2x1,−1x2,1x−1,2x2,2 − 2x1,1x1,−2x−2,2x2,1 − 2x1,1x2,−2x−1,2x1,2 + x
2
−1,2x
2
1,−2
−2x1,2x1,−2x−1,1x2,2 + x
2
2,1x
2
1,2 − x
2
1,−2x−1,1x−2,2 − x1,−1x2,−2x
2
−1,2 + x
2
1,1x
2
2,2
+x1,−1x−2,2x
2
2,1 + 2x2,1x−1,2x1,−2x1,2 + x1,−1x2,−2x−1,1x−2,2 + x2,−2x−1,1x
2
1,2.
Taking the contraction defined by the transformations X ′i,j = 1tXi,j for all indices
i, j |i 6= j, the quartic Casimir operator is decomposed as:
C4 = x
2
1,1x
2
2,2 + t
2C[2,2] + t
3C[1,3] + t
4C[0,4], (81)
where
C[2,2] = 2x1,1x−1,2x1,−2x2,2 + x1,−1x−1,1x2,2ˆ2 + x2,−2x−2,2x
2
1,1 − 2x1,1x2,2x2,1x1,2,
C[1,3] = −2x1,−1x2,1x−1,2x2,2 − 2x1,1x1,−2x−2,2x2,1 − 2x1,1x2,−2x−1,2x1,2
−2x1,2x1,−2x−1,1x2,2
C[0,4] = x
2
2,1x
2
1,2 − x
2
1,−2x−1,1x−2,2 − x1,−1x2,−2x
2
−1,2 + x
2
−1,2x
2
1,−2 + x1,−1x−2,2x
2
2,1
+2x2,1x−1,2x1,−2x1,2 + x
2
1,1x
2
2,2 + x1,−1x2,−2x−1,1x−2,2 + x2,−2x−1,1x
2
1,2
Taking for example the operators C[2,2] and C[1,3], we verify their independence on the
Casimir operators of sp(4) and the Cartan generators by computing the Jacobian:
∂
{
X1,1,X2,2, C2, C4, C[2,2], C[1,3]
}
∂ {x1,1, x2,2, x1,2, x2,1, x1,−1, x−1,2}
6= 0.
Taking the symmetrization of these operators (denoted by the same symbol), we finally
compute the brackets:[
C[2,2], C[1,3]
]
= 0,
[
C[2,2], C2
]
= 0,
[
C[2,2], C4
]
= 0,[
C[1,3], C2
]
= 0,
[
C4, C[1,3]
]
= 0.
(82)
This shows that the commuting Racah operators also arise as “broken Casimir operators”
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The symplectic algebra sp (6) shows more clearly to which extent the described pro-
cedure is valid. In this case, the Racah number equals f = 6, thus we have to determine
six commuting labelling operators. Again, taking the realization used before, the invari-
ants follow from formula (70). Before symmetrization, the Casimir operators C2, C4 and
C6 have 12, 123 and 388 terms, respectively. Performing the contraction determined by
X ′i,j =
1
t
Xi,j for i 6= j, the quartic and hexic Casimir operators decompose as
C4 = C[4,0] + t
2C[2,2] + t
3C[1,3] + t
4C[0,4],
C6 = C[6,0] + t
2C[4,2] + t
3C[3,3] + t
4C[2,4] + t
5C[1,5] + t
6C[0,6].
(83)
Here C[4,0] and C[6,0] are functions of the Cartan generators, while
C[2,2], C[1,3], C[0,4], C[4,2], C[3,3], C[2,4], C[1,5] and C[0,6] are polynomials with
18, 36, 66, 9, 20, 72, 132 and 154 terms, respectively.22 Taking the six independent
operators C[2,2], C[1,3], C[4,2], C[3,3], C[2,4] and C[1,5], their independence with the Ci and
the Cartan subalgebra is proved by means of the Jacobian
∂
{
X1,1,X2,2,X3,3, C2, C4, C6, C[2,2], C[1,3], C[4,2], C[3,3], C[2,4], C[1,5]
}
∂ {x1,1, x2,2, x3,3, x1,2, x1,3, x2,1, x2,3, x−1,2, x−1,3, x1,−1, x−1,2, x2,−3}
6= 0.
A straightforward but tedious computation shows moreover the orthogonality conditions
required: [
C[2,2], C[1,3]
]
= 0,
[
C[2,2], C[4,2]
]
= 0,
[
C[2,2], C[3,3]
]
= 0,[
C[2,2], C[2,4]
]
= 0,
[
C[2,2], C[1,5]
]
= 0,
[
C[1,3], C[4,2]
]
= 0,[
C[1,3], C[3,3]
]
= 0,
[
C[1,3], C[2,4]
]
= 0,
[
C[1,3], C[1,5]
]
= 0,[
C[4,2], C[3,3]
]
= 0,
[
C[4,2], C[2,4]
]
= 0,
[
C[4,2], C[1,5]
]
= 0,[
C[3,3], C[2,4]
]
= 0,
[
C[3,3], C[1,5]
]
= 0,
[
C[2,4], C[1,5]
]
= 0,
(84)
Orthogonality with the Casimir operators follows similarly. This suggest that a complete
characterization of the Racah operators by means of the decomposition of the Casimir op-
erators is possible. This problem is in progress.
11.3 Applications to the Lie algebra so(2, 4)
The conformal group SO(2, 4) is one of the physically most relevant groups, and appears in
many different context. One one hand, it is the symmetry group of the Maxwell equations of
electromagnetism, as well as the dynamical non-invariance group of hydrogen-like atoms.
In General Relativity, this group and their De Sitter subgroups also constitute a powerful
tool. This group was also found to be at the basis of the group-theoretical construction of
the Periodic Table of chemical Elements, being first considered in [32]. various authors
followed the analysis of the chemical elements using the conformal symmetry [31]. It is
nowadays at the centre of the program KGR [33], whose finality is to obtain quantitative
predictions on the elements [33, 34]. The Casimir and Racah operators are the main tool
22For this reason we omit the explicit expressions of the operators.
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to construct the needed quantum numbers to characterize physical and chemical properties.
Since the Lie algebra is of dimension 15 and rank 3, we need three additional operators to
obtain a complete set of commuting operators that solves the labelling problem. Once again
we try to solve it via the MLP associated to the Cartan subalgebra. We use the important
fact that so(2, 4) is isomorphic to the unitary Lie algebra su(2, 2). Taking the basis formed
by the operators {Eµν , Fµν}1≤µ,ν≤p+q=n with the constraints
Eµν + Eνµ = 0, Fµν − Fνµ = 0,
gµµ = ((1, 1,−1,−1) ,
the brackets are then given by
[Eµν , Eλσ ] = gµλEνσ + gµσEλν − gνλEµσ − gνσEλµ
[Eµν , Fλσ ] = gµλFνσ + gµσFλν − gνλFµσ − gνσFλµ
[Fµν , Fλσ ] = gµλEνσ + gνλEµσ − gνσEλµ − gµσEλν (85)
To recover the conformal algebra, we take the Cartan subalgebra spanned by the vectors
Hµ = gµ+1,µ+1Fµµ − gµµFµ+1,µ+1 for µ = 1..3. The centre of u(p, q) is obviously
generated by gµµFµµ.23 The advantage of this basis is that the Casimir operators can be
determined by means of a determinantal formula. Indeed, a maximal set of independent
Casimir invariants of su (2, 2) is given by the coefficients Ck of the characteristic polyno-
mial |IA− λIdN | = λ4 +
∑4
k=2Dkλ
4−k
, where A is the matrix defined by:
−I(34h1 −
1
2h2 +
1
4h3) −e12 − If12 e13 + If13 e14 + If14
e12 − If12 I(
1
4h1 +
1
2h2 −
1
4h3) e23 + If23 e24 + If24
e13 − If13 e23 − If23 I(
1
4h1 −
1
2h2 −
1
4h3) e34 + If34
e14 − If14 e24 − If24 −e34 + If34 I(
1
4h1 −
1
2h2 +
3
4h3)
 .
(86)
The Casimir operators follow from the corresponding symmetrization of the functions
Ck. The corresponding contraction is defined by the non-singular transformations
E′ij =
1
t
Eij , F
′
ij =
1
t
Fij , i = 1..4.
According to this scheme, the Casimir operators decompose as follows:
C2 = C[2,0] + t
2C[(,2],
C3 = C[3,0] + t
2C[1,2] + t
3C[0,3],
C4 = C[4,0] + tC[1,3] + t
2C[2,2] + t
4C[0,4],
(87)
where the C[0,i] are functions of the Cartan generators. The functions C[i,j] all constitute so-
lutions to the MLP. To complete the set of orthogonal operators {H1,H2,H3, C2, C3, C4}
23Another useful basis is that spanned by the so-called Yao generators.
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with three mutually commuting labelling operators, we chose those triples that are func-
tionally independent from the Casimir operators of su(2, 2) and the hi. We can take for
example C[2,1], C[3,1] and C[2,2]. Since
∂
(
H1,H2,H3, C2, C3, C4, C[2,1], C[1,3], C[2,2]
)
∂(h1, h2, h3, e12, e13, e14, f23, f24, f34)
6= 0, (88)
these operators are independent. A laborious computation shows that the symmetrized
forms of these operators are orthogonal:[
Ci, C[1,2]
]
= 0,
[
Ci, C[1,3]
]
= 0,
[
Ci, C[2,2]
]
= 0,[
C[1,2], C[1,3]
]
= 0,
[
C[1,2], C[2,2]
]
= 0,
[
C[2,2], C[1,3]
]
= 0.
(89)
In this case, the number of terms before symmetrization is 36, 48 and 72 for C[1,2], C[1,3]
and C[2,2], respectively. Thus the set
{
H1,H2,H3, C2, C3, C4, C[2,1], C[1,3], C[2,2]
}
is com-
plete formed by commuting operators. The main objetctive of the KGR program is to find
suitable linear combinations of the three Racah operators to describe physical properties
like ionization energy or magnetic susceptibility, as well as to obtain information on the
stability island among the superheavy nuclei. This identification is the second step after the
simultaneous diagonalization of these operators, and is heavily of numerical nature. The
computation of the corresponding eigenvalues for irreducible representations (IRREPs) of
su(2, 2) constitutes the essential step to be compared with the existing experimental data.
This task is in progress.
12 Final remarks
It seems natural to think, whenever we are confronted with a (non-canonical) embedding of
Lie algebras and the corresponding MLP which is not multiplicity free, the information lost
is somehow determined by the chain itself, and not by a priori external techniques. In this
sense, the missing label operators which arise from the contraction g should correspond to a
natural choice of physical labelling operators, as they are obtained using only the available
information on the algebra-subalgebra chain, their invariants and the induced decomposi-
tion. This suggests that these could be the correct physical operators to be considered for
the labelling of states. An argument supporting this interpretation is the equivalence of the
contraction procedure with the K-matrix method in the Elliott model su(3) ⊃ so(3) chain
or the supermultiplet model. Whether the remaining possibilities that arise from the gen-
eral algebraic solution of the missing label problem are physically more relevant than those
operators found by contraction, remains a question that should be analyzed for any specific
physical situation. In all examples analyzed, the contraction method provides at most n of
the 2n available operators, thus induces a kind of partition in the set of labelling operators.
This suggests the existence of a certain kind of hierarchy among these operators, as well as
the fact that some of them are not directly related to the properties of the embedding of the
subalgebra, and therefore not equivalent to these. The next natural step is to analyze if the
contraction g can also be used to derive the eigenvalues of the missing label operators.
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We have shown that many missing label problems relevant to Physics can be completely
solved by using the properties of the reduction chain s ⊃ s′, by means of a Lie algebra con-
traction associated to this reduction or the decomposition induced on the Casimir operators
of the original Lie algebra. Analyzing the set of invariants of the involved Lie algebras,
suitable commuting operators can be found that solve the missing label problem. From
this perspective, the operators found inherit an intrinsic meaning, namely as terms of the
Casimir operators of s being re-scaled by the contraction, up to some combination of lower
order invariants of s and s′. We have recomputed some classical reductions appearing in
atomic and nuclear physics, obtaining complete agreement with the result obtained by dif-
ferent authors and techniques. We believe to we also have furnished a natural explanation of
the order of these operators, which are directly related to the order of the Casimir operators
of the contracting Lie algebra. For the special case of n = m = 0, a direct relation among
the invariants of s and s′ with those of the contraction g has been observed.
The generalized contraction method is useful to solve the MLP when the number of
invariants of the contraction associated to the reduction chain s ⊃ s′ exceeds the number of
needed commuting labelling operators. In the case where the invariants do not suffice to find
a complete solution of the missing label problem, it is expectable that labelling operators
of the same degree appear. This suggests that further terms of the Casimir operators of
s that disappear during the contraction can be useful to complete the set of missing label
operators. We have thus introduced a decomposition of the Casimir operators, the terms
of which are all constitute solutions to the labelling problem. From these terms a set of n
independent labelling operators can be extracted, reducing the problem to determine which
(linear) combinations are mutually orthogonal. In this sense, the method proposed in [11]
is a first approximation to solve the MLP using the properties of reduction chains turns
out to be useful in many practical cases. The bi-degree of the Casimir operators of a Lie
algebra with respect to the variables associated to the generators of a subalgebra are further
a relevant tool to obtain and classify these labelling operators, although further distinction
of terms, for example when the subalgebra consists of various copies, is also convenient
to deduce additional operators.24 We remark that this additional labelling depends on each
particular, case, since it is related to the distinction of the generators of the subalgebra and
on their possible splitting into direct sums.
Certain aspects related to the decomposition method of Casimir operators based on the
contractions and its use in labelling problems are specially emphasized:
• The solutions agree with the “natural” choice for the labelling operators. Their inter-
pretation as “broken” Casimir operators confers them a physical meaning, in contrast
to some operators obtained by other techniques, where the physical content of the
operator is sometimes not entirely clear.
24This has been done for the chain su(4) ⊃ su(2)× su(2) [4] for the Wigner supermultiplet and the isospin-
strange spin classification schemes, although this supplementary subdivision cannot be deduced using only the
bi-degree defined by the contraction.
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• The decomposition provides also a consistent explanation to the question why for a
number of reduction chains the labelling operators must have the same degree. This
fact is related to the number of terms when the decomposition is applied.
• This could probably explain why the eigenvalues of such labelling operators are not
integers, as already indicated by Racah [13] and verified in some models. The de-
composition implies that the eigenvalues of the labelling operators contribute to the
eigenvalues of the Casimir operators, being parts of them. In this context, the in-
terpretation of a labelling operator as “broken” Casimir operator leads to the idea of
“broken” integer eigenvalues.
Some questions still remain open. For example, whether there exist reductions s ⊃ s′
for which the method followed here provides all available labelling operators. An answer
in this direction implies to find the general solution to the MLP for each considered chain.
At the present time, only for a few number of algebras these computations have been car-
ried out completely [4, 51]. A complete study of all physically relevant reduction chains
involving simple Lie algebras up to some fixed rank will certainly provide new insights to
this problem. We have also observed the existence of reduction chains where the terms
of the decomposition are not sufficient to construct a set of orthogonal labelling operators.
This means that the requirement that they commute is not directly related to the functional
independence of these operators. How to compute these operators and their relation with
the original embedding is still an open problem that must be analyzed. Another similar
problem, which is being analyzed by the author, is to obtain complete sets of commuting
Racah operators for all simple Lie algebras, using the labelling problem determined by the
Cartan subalgebra. Such types of reduction have been shown to be of interest in algebraic
models of molecular physics and nuclear spectroscopy [63], and a systematized approach
would certainly be a step forward in their study.
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