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Resumen: En este trabajo de grado se presenta una comparacio´n del ca´lculo de
prono´sticos con modelos de series de tiempo TARX y TAR con dos reg´ımenes usando
el crecimiento de la deuda externa pu´blica e inversio´n privada trimestral en Colom-
bia entre 1994 y 2007. La estimacio´n de para´metros de los modelos y el ca´lculo de
prono´sticos se realizaron a trave´s de me´todos Bayesianos y te´cnicas MCMC. Un ex-
perimento de simulacio´n muestra que la metodolog´ıa utilizada es muy efectiva. Por
u´ltimo, los resultados con los datos empir´ıcos muestran evidencia de una relacio´n
no lineal e inversa entre las dos series de tiempo bajo estudio, y en cuanto a prono´sti-
cos a corto plazo el modelo TARX presenta un mejor comportamiento respecto a los TAR.
Palabras clave: Modelos TARX y TAR, me´todos Bayesianos, te´cnicas MCMC, deuda
externa pu´blica, inversio´n privada, estimacio´n de para´metros, ca´lculo de prono´sticos.
IFigura 1
II
Figura 2
Dedicado
A Dios, mi madre Beatriz Alape Lo´pez y Yudy Tatiana Orjuela Villanueva quienes son
mi fortaleza.
Agradecimientos
A la Universidad del Tolima y Facultad de Ciencias por su valioso aporte a mi formacio´n
profesional.
I´ndice general
I´ndice general I
I´ndice de tablas II
I´ndice de figuras III
Objetivos V
Introduccio´n VI
1. Consideraciones Teo´ricas 1
1.1. Especificacio´n de los modelo TARX y TAR . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. La funcio´n de verosimilitud condicional . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3. Estimacio´n Bayesiana de los para´metros. . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4. Algoritmo MCMC para la estimacio´n de los para´metros . . . . . . . . . . . . . . 4
1.5. Validacio´n del modelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.6. Ca´lculo de la densidad predictiva . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.7. Algoritmo para la estimacio´n de prono´sticos . . . . . . . . . . . . . . . . . . . . . . 6
2. El estudio de Simulacio´n 7
3. Una aplicacio´n en economı´a 13
3.1. Ana´lisis exploratorio de las series de tiempo . . . . . . . . . . . . . . . . . . . . . . 13
3.2. Ajuste y prono´sticos de un Modelo TARX . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3. Ajuste y prono´sticos de un Modelo TAR . . . . . . . . . . . . . . . . . . . . . . . . . 21
Conclusiones 27
Bibliograf´ıa 28
I
I´ndice de tablas
2.1. Resultados de la simulacio´n del modelo TARX obtenido de 100 repeticiones
con n=300. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2. Prono´stico para la variable Xt. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3. Prono´stico para la variable Zt. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.1. Prueba de no linealidad de umbrales con covariable . . . . . . . . . . . . . . . . . 16
3.2. Para´metros estimados del modelo TARX . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3. Prono´stico ex post del modelo TARX para la variable de intere´s. . . . . . . . 21
3.4. Prono´stico ex post del modelo TARX para la variable umbral. . . . . . . . . . 21
3.5. Prueba de no linealidad de umbrales . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.6. Para´metros estimados del modelo TAR. . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.7. Prono´stico ex post del modelo TAR para la variable de intere´s. . . . . . . . . . 26
3.8. Prono´stico ex post del modelo TAR para la variable de umbral. . . . . . . . . . 26
II
I´ndice de figuras
1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . I
2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . II
2.1. Variable de intere´s (a), variable umbral (b). del modelo simulado TARX
con n=300 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2. FAC para algunas cadenas del modelo simulado TARX . . . . . . . . . . . . . . 9
2.3. Gra´ficas de las muestras simuladas MCMC de las u´ltimas 4000 iteraciones . 10
2.4. Traza, histograma y box plot de los residuales simulados . . . . . . . . . . . . . 10
2.5. FAC de los residuales (a), FACP de los residuales (b), FAC de los residuales
al cuadrado (c), FACP de los residuales al cuadrado (d) . . . . . . . . . . . . . . 11
2.6. Gra´fico CUSUM de los residuos del modelo simulado TARX. . . . . . . . . . . . 11
3.1. Deuda externa pu´blica trimestral (a), inversio´n privada trimestral (b) . . . . 13
3.2. Crecimiento inversio´n privada (a), crecimiento deuda externa pu´blica (b) . 15
3.3. Funcio´n de autocorrelacio´n muestral (a), Funcio´n de autocorrelacio´n parcial
muestral (b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.4. Crecimiento FBKF/PIB —, Crecimiento DEXP/PIB rezagada dos trimes-
tre -o- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.5. Gra´fica cumuplot para verificar la convergencia de las cadenas del Modelo
TARX. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.6. Gra´ficas de las muestras a posteriori del modelo TARX. . . . . . . . . . . . . . . 19
3.7. Traza, histograma y box plot de los residuales del modelo TARX . . . . . . . . 19
3.8. FAC de los residuales (a), FACP de los residuales (b), FAC de los residuales
al cuadrado (c), FACP de los residuales al cuadrado (d), del modelo TARX 20
3.9. Gra´fico CUSUM de los residuales del Modelo TARX. . . . . . . . . . . . . . . . . 20
3.10. Crecimiento FBKF/PIB —, Crecimiento DEXP/PIB rezagada un trimestre
-o- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.11. Traza de las muestras a posteriori del modelo TAR. . . . . . . . . . . . . . . . . . 23
III
I´NDICE DE FIGURAS IV
3.12. Gra´fica cumuplot para verificar la convergencia de las cadenas del modelo
TAR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.13. Traza, histograma y box plot de los residuales del modelo TAR . . . . . . . . . 24
3.14. FAC de las residuales (a), FACP de los residuales (b), FAC de los residuales
al cuadrado (c), FACP de los residuales al cuadrado (d), del modelo TAR . 25
3.15. Gra´fico CUSUM de los residuales estandarizados del modelo TAR. . . . . . . . 25
16. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
17. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
18. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Objetivos
Objetivo General
Comparar el modelado y el ca´lculo de prono´sticos con modelos TARX y TAR en la deuda
externa pu´blica e inversio´n privada trimestral en Colombia 1994-2007.
Objetivos Espec´ıficos
• Implementar la metodolog´ıa Bayesiana y las te´cnicas MCMC utilizadas por Chen y
Lee (1995), Chen (1998) y adaptar la metodolog´ıa del ca´lculo de prono´sticos dada
por Caldero´n y Nieto (2017), para el estudio de los modelos TARX y TAR.
• Determinar la eficiencia de la metodolog´ıa mediante un estudio de simulacio´n.
• Ilustrar la metodolog´ıa propuesta con un ejemplo emp´ırico en el sector econo´mico
en Colombia.
V
Introduccio´n
Los modelos de series de tiempo no lineales fueron mencionados por primera vez a
principios del siglo XX, estos han adquirido gran importancia a trave´s del tiempo, debido
a que algunos feno´menos naturales y sociales pueden ser explicados adecuadamente por
medio de estos modelos, como se presentan en la series hidrolo´gicas, meteorolo´gicas,
biolo´gicas, econo´micas, f´ısicas, financieras, de procesos qu´ımicos, entre otras. Los modelos
no lineales TAR ( Threshold AutoRegressive models) fueron propuestos por Tong (1978),
estos modelos tienen la capacidad de capturar asimetr´ıas, bimodalidad, feno´menos de
saltos, irreversibilidad en el tiempo y conglomerados de volatilidad. Estos modelos asumen
que los valores de un proceso estoca´stico ( proceso de umbral) Zt determina la dina´mica
del proceso estoca´stico Xt ( proceso de intere´s).
Chen y Lee (1995) presentan una metodolog´ıa Bayesiana para estimar los para´me-
tros en conjunto del modelo TAR, Chen (1998) realiza inferencia estad´ıstica Bayesiana y
te´cnicas MCMC para modelos TARX, Nieto (2005) implementa una metodolog´ıa Bayesia-
na y te´cnicas MCMC para estimar para´metros y datos faltantes en forma simulta´nea en
modelos TAR. Mientras que, en Nieto (2008) presenta la fase de prono´sticos en modelos
TAR, Hansen (2011) da una revisio´n extensiva de modelos TAR en economı´a y Chen et
al. ( 2011) dan una revisio´n similar de los modelo TAR en finanzas, Tong (2015) da una
amplia revisio´n de la literatura que se ha desarrollado respecto a los modelo TAR desde
su aparicio´n. Hoyos (2007) presenta un estudio entre la tasas de intere´s y el ı´ndice de
produccio´n industrial para Colombia con modelos TAR. Vivas (2011) mediante un modelo
TAR presenta un ana´lisis del desempleo trimestral y el ı´ndice de confianza industrial
trimestral en colombia, trabajos que siguen la metodolog´ıa de Nieto (2005), Rubio (2003)
examina la relacio´n entre la deuda externa y la inversio´n privada con un modelo regresio´n
lineal, y evidencio´ que la inversio´n privada esta´ relacionada inversamente con el flujo
de endeudamiento pu´blico, por u´ltimo; Salamanca y Monroy (2008) analiza la relacio´n
existente entre la deuda externa pu´blica y la inversio´n privada en Colombia a partir
del modelo TAR siguiendo la metodolog´ıa de Nieto (2008) pero no desarrolla la fase de
prono´sticos.
Se busca en este trabajo de grado determinar si al incluir la variable umbral en el
modelo TAR como covariable en forma autorregresiva posee algu´n impacto sobre el
modelamiento y prono´sticos de las series estudiadas por Salamanca y Monroy (2008) y
se utiliza la metodolog´ıa propuesta por Chen y Lee (1995), Chen (1998) y se adapta
la fase de prono´sticos de Caldero´n y Nieto (2017). El trabajo se encuentra organizado
de la siguiente manera: En el primer cap´ıtulo se presentan la especificacio´n del modelo
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INTRODUCCIO´N VII
TARX y TAR, la funcio´n de verosimilitud condicional, la estimacio´n Bayesiana de los
para´metros, el algoritmo para generar las muestras MCMC, la distribucio´n predictiva del
modelo TARX y el algoritmo de prono´sticos. En el segundo cap´ıtulo se realiza un estudio
de simulacio´n para determinar la eficiencia de la metodolog´ıa descrita en el cap´ıtulo 1,
en el tercer cap´ıtulo se realiza una aplicacio´n emp´ırica de la deuda externa e inversio´n
privada en frecuencia trimestral en Colombia entre el periodo 1994-2008.
CAPI´TULO 1
Consideraciones Teo´ricas
1.1. Especificacio´n de los modelo TARX y TAR
Sean {Xt}, {Zt} procesos estoca´sticos relacionados por la siguiente ecuacio´n
Xt = a
(j)
0 +
pj∑
i=1
a
(j)
i Xt−i +
qj∑
u=1
b(j)u Zt−u + h
(j)t, (1.1)
si Zt−d ∈ (rj−1, rj ] para j = 1, ..., l, decimos que los valor umbrales rj (j = 1, ..., j)
satisfacen que −∞ = r0 < r1 < ... < rl−1 < rl = ∞ y definen l reg´ımenes, d es un
entero no negativo llamado para´metro de rezago y determina el tiempo de rezago para
el cual la variable umbral Zt, tiene un impacto sobre la estructura de la variable de
Intere´s Xt. La variable umbral se considera como covariable en forma autorregresiva,
es decir {Zt} es exo´gena para {Xt}, en el sentido de que no hay retroalimentacio´n
de {Xt} hacia {Zt}. Los nu´meros enteros no negativos p1, ..., pl, q1, ..., ql denotan, los
o´rdenes autorregresivos del modelo los o´rdenes autorregresivos, el valor de rezago d, los
valores umbrales r = (r1, r2, .., rl−1) y el nu´mero de re´gimenes l son llamados para´metros
estructurales.
Los coeficientes autorregresivos a
(j)
i , b
(j)
u y h(j) para i = 1, ..., pj , j = 1, ..., l y
u = 1, ..., qj son nu´meros reales y son llamados los para´metros no estructurales del
modelo. Adicionalmente, {t} es un proceso de ruido blanco Gaussiano de media cero
y varianza uno e independientes de {Zt}. Se simboliza TARX(l, p1, ..., pl; q1, ..., ql) para
denotar este modelo y se dice que {Xt} es un modelo autorregresivo con entrada exo´gena
de umbrales con {Zt} su proceso umbral.
Se define el vector de para´metros no estructurales del modelo TARX como θne =
(A
′
1, A
′
2, ..., A
′
l ;B
′
1, B
′
2, ..., B
′
l ;h
′
)
′
donde Aj = (a
(j)
0 , a
(j)
1 , ..., a
(j)
pj ), Bj = (b
(j)
0 , b
(j)
1 , ..., b
(j)
qj ),
para j = 1, ..., l y h = ((h(1))2, (h(2))2, ..., (h(l))2) y θe = (l, d, r
′
, p1, ..., pl, q1, ..., ql)
′
como el
vector de para´metros estructurales. Se denota θ = (θx, θz) como el vector de para´metros
completo, donde θx = (θne, θe) y θz es el vector de para´metros del proceso estoca´stico
{Zt}. Se asume que {Zt} es una cadena de Markov homoge´nea de orden p, con distribucio´n
inicial f1(z, θz) y distribucio´n kernel f(zt|zt−1, ..., zt−p, θz).
1
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Si en la ecuacio´n (1.1) se suprime la expresio´n
qj∑
u=1
b
(j)
u Zt−u, entonces se tiene un modelo
TAR, y se simboliza TAR(l, p1, ..., pl). Se dice que {Xt} es un modelo autorregresivo de
umbrales con {Zt} su proceso umbral.
1.2. La funcio´n de verosimilitud condicional
Sean x1,T = (x1, ..., xT ) y z1,T = (z1, ..., zT ) vectores de datos observados para los pro-
cesos {Xt} y {Zt}, respectivamente, en el periodo muestral t = 1 hasta t = T . Asumimos
que el mecanismo probabil´ıstico que genera a z1,T no depende de θx y la densidad conjunta
de x1,T condicional sobre z1,T y θx no dependa de θz. Con estas condiciones, se puede ver
que es posible estimar, inicialmente los para´metros de {Zt} y luego condicional sobre estos
para´metros, se procede a estimar los para´metros de los modelo TARX considerando la
funcio´n de verosimilitud condicional
f(x1,T , z1,T |θ) = f(z1,T |θx, θz)f(x1,T |z1,T , θx, θz) = f(z1,T |θz)f(x1,T |z1,T , θx)
Nuestro intere´s radica en calcular la funcio´n de verosimilitud condicional para el modelos
TARX es decir f(x1,T |z1,T , θx) adema´s asumimos que los primeros K valores de x1,T ,
x1,K = (x1, ..., xK) son fijos y conocidos con K = max{pj , qj , d}, j = 1, ..., l. Ahora como
{t} es un proceso de ruido blanco Gaussiano de media cero y varianza uno se tiene que
para t = (K+1), ..., T , f(xt|xt−1, ..., x1, z1,T , θx) se distribuye como una normal con media
µt = a
(jt)
0 +
pjt∑
j=1
a
(jt)
i Xt−i +
qjt∑
u=1
b(jt)u Zt−u
y varianza (h(jt))2. La sucesio´n {jt} es la serie de tiempo observada para el proceso es-
toca´stico {Jt} (sucesio´n de variables indicadoras definidas como Jt = j si Zt−d ∈ (rj−1, rj ]
para algu´n j = 1, ..., l) luego
f(xK+1,T |x1,K , z1,T , θx) = (2pi)−
(
T−K
2
) T∏
t=K+1
(h(jt))−1exp
−12
T∑
t=K+1
(
xt − µt
h(jt)
)2
= (2pi)
−
(
T−K
2
) l∏
j=1
(h(j))−nj exp
−12
l∑
j=1
(Xj −A∗jB∗j )
′
((h(j))−2Inj )(Xj −A∗jB∗j )

(1.2)
donde a∗′t = (1, xt−1, ..., xt−pj , zt−1, ..., zt−qj ), A∗j = (a
∗
t1,j
, ..., a∗tnj ,j),
B∗j = (a
(j)
0 , a
(j)
1 , ..., a
(j)
pj , b
(j)
1 , ..., b
(j)
qj )
′
, X∗j = (xt1,j , ..., xtnj,j )
′
, {t1,j , ..., tnj,j} son los ı´ndices
en el tiempo, donde Zt−d ∈ (rj−1, rj ] y nj es el nu´mero de observaciones en el re´gimen j
(j = 1, ..., l).
1.3. Estimacio´n Bayesiana de los para´metros.
En esta seccio´n encontraremos las distribuciones a posteriori del vector θx y se
implementa el muestreador de Gibbs para obtener la estimacio´n Bayesiana de los para´me-
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tros. Para encontrar la distribucio´n a posteriori del vector θx, se necesita la funcio´n de
verosimilitud condicional del modelo descrita en la seccio´n anterior y las distribucio´nes a
priori de los para´metros, que se describe a continuacio´n.
La metodolog´ıa aqu´ı presentada es dada por Chen y Lee (1995) y Chen (1998), se
asumen conocidos o son estimados en forma preliminar el nu´mero de reg´ımenes l, los
valores p1, ..., pl , q1, ..., ql. Elegimos las densidades a priori de la siguiente manera,
para el vector B∗j una multinormal de media θ0,i y matriz de covarianzas V
−1
j , tal que
B∗j ∼ N(θ0,j , V −1j ), para h ∼ IG(υj2 ,
υjλj
2 ) donde ”IG” denota la funcio´n de distribucio´n
gamma invertida, para el vector r = (r1, . . . , rl−1)′ decimos que su densidad a priori es
constante f(r) = 1C I(A) donde C =
∫ · · · ∫A dr1 . . . drl−1, A es una regio´n que satisface:
a ≤ r1 < . . . < rl−1 ≤ b, con a y b cuantiles convenientes de zt−d, y cada re´gimen
contiene al menos un H % del vector muestral (esto para asegurar inferencia va´lida),
para el caso particular de dos reg´ımenes, f(r) es una uniforme continua definida en (a, b).
Por ultimo el valor d Sigue una uniforme discreta d ∼ Ud(0, 1, ..., d0) con probabilidad
Pr(d = i) = 1/(d0 + 1), siendo d0 un rezago ma´ximo considerado. Asumimos independen-
cia a priori entre todos los para´metros del modelo θx, adema´s todos los hiperpara´metros
de las distribuciones se asumen conocidos.
Nuestro intere´s radica en la distribucio´n marginal a posteriori de B∗j , (h
(j))2, r y d
usando alguna te´cnicas Bayesianas esta´ndar Chen y Lee, (1995) obtenemos los siguientes
resultados.
(i) La funcio´n de distribucio´n condicional a posteriori de B∗j (j = 1, ...l) esta dada por:
p(B∗j |x1,T , z1,T , θx−B∗j ) ∼ N(θ∗j ,V∗−1j ) (1.3)
donde θ∗j = V
−1
j [(1/{(h(j))2})]A∗jXj+Viθ0,i y varianza V∗j = [(1/{(h(j))2})]A∗
′
j A
∗
j+Vi
donde θx−B∗j es el vector de todos los para´metros suprimiendo el vector B
∗
j
(ii) La funcio´n de distribucio´n condicional a posteriori de (h(j))2 esta dada por:
p((h(j))2|x1,T , z1,T , θx−(h(j))2) ∼ IG
(
υj + ηj
2
,
υjλj + ηjs
2
j
2
)
(1.4)
donde ηj es el nu´mero de observaciones en cada re´gimen y
ηjs
2
j = (X∗j −A∗jB∗j )
′
(X∗j −A∗jB∗j ),
(iii) La funcio´n de densidad a posteriori para el valor r dada por:
p(r|x1,T , z1,T , θx−r) ∝ exp
12
l∑
j=1
(Y ∗j −X∗jBj)T (Y ∗j −X∗jBj)
[h(j)]2
 (1.5)
La cual no posee una distribucio´n esta´ndar conocida
(iv) La funcio´n de densidad a posteriori para d es una multinomial con probabilidad
dada por:
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Pr(d = i|x1,T , z1,T , θx−d) = f(xK+1,T |x1,k, z1,T , θx−d, d = i)Pr(d = i)d0∑
m=0
f(xK+1,T |x1,k, z1,T , θx−d, d = m)Pr(d = m)
(1.6)
para i = 0, 1, 2, ..., d0
1.4. Algoritmo MCMC para la estimacio´n de los para´metros
Todas las distribuciones condicionales a posteriori excepto la de r son distribuciones
esta´ndar conocidas, se toma un taman˜o muestral MCMC lo suficientemente grande y se
descarta un periodo de calentamiento inicial y las iteraciones que queden se usan para
el ana´lisis. Se usa el siguiente esquema iterativo para construir las muestras a posterioris
deseadas.
1 Se genera B∗j usando ecuacio´n 1.3
2 Se genera (h(j))2 usando la ecuacio´n 1.4
3 Se genera r usando la ecuacio´n 1.5 y empleamos el algoritmo de Metropolis Hastings
(MH) de caminata aleatoria.
4 Se genera d usando la ecuacio´n 1.6
En el paso 3 del esquema iterativo se hace uso del algoritmo MH de caminata aleatoria
el cual posee los siguientes pasos: en la iteracio´n i se genera
1 Se genera r∗ = r(i−1) +N(0, a2)
2 se acepta ri = r∗ con probabilidad ρ = min{1, f(r∗)/f(r(i−1))} donde f(.) esta dada en
la ecuacio´n (1.7) en caso contrario, hacer r(i) = r(i−1)
Se debe tener en cuenta una tasa de aceptacio´n del algoritmo Metropolis Hastings, la cual
esta´ asociada al taman˜o de a. En la pra´ctica, podemos adecuar un taman˜o de paso para
producir una ra´pida convergencia de la MCMC.
1.5. Validacio´n del modelo
Probar la adecuacio´n de un modelo es parte importante de todo ana´lisis de se-
rie de tiempo. Para el modelo TARX se utiliza los residuales esta´ndarizados et =
(Xt −Xt|t−1)/h(j) si rj−1 < Zt−d ≤ rj para j = 1, 2, ..., l donde
Xt|t−1 = a
(j)
0 +
pj∑
i=1
a
(j)
i Xt−i +
qj∑
u=1
b(j)u Zt−u (1.7)
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es el predictor un paso adelante para Xt, t = K + 1, ..., T con K =
max{p1, .., pj , q1, ..., qj , d} y T es la longitud del periodo muestral de {Xt}. {et} debe
aproximarse al comportamiento dina´mico estoca´stico de un ruido blanco Gaussiano. Para
lo cual se usan los gra´ficos Cusum para verificar que hay evidencia de una especificacio´n
correcta del modelo, la funcio´n de autocorrelacio´n muestral y autocorrelacio´n parcial pa-
ra observar autocorrelacio´n, la funcio´n de autocorrelacio´n y autocorrelacio´n parcial para
chequear presencia de heterocedasticidad, las estad´ısticas de normalidad de Jarque y Bera
y de independencia de Ljung-Box.
1.6. Ca´lculo de la densidad predictiva
Este apartado esta´ dedicada a la fase de prono´sticos con modelos TARX, se adapta la
metodolog´ıa de Caldero´n y Nieto (2017) a los modelos TARX dado en (1.1)
Necesitamos calcular XˆT+h = E(XT+h|x1,T , z1,T ), que es la mejor prediccio´n en el
sentido de MECM (Mı´nimo Error Cuadra´tico Medio) para un modelo con l reg´ımenes
y h ≥ 1. Siendo h, los pasos adelante a prono´sticar. Este hecho fue sen˜alado en Nieto
(2008). Por tal razo´n, se usa estad´ıstica Bayesiana y la funcio´n de pe´rdida cuadra´tica
como criterio de optimalidad, con el objetivo de hallar las densidades predictivas
f(xT+1, ..., xT+h, zT+1, ..., zT+h, θx, θz|x1,T , z1,T ) para h ≥ 1 con las cuales se obtiene las
esperanzas condicionales deseadas. Sin embargo, nuestra atencio´n esta en las distribucio´n
predictiva conjunta a partir de la cual se pueden obtener las distribuciones marginales
de intere´s. Con θx el vector de para´metros{Xt} y θz el vector de para´metros de {Zt}.
Para la especificacio´n de la distribucio´n marginal, asumimos que todas las suposi-
ciones dadas en secciones anteriores respecto al modelo TARX se satisfacen. Adema´s para
todo t, X1, X2, ...Xt no existe causalidad tipo Granger con {Zt}, y aplicando el me´todo
de composicio´n y descomposicio´n, se tiene que la densidad predictiva conjunta es:
f(xT+1, ..., xT+h, zT+1, ..., zT+h, θx, θz|x1,T , z1,T ) =
f(xT+1, ..., xT+h, zT+1, ..., zT+h, θz|θx, x1,T , z1,T )f(θx|x1,T , z1,T )
=
{
h∏
i=1
f(zT+i|z1,T+i−1, θz)f(xT+i|zT+i, x1,T+i−1, z1,T+i−1, θx)
}
f(θx|x1,T , z1,T )
(1.8)
donde
i f(zT+i|z1,T+i−1, θz) es la densidad kernel de transicio´n de la cadena de Markov ho-
moge´nea {Zt}.
ii f(xT+i|zT+i, x1,T+i−1, z1,T+i−1, θx) posee densidad normal con media a(j)0 +
pj∑
m=1
a
(j)
m XT+i−m +
qj∑
u=1
b
(j)
u ZT+i−u y varianza (h(j))2 si rj−1 < zT+i−d ≤ rj para algu´
j = 1, ..., l y
iii f(θx|x1,T , z1,T ) es la densidad a posteriori de los para´metros del modelo TARX.
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Adema´s x1,T+i−1 = (x1, ..., xT+i−1) y z1,T+i−1 = (z1, ..., zT+i−1). As´ı, de la densi-
dad predictiva conjunta mediante te´cnicas de simulacio´n, se puede generar muestras de
zT+1, xT+1, zT+2, xT+2, ..., zT+h, xT+h en forma secuencial con el siguiente algoritmo:
1.7. Algoritmo para la estimacio´n de prono´sticos
1. Se generar una muestra MCMC de θ
(k)
x de las densidades a posteriori de
f(θx|x1,T , z1,T ) aplicando el esquema muestral de la seccio´n (1.4) .
2. Se genera zT+1 de f(zT+1|z1,T , θz)
3. Se genera x
(k)
T+1 de f(xT+1|z(k)T+1, x1,T , z1,T , θ(k)x )
4. Se genera z
(k)
T+i de f(zT+i|z1,T , z(k)T+1, ..., z(k)T+i−1, θz)
5. Se genera x
(k)
T+i de f(xT+i|z(k)T+i, x1,T , x(k)T+1, ..., x(k)T+i−1, z1,T , z(k)T+1, ..., z(k)T+i−1, θkx)
6. Se repeti los pasos 4 y 5 para i = 2, 3, .., h.
Con las muestras {z(k)T+h, x(k)T+h}, k = 1, 2, ..., G con G la longitud de las cadenas y h ≥ 1
se calculan las medias (prono´sticos puntuales), desviaciones esta´ndar (medida de incerti-
dumbre) y cotas inferior y superior de intervalos a posteriori de Bayes del (1 − α)100 %,
(Intervalos cre´ıbles) tanto como para la variable umbral como para la variable de in-
tere´s. la incertidumbre de las estimac´ınes de los para´metros se involucran en el ca´lculo de
prono´sticos.
CAPI´TULO 2
El estudio de Simulacio´n
Para evaluar la metodolog´ıa propuesta se presenta el siguiente ejemplo simulado. Con-
sideramos un modelo TARX(2; 5, 6; 2, 1) dado por la ecuacio´n:
Xt =
{
1.32 + 0.2Xt−1 + 0.5Xt−4 − 0.10Xt−5 + 0.3Zt−1 + 0.15Zt−2 + 2t si Zt−1 < 4.6
1.92 + 0.2Xt−1 + 0.3Xt−2 + 0.5Xt−4 − 0.10Xt−5 − 0.15Xt−6 + 0.7Zt−1 + 3t si Zt−1 ≥ 4.6 (2.1)
donde Zt = 1.8+0.6Zt−1 +et con {et} ∼ RBG(0, 1) independientes de {t} ∼ RBG(0, 1).
Las series simuladas {Xt} y {Zt}, se tomo´ con un periodo muestral de 300 observaciones.
Se pueden ver en la figura 2.1 que se presenta un comportamiento estable a trave´s
Figura 2.1. Variable de intere´s (a), variable umbral (b). del modelo simulado TARX con n=300
del tiempo, en las dos series de tiempo hay periodos de altas y bajas variabilidad,
comportamiento comu´n en estos tipos de modelos.
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Considerando conocidos o estimados en forma preliminar los valores L = 2, p1 = 5,
p2 = 6, q1 = 2, q2 = 1, se estima el resto de para´metros del modelo TARX, usando el
algoritmo descrito en la seccio´n (1.4).
Empleamos 100 repeticiones del algoritmo, 10.000 iteraciones y descartamos las
primeras 6.000 como periodo de calentamiento. Las condiciones iniciales se fijaron de la
siguiente manera: para el vector B∗j un arranque de 0.05 para (h
(j))2 un arranque de 0.20
para d un valor de 3 y para r la media de la variable umbral rezagada d periodos. los
hiperpara´metros utilizados para las a priori son: para el vector de las B∗j una funcio´n
distribucio´n normal multivariada con media θo1 = ◦′pj+qj+1 = θ02 (j = 1, 2) y varianza
V −1j = diag(0.10), para el vector de las (h
(j))2 una funcio´n distribucio´n gamma invertida
de para´metros υi = 3 y λi = σˆ
2/3, donde σˆ2 es la varianza muestral de {Xt} , para r una
uniforme continua con para´metros a = P10 y b = P90, donde Pk representa el percentil
k-esimo de la variable umbral Zt−d y d una uniforme discreta de para´metros 0, 1, 2, ..., d0,
estableciendo d0 = 5 como el rezago ma´ximo, se fija el escalar positivo a
2 = 0.005 que
requiere el algoritmo Metropolis hastings de caminata aleatoria. por ultimo garantizamos
por lo menos un 10 % de las observaciones en cada re´gimen, con el propo´sito de obtener
buenas estimaciones sobre el valor r
Tabla 2.1. Resultados de la simulacio´n del modelo TARX obtenido de 100 repeticiones con n=300.
Para´metro Verdadero Estimacio´n d.e I.C 95 % Cobertura Sesgo
a
(1)
0 1.32 1.26 0.95 0.59, 3.33 98 -0.05
a
(1)
1 0.20 0.19 0.05 0.07, 0.32 98 0.00
a
(1)
2 0.00 0.00 0.04 -0.08, 0.08 97 0.00
a
(1)
3 0.00 0.00 0.04 -0.08, 0.08 99 0.00
a
(1)
4 0.50 0.49 0.04 0.09 , 1.08 97 0.00
a
(1)
5 -0.10 -0.09 0.04 -0.19, -0.01 95 0.00
b
(1)
1 0.30 0.28 0.24 0.19, 0.76 96 -0.01
b
(1)
2 -1.15 -0.10 -0.21 -0.52, -0.01 97 0.04
a
(2)
0 1.92 1.24 1.75 0.90, 3.68 98 -0.67
a
(2)
1 0.20 0.19 0.06 0.05, 0.32 91 0.00
a
(2)
2 0.30 0.30 0.07 0.16, 0.40 95 0.00
a
(2)
3 0.00 0.00 0.06 -0.13, 0.12 96 0.00
a
(2)
4 0.50 0.49 0.06 0.36, 0.62 97 0.00
a
(2)
5 -0.10 -0.08 0.07 -0.23, -0.05 98 0.01
a
(2)
6 -0.15 -0.15 0.06 -0.28,-0.10 96 0.00
b
(2)
1 0.7 0.83 0.31 0.22, 1.45 99 0.13
(h(1))2 4 4.31 0.51 3.42, 5.4 86 0.31
(h(2))2 9 9.08 1.13 7.13, 11.55 94 0.08
r 4.6 4.59 0.01 4.57, 4.62 99 0.00
Se elige la media como estimador puntual, el valor de cada para´metro es tomado como la
media de las 100 repeticiones , la mediana, la desviacio´ esta´ndar (d.e), el intervalo cre´ıble
al 95 %, la cobertura, es decir, el porcentaje de veces que el valor verdadero cae en el
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intervalo cre´ıble, junto con el sesgo se muestran en las Tablas 2.1
El me´todo utilizado para la estimacio´n de los para´metros muestran poco o ningu´n
sesgo y una desviacio´n esta´ndar muy pro´xima a cero que es muy razonable. Adema´s, es
correcto elegir el rezago como 1, dado a que es acertado 99 veces entre las 100 replicas,
se puede ver que las estimaciones puntuales son buenas adema´s todos los intervalos de
credibilidad al 95 % contienen los para´metro verdaderos.
Para evaluar la convergencia de las cadenas MCMC, producimos gra´ficos de auto-
correlacio´n para las u´ltimas 4.000 iteraciones en algunos para´metros en las Figuras 2.2.
Figura 2.2. FAC para algunas cadenas del modelo simulado TARX
Las autocorrelaciones muestran un decaimiento ra´pido, lo que indica una ra´pida conver-
gencia, la u´nica cadena que presenta un comportamiento diferente es r pero es natural
dado a su funcio´n a posteriori no esta´ndar, en resumen, estamos muy seguros de que
la cantidad de iteraciones quemadas es lo suficientemente grande como para llegar a la
convergencia y as´ı mantenemos este nu´mero junto con las iteraciones totales a lo largo
del estudio de simulacio´n.
Dada la importancia de asegurar la convergencia de las muestras MCMC a conti-
nuacio´n veremos la traza de las ultimas 4000 iteraciones, tomando como referencia los
para´metros seleccionados en la figura (2.2). Las muestras MCMC en las ultimas 4000
iteraciones presentan un comportamiento estacionario es decir su media y varianza son
constante, reafirmando nuevamente que es apropiado esa cantidad de iteraciones, por otro
lado vemos que r presenta un comportamiento diferente pero aclaramos que es natural
dado su funcio´n de densidad.
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Figura 2.3. Gra´ficas de las muestras simuladas MCMC de las u´ltimas 4000 iteraciones
Respecto a la validacio´n del modelo dado en la seccion (1.5), se puede apreciar en
la figura 2.4 que los residuales estandarizados presentan un comportamiento estable y su
distribucio´n es sime´trica.
Figura 2.4. Traza, histograma y box plot de los residuales simulados
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Las funciones de autocorrelacio´n muestral y de autocorrelacio´n muestral parcial,
presentadas en las figuras 2.5, indican no correlacio´n serial en los residuales estandariza-
dos y en los residuales estandarizados al cuadrado no presencia de heterocedasticidad.
Figura 2.5. FAC de los residuales (a), FACP de los residuales (b), FAC de los residuales al
cuadrado (c), FACP de los residuales al cuadrado (d)
La prueba de normalidad de Jarque y Bera 0.14 (0.93) y de independencia de Ljung-Box
0.12 (0.72) no rechazan la hipo´tesis de normalidad e independencia respectivamente (valor
p entre pare´ntesis). Adicionalmente, la gra´fica CUSUM muestra que no hay evidencia de
una especificacio´n incorrecta del modelo.
Figura 2.6. Gra´fico CUSUM de los residuos del modelo simulado TARX.
A continuacio´n llevamos a cabo el estudio de simulacio´n para la fase de prono´sticos, para
verificar el comportamiento de las predicciones realizando 100 re´plicas. Para el ca´lculo
de la densidades predictiva se tuvo en cuenta la incertidumbre de la estimacio´n de los
para´metros, usando el tipo de prono´sticos ex post, fijamos las u´ltimas cinco observaciones
de las series de tiempo {Xt}, {Zt} como horizonte de prediccio´n con el a´nimo de poder
comparar las observaciones conocidas con las predicciones obtenidas. usando el algoritmo
descrito en la seccio´n (1.7)
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Tabla 2.2. Prono´stico para la variable Xt.
Horizonte (h) XT+h XˆT+h Desviacio´n I.C 90 % I.C 95 %
esta´ndar
1 11.14 11.28 2.52 [7.15,15.42] [6.35,16.22]
2 11.20 11.62 3.64 [6.09,17.91] [5.27,19.12]
3 11.03 11.44 4.06 [5.55,18.57] [4.76,19.87]
4 11.15 11.63 4.31 [5.63,19.38] [4.84,20.76]
5 11.62 11.39 4.67 [4.79,19.85] [3.89,21.38]
Tabla 2.3. Prono´stico para la variable Zt.
Horizonte (h) ZT+h ZˆT+h Desviacio´n I.C 90 % I.C 95 %
esta´ndar
1 4.34 4.41 0.99 [2.77,6.05] [2.45,6.36]
2 4.40 4.45 1.16 [2.52,6.36] [2.16,6.73]
3 4.40 4.47 1.22 [2.46,6.48] [2.08,6.86]
4 4.57 4.48 1.24 [2.44,6.52] [2.05,6.91]
5 4.71 4.49 1.24 [2.44,6.54] [2.05,6.93]
los prono´sticos de las series de tiempo {Xt}, {Zt}, se presentan en la Tabla 2.2 y Tabla
2.3 respectivamente, junto con sus intervalos cre´ıbles al 90 % y 95 %. En ambos casos, se
evidencia un comportamiento en los prono´sticos muy cercano a las observaciones, lo que
muestra que la metodolog´ıa propuesta posee buenos resultado para realizar prono´sticos.
en conclusio´n las estimaciones puntuales de los prono´sticos son muy cercanos a los
verdadero, aunque los intervalos cre´ıbles son muy anchos, investigaciones futuras debera´n
estar enfocadas en reducir el ancho de los intervalos.
CAPI´TULO 3
Una aplicacio´n en economı´a
3.1. Ana´lisis exploratorio de las series de tiempo
Para ilustrar la metodo´logia propuesta analizamos a continuacio´n dos series de tiempo
de cara´cter econo´mico de Colombia. La variable dependiente analizada es la inversio´n
privada y la explicativa es la deuda externa pu´blica, estas variables son medidas a trave´s
de la formacio´n bruta de capital fijo (FBKF) como proporcio´n del producto interno bruto
y de la deuda externa pu´blica del gobierno central (DEXT) como proporcio´n del producto
interno bruto, el periodo muestral es desde el segundo trimestre del an˜o 1994 hasta el
tercer trimestre del an˜o 2007 (54 observaciones en frecuencia trimestral). Las series son
tomadas del Banco de la Republica
Figura 3.1. Deuda externa pu´blica trimestral (a), inversio´n privada trimestral (b)
Estas series han sido analizadas en Rubio (2003) mediante un modelo de regresio´n lineal
y en Salamanca y Monroy (2008) mediante un modelo TAR siguiendo la metodolog´ıa
propuesta por Nieto (2005),
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La Figura 3.1 (a) presenta la evolucio´n de la deuda pu´blica externa como proporcio´n
del PIB durante los an˜os de 1994 al 2007. Desde el periodo de 1993 hasta 1998 la deuda
se incremento´ de manera gradual, coincidiendo con un marco de liberalizacio´n de la
economı´a Colombiana impuesto por un proceso de apertura internacional de mercados
y de un notable crecimiento del gasto privado. Entonces en busca de financiamiento, el
sector pu´blico decidio´ emitir bonos en el mercado interno (TES) y externo, aumentan-
do la participacio´n en el valor del saldo de la deuda por estas nuevas fuentes de financiacio´n.
La figura 3.1 (b) muestra la evolucio´n de la inversio´n privada trimestral para Co-
lombia en el periodo comprendido entre 1994 y 2007. La tendencia creciente que venia
presentando se revertio´ para el an˜o 1999. Con el inicio de las crisis financieras a finales
de 1997 la economı´a Colombiana atraveso´ por una disminucio´n en los flujos de capital
que redujo los niveles de financiamiento externo registrados entre 1998 y 1999. Este
estancamiento de los flujos de deuda externa estuvo acompan˜ado por la reduccio´n de
la inversio´n privada debido a la contraccio´n econo´mica ocurrida en 1999. Sin embar-
go, es de sen˜alar que los flujos de endeudamiento externo se recuperaron entre 2000 y 2001.
Usualmente, se tiene dos periodos en la economı´a las cuales son de expansio´n y
contraccio´n por ello se considera dos reg´ımenes para los modelos TARX y TAR.
Adema´s, se toma como variable umbral {Zt} el crecimiento de la inversio´n privada trimes-
tral de Colombia , ya que refleja precisamente dichos periodos de la economı´a Colombiana.
Las variables a analizar son construidas de la siguiente manera, a trave´s del creci-
miento de la inversio´n privada y crecimiento de la deuda externa pu´blica.
Xt =
[
ln
(
FBKFt
PIBt
)
− ln
(
FBKFt−1
PIBt−1
)]
Zt =
[
ln
(
DEXPt
PIBt
)
− ln
(
DEXPt−1
PIBt−1
)]
(3.1)
Las dos series de estudio se presentan en la Figura 3.2
Ajustamos ahora un modelo lineal autorregresivo AR(p) a la variable umbral. Rea-
lizando la funcio´n de autocorrelacio´n y de autocorrelacio´n parcial muestral ( Figura 3.3 ),
se puede observar segu´n (b) que un proceso autorregresivo de orden cuatro es adecuado
para ajustar la variable.
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Figura 3.2. Crecimiento inversio´n privada (a), crecimiento deuda externa pu´blica (b)
Figura 3.3. Funcio´n de autocorrelacio´n muestral (a), Funcio´n de autocorrelacio´n parcial muestral
(b)
as´ı entonces el modelo ajustado a la variable umbral es el siguiente. Zt =
0.0029 + 0.038Zt−3 + 0.38Zt−4 + 0.005et con {et} ∼ RBG(0, 1) Lo que significa
que la deuda externa pu´blica es afectada entre tres y cuatro trimestre de manera
autorregresiva.
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3.2. Ajuste y prono´sticos de un Modelo TARX
Para realizar la prueba de no linealidad de umbrales entre el crecimiento de la
Inversio´n Privada y el crecimiento de la Deuda Externa Pu´blica se emplea la estad´ıstica
de prueba propuesta por Tsay (1989), en la que se contrasta la hipo´tesis nula de linealidad
tipo ARX(p, q) contra la alternativa de no linealidad de umbrales tipo TARX, a partir
de una regresio´n ordenada estimada por mı´nimos cuadrados recurrentes.
La prueba de no linealidad de umbrales se realizo´ para diferentes rezagos de la va-
riable umbral Zt−d, con d = 0, 1, 2, ..., 7 para determinar los o´rdenes autorregresivo
ma´ximos de p y q se ajusto´ un modelo autorregresivo lineal con entrada exo´gena
ARX(p, q) a la variable de intere´s. De acuerdo al criterio de mı´nimo DIC los valores
estimados fueron p=2, q=5 con un DIC=-176.8498 aunque de entrada estos valores no
rechazan la hipo´tesis de linealidad de umbrales para ningu´n rezago tomado de Zt−d, son
fijados como valores iniciales ma´ximos y se var´ıan desde desde p , q empezando desde
cero hasta los o´rdenes previamente establecidos hasta poder rechazar la hipo´tesis nula,
los valores escogidos son p=2 y q=3, con DIC=-176.7885
Tabla 3.1. Prueba de no linealidad de umbrales con covariable
Rezagos de la variable umbral
p=2 q=3
Test 0 1 2 3 4 5 6 7
F 0.589 0.827 1.983 1.108 0.671 1.663 0.542 0.639
P-valor 0.736 0.556 0.091 0.374 0.673 0.157 0.772 0.697
La hipo´tesis nula de linealidad de umbrales es rechazada para el rezago d = 2 a un
nivel de significancia del 10 % para los ordenes autorregresivo p=2 y q=3. Por lo tanto
un modelo TARX ser´ıa apropiado para las series de tiempo consideradas, y se fijan
los o´rdenes autorregresivo de p=2 y q=3 como valores ma´ximos que se toman para los
dos reg´ımenes del modelo TARX. La Figura 3.4 ilustra el crecimiento de la inversio´n
como proporcio´n del PIB y el crecimiento de la deuda externa como proporcio´n del PIB
rezagada 2 trimestre.
Figura 3.4. Crecimiento FBKF/PIB —, Crecimiento DEXP/PIB rezagada dos trimestre -o-
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En esta gra´fica se aprecia alta correlacio´n negativa entre las variables, particularmente
entre 1994-2001. Adema´s se observa poca variabilidad en el crecimiento de la inversio´n
exceptuando el periodo 1998-1999 caracterizado por bajas tasas de crecimiento de la
inversio´n privada y del PIB, y en particular por la contraccio´n econo´mica ocurrida en 1999.
Fijados los valores l, p y q. La estimacio´n del resto de para´metros desconocidos del
modelo TARX se realizara en forma simulta´nea, siguiendo la metodolog´ıa descrita en la
seccio´n 1.4. se efectuaron 20.000 iteraciones, tomando un periodo de calentamiento de
12000, Los hiperpara´metros y las condiciones de arranque del algoritmo del muestreador
de Gibbs, se toman igual a las del ejemplo simulado.
Tabla 3.2. Para´metros estimados del modelo TARX .
re´gimen 1 re´gimen 2
coeficientes I.C 95 % coeficientes I.C 95 %
a
(j)
0 0.035 0.0201 , 0.0390 -0.015 -0.0710 , -0.0112
(0.19) (0.01)
a
(j)
1 -0.16 -0.2933 , -0.0358 -0.005 -0.1921 , 0.1635
(1.14) (0.17)
a
(j)
2 0.52 0.3947 , 0.6615 0.24 0.0881 , 0.4045
(1.27) (0.15)
b
(j)
1 0.33 0.2551 , 0.4113 0.25 0.1556 , 0.3660
(0.53) (0.11 )
b
(j)
2 -0.09 -0.2402 , 0.0474 0.06 -0.0651 , 0.1959
(1.34) (0.16)
b
(j)
3 0.17 0.0703 , 0.3089 0.03 -0.1284 , 0.2289
(0.32) (0.16)
(h(j))2 0.0020 0.0030
r 0.006 0.0059 , 0.0063 Tasa de
(0.02) aceptacio´n 89 %
Errores esta´ndar en pare´ntesis. IC: Intervalo de credibilidad.
En la Tabla 3.2 se encuentran los coeficientes estimados en cada re´gimen con sus
correspondientes errores esta´ndar e intervalos de credibilidad al 95 %.
Los resultados anteriores muestran que valor estimado del rezago es d = 2 y coin-
cide con el valor hallado en la prueba de no linealidad de umbrales con covariable adema´s
el umbral identificado es r = 0.006 este valor r tiene una tasa de aceptacio´n correspon-
diente a 89 % y corresponde al crecimiento de la deuda externa pu´blica rezagada en dos
trimestre es decir que Zt−2 < 0.006. De este modo los dos reg´ımenes esta´n constituidos
de la siguiente manera, para los ı´ndices en la deuda menores a 0.006 que corresponde
al pago del saldo de la deuda o a bajas tasas de endeudamiento estara´ asociado al
re´gimen uno y para los saldos mayores al ı´ndices de 0.006 correspondera´n al segundo
re´gimen, es decir el re´gimen uno estara´ modelando los tiempos de la inversiones altas
y el segundo estara´ modelando los tiempos de inversiones bajas. La diferencia de signo
en los intercepto para los diferentes reg´ımenes confirman la evidencia a cerca de la co-
rrelacio´n negativa entre el crecimiento de la inversio´n y el crecimiento de la deuda externa.
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Ahora como no todos los coeficientes resultaron significativos, presentamos a conti-
nuacio´n la ecuacio´n TARX(2, 2, 2, 3, 1) ajustada a las series.
Xt =

0.035− 0.16Xt−1 + 0.52Xt−2 + 0.33Zt−1 + 0.12Zt−3 + 0.0020t si Zt−2 < 0.006
−0.015 + 0.24Xt−2 + 0.25Zt−1 + 0.0030t si Zt−2 ≥ 0.006
(3.2)
donde Zt = 0.0029+ 0.038Zt−3 +0.38Zt−4 +0.005et con {et} ∼ RBG(0, 1) mutuamente independiente de
{t} ∼ RBG(0, 1).
Observemos el efecto negativo del endeudamiento externo pu´blico sobre la inver-
sio´n privada. Mientras que para el re´gimen uno las tasas de crecimiento promedio de
la inversio´n son del 3.5 %, para el re´gimen dos son del -1.5 %. Obtener esa tasa de
crecimiento promedio negativa para el re´gimen dos significa que para los tiempos de
crecimiento negativo en la expectativa de inversio´n el sobreendeudamiento esta afectando
la formacio´n del capital privado, por u´ltimo, para el re´gimen dos observamos que los dos
coeficientes autorregresivos son positivos dejando ver que el pa´ıs ha sido responsable a la
hora de hablar de la deuda externa
Para determinar la convergencia a estacionariedad de cada una de las cadenas MCMC se
realiza una gra´fica que muestra la evolucio´n de los cuantiles de la muestra como funcio´n
del nu´mero de iteraciones usadas. Esta gra´fica se logra usando el comando cumuplot(.)
de la librar´ıa de coda de R. la figura 3.5 muestra la gra´fica cumuplot para algunos
para´metros, garantizando as´ı la convergencia de las muestras MCMC.
Figura 3.5. Gra´fica cumuplot para verificar la convergencia de las cadenas del Modelo TARX.
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La figura 3.6 muestra la traza de algunos para´metros dejando ver su estados estacionario
Figura 3.6. Gra´ficas de las muestras a posteriori del modelo TARX.
la hipo´tesis nula de las prueba de normalidad de Jarque y Bera 1.30 (0.52) y de
independencia de Ljung-Box 0.03 (0.86) no se rechazan (valor P entre pare´ntesis).
la figura 3.7 muestran que los residuos presentan un comportamiento estable y su
distribucio´n es sime´trica.
Figura 3.7. Traza, histograma y box plot de los residuales del modelo TARX
Las funciones de autocorrelacio´n muestral y de autocorrelacio´n parcial muestral,
presentadas en las Figuras 3.8, indican no autocorrelacio´n serial en los residuales estanda-
rizados y los residuales estandarizados al cuadrado la no heterocedasticidad en el modelo.
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Figura 3.8. FAC de los residuales (a), FACP de los residuales (b), FAC de los residuales al
cuadrado (c), FACP de los residuales al cuadrado (d), del modelo TARX
Por u´ltimo la gra´fica CUSUM muestra que no hay evidencia de una especificacio´n
incorrecta del modelo.
Figura 3.9. Gra´fico CUSUM de los residuales del Modelo TARX.
Para la fase de prono´sticos para el modelo reservamos las u´ltimas 3 observaciones
correspondientes a los tres primeros trimestre del an˜o 2007 para efectos de comparacio´n,
es decir, que nuestra base de datos para esta fase corresponde al periodo comprendido
desde el segundo trimestre del an˜o 1994 hasta el cuarto trimestre del an˜o 2006.
Una vez se ha ajustado y validado el modelo TARX con dicho periodo muestral,
se procede a realizar prono´sticos con una longitud del horizonte de prediccio´n igual a
tres. Para el ca´lculo de la densidad predictiva se tuvo en cuenta la incertidumbre de la
estimacio´n de los para´metros.
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Los prono´sticos de la variable del crecimiento de la inversio´n privada trimestal y el
crecimiento de la deuda externa pu´blica trimestal, se presentan en la Tabla 3.3 y Tabla
3.4, junto con sus intervalos cre´ıbles al 90 % y 95 %.
Tabla 3.3. Prono´stico ex post del modelo TARX para la variable de intere´s.
Horizonte (h) XT+h XˆT+h RMSE I.C 90 % I.C 95 %
1 0.072 0.080 0.0168 [ 0.0058 , 2.4347 ] [ 0.0480 , 1.4063 ]
2 -0.025 -0.030 0.1138 [-4.5573 , -0.0020] [-4.5034 , -0.0042]
3 0.060 0.015 0.0678 [ 0.0010 , 3.4987 ] [ 0.0015 , 2.9025 ]
Tabla 3.4. Prono´stico ex post del modelo TARX para la variable umbral.
Horizonte (h) ZT+h ZˆT+h RMSE I.C 90 % I.C 95 %
1 0.043 0.0530 0.5464 [ 0.0225 , 3.3164 ] [ 0.0113 , 3.4785 ]
2 -0.035 -0.0244 0.4610 [-3.1242 , -0.0022] [-3.4240 , -0.0225]
3 -0.064 -0.0544 0.5697 [-3.0890 , -0.0068] [-3.4146 , -0.0074]
Las predicciones a corto plazo que se realizaron con el modelo TARX resultaron muy
pro´ximas a las los datos observados con los que podemos concluir que es eficiente a la
hora de pronosticar, por otro lado las predicciones resultaron significativas al 90 % y 95 %
3.3. Ajuste y prono´sticos de un Modelo TAR
En esta seccio´n nos dedicaremos a estudiar el modelo TAR. Es decir que no consi-
deraremos la variable umbral como covariable. Con este fin iniciamos de nuevo todo lo
relacionado a determinar el valor p donde se rechace la no linealidad de umbrales y fijar
las condiciones iniciales sobre este modelo.
La prueba de no linealidad de umbrales se realizo´ para diferentes rezagos de la va-
riable umbral Zt−d, con d = 0, 1, 2, ..., 7, para determinar el o´rden ma´ximos de p se ajusto´
un modelo autorregresivo lineal AR(p) a la serie de tiempo {Xt}. De acuerdo al criterio
DIC el valor estimado fue p=2, con un DIC=-163.7505.
En la Tabla 3.5 se encuentran los resultados de la prueba de no linealidad de um-
brales para p = 2. En este caso, la hipo´tesis nula de linealidad tipo AR(p) es rechazada
para el rezago d=1 a un nivel de significancia del 10 %.
Tabla 3.5. Prueba de no linealidad de umbrales
Rezagos de la variable umbral
p=2
Test 0 1 2 3 4 5 6 7
F 0.253 2.508 0.409 0.916 0.560 1.169 0.470 1.137
P-valor 0.858 0.070 0.746 0.440 0.643 0.332 0.704 0.345
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La Figura 3.10 ilustra el crecimiento de la inversio´n como proporcio´n del PIB y el
crecimiento de la deuda externa como proporcio´n del PIB rezagada 1 trimestre.
Figura 3.10. Crecimiento FBKF/PIB —, Crecimiento DEXP/PIB rezagada un trimestre -o-
La Figura 3.10 muestra alta correlacio´n negativa entre las variables, particularmente
entre 1994-2001. Adema´s se observa poca variabilidad en el crecimiento de la inversio´n
exceptuando el periodo 1998-1999 caracterizado por bajas tasas de crecimiento de la
inversio´n privada, y en particular por la contraccio´n econo´mica ocurrida en 1999. Por lo
dema´s, el comportamiento de la inversio´n es bastante estable a lo largo del periodo de
estudio. Adicionalmente se resalta la reduccio´n de la inversio´n, luego de periodos de alto
endeudamiento.
Fijados los valores l y p, la estimacio´n del resto de para´metros desconocidos del
modelo TAR se realizara en forma simulta´nea, siguiendo el algoritmo de la seccio´n 1.4
adaptada a los modelos TAR. se efectuaron 20.000 iteraciones, tomando un periodo de
calentamiento de 12000, Los hiperpara´metros y las condiciones de arranque del algoritmo
del muestreador de Gibbs, se toman igual a las del ejemplo simulado.
Tabla 3.6. Para´metros estimados del modelo TAR.
re´gimen 1 re´gimen 2
coeficientes I.C 95 % coeficientes I.C 95 %
a
(j)
0 0.0124 0.0060 , 0.0196 -0.0086 -0.0091 , 0.0070
(0.01) (0.01)
a
(j)
1 -0.0560 -0.1828 , 0.0717 0.3753 0.1562 , 0.6040
(0.28) (0.44)
a
(j)
2 0.23 0.1049 , 0.3603 0.2651 0.0410 , 0.4837
(0.25) (0.40)
(h(j))2 0.0024 0.0016 , 0.043 0.0029 0.0022 , 0.0045
r 0.0467 0.0061 , 0.1161 Tasa de 80 %
(0.04) aceptacio´n
El valor estimado del rezago es d = 1 y coincide con el valor hallado en la prueba de
no linealidad de umbrales los resultados de la tabla 3.6 muestra que el valor umbral
corresponde a 0.0467 esta valor tiene una tasa de aceptacio´n de 80 %. La dina´mica de
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{Xt} esta´ determinada por los valores del crecimiento de la deuda externa pu´blica que
cumplan lo siguiente Zt−1 < 0.0467. De este modo los reg´ımenes esta´n constituidos de
la siguiente manera: para los ı´ndices en la deuda menores a r = 0.0467 que corresponde
al pago del saldo de la deuda o a bajas tasas de endeudamiento estara´ asociado al
re´gimen uno y para los saldos mayores al ı´ndices de r = 0.0467 correspondera´n al segundo
re´gimen, es decir el primero estara´ modelando los tiempos de la inversiones altas y el
segundo de igual forma estara´ modelando los tiempos de inversiones bajas. La diferencia
de signo en los intercepto para los diferentes reg´ımenes confirman la evidencia de la co-
rrelacio´n negativa entre el crecimiento de la inversio´n y el crecimiento de la deuda externa.
Observemos el efecto negativo del endeudamiento externo pu´blico sobre la inver-
sio´n privada. Mientras que para el re´gimen uno las tasas de crecimiento promedio de la
inversio´n es del 1.24 %, para el re´gimen dos es del -0.86 %. Obtener tasas de crecimiento
de la inversio´n privada positivas en el corto plazo no implica necesariamente que el
endeudamiento no este´ afectando las expectativas de inversio´n presente, ya que como se
observa, en el reg´ımen dos, los coeficientes de los rezagos son positivo, Lo cual indica que
un buen desempen˜o de la economı´a en periodos anteriores puede contrarrestar el efecto
del endeudamiento.
Ahora como no todos los coeficientes resultaron significativos, presentamos a conti-
nuacio´n la ecuacio´n del modelo TAR(2, 2, 2) ajustados a las series de tiempo.
Xt =

0.0124 + 0.23Xt−2 + 0.0024t si Zt−1 < 0.0467
−0.0086 + 0.3753Xt−1 + 0.2652Xt−2t si Zt−1 ≥ 0.0467
(3.3)
donde Zt = 0.0029 + 0.038Zt−3 + 0.38Zt−4 + 0.005et con {et} ∼ RBG(0, 1) mutuamente
independiente de {t} ∼ RBG(0, 1).
Presentamos las gra´ficas correspondiente garantizando la convergencia de las cade-
nas MCMC del modelo TAR. La figura3.11 muestra la traza de los para´metros dejando
ver su estados estacionario
Figura 3.11. Traza de las muestras a posteriori del modelo TAR.
CAPI´TULO 3. UNA APLICACIO´N EN ECONOMI´A 24
La figura 3.12 muestra la gra´fica Cumuplot para los para´metros seleccionado anterior-
mente, garantizando as´ı la convergencia de las muestras MCMC
Figura 3.12. Gra´fica cumuplot para verificar la convergencia de las cadenas del modelo TAR.
Para verificar la idoneidad del modelo, usamos algunas pruebas formales, la funcio´n de
autocorrelacio´n muestral y autocorrelacio´n parcial muestral de los residuales estandariza-
dos y residuales estandarizados al cuadrado, junto con los gra´fica CUSUM, la hipo´tesis
nula de las prueba de normalidad de Jarque y Bera 1.14 (0.56) y de independencia
de Ljung-Box 0.06 (0.43) no se rechazan (valor P entre pare´ntesis). Adicionalmente se
aprecia en la figura 3.13 que los residuos presentan un comportamiento estable y su
distribucio´n es sime´trica
Figura 3.13. Traza, histograma y box plot de los residuales del modelo TAR
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Las funciones de autocorrelacio´n muestral y de autocorrelacio´n parcial muestral, pre-
sentadas en las figuras 3.14, indican no correlacio´n serial en los residuales estandarizados
y en los residuales estandarizados al cuadrado la no existencia de heterocedasticidad.
Figura 3.14. FAC de las residuales (a), FACP de los residuales (b), FAC de los residuales al
cuadrado (c), FACP de los residuales al cuadrado (d), del modelo TAR
Por u´ltimo la gra´fica CUSUM muestra que no hay evidencia de una especificacio´n
incorrecta del modelo.
Figura 3.15. Gra´fico CUSUM de los residuales estandarizados del modelo TAR.
Para la fase de prono´sticos para el modelo TAR reservamos las u´ltimas 3 observaciones
correspondientes a los tres primeros trimestre del an˜o 2007 para efectos de comparacio´n,
es decir, que nuestra base de datos para esta fase corresponde al periodo comprendido
desde el segundo trimestre del an˜o 1994 hasta el cuarto trimestre del an˜o 2006.
Una vez se ha ajustado y validado el modelo TAR a las series de tiempo, se pro-
cede a realizar prono´sticos con una longitud del horizonte de prediccio´n igual a tres. Para
el ca´lculo de la densidad predictiva se tuvo en cuenta la incertidumbre de la estimacio´n
de los para´metros.
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Los prono´sticos de la variable del crecimiento de la inversio´n privada y el creci-
miento de la deuda externa pu´blica, se presentan en la Tabla 3.7 y Tabla 3.8, junto con
sus intervalos cre´ıbles al 90 % y 95 %.
Tabla 3.7. Prono´stico ex post del modelo TAR para la variable de intere´s.
Horizonte (h) XT+h XˆT+h RMSE I.C 90 % I.C 95 %
1 0.072 0.050 0.1490 [ 0.0142 , 1.2049 ] [ 0.0506 , 3.7127 ]
2 -0.025 -0.010 0.5253 [-3.1299 , -0.0090] [-1.4211 , -0.0096]
3 0.060 0.2004 0.0815 [ 0.0002 , 4.8566 ] [ 0.4257 , 3.2275 ]
Tabla 3.8. Prono´stico ex post del modelo TAR para la variable de umbral.
Horizonte (h) ZT+h ZˆT+h RMSE I.C 90 % I.C 95 %
1 0.043 0.0530 0.5464 [ 0.0225 , 3.3164 ] [ 0.0113 , 3.4785 ]
2 -0.035 -0.0244 0.4610 [-3.1242 , -0.0022] [-3.4240 , -0.0225]
3 -0.064 -0.0544 0.5697 [-3.0890 , -0.0068] [-3.4146 , -0.0074]
Las predicciones a corto plazo que se realizaron con el modelo TAR resultaron muy
pro´ximas a las los datos observados exceptuando la u´ltima prediccio´n que no fue tan
acertada, con lo que podemos concluir que el modelo TAR es eficiente a la hora de
pronosticar, por otro lado las predicciones resultaron significativas al 90 % y 95 %.
La estimacio´n del coeficiente de determinacio´n RMSE para los modelos TARX y
TAR determinan que el mejor modelo a la hora de pronosticar es el modelo TARX
Sin embargo cabe resaltar que respecto a los residuales estandarizados el modelo TAR
presenta mejor ajuste, tambie´n resaltamos la capacidad de los modelos para capturar los
distintos rasgos de las serie de tiempo analizadas.
Conclusiones
En este trabajo de grado se utilizo´ una metodolog´ıa Bayesiana con te´cnicas MCMC
dada por Chen y Lee (1995) y Chen (1998) para realizar estimaciones de para´metros de los
modelos TARX y TAR, adema´s del ca´lculo de prono´sticos de dichos modelos adaptando
la metodolog´ıa de Caldero´n y Nieto (2017). Se realizo´ un estudio de simulacio´n para
determinar la eficiencia de la metodolog´ıa propuesta, las simulaciones resultaron optimas
de igual forma se empleo´ la metodolog´ıa descrita al crecimiento de la deuda externa pu´blica
trimestral (variable umbral) y el crecimiento de la inversio´n privada trimestral en Colombia
(variable de intere´s) en un periodo muestral 1994 -2007. Se utilizo´ un modelo TARX y
TAR con dos reg´ımenes para las series de tiempo en mencio´n. Tanto para el modelado,
como para el ca´lculo de prono´sticos se tiene mejor resultado usando el modelo TARX. En
estudios posteriores, se esperar´ıa estimar todos los para´metros del modelo en simulta´nea
y reducir los anchos de los intervalos cre´ıbles que presentan los prono´sticos
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Libro  Parte de libro  Documento de conferencia  
Patente  Informe técnico  
 
 
Otro: (fotografía, mapa, radiografía, película, video,  entre otros)  
 
Producto de la actividad académica/científica/cultural en la Universidad del Tolima, para que con 
fines académicos e investigativos, muestre al mundo la producción intelectual de la Universidad del 
Autorizar X 
No Autorizar   Motivo:   
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Tolima. Con todo, en mi condición de autor me reservo los derechos morales de la obra antes 
citada con arreglo al artículo 30 de la Ley 23 de 1982. En concordancia suscribo este documento 
en el momento mismo que hago entrega del trabajo final a la Biblioteca Rafael Parga Cortes de la 
Universidad del Tolima.  
 
De conformidad con lo establecido en la Ley 23 de 1982 en los artículos 30 “…Derechos Morales. 
El autor tendrá sobre su obra un derecho perpetuo, inalienable e irrenunciable” y 37 “…Es 
lícita la reproducción por cualquier medio, de una obra literaria o científica, ordenada u 
obtenida por el interesado en un solo ejemplar para su uso privado y sin fines de lucro”. El 
artículo 11 de la Decisión Andina 351 de 1993, “los derechos morales sobre el trabajo son 
propiedad de los autores” y en su artículo 61 de la Constitución Política de Colombia.  
 
 
 Identificación del documento: 
Título completo: Comparación de Pronósticos con  Modelos TAR y TARX en Algunas  Series Económicas 
Colombianas 
 
 Trabajo de grado presentado para optar al título de: 
Profesional en Matemáticas con Énfasis en Estadística 
 
 
 Proyecto de Investigación correspondiente al 
Programa (No diligenciar si es opción de grado 
“Trabajo de Grado”):  
 
 
 
 Informe Técnico correspondiente al 
Programa (No diligenciar si es opción de grado 
“Trabajo de Grado”): 
  
 
 Artículo publicado en revista:   
 
 Capítulo publicado en libro:   
 
 Conferencia a la que se presentó:   
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Quienes a continuación autentican con su firma la autorización para la digitalización e inclusión en el 
repositorio digital de la Universidad del Tolima, el: 
Día:        05 Mes:  07 Año: 2018 
 
Autores:      Firma 
 
 
El autor y/o autores certifican que conocen las derivadas jurídicas que se generan en aplicación de 
los principios del derecho de autor.  
 
 
Nombre: Holmes Fabián Molina Alape   
 
C.C. 
 
 
1117820638 
Nombre:   
 
C.C. 
 
Nombre:   
 
C.C. 
 
Nombre:   
 
C.C.  
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