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Abstract  
Dal mese di Marzo il CILEA ospita e gestisce il cluster “lagrange” costituito da 208 nodi bi-processore Intel quad-
core 5460. L'articolo intende presentare le problematiche relative all'utilizzo della macchina fornendo le istruzioni 
operative necessarie all'uso più efficace. 
 
Since March CILEA is managing the cluster “lagrange” which has 208 nodes each one with 2 processors Intel 
quad-core 5460. In this work users can find some detailed instructions on using this computing platform at best. 
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Il cluster lagrange [1] è l’ultima risposta del 
CILEA al crescente bisogno di calcolo dell’utenza 
accademica e privata. La macchina si posiziona 
al 135° posto della TOP500, la lista dei 500 
computer più potenti al mondo. 
L'architettura di questa macchina è simile a 
quella dei cluster avogadro e golgi che gli utenti 
sono ormai abituati ad utilizzare, ma se ne 
discosta per alcune caratteristiche particolari.  
La prima differenza riguarda il fornitore, che 
per lagrange è la Hewlett Packard, società 
leader nel settore del calcolo ad alte prestazioni, 
che torna quindi dopo qualche tempo (l’ultimo 
calcolatore degno di nota è stato galileo, che 
forse qualcuno ricorda) tra i fornitori dei 
calcolatori di punta del CILEA. La seconda 
grossa differenza è il processore, che per 
lagrange è Intel Xeon 5460 quad-core a 3,16 
GHz, capace da solo di una prestazione di picco 
intorno ai 54 GFlop/s. Questo porta la 
prestazione di ogni nodo a 108 GFlop/s circa, per 
un totale di 22 TFlop/s per l’intero cluster. 
Su ogni nodo sono disponibili 8 unità di calcolo 
indipendenti, che condividono una memoria 
globale di 16 GB: una quantità non trascurabile 
di risorse, disponibile per programmi paralleli di 
tipo SMP, ovvero a threads o openMP, per 
esempio.  
Operativamente la gestione dei lavori su 
lagrange è abbastanza simile a quella cui 
l’utente è abituato su avogadro. 
I lavori vengono sottoposti alla coda batch con 
gli stessi comandi PBS che si usano su avogadro; 
per gli applicativi di uso comune sono disponibili 
appositi script che provvedono a definire i 
parametri di sistema appropriati all’esecuzione e 
sottomettono il lavoro alla coda batch. 
Per garantire un livello di sicurezza adeguato 
si richiede che l'utente si colleghi a lagrange con 
un protocollo di accesso SSH vers. 2. 
Informazioni dettagliate sulle modalità di 
accesso e le utility necessarie a lavorare sui 
server CILEA sono illustrate sul portale del 
CILEA  [3]. 
Quando l'utente accede a lagrange, lavora 
interattivamente dal proprio direttorio della 
partizione /home sul nodo manager. Come per 
avogadro, anche su lagrange non si possono 
lanciare lavori pesanti sul nodo manager, ma 
solo effettuare operazioni interattive leggere 
quali lo scaricamento o caricamento dei file e 
l'editing. L'esecuzione di qualsiasi altro lavoro 
sul cluster deve quindi avvenire via batch, 
tramite il sistema PBS Pro. 
In tabella 1 sono elencati gli applicativi 
installati e le loro caratteristiche principali. 
Di regola le applicazioni sono installate nella 
cartella /data/apps/bin. L’uso dei programmi 
commerciali può essere soggetto a limitazioni di 
licenza. 
Gli utenti sono invitati a segnalare agli esperti 
del servizio di calcolo intensivo (assisten-
ze_hpc@cilea.it) i riferimenti degli applicativi di 
interesse comune che vorrebbero poter utilizzare 
su lagrange. 
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applicativo tipo comando in 
/data/apps/scripts 
ABAQUS parallelo abaqus 
AMBER   parallelo amber 
CPMD parallelo cpmd 
DYTRAN parallelo dytran 
ESPRESSO parallelo espresso 
FLUENT  parallelo fluent 
GROMACS parallelo gromacs 
MARC parallelo marc 
NASTRAN  parallelo nastran 
ORCA parallelo orca 
PATRAN sequenziale patran 
NAMD parallelo namd 
R sequenziale - 
RADIOSS parallelo radioss 
RAMS parallelo rams 
SIESTA parallelo siesta 
Tab. 1 – Applicativi principali installati su  
“Lagrange”. 
Tutti i lavori dovrebbero essere sottomessi da 
una cartella dedicata contenente solo i file 
necessari all'esecuzione. In questa cartella per i 
programmi proprietari e gli applicativi per i 
quali non è utile uno script predefinito, si può 
generare lo script che realizza l'esecuzione, 
guidata dal sistema PBS Pro. 
È importante ricordare che lo script attivato 
via batch comincia l'esecuzione dal direttorio 
$HOME del nodo designato, perciò occorre aver 
cura di posizionarsi sempre con un opportuno 
comando cd. PBS Pro comunica con gli 
applicativi mediante file e variabili d'ambiente. 
La tabella 2 elenca queste variabili d'ambiente 
ed il loro significato. Queste informazioni sono 
comunque accessibili con il comando man_qsub. 
 
 
nome modo significato 
PBS_O_HOST output nodo di 
esecuzione 
PBS_O_QUEUE output coda batch di 
sottomissione 








per un lavoro 
batch, 
PBS_INTERACT
IVE per un 
lavoro interattivo 
(sotto il controllo 
di PBS) 
PBS_JOBID output identificatore del 
lavoro 
PBS_JOBNAME input nome 
mnemonico per 
riconoscere il 
lavoro in  
esecuzione 
PBS_NODEFILE output nome del file 
contenente 
l'elenco dei nodi 
riservati al lavoro 
in esecuzione 
PBS_QUEUE output nome della coda 
batch usata in 
esecuzione 
Tab. 2 – Variabili d'ambiente proprie di PBS. 
Venendo quindi ad alcuni esempi pratici, ecco 
come potrebbe essere uno script per eseguire 
un'applicativo mono-nodo. 
#!/bin/csh 
#PBS -N MioLavPar 
#PBS -q standard 
#PBS -l nodes=1:ppn=1:ncpus=4 
cd $PBS_O_WORKDIR 
echo "Lavoro in esecuzione su $PBS_O_HOST" 
echo "  dal direttorio $PBS_O_WORKDIR" 
set path=( $HOME/bin \$path) 
setenv THREADS 4 
echo "L'esecuzione inizia `date`" 
miocalcolo < input > output 
wait 
echo "L'esecuzione termina `date`" 
exit 
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Le prime righe permettono di assegnare valori 
ad alcuni parametri PBS che regolano la 
gestione del job e riservano le risorse di calcolo. 
In particolare, in questo esempio il batch avrà 
nome mnemonico "MioLavPar", sarà sottomesso 
alla coda standard ed utilizzerà 4 threads di 1 
processo su 1 nodo. 
Se l'esecuzione utilizza più nodi è necessario 
consultare il contenuto del file di nome 
$PBS_NODEFILE per conoscere i nodi che PBS 
ha riservato al lavoro. Questo file quindi deve 
essere usato per configurare correttamente 
l’esecuzione delle applicazioni multinodo, come  
dall'esempio qui illustrato: 
#!/bin/sh 
#PBS -N MioParDist 
#PBS -r n 
#PBS -q standard 
#PBS -j oe 
#PBS -l nodes=2:ppn=8 
umask 077 
cd $PBS_O_WORKDIR 
# Si legge il numero di processi 
NPROCS=`wc -l < $PBS_NODEFILE` 
# Configurazione shell 
source 
/data/apps/scripts/xopenmpi_intel.sh 
echo "L'esecuzione inizia `date`" 
# Lancio applicativo calcmpi 
mpirun -machinefile $PBS_NODEFILE \ 
   -np $NPROCS /path/calcmpi 
echo "L'esecuzione termina `date`" 
exit 
In questo esempio la generica applicazione 
“calcmpi” utilizza 16 processi, impegnando 2 
nodi del cluster (nodes=2) e 8 cores per nodo 
(ppn=8).  
Il valore "oe" del parametro "-j" consente al 
sistema di code di unire stdout e stderr  in un 
unico file generato automaticamente da PBSPro. 
Supponendo che l’applicativo “calcmpi” sia stato 
compilato utilizzando OpenMPI ed i compilatori 
intel, è necessario configurare l’ambiente 
inserendo nello script la linea di comando: 
source data/apps/strip/xopenmpi_intel.sh, 
affinchè venga utilizzato l’mpirun correlato. 
Sia per l’esempio mono-nodo, che per 
quest’ultimo, il job viene sottomesso all’esecuzio-
ne con il comando: 
qsub script 
Qualora fosse necessario per compilazioni, test 
o altro, il controllo interattivo dei lavori, questi 
non dovranno essere lanciati sul nodo di front-
end, ma si potrà ottenere l’apertura di una 
sessione interattiva su un nodo di calcolo 
mediante il comando: 
qsub –I 
In questo modo ci si garantisce l’uso esclusivo 
di una CPU, migliorando le prestazioni per il 
proprio lavoro e non togliendo risorse ad altri.  
Per quanto riguarda l’utilizzo dei comandi di 
PBS rimandiamo alle apposite “man pages”. I 
comandi principali, oltre a qsub sono  qstat, 
per monitorare lo stato del proprio job e qdel, 
per terminare in anticipo un job in esecuzione. 
Per quanto riguarda gli ambienti di sviluppo 
disponibili, sono presenti i compilatori elencati 
in Tabella 3. Mentre per quanto riguarda le 
librerie matematiche è disponibile quella 
indicata in Tabella 4. Per finire le librerie di 





GNU [C e 
F77] 
4.1.2 /usr/bin/gcc 
GNU F95 4.1.2 /usr/bin/gfortran 
Intel C 10.1 /data/apps/bin/Intel/cltoolkit/3.
1/cce/10.1.008/bin/icc 






PGI C 7.1 /data/apps/bin/PGI/linux86-
64/7.1-6/bin/pgcc 






Tab. 3 – Compilatori disponibili. 
Libreria Vers Locazione 
Intel MKL 10.0 /data/apps/bin/Intel/cltoolkit/
3.1/mkl 
Tab. 4 – Librerie matematiche disponibili. 





OpenMPI 1.2.5 /opt/openmpi/1.2.5-V00 
Intel MPI 3.1 /data/apps/bin/Intel/cltoolkit/
3.1/impi/3.1/bin64 
Tab. 5 – Librerie di comunicazione disponibili. 
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