건물과 도로 객체의 선택적 삭제를 중심으로 by 이재은
 
 
저 시-비 리- 경 지 2.0 한민  
는 아래  조건  르는 경 에 한하여 게 
l  저 물  복제, 포, 전송, 전시, 공연  송할 수 습니다.  
다 과 같  조건  라야 합니다: 
l 하는,  저 물  나 포  경 ,  저 물에 적 된 허락조건
 명확하게 나타내어야 합니다.  
l 저 터  허가를 면 러한 조건들  적 되지 않습니다.  
저 에 른  리는  내 에 하여 향  지 않습니다. 




저 시. 하는 원저 를 시하여야 합니다. 
비 리. 하는  저 물  리 목적  할 수 없습니다. 
경 지. 하는  저 물  개 , 형 또는 가공할 수 없습니다. 
공학박사 학위논문
기계학습을 활용한
지도 일반화 개선 방안 연구
-건물과 도로객체의 선택적 삭제를 중심으로-
A Study on Improvement of Map
Generalization Using Machine Learning
-Focusing on Selective Omission of







현재 우리나라의 1:25,000 수치지형도는 1:5,000 수치지형도를 축소
편집하여 생성하고 있다. 축소 편집은 대축척 지도로부터 소축척 지도를
만드는 과정이며, 이 과정에서 필연적으로 지도 일반화(map
generalization) 기법을 적용하게 된다. 그동안의 지도 일반화는 객체의
기하학적 특징들을 활용하여 일반화하는 기하학적 일반화 방법, 혹은 규
칙기반(rule-based) 방법이 주류를 이루어 왔다. 현재 우리나라의 축소
편집 과정은 축소 편집 관련 규정에 따르는 일종의 규칙기반 방법을 통
해 수행되고 있다고 볼 수 있다. 하지만, 규정집의 내용이 구체적이지 않
은 부분들이 다수 존재하여 편집자의 주관이 개입될 여지가 많다. 축소
편집 시에 제작자의 주관이 개입될수록 소축척 지도 품질의 일관성을 담
보해 주지 못하며, 편집자 개인의 역량에 따라 일반화의 품질이 좌우된
다는 단점이 있다.
지도 일반화에 관한 연구에서도 사람의 개입이 지도 일반화의 결과물
을 일관적이지 못하게 한다는 문제가 꾸준히 제기되고 있다. 이에 따라
지도 일반화의 연구 흐름은 자연스럽게 사람의 개입을 최소화하고 자료
취득 및 처리 공정을 자동화함으로써 지도 일반화 품질의 일관성을 담보
할 수 있는 방향으로 진행되어왔다. 그러나 이에 앞서 사람의 개입이 지
도 일반화 품질에 어떠한 영향을 얼마나 주고 있는지에 대해 정량적으로
밝혀진 연구사례나 실증사례는 매우 부족한 현실이며, 구축된 지도 일반
화 결과물의 분석을 통해 기존의 규정을 보완하는 등의 활용 방안을 제
시하려는 시도 또한 미흡한 편이다.
본 연구에서는 사람의 개입으로 인해 발생하는 일반화 품질의 차이를
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기계학습 방법을 적용하여 정량화하고, 나아가 이를 활용하여 일반화된
지도의 품질 향상 방안을 제시하고자 한다. 이를 위해 1:5,000 수치지형
도에서 1:25,000 수치지형도로의 축소 편집 시 건물과 도로의 선택적 삭
제 여부를 예측할 수 있는 기계학습 모델을 생성하고 학습된 모델을 서
로 다른 여섯 명의 지도 제작자가 제작한 지역에 적용하여 건물과 도로
객체의 선택적 삭제 여부에 대한 예측률을 측정하였다. 측정된 예측률
간의 차이와 그 양상을 분석함으로써 지도 제작자 간의 편집 방법에 있
어서 유의미한 차이가 있음을 밝히고자 하였다.
이를 위해 학습 모델의 성능평가를 위해 학습 모델에 사용된 네 개의
알고리듬 – 의사결정 나무(decision tree), k-최근접 이웃(k-nearest
neighbor), SVM(Support Vector Machine), 인공신경망(Artificial Neural
Network, ANN) - 별로 건물과 도로에 대해 각각 예측률을 측정하였다.
또한, 각각 생성된 모델을 6개 실험지역에 적용하여 예측률을 측정하였
고 크루스칼 왈리스 검정을 통해 예측률 간의 차이가 통계적으로 유의미
한 수준임을 볼 수 있었다.
이 과정에서 대상 지역의 특징에 따라 정확도의 차이가 발생할 수 있
으므로 같은 제작자가 편집한 서로 다른 지역에 대한 정확도를 측정하고
통계 검증을 통해 지역의 특징이 제작자 간 차이에 얼마나 영향을 미치
는지에 대하여 분석하였다. 그 결과 건물의 경우 지역별로 드러난 정확
도의 차이가 통계적으로는 유의미한 수준이 아니었으나, 도로의 경우 일
부 지역에서 유의미한 차이가 나타났다. 그러나 지역별로 드러난 차이보
다 제작자별로 나타난 차이가 더 크게 나타났으며, 이는 도로객체에 대
해서도 제작자별 차이가 발생할 수 있다고 해석할 수 있다. 정성적(시각
적) 분석 결과, 건물의 경우 도시지역의 소건물들에서, 도로의 경우 진입
로 등의 소로에서 객체의 선택적 삭제에 제작자별 차이가 드러나는 것을
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발견할 수 있었다.
또한, 기계학습 기법의 지도 일반화 분야에서의 활용 방안 모색을 위
해 도시와 비 도시 지역에 대해 각각 기계학습 모델을 생성하고 예측률
을 측정하였다. 그 결과 기계학습 기법을 통해 객체의 선택적 삭제 과정
에서 주된 영향을 주는 속성들과 객체 선택에 필요한 설정값들을 확인할
수 있었다. 이를 통해 기계학습 알고리듬이 지도 일반화 과정에서 축소
편집 규정을 보완할 수 있으며, 특징별로 기계학습 기법을 통해 객체의
선택적 삭제에 기초적 활용이 가능함을 보였다.
기계학습 기법의 적용을 통해 지도 제작자 간의 편차를 정량화하는 것
에서 나아가 지도 제작 또는 지도 일반화 과정에 대한 검수 프로그램으
로써 활용도 기대할 수 있다. 또한, 대상 객체를 확대하고 알고리듬의 예
측률을 상승시키면 현재의 지도 축소 편집 과정을 제작자의 개입 없이
자동화가 가능할 것으로 기대된다.
주요어 : 지도 일반화, 지도 갱신, 다축척 데이터베이스, 기계학습, 수
치지형도
학 번 : 2011-30271
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1.1. 연구 배경 및 목적
지금까지 공간정보 구축은 주로 수작업에 의존하여 정보의 취득, 가공
등의 과정이 수행되어왔다. 따라서 공간 데이터베이스의 구축을 위해 큰
비용과 시간이 요구되고 있는 현실이다. 이에 따라 이러한 데이터 구축
과정을 중복 없이 더 효율적으로 수행하기 위한 여러 가지 방법에 관한
연구가 진행됐다(최신영 등, 1998; Li, 2007).
그중에서 데이터 구축 분야에서 효율적이라고 알려진 방법은 기존에
구축된 대축척의 데이터를 지도 일반화 기법을 적용하여 소축척의 데이
터로 바꾸는 방법이다. 지도 일반화는 축척 또는 제작자의 필요나 관점
에 따라 다르게 적용될 수 있으며 대축척 지도(원도)의 지형지물 표현에
관련된 다양한 의사결정 과정을 포함한다. 즉 지도 일반화는 지형지물
중 일반화의 대상이 될 요소들을 선택하여 축척에 따라 추상화하는 원리
와 방법이라고 할 수 있다(한균형, 1996; 이민부 외, 2001). 특히 수치지
형도(digital map)에서 일반화는 대축척에서 소축척으로의 일방적인 흐름
에 따르며, 복잡성을 감소시키고, 공간 및 속성 정확도를 유지하며, 자료
의 미적 품질과 논리적 체계를 유지함은 물론 일반화를 위한 규칙을 적
용하여야 하는 등 이론적 기본 요건을 만족하여야 한다(Ruas and
Plazanet, 1996).
지도 일반화의 과정은 개념적으로 크게 두 가지로 나누어 볼 수 있다.
하나는 모델 일반화 과정이고 다른 하나는 지도학적 일반화 과정이다.
모델 일반화 과정은 원 지도 데이터로부터 압축된 지도 데이터를 추출하
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는 데 초점을 두고 있으며, 객체의 구조에 기반을 둔 필터링을 통해 지
도 객체를 제거하거나 병합하는 과정을 포함한다. 지도학적 일반화 기법
은 지도상의 객체들을 축척에 맞게 표현할 때 불필요한 상세함을 제거하
거나 의도적으로 강조하는 데에 초점을 두고 있다. 두 과정은 상호 보완
적인 관계에 있으며 보통 모델 일반화 과정은 지도학적 일반화 과정을
위한 예비 단계로 사용된다(Weibel and Jones, 1998). <그림 1-1>은 모
델 일반화 과정과 지도학적 일반화 과정의 개념을 표현한 것이다.
<그림 1-1> 모델 일반화와 지도학적 일반화(Kilpelainen, 2000)
모델 일반화와 지도학적 일반화 과정에서 지도 객체의 변화에 작용하
는 요소들을 일반화 연산자(operator)라고 지칭한다. Li(2006)의 연구에서
는 지도를 구성하는 객체들의 기하학적 특징, 즉 점, 선 및 면을 기반으
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로 필수적인 일반화 연산자들을 분류하였다(<표 1-1>). 모델 일반화 과
정에서는 삭제(elimination), 병합(aggregation 또는 amalgamation) 등의
연산자가 주로 사용되며, 지도학적 일반화 과정에서는 단순화
(simplification), 완만화(smoothing), 과장(exaggeration)들의 연산자를 주
로 사용한다(Müller et al., 1995).










































<표 1-1> 지도 일반화를 위한 필수 연산자들(Li, 2006)
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지도 일반화에 관한 연구는 1960년대부터 꾸준히 진행되어 오고 있다
(Li, 2007; Zhou, 2014; 김남신, 2006). 초기의 지도 일반화는 대부분의 과
정을 지도 제작 전문가의 수작업에 의존해 왔다. 그런데 수작업에 의한
일반화는 효율성이 떨어지고 일관성이 모자라는 문제점이 있다. 1960년
대 이래로 이러한 문제를 보완하기 위해 수학적 원리를 적용한 다양한
일반화 기법들이 개발되었다(Perkal, 1966; Cromely, 1991; Müller et al.,
1995). 이 기법들은 주로 지도 객체의 기하학적인 형태 변형을 위한 알
고리듬 개발에 중점을 두었기 때문에, 해안선이나 등고선과 같은 선형
요소를 단순화시키는 알고리듬 위주로 개발되었으며, 점이나 면 요소에
대한 일반화는 상대적으로 연구가 활발하게 진행되지 못하였다.
1980년대 이후에는 지도를 구성하는 각각의 객체들에 맞게 개발되던
알고리듬 연구의 한계를 극복하고 다양한 지도요소들에 대해 복합적으로
적용 가능한 일반화 방법의 개발 필요성이 대두되었다. 이에 따라 일반
화의 대상이 되는 객체와 적용할 연산자들을 하나의 모델로 구성하여 지
도 일반화를 수행하는 모델링에 의한 일반화 연구들이 활발하게 진행되
었다(McMaster, 1991; Müller et al., 1995; Buttenfield, 1991; 박환철,
2000; 이민파, 2001). 모델링에 의한 지도 일반화는 GIS(Geographic
Information System)의 발달과 더불어 지도 일반화에 많은 변화를 가져
왔고, 이를 바탕으로 숙련된 지도 제작자들이 지도를 제작할 때 사용하
는 지식과 지리학적 원리를 일반화에 적용하려는 시도인 규칙기반
(rule-based) 일반화 기법에 관한 연구가 이루어지게 되었다.
규칙기반 일반화에 사용되는 지도학적 원리와 지식은 크게 세 가지
방법을 통해서 얻을 수 있다. 첫째, 실제 지도를 제작하는 지도 제작자들
과의 인터뷰로부터 얻는 방법이다. 이 방법은 주로 지도 제작자들을 인
터뷰하고 그 결과를 토대로 그들의 작업 과정을 문서화 하는 방식으로
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진행된다. 둘째, 기존의 지도를 분석함으로써 얻는 방법이다. 이 방법은
같은 지역의 대축척 지도와 소축척 지도 간의 변화 분석을 통해 적용된
지도학적 원칙을 발견한다. 그리고 마지막으로 지도 제작 시 지켜야 할
제작 규격(specification)을 통해 얻는 방법이다(Li, 2007). 이러한 지도학
적 원리나 지식의 습득 방법에 관한 연구는 규칙기반 일반화가 등장한
이래로 꾸준히 진행되었다(Buttenfield and McMaster, 1991; Weibel,
1995).
지도 제작자와의 인터뷰로부터 지식을 추출하는 방법은 그 과정과 도
출되는 지식이 명확하지 않다는 단점이 있다. 또한, 완성된 지도를 분석
하여 지도 제작에 대한 지식을 얻고자 하는 두 번째 방법 역시 일부 지
도 일반화 연산자에 관한 제한적 연구만이 있으며, 점차 실험 대상 객체
와 면적 등을 넓혀 나가고 있지만, 아직 확실한 결과를 내고 있다고 보
기는 어렵다(Töpfer and Pillewizer, 1966; Leitner and Buttenfield, 1995;
Li and Choi, 2002). 마지막으로, 지도의 사양에서 지식을 습득하는 방법
역시 어려움이 있다. 그 이유는 지도의 사양에는 일반적으로 지도 제작
에 있어서 반드시 수행되어야 할 과업목록보다는 수행되지 말아야 할 과
업목록에 관한 내용이 대부분이기 때문이다. 따라서 일반화를 자동으로
수행하기에 충분한 규칙을 도출하는 것은 많은 어려움이 있는 것으로 알
려져 있다(Li, 2007).
규칙기반 일반화에 사용될 규칙을 도출하고자 하는 연구들이 활발하
게 진행되는 한편 실제로 지도를 제작하는 국가 지도 제작기관(National
Map Agency, NMA)들은 규칙기반 일반화의 한계를 극복하고 보다 효
율적인 지도 일반화를 수행하기 위해 대용량의 지도 데이터에 대해 일괄
적으로 적용할 수 있는 일반화 방법에 관한 연구를 진행하고 있다(Neun
et al., 2004; Lamy et al., 2002; Galanda and Weibel, 2002; Gaffuri,
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2006; Burghardt et al., 2014). 특히 네덜란드의 지도 제작기관인 Dutch
Kadaster에서는 네덜란드의 1:10,000 축척 지도 데이터베이스인
Top10NL을 관리하던 기존 방식이 비효율적이고 비용이 많이 소요되기
때문에 새로운 방법을 개발하려는 다양한 시도를 하였다. 그들은
1:50,000 지도를 제작하는 과정에서 다양한 객체들의 변화에 대해 필요
한 지식을 지도 제작자들로부터 얻어내는 한편 1:50,000 데이터와
1:10,000 데이터의 비교 분석을 통해 1:10,000 지도에서 1:50,000 축척의
지도로 변환될 때 사용된 중요한 규칙들을 도출하였다. 그 이후 도출한
정보와 상용 GIS 소프트웨어의 기능들을 통합하여 지도 제작자의 지식
을 반영한 정교한 모델을 만들고 다른 축척의 지도 제작을 완전히 자동
화하는 구성을 시도하였다(Stoter et al., 2009; Stoter et al., 2014).
우리나라의 지도 제작기관인 국토지리정보원에서도 1:5,000 수치지형
도를 1:25,000 수치지형도로 변환하는 축소 편집 과정의 자동화를 위해
연구 공개설명회를 개최하고 보고서를 발간하는 등(국토지리정보원,
2012, 2014) 다각도의 노력을 기울이고 있다. 다만 현재까지 실무에 적용
할 만한 구체적인 성과가 없어서 실무 현장에서는 숙련된 편집자에 의존
하여 축소 편집 과정이 진행되고 있다.
현재까지의 연구 및 실무 적용의 측면에서 봤을 때, 지도 일반화의 방
향은 최대한 사람의 개입을 배제한 채 지도의 품질이 담보되는 자동 일
반화를 수행하는 방향으로 진행되고 있다고 할 수 있다. 이처럼 지도 일
반화 과정에서 사람의 개입을 배제하는 방향의 연구가 꾸준히 진행되고
있지만, 실제 지도 일반화 과정에서 사람의 영향이 얼마나 있는지, 지도
일반화 결과에 어떠한 차이를 가져오는지에 대한 연구는 상대적으로 부
족한 실정이다. 사람의 개입 영향에 관한 연구가 존재하긴 하지만 지도
제작 과정에서 자료 취득 시 발생하는 오류에 대한 내용이거나(Biljecki
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et al., 2018) 다른 시간에 제작된 지도간의 표현 차이를 비교하는 연구
(Schaffer et al., 2016)가 대부분이다. 지도 일반화에 있어서 편집자마다
숙련도나 작업 과정 등에서 차이가 있다는 사실은 기존 연구 및 현업에
서 지속적인 문제가 제기되어왔던 부분이다. 그러나 축소 편집과 같은
지도 일반화 분야에서 제작자 개인이 일반화 과정에 미치는 영향에 대해
서 정량적으로 측정하거나, 제작자 간 편차가 어떤 형태로 존재하는지에
대한 연구는 미진한 편이다. 지도 데이터 품질의 균질성 저하 문제의 양
상을 파악하고, 이를 통해 축소 편집 등 일반화에 사용되는 규정의 미진
한 부분을 보완하기 위해서는 축소 편집 시 지도 제작자 간의 편차가 어
느 정도 있는지, 어떠한 양상을 보이는지에 대해 정확하게 분석하는 과
정이 필요하다.
본 연구에서는 기계학습 기법을 활용하여 지도 제작자 간의 차이가
지도 일반화 결과에 어떠한 영향을 미치는지 정량적으로 분석하고 나아
가 축소 편집 규정의 보완 방안을 도출하고자 하였다. 분석 대상 객체로
는 건물과 도로객체를 대상으로 지도 일반화 과정, 특히 선택적 삭제 과
정에서 사람의 개입으로 인해 발생하는 오차를 정량화하고자 하였다. 해
당 객체들을 대상으로 기계학습 기법을 활용하여 기계학습으로부터 생성
된 모델이 서로 다른 지도 제작자들의 편집 결과물들에서 어떤 정확도를
나타내는지를 비교 분석하고자 하였다. 기계학습 기법을 활용함으로써
얻을 수 있는 장점은 서로 다른 제작자가 편집한 지도 일반화 결과물을
일관적인 기준으로 평가할 수 있다는 점이다. 또한, 도시와 비 도시 지역
각각에 대해 기계학습 모델을 생성하고 그 결과를 분석함으로써 건물과
도로객체의 선택적 삭제에 영향을 주는 주요 속성들을 파악하고, 지역의
특성에 알맞은 기계학습 알고리듬 임곗값을 설정하여 이를 관련 규정의
보완에 활용하고자 하였다.
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기계학습의 적용을 위해서는 먼저 지도 일반화를 기계학습이 적용 가
능한 문제로 정의하고 접근할 필요가 있다. 본 연구에서는 지도 일반화
중에서도 객체의 선택적 삭제를 지도 학습(supervised learning)으로 해
결 가능한 문제로 정의하고 기계학습 기법을 적용하기로 하였다. 지도
학습은 기계학습의 한 종류로, 데이터를 입력할 때 입력 데이터의 속성
과 그 데이터의 정답(label)을 함께 입력하여 학습시키는 방법이다. 예측
하려는 값의 성질에 따라 크게 분류문제와 회귀 문제로 나뉜다.
본 연구에서는 지도 제작자의 축소 편집 결과물에서의 객체 선택적
삭제 여부를 정답으로 입력받아 분류 과정을 수행하는 문제로 간주하고
기계학습 기법을 적용하였다. 기계학습 기법의 적용 과정은 다음과 같다.
첫째, 각 객체의 삭제 여부를 결정하기 위한 속성(건물의 경우 면적 등,
도로의 경우 길이 등)이 입력 속성으로 사용되고 각 객체가 소축척에서
삭제되었는지가 출력 속성으로 사용된다. 이렇게 입력 및 출력 속성을
가지고 있는 데이터를 통해 기계학습 모델을 학습시키게 된다. 마지막으
로, 학습된 모델을 다른 지역, 즉 입력 속성은 가지고 있지만, 출력 속성
(삭제 여부)은 가지고 있지 않은 데이터에 적용하여 해당 지역의 객체들
이 소축척으로 일반화되었을 때 존치 여부를 예측하는 것이다.
본 연구에서는 기계학습 알고리듬 중에 객체의 선택적 삭제에 적용
가능한 의사결정 나무(decision tree), k-최근접 이웃(k-nearest
neighbor), SVM(Support Vector Machine) 및 인공신경망(Artificial
Neural Network, ANN)과 같은 4가지의 알고리듬을 채택하여 1:5,000 수
치지형도에서 1:25,000 수치지형도로의 축소 편집 시 건물과 도로객체의
삭제 여부를 예측할 수 있는 기계학습 모델을 생성하였다. 첫 번째로는
생성된 모델을 서로 다른 6명의 지도 제작자의 결과물에 적용하여 객체
의 삭제 여부를 예측한 예측률을 비교하였다. 예측 정확도의 비교는 전
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체적인 예측률 및 건물과 도로의 특성에 따른 예측률에 대해서 이루어졌
으며, 이를 통해 지도 편집자 간의 편집 기법의 차이가 존재함을 보이고
자 하였다.
두 번째로는 도시지역과 비도시 지역 각각에 대해 해당 지역에 최적
화된 기계학습 모델을 생성하고 그 결과를 분석함으로써 각 지역에서 건
물과 도로의 선택적 삭제에 주된 영향을 미치는 속성들을 분석하고자 하
였다. 나아가 분석된 속성값들을 지도 일반화에 적용함으로써 객체의 선




지도 일반화에 관련한 연구들은 다양한 방면으로 연구되고 있다. 그
과정에서 앞서 언급한 지도 일반화 연산자들이 개발되었고, 더욱 정확한
일반화 결과를 얻기 위해 다양한 연산자들을 조합하여 활용하는 연구들
이 진행되어왔다. 또한, 지도 제작에 활용되는 규칙들을 유형화하여 일반
화를 자동으로 수행하려는 다수의 연구가 진행됐다. 본 장에서는 지도
일반화 기법에 관한 연구들을 살펴보고, 추가로 지도 일반화 분야의 문
제 해결을 위해 기계학습 기법을 도입하고자 하는 최신의 연구들을 검토
하였다. 마지막으로, 현재의 지도 제작 및 소축척 지도 제작 현황을 알아
보고 본 연구가 가지는 의미와 앞으로의 적용 가능성을 검토하였다.
1.2.1. 건물과 도로의 일반화 기법
건물과 도로라는 지도를 구성하는 가장 중요한 객체들을 대상으로 한
일반화 연구는 오랜 시간 꾸준히 진행됐다. 그 과정의 대부분은 지도 제
작 전문가들의 수작업에 의존해 온 노동집약적인 과정이었다. 그러나 이
러한 수작업에 의한 지도 일반화는 비용과 시간 면에서 효율적이라고 볼
수 없을 뿐 아니라, 사람이 진행하는 작업이라는 특성상 그 결과물의 일
관성을 보장하기 힘들다는 문제가 있다. 초창기의 지도 일반화 연구들은
이러한 문제를 수학적·기하학적 원리를 적용하여 해결하려고 시도하였
다.
수학적, 기하학적 원리를 적용하려는 시도는 먼저 지도의 선형 객체들
에 관한 연구로 시작되었다. 대표적으로 가장 널리 사용되는 선형 단순
화 알고리듬인 Douglas-Peucker 알고리듬을 제안한 Douglas and
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Peucker(1973)의 연구가 있으며, 그 외에도 Sleeve-fitting 알고리듬(Zhao
and Saalfeld, 1997), Lang 알고리듬(Lang, 1969), Reumann-Witkam 알
고리듬(Reumann and Witkam, 1974), Visvalingam-Whyatt 알고리듬
(Visvalingam and Whyatt, 1993), 선회 각 함수(turning function)를 이
용한 단순화(Rangayyan et al., 2008) 등 다양한 알고리듬들의 개발이
진행됐다.
1980년대에 이르러서는 선형 객체뿐 아니라 건물이나 주거지 등 면형
객체에 대한 기하학적 일반화 연구들이 활발하게 진행되었다. 기하학적
일반화 연구들(Li et al., 1995; Su et al., 1997; 1998)에서는 수학적 형태
학을 기반으로 면 객체의 병합, 면 객체의 삭제, 면 객체의 선형 단순화,
부분적 삭제, 소규모 지역 일반화 등 다양한 일반화 연산자들을 적용하
려고 시도하였다.
최적화 기법 등 다른 분야에서 사용되는 기법들을 기하학적 일반화에
적용하려는 연구들도 있었다. Regnauld(1996) 그래프 이론에서 사용되는
Minimum Spanning Tree(MST)라는 기법을 사용하여 건물을 군집화하
고자 하였다. 그의 연구에서는 건물의 개수에 따라 2가지 형태로 군집을
생성하였고, 시각적(정성적) 평가를 시도하였지만, 도시지역 일부에 대한
실험에 그쳤다. Anders and Sester(2000) 는 계층적 클러스터 알고리듬
을 사용하여 비슷한 특성을 가지는 건물들과 호수를 군집화하려고 시도
하였다. 그들의 연구에서는 벡터와 래스터 자료를 모두 활용하여 사용자
가 입력변수를 조절할 필요 없이 건물의 군집을 찾아낼 수 있었음을 보
였으나, 대상 지역이 도시의 극히 일부에 한정되는 한편 데이터의 전처
리에 많은 시간이 소요되는 단점이 있었다. Ware and Jones(1998)의 연
구에서는 최적화 기법의 하나인 담금질 기법(Simulated Annealing, SA)
을 활용해서 건물의 이동(displacement)을 효율적으로 수행하려는 시도
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가 있었다. 그들의 연구는 결과적으로 건물끼리의 충돌 없이 성공적인
건물의 이동이 가능함을 보였으나, 5개 지역의 총 50여 개의 건물 데이
터만 검증됨을 보였다.
이후 더 넓은 지역에 대해 효율적으로 일반화를 수행하기 위해 규칙
기반(rule-based) 일반화에 관한 연구들이 활발하게 진행되었다. 규칙기
반 일반화를 위해서는 일반화에 사용될 규칙들, 즉 그동안 소축척 지도
제작에 사용되어왔던 지식을 습득하는 것이 관건이 되었다. 규칙기반 일
반화에 사용되는 지식은 지도 제작자와의 인터뷰, 기존 지도 데이터의
분석, 또는 지도 제작 규정 등을 통해 얻을 수 있다고 알려져 있다(Li,
2007). 그러나 지도 제작 규정이나 지도 제작자와의 인터뷰를 통해서 얻
을 수 있는 지식에는 한계가 있다고 알려져 있으며(Müller et al., 1995),
이미 구축된 지도를 분석하여 지식을 습득하려는 연구들이 주로 진행됐
다.
구축된 지도를 분석하려는 대표적인 연구로는 Töpfer(1966)의 연구가
있다. 이 연구에서는 서로 다른 축척의 지도 객체들을 분석하여 달라지
는 축척에 따라 남겨져야 할 건물의 개수를 결정하는 방정식을 정립하였
다. 이 방정식은 “Töpfer의 radical law”로 널리 알려져 있다. 이 방정식
은 최근의 연구들에서도 많이 활용되고 있는데, 박우진 등(2013)의 연구
에서는 Töpfer의 radical law와 로짓 모델을 활용하여 도로 네트워크에
상대적인 중요도를 부여하고, 상대적으로 더 중요한 도로들을 선택하여
남기는 방법을 제안하였다. Radical law를 활용한 다른 연구들도 다수
존재하지만(Downs and Mackaness, 2002; Wilmer and Brewer, 2010;
Jiang et al., 2013), 남겨져야 할 객체의 개수에 대한 기준만 제시했을
뿐 어떠한 객체가 남겨지고 어떠한 객체가 삭제될지에 대한 근거를 뚜렷
이 제시했다고 보기엔 어렵다. 국가지도제작기관 주도로 규칙기반 일반
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화를 시도한 연구 중 Stoter et al.(2014)의 연구에서는 네덜란드의
1:10,000 지도로부터 1:50,000 지도를 자동으로 생성하려고 하였다. 이 연
구에서는 네덜란드 전역의 지도를 대상으로 자동 일반화를 시도하였는
데, 정성적 및 정량적 평가에서 모두 만족할만한 정확도를 보였다. 그러
나 일반화 과정을 적용하기 위한 데이터 전처리 과정에서 불가피한 사람
의 개입이 발생했으며, 이 과정에서 많은 시간과 비용이 필요하였다. 또
한, 지도 제작자들의 지도 제작 방법을 규칙화하는 데에도 어려움을 겪
었던 것을 볼 수 있었다.
이 외에도 복수의 지도 일반화 연산자들을 조합하여 일반화 과정을
자동화하려는 연구들도 꾸준히 진행됐다. Li et al.(2004)의 연구에서는
도시 형태학과 게슈탈트 이론을 접목해서 건물들을 그룹화하고, 각각의
건물 그룹에 적절한 연산자를 선정하여 건물 일반화를 시도하였고, 4개
의 서로 다른 축척에 대해서 만족할 만한 정확도를 보였다. 하지만 실험
대상 건물이 총 87개에 불과하며, 자신도 지적하듯이 다양한 건물 패턴
에서 좋은 결과를 나타낼지 장담할 수 없다는 문제가 있다. Wang and
Doihara(2004)의 연구에서는 도로와 건물을 함께 고려한 일반화를 수행
하였다. 이들은 도로에 대한 일반화를 먼저 시도한 후, 도로 일반화의 결
과에 따라 다시 건물을 그룹화하여 일반화하는 순차적인 방법을 시도하
였다. 먼저 도로 폴리곤을 도로 네트워크의 형태로 변환시키고, 건물 일
반화에 대해서는 병합만을 수행하였다. 그 결과 생성된 서로 다른 3가지
의 모듈을 적용하여 정성적 평가를 진행하였고 만족스러운 성과를 보였
으나 입력 데이터에 막힌 도로가 있거나 교차로의 경우에는 정확도가 낮
게 나타나는 현상들이 있었다.
Damen et al.(2007)의 연구에서는 형태학적 연산자를 채택하여 건물의
병합을 효율적으로 수행하고자 하였다. 그들의 연구에서는 건물과 건물
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간의 형태를 열린 부분과 닫힌 부분으로 구분하고 이를 형태학적으로 분
석하여 건물 병합을 효율적으로 하고자 시도하였고, 나아가 선형 단순화
도 형태학적 요소들을 적용하고자 하였다. 최근 연구의 경우 Vetter et
al.(2015)의 연구에서 스위스의 Topographic Landscape Model(TLM) 데
이터의 개별 주택 건물에 대한 자동 일반화를 시도하였다. 그들은 <그림
1-2>와 같이 ArcGIS 소프트웨어에서 제공하는 다양한 지도 일반화 연
산자들을 ModelBuilder를 활용하여 조합하는 것으로 자동 일반화를 수
행하고자 하였다. 그 결과 전반적으로 좋은 정확도를 보였으나, 건물의
형태에 따라서 일정하지 않은 결과를 보였으며, 또한 구시가지와 같은
구조에서는 낮은 정확도를 보이는 문제가 있었다.
<그림 1-2> Vetter et al.(2015)의 연구에 활용된 ArcGIS ModelBuilder
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일반화 연산자들을 조합하여 자체적으로 소프트웨어를 제작한 사례도
있다. Modiri et al.(2014)는 비정부단체에서 제공하는 데이터의 지형지물
에 대해서 점, 선, 면 객체에 따라 일반화를 수행하는 소프트웨어를 개발
하였다. 그러나 개발 결과에 대한 정확도 평가가 수행되지 않아 소프트
웨어의 결과물을 객관적으로 평가할 수 없는 문제가 있다.
건물 일반화에 관한 최근의 연구들은 건물의 군집화(clustering)에 관
한 연구들이 주류를 이루고 있다. Deng et al.(2018)의 연구에서는 게슈
탈트 이론을 활용한 9개의 군집화 방법을 건물에 적용하여 각각의 알고
리듬에 대한 평가를 수행하였고, 각각의 알고리듬에 대한 장·단점을 분
석하였다. Wei et al.(2018)은 건물의 군집화에 영향을 주는 특성들을 크
기(size), 모양(shape), 방향(orientation)으로 구별한 뒤, 중요한 특성들을
주성분 분석(Principal Component Analysis, PCA)을 통해 분석하였다.
그러나 건물의 높이나 건물 간의 관계 등 다른 특징들을 포함하지 못하
였고, 또한 건물의 특성을 측정할 때 복잡한 매개 변수의 결정 과정이
별도로 필요하였다. Pilehforooshha and Karimi(2019)는 건물들의 선형적
패턴을 분석하여 건물군 단위로 군집화를 시도하였다. 제안된 기법을 통
해 기존의 임곗값 설정 과정을 단순화하고, 만족할만한 일반화 결과를
도출해 내는 데 성공하였다. 그러나 패턴 분석을 위한 임곗값의 설정 과
정이 필요하며 선형적 패턴 이외에 다른 요소들은 고려되지 않았다는 문
제점이 있다.
건물과는 다르게 도로 일반화에 관한 최근의 연구들은 선택적 삭제에
관한 연구들이 활발하게 진행되고 있다. Chen et al.(2009)는 mesh
density를 이용하여 도로의 선택적 삭제를 수행하는 기법을 제안하였다.
이를 위해 먼저 임곗값을 주어 mesh의 후보군을 추출하고, 추출된 후보
군에 대해 mesh의 밀도를 측정하여 선택적으로 도로를 삭제하였다. 이
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연구는 도로의 지역적인 특징(도시부, 교외 지역 등)에 따라 정확도가
78%에서 96%까지 큰 편차를 보이는 문제가 있었다. Shoman and
Gülgen(2017)은 계층 구조를 활용하여 도로 네트워크의 일반화를 수행하
였다. 이들은 도로의 기능적 요소와 형상적 요소를 고려하여 계층 구조
를 생성하고, 생성된 계층 구조에 따른 순차적인 일반화를 시도하였고
만족할만한 성과를 보였다. 그러나 계층 구조를 생성하는 과정에 있어서
사용자가 매개 변수를 직접 설정해야 하는 과정이 복잡하다는 문제가 있
다.
앞서 언급한 연구들을 종합하여 검토한 결과, 기존의 연구들에서는 공
통으로 일반화 과정에서 사람의 개입이 필요하며, 또한 데이터 품질의
감소 등 이로부터 야기되는 문제가 발생한다는 점을 지적하고 있다. 그
러나 사람의 개입으로 인해 발생한 오차들이 어느 정도이며 어떤 양상을
보이는지를 분석한 연구는 이뤄지지 않고 있다.
1.2.2. 기계학습 기법을 적용한 연구
기계학습 기법의 적용은 GIS 분야에서도 활발하게 이루어지고 있는
데, 비단 일반화 부분만이 아니라 다양한 부분에서도 이러한 시도들을
찾아볼 수 있었다. 초창기의 시도는 Lagrange et al.(2000)의 연구에서
찾아볼 수 있다. 이 연구에서는 기존의 지도 일반화 연구에서 알고리듬
들을 도출해 내는 과정이 복잡하고 유형화시키기 어렵다는 것을 지적하
며, 기계학습 기법 도입의 필요성을 강조하였다. 기계학습 기법이 지도
일반화 알고리듬의 자동화에 이바지할 수 있을 것이라는 분석을 하였지
만, 실제로 기계학습 기법을 적용한 실험은 이루어지지 못하였다.
Balboa and Lopez(2008)는 인공신경망을 사용한 도로 분류 기법을 제안
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하였다. 그들은 도로 데이터로부터 주성분 분석을 활용하여 도로를 분류
할 수 있는 값들을 추출한 후, 도로를 총 5가지의 범주(very smooth,
smooth, sinuous with stable directionality, sinuous with variable
directionality, and very sinuous)로 분류하였으며 이 범주들은 출력 클
래스로 사용되었다. 그들의 연구에서는 14개 유닛의 입력층, 3개 유닛의
은닉층, 5개 유닛의 출력층으로 이루어진 총 3개의 층을 가지는
Back-Propagation Neural Network(BPNN)를 사용하였고, cross
validation을 통해 도로 분류 결과의 정확도를 평가하였다. 이들의 연구
에서 인공신경망은 지도의 일반화가 아니라 도로 데이터의 분류만을 위
해서 사용되었지만, 도로의 분류 결과가 도로의 중요도를 판단할 수 있
는 근거가 되며 또한 후에 객체 선택의 기준으로 사용될 수 있으므로 일
반화 연구와도 연관성이 있다고 할 수 있다.
지도 일반화 분야에 기계학습 기법을 적용하기 시작한 시도들은 2010
년대 중반부터 활발하게 이루어지기 시작했다. Zhou and Li(2014)의 연
구에서는 소축척 지도의 도로 네트워크 갱신을 위해 Self Organizing
Map(SOM)과 BPNN을 적용한 기법을 제안하였다. 여기에서 SOM은 비
지도 학습, 클러스터링 방식으로 도로 네트워크를 선택하고, BPNN은 지
도 학습의 분류 방식으로 도로 네트워크를 선택해서, 각각의 방법들의
정확도를 평가하고, 실제 데이터와의 비교를 통해 정확도를 평가하였다.
Karsznia and Weibel(2017)의 연구에서는 데이터 응축과 기계학습 방법
을 사용하여 소축척 지도에서의 거주지 선택을 향상하려 했다. 그들은
앞선 연구에서 들과 달리 기계학습을 사용하여 새로운 지도 일반화 규칙
도출을 시도하였다. 이를 위해 먼저 성분 분석과 지도 데이터의 분석을
통해 거주지의 유지 및 삭제에 영향을 주는 요인을 분석하고, 의사결정
나무 알고리듬을 적용하여 기존의 지도 일반화 규칙과는 차별화되는 규
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칙을 도출하고자 하였다. 이 연구는 본 연구에서 시도하고자 하는 방법
과 유사한 점들이 많지만, 적용 대상 데이터가 면형 데이터에 국한되고
의사결정 나무 외에 다른 기계학습 기법을 적용하지 않고 의사결정 나무
에 의한 분류 결과의 분석에 집중한 점에서 본 연구에서 사용한 방법과
는 차이가 있다.
원격 탐사 분야에서도 기계학습, 나아가 딥러닝 기법을 지도 데이터에
적용하려는 시도들도 있었다. Alshehhi et al.(2017)의 연구에서는
CNN(Convolutional Neural Network)를 활용하여 1m 해상도의 위성 영
상에서부터 도시지역의 도로와 건물 객체를 추출하는 방법을 제안하였
다. 다른 기법들과의 비교 평가에서 CNN을 활용한 제안된 기법이 우수
함을 보였으나, 영상의 가장자리 부분에서는 추가적인 처리가 필요하다
는 문제점이 있었다. Nogueira et al.(2017)의 연구에서도 마찬가지로
CNN을 활용하여 경관을 분류하는 시도가 있었다. 이 연구에서는 서로
다른 6개의 CNN을 구성하여 각각의 3가지의 서로 다른 지역에 대해서
정확도 평가를 수행하였고, 만족할만한 결과를 나타냈다. 이 외에도 사용
자들이 코드를 공유하는 가장 큰 사이트인 GitHub에서도 딥러닝 기법으
로 지도를 자동 생성하려는 DeepOSM 프로젝트를 진행하기도 하였다.
DeepOSM은 미국 델라웨어 지역의 200㎢ 이상의 면적에 대해
Fully-connected neural network를 활용하여 도로객체를 추출하려고 시
도하였고, 수 분 이내로 모든 과정이 완료되었으며, 전체적으로 75~80%
사이의 분류 정확도를 보였다. DeepOSM의 결과로 추출된 도로객체는
<그림 1-3>과 같다. 그러나 더는 정확도를 높이지 못하고 현재는 프로
젝트가 잠정적으로 중단된 상태이다.
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<그림 1-3> DeepOSM의 결과로 추출된 도로(굵은 선)
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1.2.3. 지도 제작 및 일반화 과정
우리나라의 경우 국가기본도의 활용성과 최신성을 위하여 2002년 이
후 5년 주기 갱신체계를 도입하여 2006년까지는 전국을 5권역으로 하여
진행하였으며, 2007년도부터는 갱신 단위를 전국 4권역과 광역시로 개편
하고 2년 주기로 갱신을 시행하였다. 그리고 2011년부터는 전국을 2권역
으로 하는 갱신체계와 수시갱신 체계를 도입하여 국가기본도를 수정·갱
신하였으며, 현재는 전국을 2권역으로 하여 한 권역은 정시수정, 다른 한
권역은 수시갱신 체계를 적용하여 전국을 대상으로 갱신을 하고 있다.
수시수정 방식의 경우 준공도면 등의 자료를 수집하고 관찰하여 주 단위
로 갱신이 이루어지고 있다. 수시수정의 대상은 국민 생활과 밀접하고
변화가 많은 지형지물을 중심으로 변화정보를 즉시 지도에 반영하게 되
어있으며, 주요 건물 55종(아파트, 관공서, 병원, 대형할인점 등), 도로나
교량 등의 신설, 또는 택지개발 등이 그 대상이 된다(<그림 1-4>).
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<그림 1-4> 수치지형도 수시수정 주요 내용
(서울시 GIS(gis.seoul.go.kr))
현재 국토지리정보원에서는 다양한 축척의 수치지형도를 제작하고 관
리하고 있다. 현재 우리나라에서 제작되고 있는 수치지형도는 축척에 따
라 1:1,000, 1:2,500, 1:5,000, 1:25,000, 1:250,000 등이 있다. 이 중 1:5,000
수치지형도와 1:25,000 수치지형도는 국토지리정보원에서 전 국토에 대
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해 제작, 관리하고 있으며, 1:1,000 수치지형도의 경우 주로 시가지 지역
을 대상으로 지방자치단체별로 제작되고 있다.
수치지형도 2.0에서 표현하고 있는 지형지물은 교통, 수계 및 해양, 건
물 및 시설물, 문화 및 시설, 식생, 지형, 주기 등 총 8개 대분류와 104개
의 소분류로 나누어 구성되어 있다. 지형지물 유일식별자(Unique
Feature IDentifier, UFID)를 가지고 있어 공간 데이터와 속성 데이터를
결합하여 사용할 수 있으며 단순한 도형 정보가 아닌 위상정보
(topology)를 포함할 수 있도록 개선되었다. 또한, 수치지형도 2.0부터는
DXF 포맷뿐만 아니라 국토지리정보원 내부 포맷인 NGI 포맷으로도 제
작, 판매되고 있다. 기존의 수치지형도 1.0이 기본지리정보 구축 용도로
사용되기 위해서는 별도의 복잡한 작업공정의 필요했지만 2.0 버전에서
는 손쉽게 기본지리정보로 활용될 수 있게 제작되었다(<표 1-2>).
구분 수치지형도 1.0 수치지형도 2.0
분류체계
축척에 따라 서로 다른 코
드체계 사용
597개의 소분류로 구성
축척과 관계없이 같은 코드 분류
체계사용
8개대분류, 104개소분류로구성
단위 도엽단계 파일 도엽단계 파일
UFID 없음 있음
속성항목 없음 다양한 속성항목
위상정보
표현















<표 1-2> 수치지형도 1.0과 수치지형도 2.0
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1:1,000과 1:5,000 수치지형도의 제작 및 갱신은 항공측량, 지리조사,
현지보완측량을 통해 디지타이징 방식으로 이루어지지만, 1:25,000 수치
지형도는 1:1,000 수치지형도 혹은 1:5,000 지도를 축소 편집하여 제작된
다. 이 축소 편집 과정은 별도의 측량이나 지리조사 없이 이미 구축된
대축척 지도를 축소 편집 규정에 따라 편집자가 직접 수작업으로 진행한
다. 이 과정에서 수치지형도 축소 편집 관련 규정을 따르게 되는데, 관련
규정으로는 「수치 지도 작성 작업규칙(국토교통부령 제209호)」, 「공
공측량 작업규정(국토지리정보원 고시 제2015-2538호)」, 「지도 도식
규칙(국토교통부령 제209호)」, 「지형도 도식적용규정(국토지리정보원
고시 제2019-142호)」 등이 있다.
「수치 지도 작성 작업규칙」은 수치 지도 작성의 작업방법 및 기준
등을 정하여 수치 지도의 정확성과 호환성을 확보함을 목적으로 제정되
었으며, 공간정보의 표현, 품질검사, 자료 취득 등에 대한 개괄적 내용이
서술되어 있다. 구체적인 내용을 살펴보자면, 제 2조 정의에서 수치 지도
작성 시 사용하는 용어에 대해 정의를 하고 있으며, 제 3조 적용 범위에
서는 해당 규칙이 적용되는 범위를 정의하고 있다. 제 4조에서부터 제 8
조까지는 수치 지도 작성 시 기준이 되는 좌표계에 관한 내용, 도엽코드
및 도곽의 크기, 수치 지도의 작성 순서, 자료의 취득 등으로 구성되어
있다. 제 9조의 내용은 지형 공간정보의 표현에 관련한 내용으로 축소
편집 시 객체의 표현에 관한 내용과 가장 관련이 높다. 하지만 이 조항
에서 규정하고 있는 내용은 지형·지물의 분류체계 및 분류체계의 변동에
관한 내용뿐이다. 제 12조 수치 지도 작성의 세부 기준 항목에서도 수치
지도의 표현에 관련한 내용이 포함되어 있으나, 자세한 내용은 국토지리
정보원장이 정한다는 문구로 짧게 서술된 부분 외에 구체적인 지침을 제
공하고 있지 않다.
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「공공측량 작업규정」은 공공측량 작업계획서 작성기준 등 그밖에 공
공측량에 필요한 사항을 정하여 규격을 통일하고 공공측량성과의 정확성
을 확보하는 목적으로 제정되었다. 총 7편 188조로 구성되어 앞서 언급한
수치 지도 작성 작업규칙보다 훨씬 많은 양으로 작성되었음을 볼 수 있
다. 1편 총칙은 규정의 목적과 정의, 공공측량의 사업 수행 과정 및 관리,
검토에 대한 규칙들에 관한 내용으로 구성되어 있다. 2편은 공공기준점
측량에 관한 내용으로 공공삼각점 측량의 과정 및 관측, 공공수준점 측량
의 과정 등에 관한 내용으로 구성되어 있다. 3편 지형측량 부분은 지형도
의 작성 과정, 자료 취득 방법 및 그 절차, 실제 지도 제작 과정에 관한
내용으로 구성되어 있다. 특히 제 57조 지도의 축소 편집 부분에서 지도
의 축소 편집에 대한 정의와 최종 축소 편집된 지도에 적용되어야 할 규
정에 대해 언급하고 있다. 그러나 축소 편집된 지도의 지형지물 표현에
대한 세부지침은 없으며 축소 편집이라는 용어에 대한 정의, 그리고 최종
축소 편집된 지도가 「수치 지도 작성 작업규칙」 또는 「지도도식규
칙」 중 관련 규정을 적용해야 한다는 내용만 포함되어 있다. 공공측량
작업규정의 나머지 부분들은 각각 응용측량, 세계 측지계 변환측량, 네트
워크 RTK 측량, 기타 응용측량에 관한 내용으로 채워져 있다.
「지도도식규칙」은 간행하는 지도의 도식에 관한 기준을 정하여 지
형ㆍ지물 및 지명 등을 나타내는 기호나 문자 등의 표시방법 통일을 기
함으로써 지도의 정확하고 쉬운 판독에 이바지함을 목적으로 제정되었
다. 여기에서 지도의 표현에 관해 언급된 부분은 제 4조에서부터 9조까
지의 내용으로 지물을 표현하는 기호와 선의 종류, 등고선, 도곽, 주기의
표시방법과 그 배치 방법에 대해서 정의하고 있다. 그러나 앞서 언급한
규정들과 마찬가지로 지도 축소 편집 시 객체 표현에 대한 세부적인 내
용은 포함되어 있지 않다.
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지도 축소 편집 시의 지형지물의 표현에 관한 세부 규정은 「지형도 도
식적용규정」에 자세하게 다루어지고 있다. 「지형도 도식적용규정」은
지형도 제작에 사용되는 용어를 정의하고 지형도상에 표시되는 기호 및
주기의 취사 선택과 지형지물의 표시방법 및 각종 기호의 적용방법에 관
한 기준을 정하기 위한 목적으로 제정되었다. 대상은 1:5,000, 1:10,000,
1:25,000 및 1:50,000 지형도를 대상으로 하며, 이와 관련된 모든 지도 구
성요소를 포괄하고 있다. 총 4장 221조의 방대한 내용으로 구성되어 축척
별로 어떠한 객체들을 어떻게 표현해야 하는지 규정하고 있다. 제1장에서
는 규정의 목적과 대상을 밝히고 규정 내에서 사용되는 용어를 정의하는
한편 다른 규정과의 관계 등을 설명하고 있다. 제2장에서는 다양한 지도
의 구성요소들에 대해 각각의 정의, 그리고 표현법에 관해 서술하고 있다.
제3장에서는 주기(annotation)의 표현에 관한 내용으로 구성되어 있다. 주
기의 선택, 글자체의 모양과 크기, 축척별 표현 방법 등에 대해 상세히 언
급되어 있다. 제4장은 난외사항에 관한 내용으로 구성되어 있다. 지도의
완성도와 독도의 효율성을 높여 사용자가 쉽게 지도를 이해할 수 있도록
도움을 주는 주요사항들의 표현 방법에 관해서 서술하고 있다.
「지형도 도식적용규정」 중 축소 편집 시 객체의 표현 방법에 관한
내용은 제3장 내용에 나타나 있다. 도로의 표시에 관련한 내용은 5절 교
통 부분에 언급되어 있으며 1:25,000 및 1:50,000 수치지형도를 대상으로
한다. 해당 규정의 내용을 살펴보면 “고속국도, 일반국도, 국가지원지방
도, 지방도, 유료도로 또는 소형차로는 전부 표시한다. 소로 중 마을과
마을을 연결하는 도로, 자동차도와 자동차도 간을 연결하는 도로, 관광목
표, 공장, 또는 광산 등에 도달하는 도로, 산림, 습지 등을 통과하는 주요
도로 등은 전부 표시하고 기타의 것은 독도의 편의를 고려하여 생략할
수 있다. 시가지 지역, 도로 밀도가 높은 지역 등에 있는 도로는 독도에
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필요하다고 인정되는 주요 도로만 표시하고 기타 독도 편의를 고려하여
생략할 수 있다.”라고 언급되어 있다. 이 내용을 간략하게 표로 정리하면
<표 1-3>과 같다.







소로 O(독도의 편의에 따라)
시가지 지역 O(독도의 편의에 따라)
<표 1-3> 축소 편집 시 도로의 표시에 관련한 규정
건물의 표시에 관련한 규정을 살펴보면 “건물의 취사 선택은 밀집 건
물 구역에서는 전체의 형태에 큰 변화가 없는 정도까지 생략할 수 있으
나 용도상 필요한 독립건물은 생략할 수 없다. 1. 특별시청, 광역시청, 도
청 2. 시청, 구청, 군청, 읍, 면, 주민 센터 3. 경찰서, 지구대 또는 파출
소, 소방서 등은 독도에 지장이 없는 범위 내에서 우선으로 표시해야 한
다.”라고 명시되어 있다. 건물의 표시에 관한 내용은 도로와 비교하면 세
부적으로 작성되어 있는데 그 내용을 정리하면 <표 1-4>와 같다.
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건물 유형 삭제 여부
독립건물 돌출부 또는 부속된 작은 창고 등은 생략
밀집 건물
지도상의 짧은 변의 길이가 1.0㎜ 이상인 것을 밀집
하여 표시
담
지도상 높이 0.08㎜, 지도상의 길이 3.0㎜ 이상의 가
시성이 높은 것만 표시
학교 생략 가능(시가지가 복잡한 경우)
경찰서와
지구대
생략 가능(시가지가 복잡한 경우)
우체국 및
전화국
생략 가능(시가지가 복잡한 경우)
공장
공장 부지면적이 지도상 9.0㎟(정사각형의 경우 한
변의 길이가 3㎜) 미만이면 생략
병원,
보건소
용도상 필요한 것은 표시하고 종합병원과 요양소 등
가시성 또는 인지도가 높은 것은 명칭을 표기. 다만,
보건소는 모두 표기.
관공서 시가지 내에서 표시하기 어려운 것은 일부를 생략
<표 1-4> 축소 편집 시 건물의 표시에 관련한 규정
<표 1-3>과 <표 1-4>에서 살펴본 바와 같이 건물과 도로의 축소 편
집 시 선택 기준에 대한 확실한 수치가 존재하는 예도 있지만, 도로의
경우 독도의 편의에 따라 삭제 여부를 결정할 수 있고, 건물은 일부 객
체에 대하여 세부적인 삭제 기준이 존재하나 많은 경우 기준이 모호하여
상당 부분 편집자의 주관이 반영될 수밖에 없는 현실이다. 편집자의 주
관이 반영될수록 지도 일반화의 결과물의 정확성이나 일관성은 담보하기
어려워진다.
기존의 연구결과 보고서(국토지리정보원, 2003, 2014)에서도 이와 같은
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축소 편집 제작 과정의 개선이 필요하다고 역설하고 있으며, 현재까지도
대축척 지도로부터 소축척 지도를 자동생성하려고 하는 연구 과제들이
수행되고 있다. 즉, 축소 편집 과정의 개선은 현재의 수치지형도 제작 과
정에 있어 매우 중요한 부분 중의 하나라고 할 수 있다.
현재까지의 연구들을 지도 일반화 관점, 기계학습의 관점, 그리고 현재
지도 제작 과정의 관점에서 분석해 본 결과, 지도 일반화 연구에서는 국
가지도제작기관을 중심으로 더욱 넓은 지역에 대해 최대한 사람의 개입
을 배제하고 자동으로 일반화를 시도하려는 흐름인 것을 볼 수 있었다.
그러나 개선에 앞서 현재 지도 일반화 기술을 적용한 축소 편집된 지도
의 결과물이 지도 제작자에 따라 어떤 편차를 보이는지에 대해 분석한
연구는 거의 없는 실정이다. 또한, 현존하는 규정의 미비한 점들에 대한
수정, 보완을 시도하는 연구들은 찾아보기 어렵다.
기계학습 기법의 적용은 지도 제작자 간의 편차를 보다 정확하게 정량
화할 수 있다. 최근 연구의 흐름에서도 도로나 집계구 객체의 분류 등에
기계학습을 적용하려는 시도들이 있는데, 본 연구에서도 이 흐름에 맞춰
건물과 도로객체의 선택적 삭제를 대상으로 기계학습 알고리듬을 적용하
여 지도 제작자 간의 편차를 정량화하고자 한다. 특히 기계학습 기법을
통해 학습된 모델로 각 제작자가 편집한 지도에 대해 객관적인 정확도
평가가 가능하므로 각 제작자의 편집 결과물에 대한 보다 정확한 분석이
이루어질 수 있다. 또한, 의사결정 나무와 같은 해석 가능한 기계학습 알
고리듬의 경우, 알고리듬의 결과를 분석하여 어떤 속성이 선택적 삭제에
주된 영향을 주었는지, 선택의 기준은 어떤지 등에 관한 결과를 도출해




본 장에서는 연구적 측면에서 건물과 도로객체의 지도 일반화에 관한
연구 동향과 기계학습을 활용한 연구 동향을 살펴보고, 실무적 측면에서
국내 지도 제작 및 일반화 과정을 살펴보았다. 지도 일반화에 관한 연구
들은 공통으로 사람의 개입 없는 완전한 자동화를 지향하고 있다. 이것
은 현재 지도 일반화의 과정에서는 불필요한 사람의 개입으로 인해 과정
의 복잡도가 상승하는 한편 정확도 감소 등의 문제가 발생하고 있음을
의미한다. 또한, 실무적인 관점에서도 현재 우리나라의 지도 축소 편집
과정에서 불필요한 공수가 많이 있으며, 뚜렷한 지침이 없어 지도 제작
자의 주관이 많이 반영될 수밖에 없는 구조임을 볼 수 있었다. 그러나
지도 일반화 과정에서 사람의 개입으로 발생한 오차들이 어느 정도이며
어떤 양상으로 나타나는지에 대한 연구는 이루어지지 않고 있다. 또한,
기존의 규정 및 지침에서의 미비점들을 수정, 보완하려는 시도 또한 미
진한 편이다. 본 연구에서는 기계학습 기법을 활용하여 지도 일반화 과
정에서 사람의 개입으로 발생하는 오차의 정도와 그 양상을 정량적으로
규명하고자 한다. 나아가, 도시와 비 도시이라는 두 가지 경우에 대해서
각각 기계학습 모델을 생성하여 최적의 모델을 도출하고 그 모델을 분석
하여 미비한 규정 보완에 기여하고자 한다.
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1.3. 연구의 범위 및 방법
본 연구에서는 기계학습 기법이 지도 일반화 과정에서 사용될 수 있
는 활용 방안을 보이고자 하였다. 이를 위해 수치지형도의 건물과 도로
객체를 대상으로 축소 편집된 결과물에 있어서 지도 제작자 간의 차이를
규명하였다. 또한, 도시지역과 비도시 지역 각각에 대해서 각 지역에 맞
는 기계학습 모델을 생성하고 분석함으로써 객체의 선택적 삭제에 영향
을 미치는 속성을 분석하고, 나아가 이를 통해 현재의 축소 편집 규정
보완에 기여하고자 한다.
실험 데이터로는 1:5,000 연속수치지형도와 1:25,000 수치지형도의 건
물 레이어인 B001 레이어, 도로중심선 레이어인 A002 레이어를 사용하
였다. 실험 데이터는 파일 형태 변환 및 좌표체계 매칭, 객체 추출 등의
데이터 가공 과정을 거쳐 실험에 사용하였다. 1:5,000 축척에서 1:25,000
축척으로의 축소 편집은 객체의 선택적 삭제만 적용되고 있으므로 본 연
구의 범위 또한 건물과 도로의 선택적 삭제에 대해 기계학습 기법을 적
용하는 것으로 하였다.
기계학습 알고리듬의 적용을 위해서 먼저 학습 모델을 생성할 필요가
있다. 학습 모델을 생성하기 위해서 2017년 당시 국가기본도 수정 사업
위치도(<그림 1-5>)의 서로 다른 6개 구획의 지도로부터 데이터를 추출
하였다. 현재 우리나라의 수치지형도 축소 편집은 각 구획 별로 서로 다
른 제작사에서 담당하고 있으므로 구획이 다른 경우 편집자가 달라지기
때문이다. 건물의 경우 총 180,000개의 데이터, 도로의 경우 120,000개의
데이터를 추출하여 학습 데이터로 활용하였다. 건물 데이터의 경우 각
제작자의 편집 결과로부터 30,000개씩의 건물을 임의 선택하였고, 도로의
경우는 각 20,000개씩 선택하였다.
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<그림 1-5> 국가기본도 수정 사업 위치도(국토지리정보원, 2017)
지역의 차이가 실험결과에 주는 영향을 최소화하기 위해 데이터 추출
대상 지역을 도시와 비 도시 지역이 혼재되어있는 지리학적으로 유사한
성격을 가지는 지역으로 선정하였다. 또한, 지역별로 균등한 양의 데이터
를 임의 추출하여 지역적 변수를 최대한 배제하고자 하였다. 추출한 건
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물과 도로 데이터에 대해 각각 기계학습에 필요한 입력 속성과 출력 속
성을 정의한 후, 4가지의 기계학습 분류 알고리듬 – 의사결정 나무, k-
최근접 이웃, SVM, 인공신경망 – 별로 학습 모델을 생성하였다. 각각
의 기계학습 알고리듬별로 학습 모델을 생성한 후에는 서로 다른 6개 제
작자가 편집한 6개 지역에 대해 학습 모델을 적용하여 건물과 도로객체
의 선택적 삭제에 대한 예측률을 평가하였다. 예측률은 검증 데이터(test
data)인 1:5,000 수치지형도의 건물과 도로가 1:25,000 축척에서 삭제되는
지를 기계학습 알고리듬을 통해 예측하고, 기계학습 알고리듬의 예측 결
과와 실제 작성된 지도와 비교하여 그 값을 측정하였다.
지리적으로 유사한 지역을 선택하고 균등한 양의 데이터를 임의 추출
하는 방법으로 지역적인 변수를 최소화하여도 예측률의 편차에는 지역의
차이 때문에 생기는 편차가 혼재되어있다는 문제가 발생한다. 따라서, 같
은 제작자가 제작한 서로 다른 지역에 대한 예측률 측정을 통해 지역 간
의 차이가 드러난 제작자 간의 편차에 얼마나 영향을 주고 있는지 분석
하였다. 또한, 도시지역과 비도시 각 지역에 맞는 기계학습 모델을 생성
하고 모델의 분석을 통해 객체의 선택적 삭제에 주된 영향을 주는 속성
들을 분석하고, 각 지역 특징에 맞는 축소 편집 규정 개정안을 도출하였
다. 위의 과정을 흐름도로 나타낸 것은 <그림 1-6>과 같다. 가장 먼저
학습 모델 생성을 위한 데이터 전처리 과정과 기계학습 알고리듬을 적용
하여 모델을 생성하는 과정을 포함하는 기계학습 모델 생성 단계이다.
다음으로는 지도 제작자 간의 편차를 정량화하는 과정이다. 이를 위해
기계학습 기법을 통해 먼저 6명의 서로 다른 지도 제작자의 편차를 밝히
고, 해당 편차가 지역의 차이에서 온 것인지를 규명하기 위한 실험을 추
가로 진행한다. 마지막으로는 도시와 비 도시 지역에 각각 기계학습 기
법을 적용하고, 지역의 특성에 맞는 모델을 생성하는 과정을 진행한다.
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<그림 1-6> 논문 구성 및 흐름도
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남은 논문의 구성 순서는 다음과 같다. 2장에서는 기계학습 알고리듬
을 소개하고 기계학습 적용을 위한 과정에 관해 서술한다. 3장에서는 실
험 및 결과에 관해 서술한다. 먼저 학습 모델 생성 및 생성된 모델을 평
가한 결과에 관해 서술하고, 모델 적용을 통한 제작자 간 차이의 정량화
를 위한 실험 및 결과에 관해 서술한다. 제작자 간 차이에 대한 실험은
크게 건물과 도로에 대한 평가, 그리고 지역 간의 차이를 평가한 결과에
관해 서술한다. 또한, 도시과 비 도시지역에 대해 각각 기계학습 기법을
적용하고 그 결과 분석을 통한 관련 규정 보완 내용에 관하여 서술한다.
마지막으로 4장에서는 결론 및 고찰로써 논문을 갈음한다.
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2. 기계학습 알고리듬의 적용
2.1. 기계학습 개요
본 연구에서는 일반화 과정의 자동화를 위해 지도 일반화에 기계학습
기법을 적용하였다. 기계학습은 본래 컴퓨터 과학의 한 분야로 “명시적으
로 프로그래밍 되지 않은 것을 학습할 수 있는 컴퓨터”라고
Samuel(2000)에 의해 정의된 바 있다. 기계학습에서 컴퓨터는 기계학습
을 통해 많은 양의 데이터로부터 일반화된 규칙을 도출해 낸다. 기계학습
기술의 핵심은 도출된 규칙을 기반으로 인간에 의해 만들어진 것과 유사
한 추론을 만들어 내는 것이다. 이러한 기계학습 알고리듬은 크게 지도
학습(supervised learning), 비지도 학습(unsupervised learning), 강화 학
습(reinforcement learning)의 세 가지로 나눌 수 있다(<그림 2-1>).
<그림 2-1> 기계학습 알고리듬의 종류
(http://www.techjini.com/blog/machine-learning/)
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먼저 지도 학습은 데이터에 대한 레이블(label) -명시적인 정답- 이
주어진 상태에서 컴퓨터를 학습시키는 방법이다. 즉, 지도 학습을 위한
훈련 데이터가 입력 객체에 대한 속성을 벡터 형태로 포함하고 있으며
각각의 벡터에 대해 원하는 결과가 무엇인지 레이블로 표시되어 있다.
예를 들어서, 기계학습 분야의 예제로 널리 쓰이는 28×28 크기의 이미지
인 MNIST 데이터(<그림 2-2>)의 경우, 훈련 데이터는 다음과 같이 구
성된다.
<그림 2-2> MNIST 데이터 세트
(LeCun et al., 2010)
<그림 2-2>와 같이 구성된 훈련 데이터 세트로 학습을 시킨 후, 레이
블이 지정되지 않은 테스트 데이터 세트(test data set)를 이용해서 학습
된 알고리듬이 얼마나 정확하게 예측하는지를 측정할 수 있다. <그림
2-2>의 MNIST 데이터 세트의 경우, ‘4’를 나타내는 28×28 이미지)를 학
습된 분류기에 입력하였을 때, 올바르게 ‘4’를 예측하는지, 아니면 ‘3’이나
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‘5’와 같은 잘못된 결과를 예측하는지 측정하는 것이다. 지도 학습 방법
으로 예측하는 문제는 그 결괏값의 성질에 따라 크게 분류
(classification) 문제와 회귀(regression) 문제로 나눌 수 있다. 분류문제
는 예측하려는 결괏값이 이산 값(discrete value)일 때를 의미한다. 예를
들어 MNIST 데이터 세트와 같이 어떠한 이미지에 해당하는 숫자를 예
측한다거나 하는 식이다. 또 다른 예로 사진에서 얼굴 인식을 하거나, 음
성 인식을 하거나, 또는 이미지 분류를 하는 일 등을 들 수 있다. 한편,
회귀 문제는 예측하려는 결괏값이 연속 값(continuous value)일 때를 의
미한다. 대표적인 예로 시간의 흐름에 따른 부동산 가격의 예측 등을 회
귀 문제로 볼 수 있다. 지도 학습 방법의 대표적인 알고리듬들에는 분류
문제 알고리듬으로 k-최근접 이웃, 나이브 베이즈(Naïve Bayes), SVM,
의사결정 나무 등이 있고, 회귀 문제 알고리듬으로는 선형 회귀(linear
regression), 릿지 회귀(ridge regression), 라쏘 회귀(lasso regression)
등이 있다.
비지도 학습은 지도 학습과는 다르게 데이터에 대한 명시적인 정답을
주지 않은 상태에서 컴퓨터를 학습시키는 방법론이다. 지도 학습 방법이
훈련용 데이터를 통해 데이터를 해석하는 함수를 유추해 낸다고 할 수
있지만, 비지도 학습에서는 그러한 추론이 불가능하다. 따라서 지도 학습
에서와 같이 어떠한 결과를 예측하는 데 사용되지 않고 주로 데이터가
어떻게 구성되어 있는지를 밝히는 데 주로 사용된다. <그림 2-3>과 같
이 군집화(clustering) 알고리듬이 대표적인 비지도 학습 방법의 알고리
듬이라고 할 수 있다.
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<그림 2-3> 비지도 학습의 예시 – 군집화(clustering)
(알고리듬-처음 배우는 인공지능, 다다 사토시)
비지도 학습의 다른 알고리듬들로는 k 평균(k-means) 알고리듬, 밀도
추정(density estimation) 알고리듬, 기댓값 최대화(expectation
maximization) 알고리듬, DBSCAN(density-based spatial clustering of
applications with noise) 알고리듬 등이 있다.
강화학습은 지도 학습이나 비지도 학습과는 다른 학습 방법이라고 할
수 있다. 지도 학습과 비지도 학습은 서로 약간의 차이가 있긴 하지만
데이터가 주어진 정적인 상태(static environment)에서 학습을 진행한다
는 공통점이 있다. 강화학습은 이와는 다르게 학습의 주체가 되는 에이
전트(agent)가 주어진 환경(state)에 대해서 특정한 행동(action)을 취하
고, 이로부터 어떠한 보상(reward)을 얻으면서 학습을 진행한다. 이때,
에이전트는 보상을 최대화하도록 학습이 진행된다. 즉, 강화학습은 일종
의 동적인 상태(dynamic environment)에서 데이터를 수집하는 과정까지
포함된 알고리듬이라고 할 수 있다. <그림 2-4>는 이러한 강화학습이
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진행되는 과정을 보여준다. 에이전트는 환경 에 대한 정보를 받아 행
동 를 취하게 되고, 환경으로부터 다음 상태인  을 확인하고 보상
  을 획득하게 된다.
<그림 2-4> 강화학습 알고리듬
(Sutton and Barto, 2018)
본 연구에서 해결하고자 하는 문제는 대축척 지도의 건물 또는 도로
객체가 소축척 지도에서 남겨지는지 아닌지를 예측하는 문제이다. 이를
위해 기계학습 알고리듬이 지도 제작자의 수동편집 결과를 학습하고 이
를 통해 예측을 수행하도록 하였다. 지도 제작자의 편집 결과는 객체가
삭제되었거나 유지되었다는 명시적인 결괏값, 즉 정답이 있는 데이터로
볼 수 있으며, 따라서 지도 객체의 삭제 여부를 예측하는 것은 주어진
정답이 있는 상태에서 기계가 정답에 최대한 가까운 결과를 만들어 내도
록 하는 지도 학습의 문제라고 할 수 있다.
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2.2. 사용된 기계학습 알고리듬
본 연구에서는 1:5,000 축척에서의 특정 건물이나 도로객체가
1:25,000 축척에서 남겨질 것인지 삭제될 것인지를 기계학습 알고리듬을
통해 추론하고자 하였다. 이를 위해서는 건물들이 삭제 또는 유지되는지
를 이진 분류(binary classification)하는 알고리듬의 적용이 필요하다. 대
표적인 이진 분류를 위한 여러 알고리듬이 존재하는데, 본 연구에서는
의사결정 나무, k-최근접 이웃, SVM, 인공신경망 총 네 가지 알고리듬
을 사용하였다. 각 알고리듬은 이진 분류문제에 적합한 알고리듬들이라
고 알려져 있으며, 성능 또한 검증되었다고 알려져 있다(Peto et al.,
2008; Svensson, 2016; Naik and Purohit, 2017). 사용된 기계학습 알고

























<표 2-1> 사용된 기계학습 알고리듬들의 특징
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2.2.1. 의사결정 나무
의사결정 나무 알고리듬은 가장 널리 알려진 기계학습 알고리듬으로
특히 지도 학습에서 유용하게 사용되고 있는 알고리듬이다. 이 알고리듬
은 의사결정 규칙을 나무 구조로 나타내어 전체 자료를 몇 개의 소집단
으로 분류(classification)하거나 예측(prediction)을 수행하는 분석방법이
다. 의사결정 나무가 학습되는 과정의 핵심은 분류에 있어서 불순도
(impurity)를 최소화하는 방향으로 학습이 진행된다. 불순도를 측정하는
대표적인 지수로는 지니계수(Gini index), 엔트로피(entropy) 등이 있으
며, 의사결정 나무 알고리듬에 따라 사용하는 지수가 달라진다. 먼저 지
니 불순도는 집합에 이질적인 것이 얼마나 섞였는지를 측정하는 지표이
며 CART 알고리즘에서 분리 기준으로 사용된다. 클래스를 지니는 요
소들의 집합이 있다고 가정할 때,  ∈ 는 집합에서 클래스 
를 지닌 요소를 선택할 확률, 또는 집합 내의 클래스 를 가지는 요소의




       (1)
불순도를 측정하는 또 다른 지수인 엔트로피는 확률 변수의 불확실성
을 수치로 나타낸 것이다. 엔트로피가 높을수록 불확실성이 높은 것이라
고 할 수 있다. m개의 요소가 속하는 A 영역에 대한 엔트로피는 수식
(2)와 같이 정의된다. 여기서 는 A 영역에 속하는 요소 가운데 k 범주






만약 A 영역에 속한 모든 요소가 같은 범주에 속하면 엔트로피는 0이
되고 반대로 범주가 둘뿐이고 해당 개체의 수가 같게 반반씩 섞여 있으
면 엔트로피는 1의 값을 갖게 된다.
의사결정 나무는 나무가 분할된 뒤에 각 노드의 순도(homogeneity)가
증가하고 불확실성이 최대한 감소하도록 하는 방향으로 학습을 진행한
다. 하지만 나무의 분할을 과도하게 많이 하다 보면 과적합(over fitting)
문제가 발생하기 쉽게 된다. 이러한 과적합 문제를 방지하는 방법을 가
지치기(pruning)라고 한다. 가지치기의 과정은 보통 의사결정 나무를 더
는 분할이 이루어지지 않는 상태까지 성장시킨 후, 가장 아래의 가지부
터 시작하여 분류 전과 분류 후의 예측 오차를 비교한다. 만약 분류 후
의 예측 오차가 더 크다면 가지치기를 진행하게 된다.
의사결정 나무 알고리듬이 가지는 가장 두드러진 장점은 다른 기계학
습 알고리듬과는 달리 결과에 대한 해석이 가능하다는 점이다. 생성된
의사결정 나무의 분할 기준들을 살피면 어떠한 속성들이 분류의 기준이
되고 그 기준값은 얼마인지를 볼 수 있기 때문이다. 본 연구에서도 이러
한 장점 때문에 의사결정 나무를 사용하게 되었다. 본 연구의 관련 분야
에서 의사결정 나무가 활용된 사례들을 살펴보면 공간적 자기 상관성을
고려한 의사결정 나무를 개발하여 농경지의 생산성을 예측하려는 시도부
터 (Li and Claramunt, 2006), 위성영상으로부터 특정 식생을 분류하고
(Liu et al., 2008), 공간분석을 통한 중금속 오염지역을 예측(Liu et al.,
2008)하는데 활용하거나, 집계구(면 데이터)의 선택 및 삭제에 대한 예측
을 수행(Karsznia and Weibel, 2018) 하는 데 활용되는 것을 볼 수 있었
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다. 특히 Karsznia and Weibel(2018)의 연구에서는 다수의 의사결정 나
무를 생성하여 각각의 분석을 통해 집계구를 선택하는데 활용될 수 있는
규칙을 도출하려 하였는데 이것은 결과에 대한 해석이 쉬운 의사결정 나
무의 특징 때문에 가능한 부분이라고 할 수 있다.
의사결정 나무는 이처럼 이미지 데이터와 벡터 데이터를 가리지 않고
예측 및 분류에 현재까지도 널리 쓰이고 있는 알고리듬이다. 대표적인
의사결정 나무 알고리듬들로는 CART, CHAID, C4.5, ID3 등이 있는데,
이 중 CART 알고리듬은 분할이 항상 이진 분할로 이루어지고, 가지치
기가 수월하다는 장점이 있다. 이러한 장점을 활용하기 위해 본 연구에
서는 CART 알고리듬을 사용하였다.
2.2.2. k-최근접 이웃
k-최근접 이웃 알고리듬은 고전적인 기계학습 알고리듬으로 새로운
데이터가 입력됐을 때 기존 데이터 가운데 가장 가까운 k개 이웃의 정
보로 새로운 데이터를 예측하는 알고리듬이다. <그림 2-5>를 예로 들
면, 새로운 개체인 검은 점의 범주를 주변 객체에 따라서 추론하게 되는
데, 이때 k=1이라면 주황색, k=3이라면 녹색으로 분류하게 되는 것이다.
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<그림 2-5> k-최근접 이웃 알고리듬의 예시
k-최근접 이웃 알고리듬이 다른 알고리듬에 비해 가지는 가장 큰 특
징은 별도의 학습 절차가 없다는 것이다. 이것은 k-최근접 이웃 알고리
듬이 새로운 데이터가 입력된 이후에야 기존의 데이터들과의 거리를 측
정하여 이웃을 추출하기 때문이다. 이러한 의미에서 게으른 모델(lazy
model)이라고도 하며, 데이터로부터 모델을 생성해 추론하는 모델 기반
학습(model-based learning)과 대비되는 개념으로 객체 기반 학습
(instance-based learning)이라고도 한다.
k-최근접 이웃 알고리듬이 새로운 데이터를 분류하기 위해서는 탐색
할 이웃의 개수, 즉 k 값과 이웃과의 거리를 측정하는 방법을 결정해야
한다. 특히 알고리듬의 성능을 위해서 적절한 k 값을 설정하는 것은 대
단히 중요하다. k 값이 작으면 데이터의 지역적인 특성이 지나치게 반영
되어 과적합 문제가 나타날 수 있다. 반대로 k 값이 커지면 커질수록 분
류에 있어서 잡음(noise)의 영향이 줄어들지만, 항목 간 경계가 불분명해
지는 문제(under fitting)가 발생할 수 있다. 최적의 k 값은 데이터마다
다르므로 보통 탐욕적(greedy) 방식 – 1부터 꾸준히 증가시키면서 오차
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율을 점검하는 방식 - 으로 최적의 k 값을 결정하게 된다.
이웃과의 거리를 측정하는 방법 또한 알고리듬의 결과에 큰 영향을
준다. k-최근접 이웃 알고리듬에서 이웃과의 거리를 측정하는 방법에는
몇 가지가 있다. 대표적으로 유클리드 거리, 맨해튼 거리, 마할라노비스
거리 등이 있는데, 본 연구에서는 변수 간의 상관관계를 반영할 수 있는
마할라노비스 거리 방법을 선택하였다. 건물 데이터의 경우 건물의 면적
과 높이, 도로 데이터의 경우 도로 폭과 길이는 변수 간 상관관계가 매
우 높고, 분류 결과에 이러한 점들이 반영될 필요가 있기 때문이다. 두
점 사이의 마할라노비스 거리를 측정하는 방법은 수식 (3)과 같다.
     
  ∑     (3)
k-최근접 이웃 알고리듬은 원리는 단순하지만, 학습 데이터 내에 끼
어있는 잡음의 영향을 크게 받지 않으며, 알고리듬의 결과 또한 매우 일
관성 있는 결과를 나타낸다는 장점이 있다. 별도의 학습 절차가 없고 새
로운 데이터가 입력될 때마다 모든 데이터와의 거리를 매번 측정한다는
점이 이 알고리듬의 가장 큰 특징이자 단점이라고 할 수 있다.
k-최근접 이웃 알고리듬은 현재까지도 널리 사용되는 알고리듬이다.
본 연구의 관련 분야에서는 이동 객체의 궤적을 예측하거나(Güting et
al., 2010) 강우로 인한 산사태의 예측(Bui et al., 2017)에 활용되었으며,
토지 피복 분류에 있어 다른 기계학습 알고리듬과 함께 사용하여 정확도
를 비교하기 위한 용도로 활용되고 있는 것을 볼 수 있었다(Noi and
Kappas, 2018). 따라서 본 연구에서도 k-최근접 이웃을 다른 기계학습




SVM은 분류문제를 해결하는 지도 학습 모델 중 하나이다. 이 알고리
듬은 결정 경계(decision boundary)라는 벡터공간 내에 위치하는 데이터
들을 가장 잘 분류할 수 있는 데이터 간의 경계를 정의하여 분류를 수행
하고, 예측하고자 하는 데이터가 어느 경계면에 속하는지를 확인함으로
써 해당 데이터의 클래스를 예측하는 알고리듬이다. <그림 2-6>은
SVM이 데이터를 분류하는 과정을 간단하게 나타낸 그림이다.
<그림 2-6> SVM의 최대 마진초평면과 서포트벡터
하얀 점과 검은 점을 분류한다고 할 때, 가운데 파란 점선이 결정경계
가 된다. 파란 점선은 단순한 경계인 것이 아니라 최대 마진 초평면
(Maximum Margin Hyperplane, MMH)이기도 하다. 3가지 이상의 입력
속성이 존재한다면 분류 경계는 선이 아니라 평면이 될 것이고, 속성의
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개수가 늘어날수록 결정경계 또한 고차원이 된다. 이를 초평면
(hyperplane)이라고 한다. SVM은 최적의 결정 경계(초평면)를 찾는 알
고리듬이라고 할 수 있다. 두 클래스로 구성된 선형 분리가 가능한 문제
의 학습 가능한 결정경계는 무수히 많이 존재하나, SVM은 두 클래스의
분리 경계와 근접한 학습 벡터들과 최대 마진(maximal margin) 거리에
있는 벡터 정보를 이용하여 최대 마진 초평면을 찾는 과정인 것이다.
<그림 2-6>을 예로 들면 초평면으로부터 데이터까지의 최단 거리가 마
진(margin), 그리고 최단 거리에 있는 데이터를 서포트 벡터(support
vector)라고 하게 된다. 이 서포트 벡터들이 결국 결정경계를 결정하게
된다.
SVM에서 최대 마진 초평면 를 구하는 방식은 수식 (4)와 같다.
     (4)
이 식에서 는 초평면과 수직인 법선 벡터가 되고, 는 원점에서 직
선까지의 거리를 결정하는 값이 된다. 는 데이터가 존재하는 공간을
수식 (5)와 같이 두 영역으로 나눈다. 은 <그림 2-6>에서 검은색 서
포트 벡터를 의미하고, 는 흰색 서포트 벡터를 의미한다.
   
    
   
    
(5)






SVM에서 풀고자 하는 문제는 위에서 언급했듯이 마진을 가장 크게
하는 초평면을 찾는 것이다. 마진은 서포트 벡터에 의해 결정되며, 서포






알고리듬을 학습시키기 위한 훈련 데이터 세트를      
이라고 할 때, 는 데이터의 클래스를 나타내며, 에 속하면   이고
에 속하면   이 된다. 이러한 조건에서 최대 마진을 갖는 초평면
을 찾는 것은 조건부 최적화 문제로 나타낼 수 있고, 수식 (8)에서 등호







 ∙  (8)
정리해 보면 SVM은 마진을 최대화하며 위의 제약조건을 만족시키는
를 찾는 문제가 된다. 이를 구하기 위해서는 라그랑지안 승수법
(Lagrange multiplier method)과 KKT(Karush-Kuhn-Tucker) 조건을 활
용하게 된다.
SVM은 크게 하드 마진(hard margin) 방식과 소프트 마진(soft
margin) 방식 두 가지로 동작하게 되는데, 하드 마진 방식은 매우 엄격
하게 두 개의 클래스를 분리하는 초평면을 구하는 방법이기 때문에, 모
든 입력 데이터가 초평면을 사이에 두고 한 클래스에 속해야 한다. 그렇
게 되면 몇 개의 잡음으로 인해 두 그룹을 구별하는 초평면이 잘못 구해
지거나 아예 구할 수 없게 되는 문제가 발생하게 된다. 소프트 마진 방
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식은 이것을 해결하기 위해 나온 방식으로 기본적으로 하드 마진 방법을
기반으로 하지만, 차이점은 서포트 벡터가 위치한 경계선에 약간의 여유
변수(slack variable)를 두는 것이다. 현실적으로는 하드 마진 방식을 적
용하여 분류를 수행하는 것이 어려우므로 거의 소프트 마진 방식을 사용
하게 된다.
SVM은 새로운 데이터가 입력되었을 때, 전체 데이터와의 거리 또는
유사도를 계산하는 것이 아니라, 서포트 벡터와의 거리만 계산하면 되기
때문에 계산 비용을 상당히 줄일 수 있다는 강점이 있다. 특히 이진 분
류의 문제를 해결하는 데 있어서 우수한 성능을 보인다고 알려져 있다.
이러한 우수성 때문에 현재까지도 기계학습을 적용한 연구들에서는
가장 널리 쓰이고 있는 알고리듬이기도 하다. 대부분 산사태나 홍수 등
자연재해를 예측하는 데 활용되고 있는 모습이 보인다(Xu et al., 2012;
Pourghasemi et al., 2013; Tehrany et al., 2015; Xiong et al., 2019). 자
연재해들은 현상에 영향을 미치는 변수의 개수가 매우 많고 복잡한 양상
을 띠는데, 이러한 데이터의 경우 SVM이 우수한 성능을 나타내기 때문
으로 생각된다. 본 연구에서도 최대한 많은 변수를 활용하여 객체의 선
택적 삭제를 예측하려고 시도했기 때문에 SVM 알고리듬을 활용하게 되
었다.
2.2.4. 인공신경망
인공신경망은 사람의 신경망(뉴런)이 학습하는 과정을 묘사한 알고리
듬이다. 인공신경망을 구성하는 최소 단위는 퍼셉트론(perceptron)이다.
퍼셉트론은 입력값과 출력값을 가지며, 각 입력에 고유한 가중치(w,
weight)가 곱해진다. 가중 합을 구한 후에는 활성 함수를 적용하여 결과
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를 출력하게 된다. 입력값 에 대한 출력값은 수식 (9)와 같이 계산된
다.




   (9)
는 가중치 의 행렬, b는 편향 값(bias)을 나타낸다. 활성 함수 
는 각 퍼셉트론의 출력 여부를 결정해주는 함수로 대표적으로 Sigmoid,
Relu 함수 등이 있다. 이러한 퍼셉트론들을 여러 층 쌓아서 만든 분류기
를 다층 퍼셉트론(Multi-Layer Perceptron, MLP) 혹은 신경망(Neural
Network, NN)이라고 부른다. 신경망은 <그림 2-7>과 같이 입력층, 은
닉층, 출력층으로 구성되어 있다.
<그림 2-7> 뉴런의 값 계산 과정
<그림 2-7>의 신경망의 각 뉴런의 값이 계산되는 과정은 수식 (10),
(11)과 같이 나타낼 수 있다.
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   ×    ×    ×  (10)
   ×    ×    ×  (11)
위 수식과 같이 인공신경망에서 결괏값을 얻기 위해서는 입력층에서
부터 출력층까지 차례로 값을 계산하여 전달하게 된다. 이 과정을 전방
전달(feed forward)라고 한다. 신경망이 최적의 결과를 도출하기 위해서
는 가중치를 조절하는 과정이 필요하다. 최적의 가중치를 찾는 과정은
비용함수(cost function)를 최소화하는 과정이라고 할 수 있는데, 가장
널리 활용되는 MSE(Mean Square Error)를 활용한 비용함수를 나타내









비용함수의 우변의  는 신경망을 거쳐서 출력된 예측값이고,  는
실제 클래스의 값이다. 비용함수가 최소화된다는 것은 결국 예측값과 실
제 값의 차이가 최소화된다는 것으로 볼 수 있다. 훈련 데이터를 활용하
여 가중치와 편향 값을 변화시키는 과정을 반복적으로 수행하여 비용함
수가 최솟값이 되도록 하는 것이 신경망 학습의 목표이다. 이 과정에서
주로 경사 하강법(gradient descent method)을 활용하게 된다. 경사 하강
법은 비용함수 를 편미분을 수행하면서 그 미분 값(gradient)이 음이
되는 방향으로 갱신을 반복하다 보면 최적값에 도달하게 되는 방법이다.
경사 하강법을 활용하여 출력 부분에서 입력 부분 방향으로 순차적으로
비용함수에 대한 편미분을 구하고, 얻은 편미분 값을 이용해 가중치와
편향 값을 갱신시킨다. 모든 훈련 데이터에 대해서 이 작업을 반복적으
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로 수행을 하다 보면, 훈련 데이터에 최적화된 가중치와 편향 값을 얻을
수 있다. 이것을 역전파(back propagation) 알고리듬이라고 한다.
인공신경망 알고리듬은 기존의 기계학습 알고리듬과 비교하면 예측률
이 높게 나타나는 것으로 알려져 있다. 그렇지만 결괏값이 어떠한 과정
을 거쳐 도출되었는지에 대한 설명하기에는 어려움이 있으며, 이 때문에
종종 블랙박스(black box) 모델로 불리기도 한다. 인공신경망 알고리듬
또한 SVM과 마찬가지로 자연재해를 예측하거나(Biswajeet and Saro,
2007; Pradhan et al., 2010; Choi et al., 2012; Kia et al., 2012) 복잡한
도시 현상을 시뮬레이션(Li and Yeh, 2002; Pijanowski et al., 2014)하는
데 활용되고 있다. 또한, 인공신경망 알고리듬은 현재 널리 사용되는 딥
러닝 연구의 기본 알고리듬이기도 하다. 본 연구에서는 다양한 변수들을
활용한 예측에 효과적이라는 점과 딥러닝을 활용의 가능성을 검증하려는
측면에서 인공신경망 알고리듬을 사용하였다.
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2.3. 기계학습 알고리듬 적용을 위한 데이터 생성
2.3.1. 실험 데이터 및 전체 실험 순서
지도 객체의 선택적 삭제에 기계학습 기법 적용을 위해 데이터의 가
공 및 전처리는 필수적이다. 본 연구에서는 먼저 1:5,000 수치지형도와
1:25,000 수치지형도의 건물과 도로의 객체 매칭과 속성 계산을 통해 전
처리를 수행하고, 중첩 면적 비 등을 활용하여 클래스를 부여하였다. 이
후 4가지의 기계학습 알고리듬을 적용하여 각 모델을 통하여 선택적 삭
제 여부를 예측할 수 있도록 하였다. 그 순서는 <그림 2-8>과 같다.
<그림 2-8> 실험 순서도
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앞서 1.3 장에서 서술한 것과 같이 기계학습 알고리듬의 모델 생성을
위해 6개의 지도 제작자들이 제작한 6개 지역으로부터 건물 각 30,000개,
도로 각 20,000개씩을 임의 선택하여 건물의 경우 총 180,000개, 도로의
경우 총 120,000개의 데이터를 학습 모델의 훈련 데이터로 사용하였다
(<그림 2-9>).
<그림 2-9> 실험 데이터 생성 과정
1:5,000과 1:25,000 수치지형도는 각각 ESRI Shape file format (.shp)
와 Drawing Exchange Format (.dxf)으로 작성되었다. 효율적인 데이터
의 처리를 위해, 먼저 두 가지 데이터 포맷을 통일할 필요가 있었고, 따
라서 1:25,000 축척 지도를 Shape file 포맷으로 변환하였다. 또한,
1:5,000 수치지형도는 GRS 80/UTM-K 좌표계를 사용하고 있고,
1:25,000 수치지형도는 GRS 80/TM 중부/동부/서부 좌표계를 사용하고
있어서, 먼저 GIS 도구를 활용하여 두 데이터 세트의 좌표계를 일치시킨
후 데이터 처리를 시작하였다. 훈련 데이터는 7:3의 비율로 나누어서 각
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각 훈련 데이터와 검증 데이터로 사용되었다. 이와 같이 생성된 데이터
를 사용하여 각 기계학습 모델 자체의 성능을 평가하였다. 또한, 각각 6
개의 각 지역에서 훈련 데이터로 사용되지 않은 나머지 데이터들은 제작
자 간 차이를 규명하기 위한 검증 데이터로써 사용되었다. 즉, A 지역의
경우 건물 55,322개, 도로 30,281개의 객체가 존재하였는데, 훈련 데이터
로써 사용된 건물 30,000개와 도로 20,000개를 제외한 건물 25,322개와
도로 10,281개의 데이터가 검증 데이터로써 사용되었다. 또한, 임의 추출
된 훈련 데이터를 다시 도시지역과 비도시 지역으로 구분하여 각 지역에
대한 기계학습 모델을 생성하였다. 데이터의 객체별 개수는 <표 2-2>와
같다.



















<표 2-2> 제작자별 건물과 도로의 객체 수
2.3.2. 훈련 데이터 생성
기계학습 방법의 적용을 위해서는 먼저 훈련 데이터를 구축할 필요가
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있다. 훈련 데이터는 반드시 입력 속성과 출력 클래스를 포함하고 있어
야 한다. 본 연구에서는 1:5,000 수치지형도의 속성 데이터로부터 입력
속성을 만들고, 1:5,000과 1:25,000 객체의 매칭을 통해 출력 클래스들을
생성했다(<그림 2-10>).
<그림 2-10> 기계학습을 위한 입/출력 데이터 생성
다음으로는 객체의 특징들로부터 분류를 위한 입력 속성을 정의할 필
요가 있다. 입력 속성으로는 우선 건물의 경우 크게 3가지 특성, 즉 기하
학적 특성, 위상학적 특성, 의미적 특성을 추출하여 사용하였다. 기하학
적 특성으로는 건물의 면적, 둘레, 그리고 높이를 사용하였다. 기하학적
특성은 건물의 선택 여부에 가장 큰 영향을 끼치는 요소로 알려져 있으
나(Li et al., 2004) 세 특성 모두 수치지형도 건물 레이어의 속성에 포함
되어 있지 않았기 때문에 별도의 계산 과정을 거쳐 속성을 생성하였다.
위상학적 특성은 건물과 다른 지물 사이의 관계에 대한 특성으로 정의하
여 사용하였다. 이 특성은 건물의 군집화에 큰 영향을 주는 것으로 알려
졌지만, 소규모 건물의 삭제에도 영향을 주는 것으로 알려져 있다
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(Damen et al., 2008). 위상학적 특성은 특정 건물에서 가장 인접한 건물
까지의 거리와 가장 인접한 교차로와의 거리를 계산하여 사용하였다. 마
지막으로 의미적 특성은 건물의 주기, 그리고 주거시설, 상업 시설 등 건
물의 용도를 입력 속성으로 사용하였다. 그러나 수치지형도 건물 레이어
의 기본 속성은 위와 같은 속성을 전부 포함하고 있지 않기 때문에 별도
의 계산 과정을 거쳐서 속성을 추출하였다. 이 과정에서 건물의 이름은
해당 건물의 주기가 있는지 없는지를 판단해 “0 : 주기 없음, 1 : 주기
있음”의 이진(binary) 속성으로 변환하여 사용되었다. 건물 용도는 범주
(category) 변수의 값으로 변환하여 사용하였다. 사용된 속성들의 상세한
내용은 <표 2-3>과 같다.
속성명 속성내용 속성타입
건물 명칭 수치지형도의 건물 명칭 String
건물용도 수치지형도의 건물용도 String
건물 면적 각 건물의 면적 Double
건물 둘레 각 건물의 둘레길이 Double
건물의 높이
각 건물의 높이









각 건물로부터 가장 가까운
교차로와의 거리
Double
<표 2-3> 사용된 입력 속성(건물)
출력 클래스는 소축척(1:25,000)에서의 건물의 잔존 여부에 따라 "0 :
삭제됨", "1 : 유지됨" 두 가지 클래스가 사용되었다. 1:5,000 수치지형도
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와 1:25,000 수치지형도 건물 레이어의 모습은 <그림 2-11>과 같다. 면
적이 작은 부속 건물들이 대부분 삭제된 것을 볼 수 있다.
건물에 클래스를 부여하는 과정은 1:5,000 건물과 1:25,000 건물의 중
첩 면적 비를 활용한 방법을 사용하였다. 두 데이터 세트에서의 건물이
같은 건물인지를 판단하는 기준은 서로 다른 공간 객체의 유사도 계산에
따라 중첩 면적 비가 80% 이상인 건물로 결정하였다(김지영 등, 2013 ;
박슬아 등, 2014). 클래스 부여 과정은 <그림 2-12>와 같다.
<그림 2-11> 1:5,000 건물 레이어(좌) 와 1:25,000 건물 레이어(우)
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<그림 2-12> 건물의 클래스 부여 과정
건물의 경우와 마찬가지로 도로 레이어에도 기계학습 방법을 적용하
기 위해서는, 먼저 대축척 지도와 소축척 지도의 비교를 통해 대축척에
서의 도로객체가 소축척에서 남겨졌는지 아닌지를 판단하는 과정, 즉 클
래스를 부여하는 과정이 선행되어야 한다. 문제는 건물과는 다르게 도로
는 객체 대 객체 단위로 비교하기가 매우 어렵다는 점이다. 대략적인
1:5,000 수치지형도와 1:25,000 수치지형도 도로 레이어의 모습은 <그림
2-13>과 같다. 소로나 이면도로, 진입로 등이 대부분 삭제된 것을 볼 수
- 60 -
있다. 수치지형도의 도로중심선 데이터는 도로의 모든 교차점을 기준으
로 개별적인 도로객체로 나누어져 있으며, 교차점 사이에서도 여러 개의
객체로 쪼개어진 경우가 많다. 문제는 쪼개어져 있는 정도가 1:5,000 지
도와 1:25,000 지도 사이에서 차이가 있으므로 도로객체별로 비교하여
클래스를 부여하는 과정을 바로 적용할 수가 없다. 따라서 구별된 클래
스 부여를 위해, 서로 다른 두 축척에서의 도로 레이어를 하나의 체계로
통일할 필요가 있다.
<그림 2-13> 1:5,000 도로중심선 레이어(좌) 와 1:25,000 도로중심선 레이어
이를 위해 본 연구에서는 박우진(2013)의 연구에서 사용되었던 도로명
주소 전자지도의 도로 구간 레이어를 활용하여 같은 도로명을 갖는 구간
을 하나의 단위로 재구성하는 방법을 채택하였다. 수치지형도와는 달리
도로명주소 전자지도의 도로 구간은 도로명 단위로 하나의 객체를 이루
고 있으므로 이러한 재구성이 가능하다. 수치지형도 도로중심선의 재구
조화를 위한 프로세스는 <그림 2-14>와 같다.
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<그림 2-14> 수치지형도 도로중심선 재구조화 과정
먼저, 도로명주소 전자지도의 도로 구간 레이어와 수치지형도의 좌표
체계가 상이하므로, 좌표변환을 통해 두 레이어의 좌표체계를 통일시킨
다. 그 후, 도로명주소 전자지도의 도로 구간 레이어에 버퍼를 적용하여
수치지형도의 도로중심선이 포함되도록 한다. 이를 위해서는 적절한 버
퍼 폭이 적용되어야 하는데, 본 연구에서는 실험적(heuristic)으로 10m를
적용하였다. 버퍼 폭을 너무 크게 하면 한 개의 버퍼에 여러 개의 도로
중심선이 포함되어 매칭에 어려움이 있을 수도 있고, 버퍼 폭을 너무 작
게 하면 도로중심선이 버퍼 구간 내에 포함되지 않을 수도 있는데, 여러
가지 버퍼 폭을 적용해본 결과 10m 정도에서 오류 없이 처리되었기 때
문이다. 적용된 버퍼 영역과 도로중심선에 대하여 공간조인(spatial join)
을 수행하여 도로중심선 객체를 공간적으로 포함하고 있는 버퍼객체를
- 62 -
매칭 하여 그에 해당하는 도로 구간의 속성들(도로명, 도로 위계, 도로
폭 등)을 해당 도로중심선 객체의 속성값에 추가시킨다. 이때 수치지형
도의 도로중심선 레이어와 도로명주소의 도로 구간 레이어에 각각 같은
값을 갖는 속성들(도로 폭, 도로 길이 등)의 스키마를 통일시킨 후, 도로
구간을 기준으로 재구성하는 것으로 전처리 과정을 종료한다.
전처리 과정이 완료된 후, 1:5,000에서의 도로가 1:25,000에서 남아있는
지 아닌지를 판단하여 “0 : 삭제, 1 : 유지”의 속성을 부여한다. 이때, 판
단의 기준은 널리 사용되는 버퍼 폴리곤(buffer polygon)을 활용한 방법
을 사용한다(Zhang, 2009). 먼저 1:5,000 도로중심선 레이어로부터 생성
된 버퍼 폴리곤과 1:25,000 도로중심선 레이어를 중첩한다. 이 과정에서
1:25,000 도로중심선을 포함하는 1:5,000 도로중심선 버퍼 폴리곤을 추출
한다. 그리고 추출된 버퍼 폴리곤에 포함되는 1:5,000 도로중심선은 남겨
진 객체로, 포함되지 않는 도로중심선은 제거된 객체로 분류한다. 버퍼
폴리곤을 이용한 판단 과정은 <그림 2-15>와 같다.
<그림 2-15> 버퍼 폴리곤을 활용한 도로중심선 레이어 분류 과정
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전처리가 완료된 후 건물과 마찬가지로 입력 속성으로 사용될 특징들
을 정의하였다. 도로의 경우는 수치지형도 속성자료로 존재하는 도로 구
분, 포장 재질, 분리대 유무, 차로 수, 도로 폭 속성을 사용하였으며, 도
로 길이, 도로의 위계 속성을 추가로 부여하여 입력 속성으로 사용하였
다. 도로의 속성들은 Zhou and Li(2014)의 연구에서 도로의 선택적 삭제
시 사용한 속성들을 참고하여 선정하였다. 사용된 속성들의 상세한 내용
은 <표 2-4>와 같다.
속성명 속성내용 속성타입
도로 구분 수치지형도 도로 구분 String
포장 재질 포장, 비포장 String
분리대 유·무 분리대 유, 무 String
차로 수
동일 ID 내의 도로객체들
의 차로 수 평균값
Long
도로 폭
동일 ID 내의 도로객체들
의 도로 폭 평균값
Double
도로 길이
동일 ID 내 도로객체들의
도로 길이 총합
Double
중요도 도로의 연결성 고려 Double
<표 2-4> 사용된 입력 속성(도로)
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3. 실험 및 결과
3.1. 건물과 도로에 기계학습 적용
3.1.1. 건물에 적용
기계학습의 적용을 위해 7개의 입력 속성과 2개의 출력 클래스를 지
정하였다. 입력 속성은 건물의 주기 여부, 건물의 높이, 건물의 면적, 건
물의 둘레, 가장 가까운 건물과의 거리, 가장 가까운 교차로와의 거리,
그리고 건물의 종류가 사용되었고, 출력 클래스로는 위에 언급된 바와
같이 “0 : 제거됨, 1 : 유지됨”으로 구분하여 사용하였다. 다른 기계학습
알고리듬의 적용 사례에서는 입력 속성 중에 일부만 선별하여 사용하기
도 하는데, 본 연구에서는 입력 속성의 수가 많지 않기 때문에 모든 속
성을 다 사용하였다. 건물의 면적이나 둘레와 같은 일부 속성값들은 속
성값 간의 편차가 심하므로 정규화가 필요하다. 정규화는 수식 (13)과
같이 진행되었다.
여기에서 는 속성들의 평균값이며, 는 속성들의 표준편차이다.
학습 모델 생성을 위해 서로 다른 6명의 지도 제작자가 편집한 지역
으로부터 각 30,000개씩의 건물을 추출하여 180,000개의 건물 데이터를






ID usage annotation floor area boundary near_junction near_build index
0 1 1 3 184.7487 57.13371 3.089799205 0.078605944 1
1 2 1 4 165.8014 56.80402 45.39850064 1.497363961 0
2 1 1 2 161.2139 56.74296 0.771216732 0.00420016 1
3 1 0 3 133.7038 46.40596 1.120453705 0.13616514 1
4 3 0 2 86.98367 38.70486 495.937875 0.691803111 1
5 1 1 2 142.0842 57.69059 22.21556896 0.276461345 1
6 1 1 5 152.1676 50.37416 2.255310261 1.769402566 1
7 3 0 2 115.1654 46.48673 33.79661844 0.861486587 1
8 3 0 2 99.04999 43.03149 89.26863248 0.07271393 1
9 3 1 3 90.39007 38.2498 101.9953375 1.925340035 1
10 3 0 4 97.36186 40.98785 115.3387379 1.387182403 1
11 3 0 1 70.50691 34.87651 897.417696 0.207656673 1
12 5 0 1 23.37122 32.75673 7.738360804 0.241186441 0
13 3 0 2 72.40422 34.29383 12.34881707 0.187077158 1
14 3 0 2 81.88275 39.58019 57.40136182 0.624418877 1
15 3 0 3 64.19791 32.33004 33.44798945 0.207656673 1
16 3 0 2 72.52388 36.78358 9.491740224 0.492537268 1
... ... ... ... ... ... ... ... ...
... ... ... ... ... ... ... ... ...
<표 3-1> 건물의 실험 데이터 구조 예시
- 66 -
위의 과정들을 거쳐서 4가지의 기계학습 알고리듬 – 의사결정 나무,
k-최근접 이웃, SVM, 인공신경망-의 학습 모델을 생성하였다.
먼저 의사결정 나무 알고리듬의 경우, 본 연구에서는 의사결정 나무의
알고리듬 중 CART 알고리듬을 사용하였다. CART 알고리듬은 의사결
정 나무와 동의어로써 사용될 정도로 가장 널리 쓰이는 알고리듬이며,
후보 나무들을 여러 개 생성하고 그중에서 최적의 나무를 찾아내어 사용
한다는 장점이 있다. 또한, 다른 알고리듬들에 비해 연산 속도가 빠르다
는 장점도 있다. 본 연구에서는 CART 알고리듬의 매개 변수(hyper
parameter)를 complexity parameter(CP)는 0.004, Minsplit은 4, 그리고
Minbucket은 2로 조정하였다. Minsplit은 분할을 시도할 노드에 있어야
하는 최소 관측값의 개수를 의미하며, Minbucket은 터미널 리프 노드의
최소 관측값의 개수를 의미한다. 이 값들은 실험적으로 결정되었다.
기계학습 알고리듬이 적용되려면 하이퍼 파라미터(hyper parameter)
의 조절이 필수적으로 필요하다. 현재까지의 연구들에서는 이러한 하이
퍼 파라미터를 최적화하는 과정은 정해진 공식이 없는 상태이다. 적절한
하이퍼 파라미터는 데이터와 모델에 따라 달라지기 때문에 연구자가 실
험적으로 최적의 값을 찾아야 할 필요성이 있다. 그러나 우선 모델이 결
정된 후부터는 추가적인 세부 변수의 결정 등을 하지 않아도 모델을 쉽
게 사용할 수 있게 된다. 결정된 하이퍼 파라미터에 의해 생성된 의사결
정 나무는 <그림 3-1>과 같다.
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<그림 3-1> 건물에 대해 생성된 의사결정 나무
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의사결정 나무 알고리듬이 다른 기계학습 알고리듬과 비교하여 가지
는 장점은 나무의 구조를 통해 어떠한 속성이 분류에 영향을 강하게 주
는지 쉽게 파악할 수 있다는 것이다. 또한, 이러한 장점 덕분에 의사결정
나무로부터 얻어진 분류 결과를 사람이 해석하고 사용 가능한 형태로 다
시 변환할 수도 있다. 건물에 대한 의사결정 나무 구조를 살펴보면 가장
먼저 건물의 넓이로부터 나무의 노드 분할이 이루어지고 있는 것을 볼
수 있다. 즉, 건물의 삭제 또는 유지 여부를 결정하는 가장 중요한 속성
이 건물의 넓이라고 말할 수 있는 것이다. 건물의 넓이를 기준으로 일차
적인 분류가 일어난 이후에는 가장 가까운 건물과의 거리가 중요한 요소
가 되어 다음 단계의 분류가 시작되며, 이어서 건물의 주기, 건물의 둘레
등이 중요한 요소로 판단되었다.
사용된 두 번째 기계학습 알고리듬인 k-최근접 이웃 알고리듬의 경
우, 하이퍼 파라미터인 적절한 k 값과 거리 측정 방법을 먼저 지정해야
할 필요가 있었다. 적절한 k 값은 실험 데이터마다 달라질 수 있으므로
실험적으로 결정할 필요가 있다. <그림 3-2>는 실험 데이터에 대해 k
값의 변화에 따른 오차율을 보여준다. k를 1에서부터 50까지 증가시키면
서 실험을 수행한 결과, k 값이 45일 때 가장 낮은 오차율을 보였음을
알 수 있었다. 거리 측정 척도로는 실험 데이터의 특성상 건물의 면적과
둘레와 같이 변수 간의 상관관계가 있는 입력변수들이 사용되었기 때문
에 거리 측정 시 변수 내 분산, 변수 간 공분산/상관관계를 모두 고려하
는 마할라노비스 거리를 사용하였다.
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<그림 3-2> k 값에 따른 오차율 변화(건물)
SVM에서는 커널 변수와 정규화 매개 변수를 설정할 수 있는데, 본
연구에서는 Bergstra and Bengio(2012)가 제안한 임의 탐색 방법을 적용
하여 변숫값을 설정하였다. 이 방법을 사용하면 최적의 매개 변숫값을
자동으로 찾아주기 때문에 SVM에서는 앞선 두 알고리듬에 비해 매개
변수의 설정 과정이 더 간단해진다고 볼 수 있다.
마지막으로 인공신경망은 실험자가 은닉층의 개수, 학습률, 활성 함수
의 종류 등을 설정할 수 있다. 본 연구에서는 은닉층의 개수 4개, 학습률
0.1, 활성화 함수 ReLu 함수를 사용하였다. 이 값들은 은닉층의 개수를
2개에서부터 6개까지 조절해 보고 학습률은 0.01, 0.05, 0.1, 0.2, 0.5 등의
값으로 실험해 본 결과 가장 높은 정확도를 보인 값으로 결정하였다. 활
성 함수는 Sigmoid 함수와 ReLu 함수를 활용해 실험해 본 결과
Sigmoid 함수 사용 시 예측률이 91.74%로 나타났고 ReLu 함수 사용 시
93.34%로 나타나 ReLu 함수를 선택하였다.
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3.1.2. 도로에 적용
도로의 선택적 삭제를 위해서도 건물에서와 마찬가지로 먼저 훈련 데
이터 생성이 필요하다. 앞선 전처리 과정과 클래스 부여 과정을 통하여
도로의 선택적 삭제를 위한 훈련 데이터를 생성하였다. 먼저 입력 속성
으로는 도로 구분, 포장 재질, 분리대 유무, 차로 수, 도로 폭, 도로 길이,
그리고 중요도를 사용하였다.
출력 속성은 전처리 과정을 거쳐 각 도로객체마다 부여된 0과 1의 클
래스를 사용하였다. 앞선 과정들을 거쳐 완성된 입력 속성과 출력 속성
을 건물 데이터의 분류 과정에서와 같이 4가지의 기계학습 분류 알고리
듬으로 분류하고자 하였다. 본 연구에서는 서로 다른 6명의 지도 제작자
가 편집한 지역으로부터 각 20,000개씩의 도로를 추출하여 총 120,000개
의 도로 데이터를 사용하여 학습 모델을 생성하였다.
도로의 경우 입력 속성의 개수가 건물의 입력 속성보다 적고, 데이터
의 개수 또한 차이가 있으므로 분류 알고리듬들의 세부 변수들의 변경이
필요하였다. 먼저 의사결정 나무 알고리듬의 경우 complexity
parameter(CP)는 0.01, Minsplit은 4, 그리고 Minbucket은 2로 결정하였
다. CP의 경우 0.01보다 큰 값에서는 학습 속도가 현저하게 저하되고,
0.01보다 작은 값에서는 더는 차이가 발생하지 않았다. Minsplit과
Minbucket은 해당 값보다 더 작아질 경우 학습 속도가 확연하게 저하되
고 더 커지면 의사결정 나무 노드의 분할이 너무 낮은 기준으로 진행되
어 정확도가 크게 하락하는 문제가 있었다. 도로에 대해 생성된 의사결
정 나무는 <그림 3-3>과 같다.
- 71 -
<그림 3-3> 도로에 대해 생성된 의사결정 나무
도로에 대한 의사결정 나무는 가장 먼저 도로 폭 속성으로부터 나무
의 노드 분할이 이루어지고 있다. 도로에서는 도로 폭 속성이 도로의 삭
제 또는 유지 여부를 결정하는 요소 중에 가장 중요한 속성이라고 해석
할 수 있다. 도로 폭에 의해 1차 분류가 이루어진 후에는 도로의 길이,
차로 수의 순으로 순차적으로 분할이 이루어지는 것을 볼 수 있었다. 또
한, 도로의 이름이나 도로의 구분 등 의미적인 속성들은 의사결정 나무
의 분할에 영향을 주지 못하고 있음을 확인할 수가 있었다.
k-최근접 이웃 알고리듬에 적용에서도 k 값과 거리 측정 방법을 다시
결정해야 할 필요가 있었다. 거리 측정 방법은 변수 간의 상관관계 고려
를 위해 마할라노비스 거리를 그대로 사용하였지만, k 값은 1에서부터
50까지의 값을 놓고 별도의 실험을 수행하였다. 그 결과 k 값이 31일 때
가장 낮은 오차율을 보였다(<그림 3-4>).
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SVM은 앞서 건물에 적용한 방식이 데이터에 맞는 최적의 매개 변수
를 찾아주기 때문에 별도의 조정과정 없이 실험을 진행하였다.
인공신경망은 매개변수들을 조정해 본 결과, 건물에서 사용된 것과 같
은 매개 변숫값을 사용했을 때 가장 좋은 결과를 나타냈기 때문에 건물
에서 사용된 것과 같은 매개 변숫값 - 은닉층의 개수 4개, 학습률 0.1,
활성화 함수 ReLu – 으로 설정하고 실험을 진행하였다.
<그림 3-4> k 값에 따른 오차율 변화(도로)
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3.2. 학습 모델의 생성 및 성능평가
본 연구에서 제안하는 방법의 검증을 위해 먼저 학습 모델을 생성하
고 모델의 정확도를 평가하였다. 실험은 Intel i5-4670 3.40Ghz 듀얼
CPU와 RAM 12GB, Windows 10 64bit 환경에서 ESRI 사의 ArcGIS
10.2 소프트웨어를 데이터 처리 과정에서 주로 사용하였으며, R 3.3.0과
Weka 3을 기계학습 적용을 위해 사용하였다. 정확도 평가는 알고리듬별
로 정확하게 분류한 건물과 도로객체의 수를 기준으로 진행하였다. 먼저
모델 생성을 위해 사용된 건물 180,000개와 도로 120,000개 데이터로부터
모델의 예측률을 측정하였다. 이 예측률은 건물과 도로의 1:25,000에서의
삭제 여부를 정확하게 예측한 값을 의미하고, 오차 행렬(error matrix)의
형태로 나타내었다. 건물의 분류 결과에 대한 오차 행렬은 <표 3-2>에

























<표 3-5> 인공신경망 알고리듬의 오차 행렬(모델-건물)
분류 결과를 평가하는 방법으로 가장 대표적인 것은 예측률을 측정
하는 것이다. 오차 행렬을 살펴보면 True positive, True negative, False
positive, False negative 네 가지로 나눌 수가 있다. 위의 오차 행렬을
예로 들면 실제로 삭제된 건물을 삭제되었다고 예측했거나, 유지된 건물
을 유지되었다고 예측한 것이 각각 True positive, True negative이고
삭제된 건물을 유지했다고 예측한 것이 False positive, 유지된 건물을
삭제되었다고 예측한 것이 False negative라고 할 수 있다. 본 연구에서
건물이 남겨졌는지 삭제되었는지가 긍정과 부정의 의미를 담고 있지 않
기 때문에 Positive와 Negative는 대치하여 생각할 수도 있다. 이를 활용
하여 예측률은 수식 (14)와 같이 구해지게 된다.
       
  
(14)
건물에 대한 분류 알고리듬들의 전반적인 예측률은 DT, 92.52%;
k-NN, 91.38%; SVM, 92.85%; ANN, 93.34%로 나타났다. 예측률만으로
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판단할 경우, ANN이 4가지 분류 알고리듬 중 가장 높은 예측률을 나타
냈다(<그림 3-5>).
<그림 3-5> 건물을 대상으로 한 알고리듬별 예측률
예측률만으로는 분류 결과를 제대로 평가하기 어렵다. 데이터의 클래
스가 편향되어(bias)있는 경우는 데이터의 양이 많은 클래스가 정확도
전체에 영향을 줄 수 있기 때문이다. 따라서 정밀도(precision)와 재현율
(recall), F-measure(F-score)를 각각 구할 필요가 있다. 먼저 정밀도는
수식 (15)와 같이 구한다.
Pr   

(15)
건물에 대한 분류 알고리듬들의 정밀도는 True positive를 유지된 건
물이 유지되었다고 예측한 값이라고 할 때, 각각 DT, 0.9410; k-NN,
- 76 -
0.9277; SVM, 0.9376; ANN, 0.9511로 나타났다.
또한 재현율은 수식 (16)과 같이 계산된다.
   

(16)
건물에 대한 분류 알고리듬들의 재현율은 True positive를 유지된 건
물이 유지되었다고 예측한 값이라고 할 때, 각각 DT, 0.9472; k-NN,
0.9430; SVM, 0.9551; ANN, 0.9498로 나타났다. 마지막으로
F-measure(F1-score)가 도출하였다. F-measure는 precision과 recall의




각 기계학습 분류 알고리듬들의 건물에 대한 F-measure는 각각 DT,
0.9441; k-NN, 0.9353; SVM, 0.9463; ANN, 0.9505로 나타났다.
도로의 대해서도 건물과 마찬가지로 오차 행렬을 작성하고 정확도와
정밀도, 재현율, F-measure를 측정하였다. 먼저 4가지의 기계학습 알고


























<표 3-9> 인공신경망 알고리듬의 오차 행렬(모델-도로)
도로에 대한 분류 알고리듬들의 전반적인 정확도는 DT, 91.44%;
k-NN, 90.19%; SVM, 92.15%; ANN, 92.54%로 나타났다. 전체적으로 건
물에서의 값들과 비슷한 양상을 보이었다(<그림 3-6>).
- 78 -
<그림 3-6> 도로를 대상으로 한 알고리듬별 예측률
도로도 건물과 마찬가지로 남겨진 도로를 맞게 예측한 것을 True
positive라고 정의하고 정밀도와 재현율, F-measure를 계산하였다. 먼저
도로에 대한 분류 알고리듬들의 정밀도는 각각 DT, 0.9201; k-NN,
0.9072; SVM, 0.9272; ANN, 0.9309로 나타났다. 도로에 대한 분류 알고
리듬들의 재현율은 각각 DT, 0.9836; k-NN, 0.9823; SVM, 0.9846;
ANN, 0.9853으로 나타났다. 각 기계학습 분류 알고리듬들의 도로에 대
한 F-measure는 각각 DT, 0.9508; k-NN, 0.9433; SVM, 0.9550; ANN,
0.9573으로 나타났다.
기계학습 기법의 적용을 위해 건물과 도로객체 각각에 대해 4가지 기
계학습 알고리듬을 통해 학습 모델을 생성하였다. 생성된 학습 모델들은
건물과 객체 모두 네 가지 알고리즘들이 90% 이상의 예측률을 보였으며
이것은 학습 모델들이 지도 제작자들의 제작 방식을 90% 이상 모사하고
있다고 해석할 수 있다. 학습 모델에서 사용된 학습 데이터는 남겨진 객
체(클래스 1)가 삭제된 객체(클래스 0)에 비해 다수의 객체가 존재하는
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편향된 데이터라고 할 수 있다. 이 같은 경우에는 예측률만으로는 모델
의 성능을 검증했다고 보기 어려우며, 이를 보완하기 위해 정밀도와 재
현율, F-measure를 측정하였다. 그 결과 정밀도와 재현율, F-measure
모두에서 0.9 이상의 값을 나타내고 있어 객체 개수의 편향과 관계없이
일정하고 높은 성능을 나타낸다고 해석할 수 있다.
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3.3. 모델 적용을 통한 제작자 간 차이의 정량화
앞선 과정을 통해 생성된 기계학습 모델을 서로 다른 6명의 지도 제
작자의 축소 편집 결과물에 적용하였다. 모델의 성능평가와 마찬가지로
각 제작자의 축소 편집 결과물 별로 1:5,000에서의 객체가 1:25,000에서
삭제되는지를 예측하여 예측률을 측정하였다. 예측 정확도의 비교를 통
해 제작자별로 존재하는 편차를 정량화하는 한편, 편차의 양상을 살펴보
기 위해 객체의 특징에 따라 예측률을 따로 측정하여 객체의 나타나는
제작자별 편차의 양상을 살펴보고자 하였다. 이를 위해 건물의 경우 건
물의 면적을 5단계로 나누어 단계별 예측률을 측정하였다. 도로의 경우
에는 도로 폭을 5단계로 나누어 단계별 예측률을 측정하였다. 모델 적용
을 통한 제작자 간 차이의 정량화 과정은 <그림 3-7>과 같다.
<그림 3-7> 제작자 간 차이의 정량화 과정
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3.3.1. 건물에 대한 성능평가
먼저 건물에 대해 생성한 학습 모델을 서로 각 지도 제작자의 편집
결과에 적용하여 각각의 예측 정확도를 측정하였다. <표 3-10>은 모델
의 정확도와 각 지도 제작자별로 나타난 예측률의 결과이다.
단위: 정확도(%)
DT k-NN SVM ANN
Train Model 92.52 91.38 92.85 93.34
Mapmaker A 88.12 87.09 88.02 88.99
Mapmaker B 86.74 85.36 86.13 88.67
Mapmaker C 89.84 88.93 89.96 90.11
Mapmaker D 89.03 88.01 89.91 90.23
Mapmaker E 89.10 87.43 89.34 89.98
Mapmaker F 88.01 87.12 89.99 90.33
<표 3-10> 건물의 모델 및 각 지도 제작자별 예측률
적용된 알고리듬의 결과들이 일관성을 보이는지 검증하기 위해 크루
스칼 왈리스 검정(Kruskal and Wallis, 1952)을 통해 통계적 검증을 시
도하였다. 크루스칼 왈리스 검정은 주로 의학연구에서 많이 쓰이는 통계
분석법으로 서로 독립된 세 개 이상의 집단 간의 중앙값 차이를 검정하
는 기법이다. 모집단이 정규분포를 따르지 않을 때 사용할 수 있는 기법
이기도 하다. 본 연구에서는 크루스칼 왈리스 검정을 통해 관측된 정확
도 값이 기계학습 기법에 따라 유의미한 차이가 있는지, 또는 실험 대상
지역에 따라 유의미한 차이가 있는지 검증하고자 하였다. Zhou and
Li(2017)의 연구에서도 도로 선택 문제에 있어서 다양한 지도 학습 방법
간의 차이가 유의미한지 검정하기 위해 크루스칼 왈리스 검정을 수행한
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바 있다. 크루스칼 왈리스 검정의 귀무가설(null hypothesis, )은 ‘6개
의 서로 다른 축소 편집 결과물 간의 예측률 차이가 없다.’라고 정의할
수 있으며, 대립가설(alternative hypothesis, )는 ‘6개의 서로 다른 축
소 편집 결과물 간의 예측률 차이가 발생한다.’라고 정의할 수 있다.
건물에 대한 서로 다른 제작자들의 측정된 예측률들의 차이가 유의미
한지를 검증하기 위한 크루스칼 왈리스 검정 결과는 <표 3-11>과 같다.
* H: 검정통계랑 df: 자유도
H df P-value Significant
9.6397 5 0.03267 Yes
<표 3-11> 건물의 모델과 실험 대상 지역의 크루스칼 왈리스 검정 결과*
검증 결과, P-value가 유의수준인 0.05 미만으로 나타나 귀무가설이
기각되면서 서로 다른 축소 편집 결과물 사이의 예측률 차이가 통계적으
로 유의한 수준인 것으로 나타났다.
예측률 간의 비교는 지도 제작자 간의 전체적인 편차를 볼 수 있지만,
편차의 양상을 드러내지는 못하고 있다. 제작자 간의 편차의 양상을 살
펴보기 위해 대상 지역의 건물의 면적을 5단계로 나누고 단계별로 따로
예측 정확도를 측정하였다. 면적의 단계는 국토교통부 건축정책과에서
발행한 지역별/면적별 건축물 현황 통계자료를 활용하여 설정하였다(국
토교통부, 「건축물통계」, 2019). 건물의 면적에 따른 각 지도 제작자별
예측률은 <표 3-12>에서 <표 3-17>까지와 같다.
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단위: 정확도(%)
100㎡ 미만 100㎡-300㎡ 300㎡-1000㎡1000㎡-10000㎡10000㎡ 초과
DT 82.12 90.22 97.44 100.00 100.00
k-NN 78.88 91.74 96.91 99.88 100.00
SVM 84.79 92.69 98.36 100.00 100.00
ANN 85.54 93.31 98.67 100.00 100.00
<표 3-12> 건물 면적별 예측률 – 제작자 A
단위: 정확도(%)
100㎡ 미만 100㎡-300㎡300㎡-1000㎡1000㎡-10000㎡10000㎡ 초과
DT 80.89 91.55 98.23 100.00 99.99
k-NN 79.11 91.13 95.53 100.00 99.99
SVM 84.12 93.66 97.26 100.00 99.99
ANN 84.74 93.77 98.17 100.00 99.99
<표 3-13> 건물 면적별 예측률 – 제작자 B
단위: 정확도(%)
100㎡ 미만 100㎡-300㎡300㎡-1000㎡1000㎡-10000㎡10000㎡ 초과
DT 83.82 90.73 97.89 100.00 100.00
k-NN 81.99 91.88 96.95 100.00 100.00
SVM 85.33 92.98 98.33 100.00 100.00
ANN 85.67 94.33 98.32 100.00 100.00
<표 3-14> 건물 면적별 예측률 – 제작자 C
단위: 정확도(%)
100㎡ 미만 100㎡-300㎡300㎡-1000㎡1000㎡-10000㎡10000㎡ 초과
DT 82.77 90.25 97.47 100.00 100.00
k-NN 81.15 91.98 97.02 100.00 100.00
SVM 86.12 93.03 98.12 100.00 100.00
ANN 85.89 93.34 98.54 100.00 100.00
<표 3-15> 건물 면적별 예측률 – 제작자 D
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단위: 정확도(%)
100㎡ 미만 100㎡-300㎡300㎡-1000㎡1000㎡-10000㎡10000㎡ 초과
DT 82.69 91.89 98.11 100.00 100.00
k-NN 79.33 92.77 98.09 100.00 100.00
SVM 85.37 93.55 98.98 100.00 100.00
ANN 85.82 94.89 99.02 100.00 100.00
<표 3-16> 건물 면적별 예측률 – 제작자 E
단위: 정확도(%)
100㎡ 미만 100㎡-300㎡300㎡-1000㎡1000㎡-10000㎡10000㎡ 초과
DT 81.71 90.56 97.38 100.00 100.00
k-NN 80.03 92.05 97.04 100.00 100.00
SVM 85.37 92.99 98.67 100.00 100.00
ANN 85.44 94.11 98.88 100.00 100.00
<표 3-17> 건물 면적별 예측률 – 제작자 F
건물의 면적에 따라 예측률을 측정해 본 결과, 전체 건물의 45%를 차
지하는 면적 100㎡ 미만의 건물에서 예측 정확도가 낮아지는 동시에 해
당 구간에서 제작자들 간의 차이가 주로 발생하고 있음을 볼 수 있었다.
면적이 커질수록 예측 정확도는 상승하고 지도 제작자들 간의 차이는 감
소하는 양상을 보였다.
오차의 양상을 더욱 상세히 살펴보기 위해 정성적(시각적) 평가를 수
행하였다. 지도 제작자별로 예측된 결과를 시각화하여 비교함으로써, 제
작자들 간에 어떠한 차이가 있는지 보기 위함이다.
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<그림 3-8> 제작자 A의 건물에 관한 결과 – 음영: 예측 결과의 오답
제작자 A와 제작자 B의 건물 예측 결과의 차이를 시각적으로 살펴보
았다. 각 그림에서 색이 다른 건물들은 모델의 예측 결과가 실제 삭제
결과를 예측하지 못한 예측 모델의 오답이다(<그림 3-8>, <그림3-9>).
대체로 소건물에서 오차가 발생하고 있음을 볼 수 있었다. 두드러지는
차이는 대형 건물과 그 대형 건물을 함께 구성하고 있는 부속 건물들에
대해서 차이가 발생했는데, A 제작자의 <그림 3-8>의 중앙 하단에 있
는 학교 건물의 부속 건물들에서 모델의 예측과 다른 차이가 발생하였음
을 볼 수 있었다. 이는 모델에서는 대형 건물의 부속 건물 같은 경우 필
요 때문에 면적이 작은 건물들이라도 남겨두는데, A 제작자의 경우 해
당 건물들을 삭제했기 때문에 예측 결과와의 차이가 발생한 것으로 보인
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다. B 제작자의 경우 중앙에 있는 대형 건물과 그 부속 건물에서 모델의
예측과 일치한 점으로 보아 의도적으로 해당 건물들을 남겨두었고, 이것
이 모델의 예측값과 일치한 결과를 보였다고 생각된다.
특이한 점으로 제작자 B의 경우 10,000㎡ 이상의 건물에서 오차가 발
생했다는 점이 있다. 이는 모델에서는 10,000㎡ 이상의 대형 건물에 대해
서는 100% 유지하도록 예측하는 데 비해, 실제로 B 제작자의 편집 결과
에서는 10,000㎡ 이상의 건물이 삭제된 예도 있기 때문이다(<그림
3-10>). 이는 데이터 자체의 오류 때문에 발생한 오차라고 볼 수 있다.
<그림 3-9> 제작자 B의 건물에 관한 결과 – 음영: 예측 결과의 오답
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<그림 3-10> 제작자 B의 10,000㎡ 이상 건물에서의 오차 – 음영: 삭제됨
3.3.2. 도로에 대한 성능평가
도로 데이터에 대해서도 건물과 마찬가지로 생성한 학습 모델을 서로
각 지도 제작자의 편집 결과에 적용하여 각각의 예측률을 측정하였다.




DT k-NN SVM ANN
Train Model 91.44 90.19 92.15 92.54
Mapmaker A 87.31 86.42 87.53 89.17
Mapmaker B 86.01 85.12 86.59 87.44
Mapmaker C 88.25 87.77 88.37 89.15
Mapmaker D 87.67 87.03 89.14 89.39
Mapmaker E 87.81 86.56 88.11 89.64
Mapmaker F 86.10 86.97 88.22 88.36
<표 3-18> 도로의 모델 및 각 지도 제작자별 예측률
건물에 대한 성능평가에서와 마찬가지로 크루스칼 왈리스 검정을 통
해 적용된 알고리듬의 결과들이 일관성을 보이는지에 대한 통계적 검증
을 시도하였다. 검증 결과는 <표 3-19>와 같다.
* H: 검정통계랑 df: 자유도
H df P-value Significant
2.5368 5 0.04687 Yes
<표 3-19> 도로의 모델과 실험 대상 지역의 크루스칼 왈리스 검정 결과*
검증 결과, P-value가 0.04687로 나타나 유의수준인 0.05 미만이므로
제작자들 간의 차이가 없다는 귀무가설을 기각하게 된다. 따라서 도로에
서도 건물과 마찬가지로 서로 다른 축소 편집 결과물 사이의 예측률의
차이가 통계적으로 유의한 수준인 것으로 나타났다.
도로도 건물과 마찬가지로 제작자 간의 편차의 양상을 살펴보기 위해
도로 폭에 따라 5단계로 구분하여 단계별로 예측률을 측정하였다. 도로
폭에 따른 단계 구분은 국토교통부 도로운영과에서 발행한 도로 현황-
도로등급별 차로 현황 통계자료를 활용하여 설정하였다. 도로 폭에 따른
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각 지도 제작자별 예측률은 <표 3-20>에서 <표 3-25>까지와 같다.
단위: 정확도(%)
2차로 미만 2-4차로 4-6차로 6-10차로 10차로 초과
DT 86.07 94.89 98.14 100.00 100.00
k-NN 84.22 92.77 98.18 100.00 100.00
SVM 86.26 93.55 98.70 100.00 100.00
ANN 87.88 94.89 99.01 100.00 100.00
<표 3-20> 도로 폭에 따른 예측률 – 제작자 A
단위: 정확도(%)
2차로 미만 2-4차로 4-6차로 6-10차로 10차로 초과
DT 84.45 94.12 98.12 100.00 100.00
k-NN 83.30 92.59 98.74 100.00 100.00
SVM 85.01 93.20 98.69 100.00 100.00
ANN 85.66 94.74 98.88 100.00 100.00
<표 3-21> 도로 폭에 따른 예측률 – 제작자 B
단위: 정확도(%)
2차로 미만 2-4차로 4-6차로 6-10차로 10차로 초과
DT 86.99 95.06 98.24 100.00 100.00
k-NN 86.19 94.57 98.38 100.00 100.00
SVM 86.44 94.96 98.77 100.00 100.00
ANN 88.05 94.59 99.14 100.00 100.00
<표 3-22> 도로 폭에 따른 예측률 – 제작자 C
단위: 정확도(%)
2차로 미만 2-4차로 4-6차로 6-10차로 10차로 초과
DT 86.74 95.03 98.33 100.00 100.00
k-NN 84.69 93.27 98.21 100.00 100.00
SVM 87.13 95.51 98.65 100.00 100.00
ANN 88.99 95.87 99.30 100.00 100.00
<표 3-23> 도로 폭에 따른 예측률 – 제작자 D
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단위: 정확도(%)
2차로 미만 2-4차로 4-6차로 6-10차로 10차로 초과
DT 86.79 94.77 98.07 100.00 100.00
k-NN 84.31 94.37 98.33 100.00 100.00
SVM 86.98 95.12 98.60 100.00 100.00
ANN 88.65 95.53 99.07 100.00 100.00
<표 3-24> 도로 폭에 따른 예측률 – 제작자 E
단위: 정확도(%)
2차로 미만 2-4차로 4-6차로 6-10차로 10차로 초과
DT 85.04 95.06 98.22 100.00 100.00
k-NN 84.53 93.78 98.31 100.00 100.00
SVM 86.37 94.65 98.66 100.00 100.00
ANN 87.70 95.05 99.01 100.00 100.00
<표 3-25> 도로 폭에 따른 예측률 – 제작자 F
도로 폭에 따라 예측률을 측정해 본 결과, 전체 도로의 68.4%를 차지
하는 도로 폭 2차로 미만의 도로에서 예측률이 떨어지는 동시에 해당 구
간에서 제작자들 간의 차이가 주로 발생하고 있음을 볼 수 있었다. 도로
폭이 커질수록 예측률이 상승함과 동시에 제작자들 간의 편차가 줄어드
는 양상을 보였다.
건물에서와 마찬가지로 오차의 양상을 더욱 상세히 살펴보기 위해 정
성적 평가를 수행하였다. 정성적 평가 결과 대표적으로 차이가 나는 부
분은 <그림 3-11>, <그림 3-12>와 같다.
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<그림 3-11> 제작자 B의 단지 내도로에 대한 오차결과
<그림 3-12> 제작자 E의 내 도로에 대한 오차 결과
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<그림 3-11>, <그림 3-12>에서 노란색, 보라색으로 표시된 도로는 학
습 모델의 예측 결과와 실제 결과가 달랐던 예측 모델의 오차들을 나타
낸다. 학습 모델의 예측 결과는 단지 내 도로와 같은 작은 도로의 경우
삭제하는 것으로 판단하고 있다. 그러나 <그림 3-11>의 점선 원으로 표
시된 부분에서 볼 수 있듯이 제작자 B의 경우에는 단지 내 도로를 거의
보존하였기 때문에 단지 내 도로에서 학습 모델의 예측에서 벗어난 결과
를 보이는 것을 볼 수 있다. 제작자 E의 경우는 일부 단지 내 도로를 보
존하기도 하였지만, 학습 모델의 결과와 거의 일치하는 모습을 볼 수 있
었다(<그림 3-12>). 이처럼 도로 폭과 길이 모두 작은 소로에서 제작자
간의 격차가 발생하고 있었음을 볼 수 있었다.
3.3.3. 지역 간의 차이에 대한 평가
앞서 측정된 제작자 간의 예측률 차이는 제작자 간의 편차만을 온전히
반영하고 있다고 보기 어렵다. 서로 다른 제작자들이 같은 지역을 대상
으로 축소 편집을 한 것이 아니라 제작자마다 다른 지역을 대상으로 축
소 편집하기 때문이다. 이러한 차이를 최소화하기 위해 지리적으로 유사
한 형태를 가지는 지역을 대상 지역으로 선정하고, 기계학습 모델에 모
든 지역의 특성이 반영될 수 있도록 같은 양의 객체들을 임의 추출하였
지만, 이것만으로 지역의 차이에 따라 나타나는 변수를 온전히 다 통제
했다고 할 수는 없다. 지역 간의 차이가 온전히 통제된 상태로 제작자
간의 편차를 비교하려면 같은 지역에 대해 서로 다른 제작자들이 축소
편집을 한 사례가 있어야 하는데, 이러한 방식으로 축소 편집하기에는
비용과 시간이 비효율적으로 소모되기 때문에 이러한 방식으로 축소 편
집이 이루어지고 있는 사례는 없다.
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따라서 앞서 드러난 제작자 간 편차에 지역 간의 차이가 얼마나 반영
되어 있는지를 측정하여 드러난 제작자 간 편차가 의미 있는 수준인지
점검하는 절차가 필요하다. 이를 위해 같은 제작자가 축소 편집한 서로
다른 지역의 도면을 대상으로 예측률을 측정하여, 그 값 간의 차이가 있
는지를 밝혀내고자 하였다. 제작자 간의 편차가 지역의 특성 차이 때문
에 발생했다면 같은 제작자가 축소 편집한 서로 다른 지역에서 측정된
예측률들의 차이가 유의미한 것으로 나타날 것이다. 그렇지 않다면, 3.3.2
절의 실험 결과는 지역의 특성 차이 때문이 아닌 제작자 간의 숙련도 등
으로 인한 편차라고 할 수 있다. 지역 간 차이에 대한 평가는 건물, 도로
에서 제작자 간 편차를 측정한 방식과 마찬가지로 훈련된 기계학습 모델
로부터 얻어진 예측률 간의 비교를 통해 이루어졌다. 건물과 도로에 대
하여 A, B, C 세 명의 제작자가 축소 편집한 세 지역에 대해 각각 예측
률을 측정하고, 크루스칼 왈리스 검정을 통해 값 간의 차이가 유의미한
수준인지 검증하였다. 먼저 제작자 A의 건물에 대한 지역 간의 차이는
<표 3-26>과 같다.
단위: 정확도(%)
DT k-NN SVM ANN
Area 1 88.52 87.38 87.85 89.34
Area 2 88.33 87.21 88.10 89.55
Area 3 87.98 87.77 87.25 88.98
<표 3-26> 건물에서의 지역 간의 차이 - 제작자 A
작업결과 발생한 지역 간의 예측률 차이가 통계적으로 유의미한지 검증
하기 위해 앞서 했던 과정과 마찬가지로 크루스칼 왈리스 검정을 수행하
였다. 검정 결과는 <표 3-27>과 같다.
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* H: 검정통계랑 df: 자유도
H df P-value Significant
0.46154 2 0.7939 No
<표 3-27> 제작자 A의 건물에 대한 크루스칼 왈리스 검정 결과*
검정 결과, P-value가 0.7939로 나타나 유의수준인 0.05 이상이므로 지역
간의 차이가 없다는 귀무가설이 채택되게 된다. 따라서 제작자 A가 편
집한 서로 다른 지역의 편집 결과에서는 지역 간의 차이로 인한 차이가
발생하지 않았다고 볼 수 있다.
다음으로 제작자 B의 건물에 대한 지역 간의 차이는 <표 3-28>과 같
다.
단위: 정확도(%)
DT k-NN SVM ANN
Area 1 89.12 87.87 89.75 90.21
Area 2 88.41 87.57 88.77 89.14
Area 3 86.58 85.73 86.25 88.96
<표 3-28> 건물에서의 지역 간의 차이 - 제작자 B
제작자 A의 결과와 마찬가지로 B의 결과에서도 크루스칼 왈리스 검정
을 수행하였다. 그 결과는 <표 3-29>와 같다.
* H: 검정통계랑 df: 자유도
H df P-value Significant
5.1154 2 0.0775 No
<표 3-29> 제작자 B의 건물에 대한 크루스칼 왈리스 검정 결과*
그 결과, P-value가 0.0775로 나타나 유의수준인 0.05 이상이므로 지역
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간의 차이가 없다는 귀무가설이 채택되게 된다. 따라서 제작자 B가 편집
한 서로 다른 지역의 편집 결과에서 역시 지역 간의 차이로 인한 차이가
발생하지 않았다고 볼 수 있다.
다음으로 제작자 C의 건물에 대한 지역 간의 차이는 <표 3-30>과 같
다.
단위: 정확도(%)
DT k-NN SVM ANN
Area 1 87.88 86.90 89.03 89.54
Area 2 88.10 87.02 89.52 89.39
Area 3 87.66 87.04 89.77 90.11
<표 3-30> 건물에서의 지역 간의 차이 - 제작자 C
제작자 A, B의 결과와 마찬가지로 C의 결과에서도 크루스칼 왈리스
검정을 수행하였다. 그 결과는 <표 3-31>과 같다.
* H: 검정통계랑 df: 자유도
H df P-value Significant
0.5114 2 0.7788 No
<표 3-31> 제작자 C의 건물에 대한 크루스칼 왈리스 검정 결과*
그 결과, P-value가 0.7788로 나타나 유의수준인 0.05 이상이므로 지역
간의 차이가 없다는 귀무가설이 채택되게 된다. 따라서 제작자 C가 편집
한 서로 다른 지역의 편집 결과에서도 A, B에서와 마찬가지로 지역 간
의 차이로 인한 차이가 발생하지 않았다고 볼 수 있다. 이처럼 건물의
경우, 제작자 A, B, C 모두의 결과에서 지역 간의 차이가 통계적으로 유
의미하지 않은 수준인 것으로 나타났다. 이것은 건물의 경우 드러난 제
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작자 간의 편차에 지역 간의 차이는 의미 있는 수준의 영향을 주지 못하
고 있다는 것을 의미한다. 즉, 건물의 경우에는 축소 편집 결과물에서 제
작자 간의 차이 때문에 유의미한 차이가 발생하고 있다는 것이다.
다음으로 제작자 A의 도로에 대한 지역 간의 차이는 <표 3-32>와 같
다.
단위: 정확도(%)
DT k-NN SVM ANN
Area 1 87.11 86.52 87.74 89.06
Area 2 87.01 86.14 86.79 87.33
Area 3 87.84 87.66 88.20 89.14
<표 3-32> 도로에서의 지역 간의 차이 - 제작자 A
건물에서와 마찬가지로 도로에서도 지역 간의 예측률 차이가 통계적으
로 유의미한지 검증하기 위해 크루스칼 왈리스 검정을 수행하였다. 검정
결과는 <표 3-33>과 같다.
* H: 검정통계랑 df: 자유도
H df P-value Significant
5.5385 2 0.0627 No
<표 3-33> 제작자 A의 도로에 대한 크루스칼 왈리스 검정 결과*
검정 결과, P-value가 0.0627로 나타나 유의수준인 0.05 이상이므로 지
역 간의 차이가 없다는 귀무가설이 채택되게 된다. 따라서 제작자 A가
편집한 서로 다른 지역의 도로에 관한 결과에서는 지역 간의 차이로 인
한 차이가 발생하지 않았다고 볼 수 있다.
다음으로 제작자 B의 도로에 대한 지역 간 차이는 <표 3-34>와 같다.
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단위: 정확도(%)
DT k-NN SVM ANN
Area 1 89.01 88.53 89.42 90.10
Area 2 88.14 87.88 88.87 89.65
Area 3 86.47 85.09 87.52 88.91
<표 3-34> 도로에서의 지역 간의 차이 - 제작자 B
제작자 B의 결과에 대한 크루스칼 왈리스 검정 결과는 <표 3-35>와
같다.
* H: 검정통계랑 df: 자유도
H df P-value Significant
7.2692 2 0.02639 Yes
<표 3-35> 제작자 B의 도로에 대한 크루스칼 왈리스 검정 결과*
검증 결과, P-value가 0.02639로 나타나 유의수준인 0.05 미만이므로
지역 간의 차이가 없다는 귀무가설을 기각하게 된다. 따라서 제작자 B가
축소 편집한 지역의 도로에서는 지역 간의 차이 때문에 유의미한 수준의
차이가 발생하고 있다고 볼 수 있다.
끝으로 제작자 C의 도로에 대한 지역 간의 차이는 <표 3-36>과 같다.
단위: 정확도(%)
DT k-NN SVM ANN
Area 1 88.30 87.56 89.55 89.67
Area 2 88.12 86.99 89.31 89.37
Area 3 87.52 87.17 89.19 90.07
<표 3-36> 도로에서의 지역 간의 차이 - 제작자 B
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또한, 제작자 C의 결과에 대한 크루스칼 왈리스 검정 결과는 <표
3-37> 과 같다.
* H: 검정통계랑 df: 자유도
H df P-value Significant
0.7308 2 0.6939 No
<표 3-37> 제작자 C의 도로에 대한 크루스칼 왈리스 검정 결과*
검정 결과, P-value가 0.6939로 나타나 유의수준인 0.05 이상이므로 지
역 간의 차이가 없다는 귀무가설이 채택되게 된다. 따라서 제작자 C가
편집한 서로 다른 지역의 도로에 관한 결과에서는 지역 간의 차이로 인
한 차이가 발생하지 않았다고 볼 수 있다.
지역 간의 차이가 제작자 간 편차의 결과에 얼마나 영향을 미쳤는지
알아보기 위해 건물과 도로에 대하여 A, B, C 세 명의 제작자가 축소
편집한 세 지역에 대해 각각 예측률을 측정하고, 크루스칼 왈리스 검정
을 통해 값 간의 차이가 유의미한 수준인지 검증하였다. 그 결과 건물의
경우, 제작자 A, B, C 모두의 결과에서 지역 간의 차이가 통계적으로 유
의미하지 않은 수준인 것으로 나타났다. 그러나 도로의 경우 제작자 B가
편집한 부분에서 지역 간의 차이가 유의미한 수준인 것으로 드러났다.
이는 건물의 선택적 삭제보다 도로의 선택적 삭제가 상대적으로 지역적
특징이 반영될 가능성이 크다고 해석할 수 있다. 또한, 도로객체는 건물
객체보다 지역적인 특징에 따라 축소 편집 결과에서 더 많은 차이가 발
생하고 있다고 볼 수 있다.
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3.4. 도시와 비 도시지역에 적용
앞선 실험들을 통해 현재 제작되고 있는 축소 편집된 수치지형도는
제작자에 따라 유의미한 수준의 차이를 보임을 밝혀냈다. 이는 현재 축
소 편집된 수치지형도의 품질이 균질하지 않고, 데이터의 일관성을 담보
하지 못하고 있다는 뜻으로 볼 수 있다. 가장 큰 원인은 현존하는 축소
편집 규정의 모호함이라고 할 수 있다. 본 연구에서는 제작자 간의 편차
를 밝히는 것에서 나아가 기계학습 기법이 축소 편집 결과물의 품질 향
상에 실질적으로 이바지할 방법을 모색해 보고자 하였다.
이를 위해, 훈련 데이터를 도시와 비 도시 지역으로 구분하고 각 지
역에 대한 기계학습 모델을 생성하였다. 도시와 비 도시 지역의 구분은
이재빈 등(2018)을 참고하여 “대지” 지목이 전체 면적의 15%를 초과하
는 지역을 도시 지역으로 구분하고, 5%미만인 지역을 비 도시 지역으로
구분하였다. 앞선 실험들과 마찬가지로 각 지역에 대해서 기계학습 모델
의 예측률을 측정하였다. 나아가 축소 편집 결과물의 품질 향상에 이바
지하고 기존 축소 편집 규정의 모호함을 보완할 수 있도록 사용된 기계
학습 알고리듬 중 의사결정 나무의 분류 결과를 분석하여 건물과 도로의
선택에 어떤 속성이 얼마나 큰 영향을 주는지 분석하였다. 또한, 의사결
정 나무의 노드에서 분화가 일어날 때 사용된 속성값들을 통해 객체의
선택적 삭제 시 기준으로 활용 가능한 수치를 도출할 수 있었다. 본 실
험 과정은 <그림 3-13>과 같다.
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<그림 3-13> 도시와 비 도시 지역의 기계학습 모델에 대한 분석 순서도
도시와 비 도시 지역에 맞는 기계학습 알고리듬들의 입력변수들을 재






도시-건물 0.005 4 2
도시-도로 0.008 4 2
비 도시-건물 0.004 4 2
비 도시-도로 0.01 4 2
<표 3-38> 도시와 비 도시 학습모델에서의 의사결정 나무 입력변수
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다음으로 k-최근접 이웃 알고리듬의 입력변수 값들은 <표 3-39>와 같
다.
객체/변수 k 거리 측정 방식
도시-건물 42 마할라노비스
도시-도로 27 마할라노비스
비 도시-건물 45 마할라노비스
비 도시-도로 35 마할라노비스
<표 3-39>도시와비도시학습모델에서의 k-최근접이웃입력변수
SVM과 인공신경망의 경우, 기존 학습 모델의 입력변수와 도시와 비
도시 지역에 대해 생성한 학습 모델의 입력변수의 차이가 없었다.
도시와 비 도시 지역에 대해 학습 모델의 예측률을 측정해 본 결과는
<표3-40>과 같다. 도시에서의 예측률이 비도시에서의 예측률보다 건물
과 도로 모두에서 조금씩 더 높게 나타나는 것을 볼 수 있었다. 도시이
비도시보다 건물과 도로가 더 규칙적으로 분포하는 양상이 있으므로 이
러한 결과가 보이는 것이라고 판단된다.
단위: 정확도(%)
DT k-NN SVM ANN
도시-건물 93.11 91.47 93.23 93.51
도시-도로 91.87 90.92 92.88 93.12
비도시-건물 91.71 90.80 92.27 92.79
비도시-도로 90.53 90.01 91.87 92.08
<표 3-40> 도시와 비 도시에서의 예측률
- 102 -
생성된 학습 모델 중 의사결정 나무 알고리듬을 통해 생성된 모델은
그 결과의 해석이 가능하다. 의사결정 나무 모델의 결과를 해석함으로써
기계학습 알고리듬을 통해 현존하는 축소 편집 규정의 모호한 부분을 보
완하려 하였다. 도시지역의 건물에 대한 의사결정 나무를 분석한 결과,
의사결정 나무의 노드 분할이 ‘건물의 면적’에서부터 시작되는 것을 볼
수 있었다. 즉 건물의 면적이 선택적 삭제에 있어서 가장 중요한 속성이
라고 볼 수 있다. 건물 면적의 표준화된 값을 고려하여 상위 35% 이상
이면 선택하고 이하이면 삭제하는 기준이 적용된 것으로 해석할 수 있
다. 면적에 의한 분할 이후로는 ‘가장 가까운 건물과의 거리’ 노드 분할
이 일어났다. 가장 가까운 건물과의 거리는 20m를 기준으로 노드 분할
이 일어났으며, 이를 통해 면적에 의해 삭제되어야 하는 건물 중 20m
이상 떨어져 있는 건물들은 독립된 건물 객체로 판단하여 삭제하지 말아
야 한다는 것으로 해석할 수 있었다. 건물의 면적과 건물 간 거리를 기
준으로 삭제 대상이 된 건물들은 높이와 둘레 길이에 따라 다시 의사결
정 나무의 노드가 분할되는 것으로 나타났다. 높이의 경우 15m 이상, 둘
레의 경우 표준화된 값을 고려하여 상위 23% 이상의 건물은 면적 기준
으로 삭제되는 건물이라 할지라도 남겨져야 하는 것으로 판단되었다. 이
이외의 속성들은 건물의 선택적 삭제에 큰 영향을 주지 않는 것으로 나
타났다.
도시지역의 도로에 대해 생성된 의사결정 나무를 분석한 결과 가장
먼저 도로 폭 속성으로부터 의사결정 나무의 노드 분할이 이루어지고 있
다. 도로에서는 도로 폭 속성이 도로의 삭제 또는 유지 여부를 결정하는
요소 중에 가장 중요한 속성이라고 해석할 수 있다. 기준이 되는 도로
폭은 7m로 그 미만의 도로객체에 대해서는 우선으로 삭제가 이루어진다
고 볼 수 있다. 도로의 길잇값은 건물의 면적과 마찬가지로 표준화된 값
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으로 입력되었기 때문에 상위 27% 이상의 길이를 가진 객체는 남겨진
것으로 나타났다. 도로 폭과 길이에 따라 남겨진 도로 중 차선 수가 2차
선 미만인 소로들에 대해서는 삭제된 것으로 나타났다.
비도시 지역의 건물에 대한 의사결정 나무의 결과는 도시지역에서의
결과와 분할되는 속성의 순서는 같았으나, 그 값들에 있어서 차이가 나
타났다. 가장 가까운 건물과의 거리 속성에서 도시에서보다 낮은 8m로
노드 분할이 이루어져 있으며, 이는 비도시 지역의 경우 도시지역보다
건물들이 산재하여 있으므로 독립된 건물이라고 볼 수 있는 기준이 상대
적으로 덜 엄격해지기 때문이라고 할 수 있다. 건물의 높이 또한 6m 이
상의 건물들은 삭제하지 않는 것으로 판단했다. 도시지역보다 전체적으
로 낮은 높이의 건물들이 많기 때문이라고 판단된다.
비도시 지역의 도로에 대한 의사결정 나무의 결과 또한 도시지역에서
의 결과와 분할되는 속성의 순서는 같고 도로 폭과 차선 수의 경우 기준
이 되는 값들도 같았으나 도로 길이 속성의 경우 도시에서보다 큰 값에
서 분할이 이루어졌다. 비도시의 경우 도로의 길이는 길지만 도로 폭이
좁거나 차로 수가 작은 도로들이 많아서 도시에서와는 다른 결과가 나온
것으로 판단된다.
분석 결과를 통해 관련 축소 편집 규정「지형도 도식적용규정」(시행
2019. 7. 1)의 개정안 예시를 제안한 내용은 <표 3-41>과 같다.
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현행 개정안
제 89조(도로의 표시 방법)
①～② (생략)
③ 축척별 표현방법은 다음 각 호
와 같다.
1. 1:5,000 및 1:10,000 : 건물 등
여타 기호와 접할 경우 그 사이에
0.2 ㎜의 간격을 두고 표시하며 지
도상 길이 1㎝ 이하의 것은 생략
할 수 있다.
2. 1:25,000 및 1:50,000
가.~다. (생략)
라. 소로 중 마을(부락)과 마을(부
락)을 연결하는 도로, 자동차도와
자동차도간을 연결하는 도로, 관광
목표, 공장, 또는 광산 등에 도달
하는 도로, 산림, 습지 등을 통과
하는 주요 도로 등은 전부 표시하
고 기타의 것은 독도의 편의를 고
려하여 생략할 수 있다.
마. 시가지 지역, 도로 밀도가 높
은 지역 등에 위치한 도로는 독도
에 필요하다고 인정되는 주요 도
로만 표시하고 기타 독도 편의를
고려하여 생략할 수 있다.




2. 1:25,000 및 1:50,000
가.~다.(현행과 같음)
라. 소로 중 마을(부락)과 마을(부락)
을 연결하는 도로, 자동차도와 자동
차도간을 연결하는 도로, 관광목표,
공장, 또는 광산 등에 도달하는 도로,
산림, 습지 등을 통과하는 주요 도로
등은 전부 표시하고 기타의 것은 독
도의 편의를 고려하여 생략하되 도
시지역의 경우 소로 중 도로 폭 7m
미만의 도로들에 대해서는 삭제한다.
마. 시가지 지역, 도로 밀도가 높은
지역 등에 위치한 도로는 독도에
필요하다고 인정되는 주요 도로만
표시하고 기타의 것은 독도의 편의
를 고려하여 생략하되 도시지역의
경우 소로 중 도로 폭이 7m 이상
인 도로 중에서 차선수가 2차선 미
만인 도로의 경우 삭제한다.
<신설> 바. 도시 지역의 경우 길이 17m
미만의 도로는 삭제하고, 비도시
지역의 경우 길이 32m 미만의 도
로는 삭제한다.
<표 3-41> 분석 결과에 따른 규정 개정안
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제 122조(건물의 취사 선택)
① 건물의 취사 선택은 밀집건물
구역에서는 전체의 형태에 큰 변
화가 없는 정도까지 생략할 수 있
으나 용도상 필요한 독립건물은
생략할 수 없다.
② 아래 각 호의 건물기호는 독도
에 지장이 없는 범위 내에서 우선
적으로 표시해야 한다.
1. 특별시청, 광역시청, 도청
2. 시청, 구청, 군청, 읍, 면, 주민
센터
3. 경찰서, 지구대 및 파출소, 소방
서
제 122조(건물의 취사 선택)
① 건물의 취사 선택은 면적에 따
라 삭제할 수 있으며 그 기준이
되는 면적은 도시지역의 경우 12
㎡ 미만, 비도시 지역의 경우 20㎡
미만으로 한다.
② 아래 각 호의 건물기호는 독도
에 지장이 없는 범위 내에서 우선
적으로 표시해야 한다.
1. 특별시청, 광역시청, 도청
2. 시청, 구청, 군청, 읍, 면, 주민
센터
3. 경찰서, 지구대 및 파출소, 소방
서
<신설> ③ 용도상 필요한 독립건물은 생
략할 수 없다. 또한, 도시지역의
경우 가장 가까운 건물과의 거리
가 20m 이상인 경우에는 특별한
독립건물로 간주하여 삭제하지 않
는다.
④ 도시지역의 경우 높이 15m 이
상의 건물은 주요 건물로 간주하
여 삭제하지 않는다.
⑤ 비도시 지역의 경우에는 ③번
조항에서 기준이 되는 값을 8m로,




본 장에서는 건물 180,000개와 도로 120,000개의 데이터로 학습한 학
습 모델을 서로 다른 6명의 지도 제작자가 축소 편집한 축소 편집 결과
물에 적용하여 각각의 예측률을 측정하였다. 전반적으로 k-최근접 이웃
알고리듬의 예측률이 낮은 편으로 나타났으며 인공신경망 알고리듬이 대
체로 높은 예측률을 보였다.
제작자들 간의 예측 정확도 값의 차이가 유의미한 수준인지 판단하기
위해 크루스칼 왈리스 검정을 수행한 결과, 제작자들에 따라 발생한 예
측률의 차이는 건물과 도로 모두에서 통계적으로 유의미한 수준인 것으
로 나타났다.
객체의 특징에 따른 정확도의 차이를 살펴본 결과 건물의 경우 모든
결과에서 공통으로 면적 100㎡ 미만의 건물에서 낮은 예측률을 보이며
또한 제작자 간의 차이도 100㎡ 미만의 건물에서 주로 나타나고 있었음
을 볼 수 있었다. 면적 1,000㎡ 이상의 경우 100%에 가까운 예측률을 보
였다. 도로의 경우 주로 삭제 대상이 되는 2차로 미만의 도로가 대부분
을 차지하는데(전체 도로의 68.4%) 이 도로들에서 대체로 예측률이 낮아
지는 경향을 보이고 또한 제작자 간의 차이가 두드러지게 나타나고 있었
다. 전체적인 예측률 분포의 양상은 건물에서의 그것과 유사하게 나타났
다.
지역 간의 차이가 제작자 간의 차이에 얼마나 영향을 주고 있는지 알
아보기 위해 같은 제작자가 편집한 서로 다른 지역의 축소 편집 결과물
에서의 예측률 차이를 분석하였다. 그 결과, 건물에 대해서는 지역의 차
이가 예측률에 유의미한 수준의 영향을 주지 못하는 것으로 보였으며,
도로의 경우는 제작자 B의 결과에서 지역의 차이가 유의미한 영향이 있
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었지만, 다른 두 제작자의 경우에는 지역의 차이가 유의미한 수준의 영
향을 주지 못하고 있음이 드러났다.
본 연구에서 사용된 기계학습 기법의 활용 방안 모색을 위해 지역의
특징에 따라 최적화된 기계학습 모델을 생성하고 해당 모델의 분석을 통
해 현존하는 규정의 미비점들을 보완하고자 하였다. 이를 위해 학습 데
이터를 도시지역과 비도시 지역으로 구분하여 각각에 대해 기계학습 모
델을 생성하여 모델들의 예측률을 측정하는 한편 적용된 기계학습 알고
리듬 중에 해석이 가능한 의사결정 나무의 결과를 분석하였다. 그 결과
도시지역의 건물과 도로, 비도시 지역의 건물과 도로의 선택적 삭제에
있어서 어떠한 속성들이 중요한 요소로 작용하는지, 또한 삭제되는지를
결정하는 기준은 얼마인지를 알아낼 수 있었다.
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4. 결론 및 고찰
본 연구에서는 기계학습 기법이 지도 일반화 과정에서 사용될 수 있
는 활용 방안을 보이고자 하였다. 이를 위해 먼저 기계학습 기법을 활용
하여 지도 제작자 간의 차이를 분석함으로써 지도 일반화 과정에서 사람
의 개입으로 인해 발생하는 오차를 분석하고자 하였다. 또한, 도시지역과
비도시 지역 각각에 대해서 각 지역에 맞는 기계학습 모델을 생성하고
분석함으로써 객체의 선택적 삭제에 영향을 미치는 속성을 분석하고, 나
아가 이를 통해 현재의 축소 편집 규정을 보완하고자 하였다.
이를 위해 1:5,000 수치지형도와 1:25,000 수치지형도를 활용하여 건물
180,000개, 도로 120,000개의 학습용 데이터를 생성하고, 4가지의 기계학
습 알고리듬(의사결정 나무, k-최근접 이웃, SVM, 인공신경망)을 학습시
켜서 1:5,000 수치지형도에서 1:25,000 수치지형도로의 축소 편집 시에
건물과 도로객체의 선택 여부를 예측할 수 있는 기계학습 모델을 생성하
였다. 생성된 학습 모델을 서로 다른 6명의 지도 제작자의 축소 편집 결
과물에 적용하여 나타나는 예측 정확도를 측정함으로써 제작자 간에 존
재하는 편차를 정량화하고자 하였다. 학습 모델은 건물 180,000개, 도로
120,000개의 데이터를 사용하여 4가지의 기계학습 알고리듬을 학습시켜
서 생성하였다. 학습 모델을 생성한 후 6개의 서로 다른 축소 편집 결과
물에 적용하여 각각에서 나타나는 예측률을 측정하였다. 그리고 제작자
간에 나타나는 예측 정확도의 편차가 유의미한 수준인지 검증하기 위해
크루스칼 왈리스 검정을 시행하였고, 그 결과 건물과 도로 모두에서 통
계적으로 유의미한 편차가 존재함을 볼 수 있었다. 전체적인 정확도 외
에도 객체의 특징에 따라 존재할 수 있는 제작자 간의 차이 또한 정량화
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하기 위해 건물의 경우 건물 면적에 따라 5단계로, 도로의 경우 도로 폭
에 따라 5단계로 나누어 단계별로 나타나는 예측률을 측정하였다.
생성된 모델을 각각의 축소 편집 결과물에 적용하여 예측률을 측정한
결과 건물의 예측률은 최저 85.73%에서 최고 90.88%, 도로의 예측률은
최저 85.44%에서 최고 90.35%로 나타났다. 객체의 특징에 따라서는 건
물의 경우 면적 100㎡ 미만의 작은 건물들에서 예측 정확률이 떨어지는
동시에 제작자 간의 편차가 있음이 보였고, 건물의 크기가 커질수록 예
측률이 높아지는 동시에 제작자 간의 예측률 차이는 거의 보이지 않았
다. 도로의 경우 2차로 미만의 좁은 도로에서 제작자의 주관이 많이 개
입되고 있음이 보였고, 도로 폭이 넓은 주요 도로일수록 예측률이 높고
제작자 간의 차이는 보이지 않았다. 이를 통해 건물과 도로 모두에서 상
대적으로 중요성이 떨어지는 객체들에 대해 지도 제작자들의 주관이 많
이 작용하고 있다고 할 수 있다.
드러난 제작자 간의 편차는 지역의 차이를 일부 반영하고 있으므로
지역의 차이가 드러난 편차에 얼마나 영향을 주고 있는지에 대한 분석이
필요하였다. 분석 결과 건물의 경우에는 지역 간의 차이가 제작자 간의
편차에 영향을 주지 못하고 있는 것이 나타났고, 도로의 경우 제작자 B
의 경우에 지역 간의 차이가 유의미한 영향을 주고 있음을 보였으나, 다
른 제작자들의 경우 지역에 따른 유의미한 차이가 보이지 않았다.
기계학습 기법의 활용을 통해 지도 일반화 품질의 향상에 이바지할
수 있는 활용 방안을 찾고자 하였다. 이를 위해 실험 대상 지역을 도시
와 비 도시으로 구분하여 각 지역의 특징에 따라 최적화된 기계학습 모
델을 생성하고 해당 모델의 분석을 통해 현존하는 규정의 미비점들을 보
완하고자 하였다. 이를 위해 생성된 4가지 기계학습 모델 중 해석이 가
능한 의사결정 나무 알고리듬의 결과에 대해 학습 모델을 분석하였다.
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그 결과 도시와 비 도시, 건물과 도로객체에 대해서 어떠한 속성이 선택
적 삭제에 주로 영향을 미치는지 파악할 수 있었으며, 나아가 선택적 삭
제가 어떤 값을 기준으로 이루어지고 있는지도 파악할 수 있었다. 이는
현재 축소 편집 규정의 모호한 점을 보완하는데 활용될 수 있을 것으로
기대된다.
본 연구의 또 다른 의의는 지도 일반화에 기계학습 기법을 적용하기
위해 훈련 데이터 생성 및 훈련 데이터의 입력 속성/출력 클래스의 정의
등 데이터 처리 과정을 보이고 이를 통해 기계학습 알고리듬을 적용하는
과정을 제안했다는 점이다. 벡터 데이터인 지도 데이터를 활용한 연구는
최근의 기계학습 기법을 활용한 연구의 주류를 이루는 이미지 픽셀 기반
의 연구와는 차이를 보인다고 볼 수 있으며, 본 연구를 통해 지도 데이터
에도 기계학습 기법을 적용하고 활용할 수 있음을 보였다고 할 수 있다.
본 연구의 실용화 및 활용 방안으로는 지도 제작자 간의 편차를 정량
적으로 밝혀내는 부분을 고도화함으로써 현재의 지도 축소 편집 결과물
의 검수 프로그램으로써 활용 가능할 것으로 생각한다. 또한, 의사결정
나무와 같은 해석 가능한 알고리듬을 더욱 깊게 분석한다면 지도 제작자
가 활용 가능한 지도 일반화 일반 규칙을 도출할 수 있을 것으로 기대된
다. 학습에 활용된 데이터의 개수를 더 늘리고, 고도화된 다른 알고리듬
이나 딥러닝 기법들을 적용한다면 모델의 예측률은 더 상승할 수 있을
것으로 예상한다. 나아가 예측률의 상승은 궁극적으로 현재 막대한 노동
력이 요구되는 지도 축소 편집의 과정을 기계가 대체하는 완전 자동화
또한 가능하게 할 것으로 기대해볼 수 있다.
향후 연구로는 본 연구에서 대상으로 한 건물과 도로객체 외에도 POI
등 다른 지도 객체의 선택적 삭제에 대한 자동화가 필요하리라 생각된
다. 또한, 의사결정 나무 알고리듬의 고도화를 통해 제안한 규정 개정안
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을 보다 구체적으로 보완할 수 있을 것으로 생각한다. 딥러닝 기법들을
적용하여 예측률을 100%에 가깝게 상승시키는 것 또한 지도 일반화의
완전 자동화를 위해 필요한 향후 연구라고 볼 수 있다.
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Abstract
A Study on Improvement of Map
Generalization Using Machine
Learning
-Focusing on Selective Omission of
Building and Road Data-
Jaeeun Lee
Department of Civil and Environmental Engineering
The Graduate School
Seoul National University
Currently, 1:25,000 digital maps in Korea are created by editing
1:5,000 digital maps. This editing is a process of making a
small-scale map from a large-scale map, and in this process, a map
generalization technique is inevitably applied. In the past, the
generalization of maps has been mainly based on a geometric
generalization method, which is generalized using geometric features
of objects, or a rule-based method. Currently, the process of reducing
editing in Korea is performed through a kind of rule-based method in
accordance with the regulations related to editing. However, there are
- 129 -
many areas where the contents of the regulation book are not
specific, so there is much room for the editor's subjective
intervention. As the subjectivity of the editor is involved in the
editing process, the consistency of the quality of the small scale map
cannot be guaranteed, and the quality of generalization depends on
the individual competency of the editor.
In recent studies of map generalization, there have been steadily
raised problems that such human intervention make the results of the
generalization of maps inconsistent. Accordingly, the research flow of
map generalization has been progressed toward minimizing human
intervention and automating data acquisition and data editing
processes to ensure consistency of map generalization quality.
However, few studies have been conducted on  quantitatively revealed
research cases and demonstration cases of how human intervention
affects the quality of map generalization. Attempts to suggest ways
to utilize are also insufficient. There are also insufficient attempts to
suggest ways to supplement existing regulations through analysis of
the generalized results of maps.
In this study, the difference in the quality of generalization caused
by human intervention is quantified by applying the machine learning
method, and furthermore, it is intended to suggest a method for
improving the quality of the generalized map by utilizing it. For this,
a machine learning model that predicts whether buildings and roads
can be selected/deleted when scaled-down from 1:5,000 digital maps
to 1:25,000 digital maps is created. Then the predicted rate of
- 130 -
predicting whether to select buildings and road objects for each six
different map makers were measured. By analyzing the difference
between the measured prediction rate and its pattern, it is revealed
that there is a significant difference in the editing method between
map makers. Another experiment proposes a method for creating a
machine learning model for urban centers and non-urban areas, and
setting the appropriate machine learning algorithm settings according
to each region's characteristics.
In order to evaluate the performance of the learning model, the
prediction rate was measured for buildings and roads for each of the
four algorithms, DT, k-NN, SVM, and ANN, used in the learning
model. In addition, the predicted rate was measured by applying the
generated models to six experimental areas, and the difference
between the predicted rates was statistically significant through the
Kruskal Wallis test.
In this process, since the difference in accuracy may occur
depending on the characteristics of the target region, the accuracy of
different regions edited by the same producer was measured and the
statistical characteristics were analyzed to determine how much the
regional characteristics influenced the differences between producers.
As a result, in the case of buildings, the difference in accuracy by
region was not statistically significant, but in the case of roads, there
was a significant difference in some regions. However, the difference
by each producer was greater than the difference by region, and this
can be interpreted that the difference by producer was also dominant
- 131 -
for road objects. As a result of qualitative (visual) analysis, it was
found that the differences were revealed for each producer in the
selection and deletion of lane objects, such as roads, in small
buildings in urban areas in buildings.
In addition, in order to find a way to utilize the machine learning
technique in the generalization of maps, a machine learning model
was generated for urban and non-urban areas respectively, and the
prediction rate was measured. As a result through the machine
learning technique, it was possible to check the properties that have
a major influence in the selection and deletion of objects and the
settings required for the object selection, and through this, the
machine learning algorithm complements the reduced editing rules in
the generalization of the map. And it has been shown that it is
possible to make basic use of object selection and deletion through
machine learning techniques for each feature.
Machine learning techniques can be applied not only to quantify
deviations between map makers, but also to automate the
generalization of maps. The method proposed in this study also
suggests the possibility of automating selection and deletion in the
generalization of maps without human intervention through a learning
model that has learned from existing map data.
keywords : digital map, machine learning, map generalization,
multi-scale database, updating maps
Student Number : 2011-30271
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10년이 넘는 대학원 생활 동안 만났던 수많은 연구실 선후배님들께도
깊은 감사의 마음을 전합니다. 격려가 필요할 때는 따뜻한 격려를, 질책
이 필요할 때는 모진 질책을 해 주시고 기쁨과 슬픔을 함께 나눠준 여러
분들 덕분에 결국 여기까지 올 수 있었습니다. 힘든 시간 보내는 동안
끊임없이 기도와 응원으로 후원해 주신 맑은샘 광천교회, 고향의 늘사랑
교회 가족분들께도 진심으로 감사드립니다. 학위논문 막바지에 여러모로
배려해 주시고 논문에 집중할 수 있도록 도와주신 건설환경공학부 학부
사무실 선생님들께도 죄송한 마음과 깊은 감사를 전합니다.
제가 이 길을 걸을 수 있도록 이끌어주시고, 저의 오랜 공부를 묵묵히
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지켜보시면서 응원해 주신 아버지, 어머니 사랑하고 감사합니다. 덕분에
결점 많은 아들이 무사히 졸업할 수 있었습니다. 분야는 다르지만 같이
대학원 생활 하면서 고생하고 있는 사랑하는 내 동생 재혁이에게 특별히
더 사랑의 마음을 전하고 형의 졸업이 동생의 졸업으로 순조롭게 이어질
수 있길 진심으로 응원합니다. 멀리 광주에서 걱정해주시고 변함없이 격
려해 주신 사랑하는 할머니 항상 걱정만 끼쳐드려서 죄송합니다. 이제
걱정 그만 끼쳐드리는 손주 되겠습니다. 할머니, 사랑합니다. 학위한다고
제대로 사위 노릇도 못하는 사위를 오랜 시간 인내해주시고 격려해주신
장인, 장모님께도 정말 감사드립니다. 멀리 네덜란드에서 응원 보내주신
처형과 형님께도 감사의 마음을 전합니다.
힘들어서 모든 소망이 다 끊어질 것 같았던 순간에도 나의 소망이자
빛이 되어준 사랑하는 연서, 희서의 앞날에 이 논문과 학위가 조금이라
도 도움이 될 수 있기를 희망합니다. 가장 가까이에서 누구보다 마음고
생 하면서도 불편한 내색 한번 안하고 기다려준 사랑하는 아내 예은이에
게도 미안함과 깊은 감사, 그리고 사랑의 마음을 전합니다.
하나님께서 계시지 않는다고 존재를 부정하던 그 순간에도 나와 함께
하시고 내 인생 가운데 깊이 역사하시는 하나님께 이 모든 영광 돌려드
립니다. 이 모든 것이 제힘으로 된 것이 하나도 없음을 고백합니다.
많은 분들이 그동안 고생 많았다고 말씀해 주셨지만, 윤동주 시인의
고백처럼 저 또한 이 논문이 쉽게 쓰여진 것만 같아서 부끄러울 따름입
니다. 여기서 그치지 않고 한 사람의 박사로서 온전히 가족과 사회에 제
몫을 할 수 있도록 더욱 정진하도록 하겠습니다. 감사합니다.
2020년 박사논문을 마무리하며,
이 재 은
