This paper addresses the problem of recognizing semantic content from images and video for content based retrieval purposes. Semantic features are derived from a collection of low-level features based on color, texture and shape combined together to form composite feature vectors. Both Manhattan distance and Neural Networks are used as classifiers for recognition purposes. Discrimination is done using five semantic classes viz. mountains, forests, flowers, highways and buildings. The composite feature is represented by a 26-element vector comprising of 18 color components, 2 texture components and 6 shape components.
INTRODUCTION
Automated schemes for content based image retrieval (CBIR) are usually based on low-level features like color, texture and shape. Recognition of such low-level content has been extensively studied over the last couple of decades. However humans are more interested in image retrieval based on semantic or high-level content i.e. images or video frames need to be retrieved which are semantically similar to some given image, rather than visually. This is a more difficult proposition firstly because automated systems are not capable to directly recognizing semantic concepts, and secondly because semantic concepts are human abstractions and they have no fixed definitions e.g. a house or a car can have all types of colors, textures and shapes. For semantic content recognition therefore systems are first designed to retrieve a set of low-level features and then at a higher level a mapping is done to associate a set of low-level features with one or more high-level concept. This paper addresses the problem of recognizing high level concepts from images and video by utilizing a number of low-level features. The paper is organized as follows: section 2 provides an overview of related work, section 3 outlines the proposed methodology, section 4 provides details of the dataset and experimental results obtained, and section 5 provides the overall conclusions and the scope for future research.
PREVIOUS WORKS
A probabilistic framework for semantic video indexing, which can support filtering and retrieval and facilitate efficient content-based access is proposed in [1] . To map low-level features to high-level semantics it proposes probabilistic multimedia objects (multijects). Paper [2] proposes a novel framework to make some advances toward the final goal to solve these problems. The goal of [3] is retrieval paradigm (also called image-based search) is to resolve the problems in textualbased search. A system of operations on semi-structured data and how a sample query can be represented as an expression built from the operations have been described in [4] . Low level image histogram features are discussed in [5] . The main advantage of this method is quick generation and comparison of the applied feature vectors. In [6] the main intention is to bridge the video captions and the query term by traditional information retrieval techniques (IR). Paper [7] focuses on Internet video content and social networking to present solutions to the problem of gathering metadata describing user interaction, usage and opinions of that media. In [8] with the intention of retrieving video for a given query, the raw video data is represented by two different representation schemes, video segment representation (VSR) and Optimal key frame representation (OFR). A distributed video retrieval system with support for semantic queries named XUNET is described in [9] . In [10] a novel semantic video retrieval system that integrates web image annotation and concept matching function to bridge images, concepts and videos is designed. In [11] the authors show that integrating existing modalities along with the concept interactions can yield a better performance in detecting semantic concepts.
PROPOSED APPROACH
The proposed approach makes use of a number of low-level features based on color, texture and shape and then finally maps them to specific semantic classes. The features can be extracted from images or video frames.
Color Features
Color information is represented using six different color features derived from color histograms, namely, first order color moments, standard deviation, skew, precision, energy and entropy.
Color Histogram
The histogram of an image for a specific color is the collection of frequency of pixels for each bin , the value of ranging from 1 to , being the total number of bins.
Color Moments
Color moments are calculated from the histogram by multiplying each bin number to the pixel frequency at that bin, and summing over all the product values.
Color Standard Deviation
Standard deviation is computed from the histogram by multiplying the pixel frequency at each bin level to its variance.
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Color Skew
Skew is calculated by multiplying the pixel frequencies at each bin level to the third power of the difference with the color moments.
Color Precision
Precision is calculated by taking the reciprocal of the standard deviation and multiplying the difference between the color moment and the maximum frequency value of the histogram.
Color Energy
Color energy is calculated as the summation of the squares of the frequency values of the histogram at each bin level.
Color Entropy
Color entropy is calculated from the color histogram where each value represents the pixel frequency at a particular bin level.
Color Combined Feature
The six feature values namely moment, standard deviation, skew, precision, energy and entropy is calculated for each of the three primary colors of the RGB color system namely red, green and blue. These values are then combined together into a composite color feature vector consisting of 6 × 3 or 18 elements as shown below, where = , , .
= { , , , , , }
Texture Features
Texture information is represented using two features namely (1) the entropy of the gray intensity pixel values of the image and (2) standard deviation calculated from the frequency components of the image obtained as a result of Discrete Fourier Transform (DFT) decomposition.
Texture Entropy
Texture entropy is calculated by converting the color image into gray-scale and using the pixel intensity values.
Fourier Components
The frequency components of the gray scale image can be obtained by subjecting it to Fourier decomposition. , = , .
Standard deviation is calculated from the set of Fourier coefficients obtained after decomposition. Here represents the -th DFT coefficients and the mean coefficient value.
Texture Combined Feature
The two features namely texture entropy and standard deviation of the Fourier coefficients are combined together into a composite texture feature vector consisting of two components.
Shape Features
Shape information in the image is represented using six shape features namely (1) shape moments (2) shape standard deviation (3) shape skew (4) shape precision (5) shape energy (6) shape entropy.
Edge Histogram
Edge histogram is calculated by subjecting the image to edge detection using Sobel masks , and calculating the edge gradient at each point. The set of edge gradient values are combined together into an edge histogram , where each term of the histogram represents the frequency of the edge values. 
Shape Moments
Shape moments are calculated from the edge histogram as defined below. 
Shape Standard Deviation
Shape standard deviation is calculated from the shape moments and the edge histogram as defined below.
(17)
Shape Skew
Shape skew is calculated from the shape moments and the edge histogram as defined below.
Shape Precision
Shape precision is calculated from the reciprocal of the shape standard deviation, the shape moment and the maximum values of the edge histogram.
Shape Energy
Shape energy is calculated by taking the square of the values from the edge histogram as defined below.
(20)
Shape Entropy
Shape entropy is calculated from the edge histogram as defined below.
= − . 2 =1
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Shape Combined Feature
The composite shape feature vector is formed by combining the 6-elements containing shape information as shown below = { , , , , , }
Classification
The final feature is a combination of three features corresponding to color (18 elements), texture (2 elements) and shape (6 elements) and is represented as a 26-element vector.
Classification is done using two approaches: (1) Manhattan Distance (2) Neural Networks.
Manhattan Distance
The Manhattan distance (MD) between two -element vectors and is defined as follows:
Each class is represented by the set of its training vectors. The -th class is represented by the mean of the feature values of all its component samples.
The -th test sample with feature value is classified to class if the absolute difference , between the -th test sample and -th training class is minimum for = .
Neural Network
Neural networks (NN) involving Multi-layer Perceptrons (MLP) with feed-forward back-propagation architectures were also employed for classification. A 26-26-5 architecture i.e. 26 input nodes, 26 nodes in the hidden layer and 5 output nodes was found to give best results with log-sigmoid activation functions for both neural layers, a learning rate of 0.01 and a mean square error (MSE) threshold of 0.01 for convergence. The MLP takes approximately 30000 epochs for convergence.
EXPERIMENTS AND RESULTS
The dataset consists of 125 images collected from the websites mentioned in [12] and [13] , divided into 5 semantic classes viz. mountain, tree, flowers, highway, building. Out of 25 images of each class, 15 are used for training and 10 for testing. Samples of the images are shown below. The figure below shows the classification plots based on the neural network. The 50 test files (10 per class) are arranged along the horizontal axis and the values along the vertical axis depict their probabilities of belonging to the training classes as indicated in the legends.
Fig 7: Classification plots of testing set using NN
The corresponding accuracy values are tabulated below. It indicates that the composite feature vector achieves an accuracy of 94% using MD and 84% using NN, while individual features produce 72% and 86% (color), 40% and 58% (texture), 60% and 66% (shape). 
CONCLUSIONS & FUTURE SCOPES
This paper proposes a system for recognizing semantic content from images and video frames using multiple features based on color, texture and shape. Both MD and NN are used as classifiers for testing the efficiency of the system. The Manhattan distance approach shows higher accuracy and has lower complexity thereby resulting in faster retrieval. Individually the color feature produces the highest accuracy. The Neural Network approach only gives good accuracy result with color feature but shape and texture is not satisfactory, which can be improved in future. And for probabilistic approach and complex procedure it's a bit time consuming. This work can be extended further by incorporating a dynamic learning system wherein success fully retrieved videos can be reused to teach the system further thereby fine tuning the process. Here only image based semantic concept is taken in account and only five classes have been included. In future, more image classes and data samples can be included and audio features also can be considered. With other classifiers also the work can be experimented.
