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Abstract
We show that two TPM’s permute tensor product of rectangle matri-
ces. An example, in the particular case of tensor commutation matrices
(TCM’s), for studying a linear matrix equation is given.
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Introduction
When we were working on Raoelina Andriambololona idea on the using ten-
sor product of matrices in the Dirac equation [4], [8], we met the unitary
matrix
U2⊗2 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


which has the following properties: for any unicolumns and two rows matri-
ces
a =
[
α1
α2
]
∈ C2×1, b =
[
β1
β2
]
∈ C2×1
U2⊗2 · (a⊗ b) = b⊗ a
1
and for any two 2× 2-matrices, A, B ∈ C2×2
U2⊗2 · (A⊗B) = (B⊗A) ·U2⊗2
This matrix is frequently found in quantum information theory [2], [1], [7].
We call this matrix a tensor commutation matrix (TCM) 2⊗ 2. The TCM
3⊗ 3 has been written by Kazuyuki Fujii [2] under the following form
U3⊗3 =



1 0 00 0 0
0 0 0



0 0 01 0 0
0 0 0



0 0 00 0 0
1 0 0



0 1 00 0 0
0 0 0



0 0 00 1 0
0 0 0



0 0 00 0 0
0 1 0



0 0 10 0 0
0 0 0



0 0 00 0 1
0 0 0



0 0 00 0 0
0 0 1




in order to obtain a conjecture of the form of a TCM n⊗n, for any n ∈ N⋆.
He calls these matrices ”‘swap operator”’.
Un⊗p, the TCM n ⊗ p, n, p ∈ N
⋆, commutes the tensor product of
n × n- matrix by p × p-matrix. In this paper we will show that two σ-
TPM’s Uσ, Vσ permute tensor product of rectangle matrices, that is, Uσ ·
(A1 ⊗A2 ⊗ . . .⊗Ak) · V
T
σ = [Aσ(1) ⊗ Aσ(2) ⊗ . . . ⊗ Aσ(k), where σ is a
permutation of the set {1, 2, . . . , k}.
Uσ = Vσ, if A1, A2, . . ., Ak are square matrices (Cf. for example [5]).
We will show this property, according to the Raoelina Andriambololona
approach in linear and multilinear algebra [6]: in establishing at first, the
propositions on linear operators in intrinsic way, that is independently of the
bases, and then we demonstrate the analogous propositions for the matrices.
Tensor Product of Matrices
Definition 1. Consider A = (Aij) ∈ C
m×n, B = (Bij) ∈ C
p×r. The matrix
defined by
A⊗B =


A11B . . . A
1
jB . . . A
1
nB
...
...
...
Ai1B . . . A
i
jB . . . A
i
nB
...
...
...
Am1 B . . . A
m
j B . . . A
m
n B


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obtained after the multiplications by scalar, AijB, is called the tensor prod-
uct of the matrix A by the matrix B.
A⊗B ∈ Cmp×nr
Proposition 2. Tensor product of matrices is associative.
Proposition 3. Consider the linear operators A ∈ L(E ,F) , B ∈ L(G,H).
A is the matrix of A with respect to the couple of bases
(
(ei)1 ≤i ≤n, (fj)1 ≤j ≤m
)
,
B the one of B in
(
(gk)1 ≤k ≤r, (hl)1 ≤l ≤p
)
. Then, A ⊗ B is the matrix of
A⊗B with respect to the couple of bases (B, B1), where
B = (e1⊗ g1, e1⊗ g2, . . . , e1⊗ gr, e2⊗ g1, e2⊗ g2, . . . , e2⊗ gr, . . . , en⊗ g1, en⊗
g2, . . . , en ⊗ gr)
Notation: we denote the set B and B1 by
B = (ei ⊗ gk)1 ≤i ≤n,1 ≤k ≤r = ((ei)1 ≤i ≤n)⊗ ((gk)1 ≤k ≤r)
B1 =
(
fj ⊗ hl
)
1 ≤j ≤m,1 ≤l ≤p
=
(
(fj)1 ≤j ≤m
)
⊗
(
(hl)1 ≤l ≤p
)
Tensor permutation operators
Definition 4. Consider the C- vector spaces E1, E2, . . . , Ek and a permu-
tation σ of {1, 2, . . . , k}. The linear operator Uσ from E1⊗ E2⊗. . .⊗ Ek to
Eσ(1)⊗ Eσ(2)⊗. . .⊗ Eσ(k), Uσ∈ L(E1⊗ E2⊗. . .⊗ Ek, Eσ(1)⊗ Eσ(2)⊗. . .⊗ Eσ(k)
), defined by
Uσ(x1 ⊗ . . . ⊗ xk) = xσ(1) ⊗ . . . ⊗ xσ(k)
for all x1 ∈ E1, x2 ∈ E2, . . . , xk ∈ Ek is called a σ-tensor permutation oper-
ator (TPO).
If n = 2, then say that Uσ is a tensor commutation operator.
Proposition 5. Consider the C- vector spaces E1, E2, . . . , Ek, F1, F2, . . . ,
Fk, a permutation σ of {1, 2, . . . , k} and a σ-TPO
Uσ ∈ L
(
F1 ⊗ . . .⊗Fk,Fσ(1) ⊗ . . .⊗Fσ(k)
)
. Then, for all φ1 ∈ L (E1,F1),
φ2 ∈ L (E2,F2), . . . , φk ∈ L (Ek,Fk)
Uσ · (φ1 ⊗ . . . ⊗ φk) =
(
φσ(1) ⊗ . . .⊗ φσ(k)
)
· Vσ
where Vσ ∈ L(E1 ⊗ E2 ⊗ . . .⊗ Ek, Eσ(1) ⊗ Eσ(2) ⊗ . . .⊗ Eσ(k)) is a σ-TPO.
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Proof. φ1 ⊗ . . .⊗ φk ∈ L (E1 ⊗ . . .⊗ Ek,F1 ⊗ . . .⊗Fk, ), thus
Uσ · (φ1 ⊗ φ2 ⊗ . . .⊗ φk) ∈ L
(
E1 ⊗ . . .⊗ Ek,Fσ(1) ⊗ . . .⊗Fσ(k)
)
.(
φσ(1) ⊗ φσ(2) ⊗ . . .⊗ φσ(k)
)
· Vσ ∈ L
(
E1 ⊗ . . .⊗ Ek,Fσ(1) ⊗ . . . ⊗Fσ(k)
)
If x1 ∈ E1, x2 ∈ E2, . . . , xk ∈ Ek,
Uσ · (φ1 ⊗ . . .⊗ φk) (x1 ⊗ . . . ⊗ xk)
= Uσ [φ1 (x1)⊗ φ2 (x2)⊗ . . .⊗ φk (xk)]
= φσ(1)
(
xσ(1)
)
⊗ . . .⊗ φσ(k)
(
xσ(k)
)
( Since Uσ is a TPO)
=
(
φσ(1) ⊗ . . . ⊗ φσ(k)
) (
xσ(1) ⊗ . . . ⊗ xσ(k)
)
=
(
φσ(1) ⊗ . . . ⊗ φσ(k)
)
· Vσ (x1 ⊗ . . .⊗ xk).
Proposition 6. If Uσ is a σ-TPO, then its transpose Uσ
t is the σ−1-TPO
Uσ−1 .(Cf. for example [5])
Tensor permutation matrices
Definition 7. Consider the C-vector spaces E1, E2, . . . , Ek of dimensions n1,
n2, . . . , nk and σ-TPO Uσ ∈ L(E1 ⊗ E2 ⊗ . . . ⊗ Ek, Eσ(1) ⊗ Eσ(2) ⊗ . . . ⊗
Eσ(k)). Let
B1 = (e11, e12, . . . , e1n1) be a basis of E1;
B2 = (e21, e22, . . . , e2n2) be a basis of E2;
. . .
Bk = (ek1, ek2, . . . , eknk) be a basis of Ek.
Uσ the matrix of Uσ with respect to the couple of bases(
B1 ⊗ B2 ⊗ . . . ⊗ Bk,Bσ(1) ⊗ Bσ(2) ⊗ . . .⊗ Bσ(k)
)
. The square matrix Uσ of
dimensions n1 × n2 × . . . × nk is independent of the bases B1, B2,. . . , Bk.
Call this matrix a σ-TPM n1 ⊗ n2 ⊗ . . .⊗ nk.
According to the proposition 6, we have the following proposition.
Proposition 8. A σ-TPM Uσ is an orthogonal matrix, that is U
−1
σ = U
T
σ .
Proposition 9. Let Uσ be σ-TPM n1 ⊗ n2 ⊗ . . . ⊗ nk and Vσ a σ-TPM
m1⊗m2⊗ . . .⊗mk. Then, for all matrices A1, A2,. . . , Ak, of dimensions,
respectively, m1 × n1, m2 × n2, . . . , mk × nk
Uσ · (A1 ⊗ . . . ⊗Ak) ·V
T
σ = Aσ(1) ⊗ . . .⊗Aσ(k)
Proof. Let A1 ∈ L (E1,F1), A2 ∈ L (E2,F2), . . . , Ak ∈ L (Ek,Fk). Their
matrices with respect to couple of bases
(
B1,B
′
1
)
,
(
B2,B
′
2
)
,. . . ,
(
Bk,B
′
k
)
are respectively A1, A2,. . . , Ak. Then, A1⊗A2⊗ . . .⊗Ak is the matrix of
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A1⊗A2⊗. . . ⊗Ak with respect to (B1 ⊗ B2 ⊗ . . . ⊗Bk,B
′
1 ⊗ B
′
2 ⊗ . . .⊗ B
′
k).
But, A1 ⊗ A2 ⊗ . . . ⊗ Ak ∈ L (E1 ⊗ E2 ⊗ . . .⊗ Ek,F1 ⊗F2 ⊗ . . .⊗Fk) and
Aσ(1) ⊗Aσ(2) ⊗ . . .⊗Aσ(k) ∈ L
(
Eσ(1) ⊗ . . .⊗ Eσ(k),Fσ(1) ⊗ . . .⊗Fσ(k)
)
,
thus
Uσ·(A1 ⊗ . . .⊗Ak),
(
Aσ(1) ⊗ . . . ⊗Aσ(k)
)
·Vσ ∈ L
(
E1 ⊗ . . .⊗ Ek,Fσ(1) ⊗ . . .⊗Fσ(k)
)
.
Aσ(1) ⊗ Aσ(2) ⊗ . . . ⊗ Aσ(k) is the matrix of Aσ(1) ⊗ Aσ(2) ⊗ . . . ⊗ Aσ(k)
with respect to
(
Bσ(1) ⊗ . . .⊗ Bσ(k),B
′
σ(1) ⊗ . . .⊗ B
′
σ(k)
)
. Thus (Aσ(1) ⊗
. . . ⊗ Aσ(k)) · Vσ is the one of (Aσ(1) ⊗ . . . ⊗ Aσ(k)) · Vσ with respect to(
B1 ⊗ . . . ⊗Bk,B
′
σ(1) ⊗ . . .⊗ B
′
σ(k)
)
.
Uσ · (A1 ⊗A2 ⊗ . . .⊗Ak) is the matrix of Uσ · (A1 ⊗A2 ⊗ . . .⊗Ak) with
respect to the same couple of bases.
According to the proposition 5, we have
Uσ · (A1 ⊗ . . .⊗Ak) =
(
Aσ(1) ⊗ . . . ⊗Aσ(k)
)
·Vσ
Proposition 10. The matrix Uσ is a σ-TPM n1 ⊗ n2 ⊗ . . . ⊗ nk if, and
only if, for all a1 ∈ C
n1×1, a2 ∈ C
n2×1,. . . , ak ∈ C
nk×1
Uσ · (a1 ⊗ . . .⊗ ak) = aσ(1) ⊗ . . .⊗ aσ(k)
Proof. ” =⇒ ” It is evident from the proposition 9.
”⇐= ” Suppose that for all
a1 ∈ C
n1×1, a2 ∈ C
n2×1,. . . , ak ∈ C
nk×1
Uσ · (a1 ⊗ . . .⊗ ak) = aσ(1) ⊗ . . . ⊗ aσ(k)
Let a1 ∈ E1, a2 ∈ E2, . . . , ak ∈ Ek and B1, B2,. . . , Bk be some bases of
E1, E2, . . . , Ek where the components of a1, a2,. . . , ak form the unicolumn
matrices a1, a2,. . . , ak. The σ-TPO Uσ ∈ L(E1 ⊗ E2 ⊗ . . . ⊗ Ek, Eσ(1) ⊗
Eσ(2) ⊗ . . . ⊗ Eσ(k)) whose matrix with respect to (B1⊗B2⊗ . . .⊗ Bk, Bσ(1)⊗
Bσ(2)⊗ . . .⊗ Bσ(k) ) is Uσ. Thus
Uσ(a1 ⊗ . . . ⊗ ak) = aσ(1) ⊗ . . . ⊗ aσ(k). This is true for all a1 ∈ E1, a2 ∈ E2,
. . . , ak ∈ Ek.
Since Uσ is a σ-TPO, Uσ is a σ-TPM n1 ⊗ n2 ⊗ . . .⊗ nk .
The application of this proposition to any two unicolumn matrices leads
us to the following remark.
Remark 11. Consider the function L from the set of all matrices into the set
of all unicolumn matrices. For a n × p-matrix X =


x11 x12 . . . x1p
x21 x22 . . . x2p
. . . . . . . . . . . .
xn1 xn2 . . . xnp

,
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L (X) =


x11
x12
...
x1p
x21
x22
...
x2p
...
xn1
xn2
...
xnp


. The relation Un⊗p ·L (X) = L
(
XT
)
can be obtained easily.
Example 12. Consider the matrix equation A · X · B = C, with respect
to the unknown X ∈ Cn×q, where A ∈ Cm×n, B ∈ Cp×q and C ∈ Cm×q are
known. This equation can be transformed to the system of linear equations,
whose matrix equation is [3](
A⊗BT
)
· L (X) = L (C) (1)
or equivalently (
BT ⊗A
)
· L
(
XT
)
= L
(
CT
)
(2)
The equation (2) can be obtained by multiplying the equation (1) by the
m⊗ q TCM Um⊗q and in using the proposition 9 and the remark 11.
Mutually, the equation (1) can be obtained by multiplying the equation (2)
by the q ⊗m TCM Uq⊗m.
Conclusion
We have generalized a property of TPM’s. Two TPM’s permutate tensor
product of rectangle matrices. The example show the utility of the property.
It suffices to transform a matrix linear equation to a matrix linear equation
of the form AX = B. Another matrix linear equation of this form can be
deduced by using a TCM and by applying the generalization.
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