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ABSTRACT 
Real-time systems are defined as those systems in which the system's performance depends 
not only on the logical correctness of the result, but also on the time at which the results are 
produced. Due to the importance of meeting tasks' deadlines in real-time systems most of 
the existing real-time scheduling algorithms base their decisions on the worst-case estimates of 
task and system parameters. Since deadline misses occur due to system faults or uncertainties 
in task parameters, time redundancy is an essential technique to tolerate such misses. Being 
that time is the most crucial resource in real-time systems, the tendency would be to design 
and develop new techniques to customize the amount of time redundancy depending on the 
frequency of faults and the critical!ty of tasks. Therefore, the main focus of this thesis is to 
introduce new techniques that offer trade-offs between schedulability (ability of the system 
to accept more tasks) and reliability (ability of the system to tolerate more faults) in real­
time systems. Different techniques have been introduced for different system models. The 
mechanisms that are used to offer trade-offs in these techniques differ based on the deadline 
strictness for each model. In this thesis, three different real-time models (hard, soft, and firm 
real-time systems) have been studied. 
For hard real-time systems, the amount of time redundancy can be varied based on the 
number and type of faults which can be tolerated. Therefore, we propose two new techniques to 
accommodate more tasks and/or tolerate more faults effectively in hard real-time systems. In 
the first technique, called dynamic grouping, the processors are dynamically grouped into logi­
cal groups in order to achieve efficient overloading of resources, thereby improving the schedu­
lability and the reliability of the system. In the second technique, called Primary-Backup (PB) 
overloading, the primary of a task can share/overlap in time with the backup of another task 
xiv 
on a processor. The intuition is that, for a primary (backup), the PB-overloading can assign an 
earlier start time than that of the BB-overloading, thereby increasing the schedulability. The 
efficiency of these techniques have been measured in terms of the percentage of incoming tasks 
that they can schedule and the frequency of faults that they can tolerate. For soft real-time 
systems, the type of redundancy can be varied dynamically based on the frequency of faults and 
the arriving task's laxity. Therefore, we propose an adaptive scheme that controls the overlap 
interval between the primary and backup versions of a task based on an estimate of primary 
fault probability in the system and its (task) laxity. Two variations of the adaptive scheme are 
proposed by varying the adaptation mechanism. The adaptation can be done in a continuous 
manner which leads to an approach called primary-backup overlap continuous (PB-OVER-
CONT), or it can be in a discrete manner which leads to an approach called primary-backup 
overlap switch (PB-OVER-SWITCH). The efficiency of these techniques have been measured 
in terms of the system's utilization and the output value of tasks. For firm real-time systems, 
the execution time for the incoming tasks can be dynamically estimated based on the system's 
performance. Therefore, we propose three closed-loop scheduling algorithms that use feedback 
from (i) the deadline miss ratio in the first approach which is called CL-OVER-MISS; (ii) the 
task rejection ratio in the second approach which is called CL-OVER-REJ; (iii) both the miss 
ratio and rejection ratio in the final approach which is called CL-OVER-MISSREJ. These feed­
backs are used to efficiently estimate the execution time for the arriving tasks. The efficiency 
of these techniques have been measured in terms of the percentage of incoming tasks they can 
schedule and the percentage of scheduling tasks that meet their deadlines. 
1 
CHAPTER 1. INTRODUCTION 
The consistent decrease in the cost of hardware has led to the employment of computers 
in many application areas. As a consequence, the complexity of modern computer systems 
has increased proportionally and more effort is needed to maintain the performability of these 
computer systems. Those computer systems in which the complexity exists in the dimension 
of time are called real-time systems. Real-time systems are defined as systems in which the 
correctness of the system depends not only on the logical result of computation, but also on 
the time at which the results are produced [84]. Examples of current real-time systems range 
from very simple micro-controllers in embedded systems to highly sophisticated and complex 
systems such as air traffic control and avionics. 
Real-time systems are different from general purpose computing systems in several ways. 
Their processes have time related attributes such as ready times, deadlines, computation times 
and periods. A real-time system must provide predictable response times. Therefore, this 
requirement makes the worst case behavior of real-time systems more important than the 
average response time or user convenience, which are important issues for general purpose 
computing systems. The inter-process communication and synchronization of real-time systems 
must be bounded and predictable. For example, if a process has to wait before entering a critical 
section, its waiting time must be bounded. Even the maximum time taken to complete I/O 
has to be predetermined. Other components of general purpose computing systems are not 
as important in real-time systems. For example, memory management in real-time systems is 
often static having all the processes residing in main memory all the time. As a result, memory 
management is not very important since processes do not have to be swapped into a secondary 
storage. The file system is also not considered to be a high priority, since disk access times 
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are too high for most real-time systems. All the main components of real-time systems use 
resources that have to be managed within time constraints, and thus new scheduling policies 
are needed for that purpose. 
The operating systems community have extensively studied scheduling of processes and 
tasks without time constraints. However, the popular scheduling policies used in general 
purpose systems such as first in first out, shortest job next, or round robin with time slice 
are not appropriate for real-time systems. These scheduling policies attempt to reduce the 
average response time and do not deal with time constraints. Scheduling policies in real-time 
systems need to guarantee that tasks will meet their deadlines in all circumstances. The 
problem of meeting task deadlines is critical in real-time systems because failure to meet task 
deadlines may result in severe consequences, possibly loss of human life. Scheduling of tasks 
involves the allocation of processors (including resources) and time in such a way that certain 
performance requirements are met [70]. The scheduling algorithms have to satisfy not only 
the time constraints of tasks, but also the resource constraints and/or precedence constraints 
among tasks, if any. These real-time scheduling schemes can be used for the processors, 
communications (e.g., for reserving network bandwidth), and other resources used by real­
time processes such as sensors, actuators, etc. 
Real-time scheduling algorithms fall into two categories: static and dynamic scheduling. 
In static scheduling [48], the assignment of tasks to processors and the time at which the 
tasks start execution are determined a priori. Static algorithms are often used to schedule 
periodic tasks and are not applicable to aperiodic tasks whose arrival times and deadlines 
are not known a priori. Scheduling such tasks requires a dynamic scheduling algorithm. In 
dynamic scheduling, the scheduling algorithm does not require the complete knowledge of 
the task set and its constraints. Among the dynamic scheduling algorithms, some of them 
operate under resource-sufficient environments and others operate under resource-insufficient 
environments. The former are systems in which the resources are sufficient to a priori guarantee 
that all the tasks are schedulable [48]. While the system designers try to design the system with 
sufficient resources, because of unpredictable environments and cost, it is sometimes impossible 
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to guarantee that system resources are sufficient. Dynamic planning based schedulers, such 
as the Spring scheduling [82], can dynamically guarantee incoming tasks via on-line admission 
control and planning. 
Due to the importance of meeting task deadlines in real-time systems most of the existing 
real-time scheduling algorithms base their scheduling decisions on the worst-case estimates 
of task parameters. When accurate workload models are not available, such an approach 
can result in a highly underutilized system based on an extremely pessimistic estimation of 
the workload. Unfortunately, many real world complex applications, such as robotics and 
agile manufacturing, are dynamic and operate in a non-deterministic environment wherein 
the workload cannot be accurately modeled. In this case, it is preferable to base scheduling 
decisions on average execution time and to be ready to deal with bounded transient overloads 
dynamically. This approach is especially preferable in firm/soft real-time systems as it provides 
a firm performance guarantee in terms of deadline misses while achieving high utilization 
and throughput (guarantee ratio) at the same time. In an unpredictable environment, it 
is impossible for a system to achieve 100% utilization and a 0% deadline miss ratio all the 
time and a trade-off between deadline miss ratio (reliability) and utilization (schedulability) is 
unavoidable. 
Moreover, real-time tasks may miss their deadline due to the effects of the operating en­
vironment on the system. Since the environment may generate various kinds of faults, it is 
essential to incorporate fault tolerance when a real-time system is.designed. A system is fault-
tolerant if it continues to perform its specified tasks in the presence of hardware failures or 
software errors [30]. A fault-tolerant system has to ensure that faults in the system (which are 
defects in hardware or software) do not lead to failure (which is the non-performance of some 
action that is due or expected). Fault tolerance is achieved through the use of redundancy, 
which is the addition of information, resources, or time beyond what is needed for normal 
system operation [30, 88]. The reliable execution of a task is usually achieved by scheduling 
multiple versions of the task (time redundancy) [32, 35, 37, 54, 63, 66, 88]. Thus, a trade-off 
between the schedulability (the number and the value of the accepted tasks) and the reliability 
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(the number and the frequency of faults tolerated) in the system is unavoidable. Most of the 
existing fault-tolerant scheduling algorithms for real-time systems tend to favor schedulability 
over reliability or vise versa. This may not be desirable when tasks have wide-varying utility 
values. This motivates the need for new techniques that offer trade-offs between schedulability 
and reliability depending on the frequency of faults and the criticality of the tasks. So the 
main focus of this thesis is to introduce these techniques for real-time systems. 
Specifically, in this thesis, we first propose two techniques to improve the schedulability 
and/or the reliability of hard real-time systems. These techniques offer trade-offs between the 
percentage of tasks being scheduled and the frequency of faults being tolerated in hard real­
time systems. Secondly, we propose an adaptive primary-backup scheduling scheme that makes 
use of an estimate of primary fault probability and a task soft laxity to control the degree of 
overlap between its (task) versions in soft real-time systems. This adaptive technique offers 
trade-offs between the percentage of tasks being scheduled and the total utility of their output 
to the soft real-time system. Finally, we use the feedback control theory to design a closed-loop 
scheduling algorithm for firm real-time systems. This closed-loop scheduling algorithm offers 
a trade-off between the percentage of tasks being rejected and the percentage of tasks that 
missed their deadline. 
The rest of this thesis is organized as follows. In Chapter 2, real-time systems, scheduling 
in real-time, and fault-tolerance in real-time are discussed and their classification is stated. In 
Chapter 3, the goals, motivation, scope, and system models of this thesis are stated. In Chapter 
4, efficient overloading techniques for primary-backup scheduling in hard real-time systems are 
proposed and analyzed. In Chapter 5. an adaptive scheme for fault-tolerant scheduling of tasks 
in soft real-time system is proposed and analyzed. In Chapter 6, new algorithms for open-
loop and closed-loop scheduling of firm real-time tasks based on execution time estimation are 
proposed and analyzed. Finally in Chapter 7, the concluding remarks are made. 
5 
CHAPTER 2. BACKGROUND 
This chapter discusses previous research done in areas relevant to this thesis. In Section 
2.1, real-time system is defined and its classifications are stated. In Section 2.2, scheduling in 
real-time is defined, its classifications are stated, and the previous research done in real-time 
scheduling is discussed. In Section 2.3, fault-tolerance in real-time is defined, the classifications 
of real-time fault-tolerant scheduling algorithm are stated, and the previous research done in 
real-time fault-tolerant scheduling is discussed. 
2.1 Real-Time Systems 
Real-time systems are computing systems that must react within precise time constraints 
to events in the environment. A real-time system usually has a mission to achieve. A typical 
real-time system consists of a controlling system, a controlled system, and the environment 
as shown in Figure 2.1. The controlling system is a computer(s) which acquires information 
about the environment through input devices (sensors), performs certain computations on the 
Actuator* 
CtmtrolleU 
System 
Figure 2.1 A typical real-time system 
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data, and activates the actuators through some controls. Since a mismatch between the state 
of the environment that is perceived by the controlling system and the actual state of the 
environment can lead to disastrous results, the controlling system must periodically monitor 
the environment as well as timely process the sensed information. Thus, time is the most 
precious resource to manage in real-time systems. 
An example for a typical real-time system, is a mission to reach an intended destination 
safely by a car. Let us assume a computer is driving the car. Therefore, the controlling 
system is the computer, the controlled system is the car. the operating environment is the 
road conditions and other cars on the road, the sensors are the cameras, infrared receiver, 
and laser telemeter, and the actuators are wheels, engines, and brakes of the car. The various 
controls through which the actuators can be controlled are the accelerator, steering wheel, and 
break-pedal. 
2.1.1 Real-Time Tasks 
The computations that occur in a real-time system that have timing constraints are called 
real-time tasks. The computer should execute the real-time tasks so that each task will meet 
its timeliness requirement. In other words, a real-time task should finish its execution before 
a certain time, called the deadline. A real-time application is usually combined from a set of 
cooperating tasks, which are activated at regular intervals and/or on particular events. A task 
typically senses the state of the system, performs certain computations, and if necessary sends 
commands to change the state of the system. Tasks in real-time systems are divided into two 
types, periodic tasks and aperiodic tasks [79]. 
2.1.1.1 Periodic tasks 
Periodic tasks are time-driven and reoccur at regular intervals called period. Characteristics 
of a periodic task such as its period and worst-case computation time are known a priori. Most 
of the sensory processing tasks are periodic. Some periodic tasks exist from the point of system 
initialization while others may come into existence dynamically. The temperature monitor of 
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a nuclear reactor is an example of a permanent periodic task. An example of a dynamically 
created periodic task is the computation in a radar, which monitors a particular flight. This 
task is activated when the aircraft enters an air traffic control region and is terminated when 
the aircraft leaves the region. 
2.1.1.2 Aperiodic tasks 
Aperiodic tasks are event-driven and activated only when certain events occur. Charac­
teristics of aperiodic task such as its ready time, worst-case computation time, and deadline 
are known only when it arrives. Aperiodic tasks with known minimum inter-arrival time are 
known as sporadic tasks. Most of the dynamic processing tasks are aperiodic. For example, in 
an aircraft control system the controllers often activate tasks, which are aperiodic, depending 
on what appears on their monitor. Similarly in an industrial control system, the robot that 
monitors and controls various processes may have to perform path planning dynamically which 
results in activation of aperiodic tasks. Another example of a system having aperiodic tasks 
is the system that monitors the condition of several patients in an intensive care unit of a 
hospital, in which an action has to be taken as soon as the condition of the patient changes. 
In addition to timing constraints, tasks in a real-time application can also have other re­
quirements that are common to tasks in traditional non-real-time applications [79]. A task 
may require accessing certain resources other than the processor such as I/O devices, commu­
nication buffers, data structures, and files. Accesses to a resource can either be in a shared 
mode or in an exclusive mode. In the shared mode, more than one task are allowed to access 
a resource, whereas in the exclusive mode, at most one task can access the resource at any 
point of time. A resource constraint exists between two tasks if both of them require the 
same resource and one of the accesses is exclusive. A task can have precedence constraints 
with other tasks, in which it requires the results of the other tasks before its execution can be 
started or the other tasks require the result of this task before their execution can be started. 
Another important requirement of tasks is the fault-tolerant requirement which is necessary for 
the continuous operation of the system even in the presence of faults. 
8 
2.1.2 Real-Time Systems Classifications 
There are various real-time system classifications that depend on the following system 
dimensions: (i) deadlines strictness; (ii) tasks characteristics; and (iii) system size. 
2.1.2.1 Deadlines strictness 
Real-time systems are broadly classified into three categories based on the nature of deadline 
as shown in Figure 2.2, namely (i) hard real-time systems in which the consequences of not 
executing a task before its deadline may be catastrophic, (ii) firm real-time systems in which 
the results produced by the corresponding task ceases to be useful as soon as the deadline 
expires but the consequences of not meeting the deadline are not very severe, and (iii) soft 
real-time systems in which the utility of the results produced by a task decreases over time 
after the deadline expires [79]. 
Value Value 
Non real-time 
Time 
Hard real-time 
Deadline Time 
Value 
Firm real-time 
Value 
Soft real-time 
Deadline Time Deadline Time 
Figure 2.2 Classification of real-time systems based on deadlines strictness 
Avionics control and nuclear plant control are examples of hard real-time systems. Online 
transaction processing applications such as airline reservation and banking are examples of 
firm real-time systems, and the telephone switching system and image processing applications 
are examples of soft real-time systems. 
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2.1.2.2 Tasks' characteristics 
Real-time systems can be classified as 3tatic or dynamic based on the arrival times of the 
tasks. If the arrival times of all the tasks are known before the system starts its operation, 
then the system is static. However, if tasks arrive into the system during its operation and 
arrival times are not known in advance, then the system is said to be dynamic. Most often 
static systems consist of periodic tasks performing control operations while dynamic systems 
need to schedule periodic or aperiodic tasks which are generated by external events. 
2.1.2.3 System size 
Real-time systems can be classified as uniprocessor or multiprocessor based on the size of the 
system. The uniprocessor system, as shown in Figure 2.3a, uses only one processor that runs 
a scheduling algorithm and tasks. The multiprocessor model uses n identical processors that 
communicate through shared memory (parallel system) as shown in Figure 2.3b or message 
passing (distributed system) as shown in Figure 2.3c. The parallel multiprocessor systems 
usually has a separate task scheduling processor. This processor is informed of all task arrivals. 
It determines whether or not a new task can be scheduled, and maintains a global schedule. In 
a distributed system, nodes are connected through an interconnection network and each node 
can either be a uniprocessor or a multiprocessor. 
o MO I 
Interconnection Network 
M 
V © ' 
Interconnection Network 
(a) Uniprocessor (b) Shared Memory Multiprocessor (c) Distributed Memory Multiprocessor 
Figure 2.3 Classification of real-time systems based on system size 
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2.2 Scheduling Algorithms in Real-Time Systems 
Scheduling and resource allocations in real-time systems are difficult problems due to the 
timing constraints of the tasks involved. The order in which the tasks are scheduled or dis­
patched has a large effect on the chances of the tasks meeting their timing constraints. Many 
of the real-time scheduling problems are known to be NP complete [21]. A great deal of re­
search has been conducted for scheduling tasks in a variety of real-time system models. In [70] 
and [10], good reviews of scheduling in real-time systems can be found, while a summary of 
scheduling results for real-time systems can be found in [81]. 
2.2.1 Classifications of Real-Time Scheduling Algorithms 
Among the great variety of algorithms proposed for scheduling real-time tasks, the following 
main classes can be identified [13], as shown in Figure 2.4. 
e Preemptive. With preemptive algorithms, the running task can be interrupted any 
time to assign the processor to another active task, according to a predefined scheduling 
policy. 
• Non-preemptive. With non-preemptive algorithms, the processor executes a task until 
completion, once its started. In this case, all scheduling decisions are taken as a task 
terminates its execution. 
• Static. Static algorithms are those in which scheduling decisions are based on fixed 
parameters, assigned to tasks before their activation. 
• Dynamic. Dynamic algorithms are those in which scheduling decisions are based on 
dynamic parameters that may change during system evolution. 
• Off-line. We say that a scheduling algorithm is used off-line if it is executed on the 
entire task set before actual task activation begins. The schedule generated in this way 
is stored in a table and later executed by a dispatcher. 
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Classification of Real-Time 
Scheduling Algorithm 
Preemptive Non-preempuve 
Sialic Dynamic Static Dynamic 
Off-line 
(Table-driven) 
On-line 
(Priority-driven) 
Off-line 
(Table-driven) 
On-line 
(Planning-basedl 
Stabc priority Dynamic priority Optimal Heuristic 
Open-loop Closed-loop Open-loop Closed-loop 
Figure 2.4 Classifications of real-time scheduling algorithms 
On-line. We say that a scheduling algorithm is used on-line if scheduling decisions 
are taken at runtime every time a new task enters the system or when a running task 
terminates. 
Optimal. An algorithm is said to be optimal if it minimizes some given cost function 
defined over the task set. When no cost function is defined and the only concern is to 
achieve a feasible schedule, then the algorithm is said to be optimal if when it fails to 
meet a deadline, there are no other algorithms of the same class that can meet it. 
Heuristic. An algorithm is said to be heuristic if it tends toward but does not guarantee 
to find the optimal schedule. 
Open-loop. An algorithm is said to be open-loop if its scheduling decisions are simply 
based on the worst-case estimates of task's parameters. 
Closed-loop. An algorithm is said to be closed-loop if its scheduling decisions are 
based on nominal values of the task parameter and if it uses a feedback mechanism to 
dynamically adjust the task and/or scheduler parameters in case of bounded transient 
overloads. 
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2.2.2 Preemptive vs Non-preemptive Scheduling 
Real-time scheduling algorithms can be classified into two major distinct models: preemp­
tive, and non-preemptive. Preemptive algorithms assume that any task can be interrupted 
during its execution, while non-preemptive algorithms do not allow a running task to be inter­
rupted. Both classes of algorithms have certain advantages and disadvantages. Mathematical 
tools are available for the analysis of preemptive algorithms [33] and these algorithms can be 
implemented on most modern computer systems [34]. In such algorithms, a higher priority 
task is never delayed by a lower priority task. However, preemption adds to the overhead of 
the system, and also adds an aspect of unpredictability that might make the system harder to 
validate. An example for real-time systems that have implemented preemptive scheduling are 
RT-Mach [87] and LynxOS [53]. Non-preemptive algorithms are usually based on heuristics, 
but are easy to implement [34] and can be used as a technique for concurrency control [10]. 
Non-preemptive algorithms can also be used more easily when tasks have resource requirements 
besides the processor. An example for real-time systems that use non-preemptive scheduling 
are Spring [82], Maruti [74] and MAFT [31]. 
2.2.3 Static vs Dynamic Scheduling 
In static algorithms [68], the assignment of tasks to processors and the time at which the 
tasks start execution are determined a priori. Static algorithms are often used to schedule 
periodic tasks with hard deadlines. The main advantage is that, if a solution is found then, 
one can be sure that all deadlines will be met. However, this approach is not applicable to 
aperiodic tasks whose arrival times and deadlines are not known a priori. Scheduling such tasks 
in a real-time system requires a dynamic scheduling algorithm [56, 71]. Two static scheduling 
approaches was proposed in the literature: 
• Static table-driven approaches: These perform static schedulability analysis and the 
resulting schedule, usually stored in the form of a table, is used at run time to decide when 
a task must begin execution. The main motivation for static table-driven scheduling is 
the fact that the resources needed to meet the deadlines of safety-critical tasks must be 
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pre-allocated so that each individual task can meet its deadline even under the worst case 
conditions. This is mainly applied to periodic tasks. For a set of periodic tasks, there 
exists a feasible schedule if and only if all the task instances are feasible in the schedule 
for a time duration equal to the Least Common Multiple (LCM) of the task periods (also 
known as the planning cycle) [43]. 
* Static priority-driven preemptive approaches: These perform static schedulability 
analysis but no explicit schedule is constructed. At run time, tasks are executed in 
highest-priority-first order. In this approach, each task is assigned a priority. The priority 
assignment is related to the time constraints associated with the task and this can be 
either static or dynamic. Period, deadline, and laxity of the tasks are commonly used to 
assign priorities to them. In [48], two ways of assigning priorities have been proposed: (i) 
static priorities based on the task period, where the task with the shortest period has the 
highest priority and (ii) dynamic priorities based on the task deadline, where the task 
with shortest deadline has the highest priority. Static priorities, once assigned will not 
change, whereas the dynamic priorities may change with new tasks arrival. Thus, the 
dynamic priorities may have to be recomputed with every new task arrivals. This makes 
dynamic priority assignment more expensive compared to static priority assignment in 
terms of run time overheads. The Rate Monotonie Scheduling (RMS) [41, 42, 48] is an 
example of static priority scheme. Moreover, Earliest Deadline First (EDF) [48] and 
Least Laxity First (LLF) are examples of dynamic priority schemes. 
In dynamic scheduling, when a new set of tasks arrives at the system, the scheduler dynamically 
determines the feasibility of scheduling these new tasks without jeopardizing the guarantees 
that have been provided for the previously scheduled tasks. The objective of a dynamic real­
time scheduling algorithm is to improve the guarantee ratio which is defined as the percentage 
of tasks, that arrived into the system, whose deadlines are met. Two dynamic scheduling 
approaches were proposed in the literature: 
• Dynamic planning based approaches: Unlike the static approaches, schedulability 
of a task is checked at run time, i.e., dynamically arriving task is accepted for execution 
14 
if it is found to be schedulable. Such a task is guaranteed to meet its performance 
requirements. Dynamic planning combines the flexibility of dynamic scheduling with the 
predictability offered by schedulability checking [70]. When a task arrives, an attempt is 
made to guarantee the task by constructing a plan for its execution without violating the 
guarantees of the previously scheduled tasks. The schedulability check for a task takes 
into account the worst-case computation time, timing and/or precedence constraints, 
and resource and/or fault-tolerant requirements of the task. Once a task passes the 
schedulability check, it is admitted into the system, and if the assumptions about its 
characteristics hold, it will meet its deadline. Thus, predictability is checked for each 
task on arrival. If the schedulability check for a task fails, then the task is not feasible 
and a timing fault is forecasted. If this is known sufficiently ahead of the deadline, there 
may be time to take alternative actions. 
* Dynamic best effort approaches: In dynamic best effort scheduling, schedulability 
check is not performed while admitting a new task into the system. In some sense, every 
task arrived in the system is admitted and the scheduler tries its best to guarantee the 
execution of the task. Therefore, best effort scheduler cannot ensure predictability of the 
tasks' executions. In this approach, tasks are assigned priorities based on RMS, EDF, 
or LLF policies. Task execution occurs in priority order, and currently executing low 
priority task is preempted by a high priority task. A task is being executed, possibly 
with preemption, until it completes or its deadline has reached, whichever happens first. 
Another major disadvantage of the dynamic best effort approach is its poor performance 
under overload conditions [11]. 
2.2.4 Optimal vs Heuristic Scheduling 
The general problem of optimal scheduling (finding a schedule whenever one exists) of non-
preemptive tasks on a uniprocessor or a multiprocessor system is NP-complete [21]. Therefore, 
different heuristics have been used to schedule non-preemptive real-time tasks with the aim of 
maximizing performance measures such as schedulability and processor utilization. 
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Research has been conducted in developing heuristics and conditions for scheduling real­
time tasks both on uniprocessor and multiprocessor systems. For a uniprocessor, non-preemptive 
versions of EDF and LLF scheduling policies have been studied in [92]. A heuristic approach 
for solving the problem of dynamically scheduling tasks in a real-time system where tasks have 
deadlines and resource requirements is described in [94]. The heuristic function used to select 
the next task to be scheduled uses three factors that consider information about real-time 
constraints of tasks and their utilization of resources. For multiprocessor systems, various 
heuristics for scheduling non-preemptive tasks have been developed in [71]. The tasks are 
scheduled one at a time, with a heuristic function directing the search for a feasible schedule 
helping to choose the next task to be added to the schedule. The heuristics include functions 
for minimum deadline first, minimum computation time first, minimum ready time first, and 
other combinations of these attributes. 
2.2.5 Open-Loop vs Closed-Loop Scheduling 
Despite the significant body of results in these paradigms of real-time scheduling, many 
real world problems are not easily supported. While algorithms such as EDF, RMS and 
Spring scheduling can support sophisticated task set characteristics, they are all "open-loop" 
scheduling algorithms. Open-loop refers to the fact that the scheduling decisions are simply 
based on the worst-case estimates of task parameters. They neither continuously observe 
the operation of the system in terms of tasks' execution nor adjust the system parameters 
accordingly. In recent years, the "closed-loop" scheduling [83, 51, 7] has gained importance 
due to its applicability to many real-world problems wherein the feedback information can 
be exploited efficiently to adjust the task and/or scheduler parameters, thereby improving 
system's performance. 
Even though, open-loop scheduling algorithms perform well in static or dynamic systems 
in which the workloads (i.e., task sets) can be accurately modeled, they perform poorly in 
unpredictable dynamic systems, i.e., systems whose workloads cannot be accurately modeled. 
Systems with open-loop schedulers are usually designed based on worst-case workload parame­
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ters. When accurate workload models are not available, such an approach can result in a highly 
underutilized system based on an extremely pessimistic estimation of workload. Unfortunately, 
many real world complex applications, such as robotics and agile manufacturing, are dynamic 
and operate in a non-deterministic environment wherein the workload cannot be accurately 
modeled. In many cases, it is preferable to base scheduling decisions on average execution 
time and to be ready to deal with bounded transient overloads dynamically. This approach is 
especially preferable in firm/soft real-time systems as it provides a firm performance guarantee 
in terms of deadline misses while achieving high utilization and throughput (guarantee ratio) 
at the same time. 
2.3 Fault-Tolerance in Real-Time Systems 
As mentioned earlier, tasks in real-time systems are, by definition, critical in nature. In 
applications such as space shuttles and nuclear power plant controllers, it is vitally important 
that all tasks meet their deadlines under all circumstances. These circumstances include faults 
generated by various factors including electromagnetic radiation in space, power fluctuations, 
etc. Fault-tolerance is informally defined as the ability of a system to deliver the expected 
service even in the presence of faults. A common misconception about real-time computing is 
that fault-tolerance is orthogonal to real-time requirements [79]. It is often assumed that the 
dependability requirements of a system can be addressed independent of its timing constraints. 
This assumption, however, does not consider the distinguishing characteristic of real-time 
systems which is the timeliness of correct results. In other words, a real-time system may fail 
to function correctly either because of faults in its hardware and/or software (physical faults) 
or because of not responding in time (timing faults) due to overload conditions. Hence, to 
avoid the catastrophic consequences of missing deadlines, it is essential that real-time tasks 
meet their deadlines even in the presence of faults and/or overload conditions. 
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2.3.1 Tolerating Physical Faults in Real-Time Systems 
Researchers of the real-time and fault tolerance communities have recognized the need for 
fault tolerance in real-time systems. In [79], the authors stated that "a real-time system can be 
viewed as one that must deliver the expected service in a timely manner even in the presence 
of faults". In [39], the authors articulated the need for fault tolerance in real-time systems 
by saying that real-time systems "must be sufficiently fault-tolerant to withstand losing large 
portions of the hardware or the software and still perform critical functions". The interest in 
this area of research is also demonstrated by the collections of papers on responsive systems 
[20] and ultra-dependable systems [86], which are systems incorporating both real-time and 
fault-tolerance aspects. Examples for real-time systems that can tolerate faults are the MAFT 
system [31], the MARS system [35], the Maruti operating system [74], and the HARTS [77] 
2.3.1.1 Fault and redundancy 
A fault is a defect or a flaw that occurs within some hardware or software component. 
Hardware faults can be of three kinds: permanent, transient or intermittent. Permanent faults 
are caused by total failure of a computing unit. Transient faults are temporary malfunctions 
of the computing unit or any other associated components, which cause an incorrect result to 
be computed. Intermittent faults are repeated occurrences of transient faults. Software faults 
are caused by errors in algorithm logic, or by an incorrect input. 
Faults are tolerated by using redundancy [80], which are of three kinds: hardware redun­
dancy, software redundancy and time redundancy. Hardware redundancy is the addition of 
extra hardware to the system, such as spare processors that are used if one of the running 
processors fail. Software redundancy is the use of extra software modules to verify the results, 
or to use multiple versions of a program. Time redundancy is the use of additional time to 
perform the functions of a system. This time might be used to re-execute a faulty task or to 
execute a different version of the task (thus combining software and time redundancy). Per­
manent faults are tolerated by using hardware redundancy, while transient and intermittent 
faults can be handled using hardware or time redundancy. Software faults are tolerated using 
18 
software redundancy. 
Even though various kinds of faults can be tolerated by adding redundancy to the system, 
simply adding redundancy is not sufficient. The additional resources have to be managed such 
that all timing constraints are met, and faults are guaranteed to be tolerated. To manage 
the available resources (processors) in order to achieve timing and fault tolerance guarantees, 
specialized scheduling algorithms are required. 
2.3.2 Real-Time Fault-Tolerant Scheduling Algorithms 
The goal of a fault-tolerant scheduling algorithm is to guarantee the recovery of real-time 
tasks that do not generate correct outputs due to faults in the system. This is done, while 
scheduling a task, by ensuring the availability of sufficient time to allow for the re-execution 
of the faulty task within its deadline without violating the timing constraints of any other 
task. Such time can be reserved on the same processor if only transient faults are to be 
tolerated, and has to be scheduled on a different processor if permanent faults are also to be 
tolerated. To tolerate software faults, instead of re-executing the same task within the reserved 
time, the system runs a different version of the task. Two major techniques have evolved for 
fault-tolerant scheduling of real-time tasks: N-Version Programming (NVP) [18], and Recovery 
Blocks (RB) [72]. 
2.3.2.1 N-version programming 
In an N-Version Programming (NVP) approach [25, 57, 88, 91. 95], multiple identical 
processors execute concurrently different versions of the same task, and the results produced 
by these processors are voted on. The voter compares the outputs to determine the correct 
output using, for example, the majority vote. This technique is a combination of software 
redundancy and time redundancy since extra time is needed in addition to extra software 
to schedule the different versions. Due to the time redundancy incorporated in N version 
programming, this technique can also be used to tolerate transient faults. The voter in the 
NVP approach is assumed to be reliable, possibly by employing redundancy. This approach is 
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based on the principle of design diversity, which means that multiple versions of the same task 
are created by employing different algorithms, languages, and/or programming teams. 
2.3.2.2 Recovery blocks 
Recovery Blocks (RB) uses multiple alternates to perform the same function. One version of 
a task is primary, and the others are secondary. When the primary task completes execution, 
its outcome is checked by an acceptance test. If the output is not acceptable, a secondary 
task executes after undoing the effects of the primary. The secondary versions are executed 
until either an acceptable output is obtained or the alternates are exhausted, or the deadline 
of the task is missed. The acceptance tests are usually sanity checks. In other words, they 
make sure that the output is within a certain acceptable range or that the output does not 
change more than the allowed maximum rate. Selecting the range for the acceptance test is 
crucial. If the allowed ranges are too small, the acceptance tests will label the correct outputs 
as bad. If they are too large, the probability that incorrect outputs will be accepted as correct 
will be more [38]. In the RB scheme, the versions of tasks are executed serially as opposed 
to the concurrent execution in the NVP. In the RB scheme, when the number of secondary 
(backup) copies of every task is one, it is called Primary-Backup (PB) approach. Several 
implementations of this approach for preemptive and non-preemptive scheduling algorithms 
can be found in [4, 24, 37, 46, 47, 56, 59, 63, 89, 96]. 
2.3.3 Tolerating Timing Faults in Real-Time Systems 
Timing faults in real-time systems are the faults caused by tasks missing their deadlines. 
Timing faults usually occur due to transient overload in the system. Overloading in real-time 
system occurs due to uncertainties in task parameters, component failures, or unpredictable 
dynamic arrival of tasks. In this section we will discuss different ways in which task scheduling 
can be made flexible and adaptive to changes and uncertainties in task parameters. A key issue 
for this is the ability to dynamically adjust task parameters. Reasons for the adjustments could 
for example be to improve the performance in overload situations or to dynamically optimize 
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control performance. Examples of task parameters that could be modified are periods and 
deadlines. One could also allow the execution time for a task to be varied. In order for this 
to be realistic, the controllers must be capable of supporting dynamically changing execution 
times. Changes in the task period and in the execution time both have the effect of changing 
the utilization that the task requires. Four meager techniques have evolved for avoiding timing 
faults during transient overloads in real-time systems; period skipping [67]; period adjustments 
[12, 40, 61, 75], imprecise computations [49]; and feedback scheduling [51, 83]. 
2.3.3.1 Period skipping 
A simple task attribute adjustment is to skip an instantiation of a periodic task. This is 
equivalent to require that the task period should be doubled for this particular instantiation, 
or that the maximum allowed execution time should be zero. Scheduling in systems that allow 
skips is treated in [36] and [67]. The latter paper considers scheduling which guarantees that 
at least m out of k instantiations will execute. (m,k)-firm deadline model provides scheduling 
flexibility by trading off the quality of the result in order to meet task (message) deadlines [28]. 
A slightly different motivation for skipping samples is presented in [15, 16]. Here the main 
objective is to use the obtained execution time to enhance the responsiveness of aperiodic 
tasks. 
2.3.3.2 Period adjustments 
Adjustment of task periods has been suggested by many authors. For example, in [40] 
the authors proposed a load-scaling technique to gracefully degrade the workload of a system 
by adjusting the task periods. Tasks are assumed to be equally important and the objective 
is to minimize the number of fundamental frequencies to improve schedulability under static 
priority assignments. In [61], a system is presented that increases the period of a task whenever 
the deadline of the task is missed. In [44], a number of policies to dynamically adjust task 
rates in overload conditions are presented. In [62], it is shown how a multimedia activity can 
adapt its requirements during transient overloads by scaling down its rate or its computational 
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demands. 
One of the recently proposed models for period adjustment is the elastic task model for 
periodic tasks [12]. In which, each task is characterized by five parameters: computation time 
Ci, a nominal period Tj0, a minimum period T;min, a maximum period Timax, and an elasticity 
coefficient ej > 0. A task may change its period within its bounds. When this happens the 
periods of the other tasks are adjusted so that the overall system is kept schedulable. An 
analogy with a linear spring is used, where the utilization of a task is viewed as the length 
of a spring that has a given rigidity coefficient (l/e») and length constraints. The elasticity 
coefficient is used to denote how easy or difficult it is to adjust the period of a given task 
(compress the string). Another recent work that allows task-period changes in multiprocessor 
systems has been done in [78] by making on-line use of the proposed off-line method in [75]. A 
performance index for the control tasks is used to determine the value to the system of running 
a given task at a given period. The index is weighted for the task's importance to the overall 
system. 
2.3.3.3 Imprecise computations 
The imprecise computation model [8, 12, 49. 52, 78] provides scheduling flexibility by 
trading off the quality of the results in order to meet the task deadlines. This model is suitable 
for the case when the tasks can be described as "any-time algorithms", i.e., algorithms that 
always generate a result (provide some QoS) but where the quality of the result (the QoS 
level) increases with the execution time of the algorithm. In this model, a task is divided 
into mandatory and optional parts. The mandatory part must be completed before the task's 
deadline for acceptable quality of results. The optional part, which can be skipped in order to 
conserve system's resources, refines the result. 
A task is said to have produced precise results if it has executed its mandatory as well 
as optional parts before its deadline. Otherwise it is said to have produced imprecise (i.e., 
approximate) results when it executes the mandatory part alone. There are two types of 
imprecise computational tasks, namely, monotone tasks and 0/1 constraint tasks. A task is 
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monotone if the quality of its intermediate result does not decrease as it executes longer. An 
imprecise task with 0/1 constraint requires that the optional part is either fully executed or 
not at all. 
2.3.3.4 Feedback scheduling 
The idea of feedback has been used informally in scheduling algorithms for applications 
where the dynamics of the computation workload cannot be characterized accurately for a long 
time. For example, the VMS operating system [9] uses multi-level feedback queues to improve 
system throughput. Internet protocols use feedback to help solve the congestion problems. 
Recently, in [85] the authors presented a feedback-based scheduling scheme that adjusts CPU 
allocation based on application-dependent progress monitors (e.g., the fill-level of buffers). In 
the area of real-time databases, in [29] the authors proposed Adaptive Earliest Deadline (AED), 
a priority assignment policy based on EDF. In order to stabilize the performance of EDF 
under overload conditions, AED features feedback control loop that monitors transactions' 
deadline miss ratio and adjusts transaction priority assignments accordingly. Recently, under 
the title of quality of service in multimedia scheduling, the idea of feedback has been used for 
traffic flow control (e.g. ABR service in ATM networks). Several papers [1. 3, 45] presented 
feedback control architectures and algorithms for QoS control in communication systems. In 
[1], the authors used a Pi-controller and web-content adaptation mechanism for web server 
QoS resource allocation (in terms of hit rate and bandwidth). 
Thus far very little work has been done in the area of real-time feedback scheduling. Both 
in [75] and [73], the authors proposed to integrate the design of the system controller with the 
scheduling of real-time control systems. Both papers aim at providing design tools that enable 
control engineers to take into consideration scheduling in the early stage of the control systems 
design. In [17, 49], the elastic task model is used to design an elastic control approach. This 
approach integrates the continuous design with digitization (CDD) [17] and the direct digital 
design (DDD) [49] with adjustable frequencies. A notable work in real-time feedback scheduling 
is [51, 83] where the authors propose the use of a PID controller to design an on-line scheduler, 
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called Feedback Control-EDF (FC-EDF). Here, the measured signal (the controlled variable) 
is the deadline miss ratio for tasks and the control signal is the requested CPU utilization. 
Changes in the requested CPU utilization are effectuated by two mechanisms (actuators). In 
the first mechanism, an admission controller is used to control the flow of workload into the 
system. In the second mechanism a service level controller is used to adjust the workload into 
the system. A simple liquid tank model is used as an approximation for the scheduling system. 
Recently, in [11] the authors proposed an approach in which task periods can be dynamically 
adjusted based on the current load. Where the load is estimated by monitoring the actual 
computation time of each task. If the estimated load is found to be greater than a certain 
threshold (e.g. 1 under EDF), then the elastic theory is used to enlarge the task periods to 
find a feasible configuration. 
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CHAPTER 3. OVERVIEW OF THE DISSERTATION RESEARCH 
This chapter presents an overview of the thesis. It includes a general description of various 
concepts, terms and definitions applicable through the rest of this thesis. 
In Section 3.1, the motivations for this thesis are stated. In Section 3.2. the scope of this 
research and its justification are discussed. In Section 3.3, the goals and the approaches of this 
research are stated. Finally, in section 3.4 the system models are presented. 
3.1 Motivations of the Dissertation Research 
In the previous chapter, the terminology and classifications related to the areas of scheduling 
in real-time systems and fault tolerance were defined. From this discussion, it is clear that time 
redundancy is a major and an important technique for tolerating faults in real-time systems. 
Since time is the most crucial resource in real-time systems, the tendency would be to design 
and develop new techniques to customize the amount of time redundancy depending on the 
frequency of occurrence of faults and the critical!ty of the tasks. Therefore, the main focus 
of this thesis is to introduce new techniques that offer trade-offs between schedulability and 
reliability in real-time systems. This thesis consists of three major parts. In the first part 
(Chapter 4), we propose techniques to improve the schedulability and/or the reliability of hard 
real-time systems. In the second part (Chapter 5), we propose an adaptive scheme to control 
the degree of overlap between task versions in soft real-time systems. Finally, in the third part 
(Chapter 6), we use feedback control theory to design a closed-loop scheduling algorithm for 
firm real-time systems. 
One major advantage of the techniques presented in this thesis is that they can be used 
in the existing dynamic scheduling algorithms without any major change in the scheduling 
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strategy. Also these techniques do not increase the complexity of the scheduling algorithms. 
Therefore, the cost of adding these techniques to an existing system is affordable, and can be 
readily accomplished in a wide range of real-time systems currently in use. 
3.1.1 Motivation for Grouping and Overloading in Hard Real-Time Systems 
Due to the critical nature of tasks in a hard real-time system, it is essential that every 
task admitted in the system completes its execution even in the presence of faults. One of the 
approaches that is used for fault-tolerant scheduling of real-time tasks is the Primary-Backup 
(PB) model, in which two versions of a task are scheduled on two different processors and an 
acceptance test is used to check the correctness of the execution result [24, 32. 57, 72]. The 
backup version is executed only if the output of the primary version fails the acceptance test, 
otherwise it is deallocated from the schedule. In the context of scheduling, the term "overload­
ing" refers to scheduling of more than one task (version) on the same/overlapping time interval 
on a processor. Fault-tolerant scheduling algorithms [23, 24, 57] have employed overloading 
techniques as a mean to conserve system resources, thus improving the schedulability of the 
system. For PB-based fault-tolerant scheduling, a technique called backup overloading, which 
we call it Backup-Backup (BB) overloading was proposed in [23, 24] and was improved in [57]. 
In BB-overloading, two or more backups can be overloaded. 
In [23, 24], a backup has n — 1 choices for overloading with another backup (except the 
processor onto which its primary is scheduled), where n is the number of processors in the 
system. Thus, the number of backups that could potentially be overloaded (in a time slot) 
is n — 1. Although this algorithm has a potential to offer higher schedulability due to its 
maximum flexibility in overloading, it can tolerate at most one failure at any point of time. 
This is too optimistic and becomes unrealistic for larger n as MIT F becomes smaller. 
In [57], an algorithm was proposed to statically divide the system processors into disjoint 
logical groups and allow backup overloading to take place only within the group. That is, the 
processors onto which the backups are overloaded/scheduled belong to the same logical group 
where their primaries are scheduled. Note that, the number of backups that can be overloaded 
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in a time slot is fc — 1, where k is the number of processors in a logical group. Although this 
algorithm restricts the flexibility of overloading, it allows at most g faults in the system (where 
g is the number of logical groups) one fault in each logical group, thus improving the reliability 
of the system. In other words, static grouping introduces a trade-off between the system's 
utilization (schedulability) and reliability. Here, since the group size is taken to be 3 or 4, the 
assumption of having only one fault at a time in a group is reasonable. 
To remove the assumption of one fault at a time as in [23] and the disadvantages of static 
grouping [57], we propose, in Chapter 4, a new technique called dynamic grouping which 
dynamically divides the processors into groups as tasks are scheduled and tasks finish exe­
cuting. We will show that dynamic grouping offers better schedulability and reliability than 
static grouping due to its flexible and dynamic reconfiguration of groups in the system. How­
ever, dynamic grouping involves more scheduling overhead compared to static and no-grouping 
techniques [5, 93]. We also propose another technique called Primary-Backup overloading (PB-
overloading) in which the primary of a task can be scheduled onto the same or overlapping time 
interval with the backup of another task on a processor. We will show that PB-overloading 
offers better schedulability than the original BB-overloading and offers reliability comparable 
to that of BB-overloading [6]. 
3.1.2 Motivation for Adaptive Overlapping in Soft Real-Time Systems 
In soft real-time systems, there exists a trade-off between schedulability and reliability. 
Most of the existing fault-tolerant scheduling algorithms for real-time systems tend to favor 
schedulability over reliability. This may not be desirable when tasks have wide-varying utility 
values. This motivates the need for performance-oriented reliability measures, such as per-
formability which inherently captures both schedulability and reliability in a single metric [91]. 
The reliable execution of a task is usually achieved by scheduling multiple versions of the task 
[32, 35, 37, 54, 63, 66, 88]. There are three types of PB-based fault-tolerant approaches that 
have been proposed in the literature: primary-backup exclusive (PB-EXCL), primary-backup 
concurrent (PB-CONCUR), and primary-backup overlap (PB-OVER). These PB types capture 
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a trade-off between the execution interval of a task and the total processor time used by the 
task for its execution. We call the latter as consumption time which is inversely proportional 
to the processor utilization. The lower the consumption time, the better the schedulability. 
The execution interval of a task is critical in soft real-time systems. The lower the execution 
interval, the higher the utility of the task output. In other words, the trade-off is between the 
percentage of tasks being scheduled and the total utility of their output to the system. This 
trade-off depends on the primary fault probability in the system and the task's laxity. 
PB-EXCL approach is the most widely used approach in which the primary and backup 
versions of a task are excluded in time as well as in space (processors). The backup version is 
executed only if the output of the primary fails the acceptance test, otherwise it (backup) is 
deallocated from the schedule [24]. On the positive side, this approach uses less resources if 
faults rarely occur, because backups are mostly deallocated. On the negative side, it requires 
the execution interval (i.e., the interval between start time of primary and finish time of 
backup) of a task to be at least twice that of the task execution time. This not only increases 
the chances of a task (backup) not being scheduled before its deadline, but also introduces 
holes in the schedule [26], thus resulting in poor schedulability. In PB-CONCUR approach, 
the primary and the backup versions of each task are executed concurrently. This approach 
obviously uses more resources than required when faults rarely occur, because of concurrent 
execution of versions. Therefore, the consumption time of a task is always twice that of its 
worst case execution time. Nevertheless, the execution interval for the task never exceeds its 
worst case execution time [26]. This increases the chances of a task (backup) being scheduled 
before its deadline. The PB-OVER [26] is a flexible approach in which the primary and the 
backup versions of a task is allowed to overlap in execution. The overlap interval is critical 
in determining the schedulability of the system and the utility of the task's output. This 
approach has the potential to exploit the advantages of the other two approaches by carefully 
estimating the overlap interval. 
It is evident from the above discussion that the PB approaches have a trade-off between 
the percentage of tasks being scheduled and the total utility of their output to the system. 
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This trade-off depends on the primary fault probability in the system and task's laxity. For 
example, the PB-EXCL offers lower consumption time than PB-CONCUR when the fault 
probability is low; PB-CONCUR offers less execution interval for the task than PB-EXCL 
when the fault probability is high. Thus, the PB-CONCUR offers better performance when 
the fault probability is high and tasks have tight laxity. On the other hand, when the fault 
probability is low or tasks have sufficient laxity the PB-EXCL offers better performance. It can 
be noted that the reduction in both consumption time and execution interval will contribute 
towards better performance. 
This trade-off can be captured by an adaptive scheduling scheme by controlling the overlap 
interval between the versions based on the primary fault probability and task's laxity. The 
adaptive scheme operates between two extremes: behaves like PB-EXCL approach when this 
interval is zero, behaves like PB-CONCUR approach when the interval is the execution time 
of the task. Towards achieving this objective, we use a fault monitoring system to observe the 
fault rate in the system. The observed fault rate is used to estimate the fault probability of 
the tasks. This probability is used as a feedback to the scheduler to be used with the arriving 
tasks' laxity in determining the overlap interval between the versions of each task. Since the 
fault probability and task's soft laxity are used to adjust one of the scheduler parameters (i.e., 
the overlap interval), the scheduler becomes an adaptive scheduler. We would like to point out 
here that the feedback based adaptiveness is different from non-feedback based adaptiveness, 
such as the one used in [25], wherein tasks specify the adaptiveness strategy as opposed to the 
system deciding it. 
In Chapter 5, we propose an adaptive PB scheduling scheme that makes use of an estimate 
of the primary fault probability and task's laxity to control the degree of overlap between its 
(task) versions. Two variations of the adaptive scheme are proposed by varying the adaptation 
mechanism. The adaptation can be done in a continuous manner which leads to an approach 
called PB-OVER continuous (PB-OVER-CONT), or it can be in a discrete manner which 
leads to an approach called PB-OVER switch (PB-OVER-SWITCH). In PB-OVER-CONT, 
the overlap interval varies from no overlap to full overlap in a continuous manner as the fault 
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probability varies from 0 to 1. In PB-OVER-SWITCH, the scheduler uses a threshold value 
of fault probability to switch from PB-CONCUR to PB-EXCL. i.e., if the probability is less 
than the threshold, the adaptive scheduler behaves like PB-EXCL, otherwise it behaves like 
PB-CONCUR. In PB-OVER-SWITCH, the threshold value is adapted with the task's laxity. 
3.1.3 Motivation for Closed-Loop Scheduling in Firm Real-Time Systems 
Most real-time scheduling algorithms are based on estimations of the worst-case execution 
time (WCET) of tasks. In practice, it is very difficult to obtain a tight bound on WCET. 
Very few timing analysis tools are available [65], and the ones that exist often require that the 
users deliberately slow down the processor in order to be deterministic (e.g., by turning off 
caches). Therefore, most of the analysis tools that are used for estimating the WCET depend 
on over-estimation strategies. Also, the computer market is dominated by general purpose 
computing where the average case performance, not the worst case performance, matters the 
most. As a result, the modern hardware architectures increasingly rely on multi-level cache, 
deep pipelines and speculative branching. Theses techniques optimize average case performance 
at the cost of worst case performance. As a result, obtaining a tight bound on WCET is 
becoming increasingly irrelevant. 
The above discussion makes it evident that the scheduling algorithm that is designed solely 
based on estimation of the WCET will result in an extremely underutilized system. In many 
cases, it is preferable to base scheduling decisions on average execution time and to be ready 
to deal with bounded transient overloads dynamically. This approach is especially preferable 
in firm/soft real-time systems as it provides a firm performance guarantee in terms of deadline 
misses while achieving high utilization and throughput (guarantee ratio) at the same time. 
The requirements of an ideal firm real-time scheduling algorithm are to (1) provide (firm) 
performance guarantees to admitted tasks, i.e., maintain low deadline miss ratio among ad­
mitted tasks; and (2) admit as many tasks as possible, i.e., achieve high guarantee ratio. In 
an unpredictable environment, it is impossible for a system to achieve 100% utilization and 
a 0% miss ratio all the time and a tradeoff between miss ratio and utilization is unavoidable. 
30 
Two approaches can be used to deal with this tradeoff. The first approach, which uses an 
admission control based on worst case estimation, represents the pessimistic approach, where 
deadline misses are avoided at the cost of low utilization and throughput. This approach has 
been widely used in hard real-time systems. The second approach, which uses the closed-loop 
scheduling based on nominal estimations, represents the optimistic approach, where a low (but 
possibly non-zero) miss ratio is maintained with high utilization. When high misses happen 
due to underestimation of the execution time, the scheduler corrects the system's state back 
to the satisfactory state, i.e., a state with low miss ratio and high utilization and throughput. 
This optimistic approach would work as follows: start with a schedule based on the nominal 
assumptions of the incoming tasks. The system continuously monitors the actual performance 
of the schedule, compares it to the system requirements, and applies correction to keep the 
system within an acceptable range of performance. 
The key issue addressed in Chapter 6 is the relaxation of the requirement on a known worst-
case workload parameters. Our main approach to this is to design a closed-loop scheduling 
algorithm, in which, the tasks are scheduled based on an estimation for their actual execution 
time (AET). A feedback of the system performance is used to generate an error term. This 
error is the input to a control unit that adjusts the estimation value. We will model and 
analyze the closed-loop scheduling algorithm using existing control theory. The result is that 
this scheduling paradigm has a low miss ratio while maintaining a high guarantee ratio thereby 
improving the productivity of the firm/soft real-time systems. 
Most of the previous work for feedback scheduling in real-time (see Section 2.3.3.4) assumed 
the execution times are known and focused on how to reassign the periods for tasks to satisfy 
the utilization constraints. Instead, our work will focus on using feedback control loops to 
maintain satisfactory system performance when the task execution times change dynamically. 
Moreover, in both work [11, 51] the authors assume that each task has multiple versions that 
differ in their execution time, the higher the execution time the better the quality (similar 
to imprecise computation). Instead, our work assumes only one version for each task which 
is more general and realistic. Also, in [51] the feedback mechanism is used to reject tasks 
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in order to keep the total number of missed deadlines below a desired value. Instead, in our 
work the feedback mechanism is used to maximize both the guarantee ratio and the hit ratio. 
Nevertheless, in this work the admission controller uses the WCET of task versions to perform 
the schedulability test. Instead, in our work we use an estimated execution time for each task 
to perform the schedulability test. The estimated execution time of the tasks are adjusted 
using the feedback mechanism. In [11], the control mechanism has not been analyzed to prove 
its correctness and stability. Instead, in our work we analyze the control mechanism and we 
present the block diagram for the system and the analytical equations that connect the miss 
ratio and the rejection ratio with the estimated execution time of tasks. 
Therefore, in Chapter 6, we first design an open-loop dynamic scheduling algorithm that 
employs a notion of task overlap in the schedule in order to provide some flexibility in task 
execution times. This algorithm dynamically guarantees incoming firm tasks via on-line ad­
mission control and planning. Secondly, we use feedback control theory to design three closed-
loop scheduling algorithms derived from the open-loop algorithm. The loop is closed by feeding 
back: (i) the deadline miss ratio in the first approach; (ii) the task rejection ratio in the second 
approach; (Hi) both the miss ratio and rejection ratio in the final approach. 
3.2 Scopes and Justification of the Dissertation Research 
The scopes of the proposed techniques that are introduced in this thesis are the following: 
1. The proposed solutions are applicable for multiprocessor systems: Multiprocessor sys­
tems are natural candidates for real-time applications due to their potential for high 
performance and reliability. Many future real-time systems would be consisting of mul­
tiprocessors. These systems operate for long periods in non-deterministic fault-inducing 
environments under rigid timing constraints. These systems need to be robust while 
delivering high real-time performance. Thus, there is a need for developing adaptive 
fault-tolerant techniques that dynamically address real-time constraints, and provide 
both a priori acceptable system-level performance guarantees and a graceful degradation 
in the presence of failures and time constraints. 
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2. The proposed techniques are applicable for dynamic planning based scheduling algo­
rithms. In real-time systems, dynamic scheduling of tasks is interesting for the following 
reasons [55]: 
• Most of the complex real-time systems have aperiodic tasks (in addition to the pe­
riodic tasks), the scheduling of such tasks requires a dynamic scheduling algorithm. 
• Dynamic scheduling increases the real-time system's adaptability and reconfigura-
bility in response to failures of external events, and it permits the dynamic activation 
of exception handling tasks. 
• In contrast to static scheduling, dynamic scheduling can take advantage of additional 
up-dated information regarding the system state. 
3. The proposed fault-tolerant techniques come under the category of primary-backup (PB) 
based fault-tolerance model: PB is one of the most approaches that are used for fault-
tolerant scheduling of real-time tasks. In this approach, the resources reserved for backup 
copies could be re-utilized by using the following two techniques to achieve high system 
utilization while providing fault tolerance: 
• Backup overloading, which is the scheduling of more than one backup in the same 
time slot on the same processor (overlapping of multiple backups). 
• Backup de-allocation, which is the reclamation of resources reserved for backup 
tasks when the corresponding primaries complete successfully. 
4. The proposed techniques are applicable for non-preemptive systems: In multiprocessor, 
preemption adds to the overhead of the system and also adds an aspect of unpredictability 
that might make the system harder to validate. 
3.3 Goals and Approaches 
The main goal of this thesis is to introduce new techniques that offer trade-offs between 
schedulability and reliability in a dynamic multiprocessor real-time systems. The goals are as 
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follows: 
Goal 1: Provides guarantees required for fault-tolerant execution in hard real­
time systems. 
The basic approach used in this thesis for providing fault tolerance through scheduling in 
real-time systems is the primary/backup approach. The backup is executed only if the primary 
fails. Note that this scheme of adding time redundancy also allows different versions of the task 
to be executed as primary and backup, thus facilitating the provision of tolerating software 
faults. When a new task is scheduled, certain conditions are tested to ensure that faulty tasks 
can be re-executed to be completed within their deadlines. 
Given a task and fault model, it is possible to prove properties about the fault tolerance 
capabilities of the system. For example, it may be possible to prove that if certain assumptions 
or conditions hold, then one fault can be tolerated within a specific interval of time. When a 
new task is being considered for addition into the system, set of conditions is tested to check 
whether the fault tolerance guarantees can be provided. If the conditions are met, then the 
task is accepted, otherwise it is rejected. Thus, these conditions constitute the schedulability 
tests for new tasks. 
The proposed fault-tolerant techniques check that both primary and backup copies of the 
task can execute before its hard deadline. A set of conditions is tested, and if satisfied, the task 
is guaranteed to finish before its hard deadline despite of faults. The type and frequency of 
faults that can be tolerated depends on the system, fault-tolerant technique, and fault model. 
Goal 2: Proposes a technique to improve system utilization and reliability in 
hard real-time systems. 
In this work, we propose a technique called dynamic grouping to be used with backup 
overloading in a PB-based dynamic scheduling algorithm in multiprocessor hard real-time 
systems. In the dynamic grouping technique, the processors are dynamically grouped into 
logical groups as tasks are either scheduled or finish execution. In dynamic grouping, the 
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number of groups and the size of the groups will vary dynamically in contrast to static grouping 
[57] where these quantities are fixed. Moreover, in static grouping, a processor can be a member 
of only one group. Whereas in dynamic grouping, a processor can be a member of more than 
one group which allows efficient overloading. We defined a set of rules and conditions that 
control the creation, deletion, expansion, and shrinking of these logical groups. From our 
analytical and simulation studies, we quantified the performance gain/loss of this technique 
(dynamic grouping) over the existing techniques (no grouping and static grouping) for all the 
performance metrics (see Chapter 4). 
Goal 3: Proposes a technique to improve system performance in hard real-time 
systems. 
In this work, we propose a technique called Primary-Backup (PB) overloading to be used 
in a PB-based dynamic scheduling algorithm in multiprocessor hard real-time systems. In 
PB-overloading, the primary of a task can be scheduled onto the same or overlapping time 
interval with the backup of another task on a processor. We defined a set of rules and condi­
tions that control the PB-overloading technique. From our analytical and simulation studies, 
we quantified the performance gain/loss of this technique (PB-overloading) over the existing 
techniques (no overloading and BB-overloading) for all the performance metrics (see Chapter 
4). 
Goal 4: Uses a fault monitoring system to estimate the primary fault proba­
bility. 
A fault monitoring system periodically (with period p) monitors the completion of tasks 
in the system. For each period the monitoring system counts the number of faulty primaries 
(nf(t)) and the total number of primaries completed {n(t)) during that period. 
According to the frequency interpretation probability concepts, the probability of an event 
(primary fail) is the proportion of the time that events of the same kind will occur in the 
long run. Hence, we define the primary fault probability (/) as the ratio of the finished 
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faulty primaries to the total finished primaries in an interval (/(£) = This probability 
is calculated every p time units, where p is the sample period for the monitor. This fault 
probability is used to control the degree of overlap between the versions of the tasks in the soft 
real-time system. 
Goal 5: Proposes an adaptive technique to improve system performance in soft 
real-time systems. 
In this work, we propose an adaptive scheduling scheme to be used in a PB-based dynamic 
scheduling algorithm in multiprocessor soft real-time systems. The adaptive PB scheduling 
scheme makes use of an estimate of the primary fault probability and task's laxity to control 
the degree of overlap between its (task) versions. Two variations of the adaptive scheme are 
proposed by varying the adaptation mechanism. The adaptation can be done in a continuous 
manner which leads to an approach called PB-OVER continuous (PB-OVER-CONT), or it 
can be in a discrete manner which leads to an approach called PB-OVER switch (PB-OVER-
SWITCH). In PB-OVER-CONT, the overlap interval varies from no overlap to full overlap 
in a continuous manner as the fault probability varies from 0 to 1. In PB-OVER-SWITCH, 
the scheduler uses the threshold value of fault probability to switch from PB-CONCUR to 
PB-EXCL, i.e., if the probability is less than the threshold, the adaptive scheduler behaves 
like PB-EXCL, otherwise it behaves like PB-CONCUR. In PB-OVER-SWITCH, the thresh­
old value is adapted with the task's laxity. From our analytical and simulation studies, we 
quantified the performance gain/loss of the adaptive techniques (PB-OVER-CONT and PB-
OVER-SWITCH) over the existing non-adaptive techniques (PB-EXCL and PB-CONCUR) 
for all the performance metrics (see Chapter 5). 
Goal 6: Proposes an open-loop scheduling algorithm to improve system per­
formance in firm real-time systems. 
In this work, we design an open-loop dynamic scheduling algorithm that employs a notion 
of task overlap in the schedule in order to provide flexibility in task execution times. This algo­
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rithm, dynamically guarantees incoming firm tasks via on-line admission control and planning. 
This algorithm is called OL-OVER-AvCET (Open-Loop OVERlap with AvCET estimation). 
In which, WCET is used by the scheduler to perform the schedulability check for tasks. How­
ever, each task is assigned a time slot equal to its AvCET when the schedule is constructed 
and it is overlapped with its two neighbors by a time slot equal to WCET~AvCET _ From our 
simulation studies, we quantified the performance gain/loss of the OL-OVER-AvCET schedul­
ing algorithm over the existing no overlap scheduling algorithms (OL-NO-OVER-WCET and 
OL-NO-OVER-AvCET) for all the performance metrics (see Chapter 6). 
Goal 7: Proposes a close-loop scheduling algorithm to improve the performance 
in firm real-time systems. 
The key issue addressed in this work is the relaxation of the requirement on a known worst-
case workload parameters. Our main approach to this is to design a closed-loop scheduling 
algorithm, in which, the tasks are scheduled based on an estimation for their actual execution 
time (AET). A feedback of the system performance is used to generate an error term. This 
error is the input to a control unit that adjusts the estimation value. Specifically, in this work, 
we use feedback control theory to design three closed-loop scheduling algorithms derived from 
the open-loop algorithm. The loop is closed by feeding back (i) the deadline miss ratio in the 
first approach; (ii) the task rejection ratio in the second approach; (Hi) both the miss ratio 
and rejection ratio in the final approach. We modeled and analyzed the closed-loop scheduling 
algorithm using control theory. From our simulation and analytical studies we quantified the 
performance gain/loss of the closed-loop scheduling over the open-loop scheduling for all the 
performance metrics (see Chapter 6). 
Goal 8: Uses the feedback control theory to model and analyze the closed-loop 
scheduling algorithm. 
To apply feedback control techniques in closed-loop scheduling, we restructured the sched­
ulers based on the feedback control framework. We identified the set points, control variables, 
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regulated variables, and measured variables. Once these variables are identified, we obtained a 
mathematical abstraction that provides the effect of the inputs on the outputs. Moreover, we 
designed the control law that dictates how to alter the control inputs in response to information 
gathered about the system through measured variables. 
Goal 9: Defines new performance metrics that are used to evaluate the pro­
posed techniques. 
In soft real-time systems, the efficiency of a scheduling algorithm is usually measured as 
the sum of the values contributed by the admitted tasks. For a given system capacity, there 
are two options: (i) admit less number of tasks with a higher value for each task or (ii) admit 
more number of tasks with a lower value for each task. 
The adaptive fault-tolerant techniques that we proposed, for the soft real-time system, had 
a trade-off between the processor utilization and the execution interval for each task. This 
trade-off is effectively captured by the schedulability-reliability index (SR) given in Equation 
(5.3). The effect on the number of admitted tasks is inherently captured by the processor 
utilization of each task. The higher the processor utilization of a task is, the higher the 
number of admitted tasks and hence the better the performance. 
In hard real time systems, the efficiency of a scheduling algorithm is directly proportional 
to the percentage of incoming tasks it can schedule in the system. In other words the efficiency 
of the algorithm is estimated by the guarantee ratio, which is the percentage of incoming tasks 
scheduled in the system. 
The fault-tolerant techniques that we proposed, for the hard real-time system, had a trade­
off between the system's utilization and its fault-tolerant capability. The capability of a system 
to tolerate faults is based on the number and frequency of faults it can tolerate. If a system 
includes more redundancy to tolerate a larger number of faults, its fault tolerance capability 
increases. However, the fault tolerance capability is achieved at the cost of system utilization 
which is the percentage of system resources used for actual operations. If there is a large amount 
of redundancy in the system, the percentage of resources being used for actual computing 
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purposes is small, and thus the system utilization becomes low. 
The capability of a system to tolerate faults can be measured in terms of the minimum 
separation between two successive faults that can be tolerated. The smaller this separation 
the higher the resilience of the system. The resilience of a system is defined as the ability 
of a system to tolerate a second fault after recovering from the first one. In static systems, 
the resilience of the system can be measured exactly, because the static schedule determines 
how far apart two successive faults can be tolerated. On the other hand in dynamic systems, 
fault injection and simulations can determine the average resilience of the system. In Section 
4.5.2.2, the average time at which a second fault can be tolerated, which is called Time To 
Second Fault (TTSF) is defined. 
In a firm real-time system, the efficiency of a scheduling algorithm is directly proportional 
to the percentage of arrived tasks that met their deadlines. For a given system capacity, there 
are two options: (i) admit less tasks with a higher estimated execution time or (ii) admit more 
tasks with a lower estimated execution time for each task. The performance index that is used 
to compare the closed-loop scheduling algorithm with the open loop scheduling algorithms 
captures the trade off between the guarantee ratio (GR) and the hit ratio (HR) (percentage 
of the admitted tasks that meet their deadlines). The performance index that is used is the 
effective ratio (ER) which is equal to GR * HR. (see Chapter 6). 
Goal 10: Helps real-time system designers make appropriate design choices. 
The real-time system designer has to make several design choices while building a system. 
One of the goals of this thesis is to answer some of the trade-off questions related to reliability 
and schedulability. The most important question while building a real-time system is how 
much redundancy is appropriate and which fault-tolerant technique to use? This question is 
the main focus of each technique studied in this thesis. For example, the most appropriate 
overloading and grouping techniques can be selected given a certain MTTF (Mean Time To 
Failure) in hard real-time systems. Also, the most appropriate overlap interval between the 
primary and the backup for a task can be dynamically determined given the estimated primary 
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fault probability and task's laxity in soft real-time systems. Finally, the most appropriate 
estimation for task's execution time can be estimated based on a feedback from the system 
performance. 
Goal 11: Uses various analysis tools to study the performance of the proposed 
techniques. 
Different kinds of analysis tools are used to study the propose techniques. Simulations have 
been used extensively to evaluate all the techniques studied in this thesis. Markov analysis 
has also been used to analyze the dynamic grouping and the primary-backup overloading 
techniques for hard real-time systems. Mathematical probability has also been used to analyze 
the adaptive fault-tolerant techniques for soft real-time systems. The feedback control theory 
has been used to analyze the scheduling techniques for firm real-time systems. 
3.4 System Models 
In this section, we state the task, and scheduler models that are used in the different parts 
of the thesis. 
3.4.1 Task Models 
1. Tasks are aperiodic, i.e., task arrivals are not known a priori 
2. Tasks are non-preemptable, i.e.. when a task starts execution on a processor, it finishes 
until its completion. 
3. Tasks may have resource and/or precedence constraints. 
4. For the fault-tolerant techniques in the hard and soft real-time systems (Chapters 4 and 
5), each task Tj has two versions, namely primary copy (Pr,) and backup copy [Bki). 
The versions of a task have identical attributes and resource requirements. 
5. For the hard real-time tasks, every task 7\- has the following attributes: arrival time («%), 
ready time (r,), worst case computation time (cj) and a hard deadline (d,). 
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6. For the soft real-time tasks, each task Ti has the following attributes: arrival time (a*), 
ready time (r,), worst case computation time (%), a relative soft deadline (dj), and a 
relative firm deadline (d{). d? = ki x and d{ = kg x q, where > ki- The smallest 
value of is assumed to be 2 in order to ensure that the primary and the backup versions 
of each task can be scheduled within the firm deadline in the case of PB-EXCL. 
7. For the firm real-time tasks, every task T, has the following attributes: arrival time (a,), 
ready time (r*), worst-case execution time (WCETÎ), best-case execution time (BCETi), 
and firm deadline (d,). 
3.4.2 Scheduler Model 
In our dynamic multiprocessor scheduling, all the tasks arrive at a central processor called 
the scheduler, from where they are dispatched to other processors in the system for execution. 
These processors are identical and are connected through a shared medium. The communica­
tion between the scheduler and the processors is through the dispatch queues. Each processor 
has its own dispatch queue as shown in Figure 3.1. The scheduler will be running in parallel 
with the processors to schedule the newly arriving tasks and periodically update the dispatch 
queues. 
3.4.2.1 The dynamic scheduling algorithm 
To demonstrate the effectiveness of the proposed new techniques in this thesis, we extend 
the Spring scheduling [82], a well known dynamic scheduling algorithm, incorporating these 
techniques. The Spring scheduling algorithm is a heuristic search algorithm that dynamically 
schedules arriving real time tasks with resource constraints. Figure 3.2 shows how the algorithm 
operates to schedule a set of tasks. A vertex in the search tree represents a partial schedule. The 
schedule from a vertex is extended only if the vertex is strongly feasible. A vertex is strongly 
feasible if a feasible schedule can be generated by extending the current partial schedule with 
each task of the feasibility check window. The feasibility check window is a subset of first w 
unscheduled tasks. The larger the size of the feasibility check window, the higher the scheduling 
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cost and the more is the look-ahead nature. If the current vertex is strongly feasible, the 
algorithm computes a heuristic function {H) for each task within the feasibility check window 
based on deadline and earliest start time of the task. It then extends the schedule by including 
the task that has the best (smallest) heuristic value. Otherwise, it back-tracks to the previous 
vertex and then the schedule is extended from there using a task which has the next best 
heuristic value. 
Task queue 
New Task 
Dispatch queue 
Figure 3.1 Scheduler model 
Spring_schedule() 
1. Order the tasks in the task queue in non-decreasing order of deadlines. 
2. Compute EST(T,) for the first w tasks, where tu is the size of the feasibility check window. 
3. Check for strong feasibility: check whether EST(Ti) + c< < d, is true for all w tasks. 
4. If strongly feasible or no more backtracking is possible then 
(a) Compute the heuristic function (H= d, + EST(T, )) for the first w tasks. 
(b) Choose the task (7\) with the best (smallest) H value to extend the schedule. 
(c) If T, is scheduiable then Schedule T,. 
(d) Else reject task T,. 
Else backtrack to the previous search level and try to extend the schedule with a task having the next best H 
value. 
5. Repeat steps(2-4) until termination condition is met: 
(a) All the tasks are scheduled or 
(b) All the tasks are considered for scheduling and no more backtrack is possible. 
Figure 3.2 The Spring scheduling algorithm. 
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CHAPTER 4. A CASE OF SCHEDULABILITY-RELIABILITY 
TRADE-OFFS IN HARD REAL-TIME SYSTEMS 
In this chapter, we propose two techniques to improve the schedulability and/or the reli­
ability of hard real-time systems: (i) a technique called dynamic grouping that is used with 
BB and PB over-loadings and (ii) a technique called Primary-Backup (PB) overloading that 
allows overloading of a primary with one backup on the same/overlapping time interval(s) on 
a processor. 
In Section 4.1 we define the terminology that is used in this chapter. In Section 4.2, 
we define the fault model. In Section 4.3, backup overloading is discussed. In Section 4.4, 
we present the dynamic logical grouping along with BB and PB overloading techniques. In 
Section 4.5, we present the simulation studies of the proposed techniques. In Section 4.6, we 
present the analytical studies of the proposed techniques. Finally in Section 4.7. we summarize 
the results. 
4.1 Terminology 
Definition 1: st{Ti) is the scheduled start time of task T,, which satisfies rt < st(T t) < 
di—Ci. ft(Ti) is the scheduled finish time of task Xi, which satisfies r, + c, < ft(Tt) < di. 
Definition 2: Proc(Pr{) is the processor on which the primary version of task I* is 
scheduled. Similarly Proc(Bk{) denote the same for the backup version of T,. 
Definition 3: st(Pri) is the scheduled start time and ft{Prî) is the scheduled finish time 
of primary version of a task Tt. Similarly st(Bki) and ft{Bki) denotes the same for the 
backup version of T t .  
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Definition 4-' S(Pn) is the time interval (slot) in which primary version of a task Ti is 
scheduled (i.e., S(Pr-j) = [st{Pri),ft(Pri)]). Similarly S(Bk,) denotes the same for the 
backup version. 
Definition 5: The primary and backup copies of task Ti are said to be mutually exclusive 
in time, denoted as time exclusion^ ), if st(Bki) > ft(Pri). 
Definition 6: The primary and backup copies of task T, are said to be mutually exclusive 
in space, denoted as space exclusion(Tï), if Proc(Bki) ^ Proc(Prt). 
Definition 7: A task is said to be feasible in the fault-tolerant schedule if it satisfies the 
following constraints. 
- The primary and backup versions of a task should satisfy the deadline and the time 
exclusion constraints. 
H < st{Pri) < ft(Pri) < st(Bki) < ft{Bki) < dj. 
- Primary and backup versions of a task should be mutually exclusive in space in the 
schedule. This is necessary to tolerate permanent processor failures. 
4.2 Fault Model 
Each processor, except the scheduler1, may fail due to hardware fault which results in tasks 
failure. The faults can be transient or permanent and are independent. Each independent fault 
results in the failing of only one processor. The following assumptions form the fault model. 
Assumption 1: The maximum number of processors that are expected to fail at any instant 
of time in a group of processors is assumed to be one (The concept of forming processors into 
groups will be explained later). This is a reasonable assumption given that the group size is 
very small, which is the case in our techniques wherein the maximum group size is three. 
Assumption 2: The occurrence of faults in each processor follows a Poisson distribution with 
parameter /tj. 
'For example, the scheduler can be made fault-tolerant by executing it on more than one processor. 
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Assumption 3: Mean time to failure [MTTF) of a group is defined as the expected time for 
which the group operates before the first failure occurs. Time to second fault [TTSF) is the 
time at which a second fault can occur without affecting the operation of the system [24]. 
Note that, MTTF is imposed on the system by the occurrence of a fault, whereas TTSF is 
the ability of the system to react to fault. The smaller the TTSF, the better the fault-tolerant 
operation of the system. In a PB-based fault-tolerant scheduling, the minimum required value 
of TTSF (see Section 4.5.2.2) is always greater than or equal to (di - n) V Tt. Obviously, 
TTSF must be much smaller than MTTF to enhance the probability that the system remains 
continuously operational. To satisfy this condition we assume that the (di - r£) V Ti is much 
smaller than the typical MTTF value of the system. This assumption is used to enhance the 
probability of successfully execution for the backup of a task, if its primary fails. 
Assumption 4: There exists fault-detection mechanisms such as fail-signal and acceptance test 
to detect processor and task failures, respectively. The scheduler will not schedule tasks to a 
known faulty processor. 
4.3 Backup Overloading 
Backup overloading [23, 24] is defined as scheduling backups of multiple primaries onto the 
same or overlapping time interval on a processor. Figure 4.1 shows two primaries (Pr\ and 
Pr2) that are scheduled on processors 1 and 3, respectively, and their backups (Bk\ and B&g) 
are scheduled in an overloading manner on processor 2. The following are the conditions under 
which backups can be overloaded on a processor: 
Condition 1: The primaries of the backups being overlapped must be scheduled onto 
different processors. 
Condition 2: At most one of these primaries is expected to encounter a fault. 
Condition 3: At most one version of a task is expected to encounter a fault. In other 
words, if the primary of a task fails, its backup is expected to succeed. 
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Figure 4.1 Backup overloading 
Condition 1 is needed to handle permanent faults. Condition 2 is needed to ensure that 
at most one backup is required to be executed among the overloaded backups. Condition 3 is 
needed to ensure that at least one version of each task is executed without any fault. Condition 
2 can be satisfied by Assumption 1. Condition 3 is satisfied by Assumption 3 which states that 
the MTTF of the system is much greater than the TTSF for the fault-tolerant techniques. 
4.4 Dynamic Logical Grouping 
Dynamic logical grouping is defined as the process of dynamically dividing the processors 
of the system into logical groups as tasks are scheduled and tasks finish executing. The number 
of groups and the size of the groups will vary dynamically in contrast to static grouping where 
these quantities are fixed. Moreover, in static grouping, a processor can be a member of only 
one group. Whereas in dynamic grouping, a processor can be a member of more than one group 
which allows efficient overloading. The creation and expansion of a group take place when a 
task is scheduled, and removing and shrinking of a group take place when a task finishes its 
execution. 
This technique has a potential to offer better schedulability than static and comparable to 
that of no-grouping, and offers better reliability than static grouping. This potential is based 
on the following two observations. 
First observation: In dynamic grouping, a backup has n - 1 choices for overloading 
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(group are formed after scheduling the backup). This, in turn, helps the backup 
to find an earlier start time, thus resulting in a better chance of meeting the task 
deadline, and improving the schedulability of tasks. 
Second observation: In dynamic grouping, the groups are dynamically reconfigured 
as tasks are scheduled and tasks finish executing. If a permanent fault occurs at 
time t in pi, any task arriving after time t will be scheduled (both primary and 
backup) on the n — 1 non-faulty processors (Assumption 4 of the fault model). 
Thus, this processor will not be part of the future group unless it is repaired. This, 
in turn, improves the groups utilization (increases the chance of overloading) thus, 
offers a graceful degradation in the performance as the number of faults increases. 
The creation, deletion, expansion, and shrinking of logical groups with BB and PB overloading 
techniques are explained in the next two sub sections. 
4.4.1 Backup-Backup Overloading (BB-overloading) 
BB-overloading is defined as scheduling two backups onto the same or overlapping time 
interval on a processor. Figure 4.2 shows two primaries (Pri and Pr%) of tasks T\ and 
that are scheduled on processors 1 and 3 and their backups (Bk\ and are scheduled to 
be overlapped on processor 2. The conditions for BB-overloading (stated in Section 3) are 
restated below in a more precise form. 
Primary slot 
Processor I Pr, Backup slot 
Processor 2 
Overlap slot 
Processors 
Pr, 
Time 
Figure 4.2 BB-overloading 
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1. Pr\ and Pt2 should be scheduled on different processors. 
2. /t(Pr2) - s t (Pr i )  <  the expected minimum interval between two faults. 
3. Proc{Pri), Proc(Pr2) ,  and Proc(Bk\ ,Bk2)  should be in the same group. 
Condition 1 is needed to handle permanent faults. Conditions 2 and 3 are need to ensure 
that at most one version among these tasks is likely to encounter a fault. We claim, using the 
following propositions, that these conditions satisfy the fault model. 
Proposition 1: At most one version of a task is likely to encounter a fault. 
Proof: Since the two versions (Pr* and Bk{) of a task Tt are scheduled on two different 
processors in the same group in the interval [r,,d,]. Assumptions 1 and 3 (of the fault 
model) enhance the probability that at most one version of the task is likely to encounter 
a fault. 
Proposition 2: At most one of the primaries is likely to encounter a fault. 
Proof: Since these three processors (Proc(Pri), Proc(Pr2) ) ,  and Proc(Bky. Bk^)) are 
within the same group, this group expected to have only one fault at a time (Assumption 
1), and since ft(Pr2) - st(Pri) < the expected minimum interval between two faults, so 
at most the fault is likely to be in one of these primaries. 
4.4.1.1 Group dynamics with BB-overloading technique 
In the BB-overloading, a backup can be in one of two states. In the first state (green), 
another backup is allowed to overlap with it. In the second state (red), no other backup is 
allowed to overlap with it. The states are controlled by the following rules: 
Rule 1: All the backups are assigned a green state when they are initial scheduled to 
execute. 
Rule 2: A green backup is changed to red if its primary has failed to execute successfully. 
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Rule 3: A red backup stays red until it finishes execution. 
These rules ensure that tasks are scheduled into fault-free groups (i.e., groups that did not 
encounter a fault previously), which will increase the probability of satisfying the fault model. 
Note that, the proposed dynamic grouping technique can be incorporated into any dynamic 
scheduling algorithm. Here, we discuss the procedures that are relevant to BB-overloading 
with dynamic grouping in such algorithms. 
The first procedure in Figure 4.3 shows the creation and expansion of groups when a task 
T, is scheduled. In it, if a primary is schedulable, the algorithm tries in the following order to 
schedule its backup : without overloading ( Step 3b: creating a new group with 2 processors) 
or with overloading (Step 4b: expanding an existing group to have 3 processors). This ordering 
implicitly favors reliability over schedulability. This is because, under low loads, most of the 
tasks are schedulable even without overloading, resulting in high reliability: under high load, 
the tasks are overloaded anyway to meet the deadlines. 
The second procedure in Figure 4.3 shows the removing and shrinking of a group when 
a version of a task T, finishes its execution. If the version is primary, the outcome of the 
acceptance test determines whether the group remains the same or needs to be shrunk or 
deleted: no change in the group - acceptance test failed (Step 2); shrink - acceptance test 
passed and the group size was 3 (Step lc); remove - acceptance test passed and the group size 
was 2 (Step lb). If the finished version was a backup then the group is removed. 
4.4.1.2 Example for group dynamics in BB-overloading 
Figure 4.4 shows an example that illustrates how the groups are formed and removed 
dynamically, with the BB-overloading algorithm, as tasks are scheduled and finish execution. 
Figure 4.4a shows that primary and backup copies of task 7\ are scheduled on processors 1 and 
2, respectively. Then, these two processors will form a logical group (group 1) that will stay 
until one of the copies executes successfully. Figure 4.4b shows the same situation as in Figure 
4.4a, but this time the primary of Ti is scheduled on processor 3, and its backup is overloaded 
with Bki on processor 2. This results in expanding the group to have three processors. Figure 
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Group_CreationJBxpansion(group Gk) 
{ 
• If the primary Pr* can be scheduled then /* any dynamic scheduling algorithm (e.g. Spring scheduling algorithm) 
7 
1. Schedule Pr t .  
2. Set ready time(Bfc<) = /f(Pn). /* time exclusion */ 
3. If Bki can be schedule without overloading then 
(a) Schedule Bki in a green state. 
(b) Form-group(Proc(Pri),  Proc(Bki)).  
4. Else if Bki can be overloaded with another green backup Bkj in group G* then /* condition 1 and 2 must 
be valid */ 
(a) Schedule Bki in a green state. /* overload it with Bkj. ' /  
(b) Expand-group(Gt, Proc(Pr,)) .  
5. Else unscheduled primary Pri, and reject the task. 
e Else reject the task T,.  
} 
Group_DeletionJShrinking(group G*) 
{ 
• If the version is a primary (Pri) then 
1. If its acceptance test is successful then 
(a) De-allocate the backup (Bki).  
(b) if the group size = 2 then Remove-group(Gfc). 
(c) Else Shrink-group(Gfc,Proc(Pri)) to contain only two processors: Proc(Pr,) and Proc{Bkj),  where 
Bkj is the backup that was overloaded with Bfc,. 
2. Else convert Bki to red state and keep the group until Bk, finishes execution. 
• Else Remove.group(Gfc). 
} 
Figure 4.3 Group creation, expansion, deletion, and shrinking with 
BB-overloading 
4.4c shows the same situation as in Figure 4.4b, but now the scheduler has decided to schedule 
the primary of T3 on processor 4, and its backup on processor 3, then processors 3 and 4 
will form a logical group (group 2). Figure 4.4d shows the situation when Pri has executed 
successfully. Therefore Bki is de-allocated, which results in shrinking group 1 to have two 
processors 2 and 3. 
On the other hand, if static grouping is employed for the same example processors 1, 2, and 
3 will form group 1 and processor 4 will be in group 2. In this case, the situations shown in 
Figures 4.4c and 4.4d cannot occur because the groups are disjointed and their sizes are fixed. 
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Figure 4.4 Dynamic grouping 
It can be seen that dynamic grouping results in higher utilization for processor 3 (in Figure 
4.4c), because in static grouping Bk3 can not be scheduled to processor 3 since Pr$ is in group 
2. Also, dynamic grouping enhances the reliability of the system as tasks T2 and T3 can be 
executed successfully even in the presence of faults in processors 2 and 4 (in Figure 4.4d). 
Similarly, if no-grouping was employed for the same example, all the processors would be in 
one group. In this case, the situation shown in Figure 4.4c may be changed since more than two 
backups can be overlapped at the same time slot. This will enhance the system's utilization, 
but the system's reliability will decrease since the probability of satisfying the assumption of 
having only one fault at a time in the system is decreased. 
4.4.2 Primary-Backup Overloading (PB-overloading) 
In this section, we propose a new overloading technique called primary-backup overloading 
(PB-overloading) in which the primary of a task can be scheduled onto the same or overlapping 
time interval (i.e., overloaded) with the backup of another task on a processor. This technique 
has a potential to offer better schedulability than BB-overloading and is based on the following 
observation. 
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For a primary, PB-overloading can assign an earlier start time than that of BB-
overloading, because the primary can be overloaded on an already scheduled backup. 
This, in turn, helps its backup to find an earlier start time, thus resulting in a better 
chance of meeting the task deadline. 
In other words, PB-overloading has a better chance of making a task feasible (refer to 
Definition 7) in the schedule compared to BB-overloading. Figure 4.5 shows a primary Pr\ 
that is scheduled on processor 1 and its backup Bki is scheduled on processor 2. Also it 
shows another primary Pr2 that is overloaded with Bk\ on processor 2 and its backup Bk2 is 
scheduled in processor 3. With respect to this example, we state the following conditions that 
govern the PB-overloading, which are equivalent to the conditions governing BB-overloading. 
Processor 1 
Processor 2 
Processor 3 
Primary slot 
Backup slot 
Time 
Figure 4.5 PB-overloading 
1. Pri and Bfca should be scheduled onto different processors. 
2. f t ( B k 2 )  —  s t ( P r i )  < the expected minimum interval between two faults. 
3. Proc{Pri), Proc(Bki) = Proc(Pr2), and Proc(Bk2) should be in the same group. 
Condition 1 is needed to handle permanent faults. Conditions 2 and 3 are need to enhance 
the probability that at most one version among these tasks is likely to encounter a fault. We 
claim, using the following proposition, that these conditions satisfy the fault model. 
Proposition 1: At most one version among these tasks is likely to encounter a fault. 
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Proof: Since these three processors (Proc(Pri), Proc{Pri) = Proc(Bki), and Proc(Bk2)) 
are in the same group, this group is expected to have only one fault at a time (Assumption 
1), and since ft(Bki) — st(Pri) < the expected minimum interval between two faults, so 
at most only one fault is likely among these tasks. 
4.4.2,1 Group dynamics with PB-overloading 
In the PB-overloading, as in BB-overloading, a backup can be in one of two states. In the 
first state (green), a primary is allowed to overlap with it. In the second state (red), a primary 
is not allowed to overlap with it. The states are controlled by the following rules. 
Rule 1: If a primary is scheduled without overloading with another backup, its backup 
is said to be in the green state. 
Rule 2: If a primary is scheduled with overloading on another backup, its backup is said 
to be in the red state. 
Rule 3: A red backup changes to green if the backup that was overloaded with its primary 
is de-allocated (i.e., the primary for that backup has executed successfully). Otherwise, 
the backup stays red. 
Rule 4: A green backup changes to red if its primary has failed to execute successfully. 
Otherwise, it stays green. 
These rules ensure that tasks are scheduled onto fault-free groups (i.e., groups that did not 
encounter a fault previously), which will increase the probability of satisfying the fault model. 
Also, these rules ensure that the PB-overloading chain will not contain more than two tasks 
at the same time. 
Noted that, both BB- and PB-overloading techniques can co-exist in a single scheduling 
algorithm. However, we believe that this will significantly increase the cost (complexity) of 
scheduling, which may not offer a proportionate increase in schedulability. Therefore, in this 
work, we do not explore the co-existence of BB- and PB-overloading techniques. 
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Group_Creation-Bxpansion(group G*) 
{ 
1. If the primary Pri can schedule without overloading then /* any dynamic scheduling algorithm (e.g. Spring 
scheduling algorithm) •/ 
(a) Schedule Pr<. 
(b) Set ready time(Bfc<) = f t(Pr,) .  /* time exclusion */ 
(c) If Bki can be schedule then 
i. Schedule Bki in a green state. 
ii. Form_group( Pr oc(Pr i ), Proc(Bki)).  
(d) Else unscheduled primary Pr;, and reject the task. 
2. Else if Pri can be overloaded with another green backup Bk }  in group G* then /" condition I and 2 must be 
valid */ 
(a) Schedule Pr; • /* overload it with Bkj. ' /  
(b) Set ready time(Bki) = /((Pr,). /* time exclusion */ 
(c) If Bfc, can be schedule then 
i. Schedule Bfci in a red state. 
ii. Expand.group(Gfc, Proc(Bki)).  
(d) Else unscheduled primary Pn, and reject the task. 
3. Else reject the task T,.  
} 
Group-Deletion-Shrinking(group G*) 
{ 
• If the version is a primary (Pr,) then 
1. If its acceptance test is successful then 
(a) De-allocate the backup (Bki).  
(b) if the group size = 2 then Remove-group(Gt ). 
(c) Else if the group size = 3 then 
i. Shrink-group(Gfc ,Proc(Pr,-)) to contain only two processors: Proc(Pr;) and Proc(flfcy), where 
Pr3  is  the primary that  was overloaded with Bki.  
ii. Convert Bkj to green state. 
2. Else If its acceptance test is failed then 
(a) De-allocate the primary (Pr }) .  
(b) convert Bki to red state and keep the group until Bk, and Bfc, finish execution. 
• Else if the version is a backup (Bki) then 
1. if the group size = 2 then Remove.gToup(Gfc). 
2. Else if the group size = 3 then Shrink_group(G& ,Proc( Pr, ) ) 
} 
Figure 4.6 Group creation, expansion, deletion, and shrinking with 
PB-overloading 
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The first procedure in Figure 4.6 shows the creation and expansion of groups when a task Ti 
is scheduled. In it, the primary of a task is attempted for scheduling in the following order: (i) 
schedule it without overloading (Step 1: create a new group with 2 processors) or (ii) schedule 
it with overloading (Step 2: expand an existing group to have 3 processors). This ordering 
implicitly favors reliability over schedulability. This is because, under low loads, most of the 
tasks are schedulable even without overloading, resulting in high reliability; under high load, 
the tasks are overloaded anyway to meet the deadlines. 
The second procedure in Figure 4.6 shows the removing and shrinking of a group when 
a version of a task 7* finishes its execution. If the version is primary, the outcome of the 
acceptance test determines whether the group remains the same or needs to be shrunk or 
deleted: no change in the group - acceptance test failed (Step 2); shrink the group - acceptance 
test passed and the group size was 3 (Step lc); remove the group - acceptance test passed and 
the group size was 2 (Step lb). If the finished version was a backup: the group is removed if 
its size was 2, otherwise it is shrunk. 
4.4.2.2 Example PB-overloading dynamics 
Figure 4.7 shows an example that illustrates the working of PB-overloading. Figure 4.7a 
shows that the primary of task 7\ is scheduled on processor 1, and its backup (green state) 
is scheduled on processor 2. Then, these two processors will form a logical group (group 1) 
that will stay until one of these versions executes successfully. Figure 4.7b shows the same 
situation as in Figure 4.7a, but this time the primary of Tg is scheduled to overload with 
Bki on processor 2, and its backup (red state) is scheduled on processor 3. This results in 
expanding the group to have three processors. Figure 4.7c shows the situation when Pri has 
executed successfully. Therefore, Bki is de-allocated which results in shrinking group 1 to 
have two processors (processors 2 and 3), and Bk2 becomes green (state). On the other hand, 
Figure 4.7d shows the situation after Pri has failed to execute successfully. Therefore, is 
de-allocated and Bki becomes red (state). The group will stay until Bki finishes its execution 
which results in shrinking group 1 to have two processors (processors 2 and 3) which will stay 
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Figure 4.7 Dynamics of PB-overloading 
until Bk2 also finishes its execution. 
4.5 Performance Studies 
We have conducted schedulability and reliability analysis of the proposed techniques through 
extensive simulation and analytical studies. 
4.5.1 Simulation Studies 
For our simulation studies, we have used Spring scheduling [82], a well known dynamically 
scheduling algorithm, to incorporate the proposed techniques. In this section, we first compare 
the performance of the proposed dynamic grouping technique with that of the static grouping 
[57] and no-grouping techniques [23, 24] under BB-overloading. Then, we compare the perfor­
mances of the PB-overloading technique with that of the BB-overloading and no-overloading 
techniques under static grouping. 
The guarantee ratio (GR) is used as the performance metric, which is defined as: 
the number of tasks guaranteed GR = 
the number of tasks arrived (4.1) 
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For each point in the performance curves in Figures 4.8-4.15, the total number of tasks arrived 
in the system is 20,000. This number of task have been chosen to cancel the effect of the warm-
up period of the simulation and to have approximately 95% confidence interval within ±0.005 
around the results. The parameter and overhead costs used in the simulation studies are given 
in Table 4.1. In the table, the schedcost is the cost for each invocation of the scheduler, and 
the groupcost is the overhead cost needed to create or update groups in the dynamic grouping 
technique. The tasks for the simulation are generated as follows: 
Table 4.1 Simulation parameters. 
Parameter Explanation Values 
Minc minimum computation time of tasks 20 sec. 
Maxc maximum computation time of tasks 40 sec. 
L the offered task load to the system 0.25... 1 
R laxity parameter 2 ... 10 
N number of processors 3 ... 24 
M mean time between faults 80... 800 sec. 
schedcost scheduler's cost for each 
invocation of the scheduler. 
4 sec. 
group Co3t overhead cost need to make a group 3 sec. 
• The worst case computation time of a task (primary version) is chosen uniformly between 
Minc and Maxc. 
• The deadline of a task Ti (primary version) is uniformly chosen between r, + 2 * c* and 
n + R * Ci, where R > 2. 
• The lead time 5, which is the difference between the ready time and the arrival time (i.e., 
r, = a, + J), is uniformly chosen between 0 and Minc. 
• The inter-arrival time of tasks follows exponential distribution with mean 9. 
• The backup versions are assumed to have identical characteristics of their primary ver­
sions. 
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• The inter-arrival time of faults follows exponential distribution with mean /x. and a 
minimum value of 2R * Maxc. This value is chosen to be greater than both TTSFPB 
and TTSFBB to satisfy Assumption 3. 
• The task load L is defined as the expected number of task arrivals per mean service time 
and its value is approximately equal to $C, where C is the mean computation time. 
4.5.1.1 Comparison of grouping techniques 
In this section, we compare the performances of the no grouping, static grouping, and 
dynamic grouping under BB-overloading. In Figures 4.8 and 4.10, we have restricted the 
number of faults to be one at a time in order to compare the grouping based algorithms with 
the no-grouping algorithm. 
4.5.1.1.1 Effects of task load 
The task load (L) has been varied in Figure 4.8. The figure shows that increasing L 
decreases the guarantee ratio for all the algorithms. From the figure, it can be seen that 
dynamic grouping performs better than static grouping and the difference in performance is 
maximum for medium task loads. This can be explained as follows: For higher L, the guarantee 
ratio is lower for all the algorithms because the task load is much more than the capacity of 
the system. On the other hand, for lower L, the guarantee ratio is higher for all the techniques 
because the task load is less than the system capacity, which means that most of the tasks 
are schedulable by all the techniques. Also, note that the difference in performance between 
no-grouping and dynamic grouping is small which means that the dynamic grouping technique 
increases the system utilization to a point equal to the no-grouping technique and the difference 
in performance is partly due to the overhead cost associated with dynamic grouping. 
4.5.1.1.2 Effects of task laxity 
The effects of task laxity (R) is studied in Figure 4.9. As the laxity increases, the guarantee 
ratio also increases. For lower laxities, the difference in guarantee ratio between the dynamic 
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Figure 4.8 Effects of task load on GR for the grouping techniques (JV = 12, 
R = 6) 
and static grouping techniques is higher and decreases with increasing laxity. This is because, 
for lower values of laxity, the deadlines of tasks are very tight and hence the chances of rejecting 
the tasks is very high in both techniques. Dynamic grouping increases system utilization by 
allowing more backup overloading, which increases the guarantee ratio. From the figure, it can 
be seen that the dynamic grouping performs better than static grouping for all laxity values. 
4.5.1.1.3 Effects of number of processors 
Figure 4.10 shows the effects of varying the number of processors on the performance of the 
techniques. Increasing the number of processors for the same task load increases the guarantee 
ratio because adding more processors increases the capacity of the system. In other words, the 
average load per processor decreases with more processors for the same load. From the figure, 
we can see that dynamic grouping always offer more guarantee ratio than static grouping for 
all system size. 
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4.5.1.1.4 Effects of number of faults 
Figure 4.11 shows the effects of varying number of fault occurrences in the system for task 
loads of 0.25, 0.5 and 1. The faults are generated following an exponential distribution with 
mean p = 480 sec. and minimum value equals to 320 sec. and they are randomly distributed in 
the system. The figure shows that the difference in the guarantee ratio between the techniques 
is significant at low load [L = 0.25) and medium load {L = 0.5) compared to at high load 
(L = 1). This is explained as follows: For light load (L=0.25), the dynamic grouping can 
compensate the degradation in guarantee ratio, due to faults, by rearranging the groups which 
is not possible in the static grouping. For full load (L=l), the dynamic grouping tends to 
behave similar to static grouping as all the processors are heavily loaded. The figure also 
shows that the guarantee ratio offered by the static grouping algorithm decreases more rapidly 
than the dynamic grouping as the number of faults increases due to the same reason. 
• 
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4.5.1.2 Comparison of overloading techniques 
In the previous subsection, we have shown that the proposed dynamic grouping indeed 
performs better than the static grouping under BB-overloading for all the conditions simulated. 
In this section, we compare our second proposal, PB-overloading, with BB-overloading and no-
overloading under static grouping. 
4.5.1.2.1 Effects of task load 
The task load (L) is varied in Figure 4.12. As expected, increasing L decreases the guar­
antee ratio for all the techniques and the difference in performance between the techniques 
is maximum when the task load is greater than 0.5. This is because, for low loads, the task 
load is less than the system capacity and hence the techniques tend to behave similarly (i.e., 
there are no/less overloading taking place). The figure also shows that the guarantee ratio 
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Figure 4.12 Effects of task load on GR for the overloading techniques 
(N = 3, R = 6) 
offered by PB-overloading is better than BB-overloading and no-overloading for all task loads. 
The reason is that the PB-overloading can assign a start time for a primary earlier than that 
of BB-overloading because the primary can be overloaded on an already scheduled backup, 
which, in turn, helps its backup to find an earlier start time, thus resulting in a better chance 
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of meeting the deadline. 
Figure 4.13 shows the effects of varying the task load on the TTSF for the overloading 
techniques. The figure shows that the difference in the TTSF between the PB- and BB-
overloading techniques is significant at high load (L = 1) compared to at low load (L = 0.25). 
This is because, for low loads {L = 0.25), most of the tasks are schedulable even without 
overloading, thus making the techniques behave similarly. The figure also shows that TTSFPB 
300 
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Figure 4.13 The effects of task load on TTSF for the overloading tech­
niques (N = 3, R = 4) 
increases more rapidly than TTSFBB as the task load increases. This is because, TTSFPB 
is approximately twice that is offered by the BB-overloading technique and also due to better 
chances of overloading with increasing load. Whereas, the value of TTSFBB is approximately 
equal to the value that is offered by the no-overloading. The slight increase in TTSFBB IS 
partly due to the increase in the number of tasks that are affected by the faults as the task 
load increases. 
4.5.1.2.2 Effects of task laxity 
The effects of task laxity (R) is studied in Figure 4.14. As expected, the guarantee ratio 
increases with increasing laxity. For lower laxities, the difference in guarantee ratio between 
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the PB- and BB- overloading techniques is higher and decreases with increasing laxity. From 
the figure, it can be seen that the PB-overloading performs better than BB-overloading for all 
laxity values for the same reasons. 
4.5.1.2.3 Effects of fault rate 
Figure 4.15 shows the effects of varying fault rate in the system for task loads of 0.25, 
0.5 and 1. The faults are generated randomly using exponential distribution with minimum 
time between faults as 320, and the faults are randomly distributed in the system. The 
minimum time between faults is chosen to be greater than both TTSFPB and TTSFBB• The 
figure shows that the difference in the guarantee ratio between the PB-overloading and BB-
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Figure 4.14 Effects of task laxity on GR for the overloading techniques 
(N = 3, L = 0.5) 
overloading techniques is significant at high load {L = 1) compared to low load {L = 0.25). 
This is because, for low loads (L = 0.25), most of the tasks are schedulable even without 
overloading, thus making the techniques behave similarly. The figure also shows that the 
difference in guarantee ratio between the two techniques increases as the fault rate decreases. 
This is because, at high fault rates, processors fail more frequently which reduces the chances 
of overloading, thus making the techniques behave similarly. 
64 
1 
0.8 
H  ° j  
! 0.4 : 
® PB-overloading (L-0.25) —•— 
BB-overloading (L-0.25) —-— 
0.2 • PB-overtoading (L-0.5) « 
BB-overloading (L-0.5) —»— 
PB-overloaaing (L-1) —»— 
i BB-overloading (L=1) 
320 960 1600 2240 2880 3520 
Mean time between faults 
Figure 4.15 Effects of fault rate on GR for the overloading techniques 
{N = 3, R = 4) 
4.5.2 Analytical Studies 
In this section, we study analytically the effectiveness of the proposed grouping and over­
loading techniques in enhancing the system schedulability and/or reliability. 
4.5.2.1 Schedulability analysis 
The capability of a technique to schedule tasks can be measured in term of the probability 
of a task being rejected. In this section, We show that the probability of rejection in BB-
overloading is higher than in PB-overloading, and the probability of rejection in static grouping 
is higher than in dynamic grouping. The analysis follows the methodology used in [23, 24, 57]. 
We use the following assumptions: 
e All tasks have unit worst case computation time, i.e., c* = 1. 
e Backup slots are preallocated in the schedule. 
• FIFO scheduling strategy is used. 
• Task deadlines follow (discrete) uniform distribution in the interval [Wmt„, Wmax] relative 
to their ready times. We call this, deadline window. If PWin(w) is the probability that 
l
d -  - - - -
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an arriving task has a relative deadline w, then Pwin{v>) = m—rrr—zr- where Wmtn < 
* max '• m in > & 
W < Wmax-
• Task arrivals follow (discrete) uniform distribution with mean Aav = •4^gJ in the interval 
[0, Amax]- If Par(k) is the probability of k tasks arriving at a given time, then Par{k) = 
X^+T> where 0 < k < Amax. 
4.5.2.1.1 Pré-allocation strategies 
The pre-allocation strategies presented here are for a system with three processors (i.e., 
one group). When the system size is greater than three, one of the grouping techniques (static 
or dynamic) can be used to divide the system into groups and the pre-allocation strategies are 
applied on a group basis (see the next section). 
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Figure 4.16 Pre-allocation strategy for BB-overloading 
A simple pre-allocation policy for BB-overloading (as given in [23]) is to reserve a slot 
for backups every n (n is the number of processors, which is 3) time slots on each processor. 
Backup slots on the three processors can be staggered (Figure 4.16), that is, if a backup slot 
is pre-allocated at time t on processor Pi, then a backup slot is pre-allocated at time t + 1 
on processor P(i+i)mod 3- Specifically, if a backup slot is pre-allocated at time t on processor 
Pi, then any task scheduled to run at time t — 1 on Pj, j ± i, can use this slot as a backup. 
Because, the task scheduled to run on Pi at time t — 1 cannot have its backup slot on the 
same processor (space exclusion), then this task can use the backup slot at time t + 1, which 
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is on P(i+i)mod 3- In other words, for a task Ti, Bk{ is scheduled immediately after fr, with 
probability 0.5 and is scheduled two slots later than Pn with probability 0.5. Note that, in 
this scheme, two backups can potentially be overloaded on the same backup slot. 
To define a pre-allocation strategy for PB-overloading we need to identify three different 
types of time (0, 1, and 2), wherein any time t has a type i if (t — 1) mod 3 = i. In our 
pre-allocation strategy, at any time t, the number of primaries that can be scheduled to start 
at that time is so if t is of type 0, si if t is of type 1, and sg if t is of type 2. Figure 4.17 
shows that so = 2, i.e., two primaries can be scheduled at two empty slots (e.g. t = 1); 
Processor 
Processor 2 
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Backup slot 
Primary slot 
Primary & Backup slot 
Figure 4.17 Pre-allocation strategy for PB-overloading 
si = 3, i.e., three primaries can be scheduled, where one of them at an empty slot and the 
other two are overlapped with backup slots (e.g. t = 2); and s% = 1, i.e., one primary can 
be scheduled to overlap with a backup slot (e.g. t = 3). In our pre-allocation strategy if a 
primary Pri is scheduled on processor Pi at time t its backup is scheduled at time t + 1 in 
processor P(t+i) mod 3- In other words, for a task T,, Bfc, is scheduled immediately after Pr, 
with probability 1. Note that, in this scheme, one backup and one primary can potentially be 
overloaded on the same slot. 
4.5.2.1.2 Analysis for the overloading algorithms 
Using FIFO scheduling is equivalent to maintaining a task queue, Q, to which arriving 
tasks are appended. Given that the number of task that can be scheduled on each time unit 
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is known, then the position of a task in the Q indicates its scheduled start time. In the pre-
allocation strategy for the BB-overloading, two tasks can be scheduled on each time t (one slot 
is reserved for backups). If at the beginning of time slot t, a task Ti is the qth task in Q, then 
Ti is scheduled to execute at time slot t + gBB • Where gBB is the time at which a task, whose 
position in the Q is q {q = 1,2,... 2Wmax), will be executed and is defined as 
9 q B  =  l|j. (4.2) 
In the pre-allocation strategy for the PB-overloading so, si, or so tasks can be scheduled on 
a given time slot t depending on whether t is of type 0, 1, or 2, respectively. In this technique, 
the time g£B is defined as 
g£B = (i+j+l) such that 
• i I 
13 s°+SSi + S52 
C=1 C=1 C=1 
< Ç-1, and \i-j\ < 1, IHI < 1, \l-i\ < 1. 
(4.3) 
where i > j > I if t is of type 0, j > I > i if t is of type 1, and I > i > j if t is of type 2. 
When a task Ti arrives at time t, its schedulability depends on the length of Q and on the 
relative deadline Wi of the task. In BB-overloading, if Ti is appended at position q of Q and 
wt > gBB, then the primary task, Pri, is guaranteed to execute before time t + wt. Otherwise, 
the task is not schedulable since it will miss its deadline. Moreover, if wl > gBB 4- 2, then 
Bki is also guaranteed to execute before time t + wt. In PB-overloading, if T, is appended at 
position q of Q and wx > g^B, then the primary task, Prt, is guaranteed to execute before 
time t + Wi. Otherwise, the task is not schedulable since it will miss its deadline. Moreover, if 
wi > 9qB + 1. then Bki is also guaranteed to execute before time t + wt. 
The dynamics of the above schemes can be approximately modeled using discreet time 
Markov process. For simplicity of presentation, a system without deadlines is modeled first, 
that is, a system in which no tasks are rejected. Such a system may be modeled by a linear 
discreet time Markov chain in which each state represents the number of tasks in Q and each 
transition represents the change in the length of the Q in one unit of time. The probabilities of 
different transitions may be calculated from the rate of task arrival, and the average number of 
tasks executed in a unit of time. The average number of task executed at a unit of time is two 
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for the BB-overloading and is also two (= for the PB-overloading. If Su represents 
the state in which Q contains u tasks and u > 2, then the probability of a transition from S„ to 
Su-2+k is Par(k). This is because, at any time t, k tasks can arrive and two tasks get executed 
for the two schemes. If u < 2, then only u tasks are executed, then there is a state transition 
from Su to S* with probability Par(k)- For example, Figure 4.18 shows the transitions out of 
state Su (u > 2) in the Markov chain assuming that Amaz = 6. 
Now we consider the case of tasks with deadlines. When the k arriving tasks have finite 
deadlines, some of these tasks may be rejected. Let Pq<k be the probability that one of the k 
tasks is rejected when the queue size is q. For the BB-overloading scheme the value of PBB is 
the probability that the relative deadline of the task is smaller than gBB +<r, where b = q + k/2 
(average case) and a is the extra time needed to schedule the backup and is equal to 1 or 2 
with a probability of 0.5. For the PB-overloading scheme the value of P£B is the probability 
that the relative deadline of the task is smaller than g£B +1, where b = q + k/2 (average case) 
and the extra one time unit is needed to schedule the backup. Then, 
where * = BB, and t=gBB 4- a for the BB-overloading scheme, or * = PB and t=g£B +1 for 
the PB-overloading scheme. Hence, when the queue size is q, the probability, P'e](r, k, q), that 
r out of k tasks are rejected is 
Ousks arrive 1 tasks nive 2 tasks arrive 3 tasks arrive 4 tasks arrive 5 tasks arrive 6 tasks arrive 
Figure 4.18 Transitions out of state Su for a linear Markov chain 
Pwin{w) for Wmin <t<Wr 
for t WmnT 
(4.4) 
(4.5) 
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where C* is the number of possible ways to select r out of k elements, and * = BB for the 
BB-overloading scheme, or * = PB for the PB- overloading scheme. 
In order to keep track of the number of rejected tasks, each state Su is divided into Amax +1 
states, Su,r, r = 0,...,Amoz, where Amax is the maximum number of tasks arriving, and 
possibly rejected, in each time unit. In the two-dimensional discreet time Markov chain, 5u,r 
represents the queue size as u and r tasks were rejected when the transition was made into 
Su,r. The two-dimensional Markov chain contains 2Wmax + 1 rows (maximum Q length +1) 
and Amax + 1 columns (number of arrivals in unit time +1), and the transition probabilities 
become: 
By computing the steady state probabilities of being in the rejection states, it is possible to 
compute the expected value of the number of rejected tasks (Rej) per time unit. If Pss(u,v) 
is the steady state probability of being in state SUtU, then 
Then, the rate of task rejection is given by Rej/Aav. Note that P3J(u,0) is not included in 
(4.6) since these are the states corresponding to no rejection. 
Up until now, we have not considered backup de-allocation in the model. Backup de­
allocation means that if at time t no fault has occurred, then the backups pre-allocated at 
time slot t + 1 may be used to schedule a new task. In other words, if k tasks arrive during 
slot t, and k > 0, then one of these tasks can be scheduled in the de-allocated backup slot, 
and the remaining k — 1 tasks can be treated as above. The effect of backup de-allocation 
may be analyzed by changing k by k — 1 in the previous analysis. More specifically for g£. 
• If u > 2, then P{SUfi -+ S u - 2 + k - r , r } = p a r{k)P r e j(r, k,u - 2), 
e If u < 2, then P{Su<i -» Sk-r,r}=par{k)P r e j(r,fc,0), 
where k = 0,..., Amax and r = 0,..., k. 
(4.6) 
u=0 u= 1 
6 = q + (k — l ) /2 .  
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4.5.2.1.3 Analysis for the grouping algorithms 
To compare dynamic grouping and static grouping we use BB-overloading pre-allocation 
strategy. Figure 4.19 shows pre-allocation strategy for BB-overloading in a six processors 
system. 
If static grouping is used in this system, then processors 1, 2, and 3 are in one group 
(Gi) and processors 4, 5, and 6 are in another group (G2). In order to estimate the loss of 
schedulability caused by static grouping, we use the same FIFO scheduling algorithm as in the 
previous section. We assume that the number of arrival tasks (k) at any time t are divided 
equally between the two groups (G1 and G2). In other words, if k tasks arrive during slot 
t, then [k/2J of these tasks are scheduled in group G1, and the remaining are scheduled in 
group G2. The effect of static grouping may be analyzed by changing k by k/g in the previous 
analysis for BB-overloading algorithm, where g = n/3 is the number of group in the system, 
and n is the number of processors. More specifically for gBB, b is equal to q + k/2g. Then the 
probability that one of the k tasks is rejected when the queue size is q for static grouping is 
given also by Equation (4.4), where t=g^tattc + c, a is equal to 1 or 2 with probability 0.5, and 
gitatrc =  l i+fc/2g j_ (4.7) 
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Figure 4.19 Pre-allocation strategy for BB-overloading 
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If dynamic grouping is used in Figure 4.19, then the groups are formed after scheduling 
the arrival tasks. If the FIFO scheduling algorithm is used in the dynamic grouping, then four 
tasks (n — n/3) can be scheduled on each time t in Figure 4.19 (two slots, n/3, are reserved for 
backups). If, at the beginning of time slot t, a task Ti is the qth task in Q, then T, is scheduled 
to execute at time slot t + g*ynamic, where gpnamic is the time, from now, at which a task will 
execute whose position in the Q is q (q = 1,2,..., 4Wmax) and is defined as 
When k tasks arrive at any time unit t, then the probability that one of the k tasks is re­
jected when the queue size is q for dynamic grouping is given also by Equation (4.4), where 
t = g f y n a m t c  +  y ,  a  i s  e q u a l  t o  1  o r  2  w i t h  p r o b a b i l i t y  0 . 5 ,  a n d  b  =  q  +  k / 2 .  
4.5.2.1.4 Results 
From the analysis, we notice that the performance of a technique depends on the probability 
of rejecting a task (P*fc) for that technique. Figure 4.20 shows the probability of rejecting a 
task, for the overloading techniques, as the number of arrived tasks (k) vary for both faulty 
dynamic (4.8) 
>0.4 
BB-overloading (no-fault) BB-overloading Q. 
0 
PB-overloading « (no-fault) PB-overloading —» 
3 5 7 9 
Number of tasks arrive in unit time (k) 
Figure 4.20 Effects of task load on P*k for the overloading techniques 
(Wmax — 5, Wmirt — 3,Amal — 9) 
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and fault-free cases. The figure shows that PB-overloading technique has a lesser probability to 
reject a task for all values of k for both faulty and fault-free cases. The figure also shows that 
the probability of rejecting a task increases as task load increases for both techniques. Figure 
4.21 shows the probability of rejecting a task as Wm,n varies for the BB- and PB-overloading 
techniques. In the figure, for both techniques, the task rejection probability decreases as the 
deadline window (task laxity) increases. 
S0.6 
BB-overloading 
PB-overloading 
4 5 
Minimum deadline window value (W_min) 
Figure 4.21 Effects of task laxity on P^k for the overloading techniques 
(Wmaz — 7,Amoz — 6) 
Figure 4.22 shows the probability of rejecting a task,for the grouping techniques, as the 
number of task arrival (t) varies for both faulty and fault-free cases. The figure shows that 
dynamic grouping technique has less probability to reject a task for all values of k for both 
faulty and fault-free cases. Also the figure shows that the probability of rejecting a task 
increases as the task load increases for the two schemes. Figure 4.23 shows the probability of 
rejecting a task as Wmin varies for the dynamic grouping and static grouping techniques. In 
the figure, for both techniques, the task rejection probability decreases as the deadline window 
(task laxity) increases. 
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4.5.2.2 Reliability analysis 
The capability of a fault-tolerant technique is assessed based on the number of and the 
frequency of faults that it can tolerate. The resilience of the system can be measured in terms 
of the time it takes for the system to be able to tolerate a second fault after the first fault using 
a given fault-tolerance technique. This latency is called the time to second fault (TTSF) [24]. 
The higher the TTSF, the poorer the performance of the fault-tolerant technique. 
In the previous section, we have shown that PB-overloading technique offers better schedu­
lability than BB-overloading. Here, we show that TTSFPB offered by the PB-overloading is 
bounded by twice that of the BB-overloading (TTSFBB)- Note that, a typical value for TTSF 
is much smaller than the MTTF (Assumption 3 of the fault model) and hence both the over­
loading techniques offer a similar reliability from the practical point of view. Theorems 1 and 
2 below quantify the TTSF offered by BB-overloading and PB-overloading respectively. 
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Figure 4.24 Tolerating a second fault 
Theorem 1: In BB-overloading technique if a permanent fault occurs at time t  in processor 
Pi, the technique will continue to operate if another fault does not occur in the group before 
time t, where 
t  > max{maxj{ f t ( B k j )  :  Proc(Prj) = PJ, maxj{ f t (Prj) : Proc( B k j )  =  P;}} (4.9) 
Proof: If a permanent fault occurs at time t in Pi, any task arriving later than t will be 
scheduled (both primary and backup) on the n - 1 non-faulty processors (assumption 4 of the 
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fault model). Thus, such tasks are guaranteed to complete even if a second fault occurs. If a 
task Tj is already scheduled when the first fault occurs, then the following two cases arise: 
case 1: Proc(Prj) = Pi or Proc( B k j )  = P,: In this case, the restriction on t  guarantees 
that Bkj or Pr, will execute successfully before the second fault occurs. The first part 
of the restriction on t (in Equation 4.9) guarantees that the second fault can occur only 
after all backups, whose primaries on the faulty processor, have been executed. The 
second part in Equation 4.9 ensures that the second fault occurs only after all primaries, 
whose backups on the faulty processor, have been executed. For example, in Figure 
4.24a, primary Pr\ is scheduled on Pi and its backup Bki on If a fault occurs on Pi 
before Pri executes, then another fault can be tolerated on Pa only after Bk\ completes. 
If a second fault occurs on P2 before /t(Sfci), both copies of T\ would be faulty. Using 
a similar logic, a second fault can be tolerated on P3 only after Pr$ completes. The 
maximum of all such combinations gives the minimum time at which the second fault 
can occur. 
case 2: Proc{Prj) ^ Pi and Proc{ B k j )  # P, : In this case, Tj is guaranteed to complete 
even if a second fault occurs unless Bkj overlaps with a backup Bkk whose primary Prk 
is scheduled on Pi (for example, in Figure 4.24a, if i = 1, j = 2, and k = 1). Due to 
t h e  f i r s t  f a u l t ,  B k k  i s  a c t i v a t e d  a n d  h e n c e  B k j  c a n n o t  b e  u s e d  ( s i n c e  i t  o v e r l a p s  B k k ) -
Therefore, a second fault cannot be tolerated on Proc(Prj) (P3 in Figure 4.24a) until 
P r j  h a s  e x e c u t e d .  H o w e v e r ,  t h i s  c a s e  i s  c o v e r e d  b y  t h e  f i r s t  p a r t  o f  t h e  r e s t r i c t i o n  o n  t  
(in Equation 4.9), according to which the second fault cannot be tolerated before Bkk 
has executed. Since Bkj and Bkk overlap, Prj is scheduled earlier than ft(Bkj) in 
the system. This means that the second fault can be tolerated only after Prj finish its 
execution successfully. 
Theorem 2: In PB-overloading if a permanent fault occurs at time t  in processor Pi, the 
tech n i q u e  w i l l  c o n t i n u e  t o  o p e r a t e  i f  a n o t h e r  f a u l t  d o e s  n o t  o c c u r  i n  t h e  g r o u p  b e f o r e  t i m e  t ,  
where 
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t > max{maXj{ f t ( B k j )  :  P r o c ( P r j )  = Pi}, maxj{ f t ( P r j )  :  P r o c ( B k j )  = Px}, 
maXj{ft{Bkk) : Proc(Prk) = Proc(Bkj), S(Prk) A S{Bkj) # 0, ond Proc(Prj) = Pi}} 
(4.10) 
Proof: The first two parts in Equation 4.10 have the same proof as the BB-overloading. For 
the third part consider the following case 
case 3: Proc(Prj) # P, and Proc{ B k j )  # Pi : In this case. T, is guaranteed to complete 
even if a second fault occurs unless Pr, overlaps with a backup Bfc* whose primary 
Pr* is scheduled on Pi (for example, in Figure 4.24b, if i = 1, j = 3, and k = 1). 
Due to the first fault, Bkk is activated and hence Prj cannot be used (since it overlaps 
Bkk). Therefore, a second fault cannot be tolerated on Proc(Bkj) (P3 in Figure 4.24b) 
u n t i l  B k j  h a s  e x e c u t e d .  T h i s  c a s e  i s  c o v e r e d  b y  t h e  t h i r d  p a r t  o f  t h e  r e s t r i c t i o n  o n  t  
(in Equation 4.10), according to which a second fault can occur only after all backups, 
whose primaries were overlapped with backups of primaries on the faulty processor, have 
executed. The maximum of all such combinations gives the minimum time at which the 
second fault can occur. 
TTSF can be calculated as T —  t .  In the worst case, TTSFPB < 2 X TTSFBB• For example 
in Figure 4.24a, if the fault was transient and it affect Pri only then, the BB-overloading 
technique will continue to operate if another fault does not occur before ft(Bk\). In the worst 
case this interval is [ri,di]. On the other hand in Figure 4.24b, the PB-overloading technique 
will continue to operate if another fault does not occur before ft(Bk3). In the worst case, this 
interval is [rt,d3] which is approximately 2 x [ri,di]. 
4.6 Summary 
In this chapter, we have proposed two new techniques to be used in a primary-backup 
based fault-tolerant dynamic scheduling algorithm in multiprocessor real-time systems. The 
first technique is called dynamic grouping, in which the processors are dynamically grouped 
into logical groups in order to achieve efficient overloading of tasks, thereby improving the 
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schedulability and the reliability of the system. The second technique is called primary-backup-
overloading, in which the primary of a task can be scheduled into the same or overlapping time 
interval with the backup of another task on a processor in order to increase system utilization, 
thereby improving the schedulability. The proposed techniques can be incorporated easily 
into any dynamic scheduling algorithm. For our simulation studies, we have incorporated the 
proposed techniques into the Spring scheduling algorithm, a well-known dynamic scheduling 
algorithm. 
Our simulation and analytical studies show that the proposed dynamic grouping technique 
offers significantly better guarantee ratio (15% gain) than the static grouping, and offers a 
graceful degradation in the performance (guarantee ratio) as the number of faults increase 
under all the interesting conditions that we have simulated in the system. The proposed 
primary-backup overloading offers better schedulability (25% gain) than BB-overloading also 
under all the interesting conditions that we have simulated in the system. We have also shown 
that the TTSFPB (a reliability metric) of PB-overloading is upper bounded by twice that of 
BB-overloading {TTSFPB), which is a much smaller value than the MTTF of the system. 
Hence, PB-overloading is a more effective technique than BB-overloading for many practical 
reliability requirements. 
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CHAPTER 5. A CASE OF SCHEDULABILITY-RELIABILITY 
TRADE-OFFS IN SOFT REAL-TIME SYSTEMS 
In this chapter, we propose an adaptive PB scheduling scheme that makes use of an estimate 
of the primary fault probability and task's laxity to control the degree of overlap between its 
(task) versions. Two variations of the adaptive scheme are proposed by varying the adaptation 
mechanism. The adaptation can be done in a continuous manner which leads to an approach 
called PB-OVER continuous (PB-OVER-CONT), or it can be in a discrete manner which 
leads to an approach called PB-OVER switch (PB-OVER-SWITCH). In PB-OVER-CONT, 
the overlap interval varies from no overlap to full overlap in a continuous manner as the fault 
probability varies from 0 to 1. In PB-OVER-S WITCH, the scheduler uses a threshold value 
of fault probability to switch from PB-CONCUR to PB-EXCL, i.e., if the probability is less 
than the threshold, the adaptive scheduler behaves like PB-EXCL, otherwise it behaves like 
PB-CONCUR. In PB-OVER-S WITCH, the threshold value is adapted with task's laxity. 
In section 5.1, the fault model is stated. In section 5.2, the performance index is proposed. 
In section 5.3, we analytically analyze and compare the performance of the existing PB-based 
fault-tolerant approaches. In section 5.4, we propose the adaptive fault-tolerant approaches 
and analyze their performance by analytical and simulation models. In section 5.5, we present 
the general adaptive scheduling algorithm. In section 5.6, we discuss the implementation 
issues related to the adaptive fault-tolerant scheduling scheme. In section 5.7, we present the 
simulation studies of the PB fault-tolerant approaches. Finally, in section 5.8, we summarize 
the results. 
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5.1 Fault Model 
We assume that each processor, except the scheduler, may fail due to a hardware fault 
which results in tasks failure. We further assume that the scheduler is made fault-tolerant by 
executing it on more than one processor or by using any other fault tolerance technique. The 
faults can be transient or permanent and are independent of each other. Each independent 
fault results in the failing of only one processor. The following assumptions form the fault 
model. 
Assumption 1: The fault rate in the system changes with time. For real-time systems operating 
in unpredictable environments, the fault rate is not known a priori. However, system perfor­
mance can be specified under a set of representative fault rate profiles borrowed from control 
theory [52]; namely, the step fault rate and the romp fault rate. In the context of real-time 
systems, the step fault rate represents the worst-case fault rate variation, and the ramp fault 
rate represents a nominal form of fault rate variation. A fault rate profile FR{t) is the system 
fault rate as a function of time. The fault rate profiles are defined as follows. 
• Step fault rate S F R ( t ) :  a fault rate profile that instantaneously jumps from a nominal 
fault rate FRnom to fault rate FRmax and stays constant after the jump. The step fault 
rate is represented with a tuple SFfl(FiZnom,iriZmoI). 
e Ramp fault rate R F R ( t ) :  a fault rate profile that increases linearly from the nominal 
fault rate to a specific level of fault rate during a time interval. Compared with the step 
fault rate, the ramp signal represents a less severe and more realistic fault rate variation 
scenario. The ramp fault rate RFR(t) is described with a tuple RFR(FRnom, FRmax» T), 
where FRnom is the original fault rate, FRmax is the new fault rate, and T is the time 
it takes the fault rate to increase from FRnom to FRmax-
Assumption 2: We assume that the (d{ — n) V Ti are much smaller than the typical mean 
time to failure (MTTF) value of the system. MTTF of the system is defined as the expected 
time for which the system operates before the first failure occurs. This assumption is used to 
enhance the probability of successfully executing the backup of a task, if its primary fails. Note 
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that, there is always the chance that both the primary and backup of a task can fail especially 
when the fault rate is high; this potentially leads to system failure. In our work we assume 
that there will be another mechanism that is activated if such a case occurs. Nevertheless, the 
functionality of the proposed techniques do not change if the backup fails but these techniques 
do not tolerate such a case. 
Assumption 3: There exists fault-detection mechanisms such as a fail-signal and an acceptance 
test that detect processor and task failures, respectively. The scheduler will not schedule tasks 
to a known faulty processor. 
The performance index that we use to compare the PB-based fault-tolerant approaches 
capture the trade-off between the processor utilization and the execution interval for each 
t a s k .  T h i s  p e r f o r m a n c e  i n d e x  i s  c a l l e d  t h e  s c h e d u l a b i l i t y - r e l i a b i l i t y  i n d e x  ( S R ) .  
For a task Ti, we define the processor utilization of the task as the ratio of worst case 
execution time (c*) to the expected processor time used by the task for its execution PTi 
(consumption time). 
We also define a value function that is used to credit the successful output from a task 
depending on its expected execution interval (ETi). Figure 5.1 shows the shape of the value 
function (VALi) wherein the task contributes a value of one if it finishes before its soft deadline, 
a monotonically decreasing value if it finishes between its soft and firm deadlines, a value of zero 
if it misses its firm deadline. The monotonically decreasing task value is inversely proportional 
to its expected execution interval. 
5.2 Performance Index 
(5.1) 
1 for ETi < d? 
VALi = « JL for d? < < d{ 
0 for Wi > d{ 
(5.2) 
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Value 
Execution time 
Figure 5.1 The value function used to credit the logical result 
Therefore, the schedulability-reliability index (SRi) for a task (Ti) is: 
SRi = UTILi x VALi. (5.3) 
The schedulability-reliability index SR for a set of n tasks that are admitted into the system 
is computed as 
SR = 2:2=1 
n 
(5.4) 
As mentioned earlier, the performance index of a soft real-time system is usually measured 
as the sum of the values contributed by the admitted tasks. For a given system capacity, 
there are two options: (i) admit a few tasks with a higher value for each task or (ii) admit a 
large number of tasks with a lower value for each task. This trade-off is effectively captured 
by our schedulability-reliability index given in Equation (5.3). The effect on the number of 
admitted tasks is inherently captured by the processor utilization of each task. The higher the 
processor utilization of a task, the higher the number of admitted tasks and hence the better 
performance. 
5.3 Analysis of the PB-Based Fault-Tolerant Approaches 
In this section, we use simple assumptions about the system's parameters in order to 
mathematically analyze and compare the effect of the primary fault probability (/) on the per­
formance of the three PB fault tolerance approaches (PB-EXCL, PB-CONCUR, PB-OVER). 
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5.3.1 Assumptions 
1. The primary fault probability (/) is estimated using the fault monitoring mechanisms 
(see Section 5.6.1). 
2. The worst case execution time for the tasks is fixed and is equal to c. 
3. The relative soft deadline (ds) for a task is equal to c, and its relative firm deadline (df) 
is equal to 2c. 
5.3.2 Primary-Backup EXCLusive (PB-EXCL) 
In this approach, the primary and the backup versions of a task are excluded in space 
as well as in time in the schedule (as shown in Figure 5.2). From the figure, the expected 
execution interval ET for the task is: 
E T  = 2c/ + (1 - f ) c  = c(l + /). (5.5) 
Prossesorl 
Processor! 
d5 (f 
Pri 
•^1 
Figure 5.2 Primary-backup exclusive (PB-EXCL) 
ET can take either of the following two values depending on whether the primary version of 
a task fails or not: (i) ET = 2c when the primary version of a task fails with probability / and 
the backup version succeeds; (ii) ET = c when the primary version succeeds with probability 
1 — /. In the latter case, the backup is deallocated. 
The expected consumption time ( P T )  for the task is given by 
PT = 2c/ + (1 - /)c = c(l + /). (5.6) 
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Similarly, PT can take either of the following two values depending on whether the primary 
version of the task fails or not: (i) PT = 2c when the primary version of a task fails with 
probability / and the backup version succeeds; (ii) PT = c when the primary version succeeds 
with probability 1 — /. In the latter case, the backup version is deallocated. 
From these two equations, it can be seen that both PT and ET increase linearly from c to 
2c as / varies from 0 to 1. Also, it can be observed that the PB-EXCL approach performs well 
when / = 0 as ET = PT = c, which is the best achievable. However, this approach performs 
very poorly when / = 1 as it doubles the execution interval for the task, i.e., ET = 2c. 
The processor utilization in this approach is given by: 
c 1 UTILi = (5.7) (l + /)c (1 + /) 
Since d \  = c and d [  = 2c, the value function for this approach is V A L t  =  
The schedulability-reliability index for this approach is then 
1 
Sfii 
~ (TF7F 
5.3.3 Primary-Backup CONCURrent (PB-CONCUR) 
(5.8) 
In this approach, the primary and the backup versions of tasks are executed concurrently 
as shown in Figure 5.3. From the figure, the expected execution interval ET for the task is 
given by: 
ET = c. (5.9) 
Prossesorl 
Processor! 
Ï
 1 dp 
Pri 
eei 
Figure 5.3 Primary-backup concurrent (PB-CONCUR) 
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This means that the execution interval for the task is constant and does not depend on 
/. Also, PT = 2c and does not depend on /. From these two equations, the approach is 
favorable when / = 1 as ET = c and PT = 2c for this case, which is the best that can be 
achieved. However, this approach is not favorable when / = 0 as PT = 2c which is twice that 
of PB-EXCL for the same case. 
The processor utilization for this approach is given by 
UTILi — — — 0.5. 2c (5.10) 
Since d \  = c and d {  = 2c, the value function for this approach is V A L t  = | = 1. The 
schedulability-reliability index for this approach is then 
SRi = 0.5 (5.11) 
5.3.4 Primary-Backup OVERlap (PB-OVER) 
In this approach, the primary and the backup versions of a task can overlap in execution 
by an amount equal to 7c as shown in Figure 5.4. 
Prossesorl 
Processor! 
Figure 5.4 Primary-backup overlap (PB-OVER) 
From the figure, the expected execution interval ET for the task is given by 
E T  =  f { c  +  (1 - 7)c) + (1 - f ) c  = c/( 1 - 7) + c. (5.12) 
ET can take either of the following two values depending on whether the primary version 
of the task fails or not: (i) ET = (c+ (1 — 7)c) when the primary version fails with probability 
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f and the backup version succeeds; (ii) ET = c when the primary version succeeds with 
probability 1 - /. 
The expected consumption time PT for the task is 
PT = 2C/ + (1-/)(C + 7C) = (1- 7 ) c f  +  (1 + l)c. (5.13) 
In this approach, PT can take either of the following two values depending on whether 
the primary version of the task fails or not: (i) PT = 2c when the primary version of a task 
fails with probability / and the backup version succeeds; (ii) PT = (1 + 7)c when the primary 
succeeds with probability 1—/ since a processor time of ( 1 — 7)c is reclaimed due to deallocation 
of part of the backup version. 
The processor utilization for this approach is given by 
UTILi = (l + / + 7(W))c = 1 + / + 7(1-/)' (5'14) 
Since d\ = c and d{ = 2c, the value function for this approach is 
V A L l  =  (i + /(i--r)c =  i  + j l-iï  | 5 '1 5 )  
The schedulability-reliability index for this approach is then 
S R i  =  ( I  +  / + 7 ( l - / ) ) ( l  +  / ( l - 7 ) ) '  ( 5 ' 1 6 )  
The most important property that is expected from PB-OVER is to combine the advantages 
of the PB-EXCL and PB-CONCUR approaches. That is, when / = 0, the desirable values of 
ET and PT is c, and when / = 1, the desirable values of ET and PT are c and 2c, respectively. 
5.4 Adaptive PB-OVER Fault-Tolerant Approaches 
In this section, two adaptive PB-OVER approaches are introduced by varying the adap­
tation mechanism. The adaptation can be done in a continuous manner which leads to an 
approach called PB-OVER continuous (PB-OVER-CONT), or it can be in a discrete manner 
which leads to an approach called PB-OVER switch (PB-OVER-SWITCH). 
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5.4.1 Primary-Backup OVBRlap CONTinuous (PB-OVER-CONT) 
In PB-OVER-CONT, the overlap interval varies from no overlap to full overlap in a con­
tinuous manner as the fault probability varies from 0 to 1. From Equations (5.12) and (5.13), 
we found that this can be achieved by substituting 7 = / which results in 
ET = (-/2  + /  + l)c and PT = (-/2  + 2/ + l)c. (5.17) 
3c 
2c 
PT — 
ET 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Primary fault probability (f) 
Figure 5.5 PT, and ET for the PB-OVER-CONT approach 
Figure 5.5 shows the values of PT, and ET for the PB-OVER-CONT approach with varying 
/. From the figure, it can be seen that PT increases quadraticaliy from c to 2c as / varies 
from 0 to 1. ET increases quadraticaliy from c to 1.25c as / varies from 0 to 0.5 and then 
decreases quadraticaliy from 1.25c to c as / varies from 0.5 to 1. 
Using the assumption in Section 5.3 the processor utilization for this approach is given by 
c 1 
UTILi (_/2 + 2/ + 1)C _/2 + 2/ + 1• 
Since d* = c and d{ = 2c, the value function for this approach is 
V A L  —  -  —  i  
t -(-/2  + /  + l)c"(-/2  + /  + l)-
The schedulability-reliability index for this approach is then 
(5.18) 
(5.19) 
SRi = 1 (-/2  + 2/ + 1)(-/2  + / + !)" (5.20) 
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5.4.2 Primary-Backup OVERlap SWITCH (PB-OVER-SWITCH) 
In PB-OVER-SWITCH, the scheduler switches from PB-EXCL to PB-CONCUR depend­
ing on the value of /. If / is less than a threshold /0, then the PB-OVER-SWITCH approach 
behaves like PB-EXCL, else it behaves like PB-CONCUR. The threshold f0 is the value of 
/ at which the schedulability-reliability index of PB-EXCL is equal to that of PB-CONCUR. 
Thus. ET and PT of the task become 
ET = 
c x (1 + /) for 0 < / < fo 
c for /„ < / < 1 
(5.21) 
PT = (5.22) 
c x (1 + /) for 0 < / < f0 
2c for f0 < f < 1 
For the given assumption the value of fa is the value of / that satisfies = 0.5, which is 
/ = V2 - 1. 
3c 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Primary fault probability (f) 
Figure 5.6 PT, and ET for the PB-OVER-SWITCH approach 
Figure 5.6 shows the values of PT and ET of the PB-OVER-SWITCH approach for varying 
/. From the figure, it can be noted that PT and ET increase linearly from c to V2c as / varies 
from 0 to \/2 — 1. When / > V2 — 1, the scheduler will switch to the PB-CONCUR approach 
causing PT to jump to 2c and ET to jump to c. 
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Using the assumption in Section 5.3 the schedulability-reliability index for this approach is 
given by 
5.4.3 Analytical Results 
In this section, we compare the performance of the proposed adaptive fault-tolerant ap­
proaches with that of the existing non-adaptive PB-based fault-tolerant approaches. The 
comparison is done using the analytical model described in Section 5.3. Also simulation 
studies (see Section 5.7.1), using the analytical assumption, have been carried out to con­
firm the analytical results. The task output value (VAX,), processor utilization (UTIL), and 
schedulability-reliability index (SR) have been used as the performance metrics. For each point 
in the performance plots (Figures 5.7-5.9), the system was simulated with 20,000 tasks. This 
number of tasks has been chosen to cancel the effect of the warm-up period of the simulation 
and also to have a 97% confidence interval within ±0.0015, ±0.0019, ±0.0030 around each 
value of UTIL, VAL, and SR respectively. 
5.4.3.1 Effects of the primary fault probability (/) on task value 
Figures 5.7(a) and 5.7(b) show the effects of primary fault probability on the output value 
contributed by the tasks for all PB approaches. From the figures, it can be seen that the PB-
CONCUR offers the maximum output value which is constant. This is because of its nature of 
scheduling both versions of a task within the soft deadline. Therefore, the value contributed 
by each of the admitted tasks is always one. The value offered by the PB-OVER-CONT lies 
between the PB-CONCUR and PB-EXCL for all fault probability. It offers the minimum value 
(VAL = 0.8) at / = 0.5. This is because the PB-OVER-CONT is designed in such a way that 
it takes an expected execution interval (VALi = Ci/ET) of c when / = 0 and / = 1. For all 
other values of /, the expected execution interval is between c and 1.25c. 
(i+/)3 for 0 < / < \/2 - 1 
0.5 for V2 - 1 < / < 1 
(5.23) 
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(a) Analytical (b) Simulation 
Figure 5.7 Effects of primary fault probability (/) on task value 
The PB-EXCL offers the minimum output value which is 1 when / = 0 and decreases to 
0.5 as / increases to 1. Since there are no faults when / = 0, the primary always succeeds 
and the backup is deallocated, thus causing the primary to finish before the soft deadline and 
contributing one to the output value. On the other hand, when / = 1, the primary always 
fails, the backup must be executed, resulting in the doubling of the execution interval, thus 
contributing a 0.5 to the output value. 
The PB-OVER-SWITCH behaves like PB-EXCL up to / = V2 — 1 (the threshold value) 
after which it behaves like PB-CONCUR. Though the output value offered by the PB-OVER-
SWITCH is lower than the PB-CONCUR for / < x/2 — 1, the SR offered by this approach is 
always better than the PB-CONCUR (which is discussed in Section 5.4.3.3). Figures 5.7(b) 
shows the output from the simulation. In the simulation the tasks are generated using the 
same analytical assumptions. From the figures, it can be seen that simulation results confirm 
the analytical results. 
5.4.3.2 Effects of the primary fault probability (/) on processor utilization 
Figures 5.8(a) and 5.8(b) show the effects of primary fault probability on the processor 
utilization for all PB approaches. From the figures, it can be noted that the PB-CONCUR 
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offers the minimum processor utilization (UTIL = 0.5) which is constant. This is because of its 
nature of scheduling both versions of a task concurrently. Therefore, the two versions of each 
task will always be executed resulting in a 0.5 processor utilization. The processor utilization 
offered by PB-OVER-CONT lies between PB-CONCUR and PB-EXCL for all fault probability. 
This is because the portion of the processor time (UTILi = Ci/PT) that is deallocated from 
the backup goes from c (worst case execution time) to 0 when / goes from 0 to 1. 
PB-OVER-SWITCH 
PB-EXCL 
PB-OVER-CONT 
PB-CONCUR 
5 
0.5 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
2 
PB-OVER-SWITCH 
PB-EXCL 
PB-OVER-CONT •• 
PB-CONCUR 
1.5 
1 § 
0.5 
0 0 
Primary fault probability (f) Primary fault probability (f) 
(a) Analytical (b) Simulation 
Figure 5.8 Effects of primary fault probability (/) on processor utilization 
The PB-EXCL offers the maximum processor utilization which is 1 when / = 0 and de­
creases to 0.5 as / increases to 1. Since there are no faults when / = 0, the primary always 
succeeds and the backup is deallocated, thus executing only one version of a task, which re­
sults in full processor utilization. On the other hand, when / = 1, the primary always fails, 
the backup must be executed, resulting in doubling the consumption time for a task, thus 
contributing a 0.5 processor utilization. 
The PB-OVER-SWITCH behaves like the PB-EXCL up to / = \/2 - 1 (the threshold 
value) after which it behaves like the PB-CONCUR. Though the processor utilization offered 
by the PB-OVER-SWITCH is lower than the PB-EXCL for / > a/2 — 1, the SR offered by this 
approach is always better than the PB-EXCL (which is discussed in Section 5.4.3.3 ). Figures 
5.8(a) and 5.8(b) illustrate that the simulation results confirm the analytical results. 
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5.4.3.3 Effects of the primary fault probability (/) on SR index 
Figures 5.9(a) and 5.9(b) show the effects of the primary fault probability on the SR index 
for all PB approaches. From the figures, it can be seen that the PB-CONCUR offers the best 
schedulability-reliability index when /  > V2 — 1. This is because in this region (/  > V2-1) 
the probability of fault is high. Therefore, scheduling both versions of a task concurrently 
within the soft deadline will give the best SR index, which is 0.5. 
PB-OVER-SWITCH 
PB-EXCL 
PB-OVER-CONT 
PB-CONCUR 
PB-OVER-SWITCH 
PB-EXCI 
PB-OVER-CONT -
PB-CONCUR 0.8 
0.6 
0.4 
02 
1 
Primary fault probability (!) Primary fault probability (f) 
(a) Analytical (b) Simulation 
Figure 5.9 Effects of primary fault probability (/) on SR index 
The schedulability-reliability index offered by the PB-OVER-CONT lies between the PB-
CONCUR and PB-EXCL for all fault probability. Except for the interval (/ 6 [0.38,0.46]) 
where PB-OVER-CONT has the minimum schedulability-reliability index. The PB-EXCL 
offers the best schedulability-reliability index when / < V2 - 1 because the probability of 
backup deallocation is high in this interval. Since the PB-OVER-SWITCH behaves as PB-
EXCL when / < V2—1 and as PB-CONCUR when / > V2 — 1, it offers the best schedulability-
reliability index for all values of /.Figures 5.9(a) and 5.9(b) illustrate that the simulation results 
confirm the analytical results. 
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5.4.4 Effects of Task's Soft Laxity on the Performance of the PB Approaches 
In this section, we first study the effect of task's soft laxity on the performance of the 
PB-based fault-tolerant approaches. Next, we propose a mechanism that allows the fault 
probability threshold (/„) to be adapted with task's soft laxity. 
In Section 5.3, we assumed that the task's soft deadline ( d s )  is equal to c. This assumption 
allows the PB-EXCL approach to schedule only one version of a task (Pr) within its soft 
deadline and the other version (Bk) must be scheduled after the soft deadline. This degrades 
the performance of the PB-EXCL approach as / increases since the correct output is always 
produced by the backup which has less value. When tasks have large soft deadline, then both 
the primary and the backup versions of tasks can be scheduled in an exclusive manner within 
their soft deadline. Therefore, all PB-based fault-tolerant approaches offer the same output 
value for the finished tasks which is equal to one and does not depend on /. Hence, the SR 
index will be 0.5, ^7, and -fi+of+i ' respectively for the PB-CONCUR, PB-EXCL, and the 
PB-OVER-CONT approaches. 
Figures 5.10 shows the effects of primary fault probability on the SR index for all PB 
approaches when tasks have large soft laxity. From the figures, it can be seen that the PB-
EXCL offers the best SR index for all value of /. The PB-SWITCH offers the best SR index 
only when / < V2 - 1 and it offers the lowest SR index when / > V2-1. This is because 
the threshold value (f0) that is used by the PB-SWITCH approach to switch between the 
PB-EXCL and PB-CONCUR approaches is constant {fo = V2 — 1) and does not change with 
changing task's soft deadline. However, in Section 5.4.2, the threshold fo is defined as the 
value of / at which the SR index of PB-EXCL is equal to that of PB-CONCUR. Therefore, 
for the given task's deadline the value of fo is the value of / that satisfies = 0.5, which 
is / = 1. By using this new threshold value {fo = 1), the PB-OVER-SWITCH always behaves 
like the PB-EXCL approach which offers the best performance in this case. 
It is evident from the above discussion that the threshold value ( f o )  has to be adapted with 
the task's soft laxity to be able to determine the correct overlap interval between the primary 
and the backup versions of each task that enhances the performance of the system. To do so, 
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Figure 5.10 Effects of primary fault probability (/) on schedulabil­
ity-reliability (Sii) index 
the scheduler behaves as follows for each task (T,) that arrives in the system: 
• Schedules the primary (Pr*) version from the task (using the algorithm discussed in 
Section 5.5). 
• If the primary was scheduled within the soft deadline, then 
- Determine the overlap interval (<7,c,) between the primary and the backup versions 
of the task so that both versions will be scheduled within the soft deadline. 
„  = *-«-/"*•'» (5.24) 
Ci 
where /f(Pr,) is the relative finish time of the primary version. 
- If Oi < 0 then, <Ji = 0. 
Else if the primary was scheduled to finish after the soft deadline then, <7* = 1. 
Using this value (u,) the scheduler calculates the threshold value (/Q) that is used by the PB-
OVER-SWITCH approach to select the correct overlap interval (i.e., if(/ < /Ô) : 7 = 0 ? 7 = 1) 
between the primary and the backup versions for this task (T,). To calculate /Ô for a given 
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task Ti the scheduler uses the following equation: 
f l  = ( V2 - 2 ) a  + 1 (5.25) 
Equation (5.25) is derived from the fact that /o changes from V2 — 1 to 1 when the task's 
soft laxity change from the case where the scheduler is only able to schedule one version of 
task within its soft deadline to the case where it able to schedule both version in an exclusive 
manner within the soft deadline. In the next section, we will propose the general adaptive 
scheduling scheme that incorporates the two adaptive approaches (based on the fault rate and 
the soft laxity) to maximize the SR index. 
5.5 The Proposed Adaptive Dynamic Scheduling Algorithm 
Unlike static scheduling of periodic tasks, dynamic scheduling of aperiodic tasks must be 
very simple because its overhead has serious effects on real-time processing. In this section, 
we present a heuristic algorithm that incorporates the two adaptive approaches for scheduling 
two versions of each task in such a way that the SR index of the system is maximized. The 
scheduler works as follows for each task T, = (r;, <%, d\, d{) that arrives in the system: 
1. Pr, is scheduled first as follows: 
(a) Tries to find a free slot of length c, between time r, to time d{. Since the scheduler 
tries to maximize the output value, it is appropriate to schedule Pr, as early as 
possible so it will finish within the soft deadline (df). Note that a heuristic search 
algorithm such as the Spring scheduling [82] can be used to find the best fit free 
slot. 
(b) If Pri cannot be scheduled without overlapping any previously scheduled slot,  task 
Ti is rejected. 
2. If Pr, is schedulable, then 
(a) Determines and calculates /q as discussed in Section 5.4.4. 
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(b) Uses the estimated fault probability (/),  to determine the overlap interval between 
the primary and backup versions of the task (7Ci) as discussed in Section 5.4. 
(c) Sets ready time ( r \ )  for the backup version, rf = /((Pr,) - 7Cj. 
(d) Sets processor(Sfcj) # processor 
3. Bki is scheduled as follows: 
(a) Tries to find a free slot of length c, between time rf to time d [ .  Since the scheduler 
tries to maximize the SR index, it is appropriate to schedule Bki as early as possible. 
(b) If Bki cannot be scheduled without overlapping any previously scheduled slot,  Pr, 
is unscheduled and task Ti is rejected. 
5.6 Implementation Issues 
In this section, we introduce the fault monitoring system that is used to observe the fault 
rate and estimate the primary fault probability in the system. Next, we discuss the issue of 
the primary backup Synchronization. 
5.6.1 Fàult Monitoring System 
A fault monitoring system periodically (with period p) monitors the completion of tasks 
in the system. For each period the monitoring system counts the number of faulty primaries 
(n-f (<)) and the total number of primaries completed {n(t)) during that period. 
According to the frequency interpretation probability concepts, the probability of an event 
(primary fail) is the proportion of the time that events of the same kind will occur in the 
long run. Hence, we define the primary fault probability (/) as the ratio of the finished faulty 
primaries to the total finished primaries in an interval: 
/(-) = ^ (5.26) 
This probability is calculated every p time units, where p is the sample period for the 
monitor. This fault probability is used to control the degree of overlap between the versions 
of the tasks. 
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5.6.2 Primary Backup Synchronization 
The primary and backup versions of a task need to synchronize each other to produce the 
correct result. A flag bit, which is initialized to 0, is used to indicate the success of writing 
a valid result by the primary or backup version. The structures of the primary and backup 
versions are shown in Figure 5.11. 
From the figure, the primary version works as follows. It does the intended computation, 
then performs the acceptance test {AT). If AT succeeds and flag = 0, it writes the result, 
sets the flag = 1, and initiates a signal to the kernel to de-allocate the backup. The operation 
of the backup is similar to that of the primary except that it does not de-allocate the primary 
as shown in Figure 5.12. The lock bit is used to ensure mutually exclusive access to the flag 
between primary and backup in the case of concurrent execution. 
In this section, we first introduce the simulation model that is used to study the performance 
of the PB-based fault-tolerant approaches. Next, we compare the performance of the proposed 
new adaptive fault-tolerant approaches (PB-OVER-CONT, and PB-OVER-SWITCH) with 
the existing non adaptive approaches (PB-EXCL, and PB-CONCUR). 
5.7.1 Simulation Model 
A multiprocessor simulation of a soft real-time system was used to study the performance 
of the adaptive scheduling scheme. The parameters used in the simulation studies are given in 
Table 5.1. The tasks for the simulation are generated as follows: 
Figure 5.11 Structure of primary and backup versions 
5.7 Simulation Studies 
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Synchronize (Task version) 
{ 
switch (Task version) 
case: Primary 
Acquire the lock. 
If (flag=0) then 
{Write the result. 
flag=l. 
de-allocate the backup. } 
Release the lock. 
case: Backup 
Acquire the lock. 
If (flag = 0) then 
{Write the result. 
flag=l. } 
Release the lock. 
} 
Figure 5.12 Primary backup synchronization 
1. The worst case computation times of primary versions are chosen uniformly between 
Minc and Maxc. 
2. The soft deadline (df ) of a task Tj is equal to k \  x c,. Also, the firm deadline ( d { )  of a 
task Ti is equal to fcg x c*. 
3. The inter-arrival time between tasks follows exponential distribution with mean 6. 
4. The task load L is defined as the expected number of task arrivals per mean service time 
and its value is approximately equal to j, where C is the mean computation time of the 
system. The mean computation time C has been calculated based on fault free system. 
5. The backup versions are assumed to have identical characteristics of their primary ver­
sions. 
The simulator has five components: a source which generates tasks; a scheduler that makes 
admission/rejection decisions and determines the overlap interval on submitted tasks; a multi­
processor system that models the execution of the tasks; a monitor that periodically counts the 
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Table 5.1 Simulation parameters 
Parameter Explanation Value used 
Minc minimum computation time of tasks 2 sec 
Maxc maximum computation time of tasks 20 sec 
ki the factor that relate df to c, 1 . . .  5  
k2 the factor that relate d[ to c. 2 .  . 5  
f the primary fault probability 0 . . . 1  
L the system offered task load 1  
m number of processors 6  
V monitoring period 4 0  sec. 
number of finished faulty primaries; and an estimator that periodically estimates the primary 
fault probability. 
5.7.2 Simulation Results 
In this section, we compare the performance of the proposed new adaptive fault-tolerant 
approaches (PB-OVER-CONT, and PB-OVER-SWITCH) with the existing non adaptive ap­
proaches (PB-EXCL, and PB-CONCUR). Two experiments have been used to study the PB-
based fault-tolerant approaches. In the first experiment (Experiment A) the fault rate for each 
simulation run is constant. In the second experiment (Experiment B) the fault rate for each 
simulation run is dynamically changed using the step and the ramp fault rate profiles (see 
Section 5.1). 
5.7.2.1 Experiments A: Steady fault rate 
Experiments A compares the performance of the proposed new adaptive fault-tolerant 
approaches with the existing non adaptive approaches. The comparison is done using the 
simulation model. The SR index has been used as the performance metric. For each point in 
the performance plots (Figures 5.13-5.15), the system was simulated with 20,000 tasks. The 
number of tasks has been chosen in order to have a 99% confidence interval within ±0.0035 
around each value of SR. 
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5.7.2.1.1 Effects of the primary fault probability ( f )  on S R  index 
Figures 5.13(a) and 5.13(b) show the effects of primary fault probability on the SR index 
for all PB approaches. Figure 5.13(a) shows the behavior of the PB approaches when f varies 
for tasks that have relative soft deadline equals to 2c,- and relative firm deadline equals to 
5cj. Figure 5.13(b) shows the case for tasks that have relative soft deadline equals to 4c, and 
relative firm deadline equals to 5cj. 
PB-OVER-SWITCH -
PB-EXCL -
PB-OVER-CONT 
PB-CONCUR 
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PB-EXCL -
PB-OVER-CONT 
PB-CONCUR - 0.8 0.8 
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(a) ds = 2cj, and d? = 5c* (b) ds = 4cj, and d^ — 5c* 
Figure 5.13 Effects of primary fault probability (/) on SR index 
From the figures, it can be seen that when the relative soft deadline is large (Figure 5.13(b)) 
the PB-OVER-SWITCH and the PB-EXCL approaches behave similarly and offer the best SR 
index. This is because when d3 is large, the tasks have enough soft laxity to be scheduled in 
an exclusive manner within the soft deadline. The threshold value fo used by the PB-OVER-
SWITCH approach is approximately equal to 1. From Figure 5.13(a), we can notice that the 
PB-EXCL approach has the highest SR index when f < 0.75, and the PB-CONCUR approach 
has the highest SR index when / > 0.75. The SR index offered by the PB-OVER-CONT lies 
between the PB-CONCUR and PB-EXCL for all values of primary fault probability. Since 
the PB-OVER-SWITCH behaves like PB-EXCL when f < 0.75 and like PB-CONCUR when 
/ > 0.75, it offers the best SR index for all values of f. 
Figure 5.14 shows the effects of primary fault probability on the SR index for all PB 
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approaches. For Figure 5.13, the task load was homogeneous (i.e., all the tasks have the same 
relative soft and firm laxities). For Figure 5.14, the tasks soft deadline is chosen uniformly in 
the interval [c,, 3cj] and the task firm deadline is chosen uniformly in the interval [3c,-, 5cj] in 
order to generate a non-homogeneous task load. From Figure 5.14, we notice that the behavior 
of the PB-based fault-tolerant approaches stay the same as in the case of homogeneous task 
load. 
1 
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Primary fault probability (f) 
d3 € [lci,3ci], and df 6 [3cj,5cj] 
Figure 5.14 Effects of primary fault probability (/) on SR index 
5.7.2.1.2 Effects of task's soft laxity on SR index 
Figures 5.15(a) and 5.15(b) show the effects of tasks soft laxity on the SR index for all PB 
approaches. Figure 5.15(a) shows the behavior of the PB approaches when d3 varies for the 
system in which the primary fault probability is 0.25 and tasks' relative firm deadline is 5cj. 
Figure 5.15(b) shows the case for system in which the primary fault probability is 0.75 and 
tasks' relative firm deadline is also 5c,. 
From the figures, it can be seen that when the primary fault probability (/) is low (Figure 
5.15(a)) the PB-OVER-SWITCH and the PB-EXCL approaches behave similarly and offer the 
best SR index for all values of d3. This is because when / is small, the PB-OVER-SWITCH 
PB-OVER-SWITCH 
PB-EXCL 
PB-OVER-CONT 
PB-CONCUR 
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switch to an overlap interval equal to zero. The SR index offered by the PB-OVER-CONT 
lies between the PB-CONCUR and PB-EXCL for all value of d3. From Figure 5.15(b), we 
can notice that the PB-CONCUR and PB-OVER-SWITCH approaches have the highest SR 
index when d* < 2. This is because, when/ is high and tasks have small soft laxity then the 
threshold value that is used by the PB-OVER-SWITCH for each task is smaller than the fault 
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0.6 
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(a) / = 0.25, and df = 5c, (b) f — 0.75, and d^ = 5Cj 
Figure 5.15 Effects of task's soft laxity on SR index 
probability in the system (/ = 0.75). Thus, PB-OVER-SWITCH behaves like PB-CONCUR 
for this region. We can notice that when 2 < d3 < 3, the PB-OVER-SWITCH approach 
has the highest SR index. This is because, in this interval, the tasks have medium values of 
soft deadline. Thus PB-OVER-SWITCH enhances the performance of the system by adapting 
task's threshold based on its soft deadline. Finally, we can notice, from Figure 5.15(b), that 
the PB-EXCL and PB-OVER-SWITCH approaches have the highest SR index when d3 > 3. 
5.7.2.2 Experiments B: Dynamic fault rate 
To capture the transient behavior of the PB fault tolerant approaches in response to fault 
rate variations, we use the instantaneous value for the schedulability-reliability (SR{t)) index. 
The instantaneous SR(t) index is defined as the product of the instant processor utilization 
(UTIL(t)) and the instant task value (VAL(t)) at time t. In contrast, the average SR index 
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is defined as the time average of the instantaneous S R { t )  index for the entire run-time. Each 
point in the performance plots (Figure 5.16) is the average value (with 95% confidence interval 
within ±0.019 around the results) of 20 runs. In each run the system was simulated with 
20,000 tasks. 
5.7.2.2.1 Step fault rate profile 
Figure 5.16(a) shows the effects on S R ( t )  index for the four PB fault-tolerant approaches 
in response to the step fault rate SFR{FRQ%, FRIQ0%). FRQ% is the fault rate that makes 
the primary fault probability equal to zero (/ = 0), and Fiiioo% is the fault rate that makes 
the primary fault probability equal to one (/ = 1). Each time unit in the X-axes correspond 
to 40 seconds in the simulation time. The step fault rate was changed from FRQ% to FR\QQ% 
at t = 500 time units. 
From the figure, we see that the PB-CONCUR offers a constant S R ( t )  which does not 
change with t. This is because of its nature of always scheduling both the versions of a task 
concurrently within the soft deadline. The PB-EXCL offers SR(t) equal to one when t < 500, 
otherwise a SR(t) equals 0.25 when t > 500. This is because for t < 500 the probability of the 
primary to fail is equal to zero (/ = 0) which will result in deallocating the backup versions. 
For t > 500 the probability of the primary to fail is equal to one which will result in executing 
the backups. The PB-OVER-CONT and PB-OVER-SWITCH behave similarly in response to 
step fault rate. They offer SR(t) equal to one for t < 500, otherwise a SR(t) equals 0.5 for 
t > 500. Since the fault rate switch from FR$% to FRiQQ% the two adaptive approaches will 
behave similar to the PB-EXCL approach for the interval [0, 500], and they will adapt after a 
short period (3p) to behave similar to PB-CONCUR for the interval [500, 1000]. 
From the figure, we see that the smallest value of S R ( t )  in the transient state ( t  ~ 500) 
for the adaptive approaches is within 25% from its steady state value. This value is called the 
overshoot, which represents the worst-case transient performance of the system in response to 
the fault rate profile. Also, we can notice that the time taken for SR(t) to enter the steady 
state after the step fault rate profile is equal to 3p. This time is called the settling time, which 
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represents how fast the system can recover from a transient state. Since from the control 
theory point of view our system is an open-loop system, the overshoot and the settling time 
are only vary with the monitoring period p. Reducing the monitoring period p will enhance 
both the overshoot value and the settling time. In contrast, reducing the monitoring period 
p will reduce the accuracy of estimating the fault probability which will effect the stability of 
the system. According to the frequency interpretation probability concepts, the probability of 
an event should be calculated in a long run. 
In summary, the average performance metrics of the PB fault-tolerant approaches in re­
sponse to the step fault rate profile are listed in Table 5.2. From the table, we can see that 
a d a p t i v e  P B  f a u l t - t o l e r a n t  a p p r o a c h e s  o f f e r  t h e  b e s t  a v e r a g e  p e r f o r m a n c e  m e t r i c s  ( V A L  ~  1 ,  
UTIL = 0.75, SR ~ 0.75) in response to the step fault rate profile. The PB-EXCL offers an 
average processor utilization (UTIL = 0.75), and an average schedulability-reliability index 
(SR ~ 0.62) higher than that of PB-CONCUR in response to the step fault rate profile. 
Table 5.2 The average performance metrics of the PB approaches in re­
sponse to dynamic fault rate 
approach Step Fault Rate Profile Ramp Fault Rate Profile 
V A L  U T I L  SR V A L  U T I L  SR 
PB-EXCL 0.747 0.747 0.620 0.694 0.694 0.496 
PB-CONCUR 1.000 0.500 0.500 1.000 0.500 0.500 
PB-OVER-CONT 0.994 0.745 0.744 0.867 0.633 0.551 
PB-OVER-SWITCH 0.995 0.745 0.7461 0.931 0.638 0.583 
5.7.2.2.2 Ramp fault rate profile 
Figure 5.16(b) shows the effects on S R ( t )  for the four PB fault-tolerant approaches in 
response to the ramp fault rate RFR(FRQ%, FRI00%, 1000). The ramp fault rate was increased 
from FRQ% to FRW0% during 1000 time units. 
From the figure, it can be seen that the PB-CONCUR offers a constant S R ( t )  index which 
does not change with t. The PB-EXCL offers SR(t) that decreases quadraticaliy from one to 
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(a) Step fault rate profile (b) Ramp fault rate profile 
Figure 5.16 S R ( t )  of the PB approaches in response to dynamic fault rate 
(ds = Cj, and = 2c%). 
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0.25 as t varies from 0 to 1000. This is because the primary fault probability increases linearly 
from zero to one as t varies from 0 to 1000. The PB-OVER-CONT offers an SR(t) that 
decreases quadraticaliy from one to approximately 0.433 as t varies from 0 to approximately 
694, and increases quadraticaliy from 0.433 to 0.5 as t varies from 694 to 1000. This is because 
the overlap interval between the primary and the backup versions of tasks will vary from no 
overlap to full overlap as t varies from 0 to 1000. The PB-OVER-SWITCH behaves like PB-
EXCL when t < 414. and like PB-CONCUR when t > 414. This occurs because the primary 
fault probability / is greater than the threshold value (fo = V2 - 1) when t > 414. 
In summary, the average performance metrics of the PB fault-tolerant approaches in re­
sponse to the ramp fault rate profile are listed in Table 5.2. From the table, we can see 
that the PB-OVER-SWITCH approach offers the best average schedulability-reliability index 
(SR = 0.58) in response to the ramp fault rate profile. The PB-EXCL offers the best av­
erage processor utilization (UTIL ~ 0.69) in response to the ramp fault rate profile. The 
PB-CONCUR offers the best average output value (VAL ~ 1) in response to the ramp fault 
rate profile. 
5.8 Summary 
In this chapter, we have considered the problem of scheduling soft real-time tasks with PB-
based fault-tolerant requirements in multiprocessor systems. We have proposed an adaptive 
fault-tolerant scheduling scheme for the problem. The scheme has a mechanism to control 
the overlap interval between the primary and backup versions of tasks in the schedule. The 
overlap interval is computed based on the estimated value of primary fault probability in the 
system and task's soft laxity. Two variants (PB-OVER-CONT and PB-OVER-SWITCH) of 
the adaptive scheme have been proposed and studied. 
In PB-OVER-CONT, the overlap interval varies from no overlap to full overlap in a contin­
uous manner as the fault probability varies from 0 to 1. In PB-OVER-SWITCH, the scheduler 
uses a threshold value of fault probability to switch from PB-CONCUR to PB-EXCL. This 
threshold value is adapted with task's soft laxity. We have also proposed a new metric, called 
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schedulability-reliability ( S R )  index and conducted the following analytical and simulation 
studies: 
• Analytical studies to quantify the effects of primary fault probability on three perfor­
mance metrics, viz, processor utilization, task value (utility), and SR index. 
e Simulation studies to validate the above analytical results using the analytical assump­
tions. 
• Simulation studies to quantify the effects of task's soft laxity in the performance of the 
PB-based fault-tolerant approaches. 
• Simulation experiments to study the instantaneous behavior of S R ( t )  in response to 
dynamically changing fault rates. In particular, we have studied this behavior for step 
and ramp fault rate profiles. Our studies show that both the variants of the adaptive 
scheme exhibit a similar behavior for step fault rate profile, while for the ramp fault rate 
profile, the PB-OVER-SWITCH performs better than the PB-OVER-CONT. 
In summary, our studies show that the proposed PB-OVER-SWITCH adaptive scheme 
always performs better than its adaptive and non-adaptive counterpart for SR index. 
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CHAPTER 6. A CASE OF SCHEDULABILITY-RELIABILITY 
TRADE-OFFS IN FIRM REAL-TIME SYSTEMS. 
The key issue addressed in this chapter is the relaxation of the requirement on a known 
worst-case workload parameters. Our main approach to this is to design a closed-loop schedul­
ing algorithm, in which, the tasks are scheduled based on an estimation for their actual exe­
cution time (AET). A feedback of the system performance is used to generate an error term. 
This error is the input to a control unit that adjusts the estimated value. We will model and 
analyze the closed-loop scheduling algorithm using existing control theory. The result is that 
this scheduling paradigm has a low miss ratio while maintaining a high guarantee ratio thereby 
improving the productivity of the firm/soft real-time systems. 
Specifically, in this chapter, we first design an open-loop dynamic scheduling algorithm that 
employs a notion of task overlap in the schedule in order to provide flexibility in task execution 
times. This algorithm, dynamically guarantees incoming firm tasks via on-line admission 
control and planning. Secondly, we use feedback control theory to design three closed-loop 
scheduling algorithms derived from the open-loop algorithm. The loop is closed by feeding 
back (i) the deadline miss ratio in the first approach; (ii) the task rejection ratio in the second 
approach; (Hi) both the miss ratio and rejection ratio in the final approach. 
In Section 6.1, we define the terminology. In section 6.2, we propose the performance 
metrics. In Section 6.3, we propose a new open-loop firm scheduling algorithm, and study its 
performance. In Section 6.4, closed-loop scheduling, feedback control theory, and issues related 
to dynamic planning closed-loop scheduling are discussed. In Section 6.5, we propose the 
closed-loop approaches, present their analytical modeling, tune their parameters, analyze their 
performance, and verify their analytical models. In Section 6.6, we introduce the simulation 
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model and its parameters, and we compare the performance of the closed-loop scheduling 
algorithms. Finally in Section 6.7 we summarize the results. 
6.1 Terminology 
Definition 1: st(Ti) is the scheduled start time of task T,, which satisfies r, < st(Ti) < 
di-EETi. ft(Ti) is the scheduled finish time of task T,, which satisfies ri+EETi < ft{Ti) < di, 
where EETi is the estimated execution time for task T,. 
Definition 2: Proc(Tî) is the processor on which task TJ is scheduled. 
Definition 3: Let P be the set of processors, and Ri be the set of resources requested by task 
Ti- The earliest start time of a task Ti is denoted by EST(Tt), which is the earliest time when 
its execution can be started, and it is defined as : 
EST{Ti) = max(r;, mia(avail time(j)), m^lEAT?)) (6.1) 
where avail time(j) denotes the time at which the processor P, is available for executing a task, 
and the third term denotes maximum among the available time of the resources requested by 
task Ti, in which u=s for shared mode and u=e for exclusive mode. 
Definition 4-' A task is said to be feasible in schedule if it satisfies the following constraints: 
ri < st(Ti) < ft(Ti) < di. 
6.2 Performance Metrics 
e Task guarantee ratio (GR): This is the ratio of the number of tasks admitted into the 
system to the total number of tasks that arrived at the system. The rejection of tasks 
happens at the scheduler and depends on factors such as the schedulability check al­
gorithm, estimated execution time, and the time at which the schedulability check is 
performed for a task. Task rejection ratio {RR) is equal to one minus the guarantee 
ratio. 
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• Deadline hit ratio (HR): This is the ratio of the number of admitted tasks that meet 
their deadlines to the total number of tasks admitted into the system. Though the 
schedulability check of tasks are performed while admitting them, tasks can still miss 
their deadline when their actual execution time (AET) is greater than their estimated 
execution time (EET) or due to the occurrence of unanticipated faults in the system. 
Deadline miss ratio (MR) is equal to one minus the hit ratio. 
• Task effective ratio (ER): This is an integrated metric and is defined as the ratio of 
the number of tasks that meet their deadlines to the total number of tasks arrived at 
the system which is equal to the product of the deadline hit ratio {HR) and the task 
guarantee ratio (GR). 
6.3 Open-Loop Dynamic Planning Scheduling 
Dynamic planning based schedulers can dynamically guarantee incoming tasks via on-line 
admission control and planning. On-line admission control has been used to guarantee pre­
dictability of services where request patterns are not known in advance. In dynamic planning 
scheduling, when a new set of tasks arrive, the scheduler determines the feasibility of scheduling 
these new tasks without jeopardizing the guarantees that have been provided for the previously 
scheduled tasks. For predictable executions, schedulability analysis must be done before tasks' 
execution begins. For feasibility analysis, the tasks' worst case execution times are taken into 
account. A feasible schedule is generated if timing and other resource requirements of the 
tasks can be satisfied, i.e., if the schedulability analysis is successful. Tasks are dispatched 
according to this feasible schedule. Hence, in dynamic planning scheduling, there are three 
main activities: schedulability checking, schedule construction, and dispatching (task execu­
tion). In a multiprocessor system, schedulability checking and schedule construction are done 
by the scheduler and are independent of dispatching, thus allowing them to run in parallel. An 
example for a dynamic planning based scheduling is the Spring kernel [82]. In this section, we 
use the Spring scheduling approach for scheduling tasks with firm deadlines. We propose new 
approach from the Spring scheduling that differ in the schedulability checking, and scheduler 
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construction. Notice that Spring is only one example algorithm we use but our results are 
more general. 
6.3.1 New Open-Loop Firm Scheduling Algorithm 
In order to guarantee that hard real-time tasks meet their deadlines once they are scheduled, 
scheduling algorithms schedule tasks with respect to their worst-case execution time ( WCET) 
[56, 68, 71]. In this approach (called OL-NO-OVER-WCET (Open-Loop NO OVERlap with 
WCET estimation) scheduling algorithm), WCET is used by the scheduler to perform the 
schedulability check for tasks (i.e. it checks whether EST(Tj) + WCETi < dt, V Ti). Moreover, 
each task is assigned a time slot equals to its WCET (the tasks are not allowed to overlap) when 
the schedule is constructed as shown in Figure 3.1a. Therefore, in the OL-NO-OVER-WCET 
approach, the tasks are allowed to execute to their WCET if needed. The actual execution time 
of tasks varies between their BCET and WCET due to non-deterministic behavior of several 
low-level processor mechanisms (e.g. caching, prefetching, and DMA data transfer), and also 
due to the fact that the actual execution time for these tasks are a function of the system 
state, and the amount, nature, and the value of input data [7, 65]. A resource reclaiming 
algorithm can be used to compensate for the performance loss due to the inaccuracy of the 
estimation of the worst case execution times of real-time tasks [58, 76]. Resource reclaiming 
on multiprocessor systems with resource constraints is expensive and complex. This is due 
to the potential parallelism provided by a multiprocessor and potential resource constraints 
among tasks, and also due to the fact that the resource reclaiming algorithm may have to be 
invoked very frequently. This reduces the effectiveness of the reclaimed time in enhancing the 
performance of the system. Therefore, in a non-hard real-time system it will be more effective 
to schedule tasks with respect to their average-case execution time (AvCET = \^wc^rfBCET ^  ) 
rather than their WCET. 
In firm real-time systems, the consequences of not meeting the deadline are not as severe 
as for hard real-time systems. Hence, tasks can be scheduled based on their AvCET. This 
reduces the amount of resources that become unused due to tasks being executed less than their 
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WCET. In the second approach (called OL-NO-OVER-AvCET (Open-Loop NO OVERlap 
with AvCET estimation) scheduling algorithm), AvCET is used by the scheduler to perform 
the schedulability check for tasks (i.e. it checks whether EST(ïï) + AvCETi < d*. V T,). 
Moreover, each task is assigned a time slot equal to its AvCET (the tasks are not allowed 
to overlap) when the schedule is constructed as shown in Figure 3.1b. In the OL-NO-OVER-
AvCET approach, the tasks are allowed only to execute to their AvCET. Therefore, the system 
is able to guarantee more tasks which enhance the guarantee ratio. Scheduling tasks with their 
AvCET, however, increases the chances of them missing their deadlines. Indeed, all tasks that 
have an actual execution time ( AET) greater than their AvCET would miss their deadlines. 
To achieve a guarantee ratio comparable to the OL-NO-OVER-AvCET scheduling algo­
rithm and a miss ratio comparable to the OL-NO-OVER-WCET scheduling algorithm, we 
propose a new scheduling algorithm, called OL-OVER-AvCET. In this approach, WCET is 
used by the scheduler to perform the schedulability check for tasks (i.e. it checks whether 
EST(Tj) + WCETi < di, V Tj). However, each task is assigned a time slot equal to its AvCET 
when the schedule is constructed and it is overlapped with both its neighbors by a time slot 
equal to WCET~AvCET as shown in Figure 3.1c. In OL-OVER-AvCET approach, the time at 
which the processor Pj is available for executing a task (avail time(j) in Equation (6.1)) is the 
scheduled finish time of the last task (7j) in its dispatch queue minus the overlap time. The 
overlapped time equals WCET\-£vCETl\, Therefore, in this approach, a task T, can start and 
finish any time within the interval [EST(Ti), EST(Ti) + WCETi\. Being that each task is 
overlapped with its both neighbors by time slots equal to WCET~AvCET^ the task is allowed to 
execute to its WCET if its previous neighbor has completed its execution before the overlapped 
time. 
6.3.1.1 Example of open-loop scheduling algorithms 
Table 6.1 gives the WCET, the BCET, the AvCET, the AET, and the deadlines ( d )  for 
five tasks. The ready time for all these tasks is equal to zero, and the tasks do not have 
any resource requirement. Figure 6.2 shows the feasible schedule on two processors and the 
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Figure 6.1 Open-loop scheduling algorithms 
post-run schedule for these tasks. From Figure 6.2a, we notice that only three tasks have been 
accepted (7\, Tg, and I4) using the OL-NO-OVER-WCET scheduling algorithm. Since the 
tasks are scheduled using their WCET, all accepted tasks have met their deadlines. The figure 
also shows that the processors are idle for a total of 5 time units. From Figure 6.2b, we notice 
that all the tasks have been accepted using the OL-NO-OVER-AvCET scheduling algorithm. 
Since the tasks are scheduled using their AvCET, only 2 tasks have met their deadlines (7\, and 
T4). The figure also shows that the processors are idle only for 1 time unit. From Figure 6.2c, 
we notice that four tasks have been accepted (7\, T2, T3, and Tj) using OL-OVER-AvCET 
scheduling algorithm. Since the tasks are scheduled using the overlap approach, all accepted 
tasks have met their deadlines. The figure also shows that the processors are idle only for 
2 time units. This example clearly shows the superiority of the OL-OVER-AvCET over the 
other two algorithms. 
6.3.2 Performance Studies of the Open-Loop Scheduling Algorithms 
In this section, we compare the performance of the open-loop scheduling algorithms using 
the simulation model (see Section 6.6). The task guarantee ratio (GR), the deadline hit ratio 
113 
Table 6.1 Parameters for the tasks 
Task BCET WCET AvCET AET d 
Ti 4 8 6 5 9 
r2 6 10 8 9 10 
T3 1 4 2 3 11 
r4 2 4 3 3 12 
Ts 2 4 3 4 13 
(H R ), and the task effective ratio ( E R )  have been used as the performance metrics. For each 
point in the performance plots (Figures 6.3-6.5), the system was simulated for 10,000 tasks. 
This number of tasks has been chosen to obtain a 97% confidence interval within ±0.0017, 
±0.0022, and ±0.0030 around each value of HR, GR, and ER, respectively. 
6.3.2.1 Effects of task load (L ) on the guarantee ratio ( G R )  
Figure 6.3 shows the impact of task load (L) on GR. As expected, increasing L decreases the 
guarantee ratio for all the algorithms and the performance difference between the techniques 
widens when the task load is greater than 0.5. This is because, for low loads, the task load is less 
than the system capacity and hence the techniques tend to behave similarly (i.e., all the arrived 
tasks are accepted in the system). The figure also shows that the guarantee ratio offered by 
OL-NO-OVER-AvCET scheduling algorithm is better than that of the OL-NO-OVER-WCET 
and OL-OVER-AvCET scheduling algorithms for all task loads. The reason is that the OL-
NO-OVER-AvCET scheduling algorithm uses the tasks AvCET to perform the schedulability 
checking and to construct the schedule. This increases the system utilization since the amount 
of idle time due to overestimation is smaller. This results in accepting more tasks and hence 
enhancing the guarantee ratio. Also, note that the difference in GR between OL-NO-OVER-
AvCET and OL-OVER-AvCET is small which means that the OL-OVER-AvCET approach 
increases the system's utilization to a point equal to the OL-NO-OVER-AvCET approach and 
the difference in the performance is due to the fact that the overlap approach uses the WCET 
to perform the schedulability checking. This difference in GR increases as the tasks laxity 
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decreases. 
6.3.2.2 Effects of task load ( L )  on the hit ratio ( H R )  
Figure 6.4 shows the effects of task load ( L )  on H R .  As expected, varying L  does not effect 
the hit ratio for the OL-NO-OVER approaches. This is due to the fact that in the OL-NO-
OVER-WCET approach all the tasks that are guaranteed in the system meet their deadlines 
since their WCET have been used to construct the schedule. For the OL-NO-OVER-AvCET 
approach, approximately half of the admitted tasks meet their deadlines because their AvCET 
have been used to construct the schedule. The actual execution time (AET) for tasks are 
chosen uniformly between their BCET and WCET, in the long run approximately 50% of the 
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Figure 6.3 Guarantee ratio for the three open-loop algorithms 
tasks have AET less than their AvCET and the other 50% of the tasks have AET greater than 
their AvCET. Hence, approximately 50% of the accepted tasks (i.e., tasks that have their AET 
less than or equal to their AvCET) meet their deadlines. The figure also shows that increasing 
L decreases the hit ratio for the OL-OVER-AvCET approach. The reason is that for low 
values of L the system is lightly loaded so most of the tasks are able to execute to their WCET 
if needed. As the task load (L) starts to increase, the system utilization increases and the 
tasks are overlapped in execution. This decreases the maximum time a task can be executed, 
therefore the system hit ratio decreases. From the figure we notice that for the OL-OVER-
AvCET approach, the slope of the hit ratio carve decreases for high task load (L > 1.4). This 
is because for high task loads the system is fully utilized. Thus increasing the task load does 
not significantly change the maximum time the tasks can be executed. 
6.3.2.3 Effects of task load ( L )  on the effective ratio ( E R )  
Figure 6.5 depicts E R  changes with respect to task load ( L ) .  The figure reveals that 
increasing L decreases the effective ratio for OL-NO-OVER-WCET and OL-OVER-AvCET 
scheduling algorithms and the performance difference between the two algorithms widens as 
task load increases. The reason is that under high loads (overloaded system), the guarantee 
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Figure 6.4 Hit ratio for the three open-loop algorithms 
ratio offered by the OL-NO-OVER-WCET algorithm decreases significantly compared to OL-
OVER-AvCET algorithm because of its WCET based schedulability test and time assignment. 
The figure also shows that the OL-NO-OVER-AvCET algorithm offers the smallest effective 
ratio which is approximately constant for L < 1 and decreases for L > 1. This is because for 
L < 1 the guarantee ratio offered by this algorithm is approximately equal to 1 and starts 
decreasing as L increases. The hit ratio offered by this approach is constant for all task loads. 
Hence, the effective ratio decreases for L > 1. 
6.4 Closed-Loop Scheduling 
The disadvantage of basing the schedulability test on a priori estimation is that an under­
estimation of execution times may jeopardize the correct behavior of the system, whereas an 
overestimation will under-utilize system resources and cause performance degradation [14]. In 
this section, we present a novel approach in which the actual execution time of tasks can be 
dynamically estimated based on the current deadline miss ratio {MR) and task rejection ratio 
{RR) in the system. Our main idea, is to design a closed-loop scheduling algorithm, in which 
the tasks are scheduled based on an estimation of their actual execution time. A feedback 
from the performance of the system (miss ratio and rejection ratio) is used to generate an 
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Figure 6.5 Effective ratio for the three open-loop algorithms 
error term. This error is the input to a control unit that adjusts the estimated value. We 
model and analyze the closed-loop scheduling algorithm using control theory. The main result 
is that this scheduling algorithm accepts significantly more tasks and meets more deadlines 
than open-loop scheduling algorithms, thereby improving the productivity (effective ratio) of 
the firm/soft real-time systems. 
6.4.1 Feedback Control Theory 
Viewing a computing system as a dynamic system or as a controller is an approach that 
has proved to be fruitful in many cases. For example, the step-length adjustment mechanism 
in numerical integrating algorithms can be viewed as a Pi-controller [27]. This approach can 
also be adopted for real-time scheduling, i.e., it is possible to view the on-line scheduler as a 
controller. The first step in abstracting the closed-loop scheduling into a control system is the 
identification of the inputs and the outputs. 
Figure 6.6 shows the feedback control paradigm that will be used to model the closed-loop 
scheduling algorithms. It defines the following variables and blocks: 
1. Exogenous inputs (w), are variables that effect the system and cannot be changed by the 
designer. Typically, any reference set point or disturbances form the exogenous signal w. 
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2. Control inputs (u), are variables that effect the system and are available to the designer 
for manipulated. 
3. Regulated variables (z), are quantities that are used to depict the performance of the 
system. 
4. Measured variables (y), are variables that can be measured and used as feedback infor­
mation. These variables are either available known quantities during the execution of 
the system or can be manipulated using the system state. 
5. Feedback control system blocks, are composed of: (i) system block (G), which is the model 
which maps w, u, and v into z, y, and s; (ii) uncertainty block (A), which is the block 
that describes the uncertainty in the system model (G); (Hi) control block (K), which is 
the control law that dictates how the control inputs u change in response to information 
gathered about the system through measured variables y in the presence of uncertainty 
A in the design. 
The system is composed of a feedback loop as follows: (1) The system periodically measures 
and compares the measured variables to the set points to determine the error, (2) The controller 
computes the required control with the control function of the system based on the error, (3) 
The actuators change the value of the control variable to control the system. 
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6.4.2 Dynamic Planning Based Closed-Loop Scheduling Framework 
To apply feedback control techniques in scheduling, we need to restructure schedulers based 
on the feedback control framework. We need to identify the set points, control variables, reg­
ulated variables, and measured variables. Once these variables are identified, a mathematical 
abstraction that provides the effect of the inputs on the outputs can be obtained. This is at 
the heart of the modeling of closed-loop scheduling into a control framework. Moreover, the 
most important principle of feedback is to employ the information gathered about the system 
through the measured variables that affect the controlled variable to produce the desired effect 
on the regulated variables. Therefore, the control law K to be designed must dictate how 
to alter the control inputs u in response to information gathered about the system through 
measured variables y. 
6.4.2.1 Regulated variables 
The choice of the regulated variables depends on the system goal. The performance of 
a firm real-time system usually depends on: (1) how many tasks it admits (rejects): (2) how 
many tasks among the accepted tasks meet (miss) their deadlines. Therefore, the deadline miss 
ratio (MR) and the task rejection ratio (RR) are natural choices of the regulated variables. 
6.4.2.2 Control input 
The control variable must be able to affect the value of the regulated variables. In the non-
preemptive multiprocessor firm real-time system, it is a widely known fact that the deadline 
miss ratio and the task rejection ratio highly depend on the estimated execution time of tasks 
(see the example of open-loop scheduling algorithms in Section 6.3.1). Thus the estimated 
execution time (EET) of tasks is an appropriate choice for the control variable. The estimated 
execution time (EETi) of a task (T,) is calculated using the following equation: 
EETi = AvCET, + etfkT [AvCETi - BCETi] (6.2) 
where etfk--p is the estimation factor at instant time kT which can have a value in the interval 
[—1, 1]. For etfkT — —1, the tasks' estimated execution times are equal to their BCET, for 
120 
etfkT — 0 the tasks estimated execution time are equal to their AvCET, for etfkT = 1 the 
tasks estimated execution time are equal to their WCET. 
In the case of open-loop scheduling algorithms, e t f  is fixed which is equal to 0 for the 
algorithms that use the AvCET of tasks as an estimation for their actual execution time, and 
it is equal to 1 for the algorithms that use the WCET of tasks as an estimation for their actual 
execution time. In the case of closed-loop scheduling algorithms the estimated factor (etf) is 
used as the control variable. 
6.4.2.3 Exogenous inputs 
The set points M R S  and RRa, which are the desired values for the measured variables, are 
chosen to have a small, but a non-zero value (e.g. MRS = RRa = 1%) for both of them. Note 
that a value of 0 is not chosen to be the set points for the following reasons: A system with a 
set point of MRa = 0 can achieve a 0% deadline miss ratio but causes extremely low utilization 
by rejecting too many tasks (i.e., overestimate the execution time of tasks). In contrast, a set 
point of MRS # 0 will always try to (lightly) overload the system to achieve high utilization. 
Similarly, a system with a set point of RRS = 0 can achieve a 0% tasks rejection ratio but causes 
extremely low throughput by missing too many deadlines (i.e., underestimate the execution 
time of tasks). In contrast, a set point of RRS # 0 will always try to (lightly) underload the 
system to achieve high throughput (low miss ratio). 
6.4.2.4 Measured variables 
In closed-loop approach, it is important to be able to measure the appropriate signal on­
line. The instantaneous miss ratio (MRkT) is calculated every sample period (T), which is 
defined as the ratio of the number of tasks that missed their deadlines during the time interval 
[(k — 1)T, kT] to the total number of tasks that finished execution during the same interval, 
where k is the current time instant. 
<"> # of ftntshed tasks[^^i)Ty kT] 
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In contrast, the average miss ratio ( M R )  is defined as the time average of the instantaneous 
miss ratio (MRkr) for the entire run-time. 
The instantaneous rejection ratio (RR^t) is calculated every sample period (T), which is 
d e f i n e  a s  t h e  r a t i o  o f  t h e  n u m b e r  o f  t a s k s  t h a t  a r e  r e j e c t e d  d u r i n g  t h e  t i m e  i n t e r v a l  [ ( k — l ) T ,  k T ]  
to the total number of tasks that arrived to the system during the same interval. 
jUlkT =  # of rejected tasks [ {k_ l )T, kT] ^ 
# of arrived tasks^k-i)T, kT] 
In contrast, the average rejection ratio ( R R )  is defined as the time average of the instantaneous 
rejection ratio (RRkT) for the entire run-time. 
6.4.2.5 Actuator model 
An execution time estimator is used to manipulate the requested change in the estimated 
execution time. The controller computes the amount of change (A etfkr) that needs to be added 
or reduced from the estimated factor (etfkr)- Then the estimator updates the estimated factor 
using the following equation: 
e t f k T  =  e t f [ k - i ) T  ~  & e t f k T  (6.5) 
6.4.2.6 Control law 
As a starting point, we will apply a proportional control in our work. A basic form for 
proportional control formula is: 
&etfkT = K x error kT (6.6) 
where K and T are a tunable parameters. K is the coefficient of the controller and T is the 
sample period. The tuning of these parameter will be discussed later. Different controller 
types can be used (e.g. PID-controller as in [51]). The controller is the core of the closed-loop 
scheduling. It maps the performance of the accepted tasks (i.e., error) to the change in the 
estimated execution time of tasks (i.e., control signal) so as to drive the system performance 
back to the set point. The system performance is periodically (every T second) fed back to the 
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controller. Using the control formula the controller computes the required control action, i.e., 
the amount of change that needs to be added or reduced from the estimated execution time of 
tasks. 
6.4.2.7 Uncertainty model 
Since there is no mathematical system that can precisely model a scheduling algorithm, 
uncertainty is inevitable. Uncertainty results because we cannot predict the output even when 
we know the inputs. Uncertainty can also result when the inputs are unpredictable. We denote 
the uncertainty due to error in modeling by A. 
In Section 6.5.2, we approximate the relation between the estimation factor [ e t f )  and the 
rejection ratio and the miss ratio as a Unear Une. In this paper, we assume the models are 
accurate and use a A = 0. This is not accurate since scheduUng system typically contains 
non-Unear factors which is not presented in the current model. 
6.5 Closed-Loop Scheduling Algorithms 
In this section, we present an algorithm called closed-loop overlap dynamic scheduUng algo­
rithm (CL-OVER), which integrates feedback controller with the open-loop overlap scheduling 
algorithm presented in Section 6.3.1. The loop is closed by feeding back (i) the deadUne miss 
ratio in the first approach which is caUed CL-OVER-MISS; (ii) the task rejection ratio in the 
second approach which is called CL-O VER-RE J; (Hi) both the miss ratio and rejection ratio 
in the final approach which is called CL-OVER-MISSREJ. 
6.5.1 Architecture of CL-OVER Approaches 
The CL-OVER schedulers, as shown in Figure 6.7, are composed of a controller, an exe­
cution time estimator and an overlap scheduler. In these approaches the deadUne miss ratio 
(MRkr ) and/or the task rejection ratio (RRkT) are periodically fed back to the controller. The 
controUer computes the required control action A etf, i.e., the amount of change that needs to 
be added or reduced from the estimate factor etf. Then the controUer calls the execution time 
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estimator to change the estimated execution time of tasks. The overlap scheduler schedules 
the arrived tasks according to their estimated execution time. 
The control formula that is used by the CL-OVER-MISS (CL-OVER-REJ) controller, as 
shown in Figure 6.7a(b), is as follows: 
A*/#'» = Km(r) x error$r) (6.7) 
where Km(r) is the coefficient of the controller, Aef/£^r' is the amount of change that needs 
to be added or reduced from the estimate factor (etf) due to the error in the miss ratio 
(rejection ratio), and erroris the difference between the miss ratio (rejection ratio) at 
t i m e  i n s t a n t  k  ( M R k r  { R R k T ) )  a n d  t h e  s e t  p o i n t  ( M R ,  ( R R , ) )  i . e . ,  e r r o r ™ T  =  M R S  -  M R ^ t ,  
and errorTkj = RRS — RRkT- This approach can only control the deadline miss ratio (task 
rejection ratio) of the system. Hence, this approach may result in rejecting too many tasks 
(missing too many deadlines) in order to keep the deadline miss ratio (task rejection ratio) 
e q u a l  t o  t h e  s e t  p o i n t  ( M R ,  ( R R , ) ) .  
In order to be able to control both the miss ratio and the rejection ratio of the system 
(enhance the effective ratio), we propose the CL-0 VER-MISSREJapproach in which both the 
miss ratio and the rejection ratio are measured and fed back to the controller. The control 
formula that is used by the CL-OVER-MISSREJ controller, as shown in Figure 6.7c, is as 
follows: 
Ae t f j f î  =  n f m / r  x Kmr % error - nfr/m x Kmr x errorrkT (6.8) 
where Kmr is the coefficient of the controller, Ae t f j f f  is the amount of change due to the error 
in both the miss ratio and rejection ratio, nfm/r (nfr/m) is normalization factor that is used to 
normalize the amount of change Aetfgj- (AetfkT). The idea behind using these normalization 
factors is that the sensitivity of miss ratio (MRkr) to a variation in the estimated factor 
(Aef/tr) is different from the sensitivity of rejection ratio (RRkr) to the same variation. 
Therefore, the normalization factors are used to normalize the amount of variation that is 
asked by each feedback loop so that the sum of these normalized variations results in the net 
change that needs to be applied to the estimated factor. The value of these normalization 
factors (nfm/T and n/r/m) will be discussed in the next section. 
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This approach tries to maximize the effective ratio (ER). Note that we did not feed back 
the ER or 1 — ER to design the feedback system that controls the effective ratio directly. This 
i s  b e c a u s e  t h e r e  i s  n o  d e f i n e d  a c t u a t o r s  t h a t  c a n  b e  u s e d  t o  c h a n g e  t h e  c o n t r o l  v a r i a b l e  ( e t f )  
to control the regulated variable (ER) to the desired value. 
6.5.2 Modeling of CL-OVER Approaches 
An important task in designing a closed-loop scheduler is to establish a model of the 
scheduling system so that we can apply control analysis to the scheduler. Before we present 
the models of the closed-loop scheduling algorithms, we define the following notions in the 
Z-transform: 
1. T :  is a constant sampling period, which is the time elapsed in interval [ k T ,  ( k  + 1)T], k  
being time instants. 
2. M R ( z )  and RR(z): the miss ratio and the rejection ratio respectively, which are the 
system outputs and the controlled variables. 
3. M R ,  and RRS: the set points in terms of miss ratio and rejection ratio. 
4. e t f ( z ) :  the estimated factor, which is the control variable. 
5. Ae t f ( z ) :  the change in the estimated factor ( e t f ( z ) ) .  This is the system's input. 
6. m g f  and r g f :  the gain that maps the estimated factor to the miss ratio and the rejection 
ratio respectively. 
7. mdf and rdf: the disturbance associated with the miss ratio and the rejection ratio 
r e s p e c t i v e l y  w h i c h  a r e  r e s u l t i n g  f r o m  t h e  s y s t e m  b o u n d s  ( e . g . ,  M R ( z )  E  [ 0 , 1 ] ,  R R ( z )  €  
[0,1], etf 6 [—1, 1], and processor utilization bound). 
8. n f m / r  and n f r / m  : normalization factors that are used in the CL-OVER-MISSREJ ap­
proach to normalize the errors generated from the miss ratio and the rejection ratio 
respectively. The values for these normalization factors are the ratio between the miss 
ratio gain factor and the rejection ratio gain factor i.e., nfm/T = and ra/r/m = ^ j. 
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Using the above notations and Equation (6.5), the Z-transform for the estimated factor 
follows the following equation 
e t f ( z )  = (6.9) 
l — z 
We can derive the deadline miss ratio (task rejection ratio) based on the correlation between 
the MR(z) (RR(z)) and etf(z). They are approximately modeled as 
M R ( z )  =  - m g f  x e t f ( z )  +  m d f  (6.10) 
R R ( z )  =  r g f  x e t f ( z )  +  r d f  (6.11) 
The values for the m g f  ( r g f )  and m d f  [ r d f )  vary with the scheduling algorithm, the system 
load, and the system parameter (e.g. number of processors). The values of these factors can 
be found by studying the relation between the etf and the miss ratio (rejection ratio) using 
the simulation model. 
In Equations (6.10) and (6.11), we approximate the relation between the estimation factor 
and the rejection ratio and the miss ratio as a linear line. This approximation is not accurate 
since scheduling system typically contains non-linear factors which are not presented in the 
current model. Figure 6.8 shows how the MR and the RR vary as the etf changes for different 
task loads (L) in the overlap scheduling algorithm. 
These figures have been generated using the simulation model (see Section 6.6). For each 
point in Figures 6.8, the system was simulated for 10,000 tasks. This number of tasks has been 
chosen to have a 98% confidence interval within ±0.0017, and ±0.0022 around each value of 
MR, and RR respectively. 
From the figure, we can notice that the relation between the e t f  and both the rejection 
ratio and the miss ratio are not linear. Figure 6.8a shows that the MR starts from a maximum 
value when etf = — 1 and reduces quadratically as etf increases. For all task loads that are 
plotted the MR reaches zero when (etf > 0.75). Figure 6.8b shows that the RR starts from 
a p p r o x i m a t e l y  z e r o  w h e n  e t f  =  - 1  a n d  i n c r e a s e s  q u a d r a t i c a l l y  t o  a  m a x i m u m  v a l u e  a s  e t f  
increases to 1. From the figure, we can also notice that the relation between the the etf and 
both the rejection ratio and the miss ratio varies as the system task load (L) varies. 
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Figure 6.8 The M R  and the R R  as e t f  varies for different task loads 
6.5.3 Tuning of CL-OVER Approaches 
In this section, we study the effect of the Control gain ( K )  and the sample period (T) on 
the percent overshoots and settling time (Ts) for step task load. The percent overshoots (PO) 
is defined as 
PO = Mpt ~ fv x 100% (6.12) 
fv 
where Mpt is the peak value of the time response and /„ is the final value of the response. 
The settling time (Ts) is defined as the time required for the system to settle within a certain 
percentage S of the final value. 
6.5.3.1 Control gain 
To find the value of the controller parameter for each approach ( K m ,  K r ,  and Kmr) a 
stability analysis must be carried out. A stable system is defined as a system which results 
in bounded output when subjected to a bounded input. For linear systems, the stability 
requirement may be defined in terms of the location of the poles of the closed-loop transfer 
function. A discrete time system is stable if all the poles of the closed-loop transfer function 
lie within the unit circle (assuming no unstable pole-zero cancellation occur). 
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From Figure 6.9, the characteristic equation for the CL-OVER-MISS, CL-OVER-REJ, and 
CL-OVER-MISSREJ approaches, respectively are: 
1 + zjrf- = 0, 1 + = 0, and 1 + ziffi»r = 0 (6.13) 
where Gm, Gr, and Gmr is the closed-loop gains, for the CL-OVER-MISS, CL-OVER-REJ, 
and CL-OVER-MISSREJ approaches, respectively. Gm is equal to mgf x Km, Gr is equal to 
rgf x Kr, and Gmr is equal to Kmr x (mgf x nfm/T + rgf x nfr/m). From Equation (6.13) the 
c l o s e d - l o o p  a p p r o a c h e s  a r e  s t a b l e  f o r  G m  >  0 ,  G r  >  0 ,  a n d  G m r  >  0 .  S i n c e  r g f ,  m g f ,  n f m / r ,  
and nfr/m are all greater than 0, then the closed-loop approaches are stable for any value of 
KM, KT, and KMR greater than 0. However, the transient response for these approaches is 
affected by the values that are used for these parameters (i.e., the percent overshoots and the 
settling time are functions of these parameter values). 
Figure 6.10 shows the impact of the control gain ( K )  on percent overshoots ( P O ) ,  for 
the three closed-loop scheduling algorithms, in response to a step task load. A step task 
load SL is a task load that instantaneously jumps from a nominal task load Lnom to a task 
load Lmax and stay constant after the jump. The step task load is represented with a tuple 
SL(Lnom,Lmax). In the context of real-time systems, the step task load represents the worst-
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Figure 6.10 Percent overshoot (PO) vs control gains for SL(0.5,1.5) 
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case task load variation, where MRS = 1%, RRS = 1%, T = 80sec, and SL(0.5,1.5). We notice 
that the system overshoot decreased as the controller gains increased for the three scheduling 
algorithms. This is because the scheduler with small control gains adapted to the system load 
slowly and consequently allowed the miss ratio or rejection ratio to increase significantly. We 
also notice that the CL-OVER-REJ algorithm has the highest overshoot for all control gains. 
This is due to the fact that the sensitivity of the rejection ratio to a change in the system load 
is very high. On the other hand, the CL-OVER-MISSREJ algorithm has the lowest overshoot 
for all control gains which is always less than 50%. This is because the CL-OVER-MISSREJ 
uses the normalization factors to normalize the amount of variation that is asked by each 
feedback loop so that the sum of these normalized variations result in the net change that 
needs to be applied to the estimated factor. This net change minimizes the overshoot value 
for this algorithm. 
Figure 6.11 shows the effects of the control gain ( K )  on the settling time (T,) in response 
to SL(0.5,1.5) for the three closed-loop scheduling algorithms, where MR, = 1%, RR, = 1%, 
and T = 80sec. Here we note that the system settling time decreased as the controller gain 
increased for the three scheduling algorithms. This is because the controller can change the 
estimation factor by a higher magnitude for each sampling period if their control gains are 
higher. From the figure we can also notice that the CL-OVER-MISS algorithm has the highest 
settling time for all control gains. The reason is that this algorithm has the smallest loop gain 
(Gm), which results in increasing the time it takes to settle down to its final value. However, 
the CL-OVER-MISSREJ algorithm has the lowest settling time for all control gains which is 
always less than 40 T. This is because the CL-OVER-MISSREJ has the highest loop gain 
(Gmr = GM + Gr), which decreases the time it takes to settle down to its final value. 
6.5.3.2 Sampling period 
In our simulation we found that the system was unstable when sample period (T) is smaller 
than a certain value Tq. The value of To is equal to max(0, C), where C is the mean compu­
tation time of the system and 8 is the mean arrival time of tasks. That is because, in the case 
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Figure 6.11 Settling time ( T s )  vs control gains for SL(0.5,1.5) 
of feeding back the rejection ratio, if the sample period is less than the mean arrival time of 
tasks, there is a chance that the number of tasks arrived in the sample interval [kT, (k + 1)T] 
is zero or a very small number. This results in feeding back an inaccurate estimation for the 
rejection ratio. In the case of feeding back the miss ratio, if the sample period is less than the 
mean computation time of the system , there is a chance that the number of tasks finished in 
the sample interval [kT, (k + 1 )T] is zero or a very small number. This results in feeding back 
an inaccurate estimation for the miss ratio. 
Among the stable sampling periods, the settling time (Ts) in response to the step load 
increased significantly as T increased. This is because the controllers with a smaller sampling 
period monitored and responded to load variations at a higher rate and thus settled down 
faster. Also, the closed-loop approaches achieved significantly lower overshoot in response to 
the step load as T decreased. This is also because the controllers adapted faster with a smaller 
sampling period. 
6.5.4 Analysis of Closed-Loop Scheduling Algorithms 
In this section, we compare the performance of the closed-loop scheduling algorithms ( CL­
OVER-MISS, CL-OVER-REJ, and CL-OVER-MISSREJ) using the transfer function for the 
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block diagrams in Figure 6.9. The steady state effective ratio ( E R f )  has been used as the 
performance metrics. 
From Figure 6.9a, the transfer function for the deadline miss ratio (M R { z ) )  and the task 
rejection ratio (RR(z)) in the Z domain are: 
,  m d f - M R .  .  
M R ( z )  = + (6.14) 
Z
~ x + n z  2 - 1  
m z )  ,  »  + z ( ( m d l -  M R , )  n f r / m + r d f )  ^  
z
~T+GZ 2 - 1  
By using the inverse Z-transform the miss ratio (MRkr) and the rejection ratio (RRkT) in 
the discrete time domain are: 
MRkT = ' 
0 for k T  < 0  
.«• <616> 
+ W R .  < < « k T > 0  
0 for k T  < 0  
n*'7 {MR'~i7àlnfr/m (l+b)*r + M - MR,) nfr/m + rdf for kT > 0 ^ 
From Equations (6.16) and (6.17) we notice that the steady state values for miss ratio and 
r e j e c t i o n  r a t i o  ( M R f  a n d  R R f )  i n  t h e  C L - O V E R - M I S S  a i e  M R ,  a n d  [ m d f — M R S )  n f T / m + r d f  
respectively. Therefore, the steady state effective ratio (ERf) is equal to: 
E R f  =  (1 -  M R , )  x (1 - rdf - (mdf - MR,) nfr/m) (6.18) 
From Figure 6.9b, the transfer function for the task rejection ratio (R R ( z ) )  and deadline 
miss ratio (MR(z)) in the Z domain are: 
RR(z) = (6.19) 
2  l+Gr  Z  
Z -T+5T 2 - 1  
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By using the inverse Z-transform the rejection ratio (RRkr) and the miss ratio (MRkr) in 
the discrete time domain are: 
0 for k T  < 0  
.  ( t& T7  +  f o r f c T > 0  RRkr = (6.21) 
0 for kT < 0 
M R k T  = {  t , k T  (6.22) 
i'Hùr (î+W + ( r d f - R R , ) n f m / r  +  m d f  for kT > 0 
From Equations (6.22) and (6.21) we notice that the steady state values for miss ratio and 
rejection ratio (MRf and RRf) in the CL-OVER-REJ aie (rdf - RRS) nfm/r + rndf and RR, 
respectively. Therefore, the steady state effective ratio (ERf) is equal to: 
E R f  =  (1 - RR,) x (1 - mdf - (rdf - RR,) nfm/r) (6.23) 
From Figure 6.9c, the transfer function for the deadline miss ratio (M R ( z ) )  and the task 
rejection ratio (RR(z))in the Z domain are: 
( R R , — r d f )  n / m / r  G r + { m d f — \ { R i )  G m  MR, Gm+((rdf—RR,) nfm/r+mdf) Gr 
MR(z) = Gmr (1+Gmr) _+Z Gmr (6.24) 
2 — 1+Gn 2 - 1  
R R ( z )  =  
( M R , — m d f )  n j r / m  G m+(Tdf—RR,) Gr RR, Gr+Umdf—MR,) i/r/m+r<'/) 
2  Gmr ( l+Cmr)  ,  *  Gmr 
2 — l+Gn 2 - 1  
(6.25) 
the rejection ratio (RRkT) and the miss ratio (MRkr) in the discrete time domain are: 
MRkT = ' f ( R R , — r d f )  n f m / r  G r + ( m d f — M R , )  Gm •, / I \ 
^ iT+GmrJ™™™~ ' \ 14-Gmr / 
, MRt Gm+((Tdf—RR,) nfm/r+mdf) Gr 
kT 
for k T  < 0  
for kT > 0 
(6.26) 
0 for k T  < 0  
DP,„ _ f ( M R , —  m d f )  n/ r / m  G m + ( r d f — R R , )  G r  s  (  i  
™kT ~ I ( ùJ d+Ômr) 1 
| RR. Gr + ( ( m d f - M R , )  n f T / m + r d f )  G „  
Gmr 
for kT > 0 
(6.27) 
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From Equations (6.26) and (6.27) we notice that the steady state values for miss ratio and 
rejection ratio (MR/ and RRj) in the CL-OVER-MISSREJare MR° Gm+((r^-^ n/m/r+m*) c, 
and RR' nfr/m+r<lf) Cm ^ jggpectjveiy Therefore, the steady state effective ratio 
( E R f )  is equal to: 
^  M R ,  Gm+((r<y—Rft.) n f m / r + m 4 f )  G r ^  
E R 1 ~  R R .  G r + ( { m 4 f - M R . )  n f r / m + r d f )  G m )  
X V X  ( 7 ^ 7  > 
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Figure 6.12 Steady state effective ratio for the three closed-loop algorithms 
Equations (6.18), (6.23), and (6.28) have been plotted in Figure 6.12 for different task 
loads. With MRS = 0.01 and RRS = 0.01. The figures show that the CL-OVER-MISSREJ 
approach offers the highest effective ratio for all task loads. This is because, in this approach 
the feedback mechanism and the controller try to adapt, as the task load varies, the estimated 
execution time for the tasks to a value that maximizes the product of deadline hit ratio by the 
task guarantee ratio (i.e., maximize the effective ratio). The figure also shows that the CL-
OVER-REJ approach offers the lowest effective ratio for all task loads. This is due to the fact 
that this approach tries to achieve a rejection ratio equal to 1%. This results in significantly 
decreasing the hit ratio as the task load increases, which degrades the effective ratio. 
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6.5.5 Verification of CL-OVER Models 
In this section, we compare the behavior of the simulation models (see Section 6.6) with 
that of the block digram models for the closed-loop scheduling algorithms. The instantaneous 
values of miss ratio (MRkT) and the instantaneous value of the rejection ratio (RR/CT) have 
been used as the performance metrics. Two experiments have been used to study the behavior 
of the closed-loop scheduling algorithms. In the first experiment (Experiment A), the task load 
(L) for each simulation run is statistically steady (i.e. the mean arrival time between tasks (0) 
is constant for the whole simulation run). In the second experiment (Experiment B), the task 
load (L) for each simulation run is dynamically changed using the step task load profile. Each 
point in the performance plots (Figures 6.13a-6.18a) is the average of 20 runs. In each run the 
system was simulated with 10,000 tasks. This number of runs has been chosen to have a 98% 
confidence interval within ±0.013, and ±0.015, around each value of MR, and RR respectively. 
6.5.5.1 Experiments A: Steady task load 
Experiment A studies the behavior of the closed-loop scheduling algorithms when the task 
load (L) offered to the system is statistically steady and equal to 1.5. Figures 6.13, 6.14, 
and 6.15 show the MRkT and the RRkT for the CL-OVER-MISS, CL-OVER-REJ, and CL-
OVER-MISSREJ approaches respectively. Km = Kr = Kmr = 0.5, MR, = RR, = 0.01, and 
T = 40 sec. Figures 6.13a, 6.14a, and 6.15a show the results from the simulation model and 
Figures 6.13b, 6.14b, and 6.15b show the corresponding results from the Matlab simulation. 
The figures show that the simulation and the Matlab models behave similarly in the steady 
state region. From the figure we, notice that there is a slight difference between the simulation 
and the Matlab models in how fast the algorithms reach the steady state values and in the 
initial values of the MRkT and the RRkT• This difference is due to the fact that in our modeling 
we assume that the relation between the miss ratio (rejection ratio) and the estimation factor 
is linear which is an approximation since the scheduling system typically contains non-linear 
factors which are not presented in the current model. 
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Figure 6.13 MRkT and RRkT for the CL-OVER-MISS algorithm 
6.5.5.2 Experiments B: Dynamic task load 
Experiment B studies the behavior of the closed-loop scheduling algorithms (CL-OVER-
MISS, CL-OVER-REJ, and CL-OVER-MISSREJ) when the task load (L) for each simulation 
run is dynamically changed using the step task load profile. Figure 6.16 shows the MRkT and 
the RRkT for the CL-OVER-MISS algorithm when km = 0.5, MR, = 0.01%, T = 80 sec, and 
step load profile that jumps form L = 0.25 to L = 2 at k = 500 (SL(0.25,2)). Figure 6.16a 
shows the results from the simulation model and Figure 6.13b shows the corresponding results 
from the Matlab simulation. The figure reveals that for the time interval [0, 500] the system 
is lightly loaded [L = 0.25) which results in approximately both a zero miss ratio and a zero 
rejection ratio. At time k = 500 the system task load jumps to 2 which results in a heavily 
loaded system. In response to this jump in the task load, the instantaneous miss ratio in the 
system [MRkT) overshoots to a maximum value approximately equal to 0.2. The CL-OVER-
137 
0.8 
0.6 
0.4 
02 
CL-OVER-REJ (L-1.5) 
0.25 
0.2 
0.15 
E 
0.1 
0.05 
CL-OVER-REJ (L-1.5) 
1000 
Time 
CL-OVER-REJ (L-1.5) 
1000 
Time 
Time onset: o 
CI—OVER—REJ (L- 1.5) 
Time ofleel: 0 
(a) Simulation (b) Analytical 
Figure 6.14 MRkT and RRkT for the CL-OVER-REJ algorithm 
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MISS responds immediately by increasing the estimated factor within 80T. The system comes 
back to a low miss ratio and stays this way until the end of the run. On the other hand, 
the instantaneous rejection ratio in the system (RRkT) jumps to a value approximately equal 
to 0.6 and stays this way until the end of the run. The figures indicate that the simulation 
and the Matlab models agree with each other. However, there is a slight difference between 
the simulation and the Matlab models in the overshoot value of the MRkT and how fast the 
algorithm return back to the steady state value. 
Figure 6.17 shows the MRkT and the RRkT for the CL-OVER-REJ algorithm when fcm = 
0.5, RRS = 0.01%, T = 80 sec, and step load profile that jumps form L — 0.5 to L = 1.5 at 
k = 500 (S£(0.5,1.5)). The figure shows that for the time interval [0, 500] the system load is 
medium [L = 0.5) which results in approximately zero rejection ratio and 0.05 miss ratio. At 
time k = 500 the system task load jumps to 1.5 which results in a heavily loaded system. In 
response to this jump in the task load the instantaneous rejection ratio in the system (RRkT) 
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Figure 6.15 MRkT and RRkT for the CL-OVER-MISSREJ algorithm 
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overshoots to a maximum value approximately equal to 0.12. The CL-OVER-REJ responds 
immediately by decreasing the estimated factor within 75T. The system comes back to low 
rejection ratio and stays this way until the end of the run. On the other hand, the instantaneous 
miss ratio in the system (MRkT) jumps to a value approximately equal to 0.4 and stays this 
way until the end of the run. 
Figure 6.18 shows the MRkT and the RRkT for the CL-OVER-MISSREJ algorithm when 
km = 0.5, RR, = 0.01%, T = 80 sec, and the step load profile that jumps form L = 0.5 to 
L = 1.5 at k = 500 (SL(0.5,1.5)). The figure indicates that for the time interval [0, 500] 
the system load is medium (L = 0.5) which results in approximately 0.035 rejection ratio and 
0.025 miss ratio. At time k = 500 the system task load jumps to 1.5 which results in a heavily 
loaded system. In response to this jump in the task load the instantaneous rejection ratio in 
the system (RRkT) overshoots to a maximum value approximately equal to 0.35. The CL-
OVER-MISSREJ responds immediately by adjusting the estimated factor within 38 T. The 
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Figure 6.16 MRkT and RRkT for the CL-OVER-MISS algorithm 
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system comes back to approximately 0.25 rejection ratio and stays this way until the end of 
the run. On the other hand the instantaneous miss ratio in the system (MRkT) jumps to a 
value approximately equal to 0.2 and stays this way until the end of the run. 
6.6 Simulation Studies 
A multiprocessor firm real-time system simulator was developed and used to study the 
performance of the open-loop and the closed-loop scheduling algorithms. The parameter used 
in the simulation studies are given in Table 6.2. The tasks for the simulation are generated as 
follows: 
1. The best-case execution times (BCET) of tasks are chosen uniformly between MIUBCBT 
and MOXBCET-
2. The worst-case execution time (WCETI) of a task (7ï) is equal to fwcET times its 
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Figure 6.17 MRkT and RRkT for the CL-OVER-REJ algorithm 
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best-case execution time (BCETi). 
3. The average-case execution time (AvCETt) of a task (Ti) is equal to WCETi+BCETi. 
4. The actual execution time (AETi) of a task (Ti) is computed as a uniform random 
variable in the interval [BCETi WCETi\. 
5. The firm deadline ( d i )  of a task Ti is uniformly chosen between r, + 2 x WCETi and 
ri -+- R x WCETi, where R > 2. 
6. The arrival time of tasks follows exponential distribution with mean 6. 
7. The task load L is defined as the expected number of task arrivals per mean service time 
and its value is approximately equal to j, where C is the mean computation time of 
the system. The mean computation time C has been calculated based on the AvCET of 
iy^ft AVCET 
tasks (i.e., C = n -, where n is the total arriving tasks). 
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Figure 6.18 MRkT and RRkT for the CL-OVER-MISSREJ algorithm 
The closed-loop simulator, shown in Figure 6.19a, has six components: a source which gen­
erates tasks; an estimator that estimates tasks execution time; a scheduler (overlap scheduling 
algorithm) that makes admission/rejection decisions on submitted tasks; a executor that mod­
els the execution of the tasks on multiprocessor system; monitors that periodically collect the 
performance statistics of the system; and a controller that takes the feedback miss ratio and/or 
rejection ratio, and the set points to calculate the amount of change that needs to be applied 
to the estimated execution time of tasks. The open-loop simulation, as shown in Figure 6.19b, 
has five components only. Wherein the controller and the feedback loops are deleted. 
6.6.1 Performance Studies of CL-OVER Approaches 
In this section, we compare the performance of the three closed-loop scheduling algorithms 
using the simulation model with the best open-loop scheduling algorithm (OL-OVER-AvCET) 
studied in Section 6.3.1. The average values of the task guarantee ratio (GR), the deadline 
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Table 6.2 Simulation parameters. 
Parameter Explanation Values 
MiriBC ET minimum BCET of tasks 10 sec. 
M a X B C E T  maximum BCET of tasks 20 sec. 
fwCET the factor between the BCET and WCET of tasks 4 
L the offered task load to the system 0.25... 2 
T sample period 40,80,120,160 sec. 
Km > Kr i ^mr The coefficients of the controllers 0.5 ... 5 
R laxity parameter 4 
N number of processors 5 
hit ratio (H R ), and the task effective ratio ( E R )  have been used as the performance metrics. 
For each point in the performance plots (Figures 6.20a-6.22a), the system was simulated for 
10,000 tasks. This number of tasks has been chosen to have a 97% confidence interval within 
±0.0013, ±0.0020, and ±0.0028 around each value of HR, GR, and ER. respectively. In 
the analytical studies (Figures 6.20b-6.22b), we compare the performance of the closed-loop 
scheduling algorithms using the Matlab Simulink tools to verify the simulation results. For 
(a) Closed-loop (b) Open-loop 
Figure 6.19 Simulated models 
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these studies the values of the gain factors ( m g f  and r g f )  and the disturbance factors (mdf 
and rdf) have been estimate from the simulation studies for each task load. 
6.6.1.1 Effects of task load ( L )  on the guarantee ratio ( G R )  
Figure 6.20 depicts GR changes with respect to task load (L). Figure 6.20a is the result 
from the simulation model and Figure 6.20b is the result from the Matlab simulation. As 
expected, an increasing L decreases the guarantee ratio for all the algorithms except for the 
CL-OVER-REJ where the guarantee ratio is constant and equals to 99%. This is due to the 
fact that in the CL-OVER-REJ approach the feedback mechanism always drives the rejection 
ratio to the set point (RR3 = 1%) and since the GR is equal to 1 — RR, the CL-OVER-REJ 
offers a GR equals to 1 - RRS. The figures also show that the CL-OVER-MISS approach 
offers the minimum guarantee ratio for all task loads and the difference between this approach 
and the other approaches increases as the task load increases. This is because, the CL-OVER-
MISS approach tries to achieve a miss ratio equal to 1% for all task loads. Since the miss ratio 
increases as the task load increases, for the OL-OVER approaches, the feedback mechanism 
increases the estimated execution time of tasks as the task load increases. This results in 
significantly decreasing the guarantee ratio for this approach. From Figure 6.20a, we notice 
that the CL-OVER-MISSREJ approach offers a guarantee ratio greater than the ones offered 
by CL-OVER-MISS and OL-OVER-AvCET approaches. Figure 6.20b shows that the results 
obtained by simulating the block diagram using the Matlab tools confirms the simulation 
studies in their behavior. Since the average guarantee ratio (GR) has been calculated for a 
long run, its value is approximately equal to the steady state guarantee ratio from the Matlab 
simulation. 
6.6.1.2 Effects of task load (L) on the hit ratio (HR) 
Figure 6.21 shows the impact of task load ( L )  on HR. The figure shows that the CL-OVER-
MISS approach offers a constant hit ratio which is equals to 99%. This is due to the fact that 
in the CL-OVER-MISS the feedback mechanism always drives the miss ratio to the set point 
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( M R S  = 1%) and since the H R  is equal to 1 — M R ,  the CL-OVER-MISS offers a HR equals 
to 1 - MR,. We also notice that the CL-OVER-REJ approach offers the minimum hit ratio 
for all task loads and the difference between this approach and the other approaches increases 
significantly as the task load increases. This is because, the CL-OVER-REJ approach tries 
to achieve a rejection ratio equal to 1% for all task loads. Since the rejection ratio increases 
as the task load increases, for all approaches, the feedback mechanism reduces the estimated 
execution time of tasks as the task load increases. Therefore, it significantly decreases the 
hit ratio for this approach. Figure 6.21a, indicates that the CL-OVER-MISSREJ approach 
offers a hit ratio greater than the ones offered by the CL-OVER-REJ and OL-OVER-AvCET 
approaches. Whereas, Figure 6.21b marks that the results obtained by simulating the block 
diagram using the Matlab tools indeed confirms the simulation studies in their behavior. 
6.6.1.3 Effects of task load ( L )  on effective ratio { E R )  
Figure 6.22 shows the effects of task load ( L )  on ER. The figure indicates that the CL-
OVER-MISSREJ approach offers the highest effective ratio for all task loads. This is because, 
in this approach the feedback mechanism and the controller try to adapt, as the task load 
varies, the estimated execution time for the tasks to a value that maximizes the product of the 
145 
1 
0.8 
' — 
£ 
' 
50.6 
v. o 
I 
Œ 
• 
I 
CL-OVER-MISS 0.2 
CL-OVER-MISSREJ CL-OVER-MISS 
OL-OVER-AvCET CL-OVER-MISSREJ — 
CL-OVER-REJ — CL-OVER-REJ 
0 
0.4 0.6 0.8 U 1.4 1.6 1.8 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Task Load (L) 
(a) Simulation 
Figure 6.21 Hit ratio for the three closed-loop and an open-loop algorithms 
Task Load (L) 
(b) Analytical 
deadline hit ratio and task guarantee ratio (i.e., maximize the effective ratio). The figures also 
show that the CL-OVER-REJ approach offers the lowest effective ratio for all task loads. This 
is due to the fact that this approach tries to achieve a rejection ratio equal to 1%. This results 
in significantly decreasing the hit ratio as the task load increases, which degrades the effective 
ratio. From Figure 6.22a, we notice that the CL-OVER-MISS approach offers an effective ratio 
greater than the one offered by OL-OVER-AvCET approach for L < 1.2, where as it offers an 
effective ratio lower than the one offered by OL-OVER-AvCET approach for L > 1.2. This is 
because, for L > 1.2 the guarantee ratio offered by CL-OVER-MISS decreases significantly as 
compared to OL-OVER-AvCET when the tasks load increases. 
6.7 Summary 
In this chapter, we have considered the problem of dynamic scheduling of firm real-time 
tasks in multiprocessor systems where the task execution times vary dynamically. We have 
proposed an open-loop scheduling algorithm, which employs a notion of task overlap, that 
dynamically guarantees incoming firm tasks via on-line admission control and planning based 
on their average execution time. Secondly, we have used the feedback control theory to design 
a closed-loop approach. The loop is closed by feeding back (i) the deadline miss ratio in the 
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first approach; (ii) the task rejection ratio in the second approach; and (Hi) both the miss ratio 
and rejection ratio in the final approach. The contributions and the results of this work are: 
• Proposed a new performance metric, called effective ratio ( E R ) ,  that is used to evaluate 
the proposed open-loop and closed-loop scheduling algorithms. 
• Developed and analyzed an open-loop scheduling algorithm (OL-OVER-AvCET), based 
on a concept of task overlap, for firm real-time tasks. Our studies show that the overlap 
based algorithm improves the effective ratio of the system by 15% over non-overlap 
algorithms. 
• Developed and analyzed closed-loop scheduling algorithms using the feedback control 
theory. 
• Developed and analyzed three closed-loop scheduling algorithms (CL-OVER-MISS, CL-
OVER-REJ, and CL-OVER-MISSREJ) for firm real-time tasks. Our studies show that 
the proposed CL-OVER-MISSREJ algorithm performs better, in terms of the effective 
ratio, than CL-OVER-MISS or CL-OVER-REJ. Also, it performs better (20% gain) 
than the open-loop scheduling algorithm (OL-OVER-AvCET). Our studies Also show 
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that the (OL-OVER-AvCET) performs better, in terms of the effective ratio, than both 
(CL-OVER-MISS, and CL-OVER-REJ when the system load is high. 
• Simulation and analytical experiments to study the instantaneous behavior of the miss 
ratio (MRkT) and rejection ratio (RRkT) in response to dynamically changing task load. 
In particular, we have studied this behavior for step task load. The purpose of these 
studies are to verify the analytical model against the simulation model. 
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CHAPTER 7. CONCLUSIONS 
In this thesis, techniques have been introduced to offer trade-offs between schedulability 
and reliability in dynamic multiprocessor real-time systems through the use of scheduling. 
Different techniques have been introduced for different system models. The general approach 
to fault tolerance is the use of time redundancy. Time redundancy can be added to a system 
with very little changes, and thus can be used to upgrade the fault tolerance capabilities of 
existing real-time systems. The proposed techniques managed the processing capability of the 
system such that it maximizes the number of tasks that satisfied their timing constraints in 
the presents of faults and uncertainties. The mechanisms that were used to offer trade-offs in 
these techniques differ based on the deadline strictness for each model. 
For the hard real-time systems, the techniques use certain schedulability tests, which pro­
vide guarantees regarding the number and frequency of faults that can be tolerated. These 
tests use a set of conditions. The efficiency of these techniques have been measured in terms of 
the percentage of incoming tasks they can schedule and the frequency of faults they can toler­
ate. For soft real-time systems, the techniques use an estimate of the primary fault probability 
and the incoming task's soft laxity to control the overlap interval between its (task) versions 
in order to enhance the system's performance. The efficiency of these techniques have been 
measured in terms of the system's utilization and the output value of tasks. For firm real-time 
systems, the techniques use a feedback from the system performance to estimate the execution 
time for incoming tasks. The efficiency of these techniques have been measured in terms of the 
percentage of incoming tasks that they can schedule and the percentage of scheduling tasks 
that meet their deadlines. 
In Chapter 4, we proposed two new techniques to be used in a PB-based fault-tolerant 
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dynamic scheduling algorithm in hard real-time systems. The first technique is called dynamic 
grouping, in which the processors are dynamically grouped into logical groups in order to 
achieve efficient overloading of tasks, thereby improving the schedulability and the reliability of 
the system. The second technique is called primary-backup-overloading, in which the primary 
of a task can be scheduled onto the same or overlapping time interval with the backup of 
another task on a processor. This is done in order to increase system utilization, thereby 
improving the schedulability. The proposed techniques can easily be incorporated into any 
dynamic scheduling algorithm. The contributions of this work are: 
e Development and analysis of a fault-tolerant technique (dynamic grouping) that offers 
significantly better guarantee ratio (15% gain) than static grouping, and offers a graceful 
degradation in the performance (guarantee ratio) as the number of faults increases under 
all the interesting conditions that we have simulated in the system. 
• Development and analysis of a fault-tolerant technique (primary-backup overloading) 
that offers better schedulability (25% gain) than BB-overloading under all the interesting 
conditions that we have simulated in the system. We have also shown that the TTSFPB 
(a reliability metric) of PB-overloading is upper bounded by twice that of BB-overloading 
(TTSFpg), which is a much smaller value than the MTTF of the system. Hence, 
PB-overloading is a more effective technique than BB-overloading for many practical 
reliability requirements. 
• Statement of conditions and rules which must be satisfied for a processor fault to be 
tolerated under the two techniques. 
• Analysis of the time at which the multiprocessor system can tolerate a second fault. 
e Comparison of the proposed techniques with existing techniques to determine the effi­
ciency of their performance. 
• Markov analysis of a uniform task model for the two techniques. 
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In Chapter 5, we have considered the problem of scheduling real-time tasks with PB-
based fault-tolerant requirements in multiprocessor systems. We have proposed an adaptive 
fault-tolerant scheduling scheme for the problem. The scheme has a mechanism to control 
the overlap interval between the primary and backup versions of tasks in the schedule. The 
overlap interval is computed based on the estimated value of primary fault probability in the 
system and task's soft laxity. Two variants (PB-OVER-CONT and PB-OVER-SWITCH) of 
the adaptive scheme have been proposed and studied. 
In PB-OVER-CONT, the overlap interval varies from no overlap to full overlap in a contin­
uous manner as the fault probability varies from 0 to 1. In PB-OVER-S WITCH, the scheduler 
uses a threshold value of fault probability to switch from PB-CONCUR to PB-EXCL. This 
threshold value is adapted with the task's soft laxity. The contributions of this work are: 
• A new performance metric, called schedulability-reliability {SR.) index, that is used to 
evaluate the proposed adaptive fault-tolerant scheme. 
• Development and analysis of an adaptive fault-tolerant scheme that improves the SR 
index of soft real-time system. Two approaches from this scheme have been studied 
(PB-OVER-CONT and PB-OVER-SWITCH). 
• Mathematical probability studies to quantify the effect of primary fault probability on 
three performance metrics, viz, processor utilization, task value (utility), and SR index. 
• Comparison of the proposed adaptive scheme with the existing non-adaptive schemes 
to determine the efficiency of their performance. Our studies show that the proposed 
PB-OVER-SWITCH adaptive scheme always performs better than its adaptive and non-
adaptive counterpart in terms of SR index under all the interesting conditions that we 
have simulated in the system. 
• Simulation experiments to study the instantaneous behavior of S R ( t )  in response to 
dynamically changing fault rates. In particular, we have studied this behavior for step 
and ramp fault rate profiles. Our studies show that both the variants of the adaptive 
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scheme exhibit a similar behavior for step fault rate profile while for the ramp fault rate 
profile the PB-OVER-SWITCH performs better than the PB-OVER-CONT. 
In Chapter 6, we have considered the problem of dynamic scheduling of firm real-time tasks 
in multiprocessor systems where the task execution times vary dynamically. We have proposed 
an open-loop scheduling algorithm, which employs a notion of task overlap that dynamically 
guarantees incoming firm tasks via on-line admission control and planning. Secondly, we have 
used the feedback control theory to design three closed-loop scheduling approaches. The loop 
is closed by feeding back (i) the deadline miss ratio in the first approach; (ii) the task rejection 
ratio in the second approach; and (Hi) both the miss ratio and rejection ratio in the final 
approach. The contributions of this work are: 
• A new performance metric, called effective ratio ( E R ) ,  that is used to evaluate the 
proposed open-loop and closed-loop scheduling algorithms. 
• Development and analysis an open-loop scheduling algorithm (OL-OVER-AvCET), based 
on a concept of task overlap, for firm real-time tasks. Our studies show that the over­
lap based algorithm improves the effective ratio of the system by 15% over non-overlap 
algorithms. 
• Developed and analyzed closed-loop framework algorithms using the feedback control 
theory. 
• Development and analysis three closed-loop scheduling algorithms (CL-OVER-MISS, 
CL-OVER-REJ, and CL-OVER-MISSREJ) for firm real-time tasks. Our studies show 
that the proposed CL-OVER-MISSREJ algorithm performs better, in terms of the effec­
tive ratio, than CL-OVER-MISS or CL-OVER-REJ. Also, it performs better (20% gain) 
than the open-loop scheduling algorithm (OL-OVER-AvCET). Our studies Also show 
that the (OL-OVER-AvCET) performs better, in terms of the effective ratio, than both 
(CL-OVER-MISS, and CL-OVER-REJ when the system load is high. 
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• Simulation and analytical experiments to study the instantaneous behavior of the miss 
ratio (MRkT) and rejection ratio (RRkT) in response to dynamically changing task load. 
In particular, we have studied this behavior for step task load. The purpose of these 
studies are to verify the analytical model against the simulation model. 
In conclusion, the performability of existing real-time systems can be improved with mini­
mal changes using the efficient techniques described in this thesis. The amount of redundancy 
can be varied based on the number and type of faults that are needed to be tolerated by 
changing the overloading or/and grouping techniques in hard real-time systems. The type of 
redundancy can be varied dynamically by changing the amount of overlapped time between the 
primary and the backup of tasks based on the estimated fault probability and tasks deadline in 
soft real-time systems. Moreover, the amount of time that is assigned for a task to be executed 
can also be dynamically estimated based on feedback from the deadline miss ratio and tasks 
rejection ratio in firm real-time systems. 
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