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A proposed experiment to demonstrate Optical Stochastic Cooling (OSC) in the Cornell Electron
Storage Ring (CESR) based on an arc-bypass design is presented. This arc-bypass provides signifi-
cantly longer optical delay than the dog-leg style chicane, opening up the possibility of a multi-pass
or staged optical amplifier that can achieve the gains required for effective cooling of hadron or
heavy-ions. Beyond introducing the arc-bypass, in this paper we study the stability requirements
for the dipoles comprising it and investigate the use of an optical feedback system to relax the dipole
and light-path stability tolerances.
I. INTRODUCTION
Optical Stochastic Cooling (OSC) is a proposed parti-
cle beam cooling technique that extends the widely im-
plemented stochastic cooling[1] from microwave to opti-
cal frequencies [2]. Typically, the transition to optical
frequencies is via a pair of undulators; the “pickup un-
dulator” (PU) and the “kicker undulator” (KU) and is
motivated by an approximate 4-orders of magnitude in-
crease in cooling bandwidth. In the transit-time method
of OSC [3, 4], a particle emits a wave-packet in the up-
stream PU, and interacts with that same (amplified)
wave-packet in the downstream KU. The result of the
interaction is an energy exchange (kick) to the particle,
the sign and magnitude of which depend on the relative
transit-time of the particle (determined by the magnetic
particle bypass) and the wave-packet (determined by the
optical light path). The lengths of the two paths are ad-
justed so that the reference particle receives no kick while
the arrival of a generic test particle is advanced or delayed
in such a way that the kick reduces its betatron ampli-
tude and/or momentum offset. The momentum kick can
damp longitudinal motion directly, and with a suitable
introduction of dispersion in the PU and KU, horizontal
as well. In any stochastic cooling scheme the maximum
achievable damping rate for a collection of particles is
determined through a trade off between the amplitude
of the corrective kick through the process just described,
and the incoherent kicks that it receives from its neigh-
bors within a longitudinal slice of the beam, of width
∆t ≈ 1/2∆f where ∆f is the frequency bandwidth of
the system.
State-of-the-art microwave-based stochastic cooling
systems are limited to about 8 GHz bandwidth [5]. For
the dense particle beams found in hadron and heavy-
ion colliders at collision energy, this limits the damping
rate to significantly less than the growth rates from beam
heating effects like Intra-beam Scattering (IBS), and is
therefore ineffective during a beam store. Consequently,
there has been much interest in developing alternative
cooling techniques including Coherent electron Cooling
(CeC)[6], Microbunched Electron Cooling (MBEC)[7],
and of course, OSC—all of which rely on the transit-
time method and aim to increase the cooling bandwidth.
An estimate of the bandwidth of undulator radiation is
∆f ≈ c/(Nuλl), where Nu is the number of periods, λl
is the zero-angle wavelength, and can therefore exceed
10’s of THz for resonant optical wavelengths. Thus with
OSC, the width of the longitudinal slice and, correspond-
ingly, the number of incoherent kicks a particle receives is
greatly reduced and in principle can increase the damping
rate, compared to ordinary stochastic cooling, by several
orders of magnitude.
Currently there are two complementary programs for
developing OSC, one at Fermilab in the Integrable Op-
tics Test Accelerator (IOTA) [8, 9] with 100 MeV elec-
trons and the other in the Cornell Electron Storage Ring
(CESR) at Cornell University with 1 GeV electrons.
In the IOTA demonstration a dog-leg style chicane con-
sisting of 4 dipoles and a center defocusing quadrupole
occupies one straight section of the ring. In this configu-
ration the particle path is horizontally displaced to make
way for the light-path, which follows a straight line from
the PU to the coaxial KU. Refractive optics are used
to both focus the PU light into the KU and delay it to
compensate for the additional distance traveled by the
particle beam through the chicane, ∆L.
In the dog-leg bypass, ∆L scales inversely with the
cooling ranges [10] which typically constrains ∆L to be
limited to a few millimeters(see next section). For elec-
trons at 100 MeV, even with passive cooling (where no
Optical Amplifier (OA) is present), the OSC damping
rates can be made to greatly exceed damping due to syn-
chrotron radiation. Thus, the IOTA experiment will be
an elegant and clear proof-of-principle demonstration of
OSC’s working principles applied to electrons. However,
for cooling of high-energy hadrons a passive scheme is
too slow, where it is estimated that 20-30 dB of gain
will be required from an OA to effectively combat emit-
tance growth from IBS [10]. For IOTA’s active test of the
OSC, a 2-mm thick Chromium Zinc Selenide (Cr:ZnSe)
crystal with an amplification peak at 2.45 µm is being
considered[11]. The amplification of this crystal is lim-
ited due to a depletion of the ground-state ions and as-
sociated thermal effects from absorption of the pumping
laser power. Consequently, the amplifier yields a pre-
dicted gain of only 7 dB.
An OA based on a Titanium-Sapphire crystal
(Ti:Sapph) has also frequently been considered for
OSC [8, 12]. For the dog-leg chicane, accounting
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2FIG. 1. Schematic of the arc-bypass in CESR. Light is ex-
tracted from the vacuum chamber in the immediate down-
stream dipole (blue) of the PU (green) and reenters in the
immediate upstream dipole of the KU. Dimensions are in m.
Ti:Sapph’s shorter central wavelength of 790 nm, the to-
tal optical delay must be reduced proportionately in or-
der to maintain the same cooling ranges. This results in a
crystal length of less than a millimeter making high gain
amplification difficult to achieve. For both gain medi-
ums, the very limited optical delay characteristic of the
dog-leg style chicane limits the achievable amplification.
Thus by contrast, the implementation of OSC in CESR
is based on an alternative magnetic bypass where the
relative delay of light and particle beam is independent
of the cooling ranges; we refer to our design as an arc-
bypass. The light path is along a chord that intercepts
30◦ of the ring arc. The vacuum chamber in the dipole
just downstream of the PU is outfitted with an in-vacuum
pick-off mirror to extract the PU light. A second in-
vacuum mirror, in the dipole chamber just upstream of
the KU, directs the light along the path of the particle
beam in the KU. See Fig. 1. The distance from midpoint
of PU to KU is 71.78 m and ∆L is approximately 20 cm;
thus opening up the possibility of multi-pass or staged
amplification schemes, so that gains needed for hadron or
heavy-ion cooling are achievable with conventional laser
amplification techniques.
The paper is organized as follows: in Section II we
briefly review the relevant theory before presenting the
lattice design of the arc-bypass in Section III. We then an-
alyze the stability requirement of dipole fields in the ring
and consider use of a feedback system for stabilization
in Sections IV and V. Finally, we present multi-particle
tracking simulations of the cooling process in Section VI.
II. OVERVIEW OF OSC PARTICLE DYNAMICS
A general theory of OSC working principles can be
found in reference [10]. Here we reproduce some of the
major formulas relevant to our discussion.
A particle arriving in the PU with coordinates x, x′ and
∆P/P , will have a path-length difference, with respect
to the reference particle, while traveling between the PU
and KU
∆s = M51x+M52x
′ +M56∆P/P. (1)
It will receive an energy kick
δu = ∆E sin(kl∆s) (2)
where M5,n are elements of the 6x6 transfer matrix from
PU to KU centers, ∆E is the kick amplitude which is
determined by the undulator parameters, particle beam
energy, light optics design and OA gain [13, 14], while
kl ≡ 2pi/λl where λl is the zero-angle wavelength of the
undulator radiation.
The path length from PU to KU through the OSC by-
pass will depend on the betatron and synchrotron phases
and amplitudes of the particle in the PU, as well as the
matrix elements M5,n. The amplitude of the contribu-
tion to path length from horizontal motion in the PU,
for a particle with betatron amplitude  is
sx =
√

(
βPUM251 − 2αPUM51M52 + γPUM252
)
. (3)
The amplitude sp due to synchrotron oscillation ampli-
tude,
(
∆p
p
)
m
:
sp = (M51DPU +M52D
′
PU +M56)
(∆P
P
)
m
. (4)
For small particle amplitudes satisfying klsx, klsp  1,
the horizontal and longitudinal damping rates are
λxo = −klM51DPU +M52D
′
PU
2τs
∆E
Us
(5)
and
λpo = kl
M51DPU +M52D
′
PU +M56
2τs
∆E
Us
(6)
where τs and Us are the revolution period and energy of
the beam, respectively. For large amplitude particles the
sinusoidal nature of the kick must be taken into account
resulting in amplitude dependent damping rates
λx = 2λxo
J0(klsp)J1(klsx)
klsx
(7)
and
λp = 2λpo
J0(klsx)J1(klsp)
klsp
. (8)
In the above we see that 1-dimensional damping (i.e.
klsp  1 for horizontal damping) requires a particle am-
plitude less than µ1,1 ≈ 3.83, while simultaneous damp-
ing in both planes requires both klsx and klsp < µ0,1 ≈
2.41, where µn,m is the m
th zero of the Jn Bessel func-
tion. We define the emittance acceptance
max =
µ20,1
k2l (βPUM
2
51 − 2αPUM51M52 + γPUM52)
(9)
and momentum acceptance as(∆p
p
)
max
=
µ0,1
k(M51DPU +M52D′PU +M56)
(10)
Because it is possible for a particle to be momentarily
heated in one plane, while damped in the other, before
eventually damping in both planes (see [15] for complete
3FIG. 2. Top: Layout of magnetic elements in the chicane.
Middle: Lattice functions in the arc-bypass. Bottom: Lattice
functions of the ring.
.
details), the µ0,1 boundary gives a conservative estimate
of the acceptances. Finally, the above expressions can be
used to obtain the cooling ranges
ηx =
√
max
o
ηp =
1
σp
(∆P
P
)
max
. (11)
where o and σp are, respectively, the horizontal beam
emittance and longitudinal momentum spread.
In reference [10] the above formulas are applied to the
dog-leg style chicane. Because the cooling ranges are in-
versely proportional to the total optical delay, for beams
with nanometer scale emittance and order 0.01% energy
spread, the optical delay can be no more than a few mil-
limeters in order to have sufficiently large cooling ranges.
III. ARC-BYPASS DESIGN
In order to obtain the linear optics needed for OSC, we
used the optimization routines made available in the Tool
for Accelerator Optics (TAO)[16] program, and the more
general formulas of the previous section; more details can
be found in [17].
In general, there is a trade-off between the size of the
cooling ranges and the total damping rate, λxo + λpo,
and a further trade off between the horizontal and longi-
tudinal damping rates. In view of the relatively fast syn-
chrotron radiation damping rates, λx,SR and λp,SR, at
1-GeV in CESR, for the CESR demonstration we choose
to optimize horizontal damping. However, we have also
designed bypass optics that provide simultaneous longi-
tudinal and horizontal cooling, thus demonstrating the
flexibility of our configuration. The parameters of the
arc-bypasses are given in Table. I and the lattice func-
tions for the lattice optimized for horizontal cooling are
shown in Fig. 2.
The PU and KU are helical undulators comprised of
14 periods of length 28 cm, yielding an undulator param-
eter K = 4.51 and a zero-angle wavelength of 780 nm.
The theoretical kick amplitude ∆E = 420 meV in the ab-
sence of amplification, assuming perfect imaging without
losses in the light transport. With this kick, the hori-
zontal damping rate is marginally faster than that from
synchrotron radiation damping at 1 GeV1.
As in the dog-leg chicane [18, 19], nonlinear path
lengthening is corrected with sextupoles within the arc
bypass. The distribution of sextupoles outside of the by-
pass is optimized for dynamic aperture and to compen-
sate chromaticity.
TABLE I. Major cooling parameters for the arc-bypass in
CESR.
Parameter Horizontal Cooling Simultaneous Cooling
(nm) 0.73 0.73
σp 3.7×10−4 3.7×10−4
ηx 2.8 3.11
ηp 31.3 2.1
λxo (s
−1) 0.91 0.77
λx,SR (s
−1) 0.73 0.73
λpo (s
−1) 0.01 0.24
λp,SR (s
−1) 1.27 1.27
IV. PATH-LENGTH STABILITY
REQUIREMENTS FOR OSC
OSC requires extreme (sub-optical wavelength) accu-
racy in the relative particle and light path-lengths. For
the arc-bypass, as compared to the dog-leg chicane, the
path-lengths from PU to KU for both charged particles
and light are much longer and there is significantly more
bending in the bypass. These considerations motivated
an analysis of the required stability for the guide field
dipoles both within and outside of the bypass. In partic-
ular, dipole field errors cause a change in the path length
of the reference orbit and, therefore, a path-length error,
∆serr. We consider two cases: (i) a coherent change to
all dipole field strengths in the ring by the same relative
amount at the same instant, and (ii) random incoherent
changes in the field strength of each dipole separately.
The effect of ∆serr on cooling depends on the time
scale over which the errors occur. For changes on a
time scale much longer than the damping time, the
rates in Eq’s. 5 and 6 are reduced by a constant fac-
tor cos(kl∆serr). For errors that occur on a time
scale much shorter than the damping time, an average
1 The combined OSC and synchrotron damping rates in this case
is substantially faster than the synchrotron damping rate and
therefore results in measurable cooling of the beam.
4FIG. 3. Results from the fast tracking routine: (a) demon-
strates agreement between theoretical damping rate and
tracking for a small amplitude particle while (b) verifies mod-
ification of the damping rate at large amplitude and a cool-
ing boundary at J1(µ1,1). (c) shows examples of the reduc-
tion in the damping rate when a path-length jitter is applied
as well as exponential best fits used to extract the reduced
rates. Finally, (d) plots the reduced damping rate for a given
RMS path-length jitter from tracking with the prediction from
Eq. 13
.
over the instantaneous reduction in the damping rate,
λxo,po cos(kl∆serr), is needed. For example, if the path
length error is a Gaussian-random variable with an RMS-
spread σs, the reduced damping rate is
〈λx,p〉 =
λxo,po
∫ ∞
−∞
cos(kl∆serr)
exp(−∆s2err/2σ2s)
σs
√
2pi
d∆serr,
(12)
which simplifies to
〈λx,p〉 = λxo,po exp(−k2l σ2s/2). (13)
To confirm Eq. 13, a fast tracking method was imple-
mented using transverse transfer matrices obtained in
TAO to simulate horizontal, single-particle damping as
follows: A particle is placed at the PU with some ini-
tial betatron coordinates (xβ,PU , x
′
β,PU ) and propagated
to the KU. At the KU an energy kick is applied resulting
in a change to the particle’s betatron coordinates2:
∆xβ = −∆E
Us
D sin(kl(M51xβ,PU +M52x
′
β,PU )) (14)
2 Note there is no change to the particle’s geometric coordinates
during the kick with the two related as x = xβ +Dδu/U
and
∆x′β = −
∆E
Us
D′ sin(kl(M51xβ,PU +M52x′β,PU )). (15)
The updated coordinates at the KU are then propagated
around the ring to the PU and the entire process is re-
peated.
The above scheme neglects changes to the particle’s
longitudinal coordinates imparted by the energy kick
which remain at (0, 0) throughout the tracking. This is a
reasonable approximation since over the course of a single
betatron oscillation the net energy kick nearly averages
to zero and the total accumulated energy change of the
particle remains small throughout the damping process.
With this method we first confirmed the small ampli-
tude damping rate given in Eq. 5, along with the expected
reduction in the damping rate at large amplitude, the
cooling boundary at J1(klsx = µ1,1) and second stable
point (in amplitude) at J1(µ1,2 ≈ 7.01), as shown respec-
tively in plots a and b in Fig. 3. We then applied turn-
by-turn Gaussian-random path-length jitter to a small
amplitude particle. The damping rate is evidently re-
duced and an exponential best fit is performed to obtain
the reduced rate as shown in Fig. 3c. Finally, the reduc-
tion is found to be in good agreement with the Eq. 13 as
shown in Fig. 3d.
A. Coherent Dipole Errors
A coherent error on all dipoles is equivalent to a change
in the beam energy. Therefore, distortions of the refer-
ence orbit will be proportional to the local dispersion
function, (
x(z), x(z)′
)
= Rerr
(
D(z), D′(z)
)
(16)
where Rerr ≡ ∆ρ/ρ and ρ is the bending radius of the
dipole. There are two contributions to the change in
the path length of the reference particle: (i) a transverse
displacement of the equilibrium orbit at the PU, so that
∆s1 = Rerr(M51DPU+M52D
′
PU ) and (ii) a direct change
in the path length from PU to KU:
∆s2 =
∫ KU
PU
RerrD(z)
ρ
dz = RerrM56. (17)
Thus the total path-length change is
∆sdip = Rerr(M51DPU +M52D
′
PU +M56). (18)
The above expression is identical to Eq. 4 with
(
∆p/p
)
m
replaced by Rerr. For a coasting beam this correspon-
dence implies that dipole sensitivity requirements scale
proportionately with the longitudinal cooling range.
So far we have neglected any interaction with the RF
system. With a coherent decrease in dipole strengths
around the ring, the reference particle, in order to stay
synchronous with the RF cavity, decreases in energy
5by the same relative amount and, consequently, there
is an additional change to the path-length, ∆srf =
−Rerr(M51DPU+M52D′PU+M56) exactly cancelling the
path change from the dipoles, ∆scoh = ∆sdip+∆srf = 0.
Thus, the reference particle’s transit-time is not affected.
The beam centroid, however, no longer coincides with
the reference particle’s energy and the beam will os-
cillate around the new reference energy. The damping
of this oscillation is similar to single particle damping
and thus happens at a rate (from OSC) λp,centroid =
2λpoJ1(kl∆sdip)/kl∆sdip. Practically speaking this ef-
fect is negligible in the CESR test because of the large
momentum acceptance. For example, coherent relative
dipole change as large as 10−3 would result in a displace-
ment less than 30 nm.
There is an additional nonlinear path lengthening of
the reference particle through the bypass
∆sNL =
∫ KU
PU
1−
√
1 +
(
dx
dz
)2
dz
≈ R
2
err
2
∫ KU
PU
D′2(z)dz.
(19)
Numerical integration of the above equation yields
∆sNL ≈ 0.68R2err for our bypass, which implies a 1 nm
path change for Rerr of 3.8×10−5. In the next section
we will see that contributions to path-length error from
coherent changes are small in comparison to incoherent
changes in dipoles and we therefore ignore their effect.
B. Incoherent Dipole Errors
It is well known from dipole perturbation theory [21],
that a single dipole field error will change the closed orbit
such that at the PU
xerr,k = Rerr,kθk
√
βPUβk
cos(νpi − ν∆φk)
2 sin(piν)
(20)
where the subscript k denotes the kth dipole in the ring,
θk is its bending angle, and ∆φk is the phase advance
from the dipole to the PU. The orbit distortion results
in a path-length error
∆s0,k = M51xerr,k +M52x
′
err,k. (21)
If the dipole is within the bypass, there will be two addi-
tional, direct changes to the particle’s path-length. First,
as it travels a distance zdip inside the dipole, it is dis-
placed horizontally an amount ∆x = Rerrθ(zdip)zdip/2.
Integrating over the dipole’s length, L, yields a path-
length change,
∆s1,k =
∫
∆x
ρ
dzdip = Rerr,k
Lkθ
2
k
6
. (22)
Then upon exiting the dipole, since the particle has been
displaced an amount (∆x,∆x′) = Rerr(θL/2, θ), there is
FIG. 4. Mean longitudinal displacement computed from par-
ticle tracking in TAO for individual dipole errors (red dots)
and predicted values (blue x’s) assuming a relative error
Rerr = 10
−5. The 8 largest displacements correspond to
dipoles inside the arc-bypass.
an additional path change,
∆s2,k = Rerr,k(M51,dipθkLk/2 +M52,dipθk), (23)
where the transfer elements are from the exit of the dipole
to the center of the KU.
To confirm that the reference particle’s longitudinal
displacement is given by the summation of Eq’s. 21, 22
and 23, particle tracking in TAO was performed with
a single particle placed initially on the reference or-
bit. A single dipole in the ring is given a relative er-
ror Rerr = 10
−5 and the particle is tracked over 50
turns. This tracking routine is separately repeated for
each dipole in the ring. For each dipole the mean lon-
gitudinal displacement relative to the unperturbed ref-
erence orbit from PU to KU was computed as shown in
Fig. 4 and the displacement was found to be in excellent
agreement with the above formulas.
We now consider simultaneous fluctuating dipole er-
rors, treating each error as Gaussian-random and uncor-
related, we find that the RMS path-length jitter from
dipoles outside the chicane is 40 nm for Rerr = 10
−5.
Assuming the dipoles fluctuate at time scales much faster
than the damping rate so that Eq. 13 is valid, the damp-
ing rate is found to reduce by less than 5 %. By contrast,
this same relative error for dipoles inside the bypass re-
sults in an RMS path-jitter of 910 nm. Consequently, the
damping rate would be essentially reduced to zero. In or-
der to maintain the damping rate to 95% of the ideal, we
require a stability of 5 × 10−7 from dipole fields inside
the bypass.
The sensitivity for bypass dipoles arises partly because
M51,dip and M52,dip grow quite large in the bypass as
shown in Fig. 5, and additionally, because the arc-bypass
is comprised of ring dipoles, they have fairly large bend-
6360 380 400 420
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FIG. 5. Transfer elements M51(z) and M52(z) from a location
in the chicane to the KU center.
ing angles and lengths.
Dipole fluctuations, in addition to causing path-length
jitter, produce coherent horizontal oscillations of the
beam. Because of chromaticity and nonlinearities in the
lattice, the oscillations decohere[22] and the motion can
potentially be translated into an emittance growth. For
decoherence arising from a non-linear amplitude depen-
dence on the betatron tune, we find the characteristic
time [23] of this process to be 2.2 s in our lattice. This is
not significantly longer than the horizontal synchrotron
damping rate and we therefore expect a single dipole kick
to produce some emittance growth. Given that the emit-
tance in an electron storage ring is reliably predicted by
synchrotron radiation alone, and does not need to ac-
count emittance growth from dipole kicks, we investi-
gated this growth rate to see if we can place an upper-
bound on the level of dipole kicks and consequently the
path-length jitter in the bypass caused by them.
In [24] the emittance growth from turn-by-turn un-
correlated dipole errors was computed. In CESR the
revolution frequency is 390.1 kHz so that turn-by-turn
uncorrelated errors are not realistic. However, following
their same approach we estimate the emittance growth
using, instead, a hard-change model where a dipole error
is kept constant for N turns and then abruptly changes to
a new random uncorrelated value. In this case the corre-
lation function between turns n and m at the kthdipole
is 〈Rerr,nθk, Rerr,mθk〉 = R2err,nθ2k for n,m < N , and〈Rerr,nθk, Rerr,mθk〉 = 0 for n,m ≥ N . We find that,
each time a dipole is changed, after decoherence and ne-
glecting synchrotron damping, the emittance will grow
by
∆k = βk
R2err,kθ
2
k
4 sin2(piν)
(
cos2(piν) + 1/2
)
. (24)
Then the average growth rate is found by summing over
all dipoles and dividing by the period between changes
d
dt
≈
∑
k k
NT
(25)
where T is the revolution period.
The top plot of Fig. 6 shows the emittance growth for
N = 10, 100, 1000 as a function of the RMS relative error
of the dipoles, Rerr,rms. For comparison the growth rate
from synchrotron radiation Quantum Fluctuations (QF)
is also plotted. The growth rate is inversely dependent
on N and even in the extreme case of N = 10, in order
that growth from dipole noise remains much smaller than
growth from QF (say less than 1%) Rerr,rms < 2.0×10−7.
At that noise level the reduction in OSC damping rates
from dipole induced path-length jitter, does not exceed
2 % which can be seen from the bottom plot of Fig. 6.
The above analysis would seem to indicate dipole noise
levels are too small to substantially affect the OSC pro-
cess. However, dipole noise can come from power sup-
ply ripple which is a continuous waveform comprised of
discrete frequencies—for example 60 Hz and its first few
harmonics. In a case like this, it is also shown in [24] that
noise produces emittance growth only when its spectral
density overlaps with a side-band of the betatron fre-
quency
d
dt
=
1
4pi
∑
(ν)Ω2 (26)
where Ω = 2pi/T is the angular revolution frequency and
∑
(ν) = βk
(
qLk
Us
)2 n=∞∑
n=−∞
SδB((ν − n)Ω) (27)
where n is an integer, ν is the tune and SδB(ω) is the
spectral density of the dipole field noise. In CESR power
supply ripple is likely more than two orders of magni-
tude less than the revolution frequency. Consequently,
in order for a betatron side-band to overlap with it, the
fractional part of the tune would need to be within less
than 1 % of an integer. Obviously, such a tune is avoided
in a storage ring and therefore, noise from power supply
ripple does not produce emittance growth. It can how-
ever, still produce degrading path-length jitter if it causes
the dipole current to fluctuate ' 5× 10−7.
Furthermore, noise can come from stray magnetic fields
of other electrical components near the bypass and may
produce sizeable path-length jitter. For example, during
a CESR machine study a technique to identify transverse
kicks to the beam orbit [25] found an approximately 1.3
µrad horizontal kick with a 180 Hz frequency near the
center of the bypass. This kick would have resulted in an
approximately 5 µm path-length fluctuation—essentially
reducing the damping rate to zero. Fortunately, the
source of the stray field was identified as a problematic
power supply which has since been fixed. These consid-
erations lead us to conclude we can not rule out dipole
noise as a source of path-length jitter based on the ma-
chine emittance.
7C. Quadrupole Motion
A transverse displacement ∆d of a quadrupole pro-
duces a constant magnetic field error, Berr = ∆dB
′,
where B′ is the gradient of the quadrupole, which is re-
lated to the focal length as f = cP/eB′lquad with lquad
being the length of the quadrupole. Using a similar ap-
proach from Section IV B and for brevity now only con-
sidering quadrupoles inside the bypass, the path-length
error is found to be
∆squad =
∆d
f
(M51,quadlquad +M52,quad) (28)
where, as before, the transfer elements are evaluated from
the exit of the quadrupole to the KU center. Again be-
cause M51,quad and M52,quad grow quite large in the by-
pass, the path-length is very sensitive to quadrupole vi-
brations. For example, if each quadrupole in the bypass
vibrates independently with an RMS value of 50 nm, the
expected RMS path-length jitter will be 100 nm.
When considering dipoles, we also needed to account
the additional path-length accrued by the particle as
it travelled through the element using Eq. 22. For a
quadrupole this term is
∆squad,2 =
l
6
∆d2
f2
. (29)
The quadratic dependence in ∆d/f arises because both
∆x and ρ are generated from ∆d. Since ∆d  f this
term is negligibly small.
Finally, the use of mirrors in the light transport will
add an additional source of path-jitter through mechan-
ical vibrations that can be µm scale in magnitude. Ac-
counting these noise sources, a feedback system for path-
length stabilization will be a critical component for our
experiment and is investigated in the next section.
V. FEEDBACK FOR PATH LENGTH
STABILITY
OSC works by appropriately modulating the relative
path-length of each particle from PU to KU to provide
a corrective energy kick. In the absence of path-length
errors the reference particle arrives at the zero cross-
ing of its PU wave-packet and receives no kick, while
all other particles in the bunch are delayed or advanced,
with respect to their own PU-wavepackets, and either
constructively or destructively interfere with their KU
wave-packets. The bunch centroid coincides with the ref-
erence particle so that there are an equal number of par-
ticles adding constructively and destructively; the total
energy radiated in the PU and KU by the bunch will
appear to be the sum of both undulators in the absence
of interference—a path-length error breaks this symme-
try. Consequently, there will be either an enhancement
or reduction of the far-field radiation that allows the ar-
rival phase of the bunch centroid to be measured [26]
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FIG. 6. Top: Computed emittance growth rates from dipole
fluctuations as a function of ring wide RMS relative dipole
error and the rate from QF of synchrotron radiation. Bot-
tom: The expected RMS path-length jitter (blue) and OSC
damping rate reduction (green) as a function of RMS relative
dipole error.
to the precision required to obtain near ideal (error-free)
damping. The total radiated energy ∆Ebeam (in the first
harmonic of the undulators) as the path-length is varied,
is found by averaging the combined radiated energy of
each particle in the PU and KU. For a Gaussian beam
∆Ebeam = −Np∆E
[
1 +
spulse − |serr|
spulse
sin(klserr)
× exp
(
− µ
2
0,1
2
(
1
η2x
+
1
η2p
))] (30)
where spulse ≈ Nuλl is length of the undulator wave-
packet and Np is the number of particles per bunch. The
visibility of the energy modulation is determined by the
exponential term, which in the CESR demonstration will
be ≈ 0.72.
In order to accurately measure the phase, the aver-
age power of the interfered PU and KU signals must be
larger than the detector’s minimum detectable power at
maximum destructive interference (i.e. klserr = −pi/2).
We envision performing this measurement with a fast
photo-diode, and for a concrete example, consider a
silicon-based photo-diode (model DET025A from Thor-
labs). With a response time of 150 ps and a noise equiv-
alent power given in the data sheet[27], the minimum de-
tectable power is found to be 0.5 nW. The radiation from
the PU and KU is emitted over a bandwidth comparable
to that of the diode’s spectral response. To account this,
Synchrotron Radiation Workshop (SRW)[28] was used to
compute the radiation spectrum of a single undulator.
The product of this spectrum and a normalized spec-
tral response of the diode was integrated to get an effec-
tive energy measurement. The finite spectral response
is expected to increase the minimum detectable power
8FIG. 7. Reduction in the path-length error amplitude as a
function of noise frequency for an EOM-based feedback sys-
tem.
by ≈ 0.54 and we additionally included another 50% in-
crease as an estimate of the quantum efficiency. We find
that for an S/N = 10 at the minimum detectable power,
we require Np = 2.7 × 106 particles per bunch. Because
the arrival time of the signal is well known, signal gating
can be used to further decrease the required number of
particles. 50 ns gating is a reasonably large window and
decreases the integrated noise spectrum by a factor ≈ 50.
Therefore, the minimum required number of particles for
a phase-measurement is N ≈ 5× 104. This number cor-
responds to a beam current much smaller than the 1 µA
(set to limit emittance growth from IBS) anticipated for
the OSC demonstration.
The above measurement can provide turn-by-turn in-
formation of the arrival phase of the bunch centroid that
can be used for feedback. In principle anything that al-
ters either the light or particle path transit-time (e.g. a
movable mirror or additional dipole corrector in the by-
pass) can be used for feedback. Here we consider the use
of an Electo-Optic Modulator (EOM). An EOM is an
electric-optic device that induces a change in the index
of refraction of a nonlinear crystal by applying a voltage,
and consequently modifies the time-of-flight of light pass-
ing through it. EOMs can operate over a large spectral
range as they are often used with ultra-fast lasers, can be
modulated from DC to several 100 kHz, and can provide
a few microns of path-length modulation.
We specifically consider an EOM with 10 kHz band-
width and a path-length adjustment range of 5λ. In
Appendix A expressions (Eq.’s A6 and A11) for the
feedback corrected path error ∆serr,cor(t), are given for
initial path-length errors ∆serr(t) = ∆so sin(ωt) and
∆serr(t) = ∆so cos(ωt), that consist of a fast decaying
transient component and an oscillating component of am-
plitude A∆so where A is given in Eq. A7. Typically the
transient term’s decay time is much less than one period
FIG. 8. Particle tracking results for OSC BMAD simulations
that include both OSC and SR damping, QF and OSC inco-
herent kicks. Various levels of dipole noise are included. The
solid lines are exponential best fits.
of oscillation and so can be ignored. In this case A is
simply the ratio of corrected to uncorrected path length
error and is plotted in Fig. 7 for our assumed EOM pa-
rameters. Preliminary work has shown 60 Hz line ripple
and its first few harmonics (particularly the 3rd) are the
strongest source of dipole noise in CESR and thus from
Fig. 7 an EOM based feedback system reduces sensitivity
to this noise by approximately a factor of 30.
VI. MULTI-PARTICLE TRACKING
SIMULATION OF OSC
As a final analysis of the arc-bypass, and to confirm the
predicted dipole stability requirement found above, we
present particle tracking simulations of the OSC process
that include both the coherent and incoherent contribu-
tions of the kick imparted to a particle, as well as syn-
chrotron radiation effects (damping and excitation). Im-
plemented with BMAD[29] routines, the simulation tracks
1000 macro-particles through the CESR lattice, with a
distribution corresponding to the emittance set by syn-
chrotron radiation in the absence of OSC.
OSC is included by recording the transit-time from
PU to KU of each particle, relative to the reference orbit
transit-time. The particle’s energy is changed according
to Eq. 2. In reality the particle receives a kick over the
length of the KU, but in simulation, as a simplification,
we apply the kick as an impulse at the center of the KU.
The applied kick so far represents the coherent cooling
process; we additionally now include an estimate of the
incoherent heating effect arising from kicks applied by
neighboring particles within a longitudinal slice of the
9beam, of a width typically estimated3 as Nuλo. The ef-
fect of the incoherent kicks depends on the number of
particles within a slice. To directly compute this effect,
the arrival time of all 107 electrons anticipated for our
demonstration would need to be tracked, which is not
practical. A numerical investigation showed that, as long
as the number of particles per slice, Ns ' 6, the incoher-
ent kicks received by any particular particle is approxi-
mately Gaussian random, with an amplitude and width,
Ns(
∆E
Us
)2 and
√
Ns respectively. Incorporating the inco-
herent kicks in this way allows for a fast and accurate
estimate of the heating term that does not depend on
the number of macro-particles used in the tracking.
Although the major thrust of the OSC program in
CESR is the demonstration of active OSC, observing pas-
sive cooling will be an important program milestone, and
so in these simulations we use a kick amplitude corre-
sponding to the passive value of 420 meV. As a base-
line we first performed a simulation without bend noise.
The tracking result is shown in the blue trace of Fig. 8
with damping clearly visible. An exponential fit was per-
formed and indicates that OSC will reduce the equilib-
rium emittance by 30%.
Next we include bend noise as random Gaussian fluc-
tuations in field strength. The hard-change model was
used, with the dipole errors updated every 100 turns.
We choose to update every 100 turns since, based on
the analysis in IV, a sufficiently large RMS relative error
(2.5× 10−6) could be applied so that the path-length jit-
ter would significantly reduce the damping effect, without
also introducing a sizable emittance growth. To further
suppress the emittance growth, noise was applied only to
dipoles inside the bypass.
Using the formulas developed in Section IV, we predict
that a relative error of 10−7 will reduce the damping rate
by 1 %, while an error of 2.5× 10−6 reduces it by 80 %.
The results are shown in Fig. 8. As expected for an error
of 10−7, the green trace shows only a marginal difference
in the damping rate and equilibrium emittance, while for
an error of 2.5× 10−6, shown in red, OSC damping is no
longer visible.
VII. CONCLUSION
We have presented an arc-bypass concept for a demon-
stration of OSC in CESR that could be an effective tech-
nique for cooling high energy hadron beams. The major
advantage of the arc-bypass, as compared to the dog-
leg chicane bypass, is the large optical delay of approx-
imately 20 cm (in CESR’s case) which enables either
3 This estimate neglects that only a few cycles of the wave-packet
are in focus at a given longitudinal point in the KU and, there-
fore, can overestimate the longitudinal slice length by a non-
negligible amount, see [13] for details. For this reason, when
considering incoherent kicks, we assume a 4 period undulator.
multi-pass or staged amplification schemes for the OA.
The many centimeter relative delay is essential in an im-
plementation where high gain amplification is required,
as is the case for hadron and heavy-ion cooling scenar-
ios. We have characterized the stability requirement of
dipoles in the bypass and provide formulas to compute
the path-length error in terms of dipole field errors, and
also an estimate on the reduction of the OSC damp-
ing rates resulting from path-length error. We find that
the arc-bypass is sensitive to dipole fluctuations since (i)
it uses stronger bending magnets than are typically re-
quired for a dog-leg chicane and (ii) the long separation
between the PU and KU allows for M51 and M52 to grow
quite large in the bypass. We investigated a feedback sys-
tem to compensate changes in the path-length from the
PU to KU in order to relax tolerances on dipole stabil-
ity. Finally, particle tracking simulations were performed
to demonstrate the dependence of OSC damping rates on
various levels of bend noise, in the absence of path-length
correction.
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Appendix A: Analytic Feedback Solution
In this appendix expressions for the feedback corrected
path-length error assuming an initially uncorrected oscil-
lating path error are derived. As was presented in section
V, a path-length error ∆zerr
4 can be inferred by measur-
ing the total energy radiated from the PU and KU in
the first harmonic of the radiation. Neglecting the fi-
nite length of the undulator wave-packet a photo-diode
registering the total energy will have a voltage readout
Vout = K1 sin(kl∆zerr) (A1)
where K1 is an arbitrary proportionality constant that
converts energy to voltage. In control theory the element
or process that converts the system input (∆zerr) to the
output signal (Vout) is called the plant and denoted as P .
Likewise, the element or elements that act on the plant’s
output in order to make a feedback correction is called
the controller and denoted as C. For a linear plant and
controller the feedback corrected output is related to the
input as
Vout(s) = ∆zerr
P (s)
1 + P (s)C(s)
(A2)
4 For this appendix we have changed our symbol for path-length
error from ∆s to ∆z to reserve s for its standard use as the
Laplace domain variable.
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where s = σ + iω is a complex frequency in the Laplace
domain. In general our plant is non-linear; However, in
order to apply some elementary control theory we can
linearize the plant by assuming sin(kl∆zerr) ≈ kl∆zerr
so that
P (s) = K1 (A3)
and for tidiness we absorbed kl into K1.
We consider a proportional controller with its output
passed through a low-pass filter in order to model the
finite speed that the path-length can be corrected
C(s) =
kp
1 + s/ωo
(A4)
where kp is an adjustable proportionality constant of the
controller and ωo is the cut-off frequency. For an input
∆zerr = zo sin(ωt), Vout becomes
Vout(s) = ∆zo
ω
s2 + ω2
× K1
1 +
K1kp
1+s/ωo
. (A5)
After converting the above expression into the time do-
main, the feedback corrected error can be written as
∆zerr,cor(t) = ∆zo
(
A sin(ωt+δsin)+B exp (−αt)
)
(A6)
where
A =
√
1 + (ω/ωo)2
1 + (ω/ωo)2(1 +K1kp)2
, (A7)
B =
ω
ωo
K1kp
(ω/ωo)2 + (1 +K1kp)2
, (A8)
δsin = tan
−1(χ) = tan−1
(
ω
ωo
K1kp
(ω/ωo)2 + (1 +K1kp)
)
(A9)
and
α = ωo(1 +K1kp). (A10)
For an input ∆zerr = zo cos(ωt), we find a similar solu-
tion
∆zerr,cor(t) = ∆zo
(
A cos(ωt+ δcos) + C exp (−αt)
)
(A11)
with
C =
K1kp(1 +K1kp)
(ω/ωo)2 + (1 +K1kp)2
(A12)
and
δcos = − tan−1
(
1
χ
)
. (A13)
Example plots of Eq.’s A6 and A11 are shown in red in
Fig. 9 for parameters, zo = 75 nm, ω = 180,Hz ωo =
FIG. 9. Example solutions of the feedback corrected path-
length error.
630 Hz, K1 = 1.0 and kp = 3.0. A numeric solution
was obtained using the Python Controls System Library
shown in blue and is seen to be in good agreement with
the analytic solutions.
In their current form these two solutions contain two
arbitrary constantsK1 and kp. For a linear model there is
no bound on Vout or kp. In reality, the sinusoidal nature
of the plant implies Vout,max = K1. Additionally, the
controller will have a finite range over which it can make
a path correction, ∆zfeed,max = Nλl where N is the
number of wavelengths of the range. Thus, the maximum
value of kp is such that when Vout = K1, ∆zfeed = Nλl.
At this maximal the product K1kp = 2piN and the above
expressions for the feedback corrected path are seen to
depend on three values only, ω, ωo and N .
None of the expressions above are valid if kl∆zerr is too
large and the linearity assumption of the plant becomes
invalid. Therefore, we first require a small initial path-
length error; then the condition for the error to remain
small is ∆zerrdt
∣∣∣∣
max
<
∆zfeed
dt
∣∣∣∣
max
. Thus, the linearity of
the plant is valid if either
∆zo <
ωo
ω
Nλl, ω > ωo (A14)
or
∆zo < Nλl, ω < ωo. (A15)
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