ABSTRACT The high dimension of multivariate time series (MTS) is one of the major factors that impact on the efficiency and effectiveness of data mining. It has two kinds of dimensions, time-based dimensionality, and variable-based dimensionality. They often cause most of the algorithms and techniques applied to the field of MTS data mining to be a failure. In view of the importance of the correlation between any two variables in an MTS, the covariances between any two variables are applied to analyze the extraction of the features for every MTS. In this way, a covariance sequence can be constructed to represent the characteristic of the MTS. Furthermore, an excellent method of dimensionality reduction, principal component analysis (PCA), is used to extract the features of the covariance sequences that derived from an MTS dataset. Thus Euclidean distance is suitable to measure the similarity between the features fast. The experimental results demonstrate that the proposed method not only can handle multivariate time series with different lengths but also is more efficient and effective than the existing methods for the MTS data mining.
I. INTRODUCTION
With the development of information technology and social science, many systems and organizations produce a large number of time series datasets [1] - [5] . Time series can be divided into two kinds, univariate time series (UTS) and multivariate time series (MTS). The former is a time series with one variable, the latter is the one with more than one variables. However, in the field of time series data mining [6] , the curse of dimensionality often renders the algorithms and techniques inefficient. Therefore, the dimensionality reduction should be taken into consideration in advance before data mining.
There exist many algorithms and related methods used to reduce the dimensionality of univariate time series, such as piecewise linear approximation [7] , [8] , piecewise aggregate approximation [7] , [8] , symbolic aggregated approximation [9] , [10] , polynomial representation [11] and
The associate editor coordinating the review of this manuscript and approving it for publication was Chun-Wei Tsai. piecewise cloud approximation [12] . They often use some important parameters or key points to represent the features of univariate time series, which makes the dimensionality be reduced. In addition, some other data transformations, such as discrete Fourier transformation [13] , [14] , discrete wavelet transformation [15] , singular value decomposition [16] , [17] , principal component analysis [18] , independent component analysis [19] and model parameter [20] , are also widely used to address the issues regarding to the time-based dimensionality.
Besides the time-based dimensionality, multivariate time series has another kind of dimension, that is variable-based dimensionality. To efficiently mine the data and obtain the useful information, the time-based dimensionality should be reduced as the techniques in univariate time series. Meanwhile, some other methods should be applied to reduce the variable-based dimensionality. So far, there exist some methods to address the issues regarding to the variable-based dimensionality, such as singular value decomposition (SVD) [21] , principal component analysis (PCA) [22] and independent component analysis (ICA) [23] . SVD and PCA are often seen as the same method to retain the first several principal components that are used to represent the original multivariate time series. ICA is the development of principal component analysis and factor analysis. The independent components can be analyzed by ICA from the MTS dataset. Unfortunately, although the variable-based dimensionality is reduced, the reduction of time-based dimensionality is neglected. It means that the lengths of principal components and independent components are equal to that of the original one.
In addition, the methods used in multivariate time series dataset are often combined with the corresponding measurements. Krzanowski [24] proposed a similarity method using the cosine value of the angle between the corresponding principal components. Singhal and Seborg [22] proposed a new approach S dist to compute the similarity based on PCA. Karamitopoulos et al. [25] computed the error between two reconstructed time series as the distance between the query time series and the queried one. Li [18] proposed a method based on PCA to choose the feature vectors and used them to classify time series. Weng and Shen citeweng2008classification gave a two-dimensional SVD (2dSVD) and used Euclidean distance to measure the similarity between two MTS. Wu and Philip [26] used FastICA [27] to obtain independent principal components for multivariate time series and to cluster them through executing the correspond distance measurement.
Due to the above analysis, it is easy to know that the factor analysis is one of the most important methods used to reduce dimensionality and extract the features. In particular, PCA is a representative type of the factor analysis methods, which is widely used in the field of time series data mining. It has some imperfect problems. Firstly, the time-based dimensionality of principal components are not reduced. In other words, the variable-based dimensionality can be reduced, but the length of components is the same to that of the original MTS. Secondly, PCA considers the correlation between any two variables in a MTS, but it neglects the correlation between variables that derived from different MTS. Thirdly, the principal components derived from different MTS are used to compare to each other by some distance functions, which cannot reflect the true relationship between them. The reason is that the principal components derived from different MTS are produced by different transformations so that their principal components are formed by the different coordinate spaces.
In this paper, we propose a novel method (covariance sequence based principal component analysis, CSPCA) to reduce the dimensionality of MTS and extract the corresponding features so that Euclidean distance function validly measures the similarity between the features. The motivations of our work aim to handle the above mentioned problems. Firstly, a covariance value between any two variables of a MTS is computed to reflect the inner correlation between the two variables. In this way, a covariance sequence will reflect the inner correlation of all the variables. Moreover, MTS with different lengths can be transformed to the covariance sequences with the same length. Secondly, for a MTS dataset, PCA is used to analyze the components of their covariance sequences so that the outer correlation can be taken into consideration. Thirdly, each row of the reduced feature matrix of the covariance sequences is proposed to represent the feature of the corresponding MTS in the dataset. Thus, Euclidean distance function can be used to accurately measure their similarity. Moreover, the dimension of the feature is much less than the original one.
II. THEORETICAL BACKGROUND
In the process of multivariate time series data mining, data preprocessing including dimensionality reduction and feature representation are necessary and very important. So far, most of these preprocessing methods are based on principal component analysis (PCA). Meanwhile, some distance functions combining with the feature representations are also proposed to the field of multivariate time series data mining, including clustering, classification, similarity search and outlier detection.
Before introducing the work, we give table 1 for notations that will be used later. A multivariate time series can be denoted as X = (x 1 (t), x 2 (t), · · · , x m (t)), where t = 1, 2, · · · , n. The size of matrix X is n × m and can be represented by
x i is the ith variable and x i (j) denotes its jth element. n is the time dimension and is considered as the length of the multivariate time series. m is the variable dimension. In fact, multivariate time series X can be seen as a set of m univariate time series with length n. Also, X can be seen as a table of n data points with the dimension m. In other words, Each column of matrix X represents a univariate time series, and each row represents a group of observed values for a special time.
PCA is a statistical method to reduce the dimensionality of MTS dataset. It is also an orthogonal linear transformation which transform a multivariate time series X to a new coordinate space. Moreover, the data points are projected onto the new coordinate space and their distribution reflects the relationships among data points. It means that the important variances of data points in the new system by any projection of the first k principal components. In this way, MTS X with size n × m is transformed into a new multivariate series Y with size n × k. Moreover, Y = (y 1 (t), y 2 (t), · · · , y k (t)) has k variables that are orthogonal to each other.
To obtain the principal components, a covariance matrix and the algorithm of singular value decomposition (SVD) are used by PCA. It is easy to compute the covariance matrix of MTS X , that is
Especially, when X is zero empirical mean, the covariance matrix is equal to XX T , that is = X T X . Using the algorithms of SVD (or PCA) [28] , the covariance matrix can be decomposed by
is an m × m rectangular diagonal matrix with nonnegative real values on the diagonal. Moreover, the real values are composed of the eigenvalues of in descending order. λ = diag( ) denotes the set of eigenvalues of in descending order, that is λ
V m×m is the corresponding eigenvector matrix of and each column denotes an eigenvector. The proportion of each eigenvalue can reflect the amount of original information contained in the corresponding principal component represented by the corresponding eigenvector, which we call energy. According to the energy content for each eigenvector, the first k eigenvectors are chosen to form the new coordinate system. The value of k can be decided when the cumulative energy content G k is not less than a threshold ε. The value of ε can be set manually such as ε = 0.9. The bigger the ε is, the larger the reduced dimension k is, and vice versa. The energy content is often reflected by the variance of the corresponding principal components. It means that the suitable value of k can be decided by the following equation
Thus let the original MTS project onto the new coordinate system which is constructed by the first k eigenvectors. It is easy to obtain the first k principal components, that is
Usually, the first k principal components Y n×k are used to represent the feature of multivariate time series X n×m , where k < m. In this way, the variable dimension m of MTS is reduced to the dimension k. However, the time-based dimension keeps the original number. In other word, the lengths of MTS and principal components are the same.
Except for the dimensionality reduction and feature representation using PCA, it is also combining with some distance function to measure the similarity of MTS. Some people [24] compared the angles between all the combinations of the selected principal components. Another method [29] was proposed to modify the previous methods by weighting the angles with the corresponding variances. Spiegel et al. [21] addressed the issue that similar principal components exists in the time series with different values of the variables. Eros based on the acute angles between the corresponding components was proposed by [30] , which can measure the similarity better and faster. Karamitopoulos et al. [31] proposed a distance measurement that need not transform the query time series into principal components for similarity search.
In addition, the length of principal components is dependent on the length of the original MTS. Different lengths of MTS will cause different lengths of principal components, some troubles in the field of data mining. Some people [25] , [31] proposed 2dSVD that is available only when MTS samples are of the same length. Since they used the extensions of Euclidean distance function to measure the similarity of features, they had to truncate the MTS samples with different lengths to the shortest one of the MTS sample in the dataset. Common principal component analysis (CPCA) [32] is a generalization of PCA for a MTS datasets. CPCA is based on the assumption that these exists a common subspace across all multivariate time series and this subspace should be spanned by the orthogonal components. For the MTS with different lengths, Li et al. [33] propsed dynamic time warping (DTW) to measure the similarity of principal components. To preserve correlation, Bankó and Abonyi [34] suggested that multivariate time series was segmented and the local dissimilarity function DTW was used to calculate the dissimilarity between the query and the time series of the database. However, DTW must cost much time to compute the best warping path, that is O(mn 2 ) for the MTS with size n × m, which is not suitable for data mining in large MTS datasets.
III. COVARIANCE SEQUENCE BASED PCA
Covariance sequence based principal component analysis (CSPCA) takes the inner correlations of the variables in a MTS and the outer relationships between different MTS into consideration. There are three steps to transform a MTS dataset into a group of features. They are covariance sequence construction, eigen decomposition and feature representation. In addition, a distance function is also proposed to measure the similarity between the features of any two multivariate time series.
A. COVARIANCE SEQUENCE
Compare to univariate time series, multivariate time series has the variable-based dimension. Moreover, the correlation between any two variables is the characteristic of MTS and is very important for data mining. Thus we use the covariance matrix to describe the correlations among variables.
A MTS with size n × m has m variables, and each variable is seen as an univariate time series. The covariance matrix of X n×m can be computed by Eq.(2), That is
σ ij is the covariance between the ith variable and the jth variable in X . is a symmetric matrix, that is σ ij = σ ji . The elements of upper triangular matrix removing the diagonal ones completely include the relationships between any two different variables. So the inner correlation between any two different variables can be described by a covariance sequence
, where
The length of the covariance sequence C is L = (m − 1)m/2. It is easy to find that the length of covariance sequence C is dependent on the number of variables (m) rather than the length of MTS (n). In other words, two MTS with different lengths have the equal-length covariance sequences.
In some cases, there exist different magnitudes of the variables in a MTS. Amplitude refers to the case that there are differences in the magnitude of the fluctuations of two variables, while their shapes are similar. So z-scores normalization are used in advance. It means that every element of an variable subtracts the mean and then divides by the standard deviation.
B. EIGEN DECOMPOSITION
Through the construction of covariance sequence for a MTS, we can obtain the corresponding covariance sequences for every time series in a MTS datasets. Suppose there are N MTS in a dataset, that is D = {X 1 , X 2 , · · · , X N }. Each MTS X i in D can be transformed into the covariance sequence C i according to Eq.(6) and Eq.(7). In this way, the dataset is represented by a multivariate covariance time series
. PCA can extract the principal components of a multivariate time series. It is also used to perform on the multivariate time series C. Then eigenvector matrix V C , eigenvalues λ C and the principal components Y C can be retrieved according to the algorithms of PCA. Let C denote the covariance matrix of C. Therefore, according to Eq.(3), the eigen decomposition is
Eigenvalues λ C are the diagonal elements of C and the principal components of C are Y C = CV C .
C. FEATURE REPRESENTATION
From eigen decomposition, we know that N multivariate time series can be decomposed and obtain the eigenvector matrix V . However, V can be seen as a new coordinate system. Each column of V represents a coordinate axes. Moreover, according to the energy content, the first k eigenvectors are good at describing the distribution of data points. It means that the first k eigenvectors V (:, 1 : k) can be chosen to construct the new coordinate system. The multivariate covariance time series C can be viewed as N univariate time series. Every univariate time series C i is projected onto the new coordinate system V (:, 1 : k). Since the new system is derived from the N univariate time series, the values V (i, 1 : k) can be viewed as the projected feature of C i . Therefore, the feature F i of multivariate time series X i is
Then the feature representation F of MTS dataset is F = (F 1 , F 2 , · · · , F N ) . The number of the elements in a feature vector F i is k, which means that a MTS with large dimension n × m can be transformed to a feature vector F i with k elements.
D. DISTANCE FUNCTION AND ALGORITHM DESCRIPTION
For a multivariate time series dataset D = {X 1 , X 2 , · · · , X N }, we can obtain a feature matrix F after excuting the three previous steps. Since the lengths of feature vectors are equal and each feature well reflects the corresponding correlation including the inner and outer relationships, Euclidean distance is suitable to calculate the similarity between any two feature vectors, which can further measure the distance between their corresponding MTS. CSPCA can handle some troubles that are often caused by the existing methods including PCA and CPCA. It has at least four advantages when used to reduce dimensionality of MTS and measure the similarity between two multivariate VOLUME 7, 2019 time series. Firstly, covariance sequence reflects the inner relationships among the variables of MTS. Meanwhile, different MTS with unequal lengths can be transformed into the covariance sequences with equal length, which make the CSPCA can measure the similarity between two MTS of which the length is different. Secondly, PCA performs on the covariance matrix which is derived from a MTS dataset. It means that the process of principal component analysis takes the outer relationships among different MTS into consideration. Thirdly, the first k eigenvectors constitute the feature matrix F of MTS, which indicates that k elements in an eigenvector represent a MTS with size n × m, where k < n and k < m. The dimension is reduced from n × m to k. In addition, Euclidean function is suitable to compute fast the distance between two feature vectors that are derived from MTS with different lengths.
IV. NUMERICAL EXPERIMENTS
To test the performance of CSPCA, four parts of experiments are organized in this section, including instance analysis, clustering, classification and computation time analysis.
A. INSTANCE ANALYSIS
To better understand the principle of CSPCA, we make an instance to introduce the process. In this experiment, three multivariate time series D = {X 1 , X 2 , X 3 } are used. They are the three Chinese stock indexes from 01-05-2012 to 30-04-2013, and their length is 242. Each stock index includes four variables (x 1 , x 2 , x 3 , x 4 ) that are composed of opening price, closing price, bedrock price and ceiling price. They are shown as in Fig.1 respectively. Before analyzing the instance, we should point out the truth that X 1 and X 3 are the real estate industry indexes of Shanghai exchange, and X 2 is the public utility indexes of Shanghai exchange. It means that X 1 and X 3 are in the same cluster, and X 2 does not belong to this cluster. According to the first step of the algorithm of CSPCA, the covariance sequence matrix C of the dataset X . 
Each column C i in C is the corresponding covaraince sequence of X i . In the matrix C, the element reflects the covariance between two variables. To better describe the relationship between them, the normalization should be considered, that is C = zscore(C). After normalization, the three covariance sequences are shown in Fig.2 . It is easy to find that the red lines representing the covariance sequences of X 1 and X 3 are close to each other. 
In this way, the three MTS with size 3 × 242 × 4 are transformed to the feature matrix with size 3 × 2. It means that the three multivariate time series are represented by the features denoted as the three rows in matrix F. The dimension of each MTS are reduced from 242 × 4 to 1 × 2. In addition, the distance D 12 in D in bolder value according to Eq. (10) indicates that X 1 is close to X 3 , which is identical to the reality. In this subsection, the representative methods PCA and CPCA [32] , [33] are compared to CSPCA using the clustering algorithms. The EEG multivariate time series dataset [35] is used in this experiment. The dataset has 20 MTS and can be divided into 2 groups. Each MTS has 64 variables and its length is 256. Moreover, the first ten MTS are in the same cluster and the last ten ones are in another one.
Using the three methods PCA, CPCA and CSPCA, every MTS in the dataset can be transformed into their corresponding feature. PCA and CPCA transform each MTS into the principal components denoted by
, where k is the number of the reduced dimension. CSPCA can obtain the feature matrix F = (F 1 , F 2 · · · , F k ) for the dataset, and the ith MTS is transformed into the corresponding feature vector F i . In this case, let k be 2 according to the suitable cumulated energy content. In addition, another reason to choose reduced dimension (k=2) is that the scatters of the clustering results are viewed better in 2D plane.
When k = 2, each MTS can be represented by two principal components using PCA and CPCA. It means that two component series are used to describe the features of the original multivariate time series. However, to view the relationship between any two MTS in the 2D plane, the mean position of the components for a MTS can be computed to describe the data distribution. It means that (P i 1 ,P i 2 ) represents the transformed position of the ith MTS in the 2D plane. For CSPCA, each MTS can be transformed into a feature vector with two elements that can be regarded as the transformed position. Using the three methods, the scatter diagrams of all the MTS in the dataset are shown in Fig.3 respectively. In the scatter diagrams, the circle and the star represent the two clusters in the dataset. It is easy to find that the objects are divided into two groups better using CSPCA rather than using PCA and CPCA.
In addition, the three methods are compared to each other when the features of MTS are applied to the field of data mining. In this experiment, the hierarchical clustering are executed. Since the lengths of principal components produced by PCA and CPCA are equal, then Euclidean distance function can be used here. The clustering results are shown in Fig.4 , where the red ones show covariance sequences.
The hierarchical clustering results indicate that the proposed method CSPCA can improve the clustering quality. In the proposed method, the first 10 objects are first clustered in a group and the last 10 objects are also clustered together. However, in the other two methods, the clustering results are not good. In addition, each MTS can be transformed into covariance sequence in the process of CSPCA, so the covariance sequences in red are also shown in Fig.4(c) . The clustering result of CSPCA also demonstrates that the same trend of covariance sequences can be clustered into the same group. The visualization of covariance sequences in Fig.4(c) indicates that the proposed method CSPCA can be used to visualize the long multivariate time series.
C. CLASSIFICATION
Classification is another classic task in the field of time series data mining. In this experiment, the nearest neighbor classification is used to perform on two multivariate time series. One is EEG dataset [35] used in the clustering experiment, the other is Australian Sign Language (ASL) dataset [36] . The ASL uses 22 sensors on the hands to gather the dataset. 8 distinct signs are used in this experiment and each sign has 27 examples. Moreover, the lengths of MTS in this dataset are from 45 to 136.
PCA and CPCA will produce principal components with different lengths when the lengths of the original MTS are different. Therefore, when the principal components are applied to classification, we had better to choose dynamic time warping (DTW) as the distance function. Since the proposed method CSPCA can obtain the equal-length feature vectors, Euclidean distance is enough to measure the similarity between any two of them. Let every MTS to find the most similar object in the remaining part of dataset. If the labels of the query and queried are the same, then this classification is right. Otherwise, it is wrong. In addition, the different reduced dimensions are also considered. Finally, the classification error rate can be compared. They are compared to each other in Fig.5 . Fig. 5(b) shows that the classification results are not good when the reduced dimension k is 1. The reason is that VOLUME 7, 2019 too much compression will cause useful information loss. Fig.5(a) also shows that the classification results are also not good when the reduced dimension k is larger than 8. The reason is that big reduced dimension makes the methods have over-redundant information that causes the bad result. However, The results of classification in the two datasets demonstrate that in most reduced dimensions k, the proposed method CSPCA can enhance the accuracy for multivariate time series classification. They also show that CSPCA is good at handling the troubles that the different lengths cause.
D. TIME COST COMPARISON
In the processing of the classification in previous experiment, CPU time cost are recorded. Firstly, we compare CPU time cost when the three methods are performed on the EEG multivariate time series, the lengths of which are equal. Since Euclidean distance are used to measure the similarity between two features, the three methods cost a little time to finish the classification. Their time cost are compared in Fig.6(a) according to different reduced dimensions. In EEG dataset as shown in Fig.6(a) , the comparison shows that CSPCA costs a little more time than CPCA but less than PCA. The reason is that when Euclidean distance function is used by the three methods, CSPCA and CPCA require to execute the algorithm of principal component analysis once, but PCA must execute N times for the dataset, where N is the number of multivariate time series in the dataset. In addition, the time of principal component analysis of multivariate covariance time series C N ×L in CSPCA takes a little more time than that of common covariance matrix C m×m in CPCA. Generally, there are N < m and L < m.
In ASL dataset, since the lengths of multivariate time series are different from each other, PCA and CPCA produce the principal components with different lengths. To measure the distance between two unequal-length components, DTW with squared time complexity are used, which causes the time cost much large. However, the proposed method CSPCA can transform the time series with unequal lengths into the feature vectors with equal length so that Euclidean distance can be fast measure their similarity. The time cost comparison for the three methods according to different reduced methods in ASL are shown in Fig.6(b) . The comparison indicates that in this case the time cost of the propose method CSPCA is much less than the existing method PCA and CPCA when they are used to classify the time series with unequal length.
V. CONCLUSION AND FUTURE WORK
In view of the importance of relationships between variables in multivariate time series, we propose an approach of feature representation and similarity measure based on covariance sequence for multivariate time series (CSPCA). The covariance sequence of multivariate time series is constructed to reflect the inner relationships among different variables of a multivariate time series. At the same time, the multivariate covariance series is used to analyze the outer relationships between different multivariate time series through executing the algorithm of principal component analysis. Compared to the existing methods PCA and CPCA, CSPCA has the following advantages:
(1) Covariance sequence reflects the inner relationships among the variables of MTS. Meanwhile, CSPCA can measure the similarity between two MTS with differnt lengths.
(2) PCA performs on the covariance matrix in the process of principal components analysis, which takes the outer relationships among different MTS into consideration.
(3) The first k eigenvectors constitute the feature F of MTS, which indicates that k elements in an eigenvector represent a MTS with size n × m, where k < n and k < m. The dimension is reduced from n × m to k.
(4) Euclidean function is suitable to compute fast the distance between two feature vectors that are derived from MTS with different lengths.
Since the proposed method is based on the correlation of variables in multivariate time series, it is more suitable for feature representation and data mining of shorter time series. When using the covariance to measure the correlation between long variables, it is likely to get inaccurate results. Moreover, there may be asynchronous correlation between variables, if using synchronous correlation measurement method, it may get the terrible results.
The time cost of the proposed method is dependent on the length of covariance sequence. In some cases, the length of covariance sequence is very large, which causes that the proposed method cost extra time to decompose the covariance sequence matrix in the process of feature extraction. So the time reduction of CSPCA should be considered and researched in the future when it is applied to the field of big data mining. In addition, since the proposed method based on covariance between two variances of MTS, it may be not suit-able to recognize the small difference of the MTS that come from the same system and not subject to the same distribution. Another work about recognizing the small difference should be further research. 
