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Abstract
We address spin properties and spin dynamics of carriers and charged excitons in CdSe/CdS colloidal nanoplatelets
with thick shells. Magneto-optical studies are performed by time-resolved and polarization-resolved photoluminescence,
spin-flip Raman scattering and picosecond pump-probe Faraday rotation in magnetic fields up to 30 T. We show that
at low temperatures the nanoplatelets are negatively charged so that their photoluminescence is dominated by radiative
recombination of negatively charged excitons (trions). Electron g-factor of 1.68 is measured and heavy-hole g-factor varying
with increasing magnetic field from −0.4 to −0.7 is evaluated. Hole g-factors for two-dimensional structures are calculated
for various hole confining potentials for cubic- and wurtzite lattice in CdSe core. These calculations are extended for
various quantum dots and nanoplatelets based on II-VI semiconductors. We developed a magneto-optical technique for the
quantitative evaluation of the nanoplatelets orientation in ensemble.
Colloidal two-dimensional nanoplatelets (NPLs) are novel
semiconductor nanostructures with remarkable optical prop-
erties due to atomically-controlled thickness.1,2 Most im-
portant, they have narrow ensemble emission spectra. At
room temperature, the linewidth of ensemble photolumi-
nescence (PL) spectrum does not exceed the one of a sin-
gle nanocrystal, both for bare core3 and core/shell4 NPLs.
The nanoplatelets demonstrate outstanding properties such
as high sensitivity to chemical agents due to vast reactive sur-
faces,5 an ultralow stimulated emission threshold,6,7 a very
efficient fluorescence resonance energy transfer,8 as well as
a highly efficient charge carrier multiplication.9 A plethora
of materials can be synthesized as NPLs (organic led halide
perovskites,10,11 PbS,12,13 PbSe,14 Cu2−xS,15,16 GeS and
GeSe,17 CdTe,18 CdS,18,19 ZnS,20 and HgTe,21 see for re-
view Ref. 2) which allows for tuning the PL emission from
the blue to the infrared spectral range.
Core/shell, and especially thick-shell nanocrystals (NCs),
are at the center of intense research since 2008, when the
first synthesis of core thick-shell CdSe/CdS quantum dots
(QDs) has been reported.22,23 These structures have been
proven to exhibit suppressed blinking22,23 and Auger recom-
bination,24–26 and almost 100% quantum yield.27,28 Pho-
tocharging in core/shell nanostructures is efficient and much
more controllable compared to the bare ones. It was shown
that at low temperatures dominant part of CdSe/CdS QDs
is singly charged under illumination if the shell thickness
exceeds 5 nm.27,29 As a result, photoluminescence is dom-
inated by recombination of the negatively charged excitons
(trions), which ground state is bright and recombines within
few nanoseconds. This allows to bypass the long-standing
problem for colloidal NCs with large bright-dark splitting of
exciton states and the dark exciton being the ground state.
It also allows optical doping of colloidal NCs, providing resi-
dent carriers, which spin states can be addressed, controlled
and manipulated by different means.
In this paper we address spin physics in CdSe/CdS colloidal
nanoplatelets with thick shells by means of time-resolved
and polarization-resolved photoluminescence, spin-flip Ra-
man scattering and picosecond pump-probe Faraday rotation.
High magnetic fields up to 30 T are used. Dominant role of
the negatively charged excitons (trions) in photoluminescence
is found at cryogenic temperatures. Trion spin dynamics is
measured and electron and heavy-hole g-factors are evalu-
ated. Hole g-factors for two-dimensional structures are cal-
culated to highlight the role of confining potential and cubic-
or wurtzite lattice in CdSe core. Magneto-optical technique
for the quantitative evaluation of the nanoplatelets orienta-
tion in ensemble measurements is developed.
Samples and optical spectra.
Figure 1a shows a representative transmission electron mi-
croscopy (TEM) image of the investigated CdSe/CdS NPLs.
The NPLs were synthesized following modifications of a pro-
tocol published previously in Ref. 30. They have mostly
square shape with 30 ± 5 nm side lengths and total thick-
ness of 18 ± 1 nm contributed by 1.2 nm-thick CdSe core
and 8.4± 0.5 nm-thick CdS shell. For optical measurements
the samples are prepared by drop-casting concentrated NPL
solutions onto a glass or silicon substrate. Optical absorp-
tion spectrum of the NPL solution shown in Figure 1b has
an edge at about 2.4 eV corresponding to the band gap of
CdS shell, which thickness is 14 times larger than the one
of the CdSe core. CdSe absorption shown in more detail in
Figure 1c (blue) has two steps at 1.900 eV and 2.074 eV corre-
sponding to excitons formed from heavy-holes and light-holes,
respectively. Their energy difference gives light-hole to heavy-
hole splitting of 174 meV. Identification of the first exciton
absorption peak at 1.900 eV is further confirmed by differ-
ential transmission measurements (Supporting Information,
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Figure 1: (a) TEM image of CdSe/CdS NPLs. Here all NPLs are lying flat and only one in the middle is staying on its narrow
side. For it a brighter image of CdSe core is also seen. (b) Absorption spectrum at T = 300 K. (c) Enlarged absorption spectrum
in the region of interest at T = 300 K (blue) and normalized PL spectra at T = 300 K (red) and T = 4.2 K (green).
Figure S1).
Room temperature photoluminescence (PL) spectrum in
solution has a maximum at 1.888 eV and a full width at half
maximum (FWHM) of 70 meV, see Figure 1c (red), which is
typical for core/shell NPLs.4,31 Bare CdSe NPLs with thick-
ness of 1.2 nm emit at room temperature at ∼ 2.48 eV (∼
500 nm).32,33 In the core-shell NPLs, similarly to core-shell
spherical QDs23 and dot-in-rods,34 the emission is shifted to
lower energies due to spreading of the electron wave function
into the shell, which reduces quantum confinement. When
cooling down to T = 4.2 K, PL shifts to 1.954 eV and nar-
rows down to 43 meV, Figure 1c (green). Interestingly, the
shape of the PL spectrum at low temperature is asymmet-
ric evidencing that NPLs are unevenly distributed across the
emission spectrum. Moreover, NPLs with higher quantum
yields, i.e. lower number of traps per NPL, typically have
higher emission energies than the NPLs with higher number
of traps.4 This deviates the shape of the PL spectrum at low
temperature from the Lorentzian or Gaussian profiles.
Magneto-optical measurements.
Recombination dynamics of a dense dropcasted sample at
T = 4.2 and 70 K are shown in Figure 2a. The PL decay is
monoexponential with a decay time τ = 3 ns that remains
constant upon increasing the temperature from 4.2 to 70 K.
It is unaffected by applying magnetic field in Faraday geom-
etry (parallel to the light beam) up to 30 T, see Figure 2b.
Similar results we got for a diluted sample (Supporting In-
formation S2). From these observations we conclude that
the low temperature emission in the studied core/thick-shell
NPLs is contributed not by neutral excitons, but by trions.
Indeed, in an NPL without resident charge the lowest in en-
ergy excitation of the photogenerated electron-hole pair is the
optically-forbidden dark exciton with momentum projection
Jz = ±2. Here the situation is the same as in colloidal CdSe
QDs.29 The exciton PL dynamics at cryogenic temperatures
is bi-exponential and its longer decay time related to recom-
bination of the dark exciton is 50− 100 ns.32,33 The exciton
decay accelerates at elevated temperatures due to population
of the optically-allowed bright state. It also becomes faster
in external magnetic field tilted from the quantization axis,
which induces mixing of the dark and bright excitons.29,33
By contrast, the ground state of the charged exciton is opti-
cally allowed. Due to that the time-resolved PL of a charged
exciton is monoexponential at cryogenic temperatures and
is not affected by temperature or magnetic field, as it has
been reported for CdSe/CdS thick-shell QDs.29 From results
presented in Figures 2a,b we conclude that the low temper-
ature emission in CdSe/CdS thick-shell NPLs is dominated
by charged excitons. However, the sign of the resident charge
needs to be determined from polarization-resolved magneto-
optical experiments. Note, that the linear dependence of the
emission intensity on the excitation density (Figure 2c) ex-
cludes the biexciton contribution.
We have shown in Ref. 29 that with knowledge of the signs
of electron and hole g-factors the type of the resident charge
carrier can be determined from the sign of PL circular po-
larization induced by external magnetic fields. In the case
of a resident electron in the NPL core, a photon absorption
generates a negative trion consisting of two electrons in sin-
glet state and one heavy hole with momentum projection
M = ±3/2 onto the quantization axis (low-symmetry axis
perpendicular to NPLs surface). Zeeman splitting of this
trion is determined by the hole g-factor, gh. It is strongly
anisotropic and depends on NPL orientation in a magnetic
field: Ehh = −MghµBB cos θ. Here θ ∈ [0;pi] is the angle
between the NPL quantization axis and the magnetic field
direction and µB is the Bohr magneton. In CdSe QDs gh < 0
and the −3/2 level is the lowest in energy29,35 (left panel
of Figure 2d). Here we use the definition of carrier and ex-
citon g-factors and spin schemes in line with the approach
of Refs.29,36,37 It is worthwhile to note, that for the nega-
tively charged trion its Zeeman splitting, which determines
spin polarization properties, is controlled by gh, but the opti-
cal transitions from these trion states are split by the energy
determined by gh and ge of the resident electron, see left panel
in Figure 2d.29
In positively charged trion the electron g-factor, ge, deter-
mines its Zeeman splitting (right panel of Figure 2d). In a
magnetic field the resident electron occupies one of its Zee-
man sublevels split by Ee = SzgeµBB, where Sz = ±1/2 are
electron spin projections on the magnetic field direction. The
sign of ge determines which level, −1/2 or +1/2, is the lowest
in energy. In bulk CdSe, as well as in CdSe QDs, ge > 0
35,38
and Sz = −1/2 level is the lowest.
In electric-dipole approximation, the allowed optical tran-
sitions change the spin projection by +1 or −1. The emitted
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Figure 2: (a) PL decays of a dropcasted CdSe/CdS NPLs at T = 4.2 K (black) and 70 K (red), and NPLs in solution at
300 K (green). (b) PL decays at B = 0 (black) and 30 T (red), T = 4.2 K. Inset: decay time dependence on magnetic field.
(c) Time-integrated PL intensity dependence on excitation power. Red line is a linear fit. (d) Schematic presentation of spin
structure and optical transitions for negatively and positively charged trions in magnetic field. Short black and pink arrows
indicate electron and hole spins, respectively. Polarized optical transitions are shown by red (σ+) and blue (σ−) arrows. The
more intense emission, shown by thicker arrow, comes from the lowest in energy trion state with spin −3/2 for the negative trion
and with spin −1/2 for the positive trion. (e, f) Polarized PL spectra and time-integrated DCP at B = 15 T and T = 4.2 K for
dense and diluted samples.
photons are accordingly right-handed (σ+) and left-handed
(σ−) circularly polarized. The corresponding transitions are
shown by red and blue arrows in Figure 2d. At low temper-
atures, when the thermal energy kT (k being the Boltzmann
constant) is smaller than the trion Zeeman splitting the low-
est trion spin sublevel has higher occupation and it dominates
the emission.
Circularly polarized emission spectra of the dense sample
measured at B = 15 T are shown in Figure 2e. The degree
of time-integrated circular polarization (DCP) is defined as:
P intc =
(
I+ − I−) / (I+ + I−), where I+ and I− are time-
integrated intensities of σ+ and σ− circularly polarized emis-
sion, see Supporting Information S4. It is negative in the
studied CdSe/CdS NPLs. As one can see from Figure 2d,
the negative DCP sign unambiguously points toward a neg-
atively charged trion. Therefore, we conclude that similarly
to core/thick-shell QDs29 the studied core/thick-shell NPLs
are negatively charged.
As discussed above, the Zeeman spitting of the negative
trion is controlled by the heavy hole, which splitting depends
on the angle θ between the NPL quantization axis and mag-
netic field direction. For the NPLs horizontally oriented on
the substrate, i.e. lying flat, in the Faraday geometry (θ = 0◦)
the trion Zeeman splitting is the largest. While for the ver-
tically oriented NPLs, i.e. standing on the edge (θ = 90◦),
no splitting is expected. This is confirmed by comparing Fig-
ures 2e and 2f. The latter presents results for the NPLs from
the same batch, but diluted with hexane in proportion 1 : 200
before dropcasting. This strongly changes DCP from −0.45
in dense NPLs up to −0.75 in diluted ones. Indeed, while
the dense sample contains NPLs with various orientations, in
the diluted sample almost all NPLs are horizontally oriented
with θ ≈ 0. This is in line with experiments on single NPL
spectroscopy for different dilutions.39
Figure 3a shows time-resolved DCP: Pc(t) = [I
+(t) −
I−(t)]/[I+(t) + I−(t)]. Just after the laser pulse at t = 0,
+3/2 and −3/2 spin states of the negative trions are equally
populated and the emission is unpolarized. When the trion
population relaxes to a thermal distribution, the DCP in-
creases reaching the equilibrium value P eqc at delays as long
as 15 ns in low magnetic fields. The temporal dependence of
the DCP can be described by
Pc(t) = P
eq
c (B)[1− exp(−t/τs)], (1)
where τs is the spin relaxation time of the negative trion. It is
3.5 ns in low magnetic fields and shortens down to 260 ps at
30 T both for the dense and diluted NPLs, see Figure 3b. As
one can see in the inset of Figure 3b, the trion spin relaxation
3
0 2 4 6 8 10 12 14
0.0
-0.2
-0.4
-0.6
-0.8
-1.0
0 5 10 15
0.0
-0.2
-0.4
-0.6
-0.8
-1.0
0 5 10 15 20 25 30
0
1
2
3
4
c
b
diluted
P c
eq
Magnetic field (T)
dense
a
T = 4.2 Kdiluted
9 T
11 T
13 T
7 T
5 T
3 T
P c
(t)
Time (ns)
1 T
15 T diluted
S (
ns
)
Magnetic field (T)
dense
0 5 10 15 20 25 30
0
1
2
3
4
S
1  (
ns
1 )
B (T)
0 2 4 6 8 10 12 14
-0.3
-0.4
-0.5
-0.6
-0.7
-0.8
d
g h
Magnetic field (T)
Figure 3: (a) Time-resolved DCP of diluted NPL sample measured in various magnetic fields. Lines are fits with equation (1)
which allows us to evaluate P eqc and τs. (b) Magnetic field dependence of spin relaxation time in dense (blue) and diluted (red)
ensembles. Inset: spin relaxation rate τ−1s dependence on magnetic field strength. Line is linear fit with slope of 0.07 ns
−1T−1.
(c) Magnetic field dependence of P eqc for dense and diluted samples. Lines are fits with equation (2). (d) Evaluated hole g-factor
dependence on magnetic field. All data are for T = 4.2 K.
rate increases about linearly with the field strength up to very
high fields of 30 T.
Interestingly, the spin relaxation mechanism differs in
thick-shell CdSe/CdS QDs and NPLs. In the former, longer
spin relaxation times were measured reaching 60 ns in weak
magnetic fields29 and the spin relaxation rate was propor-
tional to B2. In NPLs the spin relaxation time is one order
of magnitude faster and the spin relaxation rate increases
linearly with B. While the latter dependence suggests an in-
teraction with one acoustic phonon, the hole spin relaxation
mechanism needs to be identified. This goes beyond the scope
of this paper and further dedicated experiments are required.
Figure 3c shows the equilibrium DCP, P eqc (B), measured in
the dense and diluted samples in magnetic fields. It increases
with magnetic field and is larger in the diluted sample. More-
over, the shape of the dependences is different, i.e., the curve
for the dense sample can not be obtained by rescaling of the
data for the diluted one.
Modeling of DCP in thick-shell NPLs. Band offsets
for conduction and valence bands in CdSe/CdS NPLs are
such that electrons are spreading into the CdS shell, while
holes are localized inside the CdSe core.27 It results in large
energy splitting of 174 meV between heavy-hole and light-
hole states, see Figure 1c. As it is discussed above, the
Zeeman splitting of the negative trion is determined by the
anisotropic g-factor of the hole confined in the CdSe core
and depends strongly on the orientation of the NPL axis and
magnetic field direction: ∆Ehh = −3ghµBB cos θ.29 We as-
sume that thick-shell CdSe/CdS NPLs tend to fall on the
surface of substrate predominately horizontally (cos θ = 1)
or vertically (cos θ = 0). This assumption is in agreement
with TEM analysis of our samples (Figure 1a) and results
reported in Ref. 39. In Faraday geometry, the magnetic field
directed perpendicular to a substrate with drop-casted NPLs
induces the circular polarization of PL only in horizontally
aligned NPLs. The PL in the vertically aligned NPLs is lin-
early polarized in the NPL plane. The contribution from
the vertically aligned NPLs to the total intensity of the PL
signal decreases the maximum achievable value of DCP in
strong magnetic fields |P satc | = |P eqc (B → ∞)| according
to |P satc | = 2nhor/(2nhor + nvert), where nhor and nvert are
the fractions of NPLs lying horizontally or vertically, respec-
tively (Supporting Information S5). Taking into account that
nhor +nvert = 1, we find the relation between |P satc | and nhor,
that is |P satc | = 2nhor/(nhor + 1).
To evaluate gh and nhor we analyze the value of the equilib-
rium DCP, P eqc (t → ∞), measured under pulsed excitation.
Its magnetic field dependence can be described by the follow-
ing equation (Supporting Information S5):
P eqc (B) = |P satc | tanh 3ghµBB
2kT
. (2)
Using the relation between |P satc | and nhor we find from the
experimental values of |P satc | = 0.83 and 0.40 the fractions of
horizontally aligned NPLs nhor = 0.70 in diluted and 0.25 in
dense ensembles (Figure S8). It indicates that high concen-
tration of NPLs in dense solution results in their interaction,
leading to their preferable vertical orientation in the drop-
casted sample. By contrast, non-interacting single NPLs in
diluted solution tend to settle on substrate horizontally. Note,
4
that in ensemble of spherical colloidal QDs with random ori-
entations the DCP saturation should be at −0.75. Same
is valid for randomly oriented NPL ensemble (Figure S6).
Therefore, in the studied sample the presence of two prefer-
able orientations is confirmed by the fact, that both in the
dense and diluted samples |P satc | 6= 0.75.
Knowing the value of |P satc | we determine gh from fitting
the experimental magnetic field dependences of P eqc (B). In
weak magnetic fields below 4 T, P eqc (B) increases linearly
with magnetic field with gh = −0.40. This value is in reason-
able agreement with the theoretically calculated value of gh
for CdSe quantum well (see below and Supporting Informa-
tion S6). However, the DCP dependence in the whole field
range can not be fitted with the constant gh = −0.40 (Fig-
ure S7). The best fit shown in Figure 3c required the use
of the magnetic field dependent gh(B) shown in Figure 3d.
One can see that in high magnetic fields gh approaches −0.70.
This value is close to the g-factor in spherical QDs: for thick-
shell CdSe/CdS QDs gh = −0.54,29 for bare core CdSe QDs
gh = −0.73.35 As we discuss below and in Supporting Infor-
mation S6, the value of the hole g-factor depends strongly on
the mixing of light-hole and heavy-hole states and on the spa-
tial distribution of the hole charge density (wave functions)
and thus on the type of confining potential.
Spin-flip Raman scattering.
We measure the electron g-factor by means of the spin-flip
Raman scattering technique. The energy shift of the spin-
flip Raman scattering (SFRS) line is directly related to Zee-
man splitting of the resident electron and allows to evalu-
ate ge.
40–42 Figure 4a shows SFRS spectra measured on the
dense sample in Voigt (magnetic field perpendicular to the
light beam) and Faraday (magnetic field parallel to the light
beam) geometries at B = 5 T and T = 2.4 K. The zero
of the horizontal axis corresponds to the laser energy. The
SFRS lines are shifted from the laser energy by +0.49 and
−0.49 meV for the Stokes and anti-Stokes lines, respectively.
Background signal in spectra is due to the resonant PL. In
both geometries the Raman shifts have same values (inset
Figure 4a). They depend linearly on magnetic field. It al-
lows us to evaluate ge = 1.68± 0.01 for the dense sample and
ge = 1.69±0.02 for the diluted one. Keeping in mind that the
dense and diluted samples have different ratio of horizontally
and vertically oriented NPLs, their close ge values allows us
to conclude on the high isotropy of the electron g-factor in
the studied CdSe/CdS NPLs.
It is instructive to compare polarization properties of SFRS
lines for the dense and diluted samples, as the Raman opti-
cal selection rules are sensitive to the NPL orientation and,
therefore, can provide information on it. In the dense sam-
ple the lines have equal intensities in co- (σ+/σ+) and cross-
(σ+/σ−) circular polarizations in Faraday geometry and as
wells as in parallel (V/V) and crossed (H/V) linear polar-
izations in Voigt geometry (not shown). Such behavior is in
agreement with our conclusion made from DCP data on the
presence of NPLs with horizontal and vertical orientations
in the dense ensemble. In contrast, in the diluted sample
with predominant horizontally oriented NPLs the SFRS line
is very weak in Faraday geometry (Figure 4b, blue) and be-
comes strong when magnetic field is tilted by small angle
(Figure 4b, green). In Voigt geometry the SFRS line is more
pronounced in crossed linear polarizations (H/V) (Figure 4b,
red). The very same properties of the SFRS lines of resi-
dent electrons have been reported for (In,Ga)As/GaAs singly-
charged epitaxial QDs.42 These dots have defined orienta-
tion with the heavy-hole quantization axis along the struc-
ture growth axis. The similarity in experimental appearances
confirms the dominant horizontal orientation of NPLs in the
diluted sample. In the dense sample, presence of horizontal
and vertical NPLs results in effective violation of the strict
selection rules for SFRS.
Pump-probe Faraday rotation.
To measure the electron g-factor at room temperature in the
NPL solution we use a time-resolved pump-probe Faraday ro-
tation (TRFR) technique,43 which has been successfully ex-
ploited for investigating coherent spin dynamics in colloidal
QDs.35,44–47 By contrast with DCP, which addresses the spin
dynamics of photogenerated trions, the TRFR allows to ad-
dress spin coherence of photoexcited and resident carriers.
We used a pulsed laser system based on a regenerative laser
amplifier combined with a narrow band optical parametric
amplifier (OPA) generating pulses with duration of 3 ps (Sup-
porting Information S1). The OPA photon energy was tun-
able in a wide spectral range, and for this experiment it was
set at 1.900 eV which corresponds to the exciton absorption.
The laser beam was split into pump and probe beams. The
circularly polarized pump pulses generate spin polarization,
whose dynamics were monitored via the rotation of polariza-
tion plane of the linearly polarized probe pulses by tuning the
pump-probe time delay. Solution with CdSe/CdS NPLs was
in quartz cuvette placed between a permanent magnet pair
providing a transverse magnetic field of B = 0.43 T. The
generated spin polarization precesses around the field direc-
tion with a Larmor frequency ωL = geµBB/~, which was
detected as time-resolved spin beats shown in Figure 5a. The
spin signal decays with the ensemble spin dephasing time
T ∗2 due to the various mechanisms: electron-hole recombi-
nation, electron-nuclear hyperfine interaction, and inhomo-
geneous dephasing.45 The red curve shows the fit with an
exponentially damped oscillation:
IFR(t) = IFR(t = 0) exp(−t/T ∗2 ) cos(ωLt), (3)
The presence of only one oscillation frequency corresponding
to |ge| = 1.71±0.03 is confirmed by the fast Fourier transform
(FFT) spectrum in the inset of Figure 5a. The spin polar-
ization looses its coherence with time T ∗2 = 100 ps, which is
faster than that in CdSe colloidal QDs falling in range from
400 ps to 3 ns.44,48
Hole spin relaxation at room temperature typically is in a
subpicosecond range due to strong spin-orbit interaction in
semiconductor nanostructures. The exciton spin relaxation
dynamics is also fast in colloidal CdSe QDs. At room tem-
perature it covers the range from 200 fs to 2 ps depending
on the QD size and cubic or wurtzite crystal structure.49 We
observed spin beats in the Faraday rotation signal at much
longer time delays of 100 ps. Therefore, we conclude that
this signal originates from either resident electrons in nega-
tively charged NPLs or photogenerated electrons in positively
charged trions, i.e. the NPLs can be positively charged at
room temperature.47 Note, that from these experiments we
cannot say what fraction of NPLs in the excited ensemble is
charged and what stays neutral.
Differential transmission dynamics shown in Figure 5b re-
flects the population dynamics of NPLs with photogener-
ated carriers. At room temperature it can be fitted by bi-
exponential decay with times of 240 ps and 5 ns. The fast
component belongs to recombination of multi-exciton com-
plexes, typically limited by fast Auger recombination.50 The
longer process provides the main part of the signal. Its decay
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Figure 4: Spin-flip Raman scattering spectra measured at B = 5 T for NPLs dropcasted onto a silicon substrate: (a) dense and
(b) diluted samples. Electron spin-flip lines are marked by arrows. Geometries are Voigt (red), Faraday (blue) and tilted by
20◦ from Faraday (green). Crossed linear polarizations are used for Voigt geometry and copolarized circular polarizations for
Faraday and tilted geometries. Laser photon energy is 1.9588 eV. Stokes signals correspond to positive Raman shifts. Insets:
magnetic field dependence of the Raman shifts of the electron spin-flip lines. Lines are linear fits.
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Figure 5: (a) Time-resolved Faraday rotation measured for NPLs in solution (green) at 1.900 eV together with fit by equation (3)
(red) with parameters T ∗2 = 100 ps and |ge| = 1.71± 0.03. Inset: FFT spectrum reveals single precession frequency. (b) Time-
resolved differential transmission at 1.900 eV (first exciton absorption peak). Red line is bi-exponential fit with times of 240 ps
and 5 ns.
time is in agreement with PL recombination decay time of
5 ns at room temperature given in Figure 2a.
Calculation of electron g-factor.
Isotropic electron g-factor and its weak temperature depen-
dence can be explained by the fact that the electron charge
density is mostly localized in the CdS shell. Indeed, if one
neglects the conduction band offset at the CdSe/CdS inter-
face, one can evaluate the electron g-factor in core-shell NPL
as ge = g
CdSe
e w
CdSe + gCdSe (1−wCdSe), where gCdSee = 0.4238
for cubic c-CdSe and gCdSe = 1.78
51,52 for CdS are bulk val-
ues and wCdSe is the probability to find the electron in the
CdSe core. The experimental value of ge = 1.68 allows us to
estimate wCdSe ≈ 0.17.
Calculation of hole g-factor.
As the holes are confined mostly in the CdSe core we consider
the four time degenerate Γ8 valence subband for semiconduc-
tors with large spin-orbit splitting and neglect the spin-orbit
split valence subband. In this case the hole Hamiltonian can
be written as
Ĥ = ĤL + ĤZ + ĤB + Vext(r). (4)
Here
ĤL =
~2
2m0
[(
γ1 +
5
2
γ
)
k2 − 2γ(kJ)2
]
, (5)
is the Luttinger Hamiltonian in spherical approximation in
zero magnetic field.53,54 We neglect the valence band warp-
ing in cubic semiconductors as the spherical approximation
is sufficient for estimation of the hole g-factor. J is the hole
internal angular momentum operator for J = 3/2, m0 is the
free electron mass, and γ1 and γ = (2γ2 + 3γ3)/5 are Lut-
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Table 1: Hole g-factors calculated for cubic and wurtzite CdSe-based nanostructures. Results for other II-VI semiconductor
nanostructures are given in Table S1.
Material γ1 γ κ gbulk β g(par)sph g
(box)
sph g
(par)
QW g
(box)
QW Refs.
c-CdSe 5.51 1.78 0.4633 0.926 0.215 -0.78 -0.94 -0.113 0.36 57
c-CdSe 3.265 1.33 0.4627 0.925 0.1 -0.83 -1.12 -0.13 0.46 58
w-CdSe 2.52 0.83 -0.1233 -0.246 0.2 -0.98 -1.05 -0.74 -0.5 59
w-CdSe 1.7 0.4 -0.567 -1.133 0.36 -1.32 -1.29 -1.3 -1.23 60
w-CdSe 2.04 0.58 -0.38 -0.76 0.275 -1.16 -1.12 -1.05 -0.93 61
w-CdSe 2.1 0.55 -0.45 -0.9 0.312 -1.23 -1.19 -1.16 -1.05 62
w-CdSe 1.67 0.56 -0.29 -0.58 0.197 -1.04 -1.09 -0.92 -0.76 63
tinger parameters related to the light-hole and heavy-hole
effective masses as ml,h = m0/(γ1 ± 2γ). Vext(r) is the quan-
tum structure potential determining the spatial distribution
of the hole density. The magnetic field contributions ĤZ and
ĤB are considered in detail in Supporting Information S6.
The value of the hole effective g-factor depends on the hole
wave function and, therefore, on the potential acting on the
hole. For several potential shapes it is possible to make sim-
ple estimations for the hole g-factor. Here we consider spher-
ical and quantum well-like potential of two types: parabolic
potential and box-like potential with abrupt infinite barri-
ers. It can be shown, that for Gaussian-like smooth potential
with the finite barriers hole effective g-factor in most cases is
the same as for the parabolic potential for confined ground
state.55 In the case of the quantum well-like potential the
external magnetic field is assumed to be directed along the
structure growth axis. We find that the values of the hole
g-factors are determined by symmetry and type of Vext(r)
potential.
Calculated hole g-factors for cubic and wurtzite CdSe-
based structures are given in Table 1. The sets of γ1 and
γ Luttinger parameters were taken from literature, magnetic
Luttinger parameter κ was evaluated by approximate for-
mula:56
κ ≈ −2/3 + 5γ/3− γ1/3. (6)
For the bulk CdSe the heavy hole g-factor gh = 2κ is given
in gbulk column. The external potential Vext(r) mixes the
light-hole and heavy-hole Bloch states depending of the po-
tential type and symmetry and the value of the light-hole to
heavy-hole effective mass ratio β = (γ1 − 2γ)/(γ1 + 2γ). The
columns g
(par)
sph and g
(box)
sph show the hole ground state effec-
tive g-factors gh in spherical quantum dots calculated with
parabolic and box-like potential, respectively, while g
(par)
QW and
g
(box)
QW correspond to gh in thin QW. By analogy, we assume
that gh in NPL are also given by g
(par)
QW and g
(box)
QW . Note, that
the estimated values of hole g-factors in all configurations are
independent of the characteristic size of the the localization
potential, for details of calculations see Supporting Informa-
tion S6. As one can see, in spherical quantum dots gh are
in the range from −0.8 to −1.2 and are weakly dependent
on the potential type and crystal structure. By contrast, for
quantum well-like structures the g-factor for cubic CdSe (c-
CdSe) depends on the potential type, and, importantly, on
the parametrization: it can have different sign, for example.
For wurtzite CdSe (w-CdSe) g-factors fall almost in the same
ranges as for spherical crystals for both potential types and
all used parametrizations.
In the studied CdSe/CdS NPLs, the gh values determined
experimentally fall in the range from −0.4 to −0.7, that is in
between estimations for quantum well-like structures with the
parabolic-like potential and the spherical quantum dots for c-
CdSe. We note, that although the spatial structure potential
for the holes in the direction of the NPL anisotropic axis is
the abrupt one, it can be smoothed by the Coulomb potential
of two electrons forming the trion. In addition, the increase
of magnetic field seems to affect the spatial distribution of
the hole density causing the field dependence of gh(B) (Fig-
ure 3d). In this case one has to consider the magnetic field
dependent potential HˆB (see equation (S11) in Supporting
Information S6) as the part of the external confining poten-
tial directly and not as the perturbation. This magnetic-
field-induced potential may considerably modify the mixing
between heavy-hole and light-hole subbands even in the mag-
netic field parallel to the quantization axis. Such calculations,
however, are beyond the scope of the present paper.
In summary, comprehensive magneto-optical studies in-
volving several time-resolved and polarization-resolved tech-
niques in high magnetic fields have allowed unveiling the ori-
gin of the emission in thick shell CdSe/CdS nanoplatelets.
We show that it is compelled by the radiative recombination
of the negative trions. Thorough analysis leads to evalua-
tion of the electron and hole g-factors and the spin relax-
ation dynamics of the negatively charged trions. Interest-
ingly, we show that the orientation of the nanoplatelets in
the dropcasted samples depends strongly on the dilution of
the initial solution and develop a magneto-optical technique
for the quantitative evaluation of the nanoplatelets orienta-
tion in ensemble measurements. These studies highlight that
the experimental approaches well-settled for investigation of
spin-dependent phenomena in epitaxially grown nanostruc-
tures are very prospective for new colloidal nanomaterials.
ASSOCIATED CONTENT
Supporting Information. Details of experimental tech-
niques, statistics for DPC in samples with various dilutions,
theoretical approach to DCP of negatively charged trions,
modeling of DCP in thick-shell NPLs, calculation of hole g-
factor in II-VI semiconductor nanostructures.
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S1. Experimental techniques
Recombination and spin dynamics measurements at low temperatures of T = 4.2 and 70 K were performed on the
dropcasted on a glass plate samples being in contact with helium exchange gas. Room temperature experiments were made
for NPLs in solution. External magnetic fields up to 15 T, generated by a superconducting solenoid, were applied in the
Faraday geometry, i.e. parallel to the optical axis. Photoluminescence (PL) was excited with a pulsed diode laser (photon
energy 3.06 eV (405 nm), pulse duration 50 ps, repetition rate between 0.8 and 5 MHz) with a weak average excitation power
density (< 0.02 W/cm2). The PL in backscattering geometry passed through a combination of a quarter-wave plate and a linear
polarizer. By rotating the quarter-wave plate, the two circularly polarized components of the PL, σ+ and σ− were measured
independently. The PL signal was dispersed by a 0.55-m spectrometer and detected by a liquid-nitrogen-cooled charge-coupled-
device (CCD) or an avalanche Si-photodiode (APD) connected to a conventional time-correlated single-photon counting setup.
The temporal resolution of our setup is 100 ps.
Experiments in magnetic fields up to 30 T. These measurements were performed in High Field Magnet Laboratory,
Nijmegen. The NPL sample was mounted in a titanium sample holder on a top of a three-axis piezo-positioner. The sample
stage was placed in an optical probe, made of carbon and titanium to minimize possible displacements at high magnetic fields.
Laser light was focused on the sample by a lens (10 mm focal length). The same lens was used to collect the PL emission and
direct it to the detection setup (backscattering geometry). The optical probe was mounted inside a liquid helium bath cryostat
(4.2 K) inserted in a 50 mm bore Florida-Bitter electromagnet with a maximum dc magnetic field strength of 31 T. Experiments
were performed in Faraday geometry (light excitation and detection parallel to the magnetic field direction). For time-resolved
PL measurements the excitation was provided by a picosecond pulsed diode-laser operating at 405 nm (photon energy 3.06 eV).
The PL signal was detected by an avalanche Si-photodiode connected to a single-photon counter (conventional time-correlated
single-photon counting setup).
Spin-flip Raman scattering (SFRS). For the excitation of SFRS, we used the line of He-Ne laser (632.8 nm, 1.9588 eV).
Laser power densities focused on the sample did not exceed 10 Wcm−2. Scattered light was analyzed by a Jobin-Yvon U1000
double monochromator equipped with a cooled GaAs photomultiplier and conventional photon counting electronics. The
spectral slits width of 0.2 cm−1 (0.024 meV) and 0.5 cm−1 (0.06 meV) were set for measurements of the dense and diluted
NPLs, respectively. Raman spectra were measured in crossed linear polarizations for Voigt geometry and in copolarized circular
polarizations for Faraday and tilted geometries.
Time-resolved differential transmission and pump-probe Faraday rotation
(TRFR). The time-resolved pump-probe setup is based on a regenerative amplifier Yb-KGW (Ytterbium doped potassium
gadolinium tungstate) laser system (PHAROS, Light Conversion Ltd.) combined with a narrow band picosecond optical
parametric oscillator (ps-OPA) and a broadband fs-OPA (ORPHEUS-PS and ORPHEUS, respectively, Light Conversion Ltd.),
which are operated at a repetition frequency of 30 kHz. At the wavelengths used in this study, the pulse duration is 3 ps for
ps-OPA and 180 fs for fs-OPA. The laser linewidth is 0.55 nm for ps-OPA and 6.3 nm for fs-OPA.
For the pump-probe Faraday rotation experiment the laser beam was split from ps-OPA for degenerate pump and probe
beams. The delay time between pump and probe pulses was scanned by means of a mechanical delay line. Experiments were
performed at room temperature with sample solution in quartz cuvette. The pump fluence was typically 50 µJ/cm2 and the
probe one about 10 times smaller. Circular polarization of the pump beam was modulated between σ+ and σ− by an electro-
optical modulator. Probe beam was linearly polarized. The linear polarization plane of the probe pulse transmitted through the
sample was rotated due to Faraday effect. The Faraday rotation angle was detected by a polarization-sensitive Wollaston beam
splitter and a sensitive balanced photodiode interfaced by a lock-in amplifier. Experiment was performed in Voigt geometry
with an external magnetic field applied perpendicular to the light wave vector. For that the cuvette with NPL solution was
placed between the poles of a permanent magnet pair generating field of B = 0.43 T.
The time-resolved differential transmission measurements are either performed by degenerate pump-probe from ps-OPA
(Figure 5b in the main text, with the same laser conditions as in Figure 5a for Faraday rotation measurements) or by fs-pump
and ps-probe for spectral dependence of the differential transmission (Figure S1). Figure S1 was measured by scanning the
probe photon energy in the spectral range from 1.80 to 1.94 eV, with fixed fs-pump energy at 1.90 eV. The peak at 1.900 eV
in the −∆T/T spectrum corresponds to the exciton absorption. Note that we are working in the linear regime, where the
differential transmission is proportional to the population of photogenerated carriers and/or excitons.
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Figure S1: Differential transmission spectrum of CdSe/CdS NPLs in solution. T = 300 K.
S2. Recombination dynamics in diluted sample
Recombination dynamics of a diluted dropcasted sample are shown in Figure S2. Similar to the dense sample, the PL decay
is monoexponential with a decay time τ = 3 ns that remains constant upon increasing temperature from T = 4.2 to 70 K
(Figure S2a), and magnetic field from B = 0 to 15 T (Figure S2b).
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Figure S2: (a) PL decays of a diluted dropcasted CdSe/CdS NPL sample at T = 4.2 K (black) and 70 K (red). (b) PL decays
at B = 0 (black) and 15 T (red), T = 4.2 K. Inset: PL decay time dependence on magnetic field.
S3. Statistics for nanoplatelets with various dilutions
We use magneto-optical technique and DCP analysis to study statistics of the NPL orientation in the dropcased samples
prepared from solutions with different dilutions. Four solutions with the following dilutions were investigated: sample 1 (dense),
sample 2 (dilution 1 : 10), sample 3 (1 : 200) and sample 4 (1 : 800). It is typical for dropcasted samples that they are not
homogeneous and NPL concentration and, respectively, NPL orientations may vary from point to point. Therefore, statistical
approach is required here. For each sample we have measured 20 points moving sample by a piezostage. The inspected area was
about 3 mm2 and the laser focus spot for each measurement was about 100 µm in diameter. DCP was measured at a magnetic
field of 15 T at T = 4.2 K. In order to speed up data collection we measured time-integrated DCP, P intc , with using CCD for
PL detection. As we show in Section S4, in the studied CdSe/CdS NPLs with the fast spin relaxation of trions P intc does not
differ much from P eqc .
Experimental results shown in Figure S3 demonstrate that in the dense sample the averaged time-integrated DCP, 〈P intc 〉 =
n∑
m=1
(P intc )m/n, where n = 20 in the number of measured points, (P
int
c )m is time-integrated DCP in the mth point, equals to
−0.42. It increases only slightly to −0.51 for 1 : 10 dilution, but then more drastically to −0.72 for dilutions of 1 : 200 and
1 : 800. These results are summarized as a histogram in Figure S4. It is obvious, that the NPL dilution affects on the ratio
between horizontally and vertically oriented NPLs in the dropcasted samples: in the diluted samples horizontal orientation
dominates.
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Figure S3: P intc occurrence in the dense and diluted ensembles of NPLs determined from 20 measurements at different sample
positions (20 counts for each sample).
1 2 3 4
0.0
-0.2
-0.4
-0.6
-0.8
-1.0
1:8001:200
1:10dense
P c
in
t
Sample
Figure S4: Averaged DCP in NPL ensembles with various dilutions.
S4. Comparison of equilibrium and time-integrated DCP
It is instructive to compare the equilibrium DCP values P eqc ≡ Pc(t → ∞) with the time-integrated values P intc , as the latter
corresponds to the values recorded in commonly performed measurements under continuous-wave excitation and/or detection
without time resolution. Modeling consideration for that is developed in Refs.29,64,65 Let us remind here some basic points. We
are considering trions here, while the approach is general and can be equally used for excitons.
The degree of circular polarization (DCP) of photoluminescence is defined by
Pc(t) =
I+(t)− I−(t)
I+(t) + I−(t)
. (S1)
Here, I+(t) and I−(t) are σ+ and σ− circularly polarized PL intensities, respectively, measured at a time delay t after pulsed
excitation. A saturation of Pc(t) at times much longer than the trion spin-relaxation time gives the equilibrium circular
S3
polarization degree P eqc (B).
The time-integrated DCP can be evaluated by integrating the corresponding PL intensities over time:
P intc =
∫
dtI+(t)− ∫ dtI−(t)∫
dtI+(t) +
∫
dtI−(t)
. (S2)
In the case of continuous-wave excitation, the measured polarization degree corresponds to P intc .
The magnetic-field-induced DCP is caused by trion thermalization on the Zeeman spin levels. While the equilibrium polar-
ization degree P eqc (B) is controlled solely by the thermal equilibrium population of the Zeeman spin levels, the time-integrated
polarization P intc depends also on the ratio of the trion spin relaxation time τs to the trion lifetime τ :
P intc (B) =
τ
τ + τs
P eqc (B). (S3)
If τs  τ , the experimentally measured P intc (B) coincides with P eqc (B), while otherwise their difference is controlled by the
dynamical factor d = τ/(τ + τs). It is important to note, that the magnetic field dependence of P
int
c (B) can be rather
complicated as τs and τ can also be functions of magnetic field. Moreover, for the negatively charged trions, where Zeeman
splitting is controlled by the heavy-hole g-factor, τs(B) dependence becomes sensitive to the NPL orientation in respect to
magnetic field direction, i.e., is τs(B, θ). Rigorous account of this effect for the ensemble of randomly oriented nanostructures
is suggested in Eq. (9) of Ref. 29.
In the present studies of the ensemble of the thick-shell NPLs we assume that their anisotropic axis may be oriented only
horizontally (θ = 0) or vertically (θ = pi/2) with respect to the magnetic field applied in the Faraday geometry. As we discuss in
detail in the next section S5, mostly horizontally oriented NPLs contribute to the DCP. Therefore, the experimentally measured
spin relaxation time from Figure 3b directly corresponds to τs(B) for the magnetic field orientation along NPL axis. Note, that
in this respect the case of thick-shell NPLs is simple for interpretation and model treatment, e.g. compared to ensemble of
randomly oriented QDs, where the angle dependence of τs(B, θ) need to be taken into account.
29
Experimental results for P intc and P
eq
c measured for the diluted NPL ensemble are shown in Figure S5a. Indeed, difference
between them is not very large. Magnetic field dependences of the trion lifetime and trion spin relaxation time are shown in
Figure S5b and the field dependence for the dynamical factor d = τ/(τ + τs) in Figure S5c.
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Figure S5: DCP results for the diluted NPL ensemble. T = 4.2 K. (a) Comparison of the equilibrium and time-integrated
DCP. (b) Magnetic field dependences of the trion lifetime and trion spin relaxation time. (c) Magnetic field dependence of the
dynamical factor d = τ/(τ + τs).
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S5. Modeling of DCP in thick-shell nanoplatelets
The DCP is determined by the difference between intensities of σ+ and σ− polarized light (I+(θ) and I−(θ)) in ensemble of
NPLs with anisotropy axis oriented at the angle θ to the direction of magnetic field. Intensities I±(θ) depend on two quantities:
(i) within the electric-dipole approximation the relative probabilities of detecting σ± light from negative trion in NPL oriented
at an angle θ to the observation direction are χ3/2(σ
±) ∝ (1± cos θ)2 and χ−3/2(σ±) ∝ (1∓ cos θ)2; (ii) equilibrium population
of trion spin levels ±3/2 separated by the Zeeman splitting ∆Ehh = E+3/2hh − E−3/2hh = −3ghµBB cos θ = −3ghµBBx, where
x = cos θ. However, the recombination rates of the negative trions are not influenced by magnetic field and thus do not depend
on the NPL orientation. As result, intensities of σ+ and σ− polarized light are:
Iσ±(x) ∝ (1∓ x)
2 exp(∆Ehh/2kT ) + (1± x)2 exp(−∆Ehh/2kT )
[exp(∆Ehh/2kT ) + exp(−∆Ehh/2kT )] . (S4)
In general case the spatial orientation of NPLs in ensemble can be described by the weighting function for(x). The equilibrium
value of DCP, P eqc (B), in this case is described by the following equation:
65
P eqc (B) =
∫ 1
0
for(x)[I
+(x)− I−(x)]dx∫ 1
0
for(x)[I+(x) + I−(x)]dx
= −
∫ 1
0
for(x)2x tanh(∆Ehh/2kT )dx∫ 1
0
for(x)(1 + x2)dx
, (S5)
Distribution function for(x) = 1 corresponds to the ensemble of randomly oriented NPLs and gives maximum achievable
|P satc | = |P eqc (B → ∞)| = 0.75, which is usually observed for spherical CdSe QDs. Here, for NPLs we consider the case of the
bimodal distribution, when NPLs are oriented only in horizontal and vertical directions: for(x) = nhorδ(1− x) +nverδ(x). Here
nhor and nvert are the fractions of NPLs lying horizontally or vertically, respectively. By definition nhor + nvert = 1. With such
distribution Eq. (S5) reduces to
P eqc (B) =
2nhor
2nhor + nver
tanh
3ghµBB
2kT
. (S6)
One can see, that maximum achievable P eqc in this case equals |P satc | = 2nhor/(2nhor + nvert) = 2nhor/(nhor + 1).
Figure S6 shows the modeling of P eqc (B) with nhor = 0.70 and 0.25 for diluted and dense ensembles, correspondingly, and
magnetic-field-dependent hole g-factor. Green curve shows P eqc (B) for the randomly oriented ensemble with the same magnetic-
field-dependent hole g-factor.
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Figure S6: Modeling of the P eqc in diluted (red line) and dense (blue line) ensembles of NPLs with bi-modal orientations and
in the randomly orientated NPL ensemble (dashed green line). Experimental data are shown by symbols. Magnetic field
dependence of the hole g-factor is shown in the insert.
In Figure S7 we compare the modeling of the P eqc (B) experimental data in the diluted NPL ensemble with the magnetic-
field-dependent hole g-factor (red line) and for two constant hole g-factors gh = −0.4 and −0.7. In Figure S8 the calculated
dependence of the P satc on the fraction of horizontal NPLs nhor is presented. It allows us to estimate the preferable orientation
of NPLs on the substrate by optical means. The only needed experimentally measured value for this evaluation is P satc , while
in colloidal structures it may require using of strong magnetic fields exceeding 10 T.
S5
0 2 4 6 8 10 12 14 16
0.0
-0.2
-0.4
-0.6
-0.8
-1.0
gh= - 0.7  
 
 diluted
Pe
q c
Magnetic field (T)
gh= - 0.4
0 2 4 6 8 10 12 14
-0.3
-0.4
-0.5
-0.6
-0.7
 
 
Figure S7: Modeling of the P eqc (B) experimental data for in the diluted NPL ensemble with the magnetic-field-dependent hole
g-factor (red line) shown in the insert and for two constant hole g-factors gh = −0.4 and −0.7 (dashed lines).
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Figure S8: Saturation DCP in strong magnetic fields vs. fraction of the horizontally oriented NPLs. The dependence is
calculated with P satc = −2nhor/(nhor + 1). Marked points on the dependence correspond to the dense and diluted samples from
Figure 3.
S6. Calculation of hole g-factor in nanostructures
We calculate the hole g-factor for semiconductor nanostructures with large spin-orbit splitting, which allows us to neglect the
spin-split valence subband. The hole is at the top of the four times degenerate Γ8 valence subband and its Hamiltonian can be
written as
Ĥ = ĤL + ĤZ + ĤB + Vext(r). (S7)
Here
ĤL =
~2
2m0
[(
γ1 +
5
2
γ
)
k2 − 2γ(kJ)2
]
, (S8)
is the Luttinger Hamiltonian in zero magnetic field in spherical approximation,53,54 where the valence band warping is neglected.
For the g-factor estimations the spherical approximation is sufficient. J is the hole internal angular momentum operator for
J = 3/2, m0 is the free electron mass, γ1 and γ = (2γ2+3γ3)/5 are Luttinger parameters related to the light-hole and heavy-hole
effective masses as ml,h = m0/(γ1±2γ) (with + for light hole and − for heavy hole), Vext(r) is the quantum structure potential.
External magnetic field B contributes to the hole Hamiltonian (S7), firstly, inducing the Zeeman splitting53,56
ĤZ = −2µBκ (JB) , (S9)
where µB is the Bohr magneton, κ is the Luttinger magnetic constant. The value of κ can be estimated by perturbation theory
S6
via other Luttinger parameters as:56
κ ≈ −2/3 + 5γ/3− γ1/3. (S10)
Cubic symmetry contribution to the Zeeman effect is ∝ q(BxJ3x + ByJ3y + BzJ3z ), where Jx, Jy and Jz are the matrices of the
projections of the operator J on the crystallographic axes in the basis of the Bloch functions uµ (µ = ±3/2,±1/2) for the top of
the valence band. This contribution is described by the anisotropic parameter q which in most structures is small as compared
with the contribution of the isotropic parameter κ in equation (S9),66 therefore, in the following estimations it is neglected.
Secondly, the magnetic field induced Hamiltonian HˆB describes the orbital contribution and can be obtained by the replace-
ment in the Luttinger Hamiltonian of the operator k with k− e
c
A, where A is the vector potential of the magnetic field. Here
we use γ1, γ > 0, e = |e| and chose the z axis along the direction of the magnetic field. The vector potential is chosen in Landau
gauge, A = (0,Bx,0). We take as the energy and length units the effective Rydberg, Ry = mhe
4/2 ~2, and Bohr radius,
aB = ~2mhe2. In these units the dimensionless hole Hamiltonian can be written as
Ĥ =
2γ1 + 5γ
2(γ1 − 2γ)k
2 − 2γ
γ1 − 2γ (kJ)
2 + V˜ext(r) +
̂˜HZ + ̂˜HB . (S11)
Here ̂˜HZ = − 2κγ1−2γ B˜Jz is the dimensionless Zeeman Hamiltonian (S9), ̂˜HB is the dimensionless Hamiltonian describing the
orbital contribution of the magnetic field:
̂˜HB = 2γ1 + 5γ
2(γ1 − 2γ)
(
−2B˜xky + B˜2x2
)
+ (S12)
+
2γ
γ1 − 2γ
[
J2y
(
2B˜xky − B˜2x2
)
+ (JyJz + JzJy) B˜xkz + (JyJx + JxJy)
B˜
2
(kxx+ xkx)
]
,
where B˜ =
ea2B
c~ B is the dimensionless magnetic field. In
̂˜HB the quadratic contributions ∝ B2 are taken into account, although
they do not contribute to the hole effective g-factor, which is defined in the low field limit and is determined by linear in
magnetic field terms.
In the limit of weak magnetic fields the spin splitting of the degenerate in zero magnetic field energy levels ∆E is linear in
the field strength. That allows us to introduce the effective hole g-factor as
gh =
E−|M| − E|M|
2|M |µBB , (S13)
where EM is the energy of the hole with the projection M of the hole total momentum J+L (where L = ~[r×k] is the external
orbital momentum) on the magnetic field direction. For the lowest heavy-hole states M = ±3/2 and for the lowest light-holes
states M = ±1/2. The g-factor sign is defined so that for gh > 0 the lowest hole state is the state with positive M > 0 according
to the definition in Refs. 36,37
The value of the hole effective g-factor depends on the hole wave function, and, therefore, on the external confining potential
Vext acting on the hole. It is possible to make analytical estimations for the hole g-factor for several types of Vext. We consider
the spherically symmetric Vext for the quantum dots with abrupt (box-like) and smooth spatial confinement, as well as the 2D
thin quantum wells with the abrupt and smooth confinement along the direction of the anisotropic axis parallel to the magnetic
field direction. The estimations of the hole g-factors in CdSe-based structure with four different Vext are shown in Table 1 in
the main text and for other II-VI semiconductor nanostructures in Table S1. As it was noted, the g-factor of the hole moving
in the external potential depends on the hole wave functions, and, therefore, the specific values of the Luttinger parameters
are important. We examined several different parameterizations for each semiconductor taken from the literature57,58,67 and
considered materials with both cubic and wurtzite crystal structures. Resulting g-values shown in Tables 1 and S1 are obtained
as follows:
1. Column gbulk shows the hole g-factor at the top of the valence band in the bulk semiconductor in the absence of the
external potential: gh = gbulk = 2κ. It comes solely from the Zeeman Hamiltonian HˆZ .
2. In spherical quantum dots the lowest hole ground state is four-fold degenerate. In magnetic field this state splits into four
equidistant levels as MghµBB (where M = ±3/2,±1/2) with effective g-factor gh = gsph:68
gsph = 2κ +
8
5
γIg1 +
4
5
[γ1 − 2 (γ + κ)] Ig2 , (S14)
where
Ig1 =
∞∫
0
r3R2(r)
dR0(r)
dr
dr, Ig2 =
∞∫
0
r2R22(r)dr . (S15)
Here R0(r) and R2(r) are the hole radial functions which are normalized as
∫
(R20 + R
2
2)r
2dr = 1 and satisfy the system of
radial equations from Ref.54 The integrals Ig1 and I
g
2 contain the same power of radial functions and hole coordinate as the
normalization integrals. Therefore, they are independent of the quantum dot size and depend only on the type of the confining
potential and on the light-hole to heavy-hole effective mass ratio, β = (γ1 − 2γ)/(γ1 + 2γ). The resulting hole g-values depend
on the effective mass parameters in the specific semiconductor, type of the dot potential, but are independent of the QD size.
Columns g
(par)
sph and g
(box)
sph show the hole effective g-factors calculated with the hole radial wave functions in the smooth and
abrupt (box-like) potentials for deeply confined states, respectively. For the smooth potential the parabolic-like Vext ∝ r2 was
chosen. It was shown that the hole effective g-factor is almost the same in parabolic-like and Gaussian-like potentials and is
independent of the potential parameters.55 For the most of valence band parametrizations, the g-factors fall in the range from
S7
−0.8 to −1.2 independent of the potential type and the semiconductor crystal structure.
3. In thin quantum well-like structures like NPLs, where the width along the anisotropic axis directed along the magnetic
field is much smaller than other dimensions, the effective hole g-factor can be well approximated as one in the thin quantum
well. In this case the heavy-holes and light-holes are split and the ground state is the heavy hole. The g-factor is determined by
the magnetic field induced heavy-hole and light-hole subband mixing. The mixing is mediated by the nonzero wave vector kz
defined by the quantization along the anisotropic axis and by the nonzero in-plane component of ~k− ~e
c
A. It can be calculated
in the second order of the perturbation theory so that the resulting gh = gQW is given by:
69
gQW = 2κ − 4 ~
2
m0
∞∑
n=1
|〈lh2n|γkˆz|hh1〉|2
Elh2n − Ehh1
, (S16)
where |hh1〉 is the wave function of the heavy-hole ground state of the quantization along z-axis with zero wave vector in
structure plane, |lh2n〉 is the even excited states of the light hole, Ehh1 and Elh2n are the corresponding energies. Note, that the
numerator and denominator of the perturbation theory series in Eq. (S16) scale with the QW width L as L−2 resulting in hole
g-factor independence of the QW width. At the same time, the g-factor remains very sensitive to the type of confining potential.
The hole g-factors in two-dimensional structure with smooth (parabolic) and box-like potentials are shown in columns g
(par)
QW
and g
(box)
QW , correspondingly. The g-factors in thin structures are strongly dependent on both the confining potential and the
parametrization for the cubic semiconductors. In most cases the absolute values of the g-factors are smaller than that for the
spherical quantum dots. In contrast, the g-factors for the wurtzite materials are almost in the same region as for the spherical
quantum dots.
In the presence of the other charge carrier, e.g. for the hole in the exciton, the calculation of the hole g-factor becomes more
complicated and the simple estimations in most cases are not possible. It can be demonstrated, that in the limit of the quantum
well-like structure the g-factors are the same as for two-dimensional isolated hole. The condition is the exciton binding energy
being much smaller than the distances between several low lying hole energy levels of size quantization along growth axis. If it
is not the case, the hole g-factor calculation turns to the complicated problem, which is outside the scope of this paper.
The calculated hole effective g-factors from Table 1 and Table S1 are shown in Figure S9. To summarize, the hole g-factors
in bulk materials calculated for two types of confining potentials demonstrate the strong dependence on the potential type
(smooth or the box-like) and on the parametrization (particular values of the Luttinger parameters) for the quantum well-like
structures. Therefore, one has to be careful in choosing the model potential and the material parameters for the quantum
well-like structures. In opposite, for the spherically symmetric structures these dependencies are much weaker.
Table S1: Hole g-factors calculated for cubic and wurtzite semiconductor nanostructures.
Material γ1 γ κ gbulk β g(par)sph g
(box)
sph g
(par)
QW g
(box)
QW Refs.
c-ZnS 1.77 0.492 -0.437 0.87 0.28 -1.18 -1.17 -1.12 -1.02 70
c-ZnS 2.54 0.954 0.077 0.15 0.14 -0.9 -1.13 -0.52 -0.16 71
c-ZnS 3.158 1.0556 0.04 0.08 0.2 -0.92 -1.09 -0.56 -0.25 58
c-ZnS 2.98 1.156 0.26 0.53 0.126 -0.85 -1.14 -0.32 -0.14 58
c-ZnSe 3.94 1.312 0.207 0.413 0.2 -0.86 -0.94 -0.38 -0.004 57
c-ZnSe 3.77 1.5 0.57 1.14 0.11 -0.79 -1.16 0.003 0.63 71
c-ZnTe 4 1.112 -0.147 -0.29 0.28 -0.56 -1.03 -0.26 -0.03 72
c-ZnTe 3.8 1.136 -0.04 -0.08 0.25 -1 -0.98 -0.69 -0.42 73
c-ZnTe 3.9 1.112 -0.11 -0.22 0.27 -1.07 -0.97 -0.79 -0.55 74
c-ZnTe 3.8 1.068 -0.15 -0.306 0.28 -1.1 -1.01 -0.84 -0.62 75
c-CdTe 4.14 1.4 0.3 0.6 0.19 -0.82 -1.04 -0.27 0.15 76
c-CdTe 5.3 1.88 0.7 1.4 0.17 -0.69 -1.1 0.17 0.78 73
c-CdTe 4.11 1.6 0.63 1.26 0.12 -0.76 -1.2 0.078 0.72 77
c-CdS 4.11 1.226 0.007 0.014 0.25 -0.99 -0.96 -0.64 -0.35 57
c-CdS 2.721 1.027 0.138 0.27 0.14 -0.88 -1.13 -0.45 -0.07 58
c-CdS 2.647 1.098 0.28 0.56 0.093 -0.87 -0.82 -0.33 -0.18 58
c-CdS 3.44 1.678 0.98 1.97 0.012 -0.85 -0.83 -0.11 1.34 58
c-CdS 2.2 1.058 0.36 0.72 0.02 -0.85 -0.82 -0.5 0.33 58
w-CdS 1.71 0.62 -0.203 -0.406 0.16 -0.98 -1.1 -1.27 -0.61 67
w-CdS 1.02 0.41 -0.32 -0.64 0.1 -0.98 -0.98 -1.17 -0.78 67
w-CdS 1.09 0.34 -0.43 -0.86 0.23 -1.05 -1.16 -1.05 -0.96 67
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Figure S9: Calculated effective hole g-factors for semiconductor nanostructures.
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