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ADF-GLS検定について
坂 野 慎 哉
1. はじめに
ある時系列データ y1, . . . , yT が，次のような 2つの式で示されるデータ生
成過程（data generating process：以下 DGPと略す）から発生していると
考えられているとする。






























































ある時系列データ y1, . . . , yT が，小稿 1節の (1)において確定的要素 {dt}
をより具体的にした，次のような 2つの式で示される DGPから発生してい
ると考えられているとする。
yt = β0 + β1t + ut, ut = αut−1 + vt (2)
ここで，β0，β1 は未知パラメータであり，tはトレンド変数である。β1tは
341
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線形トレンド項と呼ばれる。{vt}については，独立で同一の分布をする平均
0，分散一定の観測されない過程であると仮定する。これは，(1)におけるよ
りも強い仮定である。1節で述べたように，帰無仮説H0 : α = 1を，対立仮
説H1 : α < 1に対して検定するのが，単位根検定である。
いま (2)について，その右側の式の両辺から {ut−1}を引き，次のように書
き換える。
yt = β0 + β1t + ut, Δut = a0ut−1 + vt (3)
ここで，Δut ≡ ut − ut−1，a0 ≡ α− 1である。こうすると，α = 1ならば









Squares Method：以下OLSと略す）を適用し，β0，β1 の OLS推定量 β˜0，
β˜1 をそれぞれ求め，それらから OLS残差の系列 {u˜t}を求める。ただし，
u˜t ≡ yt − β˜0 − β˜1t (4)
である。この {u˜t}は OLS残差であるから観測可能である。そして，(3)の
右側の式の {ut}を，(4)で定義される {u˜t}で置き換えた式





直観的に (5)における a0 の t検定によって行えそうである。
実際，この t検定こそが DF検定である。ただし，このときの a0の t統計
量（DF検定を提案した Dickey and Fuller (1979)はこの t統計量を τˆτ と記




要となる。それは Fuller (1976)によって与えられたが，その後 Fuller (1996)
によって若干修正されている。
以上で説明した検定の方法は，時系列データ y1, . . . , yT のDGPが (2)，あ
るいは同じことだが (3)のように，定数項と線形トレンド項の両方を含んで
いると想定されている場合のものである。y1, . . . , yT の DGPに線形トレン
ド項が無いと想定できる場合，すなわち，
yt = β0 + ut, ut = αut−1 + vt (6)
もしくは (3)と同様にΔut ≡ ut − ut−1，a0 ≡ α− 1として
yt = β0 + ut, Δut = a0ut−1 + vt (7)
と想定できる場合にも，検定の手続きは同様である。具体的には，(6)もしく
は (7)の左側の式を OLS推定し，β0 のOLS推定量 β˜0 を用いて
u˜t ≡ yt − β˜0 (8)
から得られる残差の系列 {u˜t}を用いて (5)と同じ式を考え，そこにおける a0
の t検定を行うのである。DGPに線形トレンド項が含まれている上述の場合
との違いは，a0 の t統計量の分布である。Dickey and Fuller (1979)はこの
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t統計量を τˆμ と記したので，小稿でも以下この記法を用いるが，この τˆμ の




さらに，y1, . . . , yT のDGPに線形トレンド項だけでなく定数項も無いと想定
できる場合，すなわち yt = αyt−1+vt である場合，もしくはΔyt ≡ yt−yt−1，
a0 ≡ α− 1として
Δyt = a0yt−1 + vt (9)
と想定できる場合も，DF検定は行える。この場合には，(9)を直接OLS推
定し，そこにおける a0 の t検定を行うのである。Dickey and Fuller (1979)
はこの場合の t統計量を τˆ と記したので，小稿でも以下この記法を用いるが，
この τˆ のH0 : a0 = 0のもとでの分布は，通常の t分布とも，上述の τˆτ の分
布とも τˆμ の分布とも異なる。この場合の検定の臨界値を求めるための特別
な分布表も，やはり Fuller (1996)が与えている。





vt = φ1vt−1 + φ2vt−2 + · · ·+ φpvt−p + ηt (10)
となっていると想定できるとする。(10)は，ある実数 kについてLk vt ≡ vt−k
（ただし L1 ≡ L）という意味を持つラグ演算子 Lを含む多項式（ラグ多項
式）を用い，
(1 − φ1L− φ2L2 − · · · − φpLp) vt = ηt (11)
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とも書ける。ただし，{vt}が定常であるためには，φ1, φ2, . . . , φp を係数に
持つ多項式
1− φ1z − φ2z2 − · · · − φpzp = 0 (12)
は，すべての根が絶対値で 1 より大きくなくてはならないことが知られて
いる。
y1, . . . , yT の DGPにおいて，{vt}以外は (2)と同様に
yt = β0 + β1t + ut, ut = αut−1 + vt (13)
となっているとするとき，(13)の右側の式はラグ演算子を用いて (1−αL)ut =
vt と書けるから，(11)は
(1− φ1L− φ2L2 − · · · − φpLp) (1− αL)ut = ηt (14)
のようにも書ける。そして (14)は，次のように書き直せる。
Δut = a0ut−1 + a1Δut−1 + a2Δut−2 + · · ·+ apΔut−p + ηt (15)




べての根が絶対値で 1より大きいのだから，(12)の左辺の zに 1を代入した
式は 0とはなりえないはずである。すなわち，1−φ1− φ2− · · · −φp = 0で
ある。したがって，a0 が 0となるのは α = 1のとき以外あり得ず，よって，
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実際には，やはりこれまでと同様，(15)における観測不能な {ut}を (13)
の左側の式を OLS推定して得られる残差 {u˜t}に代えた，
Δu˜t = a0u˜t−1 + a1Δu˜t−1 + a2Δu˜t−2 + · · ·+ apΔu˜t−p + error (16)
における右辺第 1項の係数 a0について t検定を行うのであり，この t検定こ
そが ADF検定である。このときの a0 の t統計量は，帰無仮説 H0 : a0 = 0
のもとでの極限分布が τˆτ の極限分布と同じになるので，この検定において臨
界値を求める際には τˆτ の分布表が使える。































合ならば，上記 (16)における a0 の t検定ではなく，
Δyt = β0 + β1t + a0yt−1 + a1Δyt−1 + a2Δyt−2 + · · ·+ apΔyt−p + error
(17)
における a0の t検定によっても行えることが知られている。用いられる分布







る。小稿 2節と同様，ある時系列データ y1, . . . , yT が，次のような 2つの式
で示される DGPから発生していると考えられているとする。
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yt = β0 + β1t + ut, ut = αut−1 + vt (18)
ただし，{vt}は，次数 pの定常な AR過程であるとする。これまでと同様，
帰無仮説H0 : α = 1を，対立仮説H1 : α < 1に対して検定する検定を考え











αyt−1 = αβ0 + αβ1(t− 1) + αut−1 (19)
となる。そしてこの (19)を (18)の左側の式から引くと，(18)の右側の式より，
yt − αyt−1 = β0(1− α) + β1{t− α(t− 1)}+ vt (20)
と書ける。αは検定の対象でありもちろん未知であるが，いま既知であると


















話を ADF-GLS検定に戻そう。y1, . . . , yT の DGP においては {vt} は定
常な AR(p)と想定されているので，(20)は上述の場合とは前提が異なるが，
ADF-GLS検定ではまず，形式的にGLSと同じ手続きを行って β0，β1を推
定する。すなわち，(20)おける未知の αを α¯ ≡ 1+ c¯/T で置き換え（c¯はあ
る定数），さらに (20)の {vt}を古典的な誤差項に代えた次の式に，OLSを
適用するのである。
yt − α¯yt−1 = β0(1 − α¯) + β1{t− α¯(t− 1)}+ error (21)
(21)の「error」は誤差項を示す。OLS推定に当たっては，yt− α¯yt−1，1− α¯，
t− α¯(t− 1)は，それぞれ 1つの変数とみなされる。ただし，1期目のデータ
は，それぞれ y1，1，t（すなわち 1）とする。c¯の値は，DGPが (18)の場
合，−13.5にする。
上記の方法で (21)を推定して得られる β0，β1 の推定値を，それぞれ βˆ0，
βˆ1 とおく。これらの推定値を用いて，
y dt ≡ yt − βˆ0 − βˆ1t (22)
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yt − α¯yt−1 − βˆ0(1− α¯)− βˆ1{t− α¯(t− 1)} (23)
とは異なる。ここまでが ADF-GLS検定の第 1段階といえる部分である。











t−2 + · · ·+ apΔy dt−p + error (24)
ここで，pは {vt}のAR次数である。pは通常未知であるから，推定する必要
がある。(24)の a0が 0かどうかを検定する t検定こそが，ADF-GLS検定で
ある。ただし，このときの t検定統計量は，ADF検定の場合と同様に帰無仮




1%点= −3.48，2.5%点= −3.15，5%点= −2.80，10%点= −2.57である。
つぎに，y1, . . . , yT の DGPに線形トレンド項が含まれていない場合，す
なわち DGPが








yt − α¯yt−1 = β0(1− α¯) + error (26)
をたてて，yt − α¯yt−1，1− α¯をそれぞれ 1つの変数とみなしてOLS推定す
る。ここで，やはり α¯ ≡ 1+ c¯/T であるが，この場合 c¯は−13.5ではなく−7
とする。(26)は，(21)から DGPにおける線形トレンド項を除いたものに対
応している。(26)を推定して得られる β0，β1 の推定値を，それぞれ βˆ0，βˆ1
とおき，DGPに線形トレンド項が含まれる場合における (22)に対応する式，
















に線形トレンド項も定数項も含まれない場合の ADF検定の検定統計量 τˆ の
帰無仮説のもとでの極限分布と同じになる。そのため，検定の臨界値を求め
るにあたっては，この場合の ADF-GLS検定のための独自の分布表はなく，
Fuller (1976)が作成した τˆ の表を用いる。T が無限大の場合について一部引




例として取り上げる時系列データは，日本の 1967年第 1四半期から 2001
年第 1四半期までの実質マネーサプライである。T は 137である。M2+CD
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例えばいま，ある時系列データ y1, . . . , yT の DGPが小稿 2節 (2)のよう

























































{(1 + log 2π) + BIC∗} (31)






BIC を比較しながら (16)を推定した結果，p = 5と判断した。そして推
定結果は表 1 のようになった。ただし表 1 においては，u˜t−1 を「u(−1)」，
Δu˜t−1を「Δu(−1)」，Δu˜t−2を「Δu(−2)」，などと記している。小稿 2節
で解説したように，変数 u˜t−1の係数の t統計量が，この場合の ADF検定の




変数 u(−1) Δu(−1) Δu(−2) Δ(−3) Δ(−4) Δ(−5)
係数 −0.02 0.56 −0.01 −0.12 0.81 −0.62
t値 −1.94 8.56 −0.38 −3.39 21.86 −9.43
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表 2
変数 y(−1) Δy(−1) Δy(−2) Δy(−3) Δy(−4) Δy(−5)
係数 2.20E–07 0.64 0.09 −0.04 0.9 −0.59
t値 0.07 9.1 2.51 −1.23 25.5 −8.66
い (24)を推定するとき，(24)の a0の t統計量がADF-GLS検定の検定統計
量となる。
ADF検定の場合と同様，(24)の推定にあたっては，未知である pの推定
も同時に行う必要がある。BICを比較しながら (24)を推定した結果，p = 5
と判断した。そして推定結果は表 2のようになった。ただし表 2においては，
y dt−1を「y(−1)」，Δy dt−1を「Δy(−1)」，Δy dt−2を「Δy(−2)」，などと記し
ている。変数 y dt−1の係数の t統計量が，この場合の検定統計量であり，その


































ここでは，小稿本文 2節 (14)から (15)への書き換えについて説明する。
ラグ多項式は，ラグ演算子を数値を表わす変数と同じように扱うことがで
きるので，(14)の左辺における，ラグ多項式の積の部分は次のようになる。
(1− φ1L− φ2L2 − · · · − φpLp) (1− αL)
= 1− (α + φ1)L− (φ2 − αφ1)L2 − (φ3 − αφ2)L3 − · · ·
357
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−(φp − αφp−1)Lp − (−αφp)Lp+1 (A1)
と展開できる。(A1)の右辺の各項の小括弧の中身について，左から順に下の
ように定義する。
ψ1 ≡ α + φ1
ψ2 ≡ φ2 − αφ1
ψ3 ≡ φ3 − αφ2
. . .
ψp ≡ φp − αφp−1
ψp+1 ≡ −αφp
ここで定義された記号 ψi (i = 1, . . . , p+ 1)を用いて，(A1)の右辺を，やや
技巧的ではあるがつぎのように書き換える。
1− ψ1L− ψ2L2 − ψ3L3 − · · · − ψpLp − ψp+1Lp+1
= 1− L− {(−1 + ψ1 + ψ2 + ψ3 + · · ·+ ψp + ψp+1)
−(ψ2 + ψ3 + · · ·+ ψp + ψp+1)}L− {−(ψ3 + ψ4 + · · ·+ ψp + ψp+1)
+(ψ2 + ψ3 + · · ·+ ψp + ψp+1)}L2 − · · ·
−{−(ψp+1) + (ψp + ψp+1)}Lp − (ψp+1)Lp+1 (A2)
そしてさらに，(A2) の右辺の各小括弧の中身について，以下のように定義
する。
a0 ≡ −1 + ψ1 + ψ2 + ψ3 + · · ·+ ψp + ψp+1
−a1 ≡ ψ2 + ψ3 + ψ4 + · · ·+ ψp + ψp+1




−ap−1 ≡ ψp + ψp+1
−ap ≡ ψp+1
この定義を用いて (A2)の右辺を次のように書き換えていく。
1− L− (a0 + a1)L− (a2 − a1)L2 − (a3 − a2)L3 − · · ·
−(ap − ap−1)Lp − (−ap)Lp+1
= 1− L− a0L− a1L + a1L2 − a2L2 + a2L3 − a3L3 + · · ·
+ap−1Lp − apLp + apLp+1
= (1− L)− a0L− (a1L + a2L2 + a3L3 + · · ·
+ap−1Lp−1 + apLp)(1 − L) (A3)
(A3)の最右辺は (A1)の左辺の書き換えであるから，本文 2節 (14)の左辺は，
(1− φ1L− φ2L2 − · · · − φpLp) (1− αL)ut
= {(1− L)− a0L− (a1L + a2L2 + a3L3 + · · ·
+ap−1Lp−1 + apLp)(1 − L)} ut
= Δut − a0ut−1 − a1Δut−1 − a2Δut−2 − · · · − apΔut−p (A4)
と書くことができる。(A4)の最左辺と最右辺を見比べれば，(14)から (15)
への書き換えができることがわかる。
なお，a0 の定義と ψi (i = 1, . . . , p + 1)の定義から，
a0 ≡ −1 + ψ1 + ψ2 + ψ3 + · · ·+ ψp + ψp+1
= −1 + (α + φ1) + (φ2 − αφ1) + (φ3 − αφ2) + · · ·
+(φp − αφp−1) + (−αφp)
359
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= (α− 1)(1− φ1 − φ2 − · · · − φp)
であることもわかる。
参考文献
Davidson, Russel and James G. MacKinnon (2004), Econometric Theory and Methods,
Oxford University Press.
Dickey, David A., and Wayne A. Fuller (1979), “Distribution of the Estimators for Autore-
gressive Time Series with a Unit Root”, Journal of American Statistical Association,
Vol.74, pp.427–431.
Elliott, Graham, Thomas J. Rothenberg, and James H. Stock (1996), “Eﬃcient Tests for
an Autoregressive Unit Root”, Econometrica, Vol.64, pp.813-836.
Fuller, Wayne A. (1976), Introduction to Statistical Time Series, Wiley.
Fuller, Wayne A. (1996), Introduction to Statistical Time Series (2nd ed.), Wiley.
Greene, William H. (2003), Econometric Analysis (5th ed.), Prentice-Hall.
Hayashi, Fumio (2000), Econometrics, Princeton University Press.
Hamilton, James D. (1994), Time Series Analysis, Princeton University Press.
森棟公夫 (1999),『計量経済学』東洋経済新報社．
坂野慎哉 (2006),「ADF 検定の検出力について」，『現代経済学の最前線』，早稲田大学産業経営研究
所，pp.56–68.
山本拓 (1988)，『経済の時系列分析』創文社．
360
