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Se presenta el escalamiento multidimensional como estrategia alternativa para tratar el problema de multi-
colinealidad en el análisis de regresión múltiple, cuando las variables regresoras son cualitativas, cuantita-
tivas o mixtas (cuantitativas y cualitativas) y la variable respuesta es continua. El propósito es obtener la
matriz de coordenadas principales usando como métrica la distancia de Gower si las variables predictoras
son mixtas o, en caso contrario, otra distancia de tipo Euclideana, y a partir de esta matriz estimar el mo-
delo de regresión. Para observar las bondades del método propuesto, se realizan dos casos de simulación:
el primero sin presencia de multicolinealidad y el segundo con presencia de multicolinealidad. Se muetran
dos casos de aplicación analizados por [46] mediante regresión múltiple, en los casos simulados y en las
aplicaciones se utilizó el paquete estadístico R. Los resultados de las simulaciones y aplicaciones se com-
paran con la regresión múltiple clásica y la basada en componentes principales. El análisis propuesto es
una alternativa de modelamiento que corrige la colinealidad y permite trabajar con variables explicativas
sin pérdida de información; además, esta técnica al transformar las variables originales en coordenadas, en
su modelamiento logra ocultar el efecto de las variables observadas, de manera que no se manipulen los
resultados.
Palabras clave: Colinealidad, Coordenadas Principales, Distancia de Gower, Regresión Múltiple, Compo-
nentes Principales.
Abstract
We present the multidimensional scaling analysis as an alternative strategy to treat the multicollinearity
problem in the multiple regression analysis, when the regressor variables are qualitative, quantitative or
mixed (quantitative and qualitative) and the response variable is continuous. Our purpose is to obtain the
matrix of the principal coordinates, using as a metric the Gower distanc when the predictives variables are
mixed, or otherwise, the researcher must select an appropriate Euclidean distance and with this matrix to
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estimate the regression model. To observe the kindness of the proposed method, two cases of simulation
are realized: the first one without presence of multicolinearity and the second one with presence of multi-
colinearity. Two application cases are illustrated, which were analyzed by [46] using multiple regressions.
In both cases simulated and in the applications, the R package was used. The results of the simulations and
applications are compared with the classical multiple regression and regression based on principal compo-
nent . The analysis strategy proposal is an alternative modeling that corrects collinearity, and allows work
with predicted variables without loss of information, Additionally, this technique when transforming the
original variables into coordinates, in its modeling hides the effect of the observed variables, so that the
results are not manipulated.
Keywords: Collinearity, Principal coordinates, Gower Distance, Multiple Regression, Principal Compo-
nents.
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Un tema de creciente interés es el estudio y mode-
lamiento de la asociación entre variables. En las di-
ferentes áreas del conocimiento como biología, eco-
nometría, ecología, medicina, psicología, en general
las ciencias humanas, entre otras, surgen situaciones
donde el investigador está interesado en ajustar un
modelo incluyendo cada una de las variables regre-
soras observadas. Con frecuencia, al modelar este
tipo de información, el cumplimiento de las premi-
sas necesarias para ajustar una regresión lineal múl-
tiple no se satisfacen, en particular, el problema de
colinealidad entre las variables regresoras.
En la literatura especializada existen métodos al-
ternativos para tratar el modelamiento cuando hay
presencia de multicolinealidad entre los predictores.
La multicolinealidad implica la existencia de una de-
pendencia lineal entre las variables regresoras (co-
lumnas de la matriz del modelo), trayendo consigo
problemas de no estimación única de los paráme-
tros y por lo tanto, una falsa relación entre las va-
riables explicativas y la variable respuesta. En este
sentido se tiene que la matriz diseño no es de rango
completo y por lo tanto, no cualquier hipótesis que
quiera plantearse es estimable y juzgable. Además,
las varianzas de los estimadores son muy grandes,
al efectuar contrastes individuales no se rechaza la
hipótesis nula, mientras que al realizar contrastes
conjuntos si, los coeficientes estimados serán muy
sensibles ante pequeños cambios en los datos y fi-
nalmente, un coeficiente de determinación elevado.
Al respecto, [1] plantean la regresión Ridge pa-
ra corregir los problemas de multicolinealidad, don-
de la estimación de los parámetros presentan menor
sesgo que si la estimación se hiciere por mínimos
cuadrados, esta metodología ha sido estudiada por
[2, 3]. [4] estudió la bondad de la regresión ridge
aplicada en datos de lluvias en el Rio Temporal en
México.
El análisis de componentes principales (ACP) es
otra alternativa para corregir la multicolinealidad.
La metodología propuesta por [5] ha sido aplicada
en diversos estudios [6, 7, 8, 9]. El ACP maximiza
la correlación entre las variables originales, encon-
trando nuevas variables incorrelacionadas que elimi-
nan las complicaciones generadas por la colineali-
dad, donde cada nueva variable se correlaciona con
máximo un componente principal. La ventaja con
respecto a otros métodos es que cada una de las va-
riables objeto de estudio se involucran en el análisis.
[10] analizaron la regresión ridge y la regresión so-
bre componentes principales, como técnicas efecti-
vas para atenuar la colinealidad y para describir con
exactitud y precisión los estimadores en el modelo
de regresión lineal múltiple.
[11] comparan la eficiencia de la regresión basa-
da en el ACP y la regresión desde mínimos cuadra-
dos parciales como alternativas para solucionar los
inconvenientes de colinealidad. En regresión logísti-
ca, [12] a partir de un estudio sobre pruebas para de-
tectar demencia, propusieron un estimador para tra-
tar la colinealidad y la separación de los datos. Pos-
teriormente, [13] mediante procesos de simulación
analizaron cómo se afectan los estimadores que tra-
tan la multicolinealidad mediante los procedimien-
tos ridge iterativos y la separación de los datos.
Otros estudios tratan la multicolinealidad elimi-
nando variables [14, 15, 16], o incluyendo informa-
ción externa a los datos originales [6]. [17] recu-
rren a la transformación de las variables, a la técnica
stepwise y a la realización de todas las regresiones
posibles, métodos que permiten hacer la selección
de los predictores.
[18] plantean una metodología fundamentada en
el ajuste de múltiples modelos de regresión con su-
ficiente poder explicativo, donde se selecciona un
único modelo, el que tenga un mejor nivel de pre-
dicción ante la presencia de un gran número de va-
riables explicativas con una fuerte multicolineali-
dad. [19] estudiaron el efecto de la colinealidad en
presencia de valores atípicos por medio del estima-
dor de mínimos cuadrados ordinarios y evaluaron el
comportamiento del error cuadrático medio como
una alternativa para identificar los regresores coli-
neales.
En estudios más recientes, [20] plantearon como
método alternativo para corregir el problema de coli-
nealidad el uso del análisis de conglomerados. [21]
sugieren omitir la variable que es teóricamente me-
nos importante para el investigador o la que presenta
más valores faltantes o de alguna manera es menos
satisfactoria para el análisis, o crear nuevas combi-
naciones de variables con diversas categorías o con
escalas más elaboradas. [22] realizaron una investi-
gación sobre la prevalencia y pronóstico en pacien-
tes con infarto de miocardio en alto riesgo, trataron
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el problema de la colinealidad excluyendo las varia-
bles que estaban más relacionadas. [23] para atenuar
la multicolinealidad en un estudio de datos meteoro-
lógicos, crearon una nueva variable estableciendo el
diferencial entre temperatura del aire y la tempera-
tura del suelo.
Para tratar el problema de la colinealidad, se plan-
tea una metodología que tiene en cuenta las técnicas
de regresión múltiple trabajadas a través del análisis
de escalamiento multidimensional (EM), cuando las
variables explicativas son cuantitativas, cualitativas
o mixtas y la variable dependiente es continua. La
estrategia está fundamentada en la técnica de regre-
sión basada en distancias (RBD) propuesta por [24]
y en este artículo es estudiada como alternativa útil
para corregir la colinealidad. Inicialmente se halla
la matriz de distancias calculada a partir del coefi-
ciente de similaridad de Gower [25] o la distancia
Euclideana adecuada de acuerdo al tipo de variables
intervinientes en el análisis. Posteriormente, se apli-
ca la descomposición espectral a fin de obtener la
matriz de coordenadas principales (obtenidas en el
EM), y con ella, estimar la ecuación de regresión y
los parámetros.
El EM es una técnica multivariada usada frecuen-
temente con fines descriptivos o de clasificación o
en ocasiones es empleada para disminuir la dimen-
sionalidad de un conjunto de datos. En este trabajo
es utilizada como estrategia para corregir el proble-
ma de multicolinealidad entre los predictores en el
análisis de regresión múltiple, donde el número de
regresores (coordenadas principales) puede en oca-
siones ser mayor al número de variables incluidas
en modelamiento, pues la selección de éstos depen-
derá del porcentaje de variabilidad explicada por las
coordenadas principales.
La metodología planteada es una alternativa que
permite corregir la multicolinealidad en los predic-
tores, garantizando la no pérdida de información al
incluir todas las variables de interés para el inves-
tigador. Además, se propone como herramienta de
análisis que oculta el efecto de las variables cuando
se realizan predicciones, de manera que al aplicar
el modelo, este no puede manipularse, puesto que
no se conoce con certeza cuál de las variables regre-
soras influye más sobre la variable respuesta. Por
ejemplo es aplicable en entidades bancarias o gu-
bernamentales cuando hay que tomar decisiones en
función de un sinnúmero de variables; el profesional
encargado de realizar los análisis no podrá identifi-
car cuáles son las variables que más influyen sobre
la variable respuesta, dando un parte de garantía a
las instituciones en la toma de la decisión adecuada.
Por otro lado, aunque una de las soluciones al pro-
blema de multicolinealidad es eliminar una o más
de las variables que ocasionan la colinealidad, en
muchas investigaciones prácticas el investigador no
desea eliminar alguna de las variables explicativas
ya que estima conveniente dejarlas todas en su aná-
lisis, inclusive no es de su interés describir con pre-
cisión la relación que hay entre las variables expli-
cativas y su variable respuesta; siendo para éste más
importante obtener una buena predicción sin perder
información. Por ello, un método de regresión co-
mo el basado en distancias o el EM, resulta ser una
muy buena alternativa para solucionar esta clase de
problemas, permitiéndole al investigador considerar
en su análisis toda la información disponible e inclu-
sive obteniendo mejores predicciones ya que puede
incluir más coordenadas que las variables explicati-
vas planteadas para la realización de un modelo de
regresión lineal múltiple.
Por lo tanto, esta metodología ofrece mejores pre-
dicciones, ya que se tienen más coordenadas que va-
riables explicativas, las cuales son multicolineales.
Además, debido a que en las variables objeto de aná-
lisis hay variables cualitativas, continuas o discretas;
otra ventaja de esta estrategia de análisis es que no
es necesario recurrir al uso de variables indicadoras
para ajustar la ecuación de regresión. No obstante,
cuando en un estudio se toman muestras de tamaño
muy grande se presenta una limitante o dificultad,
pues al estimar las coordenadas principales puede
tenerse tantas variables como individuos, esto gene-
raría modelos superparametrizados causando incon-
venientes en los procesos de estimación y en algu-
nas ocasiones no es posible realizarlos.
2. Consideraciones generales
El EM busca representar las proximidades de los
individuos en un espacio de dimensionalidad míni-
ma. El EM se originó a partir de los trabajos en coor-
denadas principales por [26] y que posteriormente,
[27] demostró que si se conocía la ordenación de las
distancias entre los puntos (individuos), existe un es-
pacio euclídeo que permite reproducir la ordenación
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original de los elementos. “En 1966, Gower propu-
so el método de análisis de coordenadas principales,
que puede considerarse un método métrico de esca-
lamiento multidimensional, y que evita resolver los
procesos iterativos de las técnicas no métricas” [28].
[29] aplicaron EM bidimensional, el coeficiente de
similitud de Gower y el ACP en el ordenamiento de
material genético, donde el EM permite adecuar no
sólo la ordenación sino también la clasificación de
las accesiones (variable de estudio). [30] aplicó EM
a variables mixtas usando coeficiente de similitud
de Gower [25].
El análisis de información basado en distancias es
ampliamente utilizado en técnicas de ACP, análisis
de conglomerados, análisis de coordenadas princi-
pales, análisis discriminante, estudios para analizar
proximidades y en regresión. Al respecto, [31] en
una investigación en hongos usó métodos multiva-
riados basados en distancias para estudiar el agrupa-
miento de aislamientos del Colletotrichum spp. en
función de características morfológicas y culturales
haciendo uso del coeficiente de similitud de Gower.
La aplicación de distancias en regresión es un mé-
todo planteado por [32]. [24] proponen el método
de RBD utilizando métricas para trabajar variables
regresoras cualitativas y continuas. Posteriormente,
[33] la emplearon en el modelamiento basado en dis-
tancias cuando las variables explicativas son mixtas
haciendo uso del coeficiente de similitud de Gower.
[34] la aplicaron a regresión en el caso lineal y no
lineal, donde la variable predictora es continua y las
variables independientes son de tipo mixto o conti-
nuo.
[35] aplicó la regresión basada en distancias en
regresión clásica, no lineal y en análisis discrimi-
nante. [36] propusieron una metodología para se-
leccionar los predictores en modelos de regresión.
[37] la aplicaron en el modelamiento de variables
aleatorias continuas y categóricas haciendo uso de
los modelos lineales generalizados espaciales mix-
tos. [38] abordaron el modelamiento de datos longi-
tudinales usando distancias. Igualmente, [39] propu-
sieron una metodología en regresión beta basada en
distancias donde las variables predictoras son mix-
tas y su aplicabilidad trabajada con información fal-
tante, sin tener que recurrir a imputar datos faltan-
tes.
La estrategia de análisis planteada, emplea la me-
todología seguida en EM, teniendo en cuenta la dis-
tancia de Gower aplicable a variables mixtas, pero
en situaciones donde haya otro tipo de variable, la
literatura especializada define las distancias respec-
tivas [35, 40], en la sesión 3 se citan algunas. El pro-
pósito inicial es obtener la matriz de coordenadas
principales (Z) trabajada por [41, 25] y en función
de ella ajustar la ecuación de regresión. Se parte de
los datos observados, luego se transforman tenien-
do en cuenta las distancia entre los individuos i e
i′ (d(i, i′)), a fin de hallar la matriz de coordenadas
principales. Posteriormente, a partir de ésta ajustar
el modelo, corrigiéndose los problemas de colinea-
lidad y además, involucrando cada una de las varia-
bles de interés para el investigador.
3. Metodología fundamentada en el escala-
miento multidimensional
La matriz de datos X de orden n× p dada en
(1), se conforma al observar p variables explica-
tivas asociadas a n individuos; puede darse el ca-
so en que las variables sean cuantitativas o cuali-
tativas o mixtas, teniéndose p1 variables continuas,
p2 variables dicotómicas y p3 variables categóricas
(p1+ p2+ p3 = p). A partir de la matriz de datos, se
define la matriz de distancias Dn×n, entonces el pro-
pósito es representar esta matriz mediante un con-
junto de variables ortogonales llamadas coordena-
das principales; de manera que las distancias sean
lo más próximas posibles a las distancias o disimila-
ridades de la matriz original,
X =
(
xt1,x
t
2, ...,x
t
i, ...,x
t
i′ , ...,x
t
n
) (1)
donde cada xti corresponde al i-ésimo vector fila de
la matriz X.
En la matriz D = (δii′) = (d(i, i′)), cada δii′ co-
rresponde a la distancia entre los individuos i y i′,
que satisface las siguientes propiedades: d(i, i′)∼= 0
si xi ∼= xi′ , y si además, d(i, i′)≤ d(i′,k)+d(k, i′) se
dice que la distancia es una métrica. Para el caso
de estudio, si las variables son mixtas, las distancias
se estimarán a través del coeficiente de similaridad
propuesto por [25] y se define:
sii′ =
∑p1k=1
(
1− |xik − xi
′k|
rk
)
+ c1ii′ +mii′
p1 +(p2− c0ii′)+ p3
(2)
donde c1ii′ número coincidencias de la forma (1,1) y
c0ii′ número de coincidencias (0,0), para las p2 varia-
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bles dicotómicas, mii′ es el número de coincidencias
para las p3 variables cualitativas y rk es el rango (o
distancia) para la k-ésima variable cuantitativa.
En el caso donde las p variables sean de tipo bi-
nario las similaridades entre dos individuos i e i′ se
definen a través de los índices:
sii′ =
c1ii′ + c0ii′
p
(Sokar-Michene) (3)
sii′ =
c1ii′
c1ii′ + c2ii′ + c3ii′
(Jaccard)
siendo c0ii′ , c1ii′ , c2ii′ y c3ii′ las frecuencias de (0,0),
(1,1), (1,0), y (0,1), respectivamente, verificándose
p = c0ii′ + c1ii′ + c2ii′ + c3ii′ .
Cuando las variables predictoras sean de tipo con-
tinuo, la distancia entre los individuos se halla a par-
tir de la distancia Euclídea, Mahalanobis, Manha-
tan, o valor absoluto, entre otras, de acuerdo a las
características de las variables (escalas de medición
o correlación).
δii′ =
√
p
∑
k=1
(xik − xi′k)2 (Euclídea) (4)
δii′ =
√
(xi−xi′)
t Σ−1 (xi−xi′) (Mahalanobis)
donde xi y xi′ son vectores asociados al i-ésimo e i′-
ésimo individuo, respectivamente y Σ la matriz de
varianzas y covarianzas.
El punto de partida de la estrategia de análisis pa-
ra remediar el problema de colinealidad es estimar
la matriz de distancias euclidiana D [25, 32, 42],
donde cada δii′ puede ser transformado a partir del
coeficiente de similaridad:
δii′ =
√
1− sii′ (5)
En general al conformar la matriz de similarida-
des, los elementos de su diagonal pueden ser sii′ 6= 1.
La transformación que permite pasar de similaridad
a distancia es:
δii′ =
√
sii + si′i′ +2sii′ (6)
Una vez estimado D, se define la matriz A =
−
1
2
D(2), donde cada aii′ = −
δ 2ii′
2
. Luego se proce-
de a aplicar doble centrado sobre A, se conforma
la matriz Bn×n simétrica y semidefinida positiva
[43, 44, 35, 45] puesto que ha sido construida sobre
una distancia Euclídea.
B =
(
I−
1
n
J
)
A
(
I−
1
n
J
)
(7)
donde J es la matriz de unos, I es la matriz identi-
dad y B es de rango m, (m≤ n−1). Como B ha sido
construida sobre una métrica Euclídea es posible ob-
tener su descomposición espectral:
B= LΛLt (8)
donde L es la matriz de vectores propios de B,
Λn×npena es la matriz diagonal de los valores propios
de B. Además, se verifica que B = ZZt y ZtZ = Λ.
Por conveniencia la matriz de valores propios se or-
denan en forma descendente λ1 ≥ λ2 ≥, ...,≥ λm ≥
0, y finalmente, se obtiene la matriz de coordenadas
principales:
Z =LΛ
1
2 (9)
Obteniendo la matriz de coordenadas principales, se
procede a plantear el modelo de regresión.
4. Planteamiento del modelo
Suponga que se tiene en general, un conjunto de
datos con p variables predictoras mixtas, (p1 conti-
nuas, p2 dicotómicas y p3 variables cualitativas con
más de dos estados) y la variable respuesta observa-
da de tipo continuo. El modelo de regresión clásico
expresado en términos de las p variables regresoras
corresponde:
yi = θ0 +
p
∑
j=1
θ jxi j + εi, i = 1,2, ...,n (10)
donde θ0 es el intercepto, θ1,θ2, ...,θp son los pa-
rámetros desconocidos asociados a las variables de
los datos originales y εi es el término del error
εi ∼N(0,σ 2ε ). Altenativamente, expresándolo matri-
cialmente, se tiene:
Y = Xθ + ε (11)
donde Yn×1 = (y1,y2, ...,yn)t , X = (1,x1,x2, ...,xp)
con 1 un vector de unos, θ = (θ0,θ1, ...,θp) y ε =
(ε1,ε2, ...,εn). Bajo condiciones de rango completo
de la matriz X, el vector de parámetros estimados
esta dado por ˆθ = (XtX)−1 XtY .
Al plantear la matriz de coordenadas principa-
les definida en (9), las columnas de la matriz Z,
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Z1,Z2, ..., m son las nuevas variables predictoras in-
terpretadas en términos de las coordenadas principa-
les (m = rango de B). El modelo de RBD se define
como:
yi = β0 +
m
∑
j=1
β jzi j +ξi (12)
donde β0 es el intercepto, β j es el coeficiente de
regresión para la i-ésima coordenada principal, zii′
denota el i′-ésimo valor de la coordenada principal
para el i-ésimo individuo y ξi es el termino del error,
ξi ∼ N(0,σ 2ξ ).
El modelo (12) matricialmente se expresa como:
Y = β01+Zβ +ξ (13)
donde Y n×1 es el vector de observaciones de la va-
riable dependiente, β m×1 es el vector de parámetros
desconocidos, Z de orden n×m en sus columnas se
encuentran las coordenadas principales, y ξ el vec-
tor de errores aleatorios que se distribuye N(0,σ 2ξ I).
Teniendo en cuenta que el número de coordena-
das puede ser muy grande, supóngase el tamaño ade-
cuado es tal que Z =
(
Z(q),Z(m−q)
)
, siendo q la di-
mensión sugerida para el modelo, las m− q colum-
nas restantes de Z se eliminan ya que sus valores
propios tienden a cero. Por lo tanto, el modelo de
RBD asociado es de la forma:
Y = β01+Z(q)β (q)+ξ (q) (14)
Debido a que Z(q) = (1,Z1,Z2, ...,Zq) son los vec-
tores propios de B con valores propios asociados
0,λ1,λ2, ...,λq, respectivamente, el criterio para se-
leccionar las coordenadas se presenta en la sección
4.1.
La estimación de los parámetros por mínimos
cuadrados para el modelo (14) de acuerdo a lo plan-
teado por [24] es:
ˆβ0 = ¯Y , ˆβ (q) =Λ−1(q)Y (15)
con Λ(q) = diag(λ1,λ2, ...,λq).
El coeficiente de determinación, para el modelo
(14) se obtiene mediante la siguiente expresión de
acuerdo a lo planteado por [24], [25] y [34]:
R2q =
q
∑
j=1
r2 (Y ,Z j) (16)
donde r2 (Y ,Z j) es el coeficiente de correlación sim-
ple entre Y y las variables predictoras en términos
de las coordenadas principales.
El modelo de regresión planteado en (12) y (13)
es el modelo completo, en éste se involucran cada
una de las columnas de Z teniendo en cuenta el ran-
go de B. Dado que la matriz de coordenadas princi-
pales es de orden n×m (m ≤ n− 1). Cuando n es
muy grande, el proceso de estimación de los pará-
metros se dificulta o en ocasiones no se puede rea-
lizar. Además, el coeficiente de determinación tien-
de a uno en presencia de muchos parámetros, sien-
do no necesariamente todos significativos, generan-
do inconvenientes ya que el número de coordenadas
principales (nuevas variables regresoras) puede ser
tan grande como n− 1 obteniéndose un modelo su-
perparametrizado. Para evitar este problema es ne-
cesario definir el número de coordenadas adecuado
para el análisis a fin de estimar (15).
4.1. Determinación de la dimensionalidad de
las coordenadas principales
Para seleccionar el número de coordenadas ade-
cuadas al modelo definido en la ecuación (13), [42]
cita que a partir de los q valores propios asociados
a las coordenadas escogidas, se debe medir el grado
de ajuste de las mq coordenadas, en términos del por-
centaje de la variabilidad explicada utilizando, por
ejemplo,
mq =
q
∑
i=1
λi
∑mi=1 |λi|
×100%, q = 1,2, ...,m (17)
Una segunda alternativa para seleccionar las co-
lumnas de la matriz de coordenadas principales es:
tomar las variables que estén más correlacionadas
con la variable respuesta [33], es decir r2(Y,Z1) >
r2(Y,Z2) > ... > r2(Y,Zm), donde el coeficiente de
correlación entre Y y j se define como:
r2(Y ,Z j) =
(Y tZ j)2
nλ jS2Y
, j = 1,2, ...,m (18)
donde S2Y es la varianza de la variable respuesta Y .
Una tercera opción para elegir las q primeras
coordenadas requiere realizar una partición de la
matriz Z:
Z =
(
Z(q),Z(m−q)
) (19)
   
Z
Z
Sara  Cristina Guerrero,  Oscar Orlando Melo 
✐
✐
“"TratamientoColinealidad Bis"” — 2017/5/9 — 15:05 — page 7 — #7 ✐
✐
✐
✐
✐
✐
15
donde Z(q) contiene las primeras columnas de Z aso-
ciados a los q primeros vectores propios de B orde-
nados respecto a sus valores propios. El objetivo es
construir la representación gráfica de la secuencia
de puntos de la forma (q,1−C(q)), C(q) se define
en la ecuación (20) y mide la predictibilidad de las
q dimensiones ponderadas por los correspondientes
valores propios.
C(0) = 0, C(q) =
∑qj=1 r2(Y ,Z j)λ j
∑mj=1 r2(Y ,Z j)λ j
(20)
donde m = rango(B) y λ j es el c-ésimo valor pro-
pio asociado a Z j con j = 1, ...,m. Por lo tanto, las
coordenadas Zq+1, ...,Zm deben ser eliminadas. Es-
te procedimiento se considera adecuado cuando n es
lo suficientemente grande (ver [33]).
C(q) mide la predictibilidad de las q primeras
coordenadas, la selección de las coordenadas se ha-
ce representando en una gráfica la secuencia de pun-
tos (q,1−C(q)) con q = 0,1, ...,m∗ < m donde m∗
es tal que 1−C(q) esté muy próxima 0, entonces
se descartaran los puntos que estén muy cercanos
al eje horizontal. Teniendo en cuenta el valor inicial
de C(0) = 0, interpretado como la falta de predicti-
bilidad, la dimensión de q es aceptada o rechazada
según si r2q o λq sean grandes o pequeños.
4.2. Verificación multicolinealidad
Los valores propios de la matriz tXX permiten
medir el grado de colinealidad de los datos. Si hay
una o más dependencias casi lineales, una o más raí-
ces características serán pequeñas o cercanas a cero,
entonces, uno o más vectores propios pequeños im-
plicarán dependencia entre las columnas de la ma-
triz (1). Al respecto puede inspeccionarse el número
de condición (IC):
IC = λmaxλmin
(21)
De acuerdo a [16, 46], sí IC < 100 no hay proble-
mas de multicolinealidad, valores de 100 < IC <
1000 implican multicolinealidad moderada a fuer-
te, y en caso que IC > 1000 es indicio de una fuer-
te multicolinealidad. Los índices de condición (IC j)
de la matriz XtX , se hallan a partir de la expresión
(22). Por cada índice de condición grande, cuando
IC j ≥ 1000, indica la cantidad de dependencias casi
lineales en XtX .
IC j =
λmax
λ j
, j = 1,2, ..., p (22)
Una segunda alternativa para detectar multicoli-
nealidad es utilizar el factor de inflación de la va-
rianza (FIV ), el cual cuantifica si para cada término
del modelo es confiable su estimación. De acuerdo a
[16] cuando FIV asume valores superiores a 5 o 10
indica que los coeficientes asociados a la ecuación
de regresión no están estimados de manera correcta,
debido a la presencia de multicolinealidad.
Una tercera alternativa para detectar la multico-
linealidad es inspeccionar la matriz de correlacio-
nes R = (X∗)tX∗, donde X∗ es la matriz de datos
estandarizada [42, 40], las componentes fuera de la
diagonal corresponden a los coeficientes de correla-
ción simple entre dos variables k y l. Si se observan
valores altos, hay dependencia lineal entre ellas, la
inspección de estos valores no permite cuantificar la
multicolinealidad.
4.3. Relación del modelo de RBD con el modelo
de regresión clásico
En el modelo de RBD (13) cuando las variables
regresoras son continuas es equivalente a la de regre-
sión clásica (11), bajo el modelo ortogonal centrado;
en este caso en la RBD la distancia Euclidiana es la
métrica usual para estimar la distancia entre los in-
dividuos i e i′, donde a su vez esta representa una
transformación lineal que convierte las variables en
coordenadas. De igual manera esta equivalencia se
mantiene para el caso en el que las variables predic-
toras sean cualitativas o mixtas si se selecciona la
medida de disimilaridad adecuada [24], [32], [33]
[42].
Si todas las variables explicativas dadas en (1), la
distancia Euclídea definida en (4) se puede expresar
como:
δ 2ii′ = ( i−xx i′)t (xi−xi′)
= xtixi +x
t
i′xi′ −2x
t
ixi′
La matriz D(2) = (δ 2ii′), entonces
A = (aii′) =−
1
2
(δ 2ii′)
=−
1
2
[
diag(XXt)1t +1(diag( XX t))t −2XXt
]
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donde diag(XXt) son vectores que contienen los tér-
minos de la diagonal de XXt . Por lo tanto haciendo
H =
(
I−
1
n
J
)
, la matriz B definida en (8) se puede
expresar como:
B = HAH= HXXtH = ZZt
porque diag(XXt)1tH = H1(diag(XXt))t = 0 ya
que las variables se han centrado en la media. Ade-
más, se ha realizado una transformación lineal que
origina unas nuevas variables ortogonales (coorde-
nadas principales), obteniéndose la equivalencia en-
tre la regresión clásica con el modelo ortogonal cen-
trado y la RBD.
Sin embargo, no es necesario considerar una dis-
tancia Euclidiana p-dimensional. Sea E el espacio
generado por las columnas de Z, donde Z son solu-
ciones del escalamiento multidimensional obtenidas
a partir de una distancia aplicada a los mismos da-
tos. Entonces tomando q > p, es decir las columnas
de Z más importantes, el modelo de RBD supera al
modelo de regresión clásica cuando (Y − ˆβ01) ∈ E .
Observe que esto siempre sucede cuando q = n−1
con q > p.
4.4. El efecto de la multicolinealidad sobre la
estimación de B y Z
Trabajar la regresión múltiple basada en EM ge-
nera nuevas variables llamadas coordenadas prin-
cipales, que por su construcción garantizan la no
multicolinealidad entre los predictores al originar-
se unas nuevas variables que son independientes e
incorrelacionadas.
El aplicar la metodología de EM origina que las
columnas (variables) de la matriz de coordenadas
principales 1,ZZ 2, ...,Zq sean ortogonales [42, 40],
entonces la multicolinealidad y la autocorrelación
se descartan [33].
Teniendo en cuenta la estructura de las coordena-
das principales presentada en la ecuación (9), el con-
junto de vectores {Z1,Z2, ...,Zq} son ortogonales,
por tal razón estos son linealmente independientes.
Además, se verifica que el producto punto entre dos
vectores cualesquiera es cero, es decir: ZtjZ j′ = 0.
Como se mencionó inicialmente el ACP es una
estrategia de análisis empleada para tratar el pro-
blema de multicolinealidad, el análisis de coordena-
das principales está muy relacionado con el ACP;
el objetivo de estas técnicas generalmente es redu-
cir la dimensionalidad de los datos. El ACP parte
de la matriz Xt , se hallan sus valores propios y
luego se proyectan para obtener los valores de las
componentes, se definen las matrices de covarian-
zas S= XtX/n y X
X
tX que puede interpretarse como
una matriz de similitud (covarianzas) entre los n ele-
mentos, estas matrices son cuadradas semidefinidas
positivas. Entonces las componentes principales son
idénticas a las coordenadas principales que se obtie-
nen directamente de la matriz XXt ; además, si se ga-
rantiza que la matriz de distancias es Euclídea, los
dos métodos conducirán al mismo resultado [42].
Se demuestra que los valores propios de la matriz
X Xt y la matriz XXt trabajada en coordenadas prin-
cipales, son los mismos. Se parte de la matriz de da-
tos originales expresión (1), donde las variables se
centran tanto en fila como en columna; de manera
que su media sea cero, las componentes principales
son los valores propios de la matriz XtX/n. Si v j es
un vector propio de XtX y λ j el valor propio asocia-
do a v j, entonces
XtXv j =λ jv j
XXtXv j =λ jXv j
donde Xv j es un vector propio de XtX con el mis-
mo valor propio λ j. Si n > p y la matriz XtX es de
rango completo, tendrá p valores no nulos que son
también los valores no nulos de XXt . Los vectores
propios de XXt son las proyecciones de la matriz X
sobre la dirección de los vectores propios de XtX.
Como uno de los objetivos de EM es lograr descri-
bir lo más cercanamente posible la matriz de datos
definida en (1) y además B se obtiene a partir de
B = ZZt ∼= XXt , al tenerse la equivalencia, las dos
técnicas logran describir lo más cercanamente posi-
ble la matriz de datos observados.
De acuerdo a la equivalencia entre las dos técni-
cas, en el caso de aplicación se comparará la meto-
dología planteada con el ACP, a fin de contrastar los
resultados obtenidos.
5. Regresión a partir de las componentes prin-
cipales
Considérese la matriz (1), conformada por p va-
riables mixtas observadas en n individuos, inicial-
mente se estandariza la matriz, para el caso de las
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variables dicotómicas se realiza teniendo en cuenta
la distribución binomial, donde la media de acuerdo
a lo planteado por [42] para una variable binaria es
la proporción de unos, P , y para las variables ca-
tegóricas multiestado se recurre a la distribución de
una variable multinomial, usando variables indica-
doras, en la cual para el i-ésimo nivel de la variable
X i, la media asociada es Pi.
Posteriormente, se procede a generar las compo-
nentes principales. Con la matriz de datos estanda-
rizados, X∗, se estima la matriz de correlación R,
que corresponde a la matriz de correlación de los
datos originales. R se descompone R = ( ∗)tΛ∗LL ∗,
sean λ ∗1 ,λ ∗2 , , ...,λ ∗p los valores propios asociados a
la matriz de correlación y Λ∗ la matriz diagonal de
valores propios y L∗ la matriz ortogonal de vectores
propios, donde se verifica L∗( ∗)t = I.
Se genera la matriz Z∗n×p = X∗L
L
∗ que contie-
ne las componentes principales y cada una de las
columnas de Z∗ define el nuevo conjunto de va-
riables predictoras ortogonales, donde (Z∗)tZ∗ =
(L∗)t(X∗)tX∗L∗.
El objetivo de este tipo de modelamiento es en-
contrar unas nuevas variables regresoras, compo-
nentes principales, a partir de la matriz de observa-
ciones donde los datos iniciales se transforman en
otras variables independientes e incorrelacionadas;
con ellas se ajusta la ecuación de regresión y se re-
escribe el modelo de regresión clásico (11) en tér-
minos de las componentes (la forma canónica del
modelo):
Y = Z∗α + ε (23)
donde α = ∗L θ es el vector de parámetros asocia-
do a las p componentes principales, (X∗L∗)tX∗L∗ =
(Z∗)tZ∗ = Λ∗ y ε es el error.
De manera similar que en el EM, se seleccionan
las q∗ primeras componentes, como estas fueron ge-
neradas a partir de la matriz de correlaciones, se se-
leccionan las que presenten un valor propio mayor
a 1, o decidir en función del porcentaje de variabi-
lidad explicada satisfactorio al analista o en su de-
fecto emplear la expresión (17), la cual permite se-
leccionar las q∗ primeras componentes principales.
El vector de parámetros asociado a las componentes
principales retenidas, teniendo en cuenta el modelo
definido en la expresión (23) se estima como:
αˆq∗ =
(
(Z∗q∗)
tZ∗q∗
)−1
(Z∗q∗)
tY = (Λ∗q∗)−1(Z∗q∗)tY
6. Simulación
La propuesta de simulación se plantea en dos es-
cenarios, inicialmente un conjunto de datos donde
se garantiza el cumplimiento de cada uno de los su-
puestos necesarios para realizar una regresión clási-
ca (S1) y el segundo donde las variables regresoras
presentan multicolinealidad (S2) los demás reque-
rimientos para ajustar una regresión se garantizan.
En el escenario S1 los datos se generan a partir de
la ecuación de regresión clásica con tres variables
cuantitativas X1, X2 y X3, una variable cualitativa
X4 con dos categorías D1 y D2. A fin de garantizar
el cumplimiento de los premisas, los errores fueron
creados bajo una distribución normal con media ce-
ro y desviación estándar equivalente a 2.
Las variables X1 y X2 se generaron bajo una
distribución uniforme (U ) donde X1 ∼ Un[0,10] y
X2 ∼Un[10,15], respectivamente, X3 se generó ba-
jo una distribución binomial con parámetros n y
la probabilidad P = 0.4. Para la variable categó-
rica X4 con distribución multinomial (MN), donde
X4 ∼MN (n,P = 0.4,0.35,0.25). El modelo sobre
el cual se generan los datos corresponde: yi = 3−
1.2xi1 + 1.5xi2 + 2.3xi3 + 2.7Di1 + 4Di2, i = 1, ...,n,
a partir de esta ecuación se crean los valores de
la variable respuesta para los tamaños de muestra
n = 50,100,500,1000, y a su vez para cada tamaño
de muestra, se realizaron m = 50,100,150,200 si-
mulaciones con el propósito de verificar las estima-
ciones obtenidas en el proceso de simulación, y ade-
más se espera que al aumentar el tamaño de muestra
las estimaciones tiendan a tomar el valor de los pará-
metros definidos inicialmente. Se garantizó el cum-
plimiento de los supuestos (normalidad y homoce-
dásticidad) necesarios para realizar una análisis de
regresión.
Posteriormente, se crea el escenario S2, donde se
introduce la colinealidad a partir del modelo x1 =
−2+1.5x2 agregando un ruido con distribución nor-
mal con media 0 y varianza 0.1, en este escenario
también se valido el cumplimiento de los supuestos
necesarios para ajustar la regresión.
Una vez realizadas las simulaciones, se evaluó la
multicolinealidad mediante los valores propios de
la matriz (X∗)tX∗ en los dos escenarios propues-
tos. En S2 los correspondientes valores asociados
fueron: λ1 = 3893.63, λ2 = 2364.42, λ3 = 1243.93,
λ4 = 95.97 y λ5 = 0.038, evidenciándose la presen-
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Tabla 1. FIV en los escenarios S1 y S2 para los tamaños de muestra n = 50,100,500,1000.
Escenario S1 Escenario S2
Tamaño de muestra Tamaño de muestra
Variables 50 100 500 1000 50 100 500 1000
x1 1.00 1.00 1.00 1.00 635.78 611.01 446.85 502.26
x2 1.03 1.00 1.00 1.01 635.78 610.56 446.82 502.31
x3 1.01 1.01 1.01 1.01 1.23 1.02 1.01 1.01
D1 1.48 1.70 1.70 1.52 1.34 1.49 1.71 1.52
D2 1.46 1.71 1.71 1.52 1.36 1.46 1.71 1.52
cia de un valor propio tendiente a cero, indicando la
presencia de multicolinealidad. Así mismo, se esti-
maron los FIV presentados en la Tabla 1. En el caso
S1, no hubo colinealidad en los predictores, en tan-
to que para S2 los FIV asumen valores muy grandes
confirmando con ello la dependencia entre las varia-
bles regresoras.
El proceso de simulación realizado se corrió pa-
ra cada uno de los tamaños de muestra estipulados
anteriormente, pero a su vez en cada uno de ellos se
realizó el proceso de simulación m veces. A fin de
comparar los ajustes de cada uno de los modelos ob-
tenidos se estiman los valores de: R2a jus, BIC, AIC y
logLik, y se promediaron dichos resultados en las m
simulaciones, sobre estos resultados se fundamenta
el análisis en cada uno de los casos presentados.
Al ajustar la regresión sobre las coordenadas prin-
cipales en S1 y S2 se consideran las siguientes situa-
ciones: tomar menos coordenadas principales que
variables, (q = 3 y q = 4), la segunda igual número
de coordenadas principales que variables (q = 5) y
la tercera situación, tomar más coordenadas princi-
pales que variables (q = 6 y q = 10). Los resultados
obtenidos se comparan con la regresión basada en
componentes principales y con la regresión clásica,
donde esta última es el referente para comparar los
ajustes.
Para el análisis de los resultados se tendrá presen-
te las siguientes consideraciones: al ajustar la regre-
sión sobre las coordenadas principales, se evidenció
en la mayoría de los casos simulados que cuatro de
las coordenadas involucradas en el análisis son sig-
nificativas, en otros casos 3 o 5, pero que no nece-
sariamente recaía la significancia sobre las primeras
coordenadas seleccionadas, razón por la cual al ha-
ber elegido pocas coordenadas, en particular en el
caso q = 3 se obtuvo algunos ajustes muy bajos. Al
comparar las corridas obtenidas en las componentes
y las coordenadas, el número de coordenadas esti-
madas corresponde al número de observaciones in-
cluidas, mientras que en las componentes el núme-
ro es equivalente al número de variables contenidas.
Además en los dos escenarios de simulación se ve-
rificó el cumplimento del supuesto de normalidad a
través de la prueba Shapiro Wilk y en cada uno de
los casos, los valores p fueron cercanos a uno. Adi-
cionalmente, dentro de la premisas tenidas en cuen-
ta para el escenario de simulación se garantizó que
los errores se distribuyesen normal con un valor fijo
de la media y varianza constante como se mencionó
anteriormente.
En la Tabla 2 se muestran los resultados obteni-
dos al correr la regresión múltiple sobre las coor-
denadas principales, para los diferentes tamaños de
muestra (n), al seleccionar las tres primeras coorde-
nadas (q = 3) se evidencia que el porcentaje de va-
riabilidad que explica la regresión es muy bajo, pe-
ro al aumentar q son parecidos a los obtenidos en
la regresión clásica (ver Tabla 3). En los diferentes
tamaños de muestra se evidencia que los mejores
ajustes se tienen cuando q = 5,6 y 10; los valores
del R2a jus en S1 están cercanos al 87%, mientras que
en S2 son próximos al 70%. En general, el porcen-
taje de variabilidad explicado por el R2a jus es mejor
a medida que se involucran más coordenadas, sien-
do mejores cuando se seleccionan 5 y 6 coordena-
das, debido a que en la mayoría de los casos en ca-
da una estas regresiones simuladas están contenidas
las coordenadas donde la mayoría de ellas fueron
significativas. En q = 10 no ocurre lo mismo pues
se han agregado variables donde no todas necesa-
riamente son influyentes sobre la variable respuesta.
En cuanto a los valores más bajos en el AIC y el
BIC, generan también buenos ajustes, para q = 4,5
y 6 coordenadas elegidas, además, los diferentes es-
tadísticos para evaluar el ajuste al compararlos con
los valores en la regresión clásica son similares (ver
Tabla 3).
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Tabla 2. Promedio de las m simulaciones de R2a jus, AIC, BIC y logLik, utilizando regresión por coordenadas principales en
los escenarios S1 y S2 con n = 50,100,500,1000.
S1 S2
n q R2a jus AIC BIC logLik R2a jus AIC BIC logLik
3 42.53% 291.97 301.53 -140.99 18.77% 263.02 272.58 -126.51
4 66.30% 265.88 277.35 -126.94 67.63% 217.15 228.62 -102.57
50 5 86.96% 218.61 231.99 -102.30 67.78% 217.79 231.17 -101.89
6 87.00% 219.28 234.58 -101.64 67.75% 218.65 233.94 -101.32
10 87.37% 220.85 243.79 -98.42 67.56% 221.93 244.87 -98.96
3 29.11% 598.85 611.88 -294.43 49.38% 479.28 492.30 -234.64
4 77.31% 483.59 499.22 -235.80 69.96% 427.81 444.10 -207.66
100 5 86.02% 437.39 455.63 -211.70 69.98% 428.43 446.66 -207.21
6 86.16% 437.28 458.12 -210.64 69.97% 429.40 450.24 -206.70
10 86.98% 434.73 466.00 -205.37 70.00% 432.89 464.16 -204.45
3 37.52% 2903.04 2924.12 -1446.52 65.41% 2199.32 2220.39 -1094.66
4 73.48% 2475.10 2500.38 -1231.55 70.47% 2121.04 2146.33 -1054.52
500 5 86.11% 2152.46 2181.96 -1069.23 70.66% 2118.93 2148.43 -1052.47
6 86.13% 2152.74 2186.45 -1068.37 70.68% 2119.58 2153.30 -1051.79
10 86.86% 2129.60 2180.18 -1052.80 70.69% 2123.31 2173.88 -1049.65
3 35.75% 5823.90 5848.44 -2906.95 62.27% 4448.20 4472.74 -2219.10
4 80.17% 4648.47 4677.92 -2318.24 69.52% 4235.58 4265.03 -2111.79
1000 5 86.15% 4290.46 4324.81 -2138.23 69.56% 4235.56 4269.91 -2110.78
6 86.15% 4291.50 4330.77 -2137.75 69.59% 4235.44 4274.70 -2109.72
10 86.79% 4248.34 4307.23 -2112.17 69.59% 4239.45 4298.34 -2107.72
Tabla 3. Promedio de las m simulaciones de R2a jus, AIC, BIC y logLik, utilizando regresión clásica en los escenarios S1 y
S2 con n = 50,100,500,1000.
S1 S2
n R2a jus AIC BIC logLik R2a jus AIC BIC logLik
50 87.44% 216.70 230.08 -101.35 67.85% 217.69 231.07 -101.84
100 87.06% 429.63 447.87 -207.82 70.10% 428.05 446.28 -207.02
500 86.96% 2120.64 2150.15 -1053.32 70.76% 2117.07 2146.57 -1051.54
1000 86.92% 4233.11 4267.47 -2109.56 69.68% 4231.29 4265.65 -2108.65
Cuando n = 100 en el escenario S2, comparando
los diferentes valores obtenidos en la regresión so-
bre las coordenadas (Tabla 2) al seleccionar q = 4,5
y 6 son similares a las estimaciones mostradas en la
regresión clásica, ver Tabla 3. De igual manera, ocu-
rre para los tamaños de muestra 500 y 1000. Se eva-
luó el FIV y se observó que la regresión basada en
EM subsana el problema de multicolinealidad, ade-
más, en el análisis se incluyeron cada una de las va-
riables planteadas. Asimismo, se evidenció la impo-
sibilidad de identificar cuáles son las variables que
más influyen sobre la respuesta. Esto último puede
ser muy bueno ya que no pierde representatividad
en cuanto al ajuste del modelo y ayuda a que éste
no se pueda manipular por personas externas.
En la Tabla 4 se muestra la regresión sobre las
componentes principales, en los escenarios S1 y S2.
De acuerdo a los valores de los R2a jus, BIC, AIC y
logLik, los ajustes son mejores a medida que aumen-
ta el número de componentes. Teniendo en cuenta
que el número máximo de componentes estimadas
en el ACP depende del número de variables inclui-
das en el análisis, cuando q∗ = 5 (número total de
componentes) los ajustes son iguales a la regresión
clásica. En todo el proceso de simulación realiza-
do se observó que por lo general tres componentes
eran significativas; sin embargo, se incluyeron las
tres primeras, las cuales no necesariamente son to-
das significativas, y al igual que las coordenadas,
pueden quedar algunas variables no tan importantes
en su relación con la variable respuesta.
Al comparar la regresión en componentes con
coordenadas principales, teniendo en cuenta el caso
donde q = q∗ = 3 en las Tablas 2 y 4 para el esce-
nario S2, los valores AIC y BIC en las componentes
principales son más bajos que los valores obtenidos
en las coordenadas principales para cualquier tama-
ño de muestra simulados. Sin embargo, en el esce-
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Tabla 4. Promedio de las m simulaciones de R2a jus, AIC, BIC y logLik, utilizando regresión en componentes principales en
los escenarios S1 y S2 con n = 50,100,500,1000.
S1 S2
n q∗ R2a jus AIC BIC logLik R2a jus AIC BIC logLik
50 3 35.78% 297.58 307.14 -143.79 65.86% 218.94 228.50 -104.47
5 87.44% 216.70 230.08 -101.35 67.85% 217.69 231.07 -101.84
100 3 29.58% 598.18 611.20 -294.09 68.65% 430.92 443.94 -210.46
5 87.06% 429.63 447.87 -207.82 70.10% 428.05 446.28 -207.02
500 3 33.40% 2934.97 2956.04 -1462.48 69.38% 2138.25 2159.32 -1064.12
5 86.96% 2120.64 2150.15 -1053.32 70.76% 2117.07 2146.57 -1051.54
1000 3 31.91% 5882.01 5906.55 -2936.00 68.18% 4277.74 4302.28 -2133.87
5 86.92% 4233.11 4267.47 -2109.56 69.68% 4231.29 4265.65 -2108.65
nario S1 para q = q∗ = 3, sucede lo contrario, es
decir que las coordenadas principales funcionan de
manera mas apropiada que las componentes princi-
pales. En general, los valores del BIC y el AIC son
mas bajos en las coordenadas que en las componen-
tes para el escenario S1, mientras que, en el escena-
rio S2 las componentes tienen valores de AIC y BIC
mas bajos que en coordenadas principales. Las dos
metodologías son similares y a su vez, los diferentes
valores de ajuste son parecidos a los obtenidos en la
regresión clásica.
Al aumentar el número de coordenadas en el mo-
delo, q = 4,5,6,10 las estimaciones obtenidas tien-
den a ser parecidas a las componentes. Cuando n es
más grande los ajustes mejoran y tienden a estabili-
zarse (ver Tablas 2, 3 y 4). Al aplicar la regresión ba-
sada en coordenadas y componentes principales las
dos metodologías corrigen el incumplimiento del su-
puesto de multicolinealidad. Es de resaltar aquí que
si se toman todas las coordenadas y componentes
significativas, se obtiene un ajuste igual o superior
(caso de coordenadas principales) que el modelo de
regresión lineal clásico, haciendo de la regresión en
coordenadas principales una muy buena alternativa
para el manejo de la colinealidad e inclusive en el
caso de no colinealidad entre variables predictoras.
7. Ejemplos de aplicación
En esta sección se ilustra la aplicación de la me-
todología basada en EM, a dos conjuntos de da-
tos planteados en [46], los cuales fueron analizados
aplicando regresión múltiple. Los resultados obte-
nidos son comparados con la regresión clásica y la
regresión con componentes principales.
7.1. Ejemplo 1. Variables regresoras mixtas
Los pesos de 13 pavos fueron medidos en libras
(y), el objetivo es relacionar estos con la edad de
los pavos medida en semanas y una variable que
indica el lugar donde fueron criados (Georgia, Vir-
ginia y Wisconsin), la cual en el análisis de regre-
sión clásica se dicotomiza con las categorías D1 y
D2 [46]. Se generó en los datos una variable coli-
neal (xc) a partir de la edad de los pavos mediante la
expresión
√
3x/2, se estimó la matriz de distancias
por medio del coeficiente de similitud de Gower, ha-
ciendo uso de la función daisy implementada en la
librer´ia cluster del paquete estadístico R [48]; a fin
de obtener la matriz B y sus valores propios. Se se-
lecciona q = 7 coordenadas principales teniendo en
cuenta que el porcentaje de ajuste (mq) definido en
(17) fue del 97.4%, y para la regresión basada en
componentes principales, se elige q∗= 3 componen-
tes, m∗q = 99.99%.
Se evaluaron las premisas necesarias para ajustar
la regresión clásica, a los datos originales plantea-
dos por el autor, a través de la prueba de Shapiro-
Wilk (p valor=0.862 ) se constató que los datos sa-
tisfacen este requisito, así mismo se analizaron los
residuales evidenciándose que son homocedásticos
e independientes (Durbin−Watson de 1.9), garanti-
zándose el cumplimiento de los supuestos. En la Ta-
bla 5, se muestran los resultados obtenidos al aplicar
la regresión clásica a los datos originales, luego se
involucró la variable colineal xc, se halló el FIV ha-
ciendo uso de la librer´ia car del paquete estadístico
R [48], verificándose la presencia de multicolinea-
lidad entre las variables regresoras. Así mismo se
presentan los modelos ajustados en cada una de la
regresiones, comparando la regresión sobre las com-
ponentes y coordenadas principales. En la regresión
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Tabla 5. Ejemplo 1. Estadísticos de bondad de ajuste BIC, AIC, logLik y R2a jus, y los respectivos modelos basados en
regresión clásica, coordenadas y componentes principales.
Regresión
Clásica sin colinealidad Coordenadas Componentes
BIC 16.16 17.08 17.22
AIC 12.77 13.69 14.96
logLik -0.38 -0.84 -3.48
R2a jus 96.93% 96.70% 96.04%
Modelo y = θ0 +θ1x1 +θ3D1 +θ4D2 + ε y = β0 +β1z1 +β2z2 +β3z3 +β5z5 + ε y = α0 +α1z∗1 +α3z∗3 +e
Variable x1 D1 D2 xc
FIV 195.27 1.48 1.37 196.60
basada en la metodología propuesta utilizando EM,
se observa un buen ajuste de acuerdo a los valores
del BIC, AIC, logLik y R2a jus. Este ajuste es muy cer-
cano a los obtenidos en la regresión clásica cuando
las variables no fueron contaminadas con el efecto
de la multicolinealidad, reflejando confiabilidad en
las estimaciones realizadas en la metodología basa-
da en el EM. También se resalta que las estimacio-
nes fueron muy parecidas a las obtenidas en la re-
gresión basada sobre las componentes principales.
7.2. Ejemplo 2. Variables regresoras continuas
En una planta de agua un ingeniero de control es
responsable de reducir los costos de una producción
[46]. Debido a que uno de los factores más costoso
es la cantidad de agua usada en las instalaciones ca-
da mes, decide estudiar su consumo y las variables,
x1 temperatura mensual promedio, x2 la producción
promedio medida en libras, x3 el número de días de
funcionamiento de la planta en el mes, x4 el núme-
ro de personas en la nómina, x5 números aleatorios,
esta variable la incluyó el experimentador debido a
que era escéptico con los resultados obtenidos en
el análisis de regresión (x5 variable reportada en el
ejemplo [46]) y la variable dependiente consumo de
agua mensual (galones).
En los datos se observó multicolinealidad mode-
rada entre las variables regresoras. Se verificaron
los supuestos necesarios para el análisis, la prueba
de Shapiro−Wilk (p Valor = 0.537) confirma el
cumplimiento del supuesto de normalidad, a través
del análisis de la gráfica de los residuales se eviden-
ció que son independientes (Durbin−Watson=2.5)
e incumplió el supuesto de homocedásticidad; razón
por la cual se transformó la variable respuesta por el
método Box−Cox (yλ ) [16],[47] implementada en
el paquete estadístico R [48] en la librer´ia MASS y
con un valor de λ =−2 se ajustó la regresión clási-
ca, sobre coordenadas y componentes principales.
La matriz D se estima a partir de la distancia
de Mahalanobis puesto que las variables regresoras
son cuantitativas, con escalas de medición diferen-
tes y además están correlacionadas. Posteriormente,
se hallaron las coordenadas principales, se seleccio-
nó q = 5 teniendo en cuenta el valor de mq, el por-
centaje de ajuste es del 80%.Por lo tanto, se decide
tomar las cinco primeras coordenadas.
Inicialmente se corre la regresión clásica sin
transformar la variable respuesta, se evidenció mul-
ticolinealidad moderada entre las variables, los va-
lores FIV se presentan en la Tabla 6. Posteriormen-
te se transformó la variable respuesta y se realizó
el ajuste mediante la regresión clásica. Al realizar
la regresión sobre las coordenadas y las componen-
tes principales se logra corregir la multicolinelali-
dad moderada entre las variables. Teniendo en cuen-
ta que los valores del AIC = −565.29 y BIC =
−561.12 son los más pequeños, logLik = 287.64 co-
rresponde al valor más grande y el R2a jus = 65.80%,
el modelo ajustado con la metodología propuesta
usando EM es más apropiado, logrando superar el
ajuste con respecto a la regresión clásica y la basa-
da en Componentes.
8. Conclusiones
La aplicación de la regresión basada en la meto-
dología seguida en el escalamiento multidimensio-
nal es una estrategia alternativa de análisis que co-
rrige el problema de multicolinealidad entre las va-
riables regresoras.
Teniendo en cuenta los escenarios de simulación
generados, la regresión trabajada a partir del es-
calamiento multidimensional presenta predicciones
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Tabla 6. Ejemplo 2. Estadísticos de bondad de ajuste BIC, AIC, logLik y R2a jus y los respectivos modelos basados en
regresión clásica, coordenadas y componentes principales.
Regresión
Clásica transformando y Coordenadas Componentes
BIC -557.4971 -561.12 -560.94
AIC -563.3296 -565.29 -565.10
logLik 288.6648 287.64 287.55
R2a jus 64.15% 65.80% 65.42%
Modelo y−2 = θ0 +∑5j=1 θ jx j + ε y−2 = β0 +β1z1 +β2z2 +β5z5 + ε y−2 = α0 +α1z∗1 +α4z∗4 +α5z∗5 +e
Variable x1 x2 x3 x4 x5
FIV 1.26 6.70 1.27 6.74 1.05
muy similares a las obtenidas en la regresión basada
en componentes principales, además, se evidenció
que a medida que se incrementaban el número de
coordenadas y componentes en el análisis, los ajus-
tes en los modelos corridos fueron muy cercanas a
la regresión clásica donde las variables no habían
sido contaminadas con la colinealidad, esto garanti-
za que la metodología describe de manera adecuada
los datos observados aún en presencia de multicoli-
nealidad.
En los casos de aplicación se constató que la re-
gresión sobre las coordenadas principales presentó
mejor ajuste con respecto a la regresión clásica y la
regresión basada en las componentes principales.
La regresión basada en el escalamiento multidi-
mensional, al transformar las variables en coordena-
das principales, es una estrategia que oculta el efec-
to de las variables, puesto que el analista no podrá
identificar cuáles de las variables observadas son las
que realmente influyen sobre la variable respuesta.
En este sentido, no es evidente para el investigador
influenciar la respuesta puesto que no logra identifi-
car cuál de las variables presenta mayor peso en el
modelamiento.
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