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1. Introduction
One of the most important problems in the theory of differential equations, classical or fractional ones, is that of local
existence. This consists in checkingwhether or not, for each initial datum, the Cauchyproblemattached to a givendifferential
equation has at least one solution. The first meaningful local existence result is due to Cauchy and refers to the case in which
K = D, f : I×K → Rn is a C1-function, D is the domain of f i.e. a nonempty and open subset D ⊆ Rn, I is an open interval in
R and K is a nonempty subset inRn. This was extended by Lipschitz to the class of all functions f satisfying the homonymous
condition, and by Peano [1] to general continuous functions. But there are also situations in which instead of a domain D
one has to consider a set K ≠ D and the state x of a certain system must evolve within a given closed subset K in Rn. These
considerations lead to the concept of viability of a set K with respect to a given function f . Our motivation for considering
these kind of problems for fractional differential equations was the value of viability theory. As the author in [2], the most
important book on classical viability theory, says: viability theory is a mathematical theory that offers mathematical metaphors
of evolution of macrosystems arising in biology, economics, cognitive sciences, games, and similar areas, as well as in nonlinear
systems of control theory.
In 1942, Nagumo [3] formulated a necessary and sufficient condition for viability, namely, condition under which all
trajectories of a vector field starting at points of a closed set K (constraint set) stay in this set. In the original result of Nagumo
and in its later generalizations (see for example [4–8]), the tangent cone to the set K was used to express the conditions of
viability. In this paper,we also use the concept of contingent cone to formulate a necessary condition of viability for fractional
equations with the Riemann–Liouville derivative. In our previous work [9], we gave a sufficient condition for a fractional
system to be viable with respect to a closed set K but we modified the definition of the contingent cone and got the cone
that met our demands.
Our main idea uses the concept of initialization process, that can be found more exactly in papers [10–12]. Thanks to
some modifications of the tangency point, we are able to use the classical definition of the contingent cone as a tool in
necessary condition of viability in the present work.
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We do not prove a sufficient condition of viability in the paper. In our opinion, to get a sufficient condition one needs
to follow the construction of the ε-solutions similar to the one presented by the authors in [9]. However, in the case of
a modified initial value problem with the Riemann–Liouville derivative, that is considered here, it demands additional
research to be done in a separate paper.
2. Preliminaries
In this section, we make a review of notations, definitions, and some preliminary facts which are useful for the paper.
We recall definitions of fractional integrals of arbitrary order, the Riemann–Liouville derivative of order q ∈ (0, 1), and a
description of special functions in the fractional calculus.
Definition 1 ([13–15]). Let ϕ ∈ L1 ([0, t1],R). The integral
(Iq0+ϕ)(t) =
1
Γ (q)
∫ t
0
ϕ(s)(t − s)q−1ds, t > 0,
where Γ is the gamma function and q > 0, is called, the left-sided fractional integral of order q. Additionally, we define
I00+ := I (identity operator).
Remark 2 ([16]).Wewrite Iq0+ = Iq and then (Iqf )(t) = (f ∗ ϕq)(t), where ϕq(t) = t
q−1
Γ (q) for t > 0, ϕq(t) = 0 for t ≤ 0, and
ϕq → δ(t) as q → 0, with δ the delta Dirac pseudo function.
Moreover, fractional integration has the following property
Iq0+(I
p
0+ϕ) = Iq+p0+ ϕ, q ≥ 0, p ≥ 0. (1)
The best well known fractional derivatives are the Riemann–Liouville and the Caputo ones.
Definition 3 ([13,14]). Let ϕ be defined on the interval [0, t1]. The left-sided Riemann–Liouville derivative of order q and the
lower limit 0 is defined through the following:
(Dq0+ϕ)(t) =
1
Γ (n− q)

d
dt
n ∫ t
0
ϕ(s)(t − s)n−q−1ds,
where n is a natural number satisfying n = [q] + 1 with [q] denoting the integer part of q.
Remark 4. If q ∈ (0, 1), then the left-sided Riemann–Liouville fractional derivative of order q becomes
(Dq0+ϕ)(t) =
1
Γ (1− q)
d
dt
∫ t
0
ϕ(s)(t − s)−qds = d
dt

I1−q0+ ϕ

(t)

.
From [13, Theorem 2.4], we have the following properties.
Proposition 5. If q > 0, then (Dq0+(I
q
0+ϕ))(t) = ϕ(t) for any ϕ ∈ L1(0, t1), while
Iq0+(D
q
0+ϕ)

(t) = ϕ(t)
is satisfied for ϕ ∈ Iq0+(L1(0, t1)) with
Iq0+(L1(0, t1)) = {ϕ(t) : ϕ(t) =

Iq0+ψ

(t), ψ ∈ L1(0, t1)}.
However,
Iq0+(D
q
0+ϕ)

(t) = ϕ(t)−
n−1
k=0
tq−k−1
Γ (q− k)

In−q0+ ϕ

(t) |t=0 .
In particular, for q ∈ (0, 1] we have
Iq0+(D
q
0+ϕ)

(t) = ϕ(t)− t
q−1
Γ (q)

I1−q0+ ϕ

(t) |t=0 .
The following formulas are useful:
Iq0+t
p = Γ (p+ 1)
Γ (p+ q+ 1) t
p+qand Dq0+t
p = Γ (p+ 1)
Γ (p− q+ 1) t
p−q.
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3. The initialization problem
Let us consider the fractional differential equation
(Dq0+x)(t) = f (t, x(t)), 0 < q < 1, ∈ (t0, T ], t0 > 0, (2)
satisfying the boundary inner condition
x(t0) = x0 ∈ Rn. (3)
The name ‘‘inner’’ means that we start in the inner part of the interval (0, T ). The condition is for time t0 and given later than
the starting point of the derivative. A similar technique has been recently used with success in the context of the fractional
calculus of variations, where a new type of variational functional with the lower bound of the integral greater than the lower
bound of the fractional derivative is considered [17].
After [13], we know the form of the Volterra fractional integral for q ∈ (0, 1)
x(t) = Iq0+f (s, x(s)) (t)+  t0t
1−q 
x0 −

Iq0+f (s, x(s))

(t0)

. (4)
Indeed, calculating the value (Dq0+x)(t) for x given by (4), we get f (t, x(t)). Now we also need (I
1−q
0+ x)(t), particularly for
t = t0 > 0. Using the fractional integral I1−q0+ for both sides of (4) and applying formula (1), we get
(I1−q0+ x)(t) =

I10+f (s, x(s))

(t)
+

I1−q0+

t0
s
1−q
(t)

x0 −

Iq0+f (s, x(s))

(t0)

. (5)
Moreover as

I1−q0+
 t0
s
1−q
(t) = t1−q0 Γ (q)Γ (1−q+q) tq+1−q−1 = Γ (q)t1−q0 , then from (5) we have that
m(t0, t) := (I1−q0+ x)(t) =
∫ t
0
f (s, x(s))ds+ Γ (q)t1−q0

x0 −

Iq0+f (s, x(s))

(t0)

. (6)
And ddtm(t0, t) = f (t, x(t)), ddtm(t0, t)|t=t0 =

Dq0+x

(t0) = f (t0, x(t0)). Now our goal is to use the valuem0 := m(t0, t0) =
(I1−q0+ x)(t0). As in fact we start only from t0, we assume that x(t) = x0 = const. for t ∈ [0, t0]. But to receive the constant
solution x(t) = x0 for t ∈ (0, t0], we need to have a special form of function f . Let us consider a new inner value problem
(Dq0+x)(t) =f (t, x(t)), 0 < q < 1, t ∈ (t0, T ], t0 > 0, (7)
satisfying the inner condition
x(t0) = x0 ∈ Rn, (8)
where
f (t, x(t)) = f (t0, x0), t ∈ (0, t0)f (t, x(t)), t ≥ t0. (9)
Functionf is still continuous if f is continuous. Let us denote byx(·), the solution of the inner value problem (7)–(8). And
respectively bym(t0, t) := I1−q0+ x (t). For t ∈ (0, t0], we have the formula of the solution:
x(t) = t
q
Γ (q+ 1) f (t0, x0)+ at
q−1,
where a = x0t1−q0 − t
2−q
0 f (t0,x0)
Γ (q+1) . Then indeed (D
q
0+x)(t) = f (t0, x0) and x(t0) = x0. From (6) and (9), we have the equality
condition form(t0, t0):
m(t0, t0) = t0f (t0, x0)+ Γ (q)t1−q0 x0 − Γ (q)t1−q0 f (t0, x0) tq0Γ (q+ 1)
= t0f (t0, x0)+ Γ (q)t1−q0 x0 −
t0f (t0, x0)
q
.
Hence
m(t0, t0) = (q− 1)t0q f (t0, x0)+ Γ (q)t1−q0 x0.
Observe that we have limt0→0+m(t0, t0) = 0, limq→1m(t0, t0) = x0. The steps presented for the new functionf are useful
if we really need to know the value ofm0.
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Proposition 6. Let f be bounded on [0, T ]. For any ε > 0, there is 0 < t0 < T such that
‖m(t0, t)−m(t0, t)‖ ≤ ε, t ∈ [t0, T ].
Proof. Let us take ε > 0 and ‖f (t, x(t))‖ ≤ M , for t ∈ [0, T ]. From (6), we can write
‖m(t0, t)−m(t0, t)‖ = ∫ t0
0
(f (t0, x0)− f (t, x(s)))ds
−Γ (q)t1−q0

Iq0+f (t0, x0)

(t0)+ Γ (q)t1−q0 (Iq0+f )(t0)

≤
t0f (t0, x0)− t1−q0 f (t0, x0) tq0q
+M t0 − t1−q0 tq0q

= 1− q
q
(‖f (t0, x0)‖ +M) t0 ≤ 2(1− q)Mq t0.
Then for
t0 ≤ qε2(1− q)M
we have
‖m(t0, t)−m(t0, t)‖ ≤ 2(1− q)Mq t0 ≤ ε. 
4. Viability problem
Similarly, as for the ordinary differential equations (see [6]), one can define the viability of a subset with respect to the
fractional differential equation (2).
For ε > 0, by ε-neighborhood of a set K ⊂ Rn, we mean the following:
K ε := {x ∈ Rn : dist(x, K) < ε}.
Let us define the distance between two sets A ⊂ Rn and B ⊂ Rn as∆(A, B) := sup{dist(q, B) : q ∈ A}. Note that∆(A, B) is
not the usual symmetric distance between two sets. Indeed, if A ⊂ B, then∆(A, B) = 0 while∆(B, A) ≠ 0.
By definitions ofm,m and Proposition 6, the following proposition is obvious.
Proposition 7. Let f be bounded on [0, T ]. Let ε > 0. Let t0 ∈ (0, T ] be such that
|m(t0, t)−m(t0, t)| < ε.
Then
∆(Graph(m(t0, ·)), [t0, T ] × K) = 0⇔ ∆(Graph(m(t0, ·)), [t0, T ] × K) < ε,
which equivalently we can write
m(t0, t) ∈ K ⇔ m(t0, t) ∈ K ε, for all t ∈ [t0, T ].
Let us denote by I an open interval in R.
Definition 8. Let K ⊂ Rn be nonempty and f : I × Rn → Rn. The subset K is fractionally viable of order q with respect to f if
for any x0 ∈ Rn there exists [t0, T ] ⊆ R, such that (2) has at least one solution x : [t0, T ] → Rn, satisfying m(t0, t) ∈ K for
t ∈ [t0, T ], where t0 > 0.
The idea of viability of fractional differential equations can be expressed by using the concept of tangent cone. There are
many notions of tangency of a vector to a set; see for example [6, Section 2.3]. We will follow the concept of the contingent
vectors (see [18]).
Let us recall that for K ⊆ Rn and x0 ∈ K , one can define the vector tangent to the set K as follows.
Definition 9. The vector η ∈ Rn is contingent to the set K at the point x0 if
lim inf
h↓0
1
h
dist (x0 + hη; K) = 0. (10)
The set of all vectors that are contingent to the set K at point x0 is a closed cone; see [6, Proposition 2.3.1]. This cone,
denoted by TK (x0), is called contingent cone (Bouligand cone) to the set K at x0 ∈ K . From [6, Proposition 2.3.2], we know
that η ∈ TK (x0) if and only if for every ε > 0 there exist h ∈ (0, ε) and ph ∈ B(0, ε) such that x0 + h(η + ph) ∈ K , where
B(0, ε) denotes the closed ball in Rn centered at 0 and of radius ε > 0.
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Theorem 10. Let K ⊂ Rn be nonempty and f : I × Rn → Rn. If the subset K is fractionally viable of order q with respect to f ,
then f (t0, x0) ∈ TK (m0), where x0 = x(t0) and m0 = m(t0, t0) = (I1−q0+ x)(t0).
Proof. Let (t0,m0) ∈ I × K and K be fractionally viable of order q with respect to f . Then there is T ∈ I, T > t0, and a
function x : [t0, T ] → K , satisfying (I1−q0+ x)(t0) = m0 and (Dq0+x)(t) = f (t, x(t)) for every t ∈ [t0, T ]. Moreover, we have
lim
h↓0
1
h
(I1−q0+ x)(t0)+ hf (t0, x0)− (I1−q0+ x)(t0 + h) = limh↓0
f (t0, x0)− (I
1−q
0+ x)(t0 + h)− (I1−q0+ x)(t0)
h

= f (t0, x0)− (Dq0+x)(t0) = 0.
The above calculation shows that, for every (t0,m0) ∈ I × K , f (t0, x0) ∈ TK (m0) and the proof is complete. 
We see that it is difficult to check the condition f (t0, x0) ∈ TK (m0) in Theorem 10. The above theorem is still true for the
initial inner value problem with the right-hand side off given by (9). Then the following is true.
Corollary 11. Let K ⊂ Rn be nonempty andf : I × Rn → Rn. If the subset K is fractionally viable of order q with respect tof ,
thenf (t0, x0) = f (t0, x0) ∈ TK (m0), where x0 = x(t0) andm0 = m(t0, t0).
Corollary 12. Let K ⊂ K ε ⊂ Rn and f : I × Rn → Rn. If the subset K is fractionally viable of order q with respect to f , then
f (t0, x0) ∈ TKε (m0).
5. Examples
Example 13. Let us consider a one-dimensional problemwith the set K = R+ ∪ {0} and f (t, x(t)) = c = const. Thenf = f
and x(t) = tq
Γ (q+1) c + atq−1 for t > 0, while a = x0t1−q0 −
t2−q0 f (t0,x0)
Γ (q+1) . Moreover, we have (D
q
0+x)(t) = c and x(t0) = x0.
Additionally, m0 = c (q−1)t0q + Γ (q)t1−q0 x0. If K is fractionally viable of order q with respect to f , then let us take m0 ≥ 0.
Subsequently, TK (m0) = R if m0 > 0 and TK (m0 = 0) = K . In the latter case, the condition f (t0, x0) = c ∈ TK (m0) is
satisfied when c ≥ 0.
Example 14. Letn = 1, q = 0.5 and f (t, x) = Γ (2.5)t . Hereweknow the exact solution: x(t) = t3/2+

x0t
1/2
0 − t3/20

t−1/2.
Then after a simple calculation based also on the formula (5), we havem(t0, t) = √π

3
8 t
2 + x0t1/2 − t3/20

andm(t0, t) =√
π
 3
8 t
2 + x0t1/2 − 98 t20

. Then
|m(t0, t)−m(t0, t)| = √π t3/20 |9t − 8|8
and limt→t0 |m(t0, t)−m(t0, t)| = 0.
Acknowledgments
We are very grateful to anonymous reviewers for helping us to improve the paper. The work was supported by Białystok
University of Technology grant S/WI/2/2011. The second author (Ewa Girejko) is also supported by the post-doc fellowship
SFRH/BPD/48439/2008 of the Portuguese Foundation for Science and Technology (FCT).
References
[1] G. Peano, Démonstration de l’intégrabilité des équations diffèrentielles ordinaires, Math. Ann. 37 (1890) 182–228.
[2] J.P. Aubin, Viability Theory, Birkhäuser, Berlin, 1991.
[3] N. Nagumo, Über die lage der intergralkurven gewöhnlicher differentialgleichungen, Proc. Phys. Math. Soc. Japan, III. Ser. 24 (1942) 551–559.
[4] H. Frankowska, S. Plaskacz, T. Rze zuchowski, Measurable viability theorems and the Hamilton–Jacobi–Bellman equation, J. Differential Equations 116
(1995) 265–305.
[5] D. Bothe, Multivalued differential equations on graphs, Nonlinear Anal. 18 (3) (1992) 245–252.
[6] A. Cañada, P. Drábek, A. Fonda, Handbook of Differential Equations Ordinary Differential Equations, Elsevier, North Holland, 2005.
[7] E. Girejko, Z. Bartosiewicz, On generalized differential quotients and viability, in: Progress in Nonlinear Differential Equations and Their Applications,
Birkhüser, Basel, 2008, pp. 223–229.
[8] Z. Bartosiewicz, E. Girejko, On generalized differentials, viability and invariance of differential inclusions, J. Convex Anal. 15 (2008) 819–830.
[9] D. Mozyrska, E. Girejko, M. Wyrwas, Nonlinear fractional cone systems with the Caputo derivative, Applied Mathematics Letters (2011) (submitted
for publication).
[10] T.T. Hartley, C.F. Lorenzo, Dynamics and control of initialized fractional-order systems, Nonlinear Dynam. (2002) 201–233.
[11] D. Mozyrska, D.F.M. Torres, Minimal modified energy control for fractional linear control systems with the Caputo derivative, Carpathian J. Math. 26
(2010) 210–221.
D. Mozyrska et al. / Computers and Mathematics with Applications 62 (2011) 3642–3647 3647
[12] D.Mozyrska, D.F.M. Torres,Modified optimal energy control and initialmemory of fractional continuous-time linear systems, Signal Process. 91 (2011)
379–385.
[13] A.A. Kilbas, H.M. Srivastava, J.J. Trujillo, Theory and Applications of Fractional Differential Equations, in: North–HollandMathematics Studies, vol. 204,
Elsevier Science B. V., Amsterdam, 2006.
[14] I. Podlubny, Fractional Differential Equations, in: Mathematics in Sciences and Engineering, vol. 198, Academic Press, San Diego, 1999.
[15] S.G. Samko, A.A. Kilbas, O.I. Marichev, Fractional Integrals and Derivatives: Theory and Applications, Gordon and Breach Science Publishers S.A.,
Yverdon, 1993.
[16] M. Benchora, S. Hamani, S.K. Ntouyas, Boundary value problems for differential equationswith fractional order, Surv. Math. Appl. 3 (2008) 1843–7265.
(print).
[17] R. Almeida, D.F.M. Torres, Necessary and sufficient conditions for the fractional calculus of variations with Caputo derivatives, Commun. Nonlinear
Sci. Numer. Simul. 16 (2011) 1490–1500.
[18] J.P. Aubin, H. Frankowska, Set-Valued Analysis, Birkhäuser Boston Inc., Boston, MA, 1990.
