A method for detection of ethanol content in fuel for an engine equipped with direct injection (DI) is presented. The methodology is based on in-cylinder pressure measurements during the compression stroke and exploits the different charge cooling properties of ethanol and gasoline. The concept was validated using dynamometer data of a 2.0L DI turbocharged engine with variable valve timing (VVT). An algorithm was developed to process the experimental data and generate a residue from the complex cycle-to-cycle incylinder pressure evolution which captures the charge cooling effect. The experimental results show that there is a monotonic correlation between the residues and the fuel ethanol percentage in the majority of the cases. However, the correlation varies for different engine operating parameters; such as, speed, load, valve timing, fuel rail pressure, intake and exhaust temperature and pressure.
INTRODUCTION
In recent years, there has been an increasing interest in renewable sources of energy to meet a growing demand and reduce emissions. Biofuels appear as a good option because they are compatible with current gasoline engine designs. Among biofuels, ethanol has been blended in varying percentages with gasoline, for many years. Typical blends generally range from 0% to 85% of ethanol in volume. Current flex-fuel vehicles (FFV) need to reach the same emission levels as convectional vehicles. In order to achieve the required emission level, air-fuel ratio (AFR) control is essential and is currently performed using the Exhaust Gas Oxygen (EGO) sensor independently of the fuel composition.
However, ethanol and gasoline have different physical and thermodynamical properties [1] which require different engine control parameters depending on the ethanol percentage in the fuel (etoh%) to optimize performance and emissions. For instance, ethanol has a lower vapor pressure than gasoline which causes coldstart problems. Hence, the fuel ethanol content needs to be detected to adjust the cold start-up procedure. Ethanol detection could also facilitate the adjustment of ignition timing and compression ratio to improve the engine efficiency by exploiting the higher RON and flame propagation speed of ethanol. Knowledge of the ethanol percentage could also allow the optimization of the feed-forward control strategies for the different fuel blends; such as, transient AFR control and torque control.
Although ethanol sensors [2, 3] have been developed to detect fuel ethanol concentration by placing them in the tank or in the fuel line, they are not widely used in production vehicles mainly due to the extra cost. The ethanol content in the fuel can also be indirectly detected by means of the closed-loop Air Fuel Ratio (AFR) correction signal based on the EGO sensor [4, 5] . Although this method is able to estimate the fuel composition with acceptable accuracy, it has a slow detection speed and can not be used at engine startup [6] due to the unavailability of the EGO sensor. Furthermore, since the closed-loop AFR correction signal is also used for on-board diagnosis, this method might misinterpret other faults, such as mass air flow (MAF) sensor or injector drifts, for a change in ethanol concentration [7, 8, 9] . Methodologies have also been developed to determine the fuel composition by exploiting the effects of ethanol concentration on the combustion behavior via in-cylinder pressure sensors [10, 11, 12] . However, to some extent, these approaches overlap with the EGO-based method because they all rely on combustion related properties.
The works mentioned above and others that also use incylinder pressure sensor to estimate AFR or other fuel/air properties [13, 14, 15, 16, 17] are all based on the pressure trace during combustion. The present work focuses on the cylinder pressure information during the compression stroke and in particular the charge cooling effect caused by direct injection of ethanol-gasoline blends. The additional cooling effect due to ethanol injection during the compression period is used in [18] to improve the engine efficiency and performance. This effect and its impact on the in-cylinder pressure is exploited here to detect the fuel ethanol content in an engine equipped with direct injection.
First, the ethanol detection principle and two algorithms to extract the charge cooling effect from the cylinder pressure trace during the compression stroke are presented. Both algorithms process the cylinder pressure during the compression stroke under two different fuel injection patterns to generate a detection residue which captures the charge cooling effect and consequently the ethanol content in the fuel. The algorithms differ only in the way the compression pressure traces are processed to produce the residue. Further, the experimental validation of the detection principle and algorithms is described. Dynamometer tests were conducted on a 4 cylinder 2.0L DI turbocharged engine at various speeds and loads, as well as, different valve timings and fuel injection pressures.
The experimental results show a monotonic correlation between the detection residues and the fuel ethanol con tent in the majority of the cases. However, the correlation varies for different engine operating parameters; such as, speed, load, valve timing, fuel rail pressure, intake and exhaust temperature and pressure.
DETECTION PRINCIPLE
The ethanol detection method presented in this work is based on in-cylinder pressure measurements and exploits the large difference in enthalpy of vaporization and consequently, charge cooling properties of fuels with different ethanol percentages. In order for the charge cooling to be observed on the cylinder pressure evolution, fuel must be injected directly in the cylinder while all valves are closed, i.e. during the compression stroke. If the fuel injection occurs during the intake stoke, while the intake valve is open, the cooling effect will increase the flow of air into the cylinder, improving the engine volumetric efficiency but having little or no effect on the in-cylinder pressure [18] .
Under some simplifications, the compression stroke with a mixture of air and completely vaporized fuel, and without additional fuel injection can be modeled as a polytropic process with coefficient n c [19, 20] ; whose temperature and pressure are characterized by Eq. (1) and (2) .
Where, P, T and V are cylinder pressure, temperature and volume respectively; and the subscript ivc denotes the intake valve closure instant.
When fuel is injected during the compression stroke, its vaporization cools down the cylinder charge causing a deviation from the ideal polytropic model. Ethanol and gasoline has different enthalpy of vaporization, 845kJ/kg for ethanol and 420kJ/kg for gasoline. As a result, the charge cooling depends on the fuel ethanol percentage (etoh%). Fig. 1 shows simulated compression pressure traces and how they can deviate from the ideal process when fuels with different ethanol percentages are injected and instantly vaporized. Note that, this work concentrates on the cylinder pressure evolution during the compression stroke and therefore, the 0 deg. crank angle reference used in all the plots corresponds to the compression Bottom Dead Center (BDC).
The charge cooling may alternatively be seen on the polytropic compression coefficient, n c , as illustrated in Fig. 2 . In an ideal polytropic process, the relationship between log(P) and log(V) is affine with a constant slope equal to ín c . The fuel vaporization causes a deviation in the process which, in the over-simplistic case of instantaneous fuel vaporization, can be seen as a drop in the n c curve. Clearly, etoh% correlates with the However, due to the complex interaction among the twophase fuel-air mixture, fuel injection and vaporization characteristics, and heat transfer with the cylinder walls, the real process might not exhibit such a clear difference in behavior for different etoh%. This paper presents a study to verify the theoretical trends in Fig. 1 and 2 and the feasibility of the proposed ethanol detection methodology.
DETECTION RESIDUE GENERATION
Two approaches are presented for the generation of a detection residue from in-cylinder pressure measurements that captures the charge cooling effect due to fuel injection during the compression stroke. The first one is based on the deviation of the polytropic compression coefficient (n c ) during the fuel vaporization, n c method. While, the second one focuses on the final deviation in the compression pressure trace after the fuel vaporization, gap method.
Both proposed methodologies exploit the difference in cylinder pressure during the compression stroke under two different injection modes in order to generate a detection residue which hopefully depends monotonically on the fuel ethanol content (etoh%):
1. Single injection (Si) mode: all the fuel is injected early in the intake stroke. 2. Split injection (Sp) mode: a fraction of the fuel is injected early in the intake stroke and the rest at the beginning of compression (when all the valves are closed).
Note that in both modes the total injected fuel is determined to achieve stoichiometric Air Fuel Ratio (AFR).
When fuel injection occurs during the intake stroke, most of the fuel vaporizes before the intake valve closes and consequently, the charge cooling associated with the fuel vaporization may improve the engine volumetric efficiency but has little or no impact on the cylinder pressure evolution. On the other hand, when fuel is injected during the compression stroke, there's no possibility of extra air induction and the charge cooling translates in a cylinder pressure drop. By subtracting the in-cylinder pressure traces for Single and Split injection modes, the pressure drop due to the charge cooling caused by the 2 nd fuel injection in Split mode can be extracted from the complex cylinder pressure evolution. As explained above, this charge cooling effect depends on the fuel ethanol concentration through the enthalpy of vaporization. Fig. 3 shows experimental in-cylinder pressure traces during the compression stroke for Split and Single injection modes and their difference. Clearly, the pressure difference in Fig. 3 .b extracts the effect of the 2 nd fuel injection in Split mode from the exponential pressure evolution characteristic of the compression process. algorithm can be combined in the future with an injection mode controller. The injection mode controller could determine when and how often Split injection mode is applied in order to achieve the desired estimation performance without compromising emissions or engine efficiency. This block was not implemented in this stage because the algorithm was executed off-line. The signal conditioning consists of 3 stages: normalization, cycle-average and filtering.
Normalization -Even small differences in the testing conditions can affect the process behavior and consequently, the algorithm results. In order to compare detection residues computed with data from different tests, a normalization of the measurements is required. For the current experimental data, a normalization only with respect to the load is being used which is computed using the intake manifold pressure, MAP, as shown in Eq. (3)
Where, P cyl and MAP are vectors containing crank resolved cylinder and intake manifold pressure measurements respectively; k SoIt and k SoCp are the vector indexes corresponding to the start of the intake and compression strokes respectively; and 100 is a unit adjustment constant.
Cycle average -The cylinder pressure exhibits important cycle to cycle variations which are directly related to the stochastic nature of the combustion process. In order to reduce this variability to an acceptable level and capture the charge cooling characteristics , several consecutive cycles need to be averaged.
For the results presented in this work an averaging of ten cycles (n=10) was used. The choice responds mainly to the available number of cycles at each tested condition.
Filtering -A filter is applied to the measurements to minimize two sources of error. The first one is measurement noise and quantization error introduced by sensors and the acquisition system. The second one, which for our purposes will be also considered noise, corresponds to disturbances inherent to the engine operation and unmodeled fast dynamics. One of the most important disturbances of this second type is seen in the pressure trace during the intake valve closure.
The filtering is realized by a 128 th order finite impulse response (FIR) filter with a normalized cut of frequency ranging from 0.01 to 0.1
where: h FIR is the impulse response of the filter . information loss, and the optimum value depends on the residue generation methodology.
FIR filters have linear phase through the entire passband which makes it possible to easily correct the delay introduced during filtering. Fig. 5 shows the filter characteristics for two different cutoff frequencies. A filtering example for the intake manifold absolute pressure (MAP) and the cylinder pressure is shown in Fig. 6 . Notice that the sampling is performed every 0.5 CAdeg. which results in a speed-dependent sampling period in seconds. Therefore, the same digital filter has an effective cutoff frequency that varies proportionally with the speed, making unnecessary any adjustment of the filter for different speeds. 8 illustrates the main signals involved in the method; points (1) and (2) in the block diagram. Fig. 8 .a is the experimental equivalent to the simulated traces in Fig. 2 . Clearly, the distinct features in Fig. 2 are smoothed out in Fig. 8 .a mainly due to the filtering applied to the measurements and also to vaporization and heat transfer dynamics not included in the simplified model used to generate Fig. 2 . Nevertheless, the fuel vaporization effect can be undoubtedly seen in Fig. 8 .a. The area between the Single and Split traces in Fig. 8 .a captures the fuel vaporization effect which should depend on the fuel ethanol content (etoh%). The final value of the curve in Fig. 8 .b corresponds to the magnitude of the area. The n c method consists of a sequence of operations as illustrated in Fig. 7 and described in the following paragraphs.
Polytropic Coefficient Calculation -The polytropic compression coefficient, n c , can be computed by:
In order to overcome the noise problems associated with the differentiation in Eq. 6 , a linear regression on a moving window is performed instead. That is, the polytropic compression coefficient at a point x is the slope of a line fitted on [log(P cyl ),log(V cyl )] in a window centered at x The complete calculation involves a sequence of steps:
First, a uniformly sampled set of vectors for
[log(P cyl ),log(V cyl )] is generated: ( 
Then, a linear regression on a window of width 2 W ' is computed:
Finally, a 0.5CAdeg-sampled n c vector is generated:
where EoCp is the end of compression and in the current implementation is defined as 5 CAdeg. before ignition.
Integration -It is clear from Fig. 8 .a that the fuel vaporization effect is not concentrated only during the injection period as suggested in Fig. 2 . Due to the filtering and vaporization and heat transfer dynamics, the charge cooling spreads out before and after the injection event. In order to capture the whole effect, the area in between the polytropic coefficients for the different injection modes, A nc,dif is computed according to Eq. (17)
where, SoIj2 is the start of the 2 nd fuel injection.
The integration also attenuates the effect of disturbances and noise present in the experimental data. When the injection transient vanishes, the integration reaches a steady condition with a mean value that should be proportional to the total charge cooling and consequently the etoh%. GAP METHOD -When fuel is injected during the compression period, the cylinder charge is cooled down changing the pressure evolution throughout the rest of the compression stroke as shown schematically in Fig.  1 . The gap method is based on the final pressure difference between Single and Split injection modes, caused by the 2 nd fuel injection. Fig. 9 shows a block diagram of the algorithm. Fig . 10 .a shows the logarithm of the compression pressure traces for Single and Split injection modes. The cylinder pressure for both injection modes evolve together before the 2 nd fuel injection. Then, during the fuel vaporization event, the in-cylinder pressure for the Split mode drops, and finally both traces continue parallel to each other. This result agrees with the n c method which indicates that the polytropic compression coefficient for both injection modes is the same before and after the 2 nd fuel injection and vaporization transient. Fig. 10 .b shows the difference between both traces in (a). The final value of the difference reaches a steady state which depends on the total charge cooling due to the 2 nd injection. As depicted in Fig. 9 the gap method consists of sequence of steps described in the following paragraphs.
Difference Zeroing -Unlike the n c approach, the gap method is very sensitive to offset errors which translate directly to the computed residue. In order to account for any measurement offset, the mean difference between the Single and Split traces before the start of the 2 nd injection is set to zero, as indicated in Eq. (19) and (20) . This is based on the fact that under similar engine conditions the first part of both traces should be identical and any difference must be due to pegging errors. Pegging is an important source of error with in-cylinder pressure transducers.
Where, k SoIj2 and k SoCp are the data vector indexes corresponding to the start of the 2 nd injection and the compression stroke respectively, and ' accounts for the spread of the charge cooling due to the filtering and vaporization dynamics.
Then, the pressure difference between Split and Single modes, Gap(k), is computed by Eq. (21) 0 0 ( ) = log( ( )) log(
.
Mean calculation -The mean calculation has the same foundations as for the n c method. operating conditions were kept constant with exception of the fuel injection pattern. The Start of 1 st Injection (SoIj1) in Split mode was the same as the Start of Injection (SoIj) for Single mode and the values used for all fuel blends were the ones defined by the standard engine calibration for gasoline. The End of 2 nd Injection (EoIj2) in Split mode was fixed at 40 CAdeg after BDC to ensure the intake valve is closed during the injection while allowing the sufficient charge mixing necessary for a good combustion. The injection split ratio of 50% used in Split mode corresponds to a tradeoff between combustion quality, minimum injection timing and detection sensitivity, but the optimization of this value was left for future work.
Furthermore, in order to obtain a deeper understanding of the fuel vaporization process, tests with different exhaust valve timings and fuel rail pressures were performed. Table 5 The algorithms were executed with cylinder pressure data collected for cylinder 4 and using a filter cutoff frequency of 0.05 for the gap method and 0.01 for the n c method. A cutoff frequency of 0.05 guarantees no distortion on the pressure evolution, while 0.01 smooths out some details but at the same time attenuates disturbances and noise which deteriorate the n c -method performance significantly. Detection residues were generated with both methods using and averaging of 10 cycles which given the available data allowed the computation of 7 residues for each condition and fuel blend. The averages of the 7 residues obtained for each blend were also computed. Note that, there are two levels of averaging: cycle and residue. The combination of both determines the detection time and accuracy. A detailed study with more experimental data needs to be performed to determine the optimal combination of cycle and residue averaging. Results for the n c method are shown in Fig. 12 . This approach has a higher variability which is a result of the derivative involved in the polytropic coefficient concept. At 1500 RPM, the n c -method results are acceptable and the variability is comparable to the gap method. However, the variability increases with engine speed and, above 2000 RPM, the influence of engine disturbances, such as valve closure, is excessively large. Therefore, the rest of the analysis will concentrate on the gap method. 13 and 14 illustrate the effects of fuel rail pressure on gap-method residues; only the seven-residues averages for each fuel blend are shown . It can be observed that the residues vary nonlinearly with the fuel rail pressure for different ethanol contents. For E0 (gasoline), the rail pressure has little effect on the algorithm output and at high loads, a slight reverse effect can even be observed; i.e. the residue varies inversely to the fuel rail pressure. As etoh% increases, the fuel rail pressure has a stronger effect on the algorithm output. These results suggest that a higher fuel rail pressure significantly improves the vaporization of ethanol. At high loads, a saturation effect seems to appear in the algorithm output as can be seen at 2500 RPM -170 kg/hr. The same trends are also observed at other engine speeds. Fig. 15 illustrates the effect of changes in the exhaust valve timing; only the 7-residues averages for each fuel blend are shown. Delaying the exhaust valve closure (EVC) modifies the internal exhaust gas recirculation (EGR) amount, hence, the cylinder charge temperature at IVC which is expected to modify the fuel vaporization characteristics. In order to estimate the EGR level at each operating point and condition, energy balance at intake valve closure (IVC) is used [21] . Table 6 shows the estimated EGR percentages for the conditions plotted in Fig. 15 . At low loads the EGR amount follows the valve overlap variations, while at high loads the dependence is weaker and even a decrease in EGR can be observed for increased valve overlap. The detection residues in Fig. 15 follow the trends observed in the estimated EGR amounts. Large EGR percentages at the low load conditions (2000_100) agree with high detection residues. Besides, at low load, an increase in the overlap (condition EVC 1 ) is followed by an increased in both, the EGR level and the detection residues. At high load, the EGR level does not increase for increased overlap (EVC 1 ) which agrees with the small change observed in the residues. In order to obtain a rough estimation of the possible achievable ethanol detection accuracy, the residues were converted to ethanol percentage using an affine transformation. For each condition, a transformation was computed using a linear regression on the residues versus the known ethanol percentage in the fuel. Although, a nonlinear instead of an affine transformation might be needed for the best detection accuracy, the affine relation provides a clear idea of the magnitude of the nonlinearities in the process. Fig. 16 shows averaged ethanol detection results together with the associated single estimations variability for 2000 RPM and 2500 RPM. The averages are computed using 7 consecutive ethanol estimations and each single estimation is based on 20 engine cycles.
The time required to generate the residues is inversely proportional to the engine speed. Table 7 illustrates the estimation time for the conditions plotted in Fig. 16 and Table 8 The large variability observed at 2000 RPM -150 kg/hr for E85 in Fig. 11 .b and 16.b may be a result of cycle to cycle combustion variations. These variations in the combustion process affect the cylinder temperature and pressure after combustion which in turn modify the internal exhaust gas recirculation (EGR) amount at the next cycle. Finally, the vaporization process during the compression stroke and consequently the detection residues depend on the cylinder charge characteristics and therefore are sensitive to the combustion variability. In order to understand the detection residue variability and other trends observed in the experimental results, a physics-based model is being developed. The model is deterministic and simulates the cylinder pressure trace during the compression stroke based on an estimated cylinder charge, composition and temperature, at intake valve closure (IVC) [21] . Energy and mass conservation [19, 22] along with a multi-component fuel vaporization model [23, 24, 25, 26, 27] are then utilized to model the intake-compression process.
The detection algorithm is applied on the numerically simulated cylinder pressure traces and the detection residues based on the gap-method are calculated. Note here that variability can only be introduced in the simulations by the estimated charge characteristics through the model inputs listed in Table 9 . Table 9 : Measurements used as inputs for the simulation Fig. 17 shows the residues generated from simulated pressure traces for 2000 RPM -150 kg/hr. It can be observed that the residue variability obtained from the simulations is consistent with the experimental results in Fig. 11 .b. Real etoh% EGR mass difference between Si and Sp The variability in the cylinder charge estimations must be a consequence of the cycle to cycle combustion variations that propagate into the model through the measured intake and exhaust pressures and temperatures. Besides, the simulated residues in Fig. 17 follow the variability in the charge estimations which indicates that the residue variability to some extent can be captured by the model. These preliminary results suggest that more robust detection with smaller estimation errors could be obtained by means of a model-based detection scheme with an appropriate model, provided that accurate measurements or estimations of the model inputs listed in Table 9 are available on-line.
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CONCLUSION
The feasibility of a novel approach for ethanol detection in engines equipped with direct injection was presented. The methodology is based on in-cylinder pressure measurements during the compression stroke, and exploits the different charge cooling effect between gasoline and ethanol. A data-driven algorithm was introduced to validate the detection concept with dynamometer data. Two different methodologies were developed; the n c method is based on deviations in the polytropic compression coefficient, while the gap method focuses on final deviations in the compression pressure trace. Both approaches compare the compression pressure traces under Single and Split injection modes to generate a residue that captures the charge cooling effect. Experiments were performed at different speeds, loads, fuel rail pressures and exhaust valve timings with ethanol-gasoline blends ranging from 0% to 85% of ethanol (E0 to E85).
The gap method outperforms the n c approach due to its lower sensitivity to noise and disturbances, such as, valve closure. The experimental results show a monotonic and consistent correlation between the residues and the fuel ethanol content (etoh%) in the majority of the cases. At 2000 RPM and 2500 RPM, the algorithm output is approximately an affine function of etoh% for all blends (E0-E85); while, at 1500 RPM a nonlinear behavior can be observed for high-ethanol blends (E85). The experimentally determined correlations between residues and etoh% for different loads and speeds could be stored as a look-up table in the vehicle micro-controller for on-board ethanol estimation.
Work currently in progress includes the development of a model to capture the experimental trends observed for different engine operating conditions; such as, speed, load, fuel rail pressure, valve timing, intake and exhaust temperature and pressure. Once the model is calibrated, it will be used for the development of a model-based ethanol detection algorithm able to run in real-time under dynamic engine conditions without resort to complex look-up tables that are solely determined from dynamometer experiments. 
