Abstract. In this paper we present a new algorithm for merging two linearly ordered sets which requires substantially fewer comparisons than the commonly used tape merge or binary insertion algorithms. Bounds on the difference between the number of comparisons required by this algorithm and the information theory lower bounds are derived. Results from a computer implementation of the new algorithm are given and compared with a similar implementation of the tape merge algorithm.
A--{a < a2 <"" < am}, B {bl < b 2 <"" < b,,}.
The problem is to determine the linear ordering of their union (i.e., to merge A and B) by means of a sequence of pairwise comparisons between an element of A and an element of B. Given any algorithm s to solve this problem, we are interested in the maximum number of comparisons, K(m,n), required under all possible orderings of A U B. An algorithm s is said to be M-optimal if K(rn, n) K(m,n), where K(m,n)= minx K,(m,n) . In this paper, we give a simple algorithm for solving this problem, called the generalized binary algorithm g, and derive some bounds for K,(m, n)- K(m, n) 
The distinctive feature of these two algorithms is their simplicity, although in general, they are quite inefficient in the sense that both Kt(m, n) K(m, n) or Ks(m, n)-K(m, n) can be very large. In the next section, we shall present an algorithm which matches the two abovementioned algorithms in simplicity and yet improves a great deal on their efficiency.
4. The generalized binary algorithm g. For the sake of simplicity, we shall assume that whenever we are required to merge two disjoint linearly ordered sets with cardinalities x and y respectively, n will always refer to max (x, y) and m, to min (x, y), so that n > m.
The generalized binary algorithm may now be described as follows ( We are then left with the problem of merging the set A am with the set B D.
Redefine m and n and go back to GB 1. For this algorithm g, Kg(m, n) is given by the following theorem. Then Kg(m,n) (2 + e)m + p 1.
Proof. If e 0, n m + p, and it is clear that the worst possible data forces the algorithm g to be identical with the algorithm discussed in the previous section.
Hence Kg(m, n) Kt(m, n) m + n 1 2m + p 1. If m 1, p must be zero and n 2" + 0. It is clear that a > b is the worst outcome and hence Kg(1, n) K(1, n) 1 + e.
We now prove Theorem 1 by induction on m + n. Assume the theorem true for all m', n' such that m' + n' < m + n, and for all m, n with e 0, or m 1. We prove the theorem true for m, n with e > 0 and m > 1. The theorem is trivially true form+ n 2.
After making the first comparison of % with b, we have two possibilities" (i) a < bx, and we are left with the problem of merging two sets with m and n 2" elements.
(ii) a > b x. After merging a into the set C b in e more comparisons, It is often convenient to refer to a set of numbers n(m, k) as the largest n such that Kl(m, n) <= k. Table 2 . rn n]>(l= +a)m+ [t+qm] , which is to be proved.
Since K(m, n) >= l(m, n), we have the following corollary. Table 3 gives some values for qm (log2 e 1)m log 2 e 12m 1/2 log2 (2rcm). Table 4 . As can be seen, the saving in time is great when n/m is large. T, time (in milliseconds) spent in making the comparisons using t;
T time (in milliseconds) spent in making the comparisons using g.
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