Abstract. In this paper we study the asymptotic behaviour of the escape rate of a Gibbs measure supported on a conformal repeller through a small hole. There are additional applications to the convergence of Hausdorff dimension of the survivor set.
Introduction
Given any transformation T : X → X preserving an ergodic probability measure µ and any Borel set A ⊂ X the escape rate quantifies the asymptotic behaviour of the measure of the set of points x ∈ X for which none of the first n terms in the orbit intersect U. Bunimovich and Yurchenko [7] considered the fundamental case of the doubling map and Haar measure, and where U is a dyadic interval. Subsequently, Keller and Liverani [16] proved a general perturbation result which, provided the correct functional setup holds, shows a similar formula holds. It was then shown that these hypotheses hold when T is an expanding interval map and µ the absolutely continuous invariant probability measure. Other papers related to this this topic include [1, 6, 9, 19] and reference therein.
In this paper, we prove analogous results to those found in [7] in the more general setting of Gibbs measures supported on conformal repellers. Much of the analysis is undertaken in the setting of subshifts of finite type, this not only allows us to prove similar results for a broad class of maps which can be modelled symbolically but also improve on the work of Lind [18] who considered the convergence of topological entropy for a topologically mixing subshift.
Another interesting aspect of our analysis is the connection with the work of Hirata [12] on the exponential law for first return times for Axiom A diffeomorphisms. Some of the ingredients in our approach were suggested by Hirata's paper, although we had to significantly modify the actual details.
Let M be a Riemannian manifold and f : M → M a C 1 -map. Let J be a compact subset of M such that f (J) = J. We say that the pair (J, f ) is a conformal repeller if (1) f | J is a conformal map. (2) there exists c > 0 and λ > 1 such that df n x v ≥ cλ n v for all x ∈ J, v ∈ T x M, and n ≥ 1. (3) f is topologically mixing on J.
Our first result concerns the asymptotic behaviour of r µ (B(z, ǫ)) for small ǫ. We also obtain an asymptotic formula the Hausdorff dimension of the survivor set:
J ǫ = {x ∈ J : f k (x) ∈ B(z, ǫ), for all k ≥ 0},
i.e. all points whose orbits are ǫ-bounded away from z. Suppose now that f ∈ C 1+α (J) for some α > 0. Let µ denote the equilibrium state related to the potential φ = −s log |f ′ |, where s = dim H (J). For ǫ > 0 we let s ǫ denote the Hausdorff dimension of the set J ǫ . Theorem 1.2. Let (J, f ) be a conformal repeller with f ∈ C 1+α (J). Let φ = −s log |f ′ | and let µ denote the associated equilibrium state. Fix z ∈ J, then lim ǫ→0 s − s ǫ µ(B(z, ǫ)) = d φ (z) log |f ′ |dµ .
Remark 1.3.
A similar formula was obtained by Hensley [11] in the setting of continued fractions.
The paper is structured as follows: in section 2 we apply the Theorems 1.1 and 1.2 to concrete examples. In section 3 we study the spectral properties of transfer operators acting on a certain class of Banach spaces. Section 4 contains a perturbation result, while in section 5 we prove the result in the analogue of Theorem 1.1 in the setting of subshifts of finite type. Finally sections 6 and 7 contain the proofs of Theorems 1.1 and 1.2 respectively.
Examples
To illustrate the main results we briefly consider two simple examples.
2.1. Hyperbolic Julia sets. Let f : C → C be a rational map of degree d ≥ 2, wherê C denotes the Riemann sphere. The Julia set of R is the closure of the repelling periodic points of f , i.e. J = cl {z ∈ C : f p (z) = z, for some p ≥ 1 and |(f p ) ′ (z)| > 1} .
The map f : J → J is a conformal expanding map and the results of the previous section apply. As an example, the map f (z) = z 2 + c for |c| < 1/4 is hyperbolic. Define φ : J → R by φ(z) = −s log |2z|, where s denotes the Hausdorff dimension of J. Let µ denote the associated equilibrium state. Setting z =
, then we see that f (z) = z and |f ′ (z)| > 1 and accordingly Theorem 1.1 implies that lim ǫ→0 r µ (B(z, ǫ)) µ(B(z, ǫ)) 
The set J is a repeller for the map f and conformality follows from the domain being one-dimensional.
If we take I 1 = [0, 1/3], I 2 = [2/3, 1] and let f (x) = 3x(mod1), the associated repeller J is the middle-third Cantor set. Let z = 1/4, then z ∈ J and has prime period 2. Set φ(x) = − log(2), and let µ denote the associated equilibrium state. Then Theorem 1.1 implies that
For ǫ > 0 we set
Let s ǫ = dim H (J ǫ ) and s = log(2)/ log(3) then Theorem 1.2 implies that
.
Spectral properties of the transfer operator
In this section we study the spectral properties of the transfer operator. We first fix notation which will be used for the rest of the paper. Throughout the rest of this paper c will denote a positive and finite constant which may change in value with successive uses. Let A denote an irreducible and aperiodic l × l matrix of zeroes and ones, i.e. there exists a positive integer d such that A d > 0. We define the subshift of finite type (associated with matrix A) to be
If we equip the set {0, 1, . . . , l − 1} with the discrete topology then Σ is compact in the corresponding Tychonov product topology. The shift σ : Σ → Σ is defined by σ(x) = y, where y n = x n+1 for all n, i.e. the sequence is shifted one place to the left and the first entry deleted.
For θ ∈ (0, 1) we define a metric on Σ by d θ (x, y) = θ m , where m is the least positive integer (assuming that such a m exists) with x m = y m , otherwise we set d θ (x, x) = 0. Equipped with the metric d θ , the space (Σ, d θ ) is complete, and moreover the topology induced by d θ agrees with the previously mentioned Tychonov product topology. Finally, for x ∈ Σ and a positive integer n ≥ 1 we define the cylinder of length n centred on x to be the set
Fix a d θ -Lipschitz continuous function φ : Σ → R, and recall that we let µ denote its equilibrium state defined in the introduction, i.e.,
We let L 1 (µ) := w : Σ → C : w is measurable and |w|dµ < ∞ , which equipped with the norm w 1 = |w|dµ is a Banach space. We now describe a particular subspace of L 1 (µ) on which the transfer operator will act: for w ∈ L 1 (µ), x ∈ Σ and a positive integer m we set
We introduce the semi-norm
We let
It is worth noting if we were to take the supremum norm · ∞ in place of the L 1 norm then the space coincides with Lipschitz continuous functions (with respect to the metric d θ ).
We equip B θ with the norm w θ = |w| θ + w 1 . This space was first introduced by Keller [14] , in a more general framework, where the following result was also proved: Proposition 3.1 (Keller) . The space (B θ , · θ ) is complete. Furthermore, the set {w ∈ B θ : w θ ≤ c} is L 1 -compact for any c > 0.
We introduce the transfer operator
We let i = (i 0 , i 1 , . . . , i k−1 ) denote an allowed string of length k then we can write (L k w)(x) = |i|=k e φ k (ix) w(ix) where the sums is over those strings for which the concatenation ix is allowed, i.e. we require ix ∈ Σ.
Another Banach space that we require is that of Lipschitz functions
The following theorem describes the spectral properties of L acting on the space F θ of d θ -Lipschitz continuous functions, for a proof see [21] 
Proposition 3.2 (Ruelle). Let φ ∈ F θ be real valued and suppose A is irreducible and aperiodic.
(1) There is a simple maximal positive eigenvalue λ = λ φ of L with corresponding strictly positive eigenfunction g = g φ ∈ F θ . (2) The remainder of the spectrum of L : F θ → F θ (excluding λ > 0) is contained in a disk of radius strictly smaller that λ. (3) There is a unique probability measure ν such that L * ν = λν. (4) λ −k L k w → g wdν uniformly for all w ∈ F θ , where g is as above and gdν = 1.
We remark that the equilibrium state µ is absolutely continuous with respect to the eigenmeasure ν, with the Radon-Nikodym being given by the eigenfunction g. By scaling the operator L, if necessary, we may assume without loss of generality that λ = 1, further as g > 0 we may assume that L1 = 1.
Another useful property of µ is the Gibbs property (see [3] for further details). Namely, there exists a constant c > 1 such that for any x ∈ Σ and positive integer n we have that
n e φ n (x) ≤ c. We now prove a result relating to the spectrum of L acting on B θ , namely that it has a spectral gap. A crucial part in this process is proving a Lasota-Yorke inequality. The term 'Lasota-Yorke' refers to the modern usage dating back to their paper [17] . Similar inequalities date back to Ionescu-Tulcea Marinescu [13] and perhaps earlier.
Lemma 3.3. There exists c > 0 such that for any w ∈ B θ we have
Where we used the Gibbs property (1) in the final line, i.e.
Integrating with respect to µ we see that and again invoking (1) we see
dividing by θ m and taking suprema yields
Finally we see that
Lemma 3.4. The operator L : B θ → B θ has a simple maximal eigenvalue λ = 1, while the rest of the spectrum is contained in a ball of radius strictly less than 1.
Proof. We begin by proving that for any w ∈ B θ that L k w converges wdµ in L 1 (µ). Fix ǫ > 0 and choose v ∈ F θ such that v − w 1 < ǫ/3, by Proposition 3.2 there exists a positive integer N such that L n (v) − vdµ 1 < ǫ/3 for all n ≥ N, in which case we see that
This in turn implies that for each
where C ⊥ = {w ∈ B θ : wdµ = 0}. We claim that this convergence is uniform over B. To see this fix δ > 0 and w ∈ B then there exists a positive integer N = N(w) such that L n (w)| C ⊥ 1 ≤ δ/2 for all n ≥ N. By Proposition 3.1 B is compact and so the cover {B 1 (w, δ/2)} w∈B has a finite subcover, say
Finally to show the existence of a spectral gap from Proposition 3.3 we observe for w ∈ B, and n ≥ N that
We may choose n and δ so that L 2n (w)| C ⊥ θ < 1 which proves that L has a spectral gap.
3.1. Singular perturbations of the transfer operator. We introduce a perturbation of the transfer operator L: let {U n } n be a family of open sets, further, we require that they satisfy the following technical conditions:
(1) {U n } n are nested with ∩ n≥1 U n = {z}.
(2) Each U n consists of a finite union of cylinder sets, with each cylinder having length n. (3) There exists constants c > 0, 0 < ρ < 1 such that µ(U n ) ≤ cρ n for n ≥ 1. (4) There a sequence {l n } n ⊂ N, and constant κ > 0 such that κ < l n /n ≤ 1 and
Remark 3.5. We observe that that (5) above is not absolutely essential for the application to conformal repellers and serves only to greatly simplify the analysis.
For n ≥ 1 we define the perturbed operator L n :
For a positive integer n we let Σ n = k≥0 Σ \ σ −j (U n ). By choosing n large enough we can ensure that the system (Σ n , σ| Σn ) is topologically mixing, and so the results of [8] apply, namely we have Proposition 3.6 (Collet, Martínez, Schmitt). For each n there exists continuous g n : Σ → R with g n > 0, and λ n > 0 such that L n g n = λ n g n , moreover for any continuous
where ν n denotes the unique probability measure guaranteed by Proposition 3.2, i.e. ν n satisfies supp(ν n ) = Σ n and (L * n ν n )(w) = λ n ν n (w) for w ∈ F θ (Σ n ). Moreover, we may prove a Lasota-Yorke style inequality for L n : B θ → B θ , which in conjunction with Proposition 3.6 and the methods of Lemma 3.4 we can show that g n ∈ B θ and that λ n is a simple maximal eigenvalue for L n :
The perturbation L n is singular with respect to the · θ norm, we adopt the approach of [15] and introduce a weak norm.
Throughout this section we assume that θ ∈ (ρ, 1). Our first result states that the weak norm is dominated by strong norm.
Lemma 3.7. Under the assumptions above we have
Proof. We first relate the strong norm with the
If θ ∈ (ρ, 1) then
3.2.
Convergence of the spectral radii. In this section we prove a preliminary result relating to the behaviour of the spectra of the operators L n acting on B θ . From Proposition 3.6 it is easy to see that for any u ∈ Σ we have
Proposition 3.8. Under assumptions (1)- (5) we have lim n→∞ λ n = λ.
ln it is easy to see thatΣ n ⊂ Σ n . Accordingly, it suffices to show that PΣ n (φ) → P (φ).
As (Σ, σ) is topologically mixing we may find a positive integer d such that A d > 0. Fix u ∈ Σ and for integers k and n we set
It is easy to see that
) and so by equation (2) we have that P (φ) = lim k→∞
Fix large integers k and n such that both be k(htop(σ)−ǫ) > l n − k + 1 and 2(k + d) < l n ǫ. Observe that the string z 0 z 1 · · · z ln−1 has precisely l n − k + 1 subwords of length k, accordingly the first condition on k and n guarantees the existence of a finite word x ∈ B k such that x does not appear as a subword of z 0 z 1 · · · z ln−1 . Fix m ∈ N and let y 1 , y 2 , . . . , y m ∈ B ln−2k−2d , we now associate with this list an unique ele-
It is easy to see that as x is contained in any subword of length n, the word z 0 z 1 · · · z ln−1 cannot be contained as a subword of the periodic extension of w. Hence w ∈ B m(ln−k),ln , and so
Taking logs, dividing by m and letting m → ∞ yields
Finally letting n → ∞ and ǫ → 0 gives the result.
Remark 3.9. The proof of Proposition 3.8 is modified from [4] where an analogous result for topological entropy is proved.
3.3.
A Uniform Lasota-Yorke inequality. We now prove that the transfer operators L n satisfy a uniform Lasota-Yorke inequality. We assume that the transfer operator L is normalised, i.e L1 = 1. Iterating the perturbed operator L n we see that
Lemma 3.10. For any positive integers k, n we have
In addition, fixing j ≥ 0, m ≥ 1 we see that
Taking the supremum over j and m yields (5) |L n w| h ≤ |w| h .
Combining equations (4) and (5) and iterating completes the proof.
Lemma 3.11. There exists a constant c > 0 such that for any positive integers n, k we have
Proof. We prove this by induction, namely we prove that for any w ∈ B θ we have
To show this, fix a positive integer m, we consider two cases, namely: j + n ≤ m and m < j + n. If we suppose that j + n ≤ m then osc(χ σ −j (U c n ) w, m, x) ≤ osc(w, m, x) for all x ∈ Σ, and thus
On the other hand if m < j + n it is easy to see
|w|dµ.
Which implies that
We now analyse two further subcases, if m ≤ j then we see that
If j < m < j + n, the fact that the open sets {U n } n are nested implies that
In which case
If we combine equations (7), (9) and (10) we obtain (6). This completes the proof.
Lemma 3.12. There exists a constant c > 0 such that
for all w ∈ B θ and n, k ≥ 1.
Integrating and dividing by θ m implies that
And so from equations (4) and (11) along with lemma 3.11 we deduce that
This completes the proof.
Remark 3.13. The advantage of introducing the weak norm · h is that it overcomes the restrictions imposed by the usual weak norm · 1 . In particular, had we considered the usual · 1 -norm it would have imposed the condition that 0 < θ < 1 be chosen sufficiently small (leading to complications later in the proof when we also require ρ < θ < 1).
3.4.
Quasi-compactness of L n . A prerequisite for proving quasi-compactness of L n is that the unit ball is compact with respect to the weak norm.
Proposition 3.14.
Proof. Let (f n ) n ∈ B be any sequence. By Proposition 3.1 there exists a subsequence
Otherwise m ≤ M, in which case for k ≥ K we have
Taking equations (12) and (13) together implies that |f − f n k | h < ǫ for k ≥ K. This completes the proof.
We now prove quasi-compactness of L n using a critereon of Hennion.
Lemma 3.15. The essential spectral radii of the operators L n is uniformly bounded by θ.
Proof. To show that the essential spectral radius of L n is bounded by θ we note that Lemmas 3.12 and 3.14 show that the operators L n satisfy the hypotheses of [10] [Corollary 1], namely:
In which case we conclude that L n is quasi-compact with essential spectral radius bounded by r. Condition (1) can be deduced from Proposition 3.1 while condition (2) is the uniform Lasota-Yorke inequality proved in Lemma 3.12. Finally Proposition 3.8 implies that for any θ ∈ (0, 1) we have that λ n > θ for large n.
3.5. Stability of the spectrum. We introduce a so called 'asymmetric operator norm' for which the operators L n converge to L as n → ∞. For a linear operator Q : B θ → B θ we define |Q| = sup{ Qw h : w θ ≤ 1}.
Recall the Gibbs property (1) of µ, namely that there exists a constant c > 1 such that for any x ∈ Σ and positive integer n we have that (14) c
Using the above it is relatively easy to show the following proposition, which is stated without proof.
Proposition 3.16 (Gibbs property
Lemma 3.17. There exists a constant c > 0 such that
Proof. Let w ∈ B θ be such that
On the other hand for fixed m, j we have
Fix positive integers m, j, we study three cases, namely:
(1) n ≤ j + 1, (2) j + 1 < n < m + j + 1, (3) m + j + 1 ≤ n. First we suppose that n ≤ j + 1 which implies from Proposition 3.16 that
Next, we suppose that j+1 < n < m+j+1 then observing that the nested property of
, combining this with Proposition 3.16 we see that
If n ≥ m + j + 1, in which case
Combining equations (16), (17) and (18) yields
Combining this with equation (15) completes the proof.
We note that Lemmas 3.10, 3.12, 3.15 and 3.17 show that the operators L n satisfy the hypotheses of [15] [Theorem 1]. We now cite a specific consequence of result.
For δ > 0 and r > θ let
Then by [15] [Theorem 1] there exists N = N(δ, r) such that
where E n is a projection onto the eigenspace {cg n : c ∈ C} and E n Ψ n = Ψ n E n = 0.
Proof. Fix q ∈ (θ, 1) such that spec(L) \ {1} ⊂ B(0, q). Then by Proposition 3.8 there exists a positive integer N such that for all n ≥ N, we may write using standard operator calculus
Then from Lemma 3.7 and equation (19) above we see that
Remark 3.19. This result (Proposition 3.18) is claimed in an article of Hirata [12] . However, the proof presented in the article contains an error which we correct in this section. In particular, this allows us to recover the exponential and Poisson return time estimates claimed in [12] for conformal expanding maps.
Proposition 3.20. There exists a constant c > 0 such that for all n E n 1 ∞ ≤ c.
Proof. For n ≥ N write
Then from Lemma 3.7 and the equation (19) above we see that
An asymptotic formula for λ n
In this section we prove the following proposition.
Proposition 4.1. Fix φ ∈ B θ , then
We prove the proposition in the case that L is normalised, i.e. L1 = 1, the more general statement above can be deduced by scaling the operator.
Let m n denote the restriction of µ to I n , i.e.
The following four lemmas were motivated by corresponding results in [12] .
Lemma 4.2. If z is non-periodic then
Proof. For simplicity we put
Then, by using Lχ Un = 1 − L n 1,
As z is non periodic, it follows from the fact that a countable intersection of nested compact sets is non-empty that for any integer k ≥ 1, there exists
Then for any x ∈ σ −j U N k , 1 ≤ j ≤ k we have that x ∈ U N k . So for any n > N k and any x ∈ σ −k U n we see that
So for n > N k we see that
And so L n 1dm n = 1 for all n > N k . We now use the decomposition L k n = λ k n E n + Ψ k n to see that for any k and n > N k we have
Where Propositions 3.18 and 3.20 were used in the final line. This completes the proof.
Lemma 4.3. If z is non-periodic then
Proof. We let T n (x) denote the first return time (assuming it exists) for x ∈ U n , i.e.,
and thus
Lemma 4.4. If z has prime period p, then
Proof. Fix a large positive integer m and set k = pm. We have that for large n that
where assumption (5) on the family {U n } n was utilised in the second line. Hence
where | · | θ,∞ denotes the usual Hölder semi-norm. Hence any k = pm,
On the other hand, by lemma 4.2, for large n
We fixed k = pm and λ n → 1 as n → ∞, hence
Lemma 4.5. If z has prime period p, then
Proof 
Escape rates for Gibbs Measures
In this section we prove the analogue of Theorem 1.1 in the setting of a topologically mixing subshift of finite type, namely we prove:
Theorem 5.1. Suppose that {U n } n satisfy assumptions (1)-(5). Let φ : Σ → R be Hölder continuous and let µ denote the associated equilibrium state, then
if z has prime period p where
It is well known that the escape rate r µ (U n ) is related to the spectral radius λ n and we include the proof of the following proposition only for completeness.
Proof. We can write
Using Propositions 3.18 and 3.20 we see that
We now prove Theorem 5.1.
Proof. We assume that without loss of generality that P (φ) = 0. In which case we see that from Lemma 5.2 that
The result now follows from Proposition 4.1.
We also can obtain results relating to the convergence of topological pressure.
Theorem 5.3. Suppose that {U n } n satisfy assumptions (1)- (5). Let φ : Σ → R be Hölder continuous and let µ denote the associated equilibrium state, then
if z has prime period p.
Proof. Using λ = e P (φ) we see that
Observing that lim n→∞ P (φ)−P Σn (φ) e P (φ) −e P Σn (φ) = e −P (φ) , and combining this, (21) and Proposition 4.1 completes the proof.
An immediate corollary is the following:
Corollary 5.4. Let µ denote the measure of maximal entropy (i.e. the Parry measure [20] ), then
Remark 5.5. The rate of convergence of topological entropy of the restriction of the shift to these sets was studied by Lind [18] who proved, in the case that the U n consisted of a single cylinder of length n, i.e. U n = [z] n , the existence of a constant c > 1 such that
6. Proof of Theorem 1.1
In this section we prove Theorem 1.1. Let M be a Riemannian manifold and f : M → M a C 1 -map. Let J be a compact subset of M such that f (J) = J. We say that the pair (J, f ) is a conformal repeller if
(1) f | J is a conformal map. 
Let φ : J → R be α-Hölder and let µ denote the associated equilibrium state. For an open set U ⊂ J we let r µ (U) denote the escape rate of µ through U.
It is well known that an expanding map has a finite Markov partition {R 1 , R 2 , . . . , R l }, and that there exists a continuous semi-conjugacy π : Σ → J where Σ is a subshift of finite type on l symbols. By choosing λ −α < θ < 1 and considering Σ equipped with the metric d θ it can be seen that the mapφ = φ • π : Σ → R is d θ -Lipshitz, and sõ φ ∈ B θ .
We state without proof the following result of Bowen [2] . This proposition was used to prove the following corollary:
Corollary 6.2 (Bowen). x ∈ Σ is periodic if and only if π(x) ∈ J is periodic.
We also require the following technical lemmas.
Lemma 6.3. For any periodic point z ∈ J there exists a Markov partition
Proof. This follows easily from the standard construction of Markov partitions (using shadowing), for example see [27] . Proof. Letφ : Σ → R be defined byφ(x) = φ(π(x)), and denote the associated equilibrium state byμ, then µ = π * (μ). For ǫ > 0, let U ǫ denote the Moran cover associated with the Markov partition {R 1 , R 2 , . . . , R m } (see [23, pg. 200] ). Then for z ∈ J we choose elements U 1 , U 2 , . . . , U k ∈ U ǫ which intersect B(z, ǫ). A basic property of Moran covers is that:
(1)
where K is independent of both z and ǫ.
In which case it suffices to show that µ(U i ) ≤ cǫ s for some constant c > 0. To see this we observe a basic property of Gibbs measures is that for any x ∈ Σ there exists c > 0 and γ ∈ (0, 1) such thatμ[x] n ≤ cγ n for n = 1, 2, . . .. In addition to f ∈ C 1+α and conformal we have that cλ −n(z i ) ≤ ǫ for any ǫ > 0. In which case we see that
Next we require the so called "D-annular decay property", that is there exists a constant c 2 > 0 such that for all x ∈ J ǫ > 0 and 0 < δ < 1 we have that
A related condition is the "doubling" or "Federer" property, namely there exists a constant K > 1 such that for all x ∈ J and ǫ > 0 we have
Evidently, a measure that satisfies the D-annular decay property also satisfies the doubling property. The converse was shown by Buckley in [5] [Cor 2.2]. In the context of an equilibrium state µ supported on a conformal repeller Pesin and Weiss [22] showed that µ satisfies the doubling property. We collect these two results in the following proposition:
Proposition 6.5. There exists a D such that µ satisfies the D-annular decay property.
We now prove Theorem 1.1
Proof. We first prove the result if z ∈ J is not periodic, we first observe that the map π that a consequence of Proposition 6.1 we have that π −1 {z} = {z 1 , z 2 , . . . , z r }, further Corollary 6.2 implies that each z i is non-periodic. Hence to show Theorem 1.1 it suffices to show that lim ǫ→0 1 (B(z,ǫ) )) = 1. First, we observe that Theorem 5.1 may be modified to accommodate multiple non-periodic points appearing in the intersection, this modification is trivial and we therefore omit the proof. For non-periodic points the new hypotheses become:
(1) Let {V n } be a family of nested sets with each V n being a finite union of cylinders. Suppose further that n≥1 V n consists of finitely many non-periodic points {z 1 , z 2 , . . . , z r }. (2) There exists constants c > 0 and 0 < ρ < 1 such thatμ(V n ) ≤ cρ kn for all n ≥ 1, here k n denotes the maximum length of a cylinder in V n . (3) There exists a sequence (l n ) n , and constant κ > 0 such that κ < l n /k n ≥ 1 and
If the sets {V n } n satisfy these hypotheses then we conclude
We first prove the theorem for the case that z ∈ J is non-periodic. For ǫ > 0 and a positive integer k we set
We observe that due to f being uniformly expanding, there exist constants c 3 > 0 and 0
in which case it is easy to see that
Where the D-annular decay property was used on the final line. Now let {ǫ n } n be any monotonic sequence with ǫ n → 0 and set
Observing that U n is a finite union of k n := k(ǫ n , η)'th level refinement of the markov partition, there exists V n ⊂ Σ, a finite union of cylinders of length k n such that π(V n ) = U n .
We claim that V n satisfies the hypotheses of the modified Theorem 5.1. Clearly the V n are nested (1), so it suffices to show thatμ(V n ) decays exponentially in n. To see this we observe that
And thus, we see thatμ(V n ) decreases exponentially in k n , which proves (2). As f is conformal and z ∈ [z i ] l for all i and l there exists a constant c 4 > 0 and 0 < ̺ < 1 such that for any i ∈ {1, 2, . . . , r} and l ∈ N we have that c −1
It is easy to see that for such a choice of l we have that
In addition, we have that l n > c 5 k n for some constant c 5 > 0, this proves (3). Thus we deduce from the modified Theorem 5.1
And so by monotonicity of escape rates and equation (23) we see that (24) lim sup
Similarly, using the same method we may obtain a lower bound, which in conjunction with equation (24), gives
We now turn our attention to the case where z is periodic. By Lemma 6.3 we may assume that π −1 (z) consists of a single point of prime period p say π(z ′ ) = z. As before we approximate B(z, ǫ) from outside using elements of k−1 i=0 f −i R, which may be thought of as cylinders of length k in a subshift of finite type. Recall the hypotheses for Theorem 5.1:
(1) Let {V n } be a family of nested sets with each V n being a finite union of cylinders.
Suppose further that n≥1 V n = {z ′ }, where z ′ has prime period p. (2) There exists constants c > 0 and 0 < ρ < 1 such thatμ(V n ) ≤ cρ kn for n = 1, 2, . . ., here k n denotes the maximum length of a cylinder in V n . (3) For each n ≥ 1 we have that
In which case we deduce from Theorem 5.1 that
We first approximate B(z, ǫ n ) from outside using the same method employed previously. For η > 0 we obtain U n ⊃ B(z, ǫ n ) nested, each being a finite union of elements from
f −i R for some k, with the property that µ(U n ) ≤ (1 − η) −1 µ(B(z, ǫ n )). As before, we may find a V n ⊂ Σ which is a finite union of cylinders. It is easy to see that V n satisfy conditions (1) and (2) . To see (3) we observe that for ǫ n small expansivity of f and the fact that z has prime period p yields
A simple argument extends this to approximations of balls centred on z. Using monotonicity of escape rates together with the conclusions of Theorem 5.1 yields
. (25) Similarly, using the same method we may obtain a lower bound, which in conjunction with equation (25), we see that
Proof of Theorem 1.2
In this section we study the asymptotic behaviour of the Hausdorff dimension of the non-trapped set. Let f : J → J be a conformal repeller as defined in the previous section, we make the further assumption that f ∈ C 1+α (J) for some α > 0. Fix z ∈ J, for ǫ > 0 we define
i.e. all points whose orbits are ǫ-bounded away from z. Let µ denote the equilibrium state related to the potential ψ = −s log |f ′ |, where s = dim H (J). As before we may study the escape rate r µ (B(z, ǫ)) of µ through B(z, ǫ) and it's associated asymptotic, i.e. z, ǫ) ) .
The method of proof is as follows: in a similar vein to the proof of Theorem 1.1, we first prove the result where the hole consists of a finite union of refinements of the Markov partition, then extend it to the case of geometric balls via an approximation argument.
Let R = {R 1 , R 2 , . . . , R m } denote a Markov partition for the conformal repeller J, this induces a semi-conjugacy π between a subshift of finite type (Σ, σ) and the conformal repeller (J, f ). Let I n ∈ n−1 i=0 f −j R be a nested family such that ∩ n≥0 I n = {z}. We let J n denote the set of points in J which do not fall down the hole I n , i.e.
Let s ǫ denote the Hausdorff dimension of the set J ǫ .
Proposition 7.1. Under the assumptions above
A cruicial ingredient to the proof of Proposition 7.1 is the following result of Ruelle [24] . Proposition 7.2 (Ruelle). Let s ≥ 0 be the unique real number for which P (−s log |f ′ |) = 0, then dim H (J) = s.
Letφ(x) := − log |f ′ (π(x))| it is easy to see that the semi-conjugacy π being one-one on a set of full measure for all equilibrium states for Hölder potentials implies that the Hausdorff dimension of J is the unique real number s for which P (sφ) = 0. As similar argument shows that the dim H (J n ) = s n where s n is the unique real number satisfying P Σn (s nφ ) = 0. We may therefore translate the problem into the language of subshifts of finite type. As the family {I n } is nested there exists a point z ′ ∈ Σ such that π[z ′ ] = I n . Accordingly, if we set
it is easy to see that the semiconjugacy π being one-one on a set of full measure for all equilibrium states for Hölder potentials implies that the Hausdorff dimension of J is the unique real number s for which P (sφ) = 0. As similar argument shows that the dim H (J n ) = s n where s n is the unique real number satisfying P Σn (s nφ ) = 0. We therefore may prove the result in the setting of subshifts of finite type.
For t ≥ 0 we let L t : B θ → B θ denote the transfer operator associated with the potential tφ, i.e.,
analogously we define the perturbed transfer operator L t,n : B θ → B θ to be (L t,n w)(x) = (L t χ [z ′ ] c n w)(x). We let g t (resp. g t,n ) and ν t (resp. ν t,n ) denote the eigenfunction and eigenmeasures guaranteed by Proposition 3.2 applied to L t (resp. L t,n ). We shall assume without loss of generality that g t dν t = g t,n dν t,n = 1 for all t ≥ 0 and n ≥ 1. The associated equilibrium states will be denoted by µ t and µ t,n , observing that one can show that dµ t = g t dν t (resp. dµ t,n = g t,n dν t,n ). We proved earlier that both L t and L t,n have spectral gaps, we denote their maximal eigenvalues by λ t and λ t,n respectively. As log(λ t ) = P (tφ) (resp. log(λ t,n ) = P Σn (tφ)), the problem of finding the Hausdorff dimensions of J (resp. J n ) reduces to finding the values of t (resp. t n ) such that λ t = 1 (resp. λ tn,n = 1).
The proof of Proposition 7.1 relies on a few elementary facts: the maps t : → λ t,n are analytic and non-increasing in t, while for a fixed t the sequence {λ t,n } n is increasing (and converges to λ t ), we use Taylor's theorem applied to λ t,n about t = s to obtain an approximation of λ t,n close to λ s,n , we then use Theorem 5.1 and let n → ∞ to prove the result. The main problem then reduces to analysing the behaviour of the first λ ′ t,n = d/dt(λ t,n ) and second λ ′′ t,n = d 2 /dt 2 (λ t,n ) derivatives of λ t,n which is the focus of the following two technical lemmas. Proof. We first obtain an explicit formula for λ ′ t,n , to do this we follow an argument of Ruelle [25] [p 96. Ex 5.] to prove that for any t ≥ 0 and n = 1, 2, · · · (26) λ ′ t,n = −λ t,n log |f ′ |dµ t,n .
Analogously for the unperturbed operator
To see this we take the eigenfunction equation
Differentiating once yields
n , and then integrating with respect to ν t,n and cancelling terms yields λ ′ t,n = L ′ t,n (g t,n )dν t,n = L t,n (φg t,n )dν t,n = λ t,n φdµ t,n where φ = − log |f ′ |. This shows (26) , the proof of (27) is analogous and the proof is omitted.
Without loss of generality we may assume that g t = 1, that is L t 1(x) = λ t . We decompose the transfer operators L t,n and L t as L t,n = λ t,n E t,n + Ψ t,n L t = λ t E t + Ψ t where E t,n and E t are projection operator given by (29) E t,n w = wdν t,n g t,n , E t w = wdν t and Ψ t,n (resp. Ψ t ) has a spectral radius strictly less than λ t,n (resp. λ t ). From [15] we have that lim n→∞ |E t,n − E t | = 0 and so g t,n − g t 1 ≤ g t,n − g t w (30) = (E t,n − E t )(1) w ≤ |E t,n − E t | 1 s → 0.
Finally, to show that λ ′ t,n → λ ′ t it suffices to show that E t,n (g t,n φ) → E t (φ). We first show that there exists a constant c > 0 such that g t,n φ θ,1 ≤ c for all n. We note that by [15] [Corollary 1] that there exists a constant c > 0 and positive integer N such that E t,n w θ,1 ≤ c E t w h for any w ∈ B θ and n ≥ N. In which case g t,n φ θ,1 = |g t,n φ θ,1 + g t,n φ 1 ≤ g t,n ∞ |φ| θ,1 + |g t,n | θ,1 φ ∞ + φ ∞ g t,n 1 ≤ 2 φ θ,1 g t,n θ,1 + φ ∞ g t,n w = 2 φ θ,1 E t,n 1 θ,1 + φ ∞ g t,n h ≤ 2c φ θ,1 E t,n 1 h + φ ∞ g t,n h = (2c φ s + φ ∞ ) g t,n h .
We observe that g t,n −1 1 → 0, implies that g t,n −1 h → 0 and so g t,n θ,1 is bounded. Next, we note that E t,n (g t,n φ) − E t (φ) 1 = | E t,n − E t | g t,n φ θ,1 + E t (φ(g t,n − 1)) 1 ≤ c| E t,n − E t | + φ ∞ E t 1 g t,n − 1 1 .
Both terms tend to zero by equation (30) and [15] . This completes the proof. We observe that as dµ t,n = g t,n dν t,n is strong mixing that this second term tends to zero as N → ∞, and thus We now estimate the term N −1 (φ N ) 2 g t,n dν t,n : expanding the term (φ N ) 2 and using the dual identity L * t,n (ν t,n ) = λ t,n ν t,n yields for n large enough We apply the decomposition L t,n = λ t,n E t,n + Ψ t,n along with Proposition 3.18 to equation (32) to obtain N −1 (φ N ) 2 g t,n dν t,n = φ We note that φg t,n dν t,n 2 = (λ Finally we observe that the perturbation t → L t is analytic and so for any q > 0 such that spec(L s ) \ {λ s } ⊂ B(0, q) there exists a positive integer M and δ > 0 such that λ t.n > q and spec(L t,n ) \ {λ t,n } ⊂ B(0, q) for all n ≥ M and t ∈ (s − δ, s + δ). Combining this observation with Proposition 3.18 completes the proof.
We now prove Proposition 7.1:
Proof. We begin by proving that s − s n = O(µ(I n )), to see this we observe the map t → λ t,n is analytic, and so using Taylor's theorem we may write (34) λ sn,n = 1 = λ s,n + λ ′ ξn,n (s n − s). for some ξ n ∈ (s n , s). We note that Theorem 4.1 and Lemma 7.3 prove the claim. Next, we use Taylor's theorem once again to see that λ sn,n = 1 = λ s,n + λ for ξ n ∈ (s n , s). Rearranging yields s − s n µ(I n ) = 1 −λ ′ s,n 1 − λ s,n µ(I n ) + λ ′′ ξn,n O(µ(I n )) .
