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Abstract
Let G = (V,E) be an undirected graph with maximum degree d. The k-disc of a vertex v ∈ V is
defined as the rooted subgraph that is induced by all vertices whose distance to v is at most k.
The k-disc frequency vector of G, freqk(G), is a vector indexed by all isomorphism types of k-discs.
For each such isomorphism type Γ, the k-disc frequency vector counts the fraction of vertices that
have k-disc isomorphic to Γ. Thus, the frequency vector freqk(G) of G captures the local structure
of G. A natural question is whether one can construct a much smaller graph H such that H
has a similar local structure. N. Alon proved that for any  > 0 there always exists a graph H
whose size is independent of |V | and whose frequency vector satisfies ‖freqk(G)− freqk(H)‖1 ≤ .
However, his proof is only existential and neither gives an explicit bound on the size of H nor an
efficient algorithm. He gave the open problem to find such explicit bounds [9]. In this paper, we
solve this problem for the special case of high girth graphs. We show how to efficiently compute
a graph H with the above properties when G has girth at least 2k+2 and we give explicit bounds
on the size of H.
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1 Introduction
Given a graph G = (V,E), the problem to find a smaller graph H that approximates G
with respect to some of its properties is a basic problem in the area of graph algorithms.
For example, spanner graphs [4] approximate G with respect to the shortest path structure,
combinatorial sparsifiers [2] approximate G with respect to the cut structure, spectral
sparsifiers [14] approximate G with respect to the spectral structure, and for a dense graph
G the regularity lemma [15] may be thought of as providing a constant size weighted graph
that captures an important part of the combinatorial structure of G.
In this paper we consider a different type of approximation. We study the problem of
constructing a small graph H that has approximately the same local structure as G, where G
is assumed to be undirected and to have a maximum degree bounded by d. The motivation
to consider such an approximation is that any algorithm that only uses local information
will behave similarly on inputs G and H. This is, for example, interesting in the context of
property testing in the bounded degree graph model introduced by Goldreich and Ron [7],
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where we are given oracle access to the adjacency lists of a graph G with maximum degree d
and the goal is to distinguish graphs with a given property Π from graphs that are -far from
Π, that is, graphs that have to be changed in more than d|V | edges to obtain a graph with
property Π. It is known that many constant time property testers in this model depend only
on the local structure of the input graph. For example, all minor-closed properties can be
tested in this way [3, 8]. If one allows the property testing algorithm to be (non-uniformly)
depending on n (and  and d) then every hyperfinite property is testable [13], that is, every
graph property that contains only graphs that can be partitioned into connected components
of constant size by removing an -fraction of the edges.
We now continue to make the problem more precise. Given a vertex v ∈ V , the k-disc of
v is defined as the rooted subgraph that is induced by all vertices whose distance to v is at
most k. The k-disc frequency vector of G, freqk(G), is an L-dimensional vector indexed by
all isomorphism types of k-discs, where L is the number of such isomorphism types. For each
isomorphism type Γ, the k-disc frequency vector counts the fraction of vertices that have
k-disc Γ. In other words, freqk(G) is the frequency distribution of local neighborhoods over
the vertices of G. Given G with maximum degree d and a parameter  our problem is to
compute a smaller graph H such that ‖freqk(G)− freqk(H)‖1 ≤ , where freqk(G) , freqk(H)
denote the frequency vectors of G and H, respectively.
1.1 Previous Work
There is a surprisingly simple proof by Alon showing that for every  > 0 and constants d
and k, there is an M() such that for every d-bounded degree graph G, there is a graph H of
size M() such that the `1-norm distance of freqk(G) and freqk(H) is bounded by  (see [11,
Proposition 19.10] for the proof). In other words, for every d-bounded graph G of arbitrary
size, there exists a small graph H of constant size that approximates the local neighborhood
distribution of G. This result may be viewed as an analogue to a weak version of Szemerédi’s
regularity lemma for dense graphs [15] (see [10, Section 5.5] for more details).
The proof by Alon is based on a compactness argument and does not give explicit bound
on M(). Obtaining such a bound was suggested by Alon as an open problem [9].
The problem is also related to the theory of graph limits and may be viewed as a finite
version of the Aldous-Lyons conjecture [1]. A special case of this conjecture was solved
by Elek [5]: He proved that every involution-invariant probability measure on the space of
d-bounded trees arises as the local limit of some (infinite) sequence of d-bounded graphs.
1.2 Our Results
In this paper, we give a bound on M() for the special case when the input graph has high
girth, where the girth of a graph G is defined as the length of the shortest cycle in G. In
other words, we focus on the class of graphs where all k-discs are trees. This class contains
some very interesting graphs already. For example, it is known that a random regular graph
with high girth is an expander graph with high probability (cf. [6, 12]).
We develop an algorithm that, given oracle access to a graph G with maximum degree d,
computes in constant time and with a constant number of queries a small graph H such that
‖freqk(G)− freqk(H)‖1 ≤ . Here, a query asks for the adjacency list of a vertex v ∈ V (G).
I Theorem 1. Let d ≥ 2, k ≥ 1, , δ ∈ (0, 1) and define ϕ := 300d3k+2L3ε2δ . Let G = (V,E)
be a d-bounded degree graph of size |G| ≥ 2ϕ2/δ with girth(G) ≥ 2k + 2. Then, there is an
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algorithm that outputs, with probability 1− δ, a graph H such that
‖freqk(G)− freqk(H)‖1 ≤  and |V (H)| ≤ ϕ .
The algorithm has time and query complexity O(1) for constant d, k,  and δ.
If we allow the algorithm to be less efficient (but deterministic), the size of H can be
reduced by a factor of L2/.
I Theorem 2. Let d ≥ 2, k ≥ 1,  ∈ (0, 1) and let G = (V,E) be a d-bounded graph with
girth(G) ≥ 2k+ 2. Then, there is a deterministic algorithm that outputs a graph H such that
‖freqk(G)− freqk(H)‖1 ≤  and |V (H)| ≤ 36
d3k+2L

.
The algorithm has time complexity O(|V (G)|).
We remark that our results can be directly generalized to graphs that are close to having
high girth. For any ε > 0 and integer k, two d-bounded graphs G and G′ are called to be
ε-close to each other if one can obtain G′ by inserting/deleting at most εdn edges to/from
G. By noting that the `1-norm distance of the frequency vectors of two graphs G and G′ is
small if they are close to each other, we have the following corollary.
I Corollary 3. Let d ≥ 2, k ≥ 1,  ∈ (0, 1) and let G = (V,E) be a d-bounded graph that is
ε
6dk+1 -close to some graph G
′ with girth(G′) ≥ 2k + 2. Then, there exists a graph H of size
at most 72d3k+2L such that ‖freqk(G)− freqk(H)‖1 ≤ .
1.3 Proof Overview and Techniques
Our result is based on the following transformation of a graph G that fully preserves the
local structure of G: Let (u1, v2), (u2, v1) ∈ E be two edges with the properties that (a)
the distance from u1 to v1 and the distance from v2 to u2 in G are large and (b) the local
neighborhoods of u1 and u2 are isomorphic and (c) the local neighborhoods of v2 and v1
are isomorphic. Then one can replace the edges (u1, v2), (u2, v1) by (u1, v1), (u2, v2) without
changing the local structure of the graph. We believe that this local transformation might
be also interesting in the context of lower bounds in property testing, since if we consider
sufficiently large local neighborhoods, the behavior of any constant-query property testing
algorithm does not change under this transformation.
Our algorithm now works as follows. We use random sampling to identify a subset U ⊆ V
of constant size that has approximately the same distribution of neighborhoods (with respect
to G) as V . Then we use our transformation to turn G into a graph G′ where U has a small
cut (relative to the size of U) to V \ U and the neighborhood distribution of G is preserved.
Then the graph G′[U ] has constant size and a similar distribution of neighborhoods as G.
2 Preliminaries
Let G = (V,E) be an undirected graph. We will assume G to be a d-bounded degree graph,
that is, the maximum degree of a vertex in G is upper bounded by d. Throughout the
paper, d is assumed to be a constant. Given two vertices u, v ∈ V , let dtG(u, v) be the
length of the shortest path between u and v. The girth of G, girth(G), is defined as the
length of the shortest cycle in G. The cut of V1, V2 ⊆ V where V1 ∩ V2 = ∅ is defined as
E ∩ {(u, v) | u ∈ V1 ∧ v ∈ V2}.
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For any v ∈ V , the k-disc of v, denoted by disck(G, v), is defined as the subgraph that is
induced by the vertices that are at distance at most k to v and is rooted at v. Two k-discs are
isomorphic if and only if there exists a root-preserving graph isomorphism, that is, a graph
isomorphism that identifies the roots. For any two k-discs Γ′ and Γ′′, we write Γ′ ' Γ′′ if Γ′ is
isomorphic to Γ′′, and write Γ′ 6' Γ′′ otherwise. We denote the number of all non-isomorphic
d-bounded degree rooted graphs with radius at most k (that is, k-discs) by L := L(d, k).
The set of all such graphs is denoted by Tk = (Γ1, . . . ,ΓL). Since G has d-bounded degree,
the size of each of its k-discs Γi ∈ Tk is bounded by 1 + d+ . . .+ dk ≤ 3dk/2.
I Fact 4. The size of a k-disc Γ ∈ Tk is at most 3dk/2.
The k-disc count vector cntk(G) of a graph G is an L-dimensional vector where the i-th
entry counts the number of k-discs in G that are isomorphic to Γi ∈ Tk. By Fact 4, L is finite.
Note that the total number of k-discs in G is exacly |V (G)|. Given a k-disc isomorphism
type Γ, cntk(G)Γ is defined as the entry in cntk(G) that corresponds to Γ. Given a subset of
vertices S ⊆ V , let cntk(S | G) be the k-disc count vector such that the ith entry counts the
number of k-discs of G with root vertex in S that are isomorphic to Γi.
The k-disc frequency vector of G, denoted by freqk(G), is the vector where the i-th
entry counts the fraction of k-discs in G that are isomorphic to Γi ∈ Tk, or equivalently,
freqk(G) := cntk(G) /|V (G)|. We define freqk(S | G) := cntk(S | G) /|S| and freqk(G)Γ :=
freqk(G)Γ /|V (G)| similarly.
In the following, we consider both k-discs and (k − 1)-discs. We use Γ to denote k-discs
and ∆ to denote (k − 1)-discs.
For any integer k and Γ′,Γ′′ ∈ Tk, we call an edge (u, v) ∈ E a (Γ′,Γ′′)-edge if disck(G, u) '
Γ′ and disck(G, v) ' Γ′′. For any two subsets V1, V2 ⊆ V and any two k-disc types Γ′,Γ′′, we
let e(Γ′,Γ′′ |V1, V2) denote the number of (Γ′,Γ′′)-edges from V1 to V2, that is, the number
of edges (u, v) such that u ∈ V1, v ∈ V2, disck(G, u) ' Γ′ and disck(G, v) ' Γ′′.
For any k-disc Γ ∈ Tk and (k − 1)-disc ∆ ∈ Tk−1, Γ is called ∆-extensive if the (k − 1)-disc
of the root of Γ is isomorphic to ∆. We denote the set of all ∆-extensive k-discs Γ by ext(∆).
Given a k-disc Γ ∈ Tk with root r and a (k − 1)-disc ∆ ∈ Tk−1, let neigh(Γ,∆) be the number
of neighbors of r whose (k − 1)-disc is isomorphic to ∆, that is,
neigh(Γ,∆) :=
∣∣{v | (r, v) ∈ E(Γ) ∧ disck−1(Γ, v) ' ∆}∣∣ .
For any ∆1,∆2 ∈ Tk−1, let neighΣ(∆′,∆′′) be the total number of (∆′,∆′′)-edges starting
at the root of any k-disc Γ ∈ ext(∆′), that is, neighΣ(∆′,∆′′) :=
∑
Γ∈ext(∆′) neigh(Γ,∆′′).
Note that neighΣ(·, ·) is not necessarily symmetric. Since |ext(∆′)| ≤ |Tk| ≤ L and for every
Γ ∈ ext(∆′), its root’s degree is at most d, we get the following bound.
I Fact 5. For every pair of (k − 1)-discs ∆′, ∆′′ ∈ Tk−1, we have neighΣ(∆′,∆′′) ≤ Ld.
3 Rewiring Edges
In this section, we show that for every partitioning V1 ∪˙ V2 = V of a graph G = (V,E) with
girth at least 2k + 2 and freqk(V1 | G) , freqk(V2 | G) ≈ freqk(G), one can reduce the size of
the cut of V1 and V2 to some constant by rewiring edges without any effect on freqk(Vi | G),
i ∈ {1, 2}, and freqk(G). Removing the remaining edges in the cut changes the k-disc
frequency vectors only slightly. Thus, two smaller graphs with approximately the same k-disc
frequency vector as G are obtained.
To this end, our first lemma shows that the fraction of (∆′,∆′′)-edges that start in an
arbitrary subset V1 ⊆ V is approximately the same as for another arbitrary subset V2 ⊆ V if
the frequency distributions of the k-discs in V1 and V2 are close.
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I Lemma 6. Let G = (V,E) be a d-bounded degree graph, k ∈ N, λ ∈ [0, 1] and let
V1, V2 ⊆ V be such that |freqk(V1 | G)Γ − freqk(V2 | G)Γ | ≤ λ for all k-discs Γ ∈ Tk. Then,
for all (k − 1)-discs ∆′,∆′′ ∈ Tk−1 such that ∆′ 6' ∆′′, it holds that∣∣∣∣e(∆′,∆′′ |V1, V )|V1| − e(∆
′,∆′′ |V2, V )
|V2|
∣∣∣∣ ≤ λ · neighΣ(∆′,∆′′) .
Proof. Consider any ∆′-extensive k-disc Γ ∈ ext(∆′). Then the number of (∆′,∆′′)-edges in
G such that the root of ∆′ belongs to V1 equals
e(∆′,∆′′ |V1, V ) =
∑
Γ∈ext(∆′)
cntk(V1 | G)Γ · neigh(Γ,∆′′) .
An analogous equation holds for e(∆′,∆′′ |V2, V ). Note that since ∆′ 6' ∆′′, even edges
that start and end in V1 are counted only once in the right-hand side of the equation because
ext(∆′) ∩ ext(∆′′) = ∅. Therefore,∣∣∣∣e(∆′,∆′′ |V1, V )|V1| − e(∆
′,∆′′ |V2, V )
|V2|
∣∣∣∣
=
∣∣∣∣∣
∑
Γ∈ext(∆′) cntk(V1 | G)Γ · neigh(Γ,∆′′)
|V1| −
∑
Γ∈ext(∆′) cntk(V2 | G)Γ · neigh(Γ,∆′′)
|V2|
∣∣∣∣∣
≤
∑
Γ∈ext(∆′)
|freqk(V1 | G)Γ − freqk(V2 | G)Γ| · neigh(Γ,∆′′)
≤ λ ·
∑
Γ∈ext(∆′)
neigh(Γ,∆′′)
= λ · neighΣ(∆′,∆′′) . J
If V1, V2 is a partitioning of V , the former result can be improved. In particular, we
show that if freqk(V1 | G) ≈ freqk(V2 | G), then for almost every (∆′,∆′′)-edge from V1 to
V2 there is a counterpart, that is, a (∆′,∆′′)-edge from V2 to V1. We will later use this result
to reduce the size of the cut without altering the k-disc frequency vector by swapping the
endpoints of edges in the cut so that the new edges lie completely in V1 and V2, respectively.
I Lemma 7. Let G = (V,E) be a d-bounded degree graph, k ∈ N, λ ∈ [0, 1] and let V1∪˙V2 = V
be a partitioning of V such that |freqk(V1 | G)Γ − freqk(V2 | G)Γ | ≤ λ for all k-discs Γ ∈ Tk.
Then, for all (k − 1)-discs ∆′,∆′′ ∈ Tk−1, it holds that
|e(∆′,∆′′ |V1, V2)− e(∆′,∆′′ |V2, V1)| ≤ |V1||V2||V | · λ ·
[
neighΣ(∆′,∆′′) + neighΣ(∆′′,∆′)
]
.
Proof. If ∆′ ' ∆′′, the bound holds trivially because e(∆′,∆′′ |V1, V2) = e(∆′,∆′′ |V2, V1).
Therefore, assume that ∆′ 6' ∆′′ now. Note that by symmetry it holds that
e(∆′,∆′′ |Vi, Vj) = e(∆′′,∆′ |Vj , Vi) i, j ∈ {1, 2} . (1)
Furthermore, since V1 ∪˙ V2 is a partitioning of V , we have
e(∆′,∆′′ |Vi, V ) = e(∆′,∆′′ |Vi, V1) + e(∆′,∆′′ |Vi, V2) i ∈ {1, 2} (2)
and an analogous equation for e(∆′′,∆′ |Vi, V ). Now, we have
|e(∆′,∆′′ |V1, V2)− e(∆′,∆′′ |V2, V1)|
= |V1||V2||V | ·
(|V1|+ |V2|)
|V1||V2| ·
∣∣e(∆′,∆′′ |V1, V2)− e(∆′,∆′′ |V2, V1)∣∣
= |V1||V2||V | ·
∣∣∣∣( 1|V1| + 1|V2|
)
·
(
e(∆′,∆′′ |V1, V2)− e(∆′′,∆′ |V1, V2)
)
+ 0− 0
∣∣∣∣
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= |V1||V2||V | ·
∣∣∣∣ ( 1|V1| + 1|V2|
)
·
(
e(∆′,∆′′ |V1, V2)− e(∆′′,∆′ |V1, V2)
)
+ e(∆
′,∆′′ |V1, V1)− e(∆′′,∆′ |V1, V1)
|V1| −
e(∆′,∆′′ |V2, V2)− e(∆′′,∆′ |V2, V2)
|V2|
∣∣∣∣
= |V1||V2||V | ·
∣∣∣∣e(∆′,∆′′ |V1, V1) + e(∆′,∆′′ |V1, V2)|V1| − e(∆
′,∆′′ |V2, V2) + e(∆′,∆′′ |V2, V1)
|V2|
− e(∆
′′,∆′ |V1, V1) + e(∆′′,∆′ |V1, V2)
|V1| +
e(∆′′,∆′ |V2, V2) + e(∆′′,∆′ |V2, V1)
|V2|
∣∣∣∣
= |V1||V2||V | ·
∣∣∣∣e(∆′,∆′′ |V1, V )|V1| − e(∆
′,∆′′ |V2, V )
|V2| −
e(∆′′,∆′ |V1, V )
|V1| +
e(∆′′,∆′ |V2, V )
|V2|
∣∣∣∣
≤ |V1||V2||V | · λ
[
neighΣ(∆′,∆′′) + neighΣ(∆′′,∆′)
]
,
where the fourth equation follows from Eq. (1), the fifth equation follows from Eq. (2) and
the inequality follows from applying Lemma 6. J
The former result enables us to analyze our main technical tool, that is, the rewiring
of edges. First, we will prove that under some condition we can rewire two (∆′,∆′′)-edges
without altering the k-disc frequency distribution of the graph or the partitions. This part
of the proof shows that there exists, for every vertex v ∈ V , an isomorphism function that
maps the k-disc of v in the original graph to the k-disc of v in the rewired graph. We then
show that if we cannot find such (∆′,∆′′)-edges, the cut of V1 and V2 is small. This implies
that the removal of the remaining edges changes the k-disc frequency vector of the graph
only slightly.
I Lemma 8. Let G = (V,E) be a d-bounded graph with girth(G) ≥ 2k + 2, k ∈ N, λ ∈ [0, 1]
and let V1 ∪˙ V2 = V be a partitioning of V such that |freqk(V1 | G)Γ − freqk(V2 | G)Γ | ≤ λ
for all k-discs Γ ∈ Tk. Then either there exists a graph H = (V, F ) such that
girth(H) ≥ 2k + 2 (3)
|F ∩ (V1 × V2)| ≤ |E ∩ (V1 × V2)| − 2 (4)
disck(H,w) ' disck(G,w) ∀w ∈ V (5)
or the cut between V1 and V2 is small:
e(V1, V2) ≤ 6d2k+2L+ 2λLd ·min(|V1|, |V2|) . (6)
Proof. Consider the following condition (see Fig. 1):
(?) There exist (u1, v2) ∈ (V1 × V2) ∩ E and (u2, v1) ∈ (V2 × V1) ∩ E such that dtG(u1, v1),
dtG(v2, u2) ≥ 2k+1, disck−1(G, u1) ' disck−1(G, u2) and disck−1(G, v2) ' disck−1(G, v1).
Informally, it states that, for a suitable choice of (k − 1)-discs ∆′ and ∆′′, there exists a
(∆′,∆′′)-edge from V1 to V2 and a (∆′,∆′′)-edge from V2 to V1 such that two endpoints of
different edges are not too close. We prove in the following that if condition (?) is satisfied,
then there exists a graph H with the desired properties, and that Eq. (6) holds otherwise.
I Claim 9. If condition (?) is satisfied, there exists a graph H = (V, F ) such that Ineq. (3)
and (4) and Expr. (5) are satisfied.
Proof. Suppose that condition (?) is satisfied. We define an intermediate graph G′ := (V,E′)
that is obtained by deleting the edges (u1, v2) and (u2, v1) from G, that is, E′ := E \
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u2v1
v2u1
≥ 2k + 1
V2V1
≥ 2k + 1
Figure 1 If condition (?) is satisfied (as here for k = 2), it is possible to replace the edges
(u1, v2) and (u2, v1) by (u1, v1) and (u2, v2), respectively, without changing the k-disc vector of G.
Otherwise, the cut of V1 and V2 is small and removing these edges affects only few k-discs in V1.
{(u1, v2), (u2, v1)}. We further define H := (V, F ) to be the graph that is obtained by adding
the edges (u1, v1) and (u2, v2) to G′, that is, F := E′ ∪ {(u1, v1), (u2, v2)}.
Observe that since dtG(u1, v1), dtG(u2, v2) ≥ 2k + 1, Ineq. (3) holds, and by definition
of H, Ineq. (4) holds. Thus, it remains to prove that Expr. (5) also holds, that is, for
any vertex w, the k-discs of w in G and H are isomorphic. In what follows, we carefully
construct a root-preserving bijection f : V (disck(G,w))→ V (disck(H,w)) such that for all
x, y ∈ V (disck(G,w)), (x, y) ∈ E(disck(G,w)) if and only if (f(x), f(y)) ∈ E(disck(H,w)) to
formally prove this somewhat intuitive observation.
Let w ∈ V . We distinguish between the cases that neither (u1, v2) nor (u2, v1), either
one of them, or both are contained in disck(G,w). First, we will specify two isomorphism
functions gu : V (disck(G, u1))→ V (disck(G, u2)) and gv : V (disck(G, v2))→ V (disck(G, v1))
for disck(G, u1) ' disck(G, u2) and disck(G, v2) ' disck(G, v1), respectively. If there is more
than one candidate for gu and gv respectively, we make an arbitrary choice unless stated
otherwise. We will then define f using these two functions gu and gv and prove that f is an
isomorphism between disck(G,w) and disck(H,w).
Case 1: (u1, v2) /∈ disck(G,w), (u2, v1) /∈ disck(G,w). In this case, we define f(x) := x for
all x ∈ V (disck(G,w)). We claim that neither (u1, v1) nor (v2, u2) belongs to E(disck(H,w)).
Without loss of generality assume that (u1, v1) ∈ E(disck(H,w)). Then dtG(w, u1), dtG(w, v1)
≤ k, which implies that dtG(u1, v1) ≤ dtG(u1, w) + dtG(w, v1) ≤ 2k. This is a contradiction
to the assumption that dtG(u1, v1) ≥ 2k + 1. The same argument shows that (u2, v2) /∈
E(disck(G,w)). Therefore, the k-discs disck(G,w) and disck(H,w) do not contain any of the
edges (u1, v2), (u2, v1), (u1, v1), (u2, v2) and thus disck(G,w) ' disck(H,w) by our definition
of H.
Case 2: (u1, v2) ∈ disck(G,w), (u2, v1) /∈ disck(G,w). In this case it holds that u2, v1 /∈
disck(G,w), since otherwise, either dtG(u1, v1) ≤ 2k or dtG(v2, u2) ≤ 2k, which contradicts
condition (?).
Now we observe that since girth(G) ≥ 2k + 2, the k-disc disck(G,w) is a tree. This
implies that the deletion of the edge (u1, v2) will partition disck(G,w) into two connected
components, say Pu1 and Pv2 , which represent the set of vertices in disck(G,w) that are
connected to u1 after deleting (u1, v2) and the set of remaining vertices that are connected
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u2
v1
v2
u1
w
V2
= gv(x)
f(x)
f(x) = x
V1
Pu1
Pv1
disck(G,w)
Figure 2 The k-disc of w in G, disck(G,w), is partitioned into two parts Pu1 (white background)
and Pv2 (dark gray background) by the edge (u1, v2). The dashed edges are only present in either G
or H but not in G′. If w ∈ Pu1 as in the figure, then f(x) := x for any x ∈ Pu1 , and f(x) := gv(x)
for any x ∈ Pv2 , where gv is chosen such that the image of Pv2 under gv is a subset of disck(G′, v1)
(light gray background).
to v2, respectively. Without loss of generality assume that w ∈ Pu1 . The case that w ∈ Pv2
can be analyzed similarly.
Let f(x) = x if x ∈ Pu1 and f(x) = gv(x) if x ∈ Pv2 . If there is more than one candidate
for gv, we make an arbitrary choice among all isomorphism functions that map Pv2 to (a
subset of) disck−1(G′, v1), that is, the (k − 1)-disc of v1 after deleting (u2, v1) (see Fig. 2).
Since disck−1(G, v2) ' disck−1(G, v1) by (?), there is always an isomorphism function that
satisfies this condition. Moreover, f is a bijection because gv is a bijection, and the image of
V (disck(G,w)) under f is V (disck(H,w)) by the construction of H. We now prove that f is
an isomorphism function between disck(G,w) and disck(H,w).
First note that f(w) = w, f(u1) = u1 and f(v2) = gv(v2) = v1. Now consider any
x, y ∈ V (disck(G,w)). If x, y ∈ Pu1 or x, y ∈ Pv2 , then f(x) = x, f(y) = y or f(x) = gv(x),
f(y) = gv(y), respectively. Therefore, (x, y) ∈ E(G) if and only if (f(x), f(y)) ∈ E(H).
Now consider the case that x ∈ Pu1 and y ∈ Pv2 . If x = u1 and y = v2, then we know
that (x, y) ∈ E(G) and also that (f(x), f(y)) = (u1, v1) ∈ E(H) by the definition of H.
Otherwise, either x 6= u1 or y 6= v2. In this case, there is no edge (x, y) in G since disck(G,w)
is a tree and x, y lie on different sides of the edge (u1, v2). Recall that f(u1) = u1 and
f(v2) = gv(v2) = v1. Since f is a bijection, either f(x) 6= u1 or f(y) 6= v1. Observe that
disck(H,w) is a tree by Ineq. (3). Hence there is no edge between f(x) and f(y) in H as they
lie on different sides of the edge (u1, v1). The case that x ∈ Pv2 and y ∈ Pu1 is symmetric.
Therefore, the function f is a root-preserving isomorphism function between disck(G,w)
and disck(H,w).
Case 3: (u1, v2) /∈ disck(G,w), (u2, v1) ∈ disck(G,w). This case can be analyzed similarly
to the foregoing case.
Case 4: (u1, v2) ∈ disck(G,w), (u2, v1) ∈ disck(G,w). Note that this case cannot happen
because otherwise we would have dtG(u1, v1),dtG(u2, v2) ≤ 2k, which contradicts the as-
sumption that dtG(u1, v1), dtG(u2, v2) ≥ 2k + 1. This completes the case analysis and the
proof of Claim 9. J
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I Claim 10. If condition (?) is not satisfied, then Eq. (6) holds.
Proof. Suppose that condition (?) is not satisfied. First, note that we have
e(V1, V2) =
∑
∆′∈Tk−1
∑
∆′′∈Tk−1
e(∆′,∆′′ |V1, V2) .
Now, let ∆′,∆′′ ∈ Tk−1 be any two (k − 1)-disc isomorphism types. The key observation is
that if (u1, v2) is a (∆′,∆′′)-edge from V1 to V2, then for every (∆′,∆′′)-edge (u2, v1) from
V2 to V1 the distance between u2 and v2 or the distance between v1 and u1 must be smaller
than 2k + 1 (otherwise, the edges could be rewired and (?) would be satisfied). Since the
graph is degree-bounded, this implies an upper bound on the number of possible endpoints
u2, v1 and thus implies an upper bound on e(∆′,∆′′ |V2, V1). It follows that e(∆′,∆′′ |V1, V2)
is also bounded by Lemma 7. In case there is no (∆′,∆′′)-edge from V1 to V2, the number of
(∆′,∆′′)-edges from V2 to V1 can be bounded directly by Lemma 7.
We proceed to make this precise. For every choice of ∆′,∆′′ ∈ Tk−1, we distinguish two
cases as mentioned before: whether we can find a (∆′,∆′′)-edge from V1 to V2 or not.
Case 1: There exist u1 ∈ V1 and v2 ∈ V2 such that (u1, v2) ∈ E, disck−1(G, u1) ' ∆′ and
disck−1(G, v2) ' ∆′′, that is, e(∆′,∆′′ |V1, V2) > 0. Since condition (?) is not satisfied, at
least one endpoint of every (∆′,∆′′)-edge (u2, v1) from V2 to V1 must have distance less than
2k + 1 to u1 or v2. Without loss of generality, fix such an edge with dtG(u2, v2) < 2k + 1.
The case dtG(u1, v1) < 2k + 1 can be analyzed similarly. There are at most 3d2k/2 vertices
with distance less than 2k+ 1 to v2 by Fact 4. Each of these near vertices can be adjacent to
at most d vertices in V1 whose (k − 1)-discs are isomorphic to ∆′′. Taking the symmetric
case dtG(u1, v2) < 2k + 1 into account, we have e(∆′,∆′′ |V2, V1) ≤ 2 · 3d2k/2 · d ≤ 3d2k+1.
Now by Lemma 7, it holds that
e(∆′,∆′′ |V1, V2)+e(∆′,∆′′ |V2, V1) ≤ 6d2k+1+ |V1||V2||V | ·λ
[
neighΣ(∆′,∆′′)+neighΣ(∆′′,∆′)
]
.
Case 2: There do not exist u1 ∈ V1 and v2 ∈ V2 such that (u1, v2) ∈ E, disck−1(G, u1) ' ∆′
and disck−1(G, v2) ' ∆′′, that is, e(∆′,∆′′ |V1, V2) = 0. By Lemma 7, we have
e(∆′,∆′′ |V1, V2) + e(∆′,∆′′ |V2, V1) ≤ 0 + |V1||V2||V | ·λ
[
neighΣ(∆′,∆′′) + neighΣ(∆′′,∆′)
]
.
This completes the case analysis. Note that each k-disc Γ ∈ Tk determines the (k − 1)-discs
of its root and of its at most d neighbors. Moreover, the number of different k-disc isomorphism
types in G is at most L. Therefore, the number of pairs ∆′,∆′′ such that there exists an
edge between a vertex with (k − 1)-disc ∆′ and a vertex with (k − 1)-disc ∆′′ is at most Ld,
that is, e(∆′,∆′′ |V1, V2) 6= 0 for at most Ld pairs ∆′,∆′′, and we have
e(V1, V2)
=
∑
∆′∈Tk−1
∑
∆′′∈Tk−1
e(∆′,∆′′ |V1, V2)
≤ Ld · max
∆′,∆′′∈Tk−1
e(∆′,∆′′ |V1, V2)
≤ Ld ·
(
6d2k+1 + λ|V1||V2||V | · max∆′,∆′′∈Tk−1
[
neighΣ(∆′,∆′′) + neighΣ(∆′′,∆′)
])
≤ 6d2k+2L+ λ ·min(|V1|, |V2|) · 2Ld,
where the last step follows from Fact 5. This completes the proof of Claim 10 and Lemma 8.
J
H. Fichtenberger, P. Peng, and C. Sohler 795
4 Proof of the Main Theorems
We first prove Theorem 1 by arguing along the execution of Algorithm 1.
Algorithm 1
1: function PartitionAndRewire(G = (V,E), ϕ)
2: V1 ← sample ϕ vertices from V uniformly at random
3: V2 ← V \V1
4: E′ ← E, G′ ← (V,E′)
5: for all (u1, v2) ∈ (V1 × V2) ∩ E′ and (u2, v1) ∈ (V2 × V1) ∩ E′ do
6: if disck−1(G′, u1) ' disck−1(G′, u2) ∧ disck−1(G′, v2) ' disck−1(G′, v1)
∧ dtG′(u1, v1) ≥ 2k + 1 ∧ dtG′(u2, v2) ≥ 2k + 1 then
7: E′ ← E′ \ {(u1, v2), (u2, v1)} ∪ {(u1, v1), (u2, v2)}
8: G′ ← (V,E′)
9: Goto line 5
10: end if
11: end for
12: return H := G′[V1]
13: end function
Proof of Theorem 1. We prove that the output of Algorithm 1 is a graph with the desired
properties. First, we sample ϕ vertices v1, . . . , vϕ from G uniformly at random (cf. line 2).
Let E1 denote the event that all the sampled vertices are different. Note that for any i, j
such that 1 ≤ i < j ≤ ϕ, the probability that vi = vj is at most 1/|V |, which implies that
Pr[E1] ≥ 1− ϕ
2
|V | ≥ 1− δ2 because |V | ≥ 2ϕ2/δ.
Let V2 := V \V1. For each i ≤ ϕ, let ~f i ∈ {0, 1}L denote the random vector that equals the
indicator vector ~1Γ if the k-disc of vi is isomorphic to Γ. Note that freqk(V1 | G) =
∑
i
~f i/ϕ
and that Pr[~f i = ~1Γ] = freqk(G)Γ, and thus E[freqk(V1 | G)] = E[~f i] = freqk(G). Let
X := ‖freqk(G)− freqk(V1 | G)‖22. We bound the deviation between freqk(G) and
∑
i
~f i/ϕ.
It holds that
E[X] = E
∥∥∥∥∥freqk(G)−
∑ϕ
i=1
~f i
ϕ
∥∥∥∥∥
2
2
 = E
 1
ϕ2
∥∥∥∥∥
ϕ∑
i=1
(freqk(G)− ~f i)
∥∥∥∥∥
2
2

= 1
ϕ2
E
[
ϕ∑
i=1
‖freqk(G)− ~f i‖22
]
= 1
ϕ2
ϕ∑
i=1
E
[
‖freqk(G)− ~f i‖22
]
= 1
ϕ
E
[
‖freqk(G)− ~f1‖22
]
≤ 1
ϕ
E
[
‖freqk(G)− ~f1‖1
]
≤ 2
ϕ
,
where the third equation follows from the fact that all ~f i are independent of each other;
the penultimate inequality follows from the fact that the absolute values of all entries of
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freqk(G′)− ~f1 are at most 1. Now by Markov’s inequality,
Pr
∥∥∥∥∥freqk(G)−
∑
i
~f i
ϕ
∥∥∥∥∥
2
2
≥ 2
δ
· 2
ϕ
 ≤ Pr [X ≥ 2
δ
· E[X]
]
≤ δ2 .
Therefore, if we let λ = ε6Ldk+1 , then with probability at least 1− δ/2,∥∥∥∥∥freqk(G)−
∑
i
~f i
ϕ
∥∥∥∥∥
1
≤
√
L ·
∥∥∥∥∥freqk(G)−
∑
i
~f i
ϕ
∥∥∥∥∥
2
≤
√
L ·
√
4
δϕ
≤ λ/2,
where the last inequality follows from our choice of ϕ = 300d3k+2L3ε2δ =
300dkL
36λ2δ ≥ 16Lλ2δ . This
further implies that (with probability at least 1− δ/2)
‖freqk(G)− freqk(V1 | G)‖1 =
∥∥∥∥∥freqk(G)−
∑
i
~f i
ϕ
∥∥∥∥∥
1
≤ λ2 . (7)
Let E2 denote the event that ‖freqk(G)− freqk(V1 | G)‖1 ≤ λ2 . Thus Pr[E2] ≥ 1− δ/2.
If E2 occurs, then ‖freqk(G)− freqk(V2 | G)‖1 ≤ λ2 because |V2| ≥ |V1|, and therefore
‖freqk(V1 | G)− freqk(V2 | G)‖1 ≤ λ.
Conditioning on both events E1 and E2, which occur with probability Pr[E1 ∩ E2] ≥
1−2 · δ2 = 1−δ, we apply Lemma 8 with G,λ and partition V1, V2 as follows: Let G′ = (V,E′)
be a copy of G. As long as condition (?) is satisfied, we replace G′ by the rewired graph
that satisfies Ineq. (3) and (4) and Expr. (5) (cf. lines 5 to 11). After rewiring, there remain
at most 6d2k+2L + 2λLdϕ edges in the cut of V1 and V2, which are (virtually) deleted by
returning the graph H := G′[V1].
The k-disc of a vertex is altered if and only if an edge is inserted to the k-disc or removed
from it. The maximum size of a k-disc is at most 3dk/2 by Fact 4. Therefore, removing a
single edge alters at most 3dk/2 k-discs. By Lemma 8 it holds that
‖freqk(V1 | G)−freqk(H)‖1 ≤
3dk/2 · (6d2k+2L+ 2λLdϕ)
ϕ
≤ 9d
3k+2L
ϕ
+3Ldk+1λ ≤ 3ε4 , (8)
where the last inequality follows from our choice of ϕ = 300d3k+2L3ε2δ and λ =
ε
6Ldk+1 . It follows
from Eqs. (7) and (8) and the triangle inequality that
‖freqk(G)− freqk(H)‖1 ≤
λ
2 +
3ε
4 ≤ ε .
Now we analyze the query (and time) complexity of the above algorithm. Note that the
algorithm only needs to sample ϕ vertices and query all the (k + 2)-discs of vertices in V1.
In particular, the rewiring step (cf. line 6) can be performed as follows: we consider all the
vertices that are endpoints of some edges leaving V1 by exploring the neighbors of all vertices
in V1. We want to find u1, v1 ∈ V1 with dtG(u1, v1) ≥ 2k+1 such that (u1, v2) ∈ (V1×V2)∩E′
and (u2, v1) ∈ (V2 × V1) ∩E′. To test if we should rewire the corresponding edges or not, we
only need to consider the (k + 1)-discs of v2, u2 ∈ V2 to determine if dtG(v2, u2) ≥ 2k + 1.
This implies that we only need to query the (k + 2)-discs of all vertices in V1. It follows that
the algorithm makes at most ϕ · 3dk+22 = O(1) queries for constants d,  and k to the oracle
of G. Also note that since |V1| ∈ O(1), the number of rewiring steps as well as the number
of eges with at least one end in V1 is at most |V1|d ∈ O(1). Therefore, the algorithm has
constant time complexity. J
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Algorithm 2
1: function RewireAndSplit(G = (V,E), ϕ)
2: Partition V into V1, V2 such that
|V1| = ϕ and |freqk(V1 | G)Γ − freqk(V2 | G)Γ | ≤ 1/ϕ for all Γ
3: E′ ← E, G′ ← (V,E′)
4: for all (u1, v2) ∈ (V1 × V2) ∩ E′ and (u2, v1) ∈ (V2 × V1) ∩ E′ do
5: if disck−1(G′, u1) ' disck−1(G′, u2) ∧ disck−1(G′, v2) ' disck−1(G′, v1)
∧ dtG′(u1, v1) ≥ 2k + 1 ∧ dtG′(u2, v2) ≥ 2k + 1 then
6: E′ ← E′ ∩ {(u1, v2), (u2, v1)} ∪ {(u1, v1), (u2, v2)}
7: G′ ← (V,E′)
8: Goto line 4
9: end if
10: end for
11: return H := G′[V1]
12: end function
Now, we prove Theorem 2 by arguing along the execution of Algorithm 2.
Proof of Theorem 2. We prove that the output of Algorithm 2 is a graph with the desired
properties. Let ϕ := 12Ld3k+2/. Without loss of generality assume that ϕ ≤ |V (G)|/3
(otherwise just output H := G directly). First, we partition V into two parts V1 and V2
such that ϕ ≤ |V1| ≤ 2ϕ and for any k-disc Γ, |freqk(G)Γ − freqk(Vi | G)Γ | ≤ 1/ϕ (cf.
line 2). Such a partition can be constructed as follows: For each k-disc Γ ∈ Tk, we put
dϕ · freqk(G)Γe vertices v with disck(G, v) ' Γ into V1 and the remaining ones into V2. Thus,
ϕ ≤ |V1| ≤ ϕ+ |Tk| ≤ 2ϕ and we have
|freqk(G)Γ − freqk(V1 | G)Γ | ≤
∣∣∣∣ϕ · freqk(G)Γ − dϕ · freqk(G)Γeϕ
∣∣∣∣ ≤ 1/ϕ .
Since |V2| = n− 2ϕ ≥ ϕ, we also have |freqk(G)Γ − freqk(V2 | G)Γ | ≤ 1/ϕ. By the triangle
inequality, the partitions V1 and V2 satisfy the prerequisite of Lemma 8 with λ = 2/ϕ.
Additionally, it follows that
‖freqk(G)− freqk(V1 | G)‖1 ≤
L
ϕ
. (9)
Let G′ = (V,E′) be a copy of G. As long as G′ and the partition V1, V2 satisfy the
prerequisite of Lemma 8 and condition (?), we rewire the edges of G′ according to Lemma 8
so that G′ will satisfy the properties given by Ineq. (3) and (4) and Expr. (5), (cf. lines 4 to
10). When G′ does not satisfy condition (?) anymore, we let H := G′[V1] and we are done.
Note that at the end of the process, G′ satisfies Eq. (6), which implies that the number of
edges between V1 and V2 in G′, that is, the boundary of H, is at most
6d2k+2L+ 2λdL ·min(|V1|, |V2|) ≤ 6d2k+2L+ 4dL
ϕ
· ϕ ≤ 7d2k+2L.
Now note that for any vertex v ∈ H, the k-disc of v in H differs from the k-disc of v
in G′ only if v is within distance at most k to the boundary of H, which in turn has size
at most 7d2k+2L. By Fact 4, we have that the total number of vertices in H with different
k-discs in H and G′ is at most 3dk/2 · 7d2k+2L ≤ 11d3k+2L, which implies that
‖freqk(V1 | G)− freqk(H)‖1 ≤
11d3k+2L
ϕ
. (10)
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It follows from Eqs. (9) and (10) and the triangle inequality that
‖freqk(G)− freqk(H)‖1 ≤
L+ 11d3k+2L
ϕ
≤ 12d
3k+2L
ϕ
≤ ,
where the last inequality follows from our choice of ϕ.
Finally, we note that the graph H can be constructed by the following deterministic
algorithm. We first compute the frequency vector freqk(G) of G, which takes time |V (G)|.
Then we consider all d-bounded graphs of size at most ϕ and output the graph H with
frequency vector that is closest to freqk(G) in `1-norm distance, which can be done in
constant time. In total, the running time of the algorithm is O(|V (G)|). J
Finally, we give a short proof of Corollary 3.
Proof of Corollary 3. We first note that the number of vertices whose k-discs may be altered
by inserting / deleting a single edge e = (u, v) is upper bounded by the number of k-discs
that contain this edge. The number of such k-discs is exactly the number of vertices w such
that there exists a path of length at most k from u to w and a path of length at most k from
v to w, and is thus upper bounded by 1 + d+ d(d− 1) + · · ·+ d(d− 1)k−1 ≤ 3dk/2.
Let δ = ε6dk+1 . Since G
′ is δ-close to G, G′ can be obtained from G by inserting / deleting
at most δd|V | edges, and thus the total number of vertices that may have different k-discs
in G and G′ is at most δd|V | · 3dk/2. Finally, since a vertex that has different k-discs in G
and G′ may contribute at most 2/|V | to the s`1-norm distance of freqk(G) and freqk(G′),
we have
‖freqk(G)− freqk(G′)‖1 ≤
2
|V | ·
(
δd|V | · 3d
k
2
)
= 3δdk+1 ≤ ε2 .
Now since G′ satisfies that girth(G′) ≥ 2k + 2, by Theorem 2, we know that there exists
a graph H with size at most 72d3k+2Lε such that ‖freqk(G′)− freqk(H)‖1 ≤ ε/2. Therefore,
‖freqk(G)− freqk(H)‖1 ≤ ε. J
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