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ON THE DIASTATIC ENTROPY AND C1-RIGIDITY OF
COMPLEX HYPERBOLIC MANIFOLDS
ROBERTO MOSSA
Abstract. Let f : (Y, g) → (X, g0) be a non zero degree continuous map
between compact Ka¨hler manifolds of dimension n ≥ 2, where g0 has constant
negative holomorphic sectional curvature. Adapting the Besson–Courtois–
Gallot barycentre map techniques to the Ka¨hler setting, we prove a gap theo-
rem in terms of the degree of f and the diastatic entropies of (Y, g) and (X, g0)
which extends the rigidity result proved by the author in [13].
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1. Introduction and statement of the main results
It is a classical problem to determine when a continuous map between two closed
smooth manifolds is homotopic to a more regular one. Of course, the father of
this problems is the celebrated Mostow Rigidity Theorem which was beautifully
extended in the seminal paper [2] (see also [1, 3, 4]) by G. Besson, G. Courtois and
S. Gallot. This is expressed by the following result which combined with barycentre
techniques developed in its proof has provided a solution of long-standing problems.
Denoted by Entv(M, g) the volume entropy of a compact Riemannian manifold
(M, g) we have:
Theorem A (G. Besson, G. Courtois, S. Gallot). Let (Y, g) be a compact Rie-
mannian manifold of dimension n ≥ 3 and let (X, g0) be a compact negatively
curved locally symmetric Riemannian manifold of the same dimension of Y . If
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f : Y → X is a nonzero degree continuous map, then
Entv
n (Y, g) Vol (Y, g) ≥ |deg (f)| Entvn (X, g0) Vol (X, g0) . (1)
Moreover, the equality is attained if and only if f is homotopic to a homothetic
covering F : Y → X.
The following theorem (Theorem B), proved by the author of the present paper
in [13], represents an extension of Theorem A in the Ka¨hler setting by substituting
the volume entropy with the diastatic entropy (introduced in [12] and studied in [10]
in the homogeneous setting). We briefly recall its definition for reader convenience.
Let π :
(
Y˜ , g˜
)
→ (Y, g) be the universal Ka¨hler covering (i.e. π is a holomorphic
covering map and π∗g = g˜) of a compact Ka¨hler manifold (Y, g) and assume that
the diastasis function D : Y˜ × Y˜ → R is globally defined, that is, defined in whole
Y˜ × Y˜ (see next section of the definition of diastasis function). Then, the diastatic
entropy of (Y, g) is the Ka¨hler invariant of g given by
Entd (Y, g) = X (g˜) inf
{
c ∈ R+ :
∫
Y˜
e−cDq νg˜ <∞
}
, (2)
where X (g˜) = sup
p, q ∈ Y˜ ‖ gradpDq‖ and νg˜ is the volume form associated to g˜. If
X (g˜) =∞ or the infimum in (2) is not achieved by any c ∈ R+, we set Entd (Y, g) =
∞. It is not hard to see that this definition is independent on the point q (see [13]
for details).
Theorem B. Let (Y, g) be a compact Ka¨hler manifold of complex dimension n ≥ 2
and let (X, g0) be a compact complex hyperbolic manifold
1 of the same dimension
of Y . If f : Y → X is a nonzero degree continuous map, then
Entd
2n (Y, g) Vol (Y, g) ≥ |deg (f)| Entd2n (X, g0) Vol (X, g0) . (3)
Moreover, if g and g0 are rescaled so that Entd (Y, g) = Entd (X, g0) , the equality
is attained if and only if f is homotopic to a holomorphic or anti-holomorphic
isometric covering F : Y → X.
Later on, S. Gallot extends Theorem A by proving the following gap result
(Theorem C). Before stating his result we need the following definitions. We say
that a Riemannian manifold (Y, g) of dimension m has bounded Hessian if, for any
point p of its Riemannian universal covering
(
Y˜ , g˜
)
, there exists a positive constant
C such that
∣∣λpj ∣∣ < C, for all j = 1, . . . ,m, where λpj are the eingenvalues of the
Hessian of ρ˜p, the geodesic distance from p. We say that a family Fǫ : Y → X , ǫ > 0,
1Notice that a negatively curved locally hermitian symmetric Ka¨hler manifold is authomatically a
complex hyperbolic manifold, namely its holomorphic sectional curvature is constant. This is the
reason, together with the use of diastatic entropy instead of the volume entroopy, why Theorem
B can be considered an extension to the Ka¨hler setting of Theorem A.
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of C1-maps between two compact Riemannian manifolds of the same dimension m
is almost-isometric if there exist two constants A′ (ǫ) and A′′ (ǫ) determined by m
and ǫ such that
A′ (ǫ) ≤ ‖dpFǫ (u)‖‖u‖ ≤ A
′′ (ǫ)
where A′ (ǫ)→ 1 and A′′ (ǫ)→ 1 as ǫ→ 0.
Theorem C (S. Gallot (unpublished, private comunications)). Let (Y, g) be a
compact Riemannian manifold with bounded Hessian of dimension m ≥ 3 and let
(X, g0) be a compact negatively curved locally symmetric Riemannian manifold of
the same dimension of Y . If f : Y → X is a non zero degree continuous map and
there exists a sufficiently small positive constant ǫ such that
Entv
m (Y, g) Vol (Y, g)− |deg (f)| Entvm (X, g0) Vol (X, g0) ≤ ǫ,
then f is homotopic to a C1-covering Fǫ : Y → X.
Moreover, if g and g0 are normalized so that Entv (Y, g) = Entv (X, g0) , then
Fǫ is almost-isometric. Furthermore if ǫ = 0, then F0 is an isometric covering.
The aim of the present paper is to analyze to what extent the analogous of
Theorem C holds true in the Ka¨hler setting by substituting the volume entropy
with the diastatic entropy.
In order to state Theorem 1 we need the following definitions analogous to those
needed in the statement of Theorem C. We say that a Ka¨hler manifold (Y, g) has
bounded diastatic Hessian if, for any point p of its universal Ka¨hler covering
(
Y˜ , g˜
)
the following two conditions hold true:∫
Y˜
ρ˜p (q) e
−cDp(q) νg˜(q) <∞, ∀ c > Entd (Y, g)X (g˜) ; (4)
there exists a positive constant C such that∣∣λpj ∣∣ < C, j = 1, . . . ,m, (5)
where λpj are the eingenvalues the Hessian of the diastasis Dp.
Theorem 1. Let (Y, g) be a compact Ka¨hler manifold of complex dimension n ≥ 2
with bounded diastatic Hessian and let (X, g0) be a compact complex hyperbolic
manifold of the same dimension of Y . If f : Y → X is a non zero degree continuous
map and there exists a sufficiently small positive constant ǫ such that
Entd
2n (Y, g) Vol (Y, g)− |deg (f)| Entd2n (X, g0) Vol (X, g0) ≤ ǫ, (6)
then f is homotopic to a C1-covering Fǫ : Y → X. Moreover, if g and g0 are
normalized so that Entd (Y, g) = Entd (X, g0) , then Fǫ is almost-isometric. Fur-
thermore if ǫ = 0, then F0 is a holomorphic or anti-holomorphic isometric covering.
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Remark 1.1. We believe that the map Fǫ in Theorem 1 is indeed a diffeomorphism
and that condition (4) is redundant.
Conditions (4) and (5) are somehow technical, so it is natural to seek for more
topological and geometrical ones yielding to the same conclusions of Theorem 1.
This is achieved in Theorem 2 below which represents our second result. One first
topological condition is the following. Let (M1, g1) and (M2, g2) be two Riemann-
ian manifolds. We will say that M1 is a strongly proper submanifold of M2 if there
exists an isometric immersion ϕ : (M1, g1) → (M2, g2), called a strongly proper
map, such that one of its lift ϕ˜ : (M˜1, g˜1)→ (M˜2, g˜2) to the Riemannian universal
covering manifolds satisfies the following condition: for any µ > 0 and q ∈ M˜1,
there exist two constants L1 and L2, such that
ρ˜1 (q, p) < L1 e
µ ρ˜2(ϕ˜(q), ϕ˜(p)) + L2, ∀ p ∈ M˜1, (7)
where ρ˜1 and ρ˜2 are the geodesics distances on (M˜1, g˜1) and (M˜2, g˜2) respectively.
Notice that the previous definition does not depend on the chosen lift and that an
isometric immersion ϕ : (M1, g1) → (M2, g2) is strongly proper if there exists a
polynomial P such that ρ1 (q, p) < P (ρ2 (ϕ˜ (q) , ϕ˜ (p))) .
Theorem 2. Let (Y, g) be a compact Ka¨hler manifold of complex dimension m ≥ 2
which is a strongly proper Ka¨hler submanifold of a classical local hermitian sym-
metric space of non compact type and let (X, g0) be a compact complex hyperbolic
manifold of the same dimension of Y . If f : Y → X is a non zero degree continuous
map satisfying (6) above, then the same conclusions of Theorem 1 holds true.
The paper is organized as follows. In section 2 after recalling the main properties
of Calabi’s diastasis function and diastatic hessian, we focus on the properties
of hermitian symmetric spaces of noncompact type needed in the proof of the
main results. Section 3 is dedicated to the definition and main properties of the
barycentre map in the Ka¨hler setting. Finally Section 4 contains the proof of
Theorem 1 and 2.
Acknowledgments. The author would like to thank Professor Sylvestre Gallot
and Professor Fabio Zuddas for various stimulating discussions and their valuable
comments. The author gratefully thanks the referee for the constructive comments
and recommendations which definitely help to improve the readability and quality
of the paper.
2. Diastatic hessian and HSSNCT
First briefly recall the definition of diastasis function. Let
(
Y˜ , g˜
)
be a real ana-
lytic Ka¨hler manifold, namely a complex manifold Y˜ endowed with a real analytic
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Ka¨hler metric g˜. A real analytic Ka¨hler metric g˜ is characterized for the local ex-
istence of a real analytic function Φ : V → R, called Ka¨hler potential, such that
ω˜|V =
i
2 ∂∂ Φ, where ω˜ is the Ka¨hler form associated to g˜. Let z = (z1, . . . , zn)
be local coordinates around a point p0 ∈ V , by duplicating the variables z and z
the real analytic Ka¨hler potential Φ can be complex analytically continued to a
function Φˆ : U × U → C defined in a neighborhood U × U ⊂ V × V of (p0, p0)
which is holomorphic in the first entry and antiholomorphic in the second entry. E.
Calabi in its seminal paper [5], introduced the diastasis function D : U × U → R,
the Ka¨hler invariant defined by:
D (p, q) := Φˆ
(
z(p), z(p)
)
+ Φˆ
(
z(q), z(q)
)
− Φˆ
(
z(p), z(q)
)
− Φˆ
(
z(q), z(p)
)
. (8)
One can see that it is uniquely determined by the Ka¨hler metric g˜, i.e. does not
depend on the choice of the Ka¨hler potential Φ or on the local system of coordinates.
Moreover, when we fix one of its entries, let’s say p, then the diastasis centred in p,
Dp : U → R given by Dp (q) := D (p, q) is a Ka¨hler potential. The reader is referred
to [9] for further details and for an updated account on projectively induced Ka¨hler
metrics.
In the proof of our results we need the following two lemmas about the diastasis
function and Proposition 2.3 that summarize the properties of classical Hermitian
symmetric spaces of non compact type (from now on HSSNCT). The interested
reader can find in [12] and [11] a computation of the diastatic entropy and the
volume entropy of a HSSNCT.
Lemma 2.1 (E. Calabi [5]). Let ψ : (M1, g1) → (M2, g2) be a holomorphic and
isometric immersion between Ka¨hler manifolds and suppose that g2 is real analytic.
Then g1 is real analytic and for every couple of points p, q ∈M1
DM1 (p, q) = DM2 (ψ (p) , ψ (q)) ,
where DM1 and DM2 are respectively the diastasis of (M1, g1) and (M2, g2).
Lemma 2.2. Let ψ : (M1, g1)→ (M2, g2) be a holomorphic and isometric immer-
sion between Ka¨hler manifolds and suppose that M2 has globally defined diastasis
DM2 :M2×M2 → R. Then M1 has globally defined diastasis DM1 :M1×M1 → R
given by
DM1 (p, q) = DM2 (ψ (p) , ψ (q)) . (9)
In particular the gradients and the hessians of DM1 and DM2 are (locally) related
by the following identities:
ψ∗
(
gradpDM1q
)
= π
(
gradψ(p)DM2ψ(q)
)
(10)
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where π : Tψ(p)M2 → ψ∗ (TpM1) is the orthogonal projection, and
Hessψ(p)DM2ψ(q) (ψ∗ξ, ψ∗ζ) = HesspDM1q (ξ, ζ) + IIp (ξ, ζ)DM2q , (11)
where IIp is the second fundamental form at p ∈M1.
Proof. Equality (9) is an immediate consequence of Lemma 2.1. Equality (10) is
easily achieved: let E1, . . . , E2n be an orthonormal basis of TpM1, p ∈M1 then
ψ∗
(
gradpDM1q
)
=
2n∑
k=1
(
Ek DM1q
)
ψ∗Ek =
2n∑
k=1
(
Ek DM2ψ(q) ◦ ψ
)
ψ∗Ek
=
2n∑
k=1
(ψ∗Ek)DM2ψ(q)ψ∗Ek = π
(
gradψ(p)DM2ψ(q)
)
.
It remains to prove (11) For any ξ, ζ ∈ TpM1 we have
HesspDM1q (ξ, ζ) = ξ
(
ζ DM1q
)− (∇M1ξ ζ)DM1q
and
Hessψ(p)DM2ψ(q)(ψ∗ξ, ψ∗ζ) = ψ∗ξ
(
ψ∗ζ DM2ψ(q)
)
−
(
∇M2ψ∗ξψ∗ζ
)
DM2
ψ(q)
hence
Hessψ(p)DM2ψ(q)(ψ∗ξ, ψ∗ζ)−HesspDM1q (ξ, ζ) =
(
∇M2ψ∗ξψ∗ζ − ψ∗∇M1ξ ζ
)
DM2
ψ(q)
= IIq (ξ, ζ)DM2ψ(q).

Proposition 2.3. Let
(
Ω, gΩ
)
be a HSSNCT, with gΩ normalized in order to have
holomorphic sectional curvature between 0 e −4, then
• the diastasis DΩ and the geodesic distance ρΩ are related by the following
inequality
DΩ(w, z) ≥ 2 log cosh (ρΩ(w, z)) ; (12)
• if (Ω, gΩ) is of classical type, then
X (gΩ) = sup
p, q ∈Ω
‖ gradpDΩq ‖ <∞. (13)
Moreover the eigenvalues of the hessian of the diastasis are bounded, more
precisely for any z, y ∈ Ω and any unitary ξ ∈ TzΩ, we have
0 < Hessz DΩy (ξ, ξ) < 4. (14)
Proof. We firstly consider the case of a HSSNCT of rank one, namely the complex
hyperbolic space (CHn, g˜h). Let CH
n =
{
z ∈ Cn : ‖z‖2 = |z1|2 + · · ·+ |zn|2 < 1
}
be the unitary disc endowed with the hyperbolic metric g˜h of constant holomorphic
sectional curvature −4. The associated Ka¨hler form is ω˜h = − i2 ∂∂¯ log
(
1− ‖z‖2)
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and the diastasis is given by
Dh(w, z) = − log
((
1− ‖z‖2) (1− ‖w‖2)
|1− zw∗|2
)
. (15)
Recalling the expression of geodesic distance,
ρ˜h (w, z) = arctanh
(∣∣∣∣ w − z1− zw∗
∣∣∣∣) (16)
we can conclude that the distance and the diastasis of the complex hyperbolic space
are related by
Dh(w, z) = 2 log cosh (ρ˜h(w, z)) . (17)
By the polydisc theorem (see e.g. [7]), for any couple of points p, q ∈ Ω there
exists a totally geodesic polydisc
(
P, gP
)
of dimension r = rankΩ, holomorphically
imbedded in Ω such that p, q ∈ P . By a r-dimensional polydisc (P, gP ) we mean the
following product of one dimensional complex hyperbolic spaces with holomorphic
sectional curvature −4,
(P, g) =
(
CH1, g˜h
)× · · · × (CH1, g˜h) , (18)
where P = {(z1, . . . , zr) ∈ Cr : |zj| < 1, j = 1, . . . , r}. The diastasis is the sum of
the diastasis of each factor:
DP (w, z) = −
r∑
j=1
log
((
1− |zj|2
) (
1− |wj |2
)
|1− zjwj |2
)
. (19)
By (16) we see that the geodesic distance of P is given by
ρP (w, z) =
√√√√ r∑
j=1
ρ˜2h (wj , zj) =
√√√√ r∑
j=1
arctanh2
(∣∣∣∣ wj − zj1− zjwj
∣∣∣∣). (20)
Using (17) we obtain the following inequality
DP (w, z) =
r∑
j=1
Dh(wj , zj) = 2
r∑
j=1
log cosh (ρ˜h(wj , zj))
≥ 2 log cosh (ρP (w, z)) .
Inequality (12) follows by combining the previous inequality, the polydisc theorem,
Lemma 2.1 and the fact that a HSSNCT has globally defined diastasis (see for
example [8]).
We first prove (13) and (14) for the first classical domain
Ω1 = Ω1[m,m] = {Z ∈Mm,m : det (I − ZZ∗) > 0}
endowed with its symmetric metric gΩ1 of holomorphic sectional curvature between
0 and −4. The Ka¨hler form associated to gΩ1 is ωΩ1 = − i2∂∂¯ log det (I − ZZ∗).
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The diastasis centered in the origin is given by
DΩ10 (Z) = − log det (I − ZZ∗) . (21)
A straightforward computation show that
dZDΩ10 =
m∑
h,k=1
(
Tr
[
(I − ZZ∗)−1 Z Ekh
]
dzhk
+Tr
[
(I − ZZ∗)−1Ehk Z
]
dzhk
) (22)
and
ωΩ1 =
i
2
m∑
i,j,h,k=1
Tr
[
(I − ZZ∗)−1Eij Z∗ (I − ZZ∗)−1 Z Ekh
+(I − ZZ∗)−1Eij Ekh
]
dzij ∧ dzhk,
(23)
where z11, z12, . . . , zmm are the standard coordinates of Mm,m denoting the entries
of the matrix Z and Ekh is the matrix with all the entries zero but the kh-th equal
to one.
Since the group of holomorphic isometries G = Isom (Ω1, gΩ1) ∩ Aut (Ω1) acts
transitively on Ω1, by Lemma 2.2, we can study gradDΩ1W and HessZ DΩ1W , as-
suming W = 0. Moreover, given unitary matrices U1, U2 ∈ U(m) the map Z 7→
U1ZU2 is a holomorphic isometry of
(
Ω1, g
Ω1
)
, that fixes the origin. Let P ′ be
the totally geodesic Ka¨hler embedded m-dimensional polydisc of equation P ′ =
{Z ∈ Ω1 : zij = 0 if i 6= j} (notice that m is the rank of Ω1). Since U1, U2 can be
choosed so that V = U1ZU2 is diagonal, by applying once again Lemma 2.2, we
can assume Z ∈ P ′.
A straightforward computation shows that the gradient and the hessian of the
diastasis restricted to P ′ are given respectively by:
gradDΩ10
∣∣∣
P ′
= 2
m∑
j=1
(
1− |zjj |2
)(
zjj
∂
∂zjj
+ zjj
∂
∂zjj
)
(24)
and
HessZ DΩ10
∣∣∣
P ′
=
m∑
j,k=1
(
dzjk ⊗ dzjk + dzjk ⊗ dzjk
(1− |zkk|2) (1− |zjj |2)
−zjj zkk dzjk ⊗ dzjk + zjj zkk dzjk ⊗ dzjk
(1− |zjj |2) (1− |zkk|2) δjk
)
.
(25)
By the previous argument we can suppose Z ∈ P ′+ = {Z ∈ P ′ | zjj ≥ 0, j =
1, . . . , n} and easily conclude that
X (g˜Ω1) = sup
p, q ∈ Y˜
‖ gradpDΩ1q ‖ < 2
√
n. (26)
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Consider the orthonormal basis of TZΩ1,
ujk =
√
(1− |zjj |2) (1− |zkk|2)
(
∂
∂zjk
+
∂
∂z¯jk
)
and un+jn+k = Jujk, j, k = 1, . . . , n and notice that ∇dZDΩ10 |P ′
+
(ujk, uls) is a
diagonal matrix with eigenvalues 0 < λjk < 4. Thus, we conclude that for Z,W ∈
Ω1 and any unitary ξ ∈ TZΩ1
0 < ∇dZDΩ1W (ξ, ξ) < 4. (27)
We can address now the general case. Let (Ω, gΩ) be any classical HSSNCT. It is
known that (Ω, gΩ) can be complex and totally geodesic embedded into Ω1[m,m],
for m sufficiently large (this is obvious for the domains Ω1, Ω2 and Ω3, while for
the domain Ω4, associated to the so called Spin-factor, the explicit embedding can
be found at the bottom of p. 47 in [6]). Hence by Lemma 2.2, (26) and (27) we
deduce the validity of (13) and (14). The proof of Proposition 2.3 is complete. 
Corollary 2.4. Let (CHn, g˜h) be the complex hyperbolic space with associated
diastasis Dh (see (15)). Denoted by J the complex structure, the Hessian ∇dDh of
the diastasis can be written
∇dzDhw =
= 2 g˜h (z)− 1
2
dzDhw ⊗ dzDhw +
1
2
(dzDhw ◦ Jz)⊗ (dzDhw ◦ Jz)),
(28)
for all z, w ∈ CHn.
Proof. Consider (CHn, g˜h) realized as the holomorphic and totally geodesic sub-
manifold of Ω1[n, n] of equation zjk = 0 if j > 1. Observe that the diastasis centered
in the origin of (CHn, g˜h) is the restriction of (21) to CH
n = {Z ∈ Ω1[n, n] : zjk =
0, ∀ j 6= 1}, i.e. Dh0 = − log det
(
1−∑nj=1 |z1j |2) .
Notice that the group of holomorphic isometries of (CHn, g˜h) acts transitively
on CHn and that it contains U(n). Therefore, in order to prove (28), arguing as
above we see that it is enough to assume w = 0 and z with z12 = · · · = z1n = 0.
By (22), (23) and (25), we see that
∇dzDh0 =
∑n
j,k=1 (dzjk ⊗ dzjk + dzjk ⊗ dzjk)− z211 dz11 ⊗ dz11 − z211 dz11 ⊗ dz11
(1− |z11|2)2
= 2 g˜h (z)− 1
2
dzDh0 ⊗ dzDh0 +
1
2
(dzDh0 ◦ Jz)⊗ (dzDh0 ◦ Jz)).

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3. The barycentre map F˜c
Let (Y, g) be a compact Ka¨hler manifold with universal Ka¨hler covering
(
Y˜ , g˜
)
having globally defined diastasis. We define a positive finite measure dµcy on Y˜ by
dµcy (z) = e
−cDy(z) νg˜, c >
Entd (Y, g)
X (g˜) . (29)
Let (X, g0) be a compact complex hyperbolic manifold of the same dimension of Y ,
f : Y → X be a continuous map and let f˜ : Y˜ → CHn be its lift to the universal
covers.
Definition 3.1. For any c > Entd(Y, g)X (g˜) , we define the barycentre map F˜c : Y˜ →
CHn, as the map that associates at y ∈ Y˜ the point where the function By : CHn →
R+
x 7→
∫
Y˜
Dh
(
f˜(z), x
)
dµcy(z) (30)
attains its unique point of minimum.
Here the notion of barycentre used by G. Besson, G. Courtois and S. Gallot in
[2] has been modified using in (30) the Calabi’s diastasis function Dh instead of the
distance ρ˜h. The following result assures us that the barycentre map F˜c is indeed
well defined.
Lemma 3.2. The function By : CHn → R+ admits a unique point of minimum.
Proof. First we need to prove that By is well defined, namely that (30) is convergent.
Since X and Y are compact, by standard Riemannian geometry we can prove
that, for given x ∈ X and y ∈ Y , there exist constants C1 and C2 such that
ρ˜h
(
x, f˜ (z)
)
≤ C1 ρ˜ (y, z)+C2. Therefore, for ρ˜ (y, z) >> 0 there exists a positive
constant C3, such that:
Dh
(
x, f˜ (z)
)
= 2 log cosh
(
ρ˜h
(
x, f˜ (z)
))
≤ 2 log cosh (C1 ρ˜ (y, z) + C2)
≤ C3 ρ˜ (y, z) ,
where in the first equality we use (17) and in the last inequality the fact that
limt→+∞
log cosh t
t
= 1. By (4), we conclude that∫
Y˜
Dh
(
f˜ (z) , x
)
dµcy (z) <
∫
Y˜
C3 ρ˜ (y, z) dµ
c
y (z) <∞,
i.e. (30) is well defined.
We show now that the function By admits a point of minimum. Since ‖ gradz Dh‖ =
2 ‖z‖ < 2 for any z ∈ CHn, by the theorem of derivation under integral sign, we
have
gradx By =
∫
Y˜
gradxDhf˜(z) dµcy (z) ,
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in particular, we see that By and gradx By are continuous. Let T be a bounded non
empty open set of Y˜ , and define
K (x) = min
z∈T
Dh
(
f˜ (z) , x
)
,
so
By (x) =
∫
Y˜
Dh
f˜(z)
(x) dµcy (z) ≥ K (x)
∫
T
dµcy (z) .
By (17) we see that K (x) → +∞ as x → ∂ CHn, that is By (x) → +∞ as
x→ ∂ CHn. Therefore By attains its minimum in CHn.
It remains to prove that the point of minimum is unique. Since Y˜ is a complete
Riemannian manifold, it is enough to prove that By is a strictly convex function,
that is, we have to prove that the hessian of By is positive definite. By (14) we
know that ‖∇dzDhw‖ < ∞ for any z, w ∈ CHn, so by the theorem of derivation
under integral sign, the hessian of By is continuous and given by
∇dz By =
∫
Y˜
∇dzDhf˜(z) dµcy (z) .
By (14), we see that ∇dzDh
f˜(z)
and ∇dz By are positive definite. The proof is
complete. 
The main properties of the barycentre map F˜c : Y˜ → CHn are described by the
following proposition.
Proposition 3.3. The barycentre map F˜c : Y˜ → CHn satisfies the following prop-
erties:
(1) it is a C1 map, characterized by the equation
d
F˜c(y)
By =
∫
Y˜
d
F˜c(y)
Dh
f˜(z)
dµcy (z) = 0; (31)
(2) it is equivariant with respect to deck transformations and it descend to a C1
map
Fc : Y → X (32)
homotopic to f : Y → X.
Proof. By Proposition 3.2 it follows that F˜c (y) is characterized by the equation
d
F˜c(y)
By =
∫
Y˜
d
F˜c(y)
Dh
f˜(z)
dµcy (z) = 0.
In other terms, given an orthonormal basis ej, we define the function Φ : CH
n×Y˜ →
R2n by Φ (x, y)
j
= dx By(ej). Then we have Φ
(
F˜c (y) , y
)
= 0. Since X (g0) <∞
and X (g) <∞ then ‖dxDh
f˜(z)
dyDz‖ <∞ and by the theorem of derivation under
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the integral sign, the differential of Φ with respect to y is given by
dyΦ (x, y) = −c
∫
Y˜
dxDhf˜(z) dyDz dµcy (z) ≤ −cX (g) dx By .
Arguing as in the proof of Lemma 3.2, we see that the Hessian ofDh
f˜(z)
(x) is bounded
and positive definite and therefore the Jacobian matrix of Φ with respect to x is
continuous and positive definite at
(
F˜c (y) , y
)
. Thus, we can apply the implicit
function theorem and obtain the C1-regularity of the maps Fc. This concludes the
proof of (1).
Consider now Γ = π1 (Y, y0) the group of deck transformations of the universal
covering of Y . The morphism f∗ : π1 (Y, y0)→ π1 (X, f (y0)) induces a representa-
tion r : Γ→ Isom (CHn, g˜0)∩Aut (CHn) which satisfies f˜ ◦ γ = r (γ) ◦ f˜ for every
γ ∈ Γ. As γ∗vg˜ = vg˜, and as r (γ) is a holomorphic isometry of CHn, we have, for
every y ∈ Y˜ and every x ∈ X˜:
Bγ y (r (γ)x) =
∫
Y˜
Dh
(
f˜ (z), r (γ)x
)
e−cD(γ y, z) νg˜
=
∫
Y˜
Dh
(
f˜ (γ z), r (γ)x
)
e−cD(γ y, γ z) νg˜
=
∫
Y˜
Dh
(
r (γ) f˜ (z) , r (γ)x
)
e−cD(y, z) νg˜
=
∫
Y˜
Dh
(
f˜ (z), x
)
dµcy (z) = By (x)
As By attains its minimum at the unique point F˜ (y), this equality implies that Bγ y
attains its minimum at the unique point r (γ) F˜ (y). That is F˜ (γ y) = r (γ) F˜ (y).
Therefore F˜c is invariant with respect to deck transformations and it descends to a
map
Fc : Y → X.
In order to prove that the maps Fc and f are homotopic, consider the Dirac measure
δy (z) on Y˜ . Let us define the positive finite measure dµ
c, t
y as follows
dµc, ty (z) = t dµ
c
y (z) + (1− t) δy (z)
and let F˜c, t : Y˜ → CHn be the map given by
F˜c, t (y) = Bar
(
f˜∗dµ
c, t
y (z)
)
,
i.e. F˜c, t (y) is the unique point where the function By, t : X˜ → R+ defined by
By, t (x) =
∫
Y˜
Dh
(
f˜ (z) , x
)
dµc, ty (z) =
= t
∫
Y˜
Dh
(
f˜ (z) , x
)
dµy (z) + (1− t) Dh
(
f˜ (y) , x
) (33)
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attains its minimum. Clearly F˜c,1 = F˜c. Let φ ∈ Isom (CHn, g˜0)∩Aut (CHn) such
that φ (x) = 0, then
Dh (x, z) = Dh (0, φ (z)) = − log
(
1− |φ (z)|2
)
therefore Dh (x, z) ≥ 0 and Dh (x, z) = 0 if and only if x = z, so the function By, 0
attains its unique minimum for x = f˜ (y), i.e. F˜c, 0 (y) = f˜ (y).
Arguing as before, we conclude that F˜c, t (y) is a well defined C1 map, equivariant
with respect to deck transformations. So F˜c, t (y) descends to a homotopy Fc, t (y)
between Fc and f . 
4. The proof of Theorem 1 and Theorem 2.
Let f : Y → X be the continuous function given in the hypothesis of Theorem 1
and let F˜c : Y˜ → X be the associated barycentre map, given by Definition 3.1.
In order to differentiate (31) under the integral sign, note that by (28) and
X (g˜h) = 2, we get
max
‖u‖=‖v‖=1
∣∣∣∇(dF˜c(y)Dhf˜(z) e−cD(y,z)) (u, v)∣∣∣
≤ max
‖u‖=‖v‖=1
(∣∣∣∇dDh
f˜(z)
(
dF˜c (u) , v
)∣∣∣ + ∣∣dDh ⊗ dD (u, v)∣∣) e−cD(y,z)
≤
(
6
∥∥∥dF˜c∥∥∥+ 2X (g)) e−cD(y,z),
by Proposition 3.3 the map F˜c descend to a map Fc : Y → X , so, as Y is compact,∥∥∥dF˜c∥∥∥ is bounded. Hence the norm of the derivative of the integrand in (31) is
bounded by a constant function, which (by the hypothesis c > Entd(Y, g)X (g˜) ) is inte-
grable. Thus, bsy standard measure theory, we can derive (31) under the integral
sign. For every v ∈ T
F˜c(y)
CHn and u ∈ Ty(Y˜ ), we get∫
Y˜
∇d
F˜c(y)
Dh
f˜(z)
(dyF˜c(u), v) dµ
c
y(z)
= c
∫
Y˜
d
F˜c(y)
Dh
f˜(z)
(v) dyDz(u) dµcy(z).
(34)
Let us denote by K, H and H ′ the symmetric endomorphisms of T
F˜c(y)
CHn and
TyY˜ defined by
g˜h (K(v), w) =
1∫
Y˜
dµcy(z)
∫
Y˜
∇d
F˜c(y)
Dh
f˜(z)
(v, w) dµcy(z),
g˜h (H(v), w) =
1∫
Y˜
dµcy(z)
∫
Y˜
d
F˜c(y)
Dh
f˜(z)
(v) d
F˜c(y)
Dh
f˜(z)
(w) dµcy(z),
g˜ (H ′(u), t) =
1∫
Y˜
dµcy(z)
∫
Y˜
dyDz(u) dyDz(t) dµcy(z),
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where v, w ∈ TFc(y)CHn and u, t ∈ TyY˜ .
By the Cauchy-Schwarz inequality and (34), we deduce∣∣∣g˜h (K ◦ dyF˜c (u) , v)∣∣∣ ≤ c g˜h (H (v) , v) 12 g˜ (H ′ (u) , u) 12 (35)
Lemma 4.1. With the previous notations we have
|detK|
∣∣∣det(dyF˜c)∣∣∣ ≤ (X 2(g) c2
2n
)n
(detH)
1
2 (36)
and
(detH)
1
2
detK
=
(detH)
1
2
det
(
2I − 12H − 12JHJ
) < ( 1
2n
)n
. (37)
Proof. Let {vj} be an orthonormal basis of TyCHn which diagonalizes the sym-
metric endomorphism H . Now, if dyF˜c is not invertible, the inequality is trivial.
Suppose that dyF˜c has maximal rank. Let u
′
j =
(
K ◦ dyF˜c
)−1
(vj). By the Gram-
Schmidt orthonormalization applied to
{
u′j
}
, with respect the positive bilinear
form g˜ (H ′ (·) , ·), we get an orthogonal basis {uj} such that g˜ (uj , uj)−
1
2 = λj ,
j = 1, . . . , 2n are the eigenvalues of H ′. Then
|detK|
∣∣∣det(dyF˜c)∣∣∣ = 2n∏
j=1
∣∣∣g˜h (K ◦ dyF˜c (uj) , vj)∣∣∣ (detH ′) 12 ,
hence, by (35)
|detK|
∣∣∣det(dyF˜c)∣∣∣ ≤ c2n (detH) 12 (detH ′) 12 (38)
≤ c2n (detH) 12
(
1
2n
trH ′
)n
=
(X 2(g) c2
2n
)n
(detH)
1
2 ,
where we use that the eigenvalues of H ′ are positive and that for any orthonormal
basis {e1, . . . , e2n} of TyY˜
2n∑
i=1
g˜ (H ′ (ei) , ei) =
1∫
Y˜
dµcy (z)
∫
Y˜
(
2n∑
i=1
(dyDz (ei))2
)
dµcy (z) ≤ X 2 (g) .
So (36) is proved. By (28) we see that (detH)
1
2
detK =
(detH)
1
2
det(2I− 12H−
1
2JHJ)
. Consider the
function H 7→ (detH)
1
2
det(2I− 12H−
1
2JHJ)
defined over the group of symmetric matrices non
negatively defined and with trace ≤ 4 and dimension 2n × 2n with n ≥ 2. By [2]
Appendix B, attains its maximum at H = 2
n
I. Hence (detH)
1
2
detK <
(
1
2n
)n
. 
In order to prove Theorem 1 notice that the quantity Entd
2n (Y, g) Vol (Y, g) is
invariant by homotheties, hence it is not restrictive assume from the very beginning
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that Entd (Y, g) = Entd (X, g0) = Entd (X, gh) = 2n. The first part of Theorem 1
will immediately follow by Theorem 3 below. The second part of Theorem 1 (the
ε = 0 case), is proved in the last part of this section.
Theorem 3. Let (Y, g) and (X, gh) be as in Theorem 1. Assume that Entd (Y, g) =
Entd (X, gh) and that
Vol (Y, g) < (1 + ε) |deg (f)|Vol (X, gh) . (39)
If ε > 0 is small enough and c is such that
((
X (g) c
2n
)2n
− 1
)
< ε(1+ε) , then the
map Fc is a C1 covering map such that
A′ (ε) ≤ ‖dyFc (u)‖‖u‖ ≤ A
′′ (ε) ∀ y ∈ Y, ∀u ∈ TyY (40)
where A′ (ε) , A′′ (ε)→ 1 as ε→ 0.
In order to prove the theorem, we need of the following five lemmata (Lemma
4.2-4.6).
Lemma 4.2. Let Yε = {y ∈ Y : |JacFc (y)| < (1−
√
ε) (1 + δ)} where δ > 0 is
defined by
δ =
(X (g) c
2n
)2n
− 1. (41)
Then, for δ < ε(1+ε) , we have
Vol (Yε) < 2
√
εVol (Y ) .
Proof. By (36) and (37) we know that |JacFc| < 1 + δ, by the definition of Yε we
get
(1 + δ)Vol (Y \ Yε) +
(
1−√ε) (1 + δ) Vol (Yε) ≥ ∫
Y
|JacFc| νg.
Using the hypothesi (39) we obtain∫
Y
|JacFc| νg ≥ | deg (f) |Vol (X) > 1
1 + ε
Vol (Y ) >
1 + δ
1 + 2ε
Vol (Y ) ,
Where the last inequality follows by the assumption δ < ε(1+ε) . Thus
Vol (Y \ Yε) +
(
1−√ε)Vol (Yε) > 1
1 + 2ε
Vol (Y ) ,
and so
Vol (Yε) <
2
√
ε
1 + 2 ε
Vol (Y ) < 2
√
ε Vol (Y ) .
As wished. 
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Let us denote Y˜ε = π
−1 (Yε). By the definition of Yε and (38), we get(
1−√ε) (1 + δ) ≤ ∣∣∣Jac F˜c(y)∣∣∣ ≤ c2n (detH) 12 (detH ′) 12|detK| , ∀ y ∈ Y˜ \ Y˜ε (42)
hence, by (37) and (41), we deduce
(detH ′) ≥
(
(1−√ε) (1 + δ)
c2n
|detK|
(detH)
1
2
)2
≥ (1−√ε)2(X 2(g)
2n
)2n
.
Since detH ′ ≤
(
trH′
2n
)2n
≤
(
X 2(g)
2n
)2n
, we get
(
1−√ε)2(X 2(g)
2n
)2n
≤ detH ′ ≤
(X 2(g)
2n
)2n
(43)
As the maximum of H ′ 7→ detH ′ is obtained at H ′ = X 2(g)2n I by a principle of
stability of the maximum (see [4] pag. 157), there exist a positive constant B′(n)
such that, for ε < 1
(2B′(n))4∥∥∥∥H ′ − X 2(g)2n I
∥∥∥∥ ≤ B′(n) ε 14 , ∀ y ∈ Y˜ \ Y˜ε. (44)
On the other hand by (42) we obtain
detH
1
2
detK
≥ (1−
√
ε) (1 + δ)
c2n (detH ′)
1
2
≥ (1−√ε)( 1
2n
)n
,
Where the second inequality follows by (43). By (37) we get
(
1−√ε)( 1
2n
)n
≤ (detH)
1
2
det
(
2I − 12H − 12JHJ
) ≤ ( 1
2n
)n
.
As we see before the maximum of H 7→ (detH)
1
2
det(2I− 12H−
1
2JHJ)
is obtained for H = 2
n
I,
so by a principle of stability of the maximum (see [2]), there exist a positive constant
B′′(n) such that, for ε < 1
(2B′′(n))4
, we have∥∥∥∥H − 2nI
∥∥∥∥ ≤ B′′(n) ε 14 , ∀ y ∈ Y˜ \ Y˜ε. (45)
From now on, we benote B(n) the maximum between B′′(n) and B′(n).
Lemma 4.3. If ε < 1
(4B(n))4
and c is such that δ =
(
X (g) c
2n
)2n
− 1 < ε(1+ε) then,
∀ y ∈ Y˜ \ Y˜ε, we have
∥∥∥dyF˜c(u)∥∥∥ ≤ c
(
B (n) ε
1
4 + 2
n
) 1
2
(
B (n) ε
1
4 + X
2(g)
2n
) 1
2 ‖u‖(
2−B (n) ε 14
) (46)
ON THE DIASTATIC ENTROPY AND C1-RIGIDITY OF COMPLEX HYPERBOLIC MANIFOLDS17
and
∥∥∥dyF˜c (u)∥∥∥ ≥
 ((1 + δ) (1−√ε))
2n
2n−1
(
2−B (n) ε 14
)
c
(
B (n) ε
1
4 + 2
n
) 1
2
(
B (n) ε
1
4 + X
2(g)
2n
) 1
2

2n−1
‖u‖ (47)
Proof. By (45) we have
‖K − 2I‖ =
∥∥∥∥12H − 12J−1HJ
∥∥∥∥ ≤ ∥∥∥∥H2 − In
∥∥∥∥+ ∥∥∥∥J−1( In − H2
)
J
∥∥∥∥ ≤ B(n) ε 14
(48)
Note that
g˜h(2 v, w) − g˜h (K v, w) ≤ |g˜h (K v, w)− g˜h (2 v, w)| ≤
≤ ‖K − 2 I‖ ‖v‖ ‖w‖ ≤ B (n) ε 14 ‖v‖ ‖w‖
and so
g˜h (K v, w) ≥ g˜h (2 v, w) −B (n) ε 14 ‖v‖ ‖w‖ .
Setting v = dyF˜c(u) and w =
dyF˜c(u)
‖dyF˜c(u)‖ we obtain
g˜h
K ◦ dyF˜c(u), dyF˜c(u)∥∥∥dyF˜c(u)∥∥∥
 ≥ ∥∥∥dyF˜c(u)∥∥∥(2−B(n)ε 14) . (49)
By (45), we see that
g˜h (H(u), u)− g˜h
(
2
n
u, u
)
≤
∥∥∥∥H − 2nI
∥∥∥∥ ‖u‖2 ≤ B(n)ε 14 ‖u‖2 .
therefore
g˜h (H(u), u) ≤
(
B(n)ε
1
4 +
2
n
)
‖u‖2 . (50)
On the other hand, by (44), we get
g˜h (H
′(w), w) − g˜h
(X 2(g)
2n
w,w
)
≤
∥∥∥∥H − X 2(g)2n I
∥∥∥∥ ‖w‖2
≤ B(n)ε 14 ‖w‖2 .
and so
g˜h (H
′(w), w) ≤
(
B(n)ε
1
4 +
X 2(g)
2n
)
‖w‖2. (51)
Substituting (49), (50) and (51) in (35) we obtain
∥∥∥dyF˜c(u)∥∥∥ ≤ c
(
B(n)ε
1
4 + 2
n
) 1
2
(
B(n)ε
1
4 + X
2(g)
2n
) 1
2 ‖u‖(
2−B(n)ε 14
)
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We proved equation (46). Let 0 < |λ1|2 ≤ · · · ≤ |λ2n|2 the eigenvalues of the
symmetric endomorphism defined by
(
dyF˜c
)t
dyF˜c. So
0 < |λ1| ≤ · · · ≤ |λ2n| ≤
c
(
B (n) ε
1
4 + 2
n
) 1
2
(
B (n) ε
1
4 + X
2(g)
2n
) 1
2(
2−B (n) ε 14
)
moreover, by the definition of Yε follow that for every y ∈ Y˜ \Y˜ε we have,
∏2n
j=1 |λj | ≥
((1 + δ) (1−√ε))2n, therefore
|λ1| ≥
∏2n
j=1 |λj |
|λ2n|2n−1 ≥
 ((1 + δ) (1−
√
ε))
2n
2n−1
(
2−B(n)ε 14
)
c
(
B(n)ε
1
4 + 2
n
) 1
2
(
B(n)ε
1
4 + X
2(g)
2n
) 1
2

2n−1
we conclude that
∥∥∥dyF˜c(u)∥∥∥ ≥
 ((1 + δ) (1−
√
ε))
2n
2n−1
(
2−B(n)ε 14
)
c
(
B(n)ε
1
4 + 2
n
) 1
2
(
B(n)ε
1
4 + X
2(g)
2n
) 1
2

2n−1
‖u‖,
we just proved (47). The proof is complete. 
For every y ∈ Y˜ , u ∈ TyY˜ and v ∈ TF˜c(y)X˜ we define
k′y (u, v) =
1∫
Y˜
dµy (z)
∫
Y˜
d
F˜c(y)
Dh
f˜(z)
(v) dyDz (u) dµy (z) (52)
Lemma 4.4. There exist a universal constant C such that
‖∇wk′(u, v)‖ ≤ C ‖u‖ ‖v‖
(
‖w‖ +
∥∥∥dF˜c(w)∥∥∥) . (53)
Proof. Assume for the moment that the following derivations under the integral
sign are allowed, for every w ∈ TyY we have
∇wk′ (u, v)
∫
Y˜
dµcy (z)
=
∫
Y˜
∇d
F˜c(y)
Dh
f˜(z)
(
dyF˜c(w), v
)
dyDz(u) dµcy(z)
+
∫
Y˜
d
F˜c(y)
Dh
f˜(z)
(v)∇dyDz(w, u) dµcy(z)
−c
∫
Y˜
d
F˜c(y)
Dh
f˜(z)
(v)dyDz(u)dyDz(w) dµcy(z)
+c k′y(u, v)
∫
Y˜
dyDz(w) dµcy(z).
(54)
Consider the second term in the right side of the previous equality. By condition
(5) the absolute values of the eigenvalues of the HessDp are bounded by a positive
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constant λ0, we have∫
Y˜
d
F˜c(y)
Dh
f˜(z)
(v) ∇dyDz (w, u) dµcy (z) ≤ λ0 X (g) ‖v‖ ‖w‖ ‖u‖
∫
Y˜
dµcy .
We can repeat a similar argument to any term of (54) and conclude that there
exists constant C > 0 such that (53) is verified. Analogously we can see that
the integrands of the integrals in (54) and (52) are bounded, so that the previous
derivations under the integral sign are well defined. 
Lemma 4.5. For every y ∈ Y˜ \ Y˜ε, with ε < 1(2B(n))4 and c such that δ =(
X (g) c
2n
)2n
− 1 < ε(1+ε) , we have∣∣∣k′(u, v)− 2c g˜h (dyF˜c (u) , v)∣∣∣ ≤
≤ B(n) ε 14
(
B(n)ε
1
4+ 2
n
) 1
2
(
B(n)ε
1
4+X
2(g)
2n
) 1
2
‖u‖‖v‖(
2−B(n)ε
1
4
)
(55)
for every u ∈ TyY˜ , v ∈ TF˜c(y)CHn.
Proof. By the definitions of k′, K and equality (34), we have
k′(u, v) =
1
c
g˜h
(
K ◦ dyF˜c (u) , v
)
hence ∣∣∣∣k′(u, v)− 2c g˜h (dyF˜c(u), v)
∣∣∣∣ = 1c ∣∣∣g˜h ((K − 2I)dyF˜c(u), v)∣∣∣
≤ 1
c
‖K − 2I‖
∥∥∥dyF˜c(u)∥∥∥ ‖v‖
≤ B(n) ε 14
(
B(n)ε
1
4 + 2
n
) 1
2
(
B(n)ε
1
4 + X
2(g)
2n
) 1
2 ‖u‖ ‖v‖(
2−B(n)ε 14
) ,
where in the last inequality we used (46) and (48). 
Lemma 4.6. If ε < 1
(4B(n))4
and c is such that δ =
(
X (g) c
2n
)2n
− 1 < ε(1+ε) , then
for every y ∈ Y
(1 + δ)2nξ(ε)1−2n ≤
∥∥∥dyF˜c(u)∥∥∥
‖u‖ ≤ ξ(ε),
(56)
where
ξ(ε) =
c
(
B(n)ε
1
4 + 2
n
) 1
2
(
B(n)ε
1
4 + X
2(g)
2n
) 1
2(
2−B(n)ε 14
) (57)
Proof. Suppose ε < 1
(4B(n))4
. Let H(y, r) = Vol(Y, g)−1
∫
B(y, r)⊂Y νg, due to the
compactness of Y , it is a uniformly continuous map, so it is well defined the contin-
uous function h (r) = minyH (y, r). Since h (r) is strictly increasing, there exists
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an increasing function ε → r(ε) such that h (r (ε)) = 2√ε. By Lemma 4.2 we see
that
B (y, r (ε)) 6⊂ Yε (58)
for any y. Therefore, denoted B˜ (y, r (ε)) = π−1 (B (y, r (ε))), we have
Y˜ \ Y˜ε ∩ B˜ (y, r (ε)) 6= ∅ ∀ y ∈ Y˜ε.
By (58) for every y′′ ∈ Y˜ there exist y ∈ Y˜ \ Y˜ε such that the distance d(y, y′′) =
r ≤ r(ε). Let γ be a minimizing geodesic with γ(0) = y et γ(r) = y′′. Set
ε0 =
1
(4B(n))4
. We define t0 ∈ [0, r] the instant when γ intersect Y˜ε0 for the first
time, if γ does not intersect Y˜ε0 we set t0 = r. So γ ([0, t0]) ⊂ Y˜ \ Y˜ε0 . Define
y′ = γ(t0), let u ∈ Ty′ Y˜ and v ∈ TFc(y′)CHn, we define U and V the parallel field
long γ and F (γ) such that U(t0) = u and V (t0) = v. By Lemma 4.4∣∣k′y′(u, v)− k′y (U(0), V (0))∣∣ ≤ C d(y, y′)(1 + sup
t
∥∥∥dF˜ (γ˙(t))∥∥∥) ‖u‖ ‖v‖ .
Therefore by (46), for any y ∈ Y˜ \ Y˜ε with 0 < ε ≤ ε0 we have∣∣k′y′(u, v)− k′y (U(0), V (0))∣∣ ≤
C d(y, y′)
1 + c
(
1
4 +
2
n
) 1
2
(
1
4 +
X 2(g)
2n
) 1
2(
2− 14
)
 ‖u‖ ‖v‖ ≤
C r(ε)
(
1 +
c
7n
(
n+ 2X 2(g)) 12 (n+ 8) 12) ‖u‖ ‖v‖ ,
hence, set D (ε) := C r(ε)
(
1 + c7n
(
n+ 2X 2(g)) 12 (n+ 8) 12), we get:
k′y′(u, v) ≥ k′y (U(0), V (0))−D (ε) ‖u‖ ‖v‖ . (59)
Since V (0) 7→ V (t0) is an isometry between TF˜c(y)CHn and TF˜c(y′)CHn, and
|JacFc| (γ(t)) 6= 0, there exists v ∈ TF˜c(y′)CHn, with ‖v‖ = 1, such that V (0) =
v =
dy′ F˜c(U(0))
‖dy′ F˜c(U(0))‖ . Let K
′
y : TyY˜ → TF˜c(y)CHn be the linear application defined by
g˜h
(
K ′y(u), w
)
= k′y (u,w) .
By (59), we have
∥∥K ′y′(u)∥∥ ≥ g˜h (K ′y′(u), v) = k′y′ (u, v) ≥ k′y
U(0), dF˜c (U(0))∥∥∥dF˜c (U(0))∥∥∥
−D (ε) ‖u‖ .
By (55) and (57) we get
∥∥K ′y′(u)∥∥ ≥ 2c g˜h
dF˜c ((U(0)) , dF˜c (U(0))∥∥∥dF˜c (U(0))∥∥∥
−B(n) ξ(ε) ε 14 ‖u‖ −D (ε) ‖u‖ .
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By (47) we obtain
∥∥K ′y′(u)∥∥ ≥
(
2 ((1 + δ) (1−√ε))2n
c ξ2n−1(ε)
−B(n) ξ(ε) ε 14 −D (ε)
)
‖u‖ ,
so
∣∣det (K ′y′)∣∣ ≥
(
2 ((1 + δ) (1−√ε))2n
c ξ2n−1(ε)
−B(n) ξ(ε) ε 14 −D (ε)
)2n
, (60)
By the definitions of k′ and K and equality (34), we have
g˜h
(
K ◦ dyF˜c (u) , v
)
= c k′y(u, v) = c g˜h
(
K ′y(u), v
)
thus
det (Ky′) Jac F˜c (y
′) = c2n det
(
K ′y′
)
,
by (28) we see that TrKy′ = 4n. So we get∣∣∣Jac F˜c∣∣∣ (y′) = (TrKy′
4n
)2n ∣∣∣Jac F˜c∣∣∣ (y′)
≥
(
1
2
)2n
|det (Ky′)|
∣∣∣Jac F˜c∣∣∣ (y′)
=
( c
2
)2n ∣∣det (K ′y′)∣∣ (y′)
therefore by (60)∣∣∣Jac F˜c∣∣∣ (y′) ≥ c2n( ((1 + δ) (1−√ε))2n
c ξ2n−1(ε)
− 1
2
B(n) ξ(ε) ε
1
4 − 1
2
D (ε)
)2n
. (61)
If γ intersect Y˜ε0 , by (61), we have
(1−√ε0)(1 + δ) ≥ c2n
(
((1 + δ) (1−√ε))2n
c ξ2n−1(ε)
− 1
2
B(n) ξ(ε) ε
1
4 − 1
2
D (ε)
)2n
.
Since the previous inequality hold for 0 < ε ≤ ε0 and δ < ε(1+ε) , we get a con-
tradiction as ε approach to zero, indeed the first member goes to (1 − √ε0), on
the contrary the second member goes to 1. We conclude that Y˜ε0 = ∅. Therefore,
passing F˜c to its quotient Fc, equations (46) and (47) imply (56). 
Proof of Theorem 3: Set A′(ε) = (1 + δ)
2n
ξ (ε)
1−2n
and A′′ (ε) = ξ (ε) in
Lemma 4.6, where ξ(ε) is given by (57) (notice that ξ(ε) ≥ 1). 
The proof of the first part of Theorem 1 is complete.
Conclusion of the proof of Theorem 1, the ε = 0 case. We want to prove that
when ε = 0, then Fc is a holomorphic or anti-holomorphic local isometry. Suppose
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that g is normalized in order to have
Vol (Y, g) = deg (f)Vol (X, gh) ,
we want to prove that there exists a riemannian covering F : (Y, g)→ (X, gh).
Take a sequence {Fcn} such that 0 < X (g) cn − c0 < c0
(
2n
√
1+2 1
n
1+ 1
n
− 1
)
. For n
sufficiently large, say n > n0, the sequence {Fcn} consists of C1 covering maps.
Being X and Y compact the Fcn are equibounded. By inequalities (40) we get
‖Fcn(y0)− Fcn(y)‖ ≤ ‖dy0Fcn‖ ‖y0 − y‖ ≤ A′′(ε) ‖y0 − y‖
≤ A′′
(
1
n
)
‖y0 − y‖ ,
therefore the maps Fcn are equicontinuous. By the Ascoli-Arzela` theorem there
exist a subsequence cn → c0, such that Fcn uniformly converge to a continuous
function F with deg (F ) = deg (Fcn) = deg (f). Let γ : [0, 1] → Y a piecewise
regular curve such that γ(0) = y1 and γ(1) = y2 then∫ 1
0
A′
(
1
n
)
‖γ˙(t)‖ dt ≤
∫ 1
0
‖dyFcn (γ˙ (t))‖ dt ≤
∫ 1
0
A′′
(
1
n
)
‖γ˙ (t)‖ dt
hence, denoted respectively d (·, ·) and dh (·, ·) the geodesic distance on (Y, g) and
(X, gh) we have
dh (F (y1) , F (y2)) ≤ d (y1, y2) .
By [2, Proposition C.1] the map F is a riemannian covering. Arguing as in the
last part of proof of [13, Theorem 1.1] we deduce that F is holomorphic or anti-
holomorphic. The proof of Theorem 1 is complete.
Proof of Theorem 2: we need to verify that conditions (4) and (5) above are
satisfied and then apply Theorem 1.
Condition (4) is satisfied. Let ϕ : (Y, g) → (N, gN) be the strongly proper
Ka¨hler immersion of Y in an locally classical symmetric space of noncompact type
N and let ϕ˜ : (Y˜ , g˜)→ (Ω, gΩ) be its lift to the Ka¨hler universal covers. By (9) we
see that (Y˜ , g˜) has the diastasis globally defined. As limt→+∞
log cosh t
t
= 1, fixed
µ > 0 and q ∈ Y˜ , there exists a compact set K ⊂ Y˜ , two constant L1, L2 ∈ R and
ε > 0 such that ∀ p ∈ Y˜ \K,
ρ (q, p)− L2 < L1 eµ ρΩ(ϕ˜(q), ϕ˜(p)) < L1 eµ (log cosh ρ
Ω(ϕ˜(q), ϕ˜(p))+ε)
< L1 e
µ
2 (D
Ω(ϕ˜(q), ϕ˜(p))+ 2 ε) = L1 e
µ
2 (D(q, p)+ 2 ε),
(62)
where in the first inequality we use that ϕ is strongly proper (notice that this is the
unique point of the proof where this hypothesis is used), in the third one we used
(12), while in the last equality we applied (9). On the other hand, if we choose
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µ
2 > 0 small enough so that (c− µ2 ) > Entd(Y, g)X (g) we obtain∫
Y˜ \K
e−(c−
µ
2 )Dq(p) νg (p) <∞. (63)
Putting together (62) and (63) we see that
∫
Y˜
ρ (q, p) e−cDq(p) νg (p) is convergent,
so (4) is verified.
Condition (5) is satisfied. Being Y compact, the second fundamental form of ϕ˜
is bounded. Hence the conclusion follow by combining (11), (13) and (14) setting
ψ = ϕ˜. 
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