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Abstract
Catadioptric Sensors
Emek Ko¨se Can
Ronald Perline, Ph.D.
In this thesis we present two different catadioptric sensor designs. First one is a folded catadioptric
system which is rectifying. The sensor consists of an orthographic or perspective camera coupled
with two rotationally symmetric mirrors. The primary mirror is chosen to be a conic section or a
cone because of their reflective properties. The rectifying property enforces that the transformation
between the image plane and the object plane be linear. The equations describing the secondary
mirror are determined by the projection induced by the primary mirror and the rectifying property
of the sensor. By solving the resulting ordinary differential equation, we obtain the cross section of
the secondary mirror. These systems are designed to image a distant plane without distortion.
The second system we present consists of a micromirror array, a conventional asymmetric mirror
and an orthographic camera. The main problem of catadioptric sensor design is constructing a
mirror for a given projection which generically does not have a solution. We overcome limitations of
single-mirror catadioptric sensors by designing the camera projection as well as the mirror surface.
This construction allows us to exactly achieve any desired projection, not only orthographic or
perspective. The key in finding the mirror surface and the camera projection is, constructing a
vector field normal to the sought-after surface. For the surface to exist, the normal vector field has
to be integrable. The integrability condition for the vector field is provided by Frobenius integration
theorem for differential forms, since a 1−form corresponds to a vector field in R3. The integrability
condition yields a system of first order quasilinear partial differential equaitons, whose numerical
solution is the camera projection. Computing the mirror surface is done by numerically integrating
the normal vector field. We present our results for four different systems where error for both
projection and mirror surface arevery promising.
x

Chapter 1
Introduction
Historically, it has been desirable to capture panoramas and large fields of view. In the 19th century,
the purpose of this was mainly arts and photography. However now, the applications span a wide
range such as surveillance, robotics, video conferencing, remote vehicle operating, etc.
Over the years, different solutions have been developed to address the problem of wide-angle imag-
ing, some of them are:
1. Stitching images. Individually taken smaller field of view (FOV) images are stitched to form
wide FOV images or panoramas. Historically, they have not suitable real-time applications.
2. Rotating Cameras. They incorporate rotation to form panoramic images using small FOV
cameras. The first rotating camera known to the author was made in 1844 by Friedrich von
Martens. He was able to achieve a field of view of 150 ◦. Rotating cameras have some
disadvantages. First of all, the total time to obtain the image will not allow these sensors to
be used for dynamic applications, secondly, they require digital processing.
3. Multiple cameras. The use of multiple cameras increases the resolution of the resulting image
dramatically and can be used for dynamic scenes but they may have calibration problems.
4. Fisheye lenses. They are designed to provide large fields of view. The disadvantage of fish-
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eye lenses is that they present considerable radial distortions. Distortion may be removed by
software but the resulting image will have low resolution in some regions. The widest field
of view conventional optic known to the author is the Fisheye-Nikkor 6mm f/2.8 lens, en-
compassing 220 degrees and weighing 5.2 kilograms. (The wider the field of view, the more
complex combinations of lenses will be required.)
All of the previous approaches employ only cameras. A simple and elegant solution to wide-angle
imaging problem is using catadioptric sensors. Catadioptric sensors are imaging sensors that
consist of reflective surfaces (catoptrics) and optical components (dioptrics). Using a convex mirror
increases the FOV dramatically. The catoptrics part of the sensor can be designed to respond various
needs, as we will demonstrate further into the thesis.
Figure 1.1: Catadioptric omnidirectional camera that uses paraboloidal mirror for the purpose of
navigation. [23]
1.0.1 Image Formation
Images are the projections of 3-dimensional data to an image plane. There are two parts of the
image formation process, first part is the geometry of image formation which determines where in
2
the image plane the projection of a point in the scene will be located. Second part is the physics
of light, which determines the brightness of a point in the image as a function of illumination and
surface properties. We will only be concerned with the geometry of image formation.
Digital images are represented as two dimensional array of numbers, each called pixel, contraction
of the phrase picture element. Intensities of light are sampled to 8 bits (256 values) per point for
grayscale images, where 0 corresponds to black. Color is added to digital images by using three
numbers for each pixel, representing the intensity of three primary colors: red, green and blue and
therefore sampling 3 × 8 bits. In other words, images are two dimensional arrays of brightness
values and/or color.
In a conventional camera, the image plane contains photoreactive chemicals; in a digital camera,
image plane contains a charge-coupled device (CCD) array, although some cameras use a CMOS-
based sensor instead of a CCD. In human eye, the image plane is a curved surface called retina
and contains a dense array of cells with photoreactive molecules. CCD is an array of tiny cells that
convert light energy into electrical charge. The image is formed when a light ray from the world
passes through the lens of the camera and hits the CCD chip, to form electric charges. These charges
are read as voltages and voltages are sampled by a digitizer or a frame grabber, thus the image is
formed.
1.0.2 Camera Projections
Cameras are optical instruments that project 3 dimensional points onto the view plane, or image
plane. Most modern cameras use a lens to focus light onto imaging plane (i.e.sensory surface ).
This is done so that one can capture enough light in a sufficiently short time period without the
objects moving during the recording of an image and the image is bright enough to show significant
detail.
There are many different types of cameras, such as wide-angle, super wide-angle, normal or stan-
dard, tele-photo and super tele-photo, etc. We will classify cameras according to their projections.
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The two specific projections we use in our catadioptric systems are perspective and orthographic
and therefore we will explain the two camera models that employ these projections, namely pinhole
camera model and tele-centric camera model.
Each point on the image plane corresponds to a point in the scene. In other words, every point on
the image plane is assigned a direction vector which lets us think of camera projections as vector
fields on image plane.
Pinhole Camera Model
Pinhole cameras are the simplest optical devices and realize perspective projection. The camera
obscura (Latin for ‘dark room’) was the ancestor of the modern camera. The term camera obscura
was coined by Kepler. It was actually a large room that would be entered by the user. Light entering
a small hole in a darkened room produces an inverted image on the opposite wall.
Figure 1.2: A drawing of a camera obscura. .
The basic optical principles of the pinhole are commented on in Chinese texts from the fifth century
BC. Chinese writers had discovered experimentially that light travels in straight lines. The philoso-
pher Mo Ti was the first, to our knowledge, to record the formation of an inverted image with a
pinhole or screen. In the western hemishpere, Aristotle (fourth century BC) comments on pinhole
image formation in his work Problems and questions how sunlight, when it shines through a square
4
Figure 1.3: A diagram showing a pinhole camera. .
hole makes a circular image. Used initially to view solar eclipses, by the seventeenth century the
process was made portable by fitting a lens to one end of a box and using a sheet of glass at the
opposite end to view the image. A mirror inserted inside at a 45 degree angle would reverse the
image, giving the viewer corrected orientation.
Pinhole camera captures accurately the geometry of perspective projection. On the other hand,
pinhole images suffer from greater chromatic aberration than pictures made with a simple lens, and
they tolerate little enlargement. Exposures are long, ranging from half a second to several hours.
Pinhole optics are not only used in photography. There is one animal in nature which uses a pinhole
for seeing: the mollusk Nautilus. Each of its eyes has an accommodating aperture and the aperture
can enlarge or shrink.
Most cameras are described relatively well with this model. In some cases, additional effects such
as radial distortion must be taken into account, however we are only interested in simplest mathe-
matical models therefore we will ignore optical effects as such.
Perspective projection captures the correct geometry of the scene. The size of an object on the image
plane is inversely proportional to its distance to the pinhole. The image of a point is not unique, any
5
Figure 1.4: POV-Ray simulation of a picture of 3 collinear balls of the same size, taken by a pinhole
camera.
Figure 1.5: A picture taken to demonstrate the perspective projection.
point on the line through the pinhole is imaged to the same point. The distance between the image
plane and the pinhole is called the focal length, denoted by f. As f gets smaller the field of view
increases and as f gets larger, the field of view becomes narrower (more telescopic).
Perspective projection induces a mapping from R3 to R2 and the projection formulas follow from
Figure 1.6 by similar triangles.
x = −f X
Z
, y = −f Y
Z
. (1.1)
Each point on the image plane is mapped to a 3D point on object plane. The light ray that emanates
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Figure 1.6: A diagram showing perspective projection.
from the world point passes from the pinhole and this allows us to construct a vector field for
perspective projection. For a pinhole camera whose image plane is at (0, 0,−f) and the pinhole
at the origin, the direction vector of the light ray that corresponds to the image point (x, y,−f) is:
(−x,−y, f). Hence the vector field is defined as; F (x, y,−f) = (−x,−y, f).
Tele-centric Camera Model
Tele-centric cameras use orthographic projection, which can be viewed as a limit case of perspective
projection where f →∞. Light rays travel parallel to each other and to the optical axis. The word
ortho is the Greek for ‘perpendicula’.
One advantage orthographic cameras have over pinhole cameras is, calibration of sensors with or-
thographic cameras is much simpler. Several ways of achieving orthographic projection, as dis-
cussed in [23] are; 1.using telecentric lenses, 2. by placing aperture at the back focal plane of any
perspective lens, 3. adjusting several zoom lenses and 4. mounting and inexpensive relay lens on to
a conventional perspective camera. Orthographic projection can be approximated by very narrow
field of view perspective projection.
Given a 3D point (X,Y, Z), the corresponding image point under orthographic projection is (x, y),
7
Figure 1.7: Same scene as in Figure 1.4, imaged with orthographic camera.
Figure 1.8: A diagram showing orthographic projection.
such that;
x = X, y = Y. (1.2)
Size of the image is invariant under translations parallel to the optical axis. Vector field correspond-
ing to orthographic projection is described as the field of direction vectors for the emanating light
rays from the image plane. Since a point on the image plane has coordinates (x, y, c) and its pre-
image is at (x, y, z), the direction of the vector is: (0, 0, z− c) which can be normalized to (0, 0, 1).
Therefore the vector field corresponding to the orthographic projection is : F (x, y, z) = (0, 0, 1).
1.0.3 Field Of View
For an optical device, field of view can be defined as the angle of cone of light leaving the lens. In
other words, it is the angular extent of the world that can be seen either with or without an optical
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instrument, for example the usual human field of view is close to 150◦.
By similar triangles, we can conclude that short focal length corresponds to a wide field of view and
hence low magnification, whereas a long focal length corresponds to a narrow field of view as in the
orthographic case and high magnification.
We use angle of view and field of view interchangeably, although the two terms have different
meanings in photography. The difference is that in photography field of view (FOV) is measured in
linear spatial dimensions whereas angle of view ( or angular field of view) is measured in degrees
of arc. Field of view increases with distance whereas angular field of view doesn’t.
Figure 1.9: A diagram representing field of view of a camera.
Let d represent the size of the film or the sensor in direction measured and f the focal distance. (See
Figure 1.9) From similar triangles we can calculate the following relation:
tan(
α
2
) =
d/2
f
⇒ tan(α
2
) =
2
2f
. (1.3)
α is the field of view of the camera and is equal to
9
α = 2arctan(
d
2f
). (1.4)
We can deduct from (1.4) that angle of field of view does not vary linearly with the reciprocal of the
focal length.
1.0.4 Catadioptric Sensors
The first catadioptric sensor that we know of is dated 1840 and is due to A.S. Wolcott [20]. In the
recent years interest in catadioptric sensor design has increased dramatically due to their simplicity
to image a wide field of view using reflective surfaces. Catadioptric sensors have various application
areas, such as :
• Virtual attendance, e.g. of a concert or tourist venue over the internet.
• Interactive viewing, e.g. of a real estate.
• Distance learning.
• Video conferencing.
• Monitoring, surveillance, e.g. home surveillance or military surveillance.
• Unmanned vehicles and robot navigation.
• Medical observation and diagnosis, e.g. Endoscopy.
We can classify catadioptric sensors into two categories; sensors with a single mirror and sensors
with multiple mirrors. We will first present the work done on single-mirror catadioptric systems.
Single-Mirror Catadioptric Sensors: Among catadioptric sensors (including the single-mirror
case), central catadioptric sensors are one the best studied. Central catadioptric sensors are cata-
dioptric sensors that have single viewpoint property. This means, all light rays that enter the camera
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to form the image intersect at one point called the effective viewpoint. The single viewpoint con-
straint is very desirable because it allows the generation of correct perspective images captured by
catadioptric sensors. This way, every pixel in the image measures the irradiance of the light passing
through the viewpoint in one particular direction. Since the system geometry is also known, that di-
rection can easily be computed. Therefore we can map the irradiance value measured by each pixel
onto a plane at any distance from the viewpoint, to form planar perspective images. Also, if the
sensor is omnidirectional, single viewpoint (SVP) constraint permits generation of geometrically
correct panoramic images as well as perspective images [2].
Baker and Nayar derived the entire class of catadioptric systems with a SVP which can be con-
structed using just a single conventional lens and a single mirror, in [2] . They have shown that the
only two-parameter family of mirrors which have SVP are exactly the rotated conic sections. Some
of these solutions are degenerate and cannot be used to construct SVP sensors.
Some catadioptric sensors that are central are as follows:
1. Parabolic mirror coupled with orthographic projection. In this case, SVP is the focus of the
parabola. The mirror can be translated along the axis of parabola and still be correct.
This system is somewhat difficult to construct since the telecentric lens must be as wide as
the mirror and therefore making it difficult to place the camera near the mirror without self-
occlusion, as pointed out in [5].
2. Elliptic mirror coupled with perspective projection. The pinhole camera is placed at one of
the foci of the ellipsoid. If we backtrace the image formation, a light ray emanating from the
image plane passes through the pinhole which is also one of the foci, then strikes the elliptic
mirror. Due to the reflective properties of ellipsoid, the ray has to pass from the second focus.
Since this holds for all the points on the image, second focus acts as the SVP.
3. Hyperbolic mirror coupled with perspective projection. The pinhole camera is placed so as to
have its focus on one of the foci of hyperboloid. Similar to the ellipsoid case, the rays of light
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corresponding to each point on the image pass through the pinhole which is at the same time
a focus of hyperboloid. They reflect off the hyperbolic mirror targeting the second focus, by
the reflective properties of hyperboloid. Thus, second focus acts as a SVP.
The degenerate solutions Baker and Nayar derived [2] are :
1. Planar mirror coupled with perspective projection.
2. Conical mirror with perspective projection.
3. Spherical mirror with perspective projection.
Lin and Bajcsy [1] also worked on cone mirror with perspective projection and they showed that
under geometric optics image formation model, the single viewpoint of cone mirror is actually
realizable. One reason they investigated the cone mirror is because it is one of the simplest shapes
to realize as a mirror and also it has much higher resolution around the horizon. Since it is the
only longitudinally flat omni-view mirror, it does not add as much optical distortion to the resulting
image as the other omni-view mirrors.
Derrien and Konolige present in [5] a method called iso-angle method, for approximating a single
viewpoint in panoramic devices and thus allow much greater freedom in design. The main applica-
tion they had in mind is robotics. So their design goals were, in addition to a wide FOV, variable
resolution (to place the pixels where they will be most useful), SVP, simple and robust calibration
and minimal hardware.
Another SVP catadioptric sensor suggested by Li et al., [21] is a multi-resolution elliptical cone
system with a conventional camera. The application they designed this sensor for is autonomous or
assisted driving. It has 180 degree FOV in horizontal and has much higher resolution for scenes in
front of the vehicle.
Nalwa proposed a panoramic sensor [22], that consists of four cameras while using four planar
mirrors and the resulting system respects the single viewpoint. The four planar mirrors are arranged
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in a square based pyramid while each of the four cameras are placed above the faces of the pyramid.
Cameras are placed so that effective viewpoints of the systems (reflections of pinholes in the mirrors)
coincide. The resulting sensor is SVP and has a panoramic field of view of approximately 360 ◦ ×
50 ◦. Resolution of the system is very high due to the use of four cameras.
Catadioptric sensors which do not maintain a single viewpoint are called non-single viewpoint
(NSVP) sensors. An incorrectly aligned catadioptric sensor can easily be NSVP. From the design
perspective, the constraint of SVP is very strict, that is to say, if this constraint can be relaxed then
the system design can be much more flexible, such as, sensors can be designed to have a certain
field of view or have a certain resolution. NSVP sensors can also be used to perform stereo from
a single image. The locus of viewpoints are called caustics. Detailed work on NSVP catadioptric
sensors and caustics can be seen in [30], [31], [32].
There have been many designs of catadioptric sensors for various applications. Panoramic and
omnidirectional catadioptric sensors have been investigated extensively. We must clarify that,
panoramic sensors are not equivalent to omnidirectional sensors. They are only omnidirectional
in one angular dimension. Usually, a panoramic sensor images 360 ◦ × θ ◦ such that θ ≤ 180 ◦.
An omnidirectional sensor on the other hand, images 360 ◦ × 360 ◦. A true omnidirectional sensor
has been designed by S.K. Nayar in [23]. Author shows that the only SVP omnidirectional sensor
coupled with orthographic projection has parabolic reflective surface.
One can design the mirror surface so that, the resultant catadioptric sensor preserves some geometri-
cal properties. For example, the image-to-world mapping can be conformal, equiareal, equidistant,
equiresolution, etc. The choice of geometrical properties to be preserved depends on the application.
Generally, catadioptric sensors are not uniform in resolution, meaning that, the number of pixels
allocated for the same object are different depending on the location of the object. In [13] Hicks
and Perline describe catadioptric sensors which are equiresolution, in the sense that any two solid
angles are allocated the same number of pixels in the image plane. Solid angle refers to the area of
a region on a unit sphere, for example a true omnidirectional sensor can view a solid angle of 4pi.
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Figure 1.10: Catadioptric omnidirectional and panoramic camera designs that use paraboloidal mir-
ror. From left to right, first one is for the purpose of teleconferencing [23], second is the true
omnidirectional sensor that is able to image the entire sphere. They are developed in CAVE Lab-
oratory at Columbia University. The third catadioptric sensor from the left is a folded system. It
consists of two mirrors, camera and a microphone, and is designed for videoconferencing.
In [11], Hicks and Bacjsy describe a wide angle sensor that images planes uniformly. Other ap-
proaches to designing equiresolution catadioptric sensors are due to Chahl and Srinivasan [3], Ollis,
et al. [26], Conroy and Moore [4].
Recently, in her dissertation, Meredith Coletta described a catadioptric system which allocates equal
areas on a cylinder the same number of pixels in the image plane.
Most of the single-mirror designs that we have mentioned above are rotationally symmetric and
coaxial, that is, the optical axis for the camera and axis of rotation for the mirror coincide. However,
in [14], the Hicks and Perline design an asymmetric mirror to be used as a sideview mirror in motor
vehicles, that eliminates the blind spot. Interestingly, this ”catadioptric system” (eye coupled with
the mirror) is only approximately rectifying. Issues of exact versus approximate solutions to mirror
design were first discussed by Hicks Perline in [15], and again by Hicks in [18].
Folded Catadioptric Sensors: According to the classification of catadioptric sensors we have made
earlier, the second class of sensors are the ones that employ multiple mirrors. These systems are
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also called folded catadioptric sensors. Multiple mirrors allow folding of optics, which then lets us
make more compact designs, with better optical performance.
Nayar and Peri develop a framework to design and analyze SVP folded catadioptric cameras in [24]
and also show that any folded system with conic mirrors has a geometrically equivalent system
that uses a single conic mirror. They also implement one of the folded systems they design for
teleconferencing purposes, which can be seen in Figure 1.10. Their sensor uses two parabolic
mirrors.
In [19] Hicks et al show that for any rotationally symmetric projection with a single viewpoint, it
is possible to design a rotationally symmetric folded catadioptric system that realizes the projec-
tion exactly. This is done by solving two coupled differential equations exactly, rather than using
optimization methods.
Perline and Ko¨se present a family of folded catadioptric sensors which are rectifying in [27]. This
construction will be generalized in this thesis. The authors choose the primary mirror to be a conical
mirror and design the dual mirror so that the resulting catadioptric sensor has the rectifying property.
1.0.5 Micromirrors
Micromirrors are microelectromechanical systems (MEMS). Their orientations can be controlled
with high precision over space and time by applying a voltage between the two electrodes around
the mirror arrays.
DMD (digital micromirror device) of Texas Instruments is probably the best known MEMS. DMD
includes several hundreds of thousands of microscopic mirrors arranged in a two dimensional array.
These micromirrors can be individually rotated ±10◦ −±12◦. The mirrors are made of aliminium
and are about 16 micrometers across.
Micromirrors have a wide range of applications, they are key components of adaptive optics, used in
display technology, in HDTV, DLP projectors, as optical switches in telecommunication industry, in
biomedical imaging, etc. Texas Instruments just showed its 3D-ready projectors in the week of June
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26, 2009. The 3D projectors are based on the company’s DLP technology which uses an array of
millions of micromirrors which can be switched at high speed that enables the simultaneous display
of left-eye and right-eye images required for the brain to create a 3D picture. Some applications are
discussed in [17], [9], [25].
Hicks, et al describe a way of creating a digital image by using a micromirror array to scan a scene in
[17]. They extract a single grayscale value from one micromirror for each of its different orientations
and then combine them to form the entire image. This lets one create a variable resolution image,
since one can choose the distribution of samples.
In [25] Nayar et al show how a micro-mirror array that allows full control over the orientations of its
mirrors can be used to instantly change the field of view and resolution characteristics of the imaging
systems. They describe a system using a micro-mirror array and obtain a pair of stereo views of
the same scene, captured within a single camera image. They argue in [25] that since different
specialized cameras (omnidirectional, dynamic range, etc) can be viewed as specific assignments
of pixels, the programmable imaging provides a means for dynamically changing the assignment of
pixels to the scene.
In this thesis, we consider models of micro-mirror arrays which allow full control over the orienta-
tions of each element of the array. Current generation DMDs do not have such capacity; however,
given the rapid design improvements occurring in the field of DMD development, it is not unrealistic
to expect true DMDs to closely emulate our model, in the not too distant future.
Thesis Work
The purpose of this thesis is to present two different catadioptric systems. First is a new folded
catadioptric system that extends the authors’ work in [27], which is to design a rectifying folded
catadioptric system whose primary mirrors are conical or conic sections. Second is a novel cou-
pling of a micromirror array with a conventional asymmetric mirror to exactly achieve any desired
projection, not only orthographic or perspective.
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The folded catadioptric systems that we discuss are wide-angle imaging sensors designed to image
a distant plane without distortion, thereby requiring no digital processing. This feature is very
practical for imaging in dynamical environments.
Our folded systems consist of two concentric, rotationally symmetric mirrors coupled with an or-
thographic or a perspective camera. The primary mirror is chosen to be a cone or a conic section
due to their reflective properties. The design constraints such as, the choice of the primary mirror
and the rectifying property are formulated as an ordinary differential equation, whose solution is
the secondary mirror. The ODE that describes the secondary mirror is often nonlinear and implicit,
allowing only numerical solution. After numerically solving for the secondary mirror, we simulate
and test our systems in POV-Ray.
In the first part of this thesis we investigate the following systems: conical primary mirror under
perspective and orthographic projections, concave up parabola under orthographic projection, con-
cave down and sideways parabolas under perspective projection, elliptic mirror under perspective
projection, and finally, hyperbolic mirror under perspective projection.
The second catadioptric system that we present overcomes the limitations of single-mirror catadiop-
tric sensors that employ a conventional camera. It is not always possible to exactly find a mirror
surface such that the catadioptric sensor realizes a desired projection. In this work, we propose
a catadioptric system that combines an asymmetric mirror with a micromirror array that exactly
provides any desired projection for objects sufficiently far away from the sensor.
We rephrase the general problem of catadioptric sensor design as finding a mirror surface and a
camera projection such that the corresponding sensor achieves a given projection. We have more
flexibility since the camera does not have to be orthographic or perspective. The construction of this
catadioptric system constitutes the second half of the thesis. In particular, our main analytic result
is the derivation of a PDE, whose solution provides us with the desired camera projection.
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Chapter 2
Double-Mirror Catadioptric Sensors
Which Are Rectifying
Here we discuss a family of rectifying catadioptric sensors which have rotationally symmetric
double-mirrors. The two mirrors are concentric around the optical axis. We call the innermost
mirror primary mirror and the outermost mirror its dual, or secondary mirror.
In this subsection we briefly explain our method of design for catadioptric sensors with conic and
conical primary mirrors.
We begin by fixing a primary mirror. The primary mirror has been chosen to be conical or a conic
section, that is, sections of paraboloid, ellipsoid and hyperboloid, for their reflective properties.
Camera projections are orthographic and perspective.
The equations describing the secondary mirror are determined by the projection induced by the
primary mirror and the rectifying property of the sensor. The characteristics of the secondary mirror
are then restated in terms of an ordinary differential equation. By solving the resulting ordinary
differential equation, we obtain the cross section of the secondary mirror. We test our results using
POV-Ray simulations in a test room with checkers.
The double-mirror catadioptric sensors with conical primary mirrors is discussed in [27] by Perline
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Figure 2.1: POV-Ray simulation of a conical primary mirror and its dual under perspective projec-
tion, in solid colors for easy visulatization.
and Ko¨se. In section 2.1 we revisit the results of [27], and in section 2.2 we generalize it to family
of conics as primary mirrors.
2.1 Conical Mirrors
2.1.1 45-Degree Conical Primary Mirror
We first consider the 45−degree cone as the primary mirror, coupled with both orthographic and
perspective projections.
45-Degree Conical Mirror Under Orthographic Projection
We call the 45−degree cone the Right Angle Cone because it reflects the incoming orthographic
rays with a 90◦ angle. This is the most basic design in the family of cones and the only one where
we can exactly solve for the secondary mirror. For all the other systems we present, we have to
numerically solve the ordinary differential equations that describe the secondary mirror.
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The cross-section of the right angle cone has slope equal to 1 and our camera realizes the ortho-
graphic projection. The profile of the system can be seen in Figure 2.2 .
Figure 2.2: Cross-section of the right angle mirror under qrthographic projection
We assume the followings:
1. The object-plane is at infinity. This means that the object plane is sufficiently far compared
to the diameter of the system. This assumption is justified empirically by Hicks and Perline
in [12].
2. The camera is located on the y−axis, which is the optical axis for the system, also. Since
orthographic projection is invariant under translations along the optical axis, one doesn’t need
to know the exact coordinates of the image plane.
3. The catadioptric sensor is rectifying.
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We model the problem by backtracing the path of light. The computations from now on are
2−dimensional. All orthogonal light rays emanating from the image plane strike the primary mirror,
reflecting off parallel to x-axis, they strike the dual mirror. Upon reflection, they move towards the
object plane, which is y = K. The scaling constant a is a parameter that lets us adjust the amount
of rectification.
The transformation is from the image plane to the object plane. Note however that, in practice, a
point in the world is projected onto the image plane. The reason we reverse the process is, at the
initial design stage secondary mirror is unknown and modeling the system depends on knowing the
incident rays on the imaging plane.
The cross-section of the conical primary mirror has equation y = x. Let (x1, d) be the coordinates
of the pixel-point where the light ray emanates from. Since the orthographic projection is invariant
under translations along optical axis, we may assume that d = 0. The transformation between the
image plane and object plane y = K is:
(x1, 0)→ (Kax1,K). (2.1)
The light ray emanates from (x1, 0) orthogonally and is reflected by the primary mirror parallel to
x−axis. Let ~u be opposite of the direction of the reflected light ray. The point of intersection of
the reflected light ray with the secondary mirror is (x˜, f(x˜))), where y = f(x) is the cross-section
of the secondary mirror. Let ~v denote the direction vector of the light ray after reflecting off the
secondary mirror. Then,
~u = (−1, 0); ~v = (Kax1,K)− (x˜, f(x˜))) = (Kax1 − x˜,K − f(x˜)). (2.2)
We scale ~v by 1/K:
~v = (ax1 − x˜
K
, 1− f(x˜)
K
).
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Since the object plane y = K is at infinity, we take the limit of ~v as K →∞.
lim
K→∞
(ax1 − x˜
K
, 1− f(x˜)
K
) = (ax1, 1). (2.3)
The vector sum ~n = ~u + ~v is parallel to the normal of the secondary mirror. It is known that the
slope of the tangent line of a curve at a given point is the negative reciprocal of the slope of the
normal at the same point.
~n = (−1, 0) + ( ax1√
1 + a2x21
,
1√
1 + a2x21
). (2.4)
Slope of the normal is 1−
√
1+a2x21+ax1
. Substituting a = 2, we obtain slope of the tangent line :
f ′(x) = −2x+
√
4x2 + 1 (2.5)
Integrating both sides, we obtain the analytical solution to our problem.
f(x) = −x2 + 1
2
x
√
4x2 + 1 +
1
4
sinh−1(2x). (2.6)
The graph of f(x), 0 ≤ x ≤ 3 is the cross section of the dual mirror, which can be seen in Figure
2.2.
45-Degree Conical Primary Mirror Under Perspective Projection
In this construction, we start with a pinhole camera instead of an orthographic one as in the previous
section. Primary mirror is the same 45−degree cone. In addition to the assumptions made for the
orthographic case, we assume that the pinhole of the camera is at the point (0,−1). A light light
ray passing through the pinhole reflects off the conical mirror and strikes the secondary mirror.
Reflecting from the secondary mirror, the ray aims the object plane at y = K. Note that this ray has
to intersect the x−axis. Let (x1, 0) be the coordinate of the intersection point.
22
Figure 2.3: Cross-section of Right Angle Mirror under Perspective Projection
We define three vectors, ~u , ~v and ~w as follows:
• Let ~u be the direction vector of the incoming light ray, which passes from (0,−1) and the
point (x1, 0). Therefore
~u = (x1, 0)−)0,−1) = (x1, 1). (2.7)
Let l be the line in the direction of ~u passing from (0,−1). It is easy to check that the point
of intersection of l and the conical mirror is:
(
x1
1− x1 ,
x1
1− x1 ). (2.8)
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• Let ~v be the direction of the light ray which is the reflection of l from the conical mirror. We
need the following notation, also.
Let
– mi = 1/x1, slope of the incoming light ray ,
– mr= slope of the reflected light ray,
– θi= the angle that incoming light ray makes with positive x-axis,
– θr=the angle that reflected light ray makes with positive x-axis and,
– θm= angle between positive x-axis and the mirror.
By the law of reflection 1 we know that θr + θi = 2θm. Since θm = pi4 ,
tan(θr) = tan(
pi
2
− θi),
or,
mr = tan(
pi
2
− θi) = cot(θi).
Therefore,mr = x1 andmi = 1/x1. From here, we can write the expression for the direction
vector ~v:
~v = (1, x1). (2.9)
• Finally, we are going to define ~w to be the direction of the light ray which is reflected from
the secondary mirror. We need to find the coordinates of ~w explicitly.
1 Law of Reflection ( [10]).
1. The angle of incidence equals angle of reflection.
2. The incident ray, the perpendicular to the surface and the reflected ray all lie in a plane called plane-of-incidence.
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Let (x, f(x)) be the point on the secondary mirror where light ray is incident upon. Re-
call that, the transformation between the image plane and the object plane is (x1, 0) →
(Kax1,K). Then,
~w = (Kax1,K)− (x, f(x)) = (Kax1 − x,K − f(x)). (2.10)
Since we are only interested in the direction of ~w, we scale if by 1/K and take the limit as
K →∞.
~w =
(
ax1 − x
K
, 1− f(x)
)
⇒ ~w = lim
K→∞
(
ax1 − x
K
, 1− f(x)
K
)
= (ax1, 1). (2.11)
We call this method the plane at infinity trick which is used many times in the text.
Let (x, y) be a point on the secondary mirror. Using ( 2.8), we can write
(x, y) =
(
x1
1− x1 ,
x1
1− x1
)
+ t~v
or
(x, y) =
(
x1
1− x1 ,
x1
1− x1
)
+ t(1, x1). (2.12)
Therefore, x1 = y/(x+1) . Obviously, ~v/|~v‖+ ~w/‖~w‖ is in the direction of the normal to secondary
mirror.
~n =
~v
‖~v‖ +
~w
‖~w‖ =
(
− 1√
x1 2 + 1
+
ax1√
a2x1 2 + 1
,− x1√
x1 2 + 1
+
1√
a2x1 2 + 1
)
(2.13)
Slope of ~n is negative reciprocal of the slope of the tangent at the same point. Let mt denote the
slope of the tangent line.
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mt = −
(
− 1√
x1 2 + 1
+
ax1√
a2x1 2 + 1
)(
− x1√
x1 2 + 1
+
1√
a2x1 2 + 1
)−1
(2.14)
We substitute a = 2 and x1 = y/(x + 1) in ( 2.14). Since ( 2.14) is the slope of the tangent line
to the curve y = f(x), mt = f ′(x). This gives us the ordinary differential equation for secondary
mirror curve.
dy
dx
=
√
4 y2 + x2 + 2x+ 1x+
√
4 y2 + x2 + 2x+ 1− 2 y
√
y2 + x2 + 2x+ 1
−y
√
4 y2 + x2 + 2x+ 1 +
√
y2 + x2 + 2x+ 1x+
√
y2 + x2 + 2x+ 1
(2.15)
This is a nonlinear implicit ordinary differential equation for secondary mirror cross-section, which
is not possible to solve analytically. Therefore we solve 2.15 numerically using Maple. The initial
condition we impose is y(1) = 0.
In the case of a single ODE, we use “dsolve” command in Maple. It solves an ODE using either
classification methods or symmetry methods. Using symmetry methods, dsolve first looks for the
generators of symmetry groups of the given ODE, and then uses this information to integrate it, or
at least reduce its order. Classification methods are used when the ODE matches a recognizable
pattern (that is, for which a solving method is already implemented), and symmetry methods are
reserved for the non-classifiable cases.
The cross-section of the secondary mirror and the catadioptric sensor designed here can be seen in
Figure 2.3. After computing the curve for the secondary mirror, we test our catadioptric sensor
in a test-room using POV-Ray. Performance of our system with right angle conical primary mirror
under perspective projection is captured in Figure 2.4.
2.1.2 30-Degree Conical Primary Mirror
One of the most efficient systems in the family of conical primary mirrors is the 30−degree conical
primary mirror system. We use the word “efficient” in the sense that, the system can view a large
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Figure 2.4: Image taken by Right Angle Mirror under Perspective Projection system, in the test
room.
portion of the scene without having a large diameter.
The cross-section of the primary mirror has equation y = tan(pi/6)x. And the camera is ortho-
graphic.
We are going to use the vector method to derive the secondary mirror, as we did in the previous
cases.
We let ~v represent the direction of the reflected light ray off of primary mirror, and ~w the direction
of the light ray after reflecting off of secondary mirror. To write ~v, we use the relation between
angles of incidence and reflection and the angle of the planar mirror.
Let θi is the angle of incidence, θr is the angle of reflection and θ is the angle the planar mirror
makes with positive x−axis. Then by law of reflection,
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Figure 2.5: Cross-section of a 30-degree Primary Mirror under Orthographic Projection
θi + θr = 2θ.
The vectors ~v and ~w after normalizing are;
~v =
(
−
√
3
2
,
1
2
)
, ~w = (ax1, 1) . (2.16)
The vector sum ~v + ~w is parallel to the normal vector of the dual mirror at (x, f(x)). Slope of ~n
equals the negative reciprocal of the slope of the tangent line of the secondary mirror at the same
point.
~n =
− 1√
1 + (cot (2 θ))2
+
ax1√
a2x1 2 + 1
,
cot (2 θ)√
1 + (cot (2 θ))2
+
1√
a2x1 2 + 1
 (2.17)
We express x1 in terms of θ, x, y, where (x, y) is the point of intersection on the dual mirror. Slope
of the line through (x1, x1tanθ) and (x, y) is the slope of vector ~v, which is −cot(2θ).
− cot(2θ) = y − x1tanθ
x− x1 ⇒ x1 =
cot (2 θ)x+ y
cot (2 θ) + tan (θ)
(2.18)
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Slope of the tangent line, after substituting ( 2.18) for x1 and a = 2 equals:
dy
dx
= −1/3
√
3
(
−3
√
x2 + 2
√
3xy + 3 y2 + 1 + 2
√
3x+ 6 y
)
√
x2 + 2
√
3xy + 3 y2 + 1 + 2
(2.19)
We derived a nonlinear, implicit ordinary differential equation for secondary mirror corresponding
to 30−degree conical primary mirror. We numerically solve ( 2.19) by Maple, with the initial
condition of y(1) = 0. The cross section of this mirror can be seen in Figure 2.5.
The 30-degree conical mirror system inside the test room with checkerboard walls views close to
180◦, Figure 2.6.
Figure 2.6: POV-Ray simulation of the view from 30-degree system in the test room.
Summary of Section 2.1
In Section 2.1, we have exhibited catadioptric sensor designs which enable a normal camera an ultra
wide field of view with minimal distortion. These sensors are based on a family of double-mirrors
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with conical primary mirrors, derived as numerical or analytical solutions of non-linear ordinary
differential equations which describe how a plane perpendicular to the optical axis of the system is
imaged on the film. The images obtained require no further processing.
2.2 Conics as Primary Mirrors
2.2.1 Parabolic Primary Mirrors
In this Section, we construct catadioptric systems with parabolic primary mirrors. A concave up
parabolic mirror coupled with an orthographic camera is a well-known catadiotpric sensor that has
the single-viewpoint property. In practice it allows reconstruction of perspectively correct images,
which requires additional processing. One advantage our double-mirror catadioptric sensors have
is, they do not need further processing, as they already yield correct perspective images.
We discuss three systems with parabolic-primary mirrors. They are:
1. Concave up parabolic mirror with orthographic projection.
2. Concave down parabolic mirror with orthographic projection.
3. Sideways parabolic mirror with perspective projection.
Concave Up Parabolic Primary Mirror with Orthographic Projection
For simplicity, in this case the primary mirror is chosen to be the surface of revolution of the curve
g(x) = 1/2x2 + x, 0 ≤ x ≤ 1. It is the section of a concave up parabola whose focus is at
(−1, 0) and passes from the origin. The 2D depiction of the system is seen in Figure 2.7.
Camera we use is orthographic and the image plane is on −y−axis. We solve for the secondary
mirror curve given by y = f(x).
The projection from the image plane to object plane is P : (x0, 0)→ (Kax0,K). We backtrace the
path of light emanating from (x0, 0). The ray that is parallel to the optical axis strikes the parabolic
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Figure 2.7: Profile picture of the concave up parabolic primary mirror with orthographic projection.
mirror at p0 = (x0, 1/2x20 + x0), and is reflected as if it came from the focal point (−1, 0). The
ray strikes the secondary mirror at (x, y) and reflects off directed toward the object plane y = K.
Its point of incidence is (Kax0,K).
Note that the focus, point of incidence p0 on the primary mirror and the point of incidence (x, y) on
the secondary mirror are collinear. Therefore we solve x0 in terms of x, y.
x0 = −x− y + 1−
√
x2 + 2x+ y2 + 1
x+ 1
. (2.20)
Next we construct the vectors ~v and ~w. Here, −~v is the direction of the light ray after reflecting off
the parabolic mirror. In other words,
~v = (−1, 0)− (x, y) = (−1− x, −y). (2.21)
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The vector ~w is the direction of the ray after reflecting off the secondary mirror. By plane at infinity
trick ( 2.11), the vector ~w is computed to be,
~w = (ax0, 1)
.
After normalizing ~v and ~w, we write normal to the secondary mirror curve at the point (x, y) is:
~n = ~v + ~w =
(
−x− 1√
x2 + 2x+ y2 + 1
+
ax0√
a2x0 2 + 1
,− y√
x2 + 2x+ y2 + 1
+
1√
a2x0 2 + 1
)
.
(2.22)
Slope of the tangent line to the secondary mirror curve is dy/dx. Substituting 2.20 for x0 and a = 2
in this equation yields the ordinary differential equation that describes the curve.
dy
dx
= −
 −x− 1√x2 + 2x+ y2 + 1 − 2
(
x− y + 1−
√
x2 + 2x+ y2 + 1
)
√
4
“
x−y+1−
√
x2+2x+y)2+1
”2
(x+1)2
+ 1
(x+ 1)−1

− y√x2 + 2x+ y2 + 1 + 1√
4
“
x−y+1−
√
x2+2x+y2+1
”2
(x+1)2
+ 1

−1
.
(2.23)
We solve the nonlinear first order ordinary differential equation numerically via Maple. Its perfor-
mance in the checkered test room can be seen in Figure 2.8.
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Figure 2.8: POV-Ray simulation of the view from parabolic primary mirror with orthographic pro-
jection system in the test room.
Concave Down Parabolic Primary Mirror with Orthographic Projection
We consider a concave down parabola with focus at (1, 0) and that passes from the origin, coupled
with orthographic projection. The primary mirror for this catadioptric sensor is a surface of rev-
olution of y = −1/2x2 + x, 0 ≤ x ≤ 1. We seek the secondary mirror which is a surface of
revolution of the curve y = f(x).
A light ray emanates from (x0, 0) and travels parallel to the optical axis to be reflected by the
parabolic mirror so that it goes through the focal point (1, 0). The ray strikes the secondary mirror
at (x, y) and the reflected ray is directed toward the object plane y = K. The cross-section of the
system can be seen in Figure 2.9.
The vector construction of the problem is similar to the concave down case. Points of incidence on
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Figure 2.9: Profile picture of catadioptric sensor with parabolic primary mirror coupled with ortho-
graphic projection.
parabolic mirror and dual mirror and the focus are collinear. Direction vector of the line that they
lie on is ~v, which is expressed as follows;
~v = (1, 0)− (x, y) = (1− x, −y), (2.24)
~v
||~v|| =
(
1− x√
(1− x)2 + y2 ,
−y√
(1− x)2 + y2
)
. (2.25)
The light ray reflected from the secondary mirror is parallel to ~w. By plane at infinity trick ( 2.11),
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the vector ~w is computed to be,
~w = (ax0, 1)
.
After normalizing ~w we get;
~w =
(
ax0√
a2x20 + 1
,
1√
a2x20 + 1
)
. (2.26)
The idea in vector method is to be able to write an expression for dy/dx, where y = f(x) is the
profile curve of the secondary mirror. The normal to the secondary mirror curve is parallel to vector
sum ~v/||~v|| + ~w/||~w||. Since we are working in 2−dimensions, we can directly write the slope of
this vector, which is negative reciprocal of the slope of the tangent line to the secondary curve.
The slope of the tangent line for the secondary mirror curve is:
dy
dx
= −
(
− x− 1√
y2 + x2 − 2x+ 1 + 2
x0√
4 x0 2 + 1
)(
− y√
y2 + x2 − 2x+ 1 +
1√
4 x0 2 + 1
)−1
(2.27)
where,
x0 =
−y + x− 1 +
√
y2 + x2 − 2x+ 1
x− 1 . (2.28)
Numerical solution of ( 2.27) in Maple yields the profile curve for the secondary mirror, which can
be seen Figure 2.9.
Sideways Parabolic Primary Mirror with Perspective Projection
We take a sideways parabola whose focal point is (0,−1) and that passes from the origin. Equation
of such parabola is x = y + y2/2.
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Figure 2.10: Profile picture of catadioptric sensor with sideways parabolic primary mirror coupled
with perspective projection.
Primary mirror of the catadioptric sensor is surface of revolution of the curve x = y2/2 + y,
0 ≤ y ≤ (−1 + √3). The camera is perspective and its pinhole coincides with the focal point of
the parabola.
A light ray leaving the image plane passes through the pinhole and strikes the parabolic mirror.
To any point (x0, 0) on x−axis such that |x0| ≤ 1, a unique point on the image plane corresponds.
The correspondence is simply by scaling from similar triangles.
The projection from the image plane to object plane is P : (x0, 0) → (Kax0,K). The ray coming
from the focal point strikes the parabolic mirror at p = (y + y2/2, y) and is reflected parallel to its
axis of symmetry, which is the x−axis. Point of incidence on the secondary mirror is (x, y). Note
that, the two points of incidence lie on a horizontal line.
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Upon reflection from the secondary mirror, the light ray strikes the object plane y = K at the point
(Kax0,K). The model of the system can be viewed in Figure 2.10.
Focal point, point of incidence on parabolic mirror and (x0, 0) are collinear. This will allow us to
compute a relation between (x0, 0) and point of incidence on parabolic mirror (y21/2 + y1, y1).
Equation of the line that the three points lie on is:
l : y =
1
x0
(x− x0). (2.29)
The point
(
y2/2 + y, y
)
is on l, and this allows us to express x0 in terms of y;
x0 =
y(2 + y)
2(1 + y)
. (2.30)
Using the vector method, we write the ordinary differential equation that describes the secondary
mirror.
Upon reflecting from the parabolic mirror, the light ray travels parallel to the x−axis. Then ~v =
(−1, 0).
Direction vector of the ray reflected from the secondary mirror is ~w. By plane at infinity trick ( 2.11),
the vector ~w is computed to be,
~w = (ax0, 1)
.
Normalizing ~w yields:
~w =
(
ax0√
1 + a2x20
,
1√
1 + a2x20
)
. (2.31)
The vector sum ~v + ~w is parallel to the normal ~n to the secondary mirror at (x, y).
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~n =
−1− 2 y (2 + y) 1√
4+8 y+20 y2+16 y3+4 y4
(1+y)2
(1 + y)−1 , 2
1√
4+8 y+20 y2+16 y3+4 y4
(1+y)2

(2.32)
Slope of the tangent line to the secondary mirror at the point (x, y) equals the negative reciprocal
of the slope of ~n, which is at the same time equal to dydx where y = f(x) is the profile curve of the
secondary mirror.
dy
dx
= 1/2
√
4 + 8 y + 20 y2 + 16 y3 + 4 y4 + 4 y + 2 y2
1 + y
(2.33)
The ordinary differential equation that describes the profile curve for secondary mirror is nonlinear
and implicit. We solve ( 2.33) numerically using Maple, and the cross-section for the secondary
mirror can be viewed in Figure 2.10.
2.2.2 Elliptical Primary Mirror Under Perspective Projection
Elliptical mirror reflects light from one focus to the other focus. To make use of reflective property
of elliptic mirrors, we design the system so that the pinhole of the perspective camera is at one of
the foci. For each point on the image plane there is a unique point on the x−axis. Therefore we
regard x−axis as the image plane.
Equation of the ellipse with foci Fx = (1, 0) and Fy = (0,−1) is:
3y2 + 4y − 4x+ 2xy + 3x2 = 0 (2.34)
The catadioptric sensor is designed so that the pinhole is at Fy. Therefore, every light ray that passes
from the pinhole strikes the elliptical mirror and reflects off directed toward the second focus Fx.
Let the light ray emanating from Fy intersect the x−axis at (x0, 0). Upon reflecting from elliptic
mirror, the ray strikes the secondary mirror at (x2, y2) and moves in the direction of ~w = (ax0, 1),
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Figure 2.11: Profile picture of catadioptric sensor with elliptic primary mirror coupled with per-
spective projection.
computed by the plane at infinity trick ( 2.11).
Implicit derivative of 2.34 is:
dy
dx
=
−2 + 3x− y
−2 + x− 3y (2.35)
We parameterize the ellipse as pe = (x1(t), y1(t)) and rewrite ( 2.35) in the parameterized form:
dy1(t)
dt
= −2 + 3x1(t)− y1(t), dx1(t)
dt
= −2 + x1(t)− 3y1(t). (2.36)
Point of incidence on the secondary mirror is parameterized as:
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ps = (x2(t), y2(t)). (2.37)
Colinearity of Fy, pe and (x0, 0) allows us to express x0 as:
x0 =
x1(t)
1 + y1(t)
. (2.38)
The vectors ~v and ~w are:
~v = pe − ps = (x1(t)− x2(t), y1(t)− y2(t)), (2.39)
~w = (ax0, 1). (2.40)
After normalizing ~v and ~w, their vector sum will be the direction of the normal to the secondary
mirror,
~n = ~v + ~w. (2.41)
Slope of the tangent line to the secondary mirror at ps will be
dy2(t)
dx2(t)
=
 −y2 (t) + y1 (t)√
(−x2 (t) + x1 (t))2 + (−y2 (t) + y1 (t))2
+
1√
4 (x1 (t))
2
(1+y1 (t))2
+ 1

−1
−
 −x2 (t) + x1 (t)√
(−x2 (t) + x1 (t))2 + (−y2 (t) + y1 (t))2
+ 2 x1 (t)
1√
4 (x1 (t))
2
(1+y1 (t))2
+ 1
(1 + y1 (t))−1
 .
(2.42)
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We introduce the factor α(t) such that:
dx2(t)
dt
= α(t)numerator
(
dy2(t)
dx2(t)
)
, (2.43)
dy2(t)
dt
= α(t)denominator
(
dy2(t)
dx2(t)
)
. (2.44)
To solve for the factor α(t) we will use the collinearity of pe, ps, and Fx. Area of the triangle
determined by three vertices is zero if and only if they are collinear. Then,
∣∣∣∣∣∣∣∣∣∣
x1(t) y1(t) −1
1 0 −1
x2(t) y2(t) −1
∣∣∣∣∣∣∣∣∣∣
= 0 (2.45)
Notice that taking the derivative does not change the equality.
d
dt
∣∣∣∣∣∣∣∣∣∣
x1(t) y1(t) −1
1 0 −1
x2(t) y2(t) −1
∣∣∣∣∣∣∣∣∣∣
= 0 (2.46)
The solution of the Equation 2.46 gives us an equation for α(t) in terms of x1(t), y1(t), x2(t), y2(t).
We substitute α(t) into the differential Equations ( 2.43) and ( 2.44). We obtain a system of four
differential equations, which are ( 2.36), ( 2.43) and ( 2.44) after substituting back α(t). The profile
curve of secondary mirror (x2(t), y2(t)) is obtained by numerical solution of the system of four
differential equations. The resulting curve can be seen in Figure 2.14. POV-Ray simulations of the
system work very well as can be observed in Figure 2.12.
2.2.3 Hyperbolic Primary Mirror Under Perspective Projection
Finally we consider the conic section hyperbola. A light ray that passes from one of the foci
of a hyperbola is reflected directly away from the other focus. The hyperbola with foci Fx =
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Figure 2.12: POV-Ray simulation of the view from elliptic primary mirror with perspective projec-
tion system in the test room.
(−1, 0) and Fy = (0,−2) is given by the equation
− 16x+ 16y − 16xy + 12y2 = 0. (2.47)
The pinhole of the camera is at Fy.
Let (x1(t), y1(t)) be a parameterization of the hyperbola. The implicit differentiation of ( 2.47) is:
dy
dx
=
dy1(t)/dt
dx1(t)/dt
= −2 1 + y1(t)−2− 3 y1(t) + 2x1(t) . (2.48)
From ( 2.48) we obtain two ordinary differential equations. The solution of this system is the
hyperbola ( 2.47).
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dx1 (t)
dt
= 2 + 3 y1 (t)− 2 x1 (t) , (2.49)
dy1 (t)
dt
= 2 + 2 y1 (t) . (2.50)
Figure 2.13: The hyperbola −16x + 16y − 16xy + 12y2 = 0, which is in red and the section of
the hyperbola from which the surface obtained by revolution about the y−axis gives the primary
mirror, in blue.
The light ray that emanates from the image plane passes from the pinhole Fy and strikes the hy-
perbolic primary mirror at ph = (x1(t), y1(t)). Let (x0, 0) be the point of intersection of the ray
and the x−axis. The transformation from the image plane to the object plane we want to realize is:
P : (x0, 0)→ (Kax0,K).
The equation of the line that connects Fy and ph is:
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y =
(y1 (t) + 2)x
x1 (t)
− 2. (2.51)
The x−intercept of ( 2.51) is:
x0 =
2x1(t)
y1(t) + 2
. (2.52)
Upon reflecting from the primary mirror, the ray strikes the secondary mirror at ps = (x2(t), y2(t)).
The standard vector construction gives the vectors ~v and ~w as follows:
~v = ph − ps = (x1(t)− x2(t), y1(t)− y2(t)), (2.53)
~w = (ax0, 1). (2.54)
The vector sum ~v + ~w after normalization yields the normal to the secondary mirror ~n. The slope
of the tangent line to the secondary mirror is dy2/dx2 and it is the negative reciprocal of the slope
of the normal vector. We have;
dy2
dx2
=
 −y2 (t) + y1 (t)√
(−x2 (t) + x1 (t))2 + (−y2 (t) + y1 (t))2
+
1√
36 (x1 (t))
2
(y1 (t)+2)
2 + 1

−1
−
 −x2 (t) + x1 (t)√
(−x2 (t) + x1 (t))2 + (−y2 (t) + y1 (t))2
+ 6 x1 (t)
1√
36 (x1 (t))
2
(y1 (t)+2)
2 + 1
(y1 (t) + 2)
−1
 .
(2.55)
We obtain two ordinary differential equations from the expression for dy2/dx2. We introduce a
factor α(t) such that,
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dy2(t)
dt
= α(t)numerator(dy2/dx2) (2.56)
dx2(t)
dt
= α(t)denominator(dy2/dx2). (2.57)
To solve for the factor α(t) in ( 2.56) in terms of x1(t), y1(t), x2(t), y2(t), we employ the collinear-
ity of ph, ps, Fx, as in ( 2.46). Substituting α(t) in ( 2.56) and ( 2.57) gives us two ordinary differ-
ential equations. With ( 2.49) and ( 2.50), we have a system of four ordinary differential equations.
Numerical solution of this system in Maple produces the profile curve for the secondary mirror
corresponding to hyperbolic primary mirror, under perspective projection.
Figure 2.14: POV-Ray simulation of the catadioptric sensor with hyperbolic primary mirror with
perspective projection in solid colors, for easy visualization.
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Chapter 3
Method of Micromirrors
3.0.4 Prescribed Projection Problem
The main problem of catadioptric sensor design is to realize a given projection with a catadioptric
sensor. In other words, it is the problem of finding a mirror so that the given surface is imaged in a
desired way. This is called the prescribed projection problem which is introduced in [15] by Hicks
and Perline.
A catadioptric sensor with a single mirror has the image plane I and a mirror M . Both I and M
are fixed surfaces in R3. The mirror surface M induces a transformation between the object surface
S and image plane I , denoted by TM . To describe TM we follow the path of a light ray emanating
from the point q on I . The light ray strikes M at a point r and then reflects off to strike a point s on
object surface S. Hence, TM (q) = s.
Prescribed projection problem for a single mirror catadioptric sensor is then stated as follows:
Prescribed Projection Problem: Given a transformation G : I → S, find M such that G = TM .
If no such M exists, find M such that TM is a good approximation to G.
The transformation TM being defined from image plane to the object surface might seem counter-
intuitive, since a camera projects ‘world’ points onto the image plane. However the rays from the
mirror to object surface are unknown until M is computed. We only know the incident rays on
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Figure 3.1: Prescribed projection problem setting.
image plane, because we know the camera projection.
Hicks and Perline show in [12] that the prescribed projection problem does not always have a solu-
tion. That is, there is not always a mirror surface such that the transformation induced by the mirror
is exactly the desired transformation between the image plane and object surface. They present
a criteria to test the existence of a solution. They also suggest methods to find an approximate
solution.
3.0.5 Micromirror Method Overview
Let I be the image plane which is a subset ofR3. The geometry of the camera model is described by
a vector field ~p on the image plane I . The vector field ~p is determined by the camera projection. For
example, as discussed in the Introduction chapter, an orthographic camera projection can be thought
of as the vector field ~p(x, y, z) = [0, 0, 1], and a perspective camera projection can be expressed as
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the vector field ~p(x, y, z) = [x, y,−f ], where f is the focal distance.
In this chapter, we propose an extension of the prescribed projection problem and present a method
to solve it. In our situation, we do not assume that the camera is a conventional perspective or an
orthographic camera.
To this end, let M be a mirror surface and ~p be the projection of the camera on the image plane
I ⊂ R3.
Let TM,~p be the transformation induced by mirror M and the projection ~p. The light ray emanating
from a point x ∈ I moves in the direction ~p(x) and strikes the mirror M at r. The light ray is then
reflected in the direction of ~Φ and strikes the ‘target point’ s on S. The transformation is defined as
TM,~p(x) = s.
Extended Prescribed Projection Problem
Given a transformation G : I → S, find a mirror surface M and camera projection ~p such that
TM,~p = G.
In other words, given a transformation between image plane and object surface, we find the mirror
and the projection that the camera will realize.
In practice, designing optics of the camera to make it realize a certain projection is a difficult task.
We therefore use an orthographic camera and micromirrors to approximate the computed projection
of the camera ~p, hence the name of the method: Micromirror Method.
The micromirror technology allows each individual micro mirror to be tilted only 10◦ − 12◦ in two
directions. However given the rate of technological progress, we anticipate the micromirrors to be
more flexible in the near future, in the sense that they be tilted in every direction with any angle.
3.1 Modeling the Problem
Recall that the extended projection problem as stated in Section 3.0.5, is to solve for the camera
projection ~p and a mirror M such that a desired projection is realized.
Let (u, v, t) be the cartesian coordinates on R3. We assume that the image plane I is the uv−plane,
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Figure 3.2: Extended prescribed projection problem setting.
for convenience. Therefore, vector field ~p can be thought of as a function of the variables u and v.
Let M be the mirror surface that we would like to construct and ~q be the normal vector field on M .
We denote by ~Φ the direction of the reflected ray from M (see Figure 3.2). Both vector fields ~Φ
and ~p are normalized to have length 1. Our basic assumption comes from the Law of Reflection :
− ~p+ ~Φ = ~q. (3.1)
We are given a transformation G : I → S from the image plane to the object surface. We call a
point on the object surface target point if it is equal to G(u, v, 0) for some u, v ∈ I .
Recall that, we assume we know:
1. Projection G from the image plane to the object surface,
2. Vector field ~Φ of reflected rays.
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We want to solve for:
1. Vector field ~p which is the camera projection,
2. The mirror surface M .
We assume that the object surface is located “far enough,” relative to the system diameter. This
assumption not only simplifies the calculations significantly, but also guarantees that any plane far
enough is imaged succesfully. Mathematically, the consequence of the plane being far away is that
~Φ (and hence ~q) is constant along a ray in the ~p direction.
Solving for the vector field ~p depends entirely on the existence of a mirror surface. For every point
(u, v, 0) on I , there are three corresponding vectors, namely, ~p(u, v), ~q(u, v), ~Φ(u, v) such that
~q(u, v) = −~p(u, v) + ~Φ(u, v). For a mirror surface to exist, the vector field ~q must be integrable.
Integrability for ~q is equivalent to ~q being a (pointwise) multiple of a gradient field.
In vector calculus, the condition that a vector field F ∈ R3 be gradient field is ∇ × F = 0. One
problem with this is, if the vector field is multiplied by a scalar function, changing nothing but the
length, its curl may not stay zero. A condition which is independent of multiplication by a scalar
function is that F · (∇× F ) = 0.
A more convenient way to characterize integrability is achieved by using differential forms which
we review in the next Section. For completeness, we give a somewhat more general explanation of
the calculus and algebra of differential forms than is absolutely needed in the thesis. To facilitate
the reading of the thesis, we state the theorems in the body of the text, but save the proofs for the
appendix.
In this setting, the test for integrability is given by Frobenius Integration Theorem, which says that
a differential one form ω is integrable if dω ∧ ω = 0.
We let ω be a differential 1−form corresponding to the vector field ~q and compute the integrability
condition. This provides us with two partial differential equations for ~p. Solving these differen-
tial equations analytically is not possible, so we solve them numerically. After solving for ~p, we
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numerically integrate ~q to find M .
3.1.1 Vector Fields and Forms
In this section, we review vector fields and differential forms. We follow the Flanders [7], we also
benefit from Do Carmo [6] and Spivak [28].
For p ∈ Rn a point, the set of all pairs (p, v) for v ∈ Rn, is denoted Rnp , and called tangent space of
Rn at p. The set Rnp is a vector space over R via,
(p, v) + (p, w) = (p, v + w). (3.2)
a(˙p, v) = (p, av). (3.3)
The vector (p, v) has initial point p and is in the direction of v. We call p+ v to be the endpoint of
(p, v). We write (p, v) as vp.
There is inner product <,>p on Rnp defined by < vp, wp >p=< v,w >, where <,> is the usual
inner product on Rn. Let e1, e2, . . . , en be the standard basis for Rn, their translates in Rnp are
denoted by (e1)p, (e2)p, . . . , (en)p.
A vector field on Rn is a function F : Rn → ⋃pRnp such that for every p ∈ Rn, F (p) ∈ Rnp .
Therefore,
F (p) = F 1(p)(˙e1)p + · · ·+ Fn(p)(˙en)p (3.4)
for some F i(p) ∈ R, i = 1, . . . n.
The vector field F is called continuous, differentiable, etc., if the component functions F i, i =
1, . . . n are continuous, differentiable, etc. (respectively). Operations on vectors yield operations on
vector fields when applied at each point separately. For example if F and G are vector fields and f
is a function, we define
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(F +G)(p) = F (p) +G(p), (3.5)
< F,G > (p) =< F (p), G(p) >, (3.6)
(f · F )(p) = f(p)F (p). (3.7)
If F,G are vector fields on Rn then we similarly define
(F ×G)(p) = F (p)×G(p). (3.8)
To each Rnp , p ∈ Rn we associate its dual space (Rnp )∗ which is the set of all linear maps φ : Rnp →
R.
For i = 1, . . . n, let xi be the coordinate map which assigns to each point its ith coordinate. Then a
basis for the dual vector space (Rnp )∗ is then given by the set of differentials (dxi).
Note that,
(dxi)p(ej) =
∂xi
∂xj
=

0, if i 6= j
1, i = j.
(3.9)
An (exterior) 1−form Rn is a map ω : Rn → ⋃(Rnp )∗ such that ω(p) = ∑ ai(p)(dxi)p for some
ai : Rn → R, i = 1, . . . n
If the functions ai are differentiable, ω is called a differential form of degree 1.
Let Λk(Rnp )∗ be the kth power of (Rnp )∗. It is easy to see that the following k−forms
(dxi1 ∧ · · · ∧ dxik)p, 1 ≤ i1 < i2 < · · · < ik ≤ n
forms a basis for Λk(Rnp )∗. (Here, ∧ is the wedge product of forms.)
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An exterior k−form in Rn is a map ω : Rn → ⋃Λk(Rnp )∗ such that
ω(p) =
∑
i1<···<ik
ai1...ik(p)(dxi1 ∧ · · · ∧ dxik)p, ij ∈ 1, . . . , n, (3.10)
for some real valued functions ai1...ik on Rn. If the functions ai1...ik are differentiable, then ω is
called a differential k−form.
For convenience, a k−tuple (i1, . . . , ik), 1 ≤ i1 < · · · < ik ≤ n is denoted by I so that we write
ω =
∑
I
aIdxI . (3.11)
A differential 0−form is a differentiable function f : Rn → R.
We call a differential k−form simply as a k−form. It is easy to check that if ϕ1, . . . , ϕk are
1−forms, then
φ1 ∧ · · · ∧ φk(v1, . . . , vk) = det(φi(vj)). (3.12)
Proposition 3.1.1.1 Let ω be a k−form, ϕ be an s−form and θ be an r−form. Then:
1. (ω ∧ ϕ) ∧ θ = ω ∧ (ϕ ∧ θ),
2. (ω ∧ ϕ) = (−1)ks(ϕ ∧ ω),
3. ω ∧ (ϕ+ θ) = (ω ∧ ϕ) + (ω ∧ θ), if r = s.
Let ω =
∑
I aIdxI be a k−form in Rn. The exterior differential dω of ω is defined by
dω =
∑
I
daI ∧ dxI . (3.13)
Proposition 3.1.1.2 1. d(ω1 + ω2) = dω1 + dω2, where ω1 and ω2 are k−forms.
2. d(ω ∧ ϕ) = dω ∧ ϕ+ (−1)kω ∧ dϕ, where ω is a k−form and ϕ is an s−form.
3. d(dω) = d2ω = 0.
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3.1.2 Frobenius Integrability Theorem
Theorem 3.1.2.1 (Frobenius Integration Theorem, [7]) Let ω1, . . . , ωr be 1-forms inRn, n = r+s,
linearly independent at 0. Suppose there are 1−forms θij , i, j = 1, . . . , r satisfying
dωi =
r∑
j=1
θij ∧ ωj , (i = 1, . . . , r). (3.14)
Then there are functions f ij , g
j , i, j = 1, . . . , r satisfying
ωi =
r∑
j=1
f ijdg
j , (i = 1, . . . , r). (3.15)
3.1.3 Integrability Condition
In this section, we express the integrability condition for ~q in terms of forms. Recall that we imagine
reversing the path of light such that the ray emanates from the pixel point (u, v, 0) on I and moves
toward the mirror in the direction of ~p(u, v). It strikes the mirror surface at r = (x, y, z). We then
have:
(x, y, z) = (u, v, 0) + t ~p(u, v), (3.16)
for a parameter t ∈ R. For ~p(u, v) = (p1(u, v), p2(u, v), p3(u, v)), the coordinate transformation
in ( 3.16) becomes:
x =u+ t p1(u, v), (3.17)
y =v + t p2(u, v), (3.18)
z = t p3(u, v). (3.19)
Recall that there is an isomorphism between 1−forms and vector fields in R3. Let ω denote the
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differential 1−form that corresponds to the vector field ~q(u, v). Then ω can be written as:
ω = q1(u, v)dx+ q2(u, v)dy + q3(u, v)dz. (3.20)
where ~q(u, v) = (q1(u, v), q2(u, v), q3(u, v)).
We apply the coordinate transformation given by ( 3.17), ( 3.18) and ( 3.19) to ( 3.20).
x = u+ t p1(u, v) (3.21)
dx = du+ t
∂p1
∂u
du+ t
∂p1
∂v
dv + p1dt (3.22)
= (1 + t
∂p1
∂u
)du+ t
∂p1
∂v
+ p1dt; (3.23)
y = v + t p2(u, v) (3.24)
dy = t
∂p2
∂u
du+ dv + t
∂p2
∂v
dv + p2dt (3.25)
= t
∂p2
∂u
du+ (1 + t
∂p2
∂v
)dv + p2dt; (3.26)
z = t p3(u, v) (3.27)
dz = t
∂p3
∂u
du+ t
∂p3
∂v
dv + p3dt. (3.28)
Through replacing dx, dy, dz respectively by ( 3.23), ( 3.26), ( 3.28), we are able to express ω purely
in u, v, t coordinates.
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ω = q1(u, v)
[
(1 + t
∂p1
∂u
)du+ t
∂p1
∂v
dv + p1dt
]
+ q2(u, v)
[
t
∂p2
∂u
du+ (1 + t
∂p2
∂v
)dv + p2dt
]
+ q3(u, v)
[
t
∂p3
∂u
du+ t
∂p3
∂v
dv + p3dt
]
.
(3.29)
Simplifying ( 3.29) yields;
ω =
[
q1(u, v)(1 + t
∂p1
∂u
) + q2(u, v)t
∂p2
∂u
+ q3(u, v)t
∂p3
∂u
]
du
+
[
q1(u, v)t
∂p1
∂v
+ q2(u, v)(1 + t
∂p2
∂v
) + q3(u, v)t
∂p3
∂v
]
dv
+ [q1(u, v)p1(u, v) + q2(u, v)p2(u, v) + q3(u, v)p3(u, v)] dt
(3.30)
Recall that the integrability condition for 1−forms, given by Frobenius Integration Theorem states
that a differential 1-form ω is integrable if dω ∧ ω = 0.
Let ω be as in Equation 3.30. We compute dω;
dω = [−q1v + q2u + t(p1vq1u − q1vp1u) + t(q2up2v − q2vp2u) + t(q3up3v − q3vp3u)]du ∧ dv
+ [p1q1v + p2q2v + p3q3v ]dv ∧ dt
+ [−p1q1u − p2q2u − p3q3u ]dt ∧ du.
(3.31)
The wedge product dω ∧ ω is a 3−form in R3. We compute it with Maple.
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dω ∧ ω =
−q2 (u, v) p1 (u, v) ∂
∂u
q1 (u, v)− q2 (u, v) p2 (u, v) ∂
∂v
q1 (u, v) +
q1 (u, v) p1 (u, v)
∂
∂u
q2 (u, v) + q1 (u, v) p2 (u, v)
∂
∂v
q2 (u, v) +
q3 (u, v) p3 (u, v)
∂
∂u
q2 (u, v) + q1 (u, v) p3 (u, v)
∂
∂v
q3 (u, v)−
q2 (u, v) p3 (u, v)
∂
∂u
q3 (u, v)− q3 (u, v) p3 (u, v) ∂
∂v
q1 (u, v) +
q1 (u, v) tp2 (u, v)
(
∂
∂u
p1 (u, v)
)
∂
∂v
q2 (u, v) + q1 (u, v) tp3 (u, v)
(
∂
∂u
p1 (u, v)
)
∂
∂v
q3 (u, v)−
q1 (u, v) p1 (u, v) t
(
∂
∂u
p2 (u, v)
)
∂
∂v
q2 (u, v) + q1 (u, v) p1 (u, v)
(
∂
∂u
q2 (u, v)
)
t
∂
∂v
p2 (u, v)−
q1 (u, v) p1 (u, v) t
(
∂
∂u
p3 (u, v)
)
∂
∂v
q3 (u, v) + q1 (u, v) p1 (u, v) t
(
∂
∂v
p3 (u, v)
)
∂
∂u
q3 (u, v)−
q1 (u, v) tp2 (u, v)
(
∂
∂v
p1 (u, v)
)
∂
∂u
q2 (u, v)− q1 (u, v) tp3 (u, v)
(
∂
∂v
p1 (u, v)
)
∂
∂u
q3 (u, v) +
q2 (u, v) tp1 (u, v)
(
∂
∂u
p2 (u, v)
)
∂
∂v
q1 (u, v) + q2 (u, v) tp3 (u, v)
(
∂
∂u
p2 (u, v)
)
∂
∂v
q3 (u, v)−
q2 (u, v) p2 (u, v)
(
∂
∂v
q1 (u, v)
)
t
∂
∂u
p1 (u, v) + q2 (u, v) p2 (u, v) t
(
∂
∂v
p1 (u, v)
)
∂
∂u
q1 (u, v)−
q2 (u, v) p2 (u, v) t
(
∂
∂u
p3 (u, v)
)
∂
∂v
q3 (u, v) + q2 (u, v) p2 (u, v) t
(
∂
∂v
p3 (u, v)
)
∂
∂u
q3 (u, v)−
q2 (u, v) tp1 (u, v)
(
∂
∂v
p2 (u, v)
)
∂
∂u
q1 (u, v)− q2 (u, v) tp3 (u, v)
(
∂
∂v
p2 (u, v)
)
∂
∂u
q3 (u, v)−
q3 (u, v) p3 (u, v)
(
∂
∂v
q1 (u, v)
)
t
∂
∂u
p1 (u, v) + q3 (u, v) p3 (u, v) t
(
∂
∂v
p1 (u, v)
)
∂
∂u
q1 (u, v)−
q3 (u, v) p3 (u, v) t
(
∂
∂u
p2 (u, v)
)
∂
∂v
q2 (u, v) + q3 (u, v) p3 (u, v)
(
∂
∂u
q2 (u, v)
)
t
∂
∂v
p2 (u, v) +
q3 (u, v) tp1 (u, v)
(
∂
∂u
p3 (u, v)
)
∂
∂v
q1 (u, v) + q3 (u, v) tp2 (u, v)
(
∂
∂u
p3 (u, v)
)
∂
∂v
q2 (u, v)−
q3 (u, v) tp1 (u, v)
(
∂
∂v
p3 (u, v)
)
∂
∂u
q1 (u, v)− q3 (u, v) tp2 (u, v)
(
∂
∂v
p3 (u, v)
)
∂
∂u
q2 (u, v)
=0.
(3.32)
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The above wedge product is fairly large however the coefficient of du∧dv∧dt is a linear polynomial
in variable t. In other words it is equivalent to (F1t+ F2)du ∧ dv ∧ dt = 0, where
F1 =
q1 (u, v) p2 (u, v)
(
∂
∂u
p1 (u, v)
)
∂
∂v
q2 (u, v) + q1 (u, v) p3 (u, v)
(
∂
∂u
p1 (u, v)
)
∂
∂v
q3 (u, v)−
q1 (u, v) p1 (u, v)
(
∂
∂u
p2 (u, v)
)
∂
∂v
q2 (u, v) + q1 (u, v) p1 (u, v)
(
∂
∂u
q2 (u, v)
)
∂
∂v
p2 (u, v)−
q1 (u, v) p1 (u, v)
(
∂
∂u
p3 (u, v)
)
∂
∂v
q3 (u, v) + q1 (u, v) p1 (u, v)
(
∂
∂v
p3 (u, v)
)
∂
∂u
q3 (u, v)−
q1 (u, v) p2 (u, v)
(
∂
∂v
p1 (u, v)
)
∂
∂u
q2 (u, v)− q1 (u, v) p3 (u, v)
(
∂
∂v
p1 (u, v)
)
∂
∂u
q3 (u, v) +
q2 (u, v) p1 (u, v)
(
∂
∂u
p2 (u, v)
)
∂
∂v
q1 (u, v) + q2 (u, v) p3 (u, v)
(
∂
∂u
p2 (u, v)
)
∂
∂v
q3 (u, v)−
q2 (u, v) p2 (u, v)
(
∂
∂v
q1 (u, v)
)
∂
∂u
p1 (u, v) + q2 (u, v) p2 (u, v)
(
∂
∂v
p1 (u, v)
)
∂
∂u
q1 (u, v)−
q2 (u, v) p2 (u, v)
(
∂
∂u
p3 (u, v)
)
∂
∂v
q3 (u, v) + q2 (u, v) p2 (u, v)
(
∂
∂v
p3 (u, v)
)
∂
∂u
q3 (u, v)−
q2 (u, v) p1 (u, v)
(
∂
∂v
p2 (u, v)
)
∂
∂u
q1 (u, v)− q2 (u, v) p3 (u, v)
(
∂
∂v
p2 (u, v)
)
∂
∂u
q3 (u, v)−
q3 (u, v) p3 (u, v)
(
∂
∂v
q1 (u, v)
)
∂
∂u
p1 (u, v) + q3 (u, v) p3 (u, v)
(
∂
∂v
p1 (u, v)
)
∂
∂u
q1 (u, v)−
q3 (u, v) p3 (u, v)
(
∂
∂u
p2 (u, v)
)
∂
∂v
q2 (u, v) + q3 (u, v) p3 (u, v)
(
∂
∂u
q2 (u, v)
)
∂
∂v
p2 (u, v) +
q3 (u, v) p1 (u, v)
(
∂
∂u
p3 (u, v)
)
∂
∂v
q1 (u, v) + q3 (u, v) p2 (u, v)
(
∂
∂u
p3 (u, v)
)
∂
∂v
q2 (u, v)−
q3 (u, v) p1 (u, v)
(
∂
∂v
p3 (u, v)
)
∂
∂u
q1 (u, v)− q3 (u, v) p2 (u, v)
(
∂
∂v
p3 (u, v)
)
∂
∂u
q2 (u, v) .
(3.33)
and
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F2 =− q2 (u, v) p1 (u, v) ∂
∂u
q1 (u, v)−
q2 (u, v) p2 (u, v)
∂
∂v
q1 (u, v) +
q1 (u, v) p1 (u, v)
∂
∂u
q2 (u, v) +
q1 (u, v) p2 (u, v)
∂
∂v
q2 (u, v) +
q3 (u, v) p3 (u, v)
∂
∂u
q2 (u, v) +
q1 (u, v) p3 (u, v)
∂
∂v
q3 (u, v)−
q2 (u, v) p3 (u, v)
∂
∂u
q3 (u, v)−
q3 (u, v) p3 (u, v)
∂
∂v
q1 (u, v) .
(3.34)
Since dω ∧ ω = 0, we must have that F1 = F2 = 0. The simple linear dependence of Equation
3.32 is due to the fact that we have placed our object plane far from the sensor.
Simplifying F1 = 0
We can express F1 in terms of matrices. In fact,
F1 = pTv Ap+ p
T
uBp = 0 (3.35)
where,
p =

p1
p2
p3
 , pv =

p1v
p2v
p3v
 , pu =

p1u
p2u
p3u
 . (3.36)
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A =

0 q2q1u − q1q2u q3q1u − q1q3u
q1q2u − q2q1u 0 q3q2u − q2q3u
q1q3u − q3q1u q2q3u − q3q2u 0
 (3.37)
B =

0 q1q2v − q2q1v q1q3v − q3q1v
q2q1v − q1q2v 0 q2q3v − q3q2v
q3q1v − q1q3v q3q2v − q2q3v 0
 (3.38)
We need to express the “First Equation” 3.35 in a more compact form. The matrices A and B in
( 3.37), ( 3.38) are skew symmetric and their diagonals are zero. Notice that the matrix products Ap
and Bp can be written as cross products.
Ap = (q × qu)× p, (3.39)
Bp = (qv × q)× p. (3.40)
Replacing Ap and Bp with ( 3.39) and ( 3.40) respectively in ( 3.35), we obtain:
pv · [(q × qu)× p] + pu · [(qv × q)× p] = 0. (3.41)
The normal vector field of the mirror surface ~q is dependent on ~p, by ( 3.1). We substitute −~p + ~Φ
for ~q in ( 3.41).
pv · [((Φ− p)× (Φu − pu))× p] + pu · [((Φv − pv)× (Φ− p))× p] = 0 (3.42)
To simplify ( 3.42), we use “Triple Vector Product Formula,” given as follows:
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Triple Vector Product Formula:
~u · (~v × ~w) = (~u · ~w)~v − (~v × ~w)u. (3.43)
Recall that ~p is a unit vector. Therefore ~p · ~p = 1. Taking partial derivatives of ~p · ~p = 1 with respect
to variables u and v yields:
∂
∂u
(~p · ~p) = 0 ⇒ ~pu · ~p+ ~p · ~pu = 0 ⇒ ~p · ~pu = 0 (3.44)
∂
∂v
(~p · ~p) = 0 ⇒ ~pv · ~p+ ~p · ~pv = 0 ⇒ ~p · ~pv = 0 (3.45)
Step by step the simplification of ( 3.42):
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pv · [((Φ− p)× (Φu − pu))× p] + pu · [((Φv − pv)× (Φ− p))× p] (3.46)
=pv · [(Φ× Φu)× ~p− (~p× Φu)× ~p− (Φ× ~pu)× ~p+ (~p× ~pu)× ~p] (3.47)
+ pu · [(Φv × Φ)× ~p− (~pv × Φ)× ~p− (Φv × ~p)× ~p+ (~pv × ~p)× ~p] (3.48)
=pv · [(Φ× Φu)× ~p+ (Φu × ~p)× ~p+ (~pu × Φ)× ~p+ (~p× ~pu)× ~p] (3.49)
+ pu · [(Φv × Φ)× ~p+ (Φ× ~pv)× ~p+ (~p× Φv)× ~p+ (~pv × ~p)× ~p] (3.50)
=~pv · [(Φ · ~p)Φu − (Φu · ~p)Φ + (Φu · ~p)~p− Φu + (~pu · ~p)Φ− (Φ · ~p)~pu + ~pu] (3.51)
+ ~pu · [(Φv · ~p)Φ− (Φ · ~p)Φv + (Φ · ~p)~pv + Φv − (Φv · ~p)~p− ~pv] (3.52)
=(Φ · ~p)(~pv · Φu)− (Φu · ~p)(Φ · ~pv) (3.53)
+ (Φu · ~p)(~p · ~pv)− (Φu · ~pv)− (Φ · ~p)(~pu · ~pv) + ~pu + ~pv (3.54)
+ (Φv · ~p)(Φ · ~pu)− (Φ · ~pu)− (Φ · ~p)(Φv · ~pu) + (Φ · ~p)(~pu · ~pv) + Φv · ~pu − ~pv · ~pu (3.55)
=(Φ · ~p)(~pv · Φu − ~pu · Φv)− (Φu · p)(Φ · ~pv) + (Φv · ~p)(Φ · ~pu) (3.56)
=(Φ · ~p− 1)(~pv · Φu − ~pu · Φv)− (Φu · ~p)(Φ · ~pv) + (Φv · ~p)(Φv · ~pu) (3.57)
= [(Φ · ~p− 1)Φu − (Φu · ~p)Φ] · ~pv − [(Φ · ~p− 1)Φv − (Φv · ~p)Φv] · ~pu (3.58)
=0.
Note that ( 3.58) is a first order partial differential equation for ~p.
Simplifying F2 = 0
Recall, F1 = 0 and F2 = 0 from the integrability condition dω ∧ ω = 0. We now simplify F2 = 0,
the “Second Equation”, and write it as a partial differential equation for ~p.
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F2 =− q2 (u, v) p1 (u, v) ∂
∂u
q1 (u, v)−
q2 (u, v) p2 (u, v)
∂
∂v
q1 (u, v) +
q1 (u, v) p1 (u, v)
∂
∂u
q2 (u, v) +
q1 (u, v) p2 (u, v)
∂
∂v
q2 (u, v) +
q3 (u, v) p3 (u, v)
∂
∂u
q2 (u, v) +
q1 (u, v) p3 (u, v)
∂
∂v
q3 (u, v)−
q2 (u, v) p3 (u, v)
∂
∂u
q3 (u, v)−
q3 (u, v) p3 (u, v)
∂
∂v
q1 (u, v) .
(3.59)
We write F2 = 0 as follows:
F2 = qTΛp = 0, (3.60)
where
Λ =

q2u q2v q3v
−q1u −q1v −q3u
0 0 q2u − q1v
 , q =

q1
q2
q3
 , p =

p1
p2
p3
 . (3.61)
Recall that ~q = Φ− ~p, then ( 3.60) is:
F2 = (Φ− ~p) · (Λ~p) = 0. (3.62)
We substitute ~q = Φ− ~p in the matrix Λ:
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Λ =

φ2u φ2v φ3v
−φ1u −φ1v −φ3u
0 0 φ2u − φ1v
+

−p2u −p2v −p3v
p1u p1v p3u
0 0 −p2u + p1v
 . (3.63)
We express ( 3.63) as Λ = Λφ + Λp and rewrite ( 3.62):
(φ− p) · (Λp) = (φ− p) · [Λφp+ Λpp] (3.64)
= (φ− p) · (Λφp) + (φ− p) · (Λpp) (3.65)
= 0 (3.66)
⇒(φ− p) · (Λpp) = (p− φ) · (Λφp). (3.67)
We write Λp as a sum of two matrices each of which contains only u or v partials of ~p.
Λp =

p2u 0 0
p1u 0 0
0 0 −p2u
+

0 −p2v −p3v
0 p1v 0
0 0 p1v
 (3.68)
We express Λpp as follows:
Λpp =


p2u 0 0
p1u 0 0
0 0 −p2u
+

0 −p2v −p3v
0 p1v 0
0 0 p1v



p1
p2
p3
 (3.69)
=

0 −p1 0
p1 0 p3
0 −p3 0


p1u
p2u
p3u
+

0 −p2 −p3
p2 0 0
p3 0 0


p1v
p2v
p3v
 (3.70)
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Substituting the matrix equation ( 3.70) into ( 3.67) we obtain:
(φ− p) ·


0 −p1 0
p1 0 p3
0 −p3 0


p1u
p2u
p3u
+

0 −p2 −p3
p2 0 0
p3 0 0


p1v
p2v
p3v

 = (p− φ) · (Λφp).
(3.71)
Multiplying and expanding ( 3.71) yields the second partial differential equation for ~p which is
expressed in terms of dot products (recall ~p is a vector):
[(φ2 − p2)p2 + (φ3 − p3)p3,−(φ1 − p1)p2,−(φ1 − p1)p3] pv =
(−(φ2 − p2)p1, (φ1 − p1)p1 + (φ3 − p3)p3,−(φ2 − p2)p3) pu + (p− φ) · (Λφp).
(3.72)
3.1.4 System of Partial Differential Equations
We obtained two partial differential equations from the integrability condition we imposed on the
vector field ~q, namely Equations 3.58, 3.72.
A third PDE is ( 3.45) which we obtain differentiating ‖~p‖2 = 1 with respect to v. We set up a
system of partial differential equations in ~p of the form A~pv = B~pu + R, where R and ~p are 3× 1
vectors and A,B are 3× 3 matrices.
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
(φ · p− 1)φTu − (φu · p)φT
(φ2 − p2)p2 + (φ3 − p3)p3, −(φ1 − p1)p2, −(φ1 − p1)p3
pT
 pv =

(φ · p− 1)φTv − (φv · p)φT
−(φ2 − p2)p1, (φ1 − p1)p1 + (φ3 − p3)p3, −(φ2 − p2)p3
0
 pu +

0
(p− φ) · (Λφp)
0

(3.73)
We write the above system of partial differential equations as:
A~pv = B~pu +R (3.74)
Equation 3.74 is a quasi-linear first order system of partial differential equations.
We will numerically solve ( 3.74) via Finite Difference Method.
3.2 NumericalMethods For Solving The System of PDEsA~pv = B~pu+
R
3.2.1 Finite Differences
Finite difference methods approximate solutions of differential equations at a discrete set of points.
The approximations to differential equations are based on elementary representations of derivatives
in terms of difference quotients, as given in Garabedian [8].
Finite difference schemes are explained in detail by Strikwerda in [29] and we will follow his text
in introduction to finite differences.
We begin the discussion by describing the grid on (u, v) plane. Let ∆u and ∆v be positive numbers;
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then grid will consist of points (n∆u,m∆v), for arbitrary integers n,m. For a function f defined
on the grid we write fi,j for the value of f at the grid point (ui, vj). The set of points (ui, vj) for
a fixed value of j is called grid level j. We will work with grids with very small values of ∆u and
∆v.
The basic idea of finite difference schemes is to replace derivatives by finite differences. There are
many ways of doing this. We have
∂f
∂u
' f(ui + ∆u, vj)− f(ui, vj)
∆u
(3.75)
' f(ui + ∆u, vj)− f(ui −∆u, vj)
2∆u
. (3.76)
That these are valid approximations is seen from the formulas
∂f
∂u
(u, v) = lim
ε→0
f(u+ ε, v)− f(u, v)
ε
(3.77)
= lim
ε→0
f(u+ ε, v)− f(u− ε, v)
2ε
. (3.78)
relating the derivative to the values of f . Similar formulas approximate derivatives of f with respect
to v.
Using these approximations we obtain four finite difference schemes for our system of partial dif-
ferential equations: A~pv = B~pu +R.
1. A
(
pi,j+1−pi,j
∆v
)
= B
(
pi+1,j−pi,j
∆u
)
+R. Forward-Forward Finite Differences.
2. A
(
pi,j−pi,j−1
∆v
)
= B
(
pi+1,j−pi,j
∆u
)
+R. Forward in u-Backward in v Finite Differences.
3. A
(
pi,j+1−pi,j
∆v
)
= B
(
pi,j−pi−1,j
∆u
)
+R. Backward in u-Forward in v Finite Differences.
4. A
(
pi,j+1−pi,j−1
2∆v
)
= B
(
pi+1,j−pi−1,j
2∆u
)
+R. Central in u-Central in v Finite Differences.
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One advantage of finite differences is that it is very easy to obtain these different schemes for partial
differential equations. However analysis of these schemes must be done to be able to conclude that
they are useful approximations to differential equations.
We refer to Scheme 4 as Leap Frog. All the schemes described above other than leap frog are
one-step schemes, that is; pi,j+1 can be written in terms of values of p at level j. Given the initial
data pi,0, all values pi,j can be evaluated by a one-step scheme. Leap frog on the other hand is
a multi-step scheme, to express pi,j+1 we need values of p at two levels j and j − 1. Therefore
specifying initial data pi,0 is not sufficient. We either need two sets of data pi,0 and pi,1 or use a
one-step scheme to obtain pi,1 from the initial data.
When using finite differences, there are two sources of error. First one is the round-off error which
occurs due to computer rounding of decimal quantities and the second type of error is truncation
error which is the difference between the exact and the solution of the finite difference equation.
The truncation error in forward finite differences is of order O(∆u+ ∆v), whereas in central finite
differences the error is O(∆u2 + ∆v2). This is easy to show using the Taylor series expansion.
3.2.2 Numerical Solution For the System of PDEs A~pv = B~pu +R
Since the order of accuracy is quadratic in step sizes, we solve Equation 3.74 via central-central
finite differences Since CCFD (central-central finite differences) is a multi-step method, we first
employ one step of FFFD (forward-forward finite differences) to obtain values of ~p(u,∆v), then
start the CCFD.
Initially, we do not have information about the characteristics of the PDE system ( 3.74), therefore
if we impose boundary conditions, it may lead to an error in the solution. Our approach to this
problem is, we start with initial conditions on u where u lies in an interval that is longer than we
intend to compute the approximation to. At each v−step, we lose two endpoints on u due to central-
finite difference scheme. When we exhaust the so-called “time-steps” v, we will have approximate
values for ~p on a trapezoidal grid. We can then take the estimated ~p values on a rectangular grid,
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which is a subset of the trapezoidal grid.
The discretizations for partials of ~p(u, v) with respect to FFFD are;
~pu(ui, vj) =
~pi+1,j − ~pi,j
∆u
, (3.79)
~pv(ui, vj) =
~pi,j+1 − ~pi,j
∆v
. (3.80)
To start off with a single-step of FFFD, we substitute ( 3.79) for ~pu and 3.80 for ~pv into ( 3.74). It
yields the following equation
Api,j+1 = Api,j +
∆v
∆u
B(pi+1,j − pi,j) + ∆vR. (3.81)
After one step of FFFD we have two levels of initial data ~p(u, v0) and ~p(u, v1) therefore we can
continue numerical approximation via CCFD. Rewriting leap frog scheme ( 4) for our system for
~pi,j gives
A~pi,j+1 = A~pi,j−1 +
∆v
∆u
B(~pi+1,j − ~pi−1,j) + 2∆vR. (3.82)
In order to preserve stability of our finite difference scheme, we choose ∆v and ∆u such that
∆v << ∆u, at least an order of magnitude smaller.
In the next sections we will present our results of solving the main PDE ( 3.74) for various examples.
Realizing the projection ~p
As noted earlier, manufacturing a camera that realizes a specific non-conventional projection de-
scribed by ~p is a very hard task. A micromirror is approximately 16 micrometers across, therefore
using an array of micromirrors with an orthographic camera would be a reasonable approximation
to ~p.
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Figure 3.3: Creating a projection ~p using an array of micromorrors and an orthographic camera.
The orthographic camera is directed towards the micromirror array. When the light ray emanating
from the image plane strikes the micro mirror at (u, v, 0), it is reflected in the direction of ~p(u, v).
Therefore, the micro mirror centered at the point (u, v, 0) has a surface normal:
~n(u, v) = (0, 0, 1) + ~p(u, v). (3.83)
(See Figure 3.3).
3.3 Reconstructing the Mirror Surface
In the previous section, we presented numerical solution for the vector field ~p, which provides us
the data for ~q, since ~p + ~Φ = ~q, and ~Φ is given and ~p numerically computed. Next we need to
numerically compute the surface whose tangent planes are pointwise perpendicular to ~q; this is the
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desired mirror surface. We think of numerical integration of ~q(u, v) as attaching a micro mirror to
each point on the surface that corresponds to a grid point (ui, vj), i = 0, . . . , n, j = 0, . . . ,m.
For the initial value v = v0, we have a parameterized ruled surface (u, t) → (u, v0, 0) + t ~p(u, v).
We call this ruled surface R = R(u, v0, t). Any curve which lies in R, such that its tangent is
pointwise perpendicular to ~q restricted to R, is called an initial curve for the mirror surface M .
We first numerically compute an initial curve on R, then numerically compute points on the mirror
surface M , by moving in the v direction.
3.3.1 Initial Curve
We will be working with a distinguished parameterization of our mirror surface M ; namely, we
assume that any point is writable uniquely as (u, v, 0) + t(u, v)~p(u, v), where ~p is again a vector
quantity. We denote this parameterization of M by s = s(u, v); thus s is a vector quantity. (Note:
we ignore the issue of caustics in the line field ~p).
An initial curve, by definition, is a curve which lies in R, and is pointwise perpendicular to ~q.
Geometrically, this is the condition of a curve to be an intersection of the ruled surface R and a
mirror surface M .
We take the initial elevation s(u0, v0) for the mirror as input. In other words, we start with an initial
point on the surface. We follow a geometric method in solving for s(u, v0).
Finite difference approximation for su(ui, v0) is:
∂s
∂u
(ui, v0) ' s(ui+1, v0)− s(ui, v0)∆u . (3.84)
The vector s(ui+1, v0) − s(ui, v0) lies on the tangent plane to s(u, v) at s(ui, v0) and therefore
orthogonal to the normal vector ~q(ui, v0). Hence,
(s(ui+1, v0)− s(ui, v0)) · ~q(ui, v0) = 0. (3.85)
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Figure 3.4: Initial curve computation.
We assume that s(ui, v0) is known. Note that s(ui+1, v0) can be written parametrically as:
s(ui+1, v0) = (ui+1, v0, 0) + t ~p(ui+1, v0). (3.86)
Substituting the parametric expression for s(ui+1, v0) into ( 3.85), we get a linear equation in t.
Solution to this linear equation provides us with the point s(ui+1, v0). We apply this procedure
repeatedly to obtain the points on the initial curve: s(u0, v0), . . . , s(un, v0). This is essentially a
geometric version of Eulers method for computing the numerical solution to an initial curve along
the ruled surface R. One might consider an alternative approach as follows: the parameterization
s of the surface M is given by s = [u, v, 0] + t(u, v)p(u, v). We could hope to obtain differential
equations for t(u, v) and solve them numerically. This turns out to be subtle and difficult, and so
we consider the following geometric approach.
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3.3.2 Numerical Integration of ~q(u, v)
Points s(ui, v0), i = 0, . . . , n, on the initial curve serve as initial condition for surface computation.
The geometric scheme we are going to follow is similar to initial curve computation. We start with
the initial point s(ui, v0) and move in the v-direction to solve for points s(ui, vj), j = 1, . . . ,m.
Note that s(ui, vj+1) − s(ui, vj) lies on the tangent plane to s(u, v) at s(ui, vj) and therefore or-
thogonal to the normal vector ~q(ui, vj). Hence,
(s(ui, vj+1)− s(ui, vj)) · ~q(ui, vj) = 0. (3.87)
We assume that s(ui, vj) is known. As in the previous section we write s(ui, vj+1) parametrically
as:
s(ui, vj+1) = (ui, vj+1) + t ~p(ui, vj+1). (3.88)
Substituting the parametric expression for s(ui, vj+1) into ( 3.87), we get a linear equation in t.
Solution to this linear equation provides us with the point s(ui, vj+1). For every i, i = 1, . . . , n we
repeat this procedure to obtain the points in the v direction: s(ui, vj), j = 1, . . . ,m and compute
(n+ 1)(m+ 1) points on the mirror surface.
3.4 Results
3.4.1 Examples
We test the micromirror method with various examples. We choose a mirror surface M and a
projection onto the plane [u, v, 0]. The line segment connecting the point on M to its image on the
plane gives the direction vector ~p. ~q will be the normal on M , and we can compute ~Φ = ~Φ(u, v)
again from ~Φ−~p = ~q. We then turn around and use ~Φ as the data for the numerical method described
above, and see how accurately we can reconstruct the surface M .
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Let z = f(x, y) be a standard parameterization of the mirror surface, with normal direction given
by [fx, fy,−1]. We apply the change of coordinates
(x, y, f(x, y)) = (u, v, 0) + t(u, v) ~p(u, v). (3.89)
to express ~q as a function of u and v. Recall that −~p + ~Φ = ~q and that |~p| = |~Φ| = 1. To compute
~Φ, we reflect −~p about the vector ~q. That is,
− ~p = a ~q + b~t, (3.90)
for a, b ∈ R and ~t is orthogonal to ~q, we write ~Φ in a similar fashion,
~Φ = a ~q − b ~t. (3.91)
It follows from ( 3.90) that
− b ~t = a ~q + ~p. (3.92)
Since ~q ⊥ ~t, if we take the dot product of both sides of Equation 3.90 with ~q, we obtain:
−~p · ~q = a ~q · ~q + b ~t · ~q, (3.93)
= a ~q · ~q. (3.94)
Therefore a equals:
a = −~p · ~q
~q · ~q . (3.95)
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Table 3.1: Error in surface computation for catadioptric system of surface of revolution mirror with
orthographic projection.
∆u ∆v Error in surface
0.05 0.02 9.3 10−3%
0.05 0.01 5.34 10−3%
0.05 0.005 2.88 10−3%
Substituting ( 3.95) for a and ( 3.92) for −b~t into ( 3.91) yields:
~Φ = −2
(
~p · ~q
~q · ~q
)
~q + ~p. (3.96)
With ~Φ known, we solve the PDE system ( 3.74) with initial condition ~p(u, v0) on a chosen grid and
compute the initial curve and the mirror surface. Since the vector field ~p, and surface z = f(x, y)
are known, we compute the errors in computation for vector field and surface, respectively. In the
next section we present our results.
Surface of revolution with orthographic projection
The first example that we look at is the system that consists of a surface of revolution z = (x2 +y2)2
and orthographic projection.
The corresponding reflected vector field ~Φ is:
~Φ =
[
8(u2 + v2)u
1 + 16(u2 + v2)3
,
8(u2 + v2)v
1 + 16(u2 + v2)3
, 1− 2
1 + 16(u2 + v2)3
]
. (3.97)
We solve the PDE system on a domain [1, 2] × [1, 2] because when u, v are close to the origin, the
matrix A in ( 3.74) is singular. See Table 3.1 for some numerical results.
Notice that the error, for fixed ∆u, is proportional to ∆v, as one would expect from an Euler
type scheme. An application of Richardson extrapolation would presumably make the computation
O(∆v2).
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Table 3.2: Error in vector field computation for catadioptric system of parabolic mirror with per-
spective projection.
∆u ∆v Error in vector field ~p
0.005 0.002 1.76 10−3%
0.005 0.001 0.51 10−3%
Surface of revolution with perspective projection
Surface of revolution z = (x2 + y2)2 viewed with perspective projection is the next case to SOR
coupled with orthographic projection. We assume that the pinhole of the camera is at (0, 0,−1) and
image plane I is the uv plane. Perspective projection expressed as the vector field ~p is:
~p(u, v) =
[
u√
u2 + v2 + 1
,
v√
u2 + v2 + 1
,
1√
u2 + v2 + 1
]
. (3.98)
Then the reflected vector field ~Φ is computed to be:
~Φ =
1√
u2 + v2 + 1 ((u2 + v2)3 + 1)
[−u(16(u2 + v2)3 − 8(u2 + v2)− 1),
−v(16(u2 + v2)3 − 8(u2 + v2)− 1),−16(u2 + v2)3 + 8(u2 + v2)− 1].
We solve the PDE system on the domain [1, 2] × [1, 2] for ~p and then reconstruct the paraboloid.
The error calculations are presented in Table 3.2.
Hyperboloid with perspective projection
In this case, we construct a system that consists of a hyperbolic mirror z =
√
1 + x2 + y2 and
perspective projection. We apply method of micromirrors to recover the projection and the mirror.
Pinhole of the camera is assumed to be located at (0, 0,−1). Vector field ~p is as given in Equation
3.98.
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Table 3.3: Error in initial curve computation for catadioptric system of hyperbolic mirror with
perspective projection.
Interval for u ∆u Error in initial curve computation
[0.1, 0.6] 0.025 2.19%
[0.1, 0.6] 0.0125 1.1%
[0.1, 0.6] 0.00625 0.54%
Table 3.4: Error in surface computation for catadioptric system of hyperbolic mirror with perspec-
tive projection.
Domain of computation ∆u ∆v Error in surface computation
[0.2, 0.6]× [0.2, 0.6] 0.02 0.008 2.03%
[0.2, 0.6]× [0.2, 0.6] 0.01 0.004 1.01%
The numerical results for error in initial curve and surface computations are in Tables 3.3 and 3.4.
Paraboloid with a non-conventional projection
In this section, we test the performance of method of micromirrors with non-conventional projec-
tions. To this end, we construct a vector field that is neither perspective nor orthographic. ~p is the
tangent vector field of the paraboloid z = (x2 + y2)2 + 1 which also intersects the z−axis.
~p =
[
−u,−v ,−2 u2 − 2 v2 + 2
√
u4 + 2 u2v2 + v4 + u2 + v2
]
. (3.99)
The mirror surface is the paraboloid z = 12(x
2 + y2)2 + 1, which is wider than the former. We are
not including the reflected vector field ~Φ here since it is a very long expression. We solve Equation
3.74 by central-central finite differences. We take a rectangular domain in which the interval for u
is larger than the interval for v. Since CCFD at (ui, vj) uses (ui−1, vj) and (ui+1, vj), the scheme
can only be applied at the interior grid points. Then at every time step, we will drop two endpoints.
Finally, we obtain values for ~p on a trapezoidal grid. We can then ignore the two triangular regions
of gridpoints, and just take ~p’s on the rectangular grid. For some numerical results, see Tables 3.5
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Table 3.5: Error in vector field computation for catadioptric system of parabolic mirror with a non-
conventional projection.
Domain of computation ∆u ∆v Error in vector field computation
[0.4, 2.5]× [1.4, 1.5] 10−2 10−3 5.5 10−3%
[1.4, 1.5]× [1.4, 1.5] 0.5 10−2 0.2 10−3 1.5 10−4%
Table 3.6: Error in surface computation for catadioptric system of parabolic mirror with a non-
conventional projection.
Domain of computation ∆u ∆v Error in surface computation
[0.4, 2.5]× [1.4, 1.5] 10−2 10−3 3.6 10−2%
[0.4, 2.5]× [1.4, 1.5] 2.5 10−3 10−3 1.5 10−2%
and 3.6.
3.4.2 Summary
In this chapter we discussed a novel technique for design of catadioptric sensors.This technique,
which we refer to as the method of micromirrors, achieves any desired projection by coupling a
mirror surface with a camera projection which is neither orthographic nor perspective. Advantage
of micromirror method is its ability to work in cases where a single mirror - conventional camera
pair is limited.
Given the desired transformation from object surface to image plane, we compute equations which
determine the mirror surface and the sensor design (~p inclinations). The computation requires in-
tegrability conditions, which using the Frobenius theorem yields a system of first order quasilinear
partial differential equations for ~p.
We use finite difference methods to solve this system of PDEs. Final step in constructing a system
is the integration of the vector field ~q. We use a geometric method to compute the mirror surface.
We have tested our method on numerous surfaces and projections. Here we listed only four exam-
ples. We found that in vector field computation central-central finite differences yield very accurate
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results, and error is roughly in the order of O(∆v2 + ∆u2).
Initial curve and surface computations are done geometrically. This method, in spite of its simplicity
is very accurate as well. The error is roughly in the order of O(∆u+ ∆V ) for surface computation
and O(∆u) for initial curve computation.
The examples we have computed can be considered as proof-of-concept. Further research will inves-
tigate computing M and ~p for desired ~Φ, and determining how the discreteness of the micromirrors
in the micromirror array affect the image quality of our system.
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Chapter 4
Conclusion
Due to their many advantages, catadioptric sensor design is a very active research area. We con-
tribute by proposing two catadioptric system designs.
Folded rectifying catadtioptric systems are rotationally symmetric with the primary mirror being a
conic section. They are designed to image a distant plane with scaled transformation. Resulting
sensors introduce no distortion, therefore do not require further processing.
We present eight catadioptric systems coupling double-mirrors with orthographic or perspective
cameras. Their performance are demonstrated in POV-Ray simulations.
Second system we design is more general than the folded-catadioptric systems. We couple ortho-
graphic camera with an asymmetric mirror and a micromirror array to realize any desired projection.
We compute the asymmetric mirror and the micromirror distribution numerically. The resulting er-
ror in surface and vector field calculations are very promising.
In the future, we plan to apply micromirror method to designing a system that annihilates blindspot
in motor vehicles.
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Chapter 5
Appendix : Proofs of Differential Forms
Calculations
Proof of Proposition 3.1.1.1: 1 and 3 are straightforward. To prove 2, we write
ω =
∑
aIdxI , I = (i1, . . . , ik), i1 < · · · < ik, (5.1)
ϕ =
∑
bJdxJ , J = (j1, . . . , js), j1 < · · · < js. (5.2)
Then
ω ∧ ϕ =
∑
IJ
aIbJdxi1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxjs (5.3)
=
∑
IJ
bJaI(−1)dxi1 ∧ · · · ∧ dxi(k−1) ∧ dxj1 ∧ dxik ∧ · · · ∧ dxjs (5.4)
=
∑
IJ
bJaI(−1)kdxj1 ∧ dxi1 ∧ · · · ∧ dxik ∧ dxj2 ∧ . . . dxjs . (5.5)
Since J has s elements, we obtain, by repeating the above argument for each dxjl , jl ∈ J ,
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ω ∧ ϕ =
∑
JI
bJaI(−1)ksdxj1 ∧ · · · ∧ dxjs ∧ dxi1 ∧ . . . dxik (5.6)
= (−1)ksϕ ∧ ω.  (5.7)
Proof of proposition 3.1.1.2:
1. is straightforward.
2. Let ω =
∑
I aIdxI , ϕ =
∑
J bJdxJ . Then
=
∑
IJ
d(aIbJ) ∧ dxI ∧ dxJ (5.8)
=
∑
IJ
bJdaI ∧ dxI ∧ dxJ +
∑
IJ
aIdbJ ∧ dxI ∧ dxJ (5.9)
= dω ∧ ϕ+ (−1)k
∑
IJ
aIdxI ∧ dbJ ∧ dxJ (5.10)
= dω ∧ ϕ+ (−1)kω ∧ dϕ. (5.11)
3. Let us first assume that ω is a 0−form, i.e.,ω is a function f : Rn → R that associates to each
(x1, . . . , xn) ∈ Rn the value f(x1, . . . , xn) ∈ R. Then
d(df) = d
 n∑
j=1
∂f
∂xj
dxj
 = n∑
j=1
d
(
∂f
∂xj
)
∧ dxj (5.12)
=
n∑
j=1
(
n∑
i=1
∂2f
∂xj∂xj
dxi ∧ dxj
)
. (5.13)
Since ∂
2f
∂xi∂xj
= ∂
2f
∂xj∂xi
and dxi ∧ dxj = −dxj ∧ dxi, i 6= j, we obtain
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d(df) =
∑
i<j
(
∂2f
∂xi∂xj
− ∂
2f
∂xj∂xi
)
dxi ∧ dxj = 0. (5.14)
Now let ω =
∑
aIdxI . By 1, we can restrict ourselves to the case ω = aIdxI with aI 6= 0.
By 2, we have that
dω = daI ∧ dxI + aId(dxI). (5.15)
But d(dxI) = d(1) ∧ dxI = 0. Therefore
d(dω) = d(daI ∧ dxI) = d(daI) ∧ dxI + daI ∧ d(dxI) = 0. (5.16)
since d(daI) = 0 and d(dxI) = 0, which proves 3. 
Prrof of Theorem 3.1.2.1:
We write
ωi =
n∑
j=1
hijdx
j , (i = 1, . . . , r). (5.17)
Since the ωi are linearly independent at 0, some r × r minor of ‖hij‖ is non-singular in a neighbor-
hood of 0. We multiply (ω1, . . . , ωr) by the inverse of this minor. We then have,
ωi = dzi −
s∑
j=1
Aij(x
1, . . . , xs, z1, . . . , zr)dxj , (i = 1, . . . , r). (5.18)
For each point a = (a1, . . . , as) in x−space we consider the system of equations ωi = 0 along the
linear variety x = ta:
dzi
dt
=
∑
Aij(ta, z)a
j (5.19)
with initial conditions zi(0) = ci. By ordinary differential equations, there is a unique solution in a
sufficiently small neighborhood of 0, i.e., there exist functions F i(t, a, c) satisfying
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∂F i
∂t
(t, a, c) =
s∑
j=1
Aij [ta, F (t, a, c)]a
j (5.20)
F i(0, a, c) = ci (i = 1, . . . , r). (5.21)
We write F = (F 1, . . . , F r).
Next, we fix k and set G(t, a, c) = F (kt, a, c). Then G(0, a, c) = c and
∂Gi
∂t
(t, a, c) = k
∂F i
∂t
(kt, a, c) =
∑
Aij(tka,G)ka
j , (5.22)
hence by uniqueness, G(t, a, c) = F (t, ka, c), i.e.,
F (kt, a, c) = F (t, ka, c). (5.23)
In particular setting t = 1 and replacing k by t,
F (t, a, c) = F (1, ta, c). (5.24)
We pass to new variables u, v according to the transformation
x = u (5.25)
z = F (1, u, v). (5.26)
This is non-singular in some neighborhood of 0 since
∂(x, z)
∂(u, v)
|0 =
∣∣∣∣∣∣∣
I 0
∗ ∂z∂v
∣∣∣∣∣∣∣
0
=
∣∣∣∣∂z∂v
∣∣∣∣
0
= 1. (5.27)
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For
∂zi
∂vj
|0 = ∂
∂vj
F i(1, 0, v)|0 = ∂
∂vj
F i(0, a, v)|0 = ∂v
i
∂vj
|0 = δij . (5.28)
In these new variables we may write
ωi =
r∑
k=1
Bik(u, v)dv
k +
s∑
j=1
P ij (u, v)du
j . (5.29)
The fact that each ωi vanishes identically along the curve u = ta, v =constant implies
s∑
j=1
P ij (ta, v)a
j = 0, (i = 1, . . . , r). (5.30)
Next we show that the functions P ij (u, v) vanish identically. To do this, we consider the cone
mapping φ on (t, a, v)−space to (u, v)−space defined by
φ(t, a, v) = (ta, v) = (u, v). (5.31)
We have
φ∗ωi =
∑
P ij (ta, v)tda
j + terms in dvk (5.32)
=
∑
P
i
j(t, a, v)da
j + terms in dvk. (5.33)
where P ij(t, a, v) = P
i
j (ta, v)t so that P
i
j(0, a, v) = 0. It follows that
dφ∗ωi =
∑ ∂P ij
∂t
dtdaj + other terms. (5.34)
Finally we use the hypothesis dωi =
∑
θik ∧ ωk. We write
φ∗θik = H
i
k(t, a, v)dt+ otherterms (5.35)
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and compare the coefficients of dtdaj in the relation
dφ∗ωi =
∑
(φ∗θik) ∧ (φ∗ωk) : (5.36)
∂P
i
j
∂t
(t, a, v) =
∑
H ik(t, a, v)P
k
j (t, a, v). (5.37)
We conclude from the uniqueness of solutions of ordinary systems together with initial conditions
P
i
j(0, a, v) = 0 that P
i
j = 0, P
i
j = 0,
ωi =
r∑
k=1
Bik(u, v)dv
k (5.38)
as required.
90
Vita
Emek Ko¨se Can, born in Izmir, Turkey, received her Bachelors degree in Mathematics from Middle
East Technical University in 2001. She earned her Masters degree in Mathematics at Drexel Univer-
sity in 2005 and continued to pursue a Ph.D. in Mathematics under the supervision of Dr. Ronald
Perline. Her work involves design of catadioptric sensors. The results of her work are presented in
this thesis.
91

