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Resumen: Se definen los conceptos de vectores equicorrelacionados y de vectores conjuntamente equicorrelacionados. Bajo el 
supuesto de normalidad, se obtienen los estimadores de máxima verosimilitud de la matriz de covarianza de estos dos tipos de 
vectores. Se sugiere además una metodología para desarrollar tests para contrastar distintas hipótesis que involucran los 
conceptos de equicorrelación mencionados. 
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1. INTRODUCCIÓN 
Muchos de los resultados del Análisis 
Estadístico Multivariado se obtienen partiendo de 
una muestra aleatoria, es decir, de un conjunto de 
vectores X . = (X • . X
.1,771  ) con j = 1,...,n, 
que se suponen independientes e idénticamente 
distribuidos. Sin embargo, existen situaciones en 
las que esta suposición no se adecua a la realidad. 
Por ejemplo, en las aplicaciones del análisis 
discriminante con parámetros poblacionales 
desconocidos, suele ocurrir que en la muestra de 
entrenamiento usada para estimar los parámetros 
de una de las poblaciones, sus vectores son 
correlacionados entre sí. 
En referencia a este ejemplo, Basu y Odell [1] 
investigaron como la equicorrelación entre los 
vectores de las muestras de entrenamiento 
afectaban las probabilidades de mala clasificación 
en el procedimiento de discriminación lineal de 
Fisher. Ellos concentraron sus esfuerzos en 
mostrar cómo la equicorrelación cambiaba las 
propiedades del estimador usual S de la matriz 
de covarianza común F y cómo el uso de este 
estimador en el criterio de discriminación de 
Fisher afectaba a las probabilidades de mala 
clasificación. 
El objetivo de este trabajo es obtener, bajo el 
supuesto de normalidad, los estimadores máximo 
verosímiles de la media y de la matriz de 
covarianza a partir de muestras formadas por 
vectores equicorrelacionados. En la sección 2, se 
proponen 	 definiciones 	 de 	 vectores 
equicorrelacionados y de vectores conjuntamente 
equicorrelacionados. 
En la sección 3, se obtienen los estimadores de 
máxima verosimilitud de la matriz de covarianza 
de estos tipos de vectores 
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Finalmente, en la sección 4, se sugiere una 
metodología para desarrollar tests para contrastar 
distintas hipótesis que involucran estos conceptos 
de equicorrelación. 
2. CONCEPTOS BÁSICOS 
2.1 Vectores equicorrelacionados 
Definición 1: Sea X un vector particionado 
nm - variado 	 X = 	 donde 
X . = (X j+1 , •* ,  X j,m) para j =1,...,n. Sea su 
vector media 1.tx =1n 01, con µ E 9r , Y 
rx su (particionada) matriz de covarianza 
r 
x xrxs 
) «..‘ donde fr,s = coy [X„ X s l 
para 	 r, s :1,...,n 	 Los vectores m- variados 
Xl „ X. son igualmente correlacionados si 
ellos tienen la siguiente matriz de covarianza 
equicorrelacionada 
rr s = cov[Xr ;Xis = 
rl 
ro si r = s 
si r 
donde ro es una matriz simétrica definida positiva 
y r1 es una matriz simétrica. Esto es, la matriz de 
covarianza del vector particionado mn- variado 
• 
X = (X;,..., Xin ) es 
rx = In ® (ro - r1 )+ J n o r1. 
(1) 
Las matrices ro y ri se denominan parámetros de 
equicorrelación. 
Si r0  —r y r + (n 1 	 1 son matrices no 
singulares, entonces 
rx = In 0(ro -r1) -47 
	
- 	 -1 (ro -r1) 1  Fi (ro + (n- ori) . 
(2) 
A 	 omx(n-1)m 
o
t 
mx(n-i)m I O B 
entonces 
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Este resultado (2) generaliza el dado por Bartlett 
[2] para el caso m. --- 1. 
Se puede obtener una expresión alternativa para 
rx . Indicando con Uk = r0 + kr1 y notando 
que U__1 Un_1 = —nrl , resulta que 
1 
 = 	 [u
rn__.1 





T 	 T  1 
n _ 1 • 
Entonces, (2) puede expresarse como 
-1 
rX = in ® r0 —r1) +.1n o 
—
n
i (F0 + (n 1)F 1 )-1  
— (ro —1.1 ) 11.  
Hay varias formas de obtener el determinante de 
rx dada en (1). Una de ellas es usando la matriz 
Rn de orden n x n propuesta por Basu y Odeil 




donde los vectores filas 	 son 
( 
1  
1 	 1 1k-1 , 1 	 1 ,(11xn—k 
k2 (k-1)2 	 k2 (k-1)2 
k = 2, . ,n, y ri = i 1n , y donde se  
(Rn In, )diagn [A,B}(Rn 
A — B 
n =I0B+Jn 	  
n 
3) (Rn Im )rx (Rn  0 1m ), donde r 
está dada en (1) igual a 
x 
diagn [F0 + (n —1)F ,(F0 — )1 
r0 +(n — 1)F1 Omx(n—l)m 
0 (n—1 m mx 	 In—l ® (ro r1) ) 
Usando las propiedades 1 y 3, y recordando que 
el determinante de una matriz diagonal por 
bloques es el producto de los determinates de las 
submatrices en su diagonal, resulta que 
= Kin o i,n )rx1 
= IRn Im  111"x  11Rn  0 1m 
= (Rn 0 Im )F x (R fl' 0Im ) 
= diagn F o +(n —1)F 	 — F1 )] 
\ n-1 
(3) 
2.2 Vectores equicorrelacionados en forma 
conjunta 






rk = para 
(RnRn 0 I )rx 
entiende que el vector cero Oixn_k no aparece en 
la expresión particionada de rk cuando k = n. 
Esta matriz Rn tiene las siguientes propiedades 
1) Es una matriz ortogonal, esto es, Rn = Rn-1 
con iRn  = (— )n+1 e 
2) Si 	 diag n [A, B] 	 indica a la matriz 
diagonal por bloques 
un 	 vector 	 particionado 	 nim— 
variado 	 X" ) = (X 1" )' ,..., X 	 donde 
= (X" ) X (i) )* para 	 j = 1, ... ni 
con vector media 	
X(i ) = 	 91(i)  
PL(i)  E 91m , y matriz de covarianza particionada 
r
x(i) = coy [x(i), x(i) = rx(i)x(i) 	 (rt ), 
donde 	 r(i) = coy [49 ,4i)1 	 para r,s 
r,s 	 1,...,ni . Sean rx(i),x(2) Y r x(2) ,x(l) 
dadas por 
14 
1-1 	 (1) 310),x(2) = coy [X, x(2)1 Fx(1) x(2) 
' k 
no singulares, entonces se sabe que la inversa de 
la matriz particionada r'x es x dada por 
nh ,ni = 1 nh l ni la matriz nh x ni formada por 
unos. 
Si r(0t) — e) y ro(i) + (ni — Dr(i) son matrices 
para j = 0,1, y 
EQUICORRELACIÓN MULTIVARIADA 
= r. 
j~k I 	 x( ) , 
cov [x(2), x(1)1 =(rx(2) xo) k 











x(2) -1- x(1) ,x(2) NE
(1
1 
   
      
      
     
(5) 
= 
 (F(21) j,k 
para j = 1, ... ,ni y k =1,...,n2. Entonces los 
dos vectores 	 X (1) 	 y 	 X ( 2 ) 	 son 
conjuntamente equicorrelacionados 	 (o 
equivalentemente, los vectores m — variados 
,Á» 	 ,,to Al' ,...,A i 	 y los vectores 	 m — variados 
X12) 9 • • • , 
AT (n2 ) 
	
son 	 conjuntamente 
2 
equicorrelacionados) si ellos tienen la siguiente 
matriz de covarianza conjuntamente 
equicorrelacionada 
cov [ Xr(h) ; X6) 1 
	
si h = 	 Y r = s 
	
si h = 	 Y r # s , 
si h # 
donde h,i = 0,1, 	 r = I, ••.,nh , 	 s =1,...,ni, y 
donde 111) y roe) son matrices simétricas 
definidas positivas, y Pin 	 r(2), y r son 
matrices simétricas. Esto es, la matriz de 
covarianza 	 del 	 vector 	 particionado 







r=I ® (r(i) r(1 i) )+ Jni,ni 	 r(1i) x(i) 	 ni 	 ro t
1",(1) x(2) = 1",(1) , (2) X = jn1 ,n2 ® 
siendo In, la matriz identidad ni x ni  
donde 
= r 	 ri 	 ,x(k) 
	
±Jnini 	 - nkr(A(k) + n210 ) 




o A(l) + J
ni,ni 	 IP X(i) 	 i 
con 
A(l) 
= (r1) - 
13w = 	 (r(;) + (ni - Dr1-1 
„ „ 
	
r(i) + 	 (ni - 	 - 
n. 
Esto es, para i = 1,2 y k = 3 — i, las matrices 
en (5) están dadas por 
Q-i,ni 1 = I 	 + J 	 D(i) 
donde 
	
A(í) = (Poi) 	 = (A() 
con 














± (ni -1) 1 )) 
= -(rg) -- 	
-1 
) 
-nkr(A(k) +nk B(k))ri 
I
rg) -nkr(A(k) nk B(1r1 
+(ni -1) 
-1 [rli ) -nkr(A(k) 	 + nkB(k))ri} 	 • 
(8) 
(Notar que aún para F(01) = F(02) , 	 F11) F(1 2) , 
(i.e. A0) = A(2) 	 B(i) 	 B(2) ), si n1 n2 es 
y, por lo tanto, 
~rx(i)rX(i) ,x(k)(2-1; 
= —(1 	 "1(' ) + J 	 Bu) ) ni ,ni 
( i n ® 




= 	 nk 0 A(i) ni (j) r , 	 ) 
(Ink ®A(k)+J„Ionk®D(k)) 
= n ® — (A(i) ni13(i) , k 	 ) 
F(A(k) +nkük) ). 
En consecuencia, 
(Q-1 
1 	 J 	 T 
' n2 
J„ ®V Q2-1 
'2' 
Q71 = 	 A(1) + J 	 D(i) 
ni 	 ni,ni 	 , 
T = (A(1) + n1 B
(1))F(A(2) + n2D(2)) 
Y 
V = —(A(2) + n2B(2) )I" (A(1) + ni D(1) ). 
Es importante notar que fr; depende de ni y 
n2. 	 Entonces, aún cuando 	 rol) (( = I,o2) , 
111) = 112) y 	 son matrices simétricas, si 
nl n2 es posible que T V, con T y 
matrices no simétricas, pero con T = V , porque 
rX debe ser simétrica. 
Usando la conocida expresión del determinante 
de una matriz particionada (Harville [3], teorema 




=1T (1) 1. 
x(2) — x(1) ,x(2) . x(1) . rx(1),x(2) 
= 	 (r(1) 
ni 
0 r(il) jnpni. F(11)1 
• In 2 ® G(2) + n2,n 	 Al2) 2 
(9) 
donde 
G(2) F(02) _F(12) 	 A(2) -i 
Y 
A(12) = F(12) niF (A0) 4_ niB(1))r. 
Esto es, 	 es el producto de dos 
determinantes obtenidos con la ecuación (3). 
3. ESTIMADORES DE MÁXIMA 
VEROSIMILITUD 
3.1 Matriz de covarianza equicorrelacionada 
Sea que el vector particionado nm — variado 
x = 	 tenga distribución normal 
multivariada con vector media µ X =1n 0 g Y 
matriz 	 de 	 covarianza 
rx = In (ro — ) «In Fi 	 Esto es, la 
función densidad f, del vector X es 
posible que 





=Dxh—K) r;c'(xh —Pix) 
o equivalentemente, L = L(ixxs , rx. ) dada por 
h=1 
N n 	 • 
Xh; j (A+ B) Xh; j 
2.4.1(x 	 (x —µx —N 
9 (270.Nririx il 
EQUICORRELACIÓN MULTIVARIADA 
fx(x41.,rix) 
i 	 \ exp— -- — 	 — ) 
(27r) 2 irx i2 
(10) 
Sean los vectores nm — variados X1 , • • • , XN  
una muestra aleatoria de tamaño N de la 
población con densidad (10), donde para 
h =1,...,N es Xh =(Xh;i , • • • , X hi ;h ) 	 con 
Xh;j =(Xh;jj ,...,Xh;i,m ) para j = 1,...,n. 
Entonces la función de verosimilitud 
L = L(j.t x , r ) está dada por 
LO-tx,rx 
= fXp...,XN (X1  - - XN ilx ,FX ) 
= 
N n  exp— (Xh  p,x 1"-x1 (xh —µx ) 
h=1 
Nmn 
 log (27r) —N logirx log(L) = 
2 	 2 
1,r,N 




2 	 2 
(- x. — 11x. FX. (x. 
(12) 
La matriz inversa F que aparece en (12) es, 
por (2), de la forma 
rxi = In 0 A+Jn OB, 
donde 
A=" 0 	 1 ) 1 
Y 
B = 	 (F 0 + (n — " 1 . 
Sea Xh; j = Xh;i  —1.1 y designe QN a la suma 
de formas cuadráticas de (12). Entonces 
mn 
(270 	 2 Ir XI 
L(1.1,,r x. ) 
= fx.(x.;11x.,1" x.) = fx.(x.; ro Ti) 
exp— 1(x. gx. 	 (x. — 	 ) 
(27r)Nr 	 1   
donde 
= 	 XN  , 
• 
=1N ®µx 
=1N 0(401.1)=1Nn Oli 
Y 
• =IN Fx 
=IN 
 ®(In ®(r0 — F1 ) -an or,) 
=4„, ®(r0 rl )-f-IN OJn ori. 
El logaritmo de la función de verosimilitud (la 
log-verosimilitud) es 
h=1 j=1 
N n n • 	 • 
Xh; j B Xh;i 
h=1 j=1 ji=1 
o sea, 
N n ( 	 • • 
QN =ZEtr (A+ B)Xh;j Xh;j 
h=1 j=1 
Nn n 	 . • 
-FEEEtr B X h;i Xh; j 
h=1 j=1 j*i=1 
N n 
=tr (A+ B)Elxh;i xh;i 
h=1 j=1 
(N n n . • 
+tr BIZE Xh;i Xh;j 
h=1 j=1 j#i=1 J 
• 
Notando que xh;i = Xh;j x + x — EL, donde x 











N n . 




Co 	 X)(Xki  
h=1 j=1 
Similarmente, notando que 
N n n 
— EZE(Xki — X) —1 
h=1 1=1 jW=1 	 2 
= 1± 1Ú '4 . — :Vh 	 X )] — ( Xis'i —X)} h=1 1=1 	 i=1 
n N n 	 N n 
=EZE(Xh;i — X) — EZ(Xh;i — X) 
j=1 11=1 f=1 	 h=l 1=1 
= O, 
resulta que 
N n n . 
Xh;i Xh;i 
h=1 j=1 j9ti=1 
N n n 
=EZE[(Xki — X ± X — 11) 
h=1 j=1fri=1 
(xh;i x+ x 11)1 
=q+Nn(n-1)(x—µ)(x-11) , 
donde 
N n n 
Ci =III (Xh;i X)(Xh;i 
h=1 1=1 j#i=1 
(14) 
(15) 
Entonces, la ecuación (13) se puede expresar 
como 
N 
(Xh — 11X )' FX1 (Xh — 1 X) 
h=1 
= tr((A+ B)C0 )+ tr(BCi ) 
+Nn • tr (Cx µ,)' (A + B)(x 
R. LEIVA & G. GAI 
( 
	
+Nn(n —1) • tr (x 	 BCx- — 
= tr(r;,1.c) 
+ [iNn ® (x — 11)1 v;(1. [iNn (x 11)1, 
con 
1 
C = I Nn 	 (C, 	 1 	 Ci ) 
	
Nn 	 n —1 
1 




donde Co y C1 están dados por (14) y (15), 
respectivamente. 
Como ni es definida positiva, el mínimo de la 
forma cuadrática que aparece en el lado derecho 
es alcanzado cuando p, toma el valor p, = X. 
Entonces, cuando 	 toma el valor 
= 1- Nn ® =1Nn ® x, la ecuación (12) se 
reduce a 





---1 log Irx 	 tr[1-31( Cl 
2 	 i 	 * I 	 2 	 * 
Por lo tanto, para maximizar esta última 
expresión con respecto a rx. es necesario 
encontrar el máximo de la expresión formada por 
el segundo y tercer términos. Usando el lema 
3.2.2 de Anderson [4], este máximo es alcanzado 
cuando Fx. = C, dada en (16), y la función de 
verosimilitud (11) evaluada en 	 y Fx. es 
L = LO.t x. ,Fx. 
= 	
Nnm ^ i 
(22r) 1- 2 1x. 2 
exp— Nn2m exp— Nn2  m  == 	  
7r) FX. (27r) Tx 2 
N'un ", 	 2 
2 




exp— 2tr[rxiC exp— lítr[INnm ] 
7r) 2 rixi, 
Nnm 	 2 
(2  
18 
X (" = (4i)1  ..., X (i) 
"2 
con 
Xh' ) = h 	 h1 	 * i = 
EQUICORRELACIÓN MULTIVARIADA 
   
L (1.1x. ,rx.  
= fx, (x.; 
  
„ 
In ®  ( —1"1) + gin F1 fx 
 
   
   
puede ser calculado usando (3). 
3.2 Matriz de covarianza conjuntamente 
equicorrelacionada 
Sea X el vector particionado (n1 + n2 ) M 
variado 	 X = (X(1)', X(2), , 	 donde, para 
i = 1,2, 
	
= (x(i) x(i) 	 para 	 j = 1, . . . , . 
• •	 j m 
Supóngase que X tiene una distribución normal 
multivariada 	 con 	 media 
11,1 = 	 12(l)  ,1n2 	 1.1(2) 	 y matriz de 
covarianza particionada Tx dada por (4). Esto 
es, la función densidad fx está dada por 
fx(x;i1x,rx) 
exp—«x—µx) rxi (X—µx ) 
	 , 
(27r) 2 11",1 1 2 
(17) 
Sea X1 , , XN una muestra aleatoria de 
tamaño N de la población con densidad (17). 
Esto es, los vectores 	 (n1 + n2 )m — 
variados X, , 	 XN son i.i.d. con 	 densidad 
común (17), donde, para h =1,...,N , 
Xh = 	 X(h2Y i es 	 tal 	 que 	 para 
X Y h;ni) con 
X(1) = (xh;j,15 (i) '•• ' Xh;j,m (i) 	 para j —1, 	 , ni . h;j  
Entonces, la función de verosimilitud 
L = L(.tx ,1" x ) está dada por 
L (µx ,rx )  
exp--Inv,=i(xh 
	
1""X (Xh 	 )  
Nm(tri+n2) 	 N 	 5 
(2k) 2 II" 
o equivalentemente,  
= fx. (x. ; F(01) ][11), r(02) F12)) 








X. = (X;,...,XN ) 
=1® , 
 
= 1 ®i' ®µ(1)' 
 N 	 ni  
Y 
Fx. = IN 01"x . 
Por lo tanto, la log-verosimilitud es 
log(L) 
Nm(n1 + n2 ) log( 
 2_ Ir) N — log Irx I 
2 	 2 
1 N  
xl (Xh ""-P,x ) 
2 h=1 
Nrn(nl + n2 ) log (27r) 1 log 
2 	 2 
1 (x. — ptx. ). 
La matriz ri-x1 en (18) es de la forma 
(Qi -1 Jn,n2 OTJ 
donde 
Q-1 = Irli 	 A(i) +Jni,ni 	 D(1) 
T = (A(1) ± niki) ) r (A(2) 4. n2D(2) 
Y 
V = —(.4(2) + n2B(2) ) r 	 +n1 D(1)). 
donde 	 A(' ) , B(' ) 	 y 	 D(i) 	 están, 




r--1  x = 
\* n2,ni ®V Q2 
—1 	 3 
19 
N n2 . (2) • (2)' 
(A(2) + B(2))ZE Xh;r Xh;r 
h=1 r=1 
Nn2 n2 • (2) .(2)' 
B(2) EZ 	 Xh;s Xh;r 
h=1 r=1 r#s=1 
N ni n2 . (2) .(1),  
TEEE Xh;r X h; j 
h=1 j=1 r=1 
(19) 
. (i) 
Para i = 1,2, el vector m — variado xh; j 
puede expresarse como 
• (i) 
donde x





(0 —(0 —(0 (i) 
Xh;j = Xh;i — X + X —  
—(0 	 1 N ni 
X = y rx(i 
i 
) 
Nn 	 ; • h=1 j=1 
n2  
—(1) —(1))1(—(2) 
= [Nni (x x 	 x — 	 = 0, 
r=1 
R. LEIVA & G. GAI 
(i) Sea 	 X h; j 	 Xh;. 	 (i) y 	 para 	 i =1,2, 
entonces, la suma de formas cuadráticas 
Q(x*) EI/V:=1(xh — -tx) 1"52(xh — ilx) 
= (x* — gx rX(x* — 12x.) 
puede escribirse como 
Y 
N ni 	 .(i) 
EZE Xh;k Xh;j 
h=1 j=1 j#k=1 
= C;`) + Nn,(n, — 1) 
(x—(i) —g(1) )(x—(i) 
Q(x.) donde 
= 
N n1 . (1) .(1)' — 
= tr (A(1) + B(1) )ZEXh; j Xh;j 
h=1 j=1  
N ni ni 
EZ ( 
h=1 v=1 v~=1 
(i) Xh; 	 (i) )(419v 	 (i) ) 
N ni 	 n1 	 . (1) . (1)' 
+tr 	 Xh;k Xh;j 




N n2 ni • (1) • (2)' 
urrE Xh;j Xh;r 
h=1 r=1 j=1 
N n2 n, • (1) . (2Y 
EL.   EXh,j Xh;r 
h=1 r=1 j=1 
Arf 	 • (h  2; r) x. ). 
h=1 j=1 r=1 
puede escribirse como 
N n2 ni .(1) • (2)' 
Xh;j Xh;r 
h=1 r=1 j=1 
	
= ±1 n2 	
x(1) _ x(1) 
x )(x/nr x 
1) 	 —(1) 	 (2) 	 (2)  




10))(x- 4. (2) 	 1(2))
, 
, 
h=1 r=1 j=1 
pues 
N n2 n,( 
	
—0))(—(2) 
EZE X1,1 ) 
 
h=1 r=1 j=1 
112 [N ni 
r=1 h=1 j= 
= EZ Xh. ; X (1) 	 (1) ) (.;.(2) — 1.1(2)  
1 
Entonces, operando análogamente a como se hizo 
para obtener (14) y (15), resulta que 	 Y N n2 n 




-`` ' 11(1))(x h(2) 
— 
".:x(2) = 0. EZ Xh;.1 	 h=1 r=1 j=1 
h=1 j=1 Por lo tanto, 
= Co(i) + Nn 	 () 	 (i) )(—(i) 	 ) x —1.1 	 X — p,(i) 	
N n2 	 . (1) • (2)' 




h=1 r=1 j=1 
N ni 
= IZ( 4,9.„ 	 )(X(hi 	 i) 	 (20) 	 = C(2'1) + Nn n (—(1) 	 (1) )(----(2) 	 (2) )' Co 
	
	









N n2 ni 
	
C(2,1) = ZEr ( .,( 1) _:(1))( 	 -1(2) 
'417; 	 11; r 	 ' 4' 
h=1 r=1 j=1 
(22) 
Y 
N ni n2 . (2) • (1)' 
Xh,r Xh; j 
h=1 1=1 r=1 
= c(1,2) 	 (-(2) 	 (2) ) (--(1) + ivni n 2 x 	 x 
donde 
C(1'2) = c(2,1) = 
N n1 n2  
ZIE 4 1 2 	 (i)  X ---X(1) . h;.1 
h=1 j=1 r=1 
En consecuencia, reemplazando las expresiones 
del lado derecho de (19), resulta que 
Q(x.) 
= tr [(A" ) + BOY)cr 
+tr [B" ) Ci" )1+ tr[UC (23)1 
+tr[(A(2) + B(2) )0)21 
+tr [B (2) Ci( 2)1+ tr[TC"' 2)1 
+ Nni (X (1) — 1" ) )'  
(A" ) + B" ) )(x (1) — pi" ) ) 
+Mi (ni —1)( —x (1) p,") )'  
13" ) X —1,1 ( —( 1) 	 (1) ) 
+ Nn 2ni ( —x (2) 11(2) )' U ( —x(1) — II" ) ) 
+ Nn 2 ( —X(2) - µ(2)  )t 
(A(2) + B(2) ) 	 11(2) 
+ Nn 2 (n2 —1)( —X(2) 1.1(2) ) 
B(2) (-X(2) 	 (2) ) - 1.1 
—(1) ir 
T  
) (-(2) ( 
+Nni n2 	 1.t " (x — 	 x 	 '2)  . 
(23) 
Sea C la matriz C = IN ®G, donde G 
está dada por 
/Ci 
T 	 ,„„, c(2,I) 
n2 ,n1 	 Nni n2  
(24) 
donde, para j =1, 2, 
( 
C = I 	 1 
	  Go 
+ njnj NnJ  (n —1)' 
con O/) 	 C1(j) y C(1'2) dados en (20), (21) 
y (22), respectivamente. Entonces los seis 
primeros términos del lado derecho de (23) son 
iguales a tr (r-,Lc) , 	 y los últimos seis 
términos pueden expresarse como la forma 





(1) (1) — 
x 	
— 
(2) (2)) _ 
	
( ,p, , 	 N 
( 





Como tr(1";(1C) no depende de µ(1) ni de 
11(2) y como I" x-1 es definida positiva, entonces 
el valor mínimo O de la forma cuadrática 
Z 	 Z es alcanzado cuando µ(1) y µ,(2)  
"(1) —(1) 	 (2) -(2) 
toman los valores µ= x y µ= x 
respectivamente. Por lo tanto, evaluando (18) en 
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log(L(.1 x ,1" x)) 
Ntn(n, + n2) 
log(27r) 
2 
--1 loglx — —1 tr[r' C ,I l 
2 	 * 2 * 
Usando nuevamente el lema 3.2.2 de Anderson 
[4], se concluye que el máximo de 
log(L(1,1x, Tx )) con respecto a rx. es  
alcanzado en rx„ = C, donde C está dada en 
(24). 
En consecuencia, la función de verosimilitud (11) 
evaluada en 1.ix. y Fx, es 
= L(Ax. ,rx.) 
exp— 2tr [F-  x.C1 
N(ni+.2)m  (27r) 2 rx. 
exp— z tr I N(ni+n2)m1 
(27r) 2 	 r X. 
Mni+.2). ^ 
nni 
 +n2  )m  
exp 
	 2  
N(nj+n2)m 
 (27, ) 2 	 X, 
exp 	 2 
N(ni +n2 )m 
N (9 ,-.2)m  
(27r) 
2 rx 
xl puede obtenerse usando (9). 
4. CONCLUSIONES 
I. El concepto de equicorrelación univariada, es 
decir, 	 el 	 de 	 variables 	 aleatorias 
equicorrelacionados ha sido extensamente 
analizado en la literatura para relajar el 
concepto de muestra aleatoria. Este concepto 
ha resultado ser de gran aplicabilidad para 
situaciones que se presentan en la realidad. 
Sin embargo, el concepto de equicorrelación 
de vectores aleatorios no ha sido explorado 
debidamente. 
2. En este trabajo, no sólo se presentan 
definiciones 	 precisas 	 de 	 vectores 
equicorrelacionados y de vectores 
conjuntamente equicorrelacionados, sino que 
también se establecen condiciones suficientes 
bajo las cuales existen las inversas de las 
matrices de covarianza de estos tipos de 
vectores. Con estos resultados y bajo el 
supuesto de normalidad se obtienen los 
estimadores máximo verosímiles de estas 
matrices de covarianza, lo que permitirá usar 
estos conceptos en problemas que se 
presentan en las aplicaciones de métodos 
estadísticos multivariados en las que suponer 
vectores no correlacionados no es apropiado. 
3. Este trabajo lleva a considerar futuras 
investigaciones para dar una solución global 
a estos problemas. En primer lugar se 
requiere encontrar tests que permitan docimar 
las hipótesis de equicorrelación que aquí han 
sido asumidas. En este sentido aparece como 
promisorio desarrollar tests de la razón de 
verosimilitud generalizada ya que para 
obtenerlos se podrían utilizar los resultados 
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