INTRODUCTION
Currently, one-third of the world's population is living in countries and regions with water resources' limitation (Bates et al. ) . Due to limited water availability, the management of water resources has become an increasingly pressing issue for decision-makers (e.g., China) ( Topography also affects most aspects of the water balance in a watershed, including the flow path followed by water as it moves down and through hill slope and the rate of water movement (David & Gregory ) . Moreover, a digital elevation model (DEM) can provide fundamental information for understanding the topographic control on the movements of water, sediments, and contaminants over a watershed. The general approach is to use topographic indices calculated from the DEM to measure the flow of water controlled by topography. Thus, the availability of a DEM is of great importance in the spatial extent of a hydrological model.
Previously, a number of algorithms were developed for performing various standard hydrological models using the DEM (Luo et In general, these studies were effective for investigating the effects of DEM resolution on hydrological models.
However, in real-world problems, uncertainties commonly exist in topography and their interrelationships could be extremely complicated in hydrological modeling (Arnold & Fohrer ; Huang et al. ) . For example, uncertainties involved in hydrological modeling could be related to the land surface and aquifer heterogeneity, physical properties of the geology system, and the interaction between surface and subsurface water systems. In fact, TOPMODEL is a rainfall-runoff model that bases its distributed predictions on the analysis of watershed topography. On the basis of these two assumptions, a short description of the basic modeling concepts is given. The down slope subsurface flow rate per unit contour length at any location i in the watershed q i (m 2 =h) is approximated as
where T 0 (m 2 =h) is the lateral down slope transmissivity when the saturated zone reaches the ground surface,
is the local soil moisture deficit, and m (m) is a scaling parameter controlling the rate of decrease in soil hydraulic conductivity with depth.
As the water table recharge and the soil transmissivity are assumed to be spatially constant, S i (m) can be 
where S i (m) is mean soil moisture deficit of the watershed, λ is the watershed average of the topographic index ln (α=β).
Unsaturated and saturated zone fluxes q v (m=h) are simulated as
where S uz (m) is the storage in the unsaturated zone,
is the local saturated zone deficit due to gravity drainage which is dependent on the depth of the local water Following the widely adopted practice, TOPMODEL calculates the actual evapotranspiration E a (m=h) as a function of potential evapotranspiration E p (m=h) and maximum root zone moisture storage deficit, S r max (m) in the case E a is not available directly, where S rz is the root zone moisture deficit
Basic inputs in TOPMODEL involve precipitation, potential evapotranspiration, and digital elevation data for channel routing and topographic index calculation. As discussed above, four important parameters present in the model, m, T 0 , t d , and S r max , need to be calibrated with observed discharge data.
The performance of TOPMODEL simulation is usually represented by the Nash and Sutcliffe efficiency coefficient (Nash) (Nash & Sutcliffe ) as it remains the most commonly used in assessing hydrologic modeling efficiency.
The SSE and SAE are the other two indices used to represent the performance of TOPMODEL. The coefficient standing for the goodness of fit between observed and simulated hydrographs can be defined as follows:
where n is the number of time steps, Q simi and Q obsi are the simulated and observed discharges at time i, respectively, and Q avg is the average observed discharge over the simulation period.
Fuzzy analysis
Fuzzy set optimization can be extended to situations involving subjective uncertainty. The value of membership function u (membership grade) describes the degree of acceptability from 'bad' to 'good' and varies from 0 to
1. An optimal choice can be considered as pattern recognition between an 'ideal alternative' and 'anti-ideal alternative'. Pattern recognition is a problem typical of fuzzy sets (Cheng ) . An optimal alternative is a satisfactory solution not an optimum solution restricted to a finite set of alternatives, and optimal rank of alternatives can be obtained by the membership degree of alternative.
In this study, it is supposed that the total number of objectives for model efficiency is m, and the total number of feasible alternatives under different DEM resolutions is n.
The finite alternative sets consisting of n candidate alternatives are A{A 1 , A 2 . . . , A n } and each alternative is described by the objective set B{B 1 , B 2 . . . , B m }. The decision matrix is represented by X ¼ (x ij ) m×n , where x ij is the ith objective value of alternative A j (j ¼ 1, 2, . . . , n). In determining satisfactory decisions among n alternatives, the decision matrix X should be transformed into a matrix of membership degree, such as the model efficiency. Thus, different types of objectives can be calculated using the following formula:
where x i max ¼∨ n i¼1 x ij , x i min ¼∧ n i¼1 x ij . For the 'high value' type of objective, the larger its value the greater is its membership degree relative to 'optimal' and it should be adopted with Equation (8), otherwise for the 'low value' type of objective one should use Equation (9). After transformation the matrix of membership degree is represented as: R(r ij ) m×n .
For the multi-objective decision-making problem with limited alternatives, the optimal alternative is relative and thus the ideal alternative is defined as:
. . , n. The optimal relative membership degree of each alternative can be obtained by minimizing the sum of its squared distances to ranking centers (Chen & Fu ) . The weighted distances is used to represent the distance between G to ranking B, and defined as
In Equations (10) and (11), w is a weight vector ¼ (w 1 , w 2 , . . . , w m ) T , P m i¼1 w i ¼ 1, w i > 0, and
If the membership degree of alternative A j relative to G is denoted by u j , then the one relative to B is 1 À u j , which gives the definition of synthetically weighted distance
To obtain the optimal solution, the synthetically weighted distance is minimized (Lee & Li ):
From Equation (13), u j can be obtained. According to the definition of membership grade, one knows that the bigger u j , the better the alternative is. Thus, the relatively optimal DEM resolution of TOPMODEL can be obtained.
DATA COLLECTION AND ANALYSIS
The catchments is used to generate the topographic index distribution required by TOPMODEL for the comparative study.
The five applied DEM resolutions were divide into two categories, 'fair resolution' category and 'coarse resolution' category, to better present the study results. The grid sizes less than 90 m belong to the former, while 150 m and above belong to the latter. 
RESULTS AND DISCUSSION

Comparison of modeling results
TOPMODEL is a rainfall-runoff model that bases its distributed predictions on the analysis of watershed topography.
As a result, DEM is a significant influence on TOPMODEL Table 2 . The predicted data (8) and (9), the decision matrix X is obtained, and from Equations (11) and (12) the matrix of membership degree is obtained. Because Nash, SSE, and SAE are all the efficiency indices of TOPMODEL, the weight vector is set as w ¼ (1=3, 1=3, 1=3 ). From
Equations (13) and (14), the membership grades under different DEM resolutions are represented in Table 4 .
The optimum DEM resolution of TOPMODEL is obtained through the assessment of model efficiency (listed in Table 4 and it also shows that DEM resolution has significant influence on hydrological models.
The developed system is limited by the hydrological data sources used, which have such short time series that are not sufficient for describing the long-term variation of the study area. Currently, the hydrological catchments cannot measure some peak flows caused by rainstorm. Consequently, future work can continue to focus on spatial calibration and validation of the modeling system. In addition, the DEM inputs may be associated with many uncertainties and biases, which may limit their applicability in a real-world hydrological context. The model solution would be more applicable if uncertainty analyses can be performed.
