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Abstract
We present a geometric interpretation of the operation a ⊕ b and the gyration on the unit-disc as
defined by A.A. Ungar. Using this geometric interpretation we show that the two known generaliza-
tions to the n-dimensional unit ball are identical. The interpretation in the plane leads us to the notion
of outer-median of a triangle and we discuss some possible properties of this median.
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Introduction
A. Ungar has developed the concept of a gyro-group (G,⊕) to describe velocities in
relativity theory. He has extended this concept to metric spaces and has used it, among other
things, to formulate a new Pythagorean theorem for hyperbolic geometry. His approach is
algebraic, supported by computer algebra. For his operations ⊕ we obtain a geometrical
decomposition in reflections. The decomposition lead to a construction of a  b using a
median of a certain triangle and of a ⊕ b using a, what we call, “outermedian”. We obtain
a geometric interpretation of the angle of gyration as a defect of a certain triangle. We
have a closer look at the properties of the outermedians of a triangle. Finally we use the
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are identical.
Preliminaries
The Möbius transformations z → az+b
cz+d that maps the open disc B
2 = {z ∈ C: |z| < 1}
one-to-one onto itself are precisely the maps with a = d¯, b = c¯ and |a| > |b|. So in partic-
ular, for each b ∈ B2, the map z → z+b
b¯z+1 leaves the open unit disk B
2 invariant. By thinking
of both the elements z and b as variable elements from B2 a binary operation
x ⊕ y = x + y
x¯y + 1
on B2 is extracted. And this is the binary operation (B2,⊕) which has been studied by A.A.
Ungar over several papers. It has a group-like structure. Let us mention the following:
(1) The element 0 ∈ B2 is the identity element, i.e., x ⊕ 0 = 0 ⊕ x = x, for all x ∈ B2.
(2) For each x ∈ B2 the element −x has the property: (−x)⊕ x = x ⊕ (−x) = 0.
(3) The operation ⊕ is non-commutative, and for each x, y ∈ B2 we have:
x ⊕ y = 1 + xy¯
1 + x¯y (y ⊕ x).
If we put γx,y = 1+xy¯1+x¯y then |γx,y | = 1 and A. Ungar noticed that the rotation Rx,y(z) =
γx,yz satisfies Rx,y(z1 ⊕ z2) = Rx,y(z1)⊕Rx,y(z1), i.e., Rx,y is a ⊕-automorphism. Prop-
erty (3) reads x⊕y = Rx,y(y⊕x). There are several interesting properties associated with
this rotation, for example:
(4) γx,y = 1 if and only if x and y are linearly dependent.
(5) The lack of associativity of ⊕ can be described in terms of γx,y , for we have
x ⊕ (y ⊕ z) = (x ⊕ y)⊕ γx,yz,
for all x, y, z ∈ B2.
A. Ungar called this particular group-like structure a gyro-group. We recall:
Definition 1. A groupoid (P,⊕,0,−) is called a gyro-group if for each pair (x, y) an
⊕-automorphism gyr[x;y] :P → P exists with the following properties:
(G1) x ⊕ y ∈ P ;
(G2) x ⊕ 0 = 0 ⊕ x = x;
(G3) x ⊕ (−x) = 0 = (−x)⊕ x;
(G4) x ⊕ (y ⊕ z) = (x ⊕ y)⊕ gyr[x;y](z),
(x ⊕ y)⊕ z = x ⊕ (y ⊕ gyr[y;x](z));
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(G6) gyr[0, y] = Id;
(G7) gyr[x ⊕ y;y] = gyr[x;y].
Note that a gyro-group has a group-like structure, except for the associative law. This
group-like structure of a gyro-group is exhibited in the following lemma.
Lemma 1. Let P be a gyro-group.
(1) The equation x ⊕ a = b has a unique solution x = b ⊕ gyr[b;a](a).
(2) The equation a ⊕ x = b has a unique solution x = (−a)⊕ b.
A. Ungar noticed that it is possible to define in any gyro-group an operation ab which
is dual to the operation a ⊕ b, dual in the following sense:
(a ⊕ b)−b = a, (a  b)⊕ −b = a.
(Note that the identity −a ⊕ (a ⊕ b) is always satisfied.) This can be done by:
a  b = a ⊕ gyr[a,−b]b.
There is one remarkable property of this dual operation: a  b = b a.
1. Geometry behind the ⊕-operation
The open unit disk B2 can considered to be the (Poincaré-model) hyperbolic plane
model and the Möbius transformations (that leaves B2 invariant) are precisely the orienta-
tion preserving isometries of this plane. From now we will write H2 for B2.
In particular, for each u ∈ H2, the map
ϕu(z) = z + u
u¯z + 1
is an isometry of H2. The line  passing through 0 and u is invariant under ϕu and ±u/|u|
are fixed points of ϕu. So it is clear that ϕu is the (hyperbolic) translation over the line 
over the ‘vector’ −−−−→(0, u) (since ϕu(0) = u).
But the translation ϕu :H2 → H2 is a product of two hyperbolic reflections, say S1 and S2,
where S1 and S2 are chosen as in the picture.
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derive formulas. A formula of S1 needs no explanation. Using the formula of the hyperbolic
distance ρ in H2 (ρ(0, u) = ln( 1+|u|1−|u| )) it is easy to verify that 1−
√
1−|u|2
|u|2 u is the hyperbolic
midpoint uM between 0 and u and that S2 becomes the inversion
z → M + r
2
|z −M|2 (z −M),
where M = 1
u¯
= u|u|2 and r =
√
1−|u|2
|u| .
1.1. Gyro-group operations in other planar geometries
Let us consider Euclidean geometry, spherical geometry and elliptic geometry. The for-
mula u⊕ v = S2(S1(v)) can be used as a definition in Euclidean geometry and one obtains
u ⊕ v = u + v. What about spherical geometry? Fix 0 ∈ S2 and define the—operation as
the point-reflection with respect to 0. It is clear that the formula u⊕ v = S2(S1(v)) cannot
be used as a definition. The reflection S2 that interchanges 0 and u is uniquely determined,
if u = 0. But if 0 and u are antipodal there is no useful definition of the reflection S1. And
in elliptic geometry? Fix the identity element 0. Here the problem is S2, as there are two
reflections that interchanges u = 0 and 0. In fact we have the following:
Theorem 2. There exists no continuous gyrogroup structure on the sphere and on the el-
liptic plane.
Proof. First the sphere S2. Assume such a continuous map ⊕ :S2 × S2 → S2 exist. Then
it is clear by the axioms that the both the maps y → y ⊕ 0 and y → 0 ⊕ y are the identity
map, i.e., S2 would admit a so-called H-structure. It is well known that S2 does not admit
such a structure.
Assume such a map ⊕ :P2 × P2 → P2 would exist, say with unit 0P . Consider the
standard covering map p :S2 → P2 and choose 0S ∈ S2 with p(0S) = 0p . The map
⊕ ◦ (p × p) : (S2 × S2, (0S,0S)) → (P2,0P ) can be lifted to a map ⊕∗ :S2 × S2 → S2
with ⊕∗(0S,0S) = 0S . Since the map x → ⊕∗(x,0S) on S2 is a lifting of the map
x → ⊕(x,0P ) = x on P2 and since ⊕∗(0S,0S) = 0S , it follows that ⊕∗(x,0S) = x, for
all x ∈ S2. In the same way we see that ⊕∗(0S, x) = x, for all x ∈ S2 and we have obtained
a H-structure on S2, i.e., a contradiction. 
2. Geometry behind the gyration
2.1. A geometrical description of the operation a ⊕ b
From now on we only discuss the situation in the hyperbolic plane. Fix a, b ∈ H2 and
consider the map ϕa(z) = z+a , the hyperbolic translation over the line through 0, a overa¯z+1
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But this gives a geometrical construction of the element a ⊕ b = ϕa(b):
“The point a ⊕ b is the point obtained by replacing the triangle 	(−a, o, b) parallel
over the line passing through the points −a, a to a triangle 	(o, a, a ⊕ b).”
Moreover, the second picture gives us the geometrical description of the rotation
gyr(a;b)).
Theorem 3. The rotation Ra,b = gyr[a;b] with the property a ⊕ b = gyr(a;b)(b ⊕ a) is
the rotation around 0 over the angle equal to the defect of the triangle 	(−a,0, b). The
rotation over this angle is clockwise iff the orientation 0 → −a → b → 0 is clockwise.
The statement: “γa,b = 1 if and only if a, b are (R)-linearly independent” becomes
geometrically completely trivial.
A closer look at the second picture gives another description of the operation a ⊕ b.
Note that the triangles 	(−b,0, a) and 	(0, a, a ⊕ b) are congruent and that the defect of
the quadrilateral (−b,0, a ⊕ b, a) is twice the defect of triangle 	(0, a, a ⊕ b) (= the
defect of triangle 	(0, a,−b)). It is easy to see that the triangles 	(−b,0, a ⊕ b) and
	(−b, a ⊕ b, a) are congruent, and this gives us the statement:
Theorem 4.
(1) The point a ⊕ b is obtained as the endpoint p of the median [−b,p] when the median
in triangle 	(−b,0, a) from −b is doubled in length.
(2) The point a ⊕ b is obtained as the endpoint p of the median [−b,p] when the median
in triangle 	(−b,0, a) from −b is extended in length until the triangle 	(−b,0,p)
has the same defect as triangle 	(0,−a, b).
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Let us consider the operation ab = a⊕gyr[a,−b]b, the dual operation. The following
formula for points on the disc is easily derived:
a  b = |a|
2|b|2 + 1
(|b|2 − 1)a¯ + (|a|2 − 1)b¯ .
What does this operation mean geometrically?
Let us observe first that gyr[a,−b] is the rotation over the angle of defect 	(−a,0,−b)
= defect	(a,0, b) with orientation 0 → −b → −a → 0, i.e., with orientation 0 → a →
b → 0. This makes it easy to construct the points b∗ = gyr[a,−b]b and a  b.
(1) First shift triangle 	(0, a, b) over the line (−a, a) to obtain the congruent triangle
	(−a,0,−a ⊕ b).
(2) Put a triangle congruence to triangle 	(0, a, b) twisted along triangle 	(−a,0,−a ⊕
b). This clearly is (see picture) triangle 	(b∗,−a ⊕ b,0), and we have obtained the
point b∗.
(3) To obtain a⊕b∗ = ab, clearly we must shift the line-segment [−a, b∗] over the line
(−a, a) to the segment [0, ab]. But let us translate the quadrilateral(0,−a, (−a)⊕
b, b∗) over this segment. Note that (−a)⊕ b is translated to b.
Similar as with the operation a ⊕ b we conclude:
Theorem 5.
(1) The point a b is obtained as the endpoint p of the median [0,p] when the median in
triangle 	(0, a, b) from 0 is doubled in length.
(2) The point a  b is obtained as the endpoint p of the median [0,p] when the median
in triangle 	(0, a, b) from 0 is extended in length until the triangle 	(0, b,p) has the
same defect as triangle 	(0, a, b).
Note that this construction makes the observation a b = b a geometrically obvious.
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The geometric constructions shows us that still a similar operation is possible in the
elliptic plane. But it is an operation, assuming 0 is already fixed, on two points a, b and on
a triangle on the points 0, a, b. (A triangle is a union of three segments that disconnects the
plane.) As there is a choice of segments, there is more than one triangle on three points.
The condition of disconnection implies that a triangle is fixed by the three vertices and two
segments. Since the segment [0,−a] is just the point reflection in 0 of [0, a] the triangle
	(o, a, b) determines the triangle 	(0,−a, b)! Therefore similar results can be obtained
in the elliptic plane, for example:
Assume a point 0 is fixed in P2. The point-reflection w.r.t. 0 is notated by σ(a) = −a. If
a, b ∈ P2 are given and a triangle 	(0, a, b) is fixed, then the point a ⊕ b can be defined
as the endpoint p of the median [−b,p] when the median in triangle 	(−b,0, a) from −b
is doubled in length. Moreover, a rotation about 0 over an angle equal to the excess of the
triangle 	(−a,0, b) will send a ⊕ b to b ⊕ a.
2.4. The Pythagorean theorem
We use ρ(a, b) to denote the hyperbolic distance between a and b. A.A. Ungar defined
a new metric on the hyperbolic plane, in the following way. If a, b ∈ H2 are two points
and ϕ is any isometry of the hyperbolic plane with ϕ(a) = 0, then the number |ϕ(b)| is
independent of the particular isometric map. If the map ϕ = ϕ−a is used, the translation
that sends a to 0, then ϕ(b) = (−a)⊕ b. We conclude:
δu(a, b) =
∣∣(−a)⊕ b∣∣
is a metric δu. (So: the Ungar length of the ‘hyperbolic vector’ −−−−→(0, b) is equal to the Euclid-
ean length of the vector −−−−→(0, b).) Note that:
ρ(a, b) = ρ(p,q) ⇐⇒ δu(a, b) = δu(p, q).
Lemma 6. A segment with Ungar length a has hyperbolic length ln( 1+a1−a ). A segment with
hyperbolic length ρ has Ungar length a = eρ−1
eρ+1 .
Proof. This follows from the following observation. If a ∈ R with 0  a < 1 then the
hyperbolic length of the segment [0, a] is ln( 1+a1−a ). Or equivalently, if the segment [0, a]
has hyperbolic length ρ, then a = eρ−1
eρ+1 . 
Moreover, Ungar observed that this particular metric, together with the operation ⊕,
satisfies the theorem of Pythagoras! For completeness we present his proof.
Theorem 7 [6]. If 	(A,B,C) is a triangle with −−−−−→(C,B) ⊥ −−−−−→(C,A) then:
δu(A,B)
2 = δu(C,A)2 ⊕ δu(C,B)2.
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δu(C,A)= δu(0, a)=|a|, δu(C,B)= δu(0, b)=|b| and δu(A,B)= δu(a, b)=|(−a) ⊕ b|.
We conclude:
δu(A,B)
2 = |−a ⊕ b|2 =
∣∣∣∣ b − a−a¯b + 1
∣∣∣∣
2
= |b − a|
2
|−a¯b + 1|2 .
But a⊥b so a¯b is purely imaginary, i.e., a¯b⊥1. But then |−a¯b + 1|2 = |a|2|b|2 + 1. The
identity |b − a|2 = |b|2 + |a|2 is obvious (as a ⊥ b) therefore:
δu(A,B)
2 = |b − a|
2
|−a¯b + 1|2 =
|a|2 + |b|2
|a|2|b|2 + 1 = |a|
2 ⊕ |b|2
= δu(C,A)2 ⊕ δu(C,B)2. 
Is there a geometrical explanation of this Pythagorean theorem in the hyperbolic plane?
We need the following lemma.
Lemma 8.
(1) If a, b ∈ R with 0 a < 1 and 0 b < 1, then a⊕b is the Ungar length of the segment
obtained by two segments of Ungar length a and b.
(2) If a ∈ R with 0 a < 1 then: if [0, a] has hyperbolic length ρ then the interval [0, a2]
has hyperbolic length ln(cosh(ρ)).
Proof. (1) The first interval is [0, a] with hyperbolic length ln( 1+a1−a ) and the second interval
is [a, b′] with Ungar length b and so of hyperbolic-length ln( 1+b1−b ). The interval [0, b′] has
hyperbolic length ln( 1+a1−a )+ ln( 1+b1−b ) and therefore
b′ = e
ln( 1+a1−a )+ln( 1+b1−b ) − 1
eln(
1+a
1−a )+ln( 1+b1−b ) + 1
=
1+a
1−a
1+b
1−b − 1
1+a
1−a
1+b
1−b + 1
= a + b
ab + 1 = a ⊕ b.
We read that the interval [0, b′] has Ungar length a ⊕ b.
(2) Clearly a = eρ−1
eρ+1 , so a
2 = (eρ−1)2
(eρ+1)2 and therefore the hyperbolic length of the interval
[0, a2] is
ln
1 + (eρ−1)2
(eρ+1)2
1 − (eρ−1)2
(eρ+1)2
= ln (e
ρ + 1)2 + (eρ − 1)2
(eρ + 1)2 − (eρ − 1)2 = ln
(eρ)2 + 1
2eρ
= ln(cosh(ρ)). 
But now we have the geometrical explanation of the Pythagorean theorem of Ungar. Fix
a triangle 	(P,Q,R) with −−−−−→(P,Q) ⊥ −−−−−→(P,R). Choose an isometric map ϕ with ϕ(P ) = 0,
ϕ(Q) = a and ϕ(B) = R. Again: δu(P,Q) = δu(0, a) = |a|, δu(P,R) = δu(0, b) = |b| and
δu(Q,R) = δu(a, b) = |(−a)⊕ b|.
The hyperbolic lengths of the segments [0, a] (or [P,Q]]), [0, b] (or [P,R]) and [a, b]
(or [Q,R]) are respectively A,B and C and the Ungar lengths are respectively Au, Bu
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δu(a, b)
2 = δu(0, a)2 ⊕ δu(0, b)2 ⇐⇒ Cu2 = Au2 ⊕Bu2
can be reformulated as:
ln cosh(C) = ln cosh(A)+ ln cosh(B) ⇒ cosh(C) = cosh(A) cosh(B)
and so it is purely a reformulation of the “classical” hyperbolic Pythagorean theorem. It is
obvious that the formulation Cu2 = Au2 ⊕Bu2 is charming.
3. Properties of the (outer)-medians
In the operations a ⊕ b and a  b the point 0 is a neutral element. Using our geometric
description of these operations, we can define similar operations with any given element as
a neutral element. This leads to the notion of “outer-median” of a triangle.
Definition 2. Let A, B and C be three noncollinear points in the plane and let C′ be the
point on the line AC such that A is midpoint of the segment C′C. If M is the midpoint of
the segment AB , then the line C′M is called an outer-median of the triangle 	(A,B,C),
and called “the outer-median on the A-side of AC”.
We picture the 6 outer-medians and 3 medians of a hyperbolic triangle 	(A,B,C).
In this section we want to have a closer look at the brush properties of the medians and the
so-called outer-medians of a triangle.
Notation.
(1) If A is a point, σA denotes the point-reflection in the point A.
(2) If a is a line, σa denotes the reflection in the line a.
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known that in the hyperbolic plane three lines are in a brush if and only if either they
have a point in common, or there exists a line perpendicular to all three the lines or
they are asymptotic to each other.
The picture above leads to the expectation of the existence of two types of brushes.
Obviously in the Euclidean geometry these are really brushes, but what in the hyperbolic
case?
3.1. Brush 1 in hyperbolic geometry
We need the following results.
Lemma 9.
(1) In a triangle 	(ABC) the line joining the midpoints of AB and CB , the midline, is
perpendicular to the perpendicular bisector of AC.
(2) Suppose M is the midpoint of AC in triangle 	(ABC). Let σ denote the point-
reflection in M and B1 = σ(B). Suppose the outer-median on the A-side of AC in
	(ABC) intersect AB respectively CB in P respectively Q and the outer-median on
the A-side of AC in 	(AB1C) intersect AB1 respectively CB1 in P1 respectively Q1.
Then the three lines PP1, BB1, QQ1 are perpendicular to the perpendicular bisector
of BB1.
Proof.
(1) Well known.
(2) Clearly, this is Desargue’s theorem applied to the triangles 	(PBQ) and 	(P1B1Q1).
The hyperbolic version of Desargue implies that the lines PP1, BB1, QQ1 are in a brush.
Since PP1, BB1 are perpendicular to the perpendicular bisector of BB1, so is QQ1. 
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Lemma 10 [3] (Gegenpaarungssatz). Assume a1, a2, a3, b1, b2, b3, c1, c2, c3, g are lines
satisfying the following properties:
(1) The lines a1, a2, a3 are in a brush,
(2) σa2σa1 = σb1σb2 and σa3σa1 = σb1σb3 ,
(3) ciaj ck are in a brush, for every permutation (i, j, k) of (1,2,3),
(4) c1, b1, g and c2, b2, g are in a brush.
(5) σc1σb1 = σc2σb2 .
Then: the lines c3, b3, g are in a brush.
Theorem 11. In a triangle 	(ABC) the two outer-medians to the two sides of AC and the
median in B have a point in common.
Proof. Consider the point-reflection σ in M , the midpoint of AC and put σ(	(ABC)) =
	(AB1C). Next we consider the outer-median of the segments AC, two w.r.t. the triangle
	(ABC) and two w.r.t. the triangle 	(AB1C). For the names of all relevant points of
intersection we refer to the coming picture. The outer-medians DR and D1Q intersect in
the point T and we will show that T is a point of the median BM .
The line  is the perpendicular bisector of the segment BB1 and the previous lemma im-
plies that the segments PP1, QQ1, RR1 and SS1 are perpendicular to . To apply the
“Gegenpaarungssatz” from the previous lemma we define the following lines.
a1 is the line through Q and Q1, a2 is the line through P and P1 and a3 is the line
passing through T perpendicular to .
b1 is the line through S and S1, b2 is the line through S and S1 and b3 is the line passing
through T1 perpendicular to .
Note that all the lines a1, a2, a3, b1, b2, b3 are perpendicular to  and σ(ai) = bi (i =
1,2,3). So the first two conditions of the lemma are satisfied.
If we put c1, c2 are the two outer-medians of triangle 	ABC, c3 is the line passing
through A and B and g is the line passing through B and C then it is easy to see that all
the conditions are satisfied.
We conclude from the lemma that the lines c3, b3, g are in a brush. Since c3 and g
passes through the point B , so does b3. So b3 is a line perpendicular to  containing B , i.e.,
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σ(B1) = B (and this is the median of triangle 	(ABC)), i.e., indeed, T is also a point of
this particular median. 
3.2. Brush 1 in elliptic geometry
As the gegenpaarungssatz is a result in absolute geometry, the previous result also holds
in elliptic geometry. There are two amusing situations. (For the letters see the figure in
Theorem 14.)
If 	(ABC) is a triangle with |A,C| = π/2, then clearly D = σA(C) = C. This means
that as lines the outer-median in D and the median in C are identical (not as segments) and
similar in A and D1 = σC(A) = A. So the point of intersection is just the standard median
point.
If 	(ABC) is a triangle with |A,C| = π/3, then clearly D = σA(C) = σC(A) = D1.
This means that as lines (not as segments) the outer-medians in D and D1 are identical, as
these lines have two points in common.
3.3. Brush 2 in hyperbolic geometry?
Next we investigate the possible second brush type. I must admit that it was a big sur-
prise to me that there is no second brush-type. To see this we need the Klein-model of
the hyperbolic plane. Recall that the Klein-model is a circular disc in which the hyper-
bolic lines are identical to the Euclidean lines. Moreover, two lines a, b are (hyperbolic)
perpendicular iff the pole Pb of b is an element of a. This model is especially nice
when studying brush-properties, since lines in the Klein-model are in a brush iff (the ex-
tensions of) the three lines in the projective plane have a point (possible at infinity) in
common.
The polar-property implies: if the Euclidean perpendicular bisector of a segment PQ con-
tains the midpoint of the disc, the Euclidean and the hyperbolic bisector coincide. But then
the Euclidean and the hyperbolic midpoint of PQ coincide.
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the triangle in the plane in such a way that the hyperbolic centre and the centre of the
disc coincide. Because of symmetry of the Klein-model the hyperbolic circle becomes an
Euclidean circle, and therefore we can use the previous argument and conclude that the
hyperbolic and Euclidean medians coincide.
This is part of the argument we need to show that there is no brush-2-type.
In fact we will show the following: Assume 	(ABC) is a triangle with a circumscribed
circle.
Let  denote the line passing through A perpendicular to BC. Then  is also perpendicular
to DE (with D = σA(C) en E = σA(B)).
We claim (in the hyperbolic case) that if there exist D1 on AC en E1 on AB such that:
(1) D1E1 perpendicular to  and
(2) the three lines D1M1,AM3 and E1M2 are in a brush, then the triangle 	(ABC)
must be isosceles (at A).
Note that the converse is trivial. If the triangle 	(ABC) is isosceles at A then the second
candidate brush-type is indeed a brush.
We return to the Klein-model of the hyperbolic plane. We consider a triangle 	(ABC)
with a circumscribed circle and shift the center of this circumscribed circle to the center of
the Klein-model. Using the pole of BC we can construct the line  and we can choose an
arbitrary line perpendicular to  with intersection point D1 and E1 as pictured. Assume the
three lines passing D1, M1, respectively A, M3, respectively E1, M2 are in a brush (have
a point in the projective plane in common). Then we can use Desargue to the triangles
	(M1M3M2) and 	(D1AE1). The lines passing through M1M3 and D1A have a point at
infinity in common and so have the lines through M2M3 and E1A. So the line of axially
perspective is the line at infinity and we conclude: the three lines are in a brush iff the lines
passing through M1M2 and D1E1 have a point at infinity in common. This is clearly the
case iff P is a point at infinity in which case  intersects the origin of the Klein-model,
the center of the circumscribed circle. Then  must be the perpendicular bisector of the
segment BC and the conclusion follows: |AB| = |AC|.
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In the papers [5] and [6] Ungar tried to construct similar gyro-group-structures on the
unit ball in any innerproduct space. His work involved software packages of computeral-
gebra as Macsyma and Mathematica. In [4] Maks presented such a generalization using
Clifford algebras. The question whether these structures where identical has not been
touched.
It is clear that the formula u⊕v = S2(S1(v)) can be used as a definition of the operation
u⊕ v in many situations.
4.1. Innerproduct spaces
Consider the unit ball B = {u: |u| < 1} of a innerproduct space (X, 〈 〉) and define:
u ⊕ v = S2
(
S1(v)
)
.
Here S1(v) = v − 2 〈u,v〉|u|2 u and S2 is the inversion w.r.t. the ball with center M = 1|u|2 u and
radius r with r2 = 1−|u|2|u|2 . Straightforward calculation shows:
u ⊕ v = S2
(
S1(v)
)= 1 − |u|2|u|2|v|2 + 2〈u,v〉 + 1v +
|v|2 + 2〈u,v〉 + 1
|u|2|v|2 + 2〈u,v〉 + 1u.
Next we must define the gyration gyr(u;v). Given u,v with 0 = u = v = 0 consider the
standard rotation in the Zu,v = (0,u,v)-plane sending v ⊕ u to u ⊕ v and this rotation is
extended to a rotation gyr(u;v) on B (as the identity on Z⊥u,v, etc.).
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foundation. His approach is, with all respect, rather mysterious to me and uses some type
of cross-products, but he obtains the same formula. That the axioms of the gyro-group
structure are indeed satisfied is done by Ungar, and we will not repeat it.
4.2. Generalizations to finite dimensional hyperbolic spaces
Next we consider a method using Clifford-algebras, as was introduces in [4] to obtain a
gyro-group structure on Hn. Let us recall some terminology in Clifford algebras. We write:
Rn = R ⊕ Rn−1. If {i1, . . . , in−1} is the standard base of Rn−1 and {1} the one of R then
each element x ∈ Rn can be written as: x = x01 + x1i1 + · · · + xn−1in−1.
The Clifford algebra Cl(n) is the algebra generated by {i1, . . . , in−1} with respect to the
operations (1) ij ik = −ikij (j = k) and (2) i2j = −1 (j = 1, . . . , n− 1).
Clearly, each c ∈ Cl(n) can be written as:
c = c01 +
∑
1j1···jkn−1
cj1···jk ij1 · · · ijk
Cl(n) is a vectorspace of dimension 2n−1 and Rn ⊂ Cl(n). We refer to the elements of
Rn ⊂ Cl(n) as “the vectors” of Cl(n), and for x = x01+x1i1+· · ·+xn−1in−1 ∈ Rn ⊂ Cl(n)
we see x01 as the real part Re(x) of x and x1i1 +· · ·+xn−1in−1 as the imaginary part Im(x).
Clearly: x = Re(x)+ Im(x). Standard maps on Cl(n) such as conjugation exist, just as in C.
But since the product is not commutative this must be done with some care.
Definition 3.
(1) The “grade involution” z → zˆ is the unique algebraic automorphism that extends the
map: îj = −ij (j = 1, . . . , n− 1),
(2) The “conjugation” z → z˜ is the unique algebraic anti-automorphism that extends the
map: i˜j = −ij (j = 1, . . . , n− 1),
(3) The “reversion” z → z∗ is the unique algebraic anti-automorphism that extends the
map: i∗j = ij (j = 1, . . . , n− 1).
Being an algebraic (anti-)automorphism, we have the following properties: (1) 1ˆ =
1 = 1˜, (2) ẑ1z2 = ẑ1ẑ2 and (3) z˜1z2 = z˜2z˜1.
Note that for vectors x = Re(x)+ Im(x) we have xˆ = Re(x)− Im(x) = x˜. Note also that
reversion fixes each vector x ∈ Rn and z∗ = ˜ˆz = ˆ˜z. For x ∈ Rn, |x| denotes the norm and it
is clear that xx˜ = |x|2. This implies that for x ∈ Rn: x−1 = x˜/|x|2. The following formula
for x,y ∈ Rn is useful: xyˆ + yxˆ = 〈x,y〉 ∈ R.
The Lipschitz-group G(n) denote the set of nonzero–products of vectors. It is possi-
ble to extend the norm to G(n), for if s = x1x2 · · ·xk , then ss˜ = x1x2 · · ·xk x˜k · · · x˜2x˜1 =
|x1|2|x2|2 · · · |xk|2. We can define a norm on s ∈ G(n) by: |s|2 = ss˜ and we conclude
that each s ∈ G(n) is invertible and s−1 = s˜/|s|2. A group homomorphism ‖ : (G(n), .) →
(R+, .) is defined!
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preserving orthogonal linear maps, we will say: rotations). More precisely, for each s ∈
G(n) the linear transformation s :Rn → Rn defined by s(x) = ŝ−1xs belongs to SO(n).
Note that for each λ ∈ R we have: s = λs. The subgroup
Spin(n) = {s ∈ G(n): |s| = 1}
is a two-fold covering of the group SO(n), the kernel of which is equal to {±1}.
The generators of the Möbius group M(R̂n) of Rn ∪ {∞} = R̂n can be described in
Clifford algebra language: (1) the dilations x → λx (λ ∈ R), (2) the rotations s(x) = ŝ−1xs
(s ∈ Spin(n)), (3) the translations x → x + y (y ∈ R), and (4) the inverse map x → x−1.
And to obtain the generalized Möbius group GM(R̂n) the reflection w.r.t. the hyperplane
1⊥: x → −xˆ is added as a generator.
Note that (2) implies that for each s ∈ Rn with |s| = 1 the map s(x) = sxs is a rotation.
(In general, when s ∈ Spin(n): s(x) = s∗xs.)
Theorem 12 [1]. Any Möbius transformation on R̂n can be written in the form
x → (ax + b)(cx + d)−1, where
(1) a,b, c,d ∈ G(n)∪ {0},
(2) ac˜,bd˜ ∈ Rn, and
(3) ad∗ − bc∗ ∈ R\{0}.
Lemma 13 [1,2].
(1) If u = 0 is a vector in Rn, then the map x → −uxˆu|u|2 is the reflection Su w.r.t. the hyper-
plane {0,u}⊥.
(2) If u,v = 0 are vectors in Rn with u = ±v and |u| = |v| then the unique rotation R
with the properties: (a) R(u) = v and (b) R(x) = x if x ∈ {0,u,v}⊥, is the rotation
R = (uˆ+vˆ)v = uˆ(u+v).
We are ready to derive a formula for the Möbius-map S2(S1(x)) in Clifford-algebra
terms. The formula for S1 becomes: S1(x) = −uxˆu|u|2 . The formula for S2 was:
S2(z) = M + r
2
|z − M|2 (z − M) = M + r
2(ẑ − M)−1,
where M = u|u|2 = uˆ−1 and r =
√
1−|u|2
|u| .
And so, some arithmetic in Clifford-algebra shows that the hyperbolic translation ϕu
becomes: ϕu(x) = S2S1(x) = (x + u)(uˆx + 1)−1, and therefore:
u ⊕ v = ϕu(v) = (v + u)(uˆv + 1)−1
and this is precisely the formula as obtained by Maks in [4].
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s ∼ s′ ⇒ s = s′ .) Using the previous lemma we conclude that to obtain the rotation
gyr[u;v] = s that sends v ⊕ u to u ⊕ v we must choose s equal to:
s = ((uˆ + vˆ)(vuˆ + 1)−1 + (uˆ + vˆ)(uvˆ + 1)−1)(u + v)(uˆv + 1)−1 ∼ (vˆu + 1).
We see that gyr[u;v] = (vˆu+1), the same formula as was obtained by Maks [4].
Theorem 14. The two gyro-group structures as defined by A.A. Ungar and J. Maks on the
unit ball of Rn are identical.
Proof. We have proved that both structures can be obtained using ϕu(x) = S2S1(x) and
u ⊕ v = ϕu(v). Also the gyration is defined in the same way. 
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