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Reading this Report 
This report is the result of an ongoing process of improving reporting on the progress in 
delivering on our mission and realizing our goals and thus communicating the value XSEDE 
brings towards enhancing the productivity of a growing community of scholars, researchers, and 
engineers. For a large, complex, highly-distributed project such as XSEDE, this is a considerable 
undertaking. This process has helped XSEDE improve as an organization and as a provider and 
broker of services to the compute- and data-enabled science and engineering research and 
education community. 
XSEDE reports on its activities and progress by using a metrics-based approach. Based on 
feedback from our review panels, advisory bodies, the NSF, and other stakeholders, we have 
defined KPIs (Key Performance Indicators) that measure progress toward our high-level 
strategic goals. 
The key concept is not that the metrics [KPIs] themselves have a direct causal effect on eventual 
outcomes, but rather that the metrics are chosen so that actions and decisions which move the 
metrics in the desired direction also move the organization in the direction of the desired outcomes 
and goals. 
KPIs at the project and Work Breakdown Structure Level 2 areas are intended to focus the 
attention of external stakeholders on what we believe to be the best (key) indicators of progress 
toward our long-term strategic goals. 
The Executive Summary (§1) is intended to effectively and concisely communicate the status of 
the project toward delivery of the mission and realization of the vision by reaching three 
strategic goals. Stoplight indicators (§1.1) are used to visually provide a quick understanding of 
our assessment of overall project progress with respect to the strategic goals in light of our KPIs. 
The Science, Engineering, & Program Highlights (§2) provide a small selection in a series of 
scientific and engineering research and education successes XSEDE has enabled. These 
successes are an ongoing testament to the importance of our services to the research 
community.  
The Discussion of Strategic Goals and Key Performance Indicators (§3) provides the next level of 
detail in understanding project progress. It decomposes the strategic goals into subgoals and 
discusses progress toward each of the sub-goals using KPIs that, where possible, represent 
measures of impact to the communities XSEDE supports.  
These first three sections take a project-wide view. A more detailed analysis of progress from 
the view of the areas responsible for supporting each of the sub-goals—and contributing toward 
the KPIs associated with those sub-goals—is provided by looking at each of the areas of the 
project in the remaining sections (§4, §5, §6, §7, §8, §9). These sections also contain area 
highlights and Key Performance Indicators (KPIs) that are deemed important, along with links to 
corresponding sections of the XSEDE KPIs & Metrics wiki page. The metric tables on the wiki 
page contain definitions, descriptions, and collection methodology information about each 
metric in the tables. When a new metric is added, table cells from previous reporting periods 
will contain an asterisk (*) to designate that data for that metric was not being collected or 
reported at that time. Prior to the RY2 Annual Report we have reported on metrics at the Work 
Breakdown Structure Level 3. Based on feedback from reviewers and discussion with the 
Cognizant Program Officer, we have discontinued this to reduce duplication and improve 
readability of the document. 
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Note that XSEDE Project Years (PY) run September-August and Report Years (RY) run May-April. 
The table below lists the schedule for Reporting Periods (RP) within each RY, including RY1 and 
RY6 which are slightly altered due to a shorter RY1 and a longer RY6.  
 
 RP1 RP2 RP3 RP4 (Included in Annual Report) 
Typical Schedule 
 




Period doesn’t exist 
due to shortened 
first year. 
Sept. 1- Oct. 31, 
2016 (Abbreviated 
due to shortened 
year)  
 
Nov. 1, 2016- Jan. 
31, 2017  
Feb. 1- Apr. 30, 2017 





May 1- July 31, 2017 Aug. 1- Oct. 31, 2017 Nov. 1, 2017- Jan. 
31, 2018 
Feb. 1- Apr. 30, 2018 






May 1- July 31, 2018 Aug. 1- Oct. 31, 2018 Nov. 1, 2018- Jan. 
31, 2019 
Feb. 1- Apr. 30, 2019 






May 1- July 31, 2019 Aug. 1- Oct. 31, 2019 Nov. 1, 2019- Jan. 
31, 2020 
Feb. 1- Apr. 30, 2020 






May 1- July 31, 2020 Aug. 1- Oct. 31, 2020 Nov. 1, 2020- Jan. 
31, 2021 
Feb. 1- Apr. 30, 2021 






May 1- July 31, 2021 Aug. 1- Oct. 31, 2021 Nov. 1, 2021- Jan. 
31, 2022 
Feb. 1- Aug. 31, 
2022 (Longer 
period included in 
Final Report) 
 
It is anticipated that this report is read in electronic form (PDF) using Adobe Reader®. There is 
extensive cross-linking to facilitate referencing content across the document. In general, all text 
that has blue underlining (e.g., §2) is clickable. Clicking on the underlined text will take you to 
the referenced section. These are set up to facilitate moving back and forth between the high 
level discussions in §1 and §3, to more detailed discussions regarding specific project areas and 
financial information in §4, §5, §6, §7, §8, §9.  
As noted, this represents an ongoing effort at improvement, and we welcome comments on how 
to improve any and all aspects of our reporting process. 
At the beginning of the XSEDE project, a Project Execution Plan (PEP) was submitted to and 
approved by NSF. Content in this and all preceding Interim Project and Annual Reports 
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supersede information submitted in the original PEP. The most recent version of the PEP can be 
viewed in Appendix 18 of this report and on the wiki.1  
 
1 https://confluence.xsede.org/display/XT/XSEDE+Project+Execution+Plan  
RY5 IPR14 Page 1 
1. Executive Summary 
Computing across all fields of scholarship is becoming ubiquitous. Digital technologies underpin, 
accelerate, and enable new, even transformational, research in all domains. Researchers continue to 
integrate an increasingly diverse set of distributed resources and instruments directly into their 
research and educational pursuits. Access to an array of integrated and well-supported high-end digital 
services is critical for the advancement of knowledge. XSEDE (Extreme Science and Engineering 
Discovery Environment) is a socio-technical platform that integrates and coordinates advanced digital 
services within the national ecosystem to support contemporary science. This ecosystem involves a 
highly distributed, yet integrated and coordinated, assemblage of software, supercomputers, 
visualization systems, storage systems, networks, portals, gateways, collections of data, instruments, 
and personnel with specific expertise. XSEDE supports the need for an advanced digital services 
ecosystem distributed beyond the scope of a single institution and provides a long-term platform to 
empower modern science and engineering research and education. As a significant contributor to this 
ecosystem, driven by the needs of the open research community, XSEDE substantially enhances the 
productivity of a growing community of scholars, researchers, and engineers. XSEDE federates with 
other high-end facilities and campus-based resources, serving as the foundation for a national e-science 
infrastructure with tremendous potential for enabling new advancements in research and education. 
Our vision is a world of digitally-enabled scholars, researchers, and engineers participating in 
multidisciplinary collaborations while seamlessly accessing computing resources and sharing data to 
tackle society’s grand challenges. 
Researchers use advanced digital resources and services every day to expand their understanding of 
our world. More pointedly, research now requires more than just supercomputers, and XSEDE 
represents a step toward a more comprehensive and cohesive set of advanced digital services through 
our mission: to substantially enhance the productivity of a growing community of scholars, researchers, 
and engineers through access to advanced digital services that support open research; and to coordinate 
and add significant value to the leading cyberinfrastructure resources funded by the NSF and other 
agencies. XSEDE has developed its strategic goals in a manner consistent with NSF’s strategic plan, 
Building the Future: Investing in Discovery and Innovation - NSF Strategic Plan for Fiscal Years (FY) 2018 
- 20222, NSF’s strategies stated broadly in the Cyberinfrastructure Framework for 21st Century Science 
and Engineering3 vision document, and the more specifically relevant Advanced Computing 
Infrastructure: Vision and Strategic Plan4 document. Though the latter two documents are now out of 
date for the NSF, in the absence of documents that supplant them, XSEDE continues to use them for 
general guidance until such time as successor documents are released. It should be noted here that 
three draft documents under the collective heading of Transforming Science Through 
Cyberinfrastructure: NSF’s Blueprint for a National Cyberinfrastructure Ecosystem for Science and 
Engineering in the 21st Century, distributed by NSF’s Office Director for the Office of Advanced 
Cyberinfrastructure, are currently available for public comment5. 
  
 Strategic Goals 
To support our mission and to guide the project’s activities toward the realization of our vision, three 
strategic goals are defined: 
 




RY5 IPR14 Page 2 
Deepen and Extend Use: XSEDE will deepen the use—make more effective use—of the advanced 
digital services ecosystem by existing scholars, researchers, and engineers, and extend the use 
to new communities. We will contribute to preparation—workforce development—of the 
current and next generation of scholars, researchers, and engineers in the use of advanced 
digital services via training, education, and outreach; and we will raise the general awareness of 
the value of advanced digital services. 
Advance the Ecosystem: Exploiting its internal efforts and drawing on those of others, XSEDE will 
advance the broader ecosystem of advanced digital services by creating an open and evolving e-
infrastructure, and by enhancing the array of technical expertise and support services offered. 
Sustain the Ecosystem: XSEDE will sustain the advanced digital services ecosystem by ensuring 
and maintaining a reliable, efficient, and secure infrastructure, and providing excellent user 
support services. XSEDE will further operate an effective, productive, and innovative virtual 
organization. 
The strategic goals of XSEDE cover a considerable scope. To ensure XSEDE is delivering on its mission 
and to assess progress toward its vision, XSEDE has identified key metrics to measure its progress 
toward meeting sub-goals of each of the strategic goals. These Key Performance Indicators (KPIs) are a 
high-level encapsulation of XSEDE’s project metrics that measure how well each sub-goal is met. 
Planning is driven by XSEDE’s vision, mission, goals, and these metrics—which are in turn rooted in the 
needs and requirements of the communities served. 
The key concept is not that the KPIs themselves must have a direct causal effect on eventual 
outcomes, or measure eventual outcomes or long-term impacts, but rather that the KPIs are 
chosen so that actions and decisions which move the metrics in the desired direction also move the 
organization in the direction of the desired outcomes and goals. 
Table 1-1 below shows the project’s progress toward the three strategic goals and associated sub-goals 
in RY4. Status icons are used in the table as follows: 
 
A green status is defined as a strategic goal for which at least 90% of the targets 
for all KPIs are met. 
 
A yellow status is defined as a strategic goal within which at least 60% of the 
targets for all KPIs are met.  
 
A red status is a strategic goal with less than 60% of the KPI targets met.  
 
A white status indicates there are currently no metrics tracked for this sub-goal or 
there is not complete data for any of the metrics tracked. 
Multiple indicators represent a strategic goal that has sub-goals for which there is incomplete data or 
that have metrics not currently tracked. In these cases, the second indicator is a qualitative assessment 
of the status provided in lieu of sufficient data or a formal metric being in place. 
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Table 1-1: Summary of Key Performance Indicators (KPIs) for XSEDE. 
Status  Sub-goals KPIs 
Strategic Goal: Deepen and Extend Use (§3.1) 
 
Deepen use (existing 
communities) (§3.1.1) 
● Number of sustained users of XSEDE resources and services via the 
portal 
● Number of sustained underrepresented individuals using XSEDE 
resources and services via the portal 
● Percentage of sustained allocation users from non-traditional 
disciplines of XSEDE resources and service 
 
Extend use (new 
communities) (§3.1.2) 
● Number of new users of XSEDE resources and services via the portal 
● Number of new underrepresented individuals using XSEDE resources 
and services via the portal 
● Percentage of new allocation users from non-traditional disciplines of 
XSEDE resources and services 
 
Prepare the current and 
next generation (§3.1.3) 
● Number of participant hours of live training delivered by XSEDE 
 
Raise awareness of the 
value of advanced digital 
services (§3.1.4) 
● Grand (aggregate) mean rating of XSEDE User Survey user awareness 
items regarding XSEDE resources and services 
● Number of social media impressions over time 
Strategic Goal: Advance the Ecosystem (§3.2) 
 
Create an open and 
evolving e-infrastructure 
(§3.2.1) 
● Total number of capabilities in production 
 
Enhance the array of 
technical expertise and 
support services (§3.2.2) 
● Grand (aggregate) mean rating of XSEDE User Survey satisfaction 
items regarding XSEDE technical support services 
Strategic Goal: Sustain the Ecosystem (§3.3) 
 
Provide reliable, efficient, 
and secure infrastructure 
(§3.3.1) 
● Mean composite availability of core services (%) 
 
Provide excellent user 
support (§3.3.2) 
● Mean time to ticket resolution (hours) 
● Mean rating of user satisfaction with allocations process and support 
services 
● Percentage of research requests successful (not rejected) 
 
Operate an effective and 
productive virtual 
organization (§3.3.3) 
● Mean rating of importance of XSEDE resources and services to 
researcher productivity 
● Percentage of users who indicate the use of XSEDE-managed and/or 
XSEDE-associated resources in the creation of their work product 
 
Operate an innovative 
virtual organization 
(§3.3.4) 
● Percentage of Project Improvement Fund funded projects resulting in 
innovations in the XSEDE organization 
● Mean rating of innovation within the organization by XSEDE staff 
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In grasping the scope of XSEDE’s activities, it is perhaps useful to liken XSEDE’s integrated set of efforts 
to that of a physical center supporting advanced digital services and research computing. In this case, 
research computing resources are operated and funded by separate NSF awards to Service Providers 
(SPs). XSEDE provides central services to complement and integrate those SP awards and resources 
into a common ecosystem and provides these services more efficiently and cost-effectively for NSF and 
the user community. XSEDE coordinates and supports education and outreach (CEE), front-line and 
advanced user support (CEE and ECSS), allocations review and processing (RAS), operation of shared 
enterprise services (Operations), and well-designed strategies for resource integration (XCI), all guided 
by common practices, communication, and administration (Program Office). XSEDE activities are 
logically organized across L2 (Work Breakdown Structure Level 2) areas to eliminate duplication of 
effort and allow effective management and focus; however, as with a physical center, each area depends 
on and supports the others in successfully completing XSEDE's mission and goals. And like a physical 
center, all parts of XSEDE are bound into a coherent and more effective whole by a shared set of values 
of the XSEDE project that bring synergy to the project: 
• A focus on people: people are the most valuable resource in the pursuit of knowledge. XSEDE 
creates a strong sense of coherent community, connecting the research community and the 
technical expertise they partner with from XSEDE to harness a set of coherent services and 
infrastructure. 
• Raising awareness of the value of advanced digital services: given that effective integration and 
coordination of advanced digital services within the national ecosystem to support contemporary 
science by nature makes that integration and coordination less visible, it is precisely the rich set 
of less visible cross-connections among the activities of XSEDE that make it much more than the 
sum of its parts and much more effective in the support of science and education. 
• Integrating and helping expand effective use of the national cyberinfrastructure across disciplines 
and across campuses: XSEDE is driven to bring the capabilities of the advanced digital services 
ecosystem to scholars, researchers, and engineers across all domains. XSEDE aids academic 
institutions across the US by providing resources and enabling more effective use and integration 
of local resources as part of the national cyberinfrastructure, better leveraging local investments 
in CI. 
• A significant, persistent, secure, and reliable environment for conduct of research: the highly 
integrated nature of XSEDE enables a coherent approach to creating a trusted and protected 
environment that provides a long-term platform to empower modern science and engineering 
research and education. The long-term lifespan of XSEDE means that researchers can plan 
activities and count on years of use of resources and support from XSEDE. 
• Accountability and transparency: while XSEDE has organized in alignment with its strategic goals 
that provide primary focus for each of the organizational units of the project, it is only through 
the unified management of the project that full accountability and transparency can be realized 
given the underlying cross-dependencies and synergies of the organizational units. 
Shared values are a social construct that XSEDE has developed over many years working with all its 
stakeholders. These values, in conjunction with the effective cross-organizational management 
techniques developed by XSEDE, enables XSEDE not only to articulate a vision of the future, but to 
demonstrate the trusted and dependable leadership necessary to make that vision a reality for the 
community. 
 Summary & Project Highlights 
The XSEDE project continues to provide significant value to the national research community by 
enabling high-impact scientific advances across a broad range of disciplines. In XSEDE’s continuing 
documentation of science success, a few key examples of efforts that have been enabled by XSEDE in 
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conjunction with our Service Provider (SP) partners have been selected. These are highlighted in §2 of 
this report and span a range of domains including: modeling plastic pollution, a new type of flame (a 
blue whirl), neutron star collisions, understanding diseases, and using AI to understand molecular 
motion. A continually updated collection of these successes is documented on the XSEDE website6. 
Adding value and expanding the value of NSF’s investment in advanced computing for the research 
community, nationally and internationally, is the focus of the portion of the XSEDE mission statement 
which reads, “coordinate and add significant value to the leading cyberinfrastructure resources funded 
by the NSF and other agencies.” This reporting period includes many examples of the project’s efforts to 
advance this mission. 
The XSEDE project continues to focus its efforts on being responsive to the needs of the academic 
research community and improving the experience of XSEDE users. Feedback from users, service 
providers, and other stakeholders is sought, encouraged, and considered valuable by the project. 
Included in this feedback are validations of the positive impact that XSEDE has had on community 
members. As an example, the following feedback was received by a participant of CEE’s student 
programs:  
“The XSEDE EMPOWER (Expert Mentoring Producing Opportunities for Work, Education, and 
Research) program impacted me academically by introducing me to the world of HPC. I was able to 
learn about parallel programs over a variety of systems. This experience motivated me to register for 
courses on parallel computing, GPU programming, and performance analysis. After graduation, those 
experiences helped me prepare for, and obtain my current role as a Software Tools Infrastructure 
Architect at Nvidia. Without the XSEDE EMPOWER program, I wouldn't have been exposed to as many 
topics in HPC or GPU architecture & programming especially. And without that exposure, I may not 
have been offered my current position. I feel very fortunate to have had access to the education 
provided by the XSEDE EMPOWER program. Additionally, XSEDE EMPOWER was the sole reason for 
my exposure to a research setting/environment. Without the program I would not have had the 
opportunity to contribute to research efforts at Portland State; that experience was invaluable.”  
    -Kobe Davis, EMPOWER participant from summer 2019 (Portland State University) 
During this reporting period, many activities were in areas of improved services and reliability, new 
service providers, and increased internal efficiencies.  
The XCI Team rolled out significant enhancements to XSEDE’s Research Software Portal and related 
discovery services by introducing elastic search capabilities, enabling enhanced Jetstream image 
discovery, and introducing HPC compute, storage, and visualization resource discovery. XCI also rolled 
out a significant improvement to the Community Software Area (CSA) capability enhancing how Service 
Providers advertise CSA support through the Resource Description Repository, how potential 
community Software Providers discover which resources support CSAs, and how users can discover 
community-provided software on XSEDE resources. In support of the community, XCI continues to 
work with domain communities to provide Jetstream virtual clusters, adding virtual clusters to support 
AMP, GeoGateway, and Delta science gateways. The team hosted a long-term and very beneficial multi-
week engagement with Arizona State University, providing feedback on cluster configuration, software 
management, policy development, and more. Regarding cybersecurity, Operations began a 
comprehensive security audit of XSEDE’s Amazon Web Services (AWS) resources. This audit, in 
collaboration with the SysOps group (§7.5), is being led by Ryan Walker, a recently hired NCSA security 
engineer. Ryan’s focus is on both general best practices for AWS and security architecture specific to 
XSEDE’s needs. Completion of the audit is expected in the early summer of 2021. Please see §6 and §7 
for additional details on XCI and Operations activities. 
 
6 https://www.xsede.org/science-successes 
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In December 2020 and January 2021, four new service providers were added to the XSEDE Federation. 
Johns Hopkins University, through the Maryland Advanced Research Computing Center (MARCC), was 
added as a Level 2 Service Provider. MARCC will provide an environment suitable for both traditional 
HPC and data-driven computing. Purdue University, through the Rosen Center for Advanced 
Computing’s Anvil system, was added as a Level 1 Service Provider. Anvil will be a large capacity 
computational resource with a comprehensive ecosystem of software, access interfaces, programming 
environments, and composable services in a seamless environment to support a broad range of current 
and future S&E applications of the nation’s research community. Texas A&M University was added as a 
Level 2 Service Provider. Texas A&M University will provide thirty percent of the NSF MRI (OAC-
2019129) FASTER (Fostering Accelerated Scientific Transformations, Education, and Research) 
instrument to XSEDE researchers via the XSEDE allocation process. The University of Kentucky was 
added as a Level 2 Service Provider.  
Two new resources, Pittsburgh Supercomputer Center’s (PSC) Bridges-2 system and San Diego 
Supercomputer Center’s Expanse system, were onboarded by XCI, Operations, and RAS. In addition, the 
KyRIC large-memory cluster at the University of Kentucky (UK) and the Open Storage Network (OSN) 
storage environment were both made available to users submitting Research allocation requests for the 
January 15, 2021 deadline. See §8 for more details. 
Internal to the project, an update to the Preliminary Transition Plan was submitted to NSF in January. 
The final, detailed Transition Plan will be completed in the final year of the project, after the successor 
for each of XSEDE services has been identified by NSF. CEE is leading the XSEDE Terminology Task 
Force, which was set up in July 2020 to understand and recognize potentially offensive terminology in 
XSEDE materials, and work across the organization to appropriately replace such terms in new and 
active materials. RAS implemented two significant updates to the XSEDE Resource Allocation Service 
(XRAS) Admin interface. In addition, RAS completed a redesign of the primary user interface for 
managing individual submissions, with the goal of improving the administrator's user experience. 
Lastly, two members of XCI staff, Shava Smallen and Tabitha Samuel, were selected to become XCI 
Deputy Directors, filling the role vacated by Craig Stewart’s retirement. 
Finally, PI Towns, representing XSEDE, approached the OpenMP Architecture Review Board (OpenMP 
ARB) in June 2020 and successfully encouraged them to deprecate a racially offensive term in the 
syntax of the specification. The discussion with the OpenMP ARB convinced them to make this change 
in the Open MP 5.1 specification that was approved in November 2020. This will have very broad 
impact across many domains and sectors as OpenMP has broad acceptance. OpenMP is managed by the 
OpenMP ARB, jointly defined by a broad swath of leading computer hardware and software vendors, 
including Arm, AMD, IBM, Intel, Cray, HP, Fujitsu, Nvidia, NEC, Red Hat, Texas Instruments, and Oracle 
Corporation.7  
 COVID-19 Contributions 
XSEDE continues to play a key role in the nation’s (and the world’s) response to the COVID-19 
pandemic. 
COVID-19 HPC Consortium:8 The Consortium continues to provide support to research addressing the 
COVID-19 pandemic. PI Towns and RAS Allocations Process & Policies (APP) L3 Manager Ken 
Hackworth continue in their respective roles as previously described in the XSEDE RY4 Annual Report 
with updates in IPRs provided subsequently. During this Reporting Period the number of allocations 
made via the Consortium has continued to decline, but requests continue to be submitted. As previously 
expected, as allocations made early in the process expire, new/supplemental requests are being 
submitted by the PIs. Also, as noted in previous reports, the Consortium has transitioned to “Phase II” 
 
7 https://en.wikipedia.org/wiki/OpenMP 
8 https://covid19-hpc-consortium.org/  
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which reflects guidance from the COVID-19 HPC Consortium Executive Board to more actively manage 
the portfolio of projects accepted by the Consortium. The Consortium is particularly, though not 
exclusively, interested in projects focused on: 
• Understanding and modeling patient response to the virus using large clinical datasets 
• Learning and validating vaccine response models from multiple clinical trials 
• Evaluating combination therapies using repurposed molecules 
• Epidemiological models driven by large multi-modal datasets 
Details are provided in a series of weekly reports submitted by Towns to NSF aggregating much of the 
information regarding not only efforts related to the Consortium, but also allocations made by other 
means. These should all be available in the record of the project at NSF and will not be repeated here.  
In total, as of January 31, 2021, the Consortium has received 187 requests through the XSEDE Resource 
Allocations System (XRAS) (10 new since the XSEDE IPR13). Of these, 97 (four new since IPR13) 
projects were provided access to resources with 44 (eight new since IPR13) of these being allocated on 
NSF resources. A complete list of active projects provided access via the Consortium is available on the 
Consortium’s Active Projects page. All projects allocated via the Consortium on resources typically 
allocated via XSEDE are also offered ECSS support to expedite their work. 
CEE’s Kelly Gaither and Maytal Dahan have continued their work with Dr. Lauren Meyer and the 
University of Texas at Austin COVID-19 Modeling Consortium to develop and deploy online interactive 
dashboards for decision support9. Dashboards have been developed to display the current spread of the 
virus. Current work is being done to provide decision-support tools for variant analysis and testing 
scenarios. Additionally, work will begin shortly for better distribution of vaccines, particularly to under-
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2. Science, Engineering, & Program Highlights 
This section provides a select set of science and engineering highlights as well as program highlights 
from the community of researchers with whom we collaborate. These are drawn from the most recent 
reporting period (RP3 of RY5). A complete collection of highlights can be found on the XSEDE website.10  
  Comet Supercomputer Enables 3-D Models of Fresh Water Plastic Pollution 
The transport of nine types of plastics floating in Lake Erie was modeled in two studies that used the 
Comet supercomputer, at the San Diego Supercomputer Center (SDSC) at the University of California 
San Diego, to compare a two-dimensional model with a new Great Lakes microplastic dataset and then 
develop the first ever three-dimensional mass estimate for plastic in Lake Erie. The studies were 
recently published in Marine Pollution Bulletin11 and the Journal of Great Lakes Research 12by 
researchers from Pennsylvania State University at Behrend and the Rochester Institute of Technology 
(RIT) (see Figure 1).  
"Allocations from the National Science Foundation's Extreme Science and Engineering Environment 
(XSEDE) on Comet allowed us to run three years of hydrodynamic simulations of Lake Erie that drive 
the transport of plastic particles within Lake Erie," said Matthew Hoffman, an RIT associate professor of 
mathematical sciences. "We don't have the computing infrastructure at my university to run these 
simulations efficiently, so having access to Comet enabled us to run state-of-the-art code that is not 
possible on our local desktops and laptops." 
Hoffman worked with Penn State-Behrend Chemistry Professor Sherri Mason, who led the collection of 
the sampling data that the modeling simulated. Mason's laboratory, which is located on the edge of Lake 
Erie, made sampling quite convenient. 
"Undergraduate students were heavily involved in this process," added Mason. "We used three different 
vessels (Niagara, Sea Dragon, and Sara B) to collect our samples, taking advantage of every opportunity 
afforded to us. We would hop aboard, collect our samples, then take them back to the lab for analysis. 
Such fieldwork is important to 
better understand how plastic is 
not only impacting our lake, but 
freshwater lakes around the 
world." 
There were more than six metric 
tons found on the surface and 
approximately 300 metric tons in 
the volume of the lake. The nine 
plastics involved with the study 
were polystyrene (PS), polyamide 
(PA; nylon), polymethylene 
methacrylate (PMMA; acrylic), 
polyethylene terephthalate (PET; 
polyester), polyoxymethylene 
(POM), polyvinyl chloride (PVC), 
polyethylene (PE), polypropylene 








Figure 1: According to the National Oceanic and Atmospheric Administration 
(NOAA), 75 percent of predicted worldwide plastic waste involves nine 
specific polymer types. These kinds of plastic were the focus of this model of 
Lake Erie completed using XSEDE allocations on SCSC’s Comet 
supercomputer. The plastic concentration is shown on a logarithmic scale, 
with light blue indicating lower concentrations and dark purple higher 
concentrations. Credit: M. Hoffman (Rochester Institute of Technology), S. 
Mason (Pennsylvania State University at Behrend).  
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This research was funded by The Burning River Foundation. Researchers were provided access to 
Comet via the National Science Foundation's Extreme Science and Engineering Discovery Environment 
(XSEDE) program under allocation TG-OCE150006. This research was published in Marine Pollution 
Bulletin and the Journal of Great Lakes Research. 
 Blue Whirl Flame Structure Revealed with Supercomputers 
Lightning struck a bourbon warehouse, setting fire to a cache of 800,000 gallons of liquor in the 
Bardstown countryside of Kentucky in 2003. Some of it spilled into a nearby creek, spawning a massive 
fire tornado, or "bourbonado," as reported locally.  
Their fire whirl investigations in the lab led them to find something that astonished them. The chaotic 
and dangerous fire whirl transformed into a tame and clean burning flame they call a "blue whirl." 
One of its discoverers is now on a science team using supercomputers allocated by the Extreme Science 
and Engineering Discovery Environment (XSEDE) to reveal the structure of the blue whirl, a new type 
of flame that consists of four separate flames. The scientists hope blue whirls can one day be used to 
burn fuels more cleanly. 
"The main finding of this new computational study is that we now know the main structure of the blue 
whirl," said Elaine Oran, professor and O'Donnell Foundation Chair VI, Department of Aerospace 
Engineering, Texas A&M University (see Figure 2). Oran is a co-discoverer of the blue whirl and a co-
author of a study on its structure published in PNAS, August 2020. "We know that it's a combination of 
many types of flames which come together and form themselves into probably the most ideal 
configuration for burning, which we had seen before." 
A blue whirl is akin to a spinning blue flame that looks like a child's toy top. Oran says the top of it has 
the same shape as the sorting hat from Harry Potter. Most of its burning is along a very bright blue rim 
which spins. 
The researchers used experimental data from the 2016 study that first discovered the blue whirl. The 
experimental setup consisted of two half-cylinders and a cylindrical stainless steel pan full of water. A 
liquid fuel, n-heptane, was poured on the surface of still water at the center of the pan and then was 
ignited. Two quartz half-cylinders were suspended over the pan. Offsetting the half-cylinders created 
two vertical slits that allowed air to be drawn tangentially to the flame region, a commonly used to 
create fire whirls for laboratory study. 
A chaotic pool fire formed at first. Cold air drawn into the chamber created a strong vertical flow next 
created a tall and intense fire whirl. Then, unexpectedly, it collapsed into the calm blue whirl flame 
structure. 
Supercomputer simulations helped 
tease out the blue whirl's structure, 
which turns out to be made of three 
types of flames. At bottom is a rich pre-
mixed flame, crowned on top with a 
purplish hat-shaped diffusion flame. 
The simulations revealed a hidden 
flame surrounding the purple haze, just 
outside the diffusion flame. The three 
flames combine into a triple flame that 
forms its bright rim. 
The scientists faced a few challenges in 
simulating the flames. 
 
 
Figure 2: Blue whirls are a swirling flame phenomenon that evolves 
from a chaotic fire whirl and burns with nearly soot-free combustion. 
Supercomputer simulations have revealed the flame structure and flow 
structure of the blue whirl. (A) Volume rendering of the heat release 
rate from the numerical simulations. (B) Schematic diagram that 
summarizes a final result of the blue whirl simulation showing the 
combination of three different kinds of flame. (C) Observed blue whirl. 
Photo credit: H. Xiao, University of Science and Technology of China. 
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"The blue whirl in the [laboratory] experiments evolved and developed by itself," Zhang said. There 
were limited diagnostics from the experiments that didn't give us enough conditions to use to start off 
the calculations. We started out with a numerical hunt." 
They developed new algorithms that could simulate low-Mach number flows efficiently and 
implemented the algorithms into a computational fluid dynamics code that solves the unsteady, 
compressible, reactive Navier-Stokes equations of flow. Using this code, they explored the effects of 
controlling parameters such as fuel and air inlet sizes and velocities. Eventually, they were able to 
capture the blue whirl in their simulations. 
The scientists were awarded supercomputer allocations on XSEDE, funded by the National Science 
Foundation. Through XSEDE, they made use of the Stampede2 supercomputer and the Ranch data 
storage system at the Texas Advanced Computing Center. 
The simulations for the numerical hunt and the final blue whirl simulation consumed 4 million CPU 
hours distributed over the Deepthought2 system from the University of Maryland; the Thunder system 
from the Air Force Research Laboratory; and Stampede2, accounting for about 23K node hours on its 
Skylake nodes. 
The researchers hope that further understanding of the blue whirl might help scientists develop ways 
to burn fuels more cleanly. "It can potentially be a new way to extract energy from traditional fossil 
fuels with minimal soot, reduced pollution, and environmental impact," Zhang said. 
Oran emphasized that serendipity played a big part in discovering the blue whirl phenomenon. 
Said Oran: "I think it's important to explore, follow your curiosity, and try out new ideas. If we had 
never seen, for example, the fire on the lake in Kentucky, when all of the bourbon spilled onto the lake 
there and lightning ignited it, and it formed fire whirls on the lake, we would never have found the blue 
whirl. Every time you look under the rug, you find something new. A new insect, a new flame." 
The study, "The structure of the blue whirl revealed," was published in the journal Science Advances 
August 12, 2020. The authors are Joseph D. Chung and Carolyn R. Kaplan, University of Maryland; Xiao 
Zhang and Elaine S. Oran, Texas A&M University. Study funding came from the National Science 
Foundation (grant CBET1839510); the Army Research Office (grant W911NF1710524); Minta Martin 
Endowment Funds in the Department of Aerospace Engineering at the University of Maryland; the 
Glenn L. Martin Institute Chaired Professorship and the A. James Clark Distinguished Professorship at 
the A. James Clark School of Engineering at the University of Maryland, and the TEES Distinguished 
Professorship of Texas A&M University for their support of this work. Research was also sponsored, in 
part, by the Army Research Laboratory and was accomplished under Cooperative Agreement Number 
W911NF-19-2-0307. Computational resources were provided by XSEDE allocation CTS180016. 
 Star Crash 
Collisions between neutron stars involve some of the most extreme physics in the Universe. The intense 
effects of vast matter density and magnetic fields make them computation-hungry to simulate. A team 
from the National Center for Supercomputing Applications (NCSA) used artificial intelligence on the 
advanced graphics-processing-unit (GPU) nodes of the XSEDE-allocated supercomputers Bridges at the 
Pittsburgh Supercomputing Center (PSC) as well as Stampede2 at the Texas Advanced Computing 
Center (TACC) to obtain a correction factor that will allow much faster, less detailed simulations to 
produce accurate predictions of these mergers. 
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Bizarre objects the size of a city but with more 
mass than our Sun, neutron stars spew 
magnetic fields a hundred thousand times 
stronger than an MRI medical scanner. A 
teaspoon of neutron-star matter weighs about a 
billion tons. It stands to reason that when these 
cosmic bodies smack together it will be 
dramatic. And nature does not disappoint on 
that count. 
Scientists have directly detected two neutron-
star mergers to date. These detections 
depended on two gravitational-wave-detector 
observatories. LIGO consists of two detectors, one in Hanford, Wash., and the other in Livingston, La. 
The European Virgo detector is in Santo Stefano a Macerata, Italy. 
Scientists who analyze the data collected by LIGO and Virgo would like to see the highest-quality 
computer simulations of neutron star mergers. This allows them to identify what they should be 
looking for to better recognize and understand these events. But these simulations are slow and 
computationally expensive. Graduate student Shawn Rosofsky, working with advisor E. A. Huerta at the 
National Center for Supercomputing Applications (NCSA) at the University of Illinois at Urbana-
Champaign, set out to speed up such simulations. To accomplish this, he turned to artificial intelligence 
(see Figure 3)using the advanced graphics processing units (GPUs) of the National Science Foundation-
funded, XSEDE-allocated Bridges supercomputing platform at PSC. 
Rosofsky set out to simulate the phenomenon of magnetohydrodynamic turbulence in the gasses 
surrounding neutron stars as they merge. This physical process is related to the turbulence in the 
atmosphere that produces clouds. But in neutron star mergers, it takes place under massive magnetic 
fields that make it difficult to simulate in a computer. The scale of the interactions is small and so 
detailed that the high resolutions required to resolve these effects in a single simulation could take 
years. 
Rosofsky wondered whether deep learning, a type of artificial intelligence (AI) that uses multiple layers 
of representation, could recognize features in the data that allow it to extract correct predictions faster 
than the brute force of ultra-high resolution simulations. His idea was to produce a correction factor 
using the AI to allow lower-resolution, faster computations on conventional, massively parallel 
supercomputers while still producing accurate results. 
Deep learning starts with training, in which the AI analyzes data in which the "right answers" have been 
labeled by humans. This allows it to extract features from the data that humans might not have 
recognized but which allow it to predict the correct answers. Next the AI is tested on data without the 
right answers labeled, to ensure it's still getting the answers right. 
Rosofsky designed his deep-learning AI to progress in steps. This allowed him to verify the results at 
each step and understand how the AI was obtaining its predictions. This is important in deep learning 
computation, which otherwise could produce a result that researchers might not fully understand and 
so can't fully trust. 
Rosofsky used the XSEDE-allocated Stampede2 supercomputer at the Texas Advanced Computing 
Center (TACC) to produce the data that is used to train, validate and test his neural network models. For 
the training and testing phases of the project, Bridges' NVIDIA Tesla P100 GPUs, the most advanced 
available at the time, were ideally suited to the computations. Using Bridges, he was able to obtain a 
correction factor for the lower resolution simulations much more accurately than with the alternatives. 
The ability of AI to accurately compute subgrid scale effects with low resolution grids should allow the 
 
Figure 3: The intense magnetic fields accompanying 
movement of matter from neuron-stars past each other 
causes increasingly complicated turbulence that is 
computationally expensive with standard simulation 
methods. In this time series, a deep learning AI provides a 
simulation of this process at a fraction of the computing time.  
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scientists to perform a large simulation in months rather than years. The NCSA team reported their 
results in the journal Physical Review D in April 2020. 
The AI computations on Bridges showed that the method would work better and faster than gradient 
models. They also present a roadmap for other researchers to use AI to speed other massive 
computations. 
Future work by the group may include the even more advanced V100 GPU nodes of the XSEDE-
allocated Bridges-AI system at PSC, or the upcoming Bridges-2 platform. Their next step will be to 
incorporate the AI's correction factors into large-scale simulations of neutron-star mergers and further 
assess the accuracy of the AI and of the quicker simulations. Their hope is that the new simulations will 
demonstrate details in neutron-star mergers that can be identified in gravitational wave detectors. 
These could allow observatories to detect more events, as well as explain more about how these 
massive and strange cosmic events unfold. 
The article, titled "Artificial neural network subgrid models of 2D compressible magnetohydrodynamic 
turbulence," was published in the April 2020 issue of Physical Review D13. Computational resources for 
this research were provided by XSEDE Allocation PHY160053. 
 High-Performance Computing Aids in Predicting Oil Dispersal During Spills  
According to the National Oceanic and Atmospheric Administration (NOAA), thousands of oil spills 
occur each year in the United States. Although the majority of incidents involve less than one barrel, the 
spills have wreaked economic and environmental devastation for decades. To better understand the 
fate of oil droplets for effective countermeasures, researchers recently created simulations using 
supercomputers, including Comet at the San Diego Supercomputer Center (SDSC) at UC San Diego and 
Bridges at the Pittsburgh Supercomputing Center (PSC). 
"We used the supercomputers to create high-fidelity, large eddy simulations of underwater oil blowout 
in water crossflow conditions," Daskiran explained. "The main goal was to understand the fluid 
dynamics and estimate the trajectory of different-sized oil droplets, which is important for the 
countermeasures following oil spill incidents.” The systems allocations were funded by the National 
Science Foundation Extreme Science 
and Engineering Discovery 
Environment (XSEDE) and provided the 
perfect resources for Cosan Daskiran, a 
postdoctoral researcher and senior 
engineer at New Jersey Institute of 
Technology (NJIT), to model studies on 
how oil dilutes under specific 
conditions (see Figure 4). 
Daskiran's XSEDE-allocated 
supercomputer simulations showed 
that large oil droplets rose faster and 
separated from the oil plume without 
spreading spatially much within the 
plume due to their higher individual 
buoyancy. Meanwhile, small droplets 
were trapped in a counter-rotating 
vortex pair, which is considered a 
signature of the jets in crossflow. 
 
13 https://www.hpcwire.com/20-hpcwire-awards-readers-editors-choice/  
 
Figure 4: Researchers from the New Jersey Institute of Technology 
recently published this supercomputer-enabled simulation detailing 
what happens when oil disperses during a water crossflow. They relied 
on Comet at the San Diego Supercomputer Center to conduct their 
simulations since the high-fidelity models need high spatial and 
temporal resolution of the turbulent flow structures which was 
achieved in a reasonable time using many nodes in parallel on Comet. 
Credit: Center for Natural Resources, New Jersey Institute of 
Technology. 
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Daskiran worked with Michel Boufadel, a professor at the Civil and Environmental Engineering 
Department at NJIT who has spent much of his career examining the dispersal of oil after a spill. The 
research team compared Daskiran's simulations with actual oil dispersal experiments before publishing 
their findings in the October 2020 issue of International Journal of Heat and Fluid Flow14. 
"We used Ohmsett, short for the Oil and Hazardous Materials Simulated Environmental Test Tank, here 
in New Jersey to create a life-like oil spill in a controlled environment," said Boufadel. "Ohmsett is 
operated by the U.S. Navy and provided us an environmentally safe place to conduct tests for this 
project." 
Specifically, the researchers conducted experiments that capture the main features of an oil jet by 
towing a pipe horizontally in the Ohmsett wave tank and then created simulations on Comet and 
Bridges based on this study. 
By incorporating the findings from predictive numerical simulations with experimental results into the 
models estimating oil droplet size distribution, the results were more accurate when dealing with an 
accidental oil spill. Some numerical models might have made simplifications that do not represent the 
actual physics of the problem, such as assuming that the oil concentration and mixture velocity are 
axisymmetric (depend only on the distance from the center of the plume), and drop off rapidly toward 
the edge of jet following a Gaussian or bell-shaped profile. 
"However, this is not the case," said Daskiran. "The formation of the counter rotating vortex pair (CVP) 
vortices changes the hydrodynamics dramatically, and the oil concentration and velocity do not have an 
axisymmetric, Gaussian distribution across the plume, assuming so will result in inaccurate estimation 
of the droplet size distribution which is important for the fate of oil droplets." 
Daskiran credited a great deal of the study's success to the XSEDE allocations on Comet and Bridges. 
"The supercomputers helped us see things in finer detail; for instance, to capture small flow structures 
(i.e. eddies in the turbulent flow), we needed a high spatial and temporal resolution of the flow which 
was achieved using many nodes on Comet and Bridges," he said. "The supercomputers were also good 
for large file sizes, but the main contribution of Comet and Bridges was using many nodes in parallel 
which decreased the simulation time and allowed us to see the details of the flow." 
The NJIT group, including Postdoctoral Research Associate Fangda Cui and Research Assistant 
Professor Xiaolong Geng, with the lead of Professor Boufadel, are also working on the transport of 
saliva droplets in an indoor environment (e.g. a supermarket) for COVID-19. The droplets were tracked 
using the team's in-house Lagrangian particle tracking code ‘NEMO3D' running on Comet. 
Understanding how saliva droplets travel within the indoor environment will be critical for national 
guidelines for controlling the spread of COVID-19, such as those created by the Centers for Disease 
Control and Prevention. 
Funding for this project includes XSEDE allocation BCS190002; the authors also acknowledge support 
by the Department of Fisheries and Oceans (DFO) Canada through Multi-Partner Research Initiative 
(MECTS-39390783-v1-OFSCP), and funding from the Center for Offshore Oil and Gas Environmental 
Response, or COOGER. 
 XSEDE Allocations Lead to Multiple HPCWire Awards 
Multiple research projects carried out on XSEDE allocations were recognized via the HPCWire Editors' 
and Readers' Choice Awards at the Supercomputing (SC) 20 conference this year, including research 
allocated via the COVID-19 HPC Consortium15, whose allocations process is administered by XSEDE 
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"XSEDE has been a recipient of HPCwire awards 
for several years and this has not only allowed 
the recognition of our partners, but also 
recognizes the role of organizations such as 
XSEDE play in catalyzing research," said John 
Towns, principal investigator of the XSEDE 
Project. "The awards are viewed as prestigious by 
the broader advanced computing community, and 
XSEDE is honored to be associated with these 
excellent efforts." 
The awards, annually distributed at the SC 
Conference, highlight the best of the current HPC 
landscape, from academia to industry to research 
and everything in between. You can read the full 
list of winners here, via HPCWire.16 
Watch more about each XSEDE award below, and 
read each press release from our partner 
institutions here: 
National Center for Supercomputing Applications17 / Pittsburgh Supercomputing Center18 / San Diego 
Supercomputer Center19/ Texas Advanced Computing Center20 
Allocated via XSEDE 
• Editors' Choice Award: Best Use of HPC in Energy (SDSC / TACC) 
• Editors' Choice Award: Best Use of HPC in Physical Sciences (NCSA / PSC / TACC)  
Allocated via the COVID-19 HPC Consortium 
• Editors' Choice Award: Best Use of High-Performance Data Analytics & Artificial Intelligence (PSC)  
 Online Supply Chain Tool Available to Authorities, Public Thanks to XSEDE 
Resources  
Supply chains of goods like food, fuel, and water have created wealth and greatly reduced human 
hunger. But they also bring with them vulnerabilities, when supplies are disrupted by natural disasters, 
human conflicts, or sudden demand. Using the XSEDE-allocated Bridges supercomputing platform at the 
Pittsburgh Supercomputing Center (PSC), scientists at Northern Arizona University (NAU) are 
expanding their online tool for studying supply chains and are rolling out a program for sharing it with 
other researchers, governments, and members of the public. 
When it comes to getting what you need, the modern, connected world cuts both ways. It gives us 
tropical fruit in the dead of winter. It means crop failures in the U.S. no longer lead to widespread 
 
 
16 https://www.hpcwire.com/20-hpcwire-awards-readers-editors-choice/  
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starvation. But it also means that, in 
the beginning of a pandemic, you may 
not be able to get medications or 
medical equipment from the opposite 
side of the world any more. 
When it comes to supply chains of 
critical goods - which can be anything 
from water to food to fuel to 
medicines to computer chips - it isn't 
always easy to see in a timely way 
how a sudden bottleneck can affect 
our ability to bring what we need to 
where we are. 
That's why Benjamin Ruddell and 
Richard Rushforth of NAU developed 
a set of National Science Foundation (NSF)-funded online tools called FEWSION. The first of its kind to 
integrate data for many national supply chains in one package, this freely available collection of 
software and databases can help authorities decide whether an impending trade war with a foreign 
country will produce a critical shortage in the U.S. It can help governors tell whether a storm barreling 
down on Houston could disrupt gasoline supplies in their states. It can help a rural county determine 
how well its water supplies would hold up in a drought - and identify alternative sources. 
But the first version of FEWSION had limitations. For one thing, it couldn't trace supply chains over 
time. It also consumed all the time the team was able to get on computing resources at NAU. To take 
FEWSION to the next level, the collaborators needed vastly more computing power. 
Adding features such as time tracking created a vast increase in the amount of data FEWSION (see 
Figure 5) would have to handle. The data approached the petascale, involving quadrillions (1 followed 
by 15 zeros) of data elements. Handling that volume of information smoothly, for users without heavy 
technical training, was going to be a computational challenge. With help from the XSEDE Extended 
Collaborative Support Service and the flexibility of accessing a number of systems - including Bridges at 
PSC and Wrangler, Ranch and Stampede2 at the Texas Advanced Computing Center - through an XSEDE 
allocation, they were able to select Bridges as the best fit to handle the massive datasets that they 
needed. 
The Bridges-powered expansion of FEWSION has enabled the NAU team to begin deploying FEWSION 
for Community Resilience NetworkTM (F4RTM), a citizen-led effort to collect supply chain data for critical 
supplies and make it available for public use. This unique tool will allow individual citizens, nonprofit 
organizations, companies, and governments to study and understand the local "last-mile" supply chains 
of specific interest to them. Another important tool is the team's mesoscale FEW-ViewTM tool, a 
mapping interface for FEWSION that displays supply chain analysis for entire cities and communities. 
Using map-based tools, FEWSION showed the NAU collaborators how, for example, the city of Flagstaff, 
where NAU is based, depends on food from outside its region. Cattle ranges nearby produce beef, and 
the area has regional factories that produce lots of dog food and, of all things, ice cream cones. For 
about one month, and in a good year, local producers supply a bumper crop of apples. Of course, these 
products alone can't feed the area, and getting other food products depends in part on exporting those 
goods. Importantly, the analysis shows where the weak links are and how the region can guard its food 
supplies by identifying alternative sources. 
The NAU scientists are preparing a series of papers on their Flagstaff analysis. They've used FEWSION 
for papers on the fresh-water supply throughout the U.S., analyzing the cost of both direct water use 
and costs through agricultural and industrial uses, including methods for improving water use, which 
 
 
Figure 5: A screenshot from FEW-View, FEWSION’s mapping interface, 
showing sources of energy flowing into the Commonwealth of 
Pennsylvania.  
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you can read here21, here22, and here23. They've also contributed to a paper on how beef-production 
water use affects wild fish populations, here24. 
Through F4R, they're also recruiting new communities, adding new research collaborators and offering 
consultation to communities and local and regional governments on how to use FEWSION. You can find 
more information about F4R here25. Computational resources were provided via XSEDE Allocation 
ECS200006. 
 San Diego Supercomputer Center’s Comet Aids in Sickle Cell Research 
Discovery 
Although there has yet to be a cure developed for sickle cell disease, researchers recently used National 
Science Foundation's Extreme Science and Engineering Discovery Environment (XSEDE) allocations to 
create detailed simulations on the Comet system at the San Diego Supercomputer Center (SDSC) 
showing how these stiff red blood cells flow through blood vessels, deforming and colliding along the 
way (see Figure 6).  
The study, recently published in the Physical Review Fluids journal26, reveals new information regarding 
the ways in which sickle cells collide with one another as well as healthy cells and blood vessel walls. 
"Our new simulations showed how the motions of sickle cells near vessel walls generate large forces," 
explained the study's Principal Investigator Michael Graham, a professor of chemical and biological 
engineering at the University of Wisconsin - Madison. "The forces caused by these sickle cells impact 
healthy cells on the blood vessel walls, which in turns causes inflammation." 
In particular, Graham said the group's simulations provided evidence regarding damage to healthy cells 
lining blood vessels, but the origin of this damage had not been well understood. "Large-scale shared 
computing resources such as Comet open doors to doing simulations that could not be done with the 
resources of an individual research group," he said. 
Graham collaborated with Wilbur Lam, a physician and biomedical engineer at Emory University and 
the Georgia Institute of Technology. "We are grateful for being able to use supercomputers like Comet to 
help us better illustrate, and hopefully come closer to a cure for, sickle cell disease," said Lam, who is 
also a pediatric hematologist at the Aflac Cancer and Blood Disorders Center of Children's Healthcare of 
Atlanta, which has the largest pediatric 
hematology program in the United 
States. 
Last year, Lam's dedication to sickle 
cell disease research was recognized 
by the Atlanta Business Chronicle as a 
finalist for the Health Care 
Innovator/Researcher Award in the 
Annual Health Care Heroes Awards. In 
addition to his collaboration with 
Graham on these latest supercomputer 
simulations, Lam developed a non-




23 https://doi.org/10.1029/2019WR026190  
24 https://doi.org/10.1038/s41893-020-0483-z 
25 https://fewsion.us/f4r/ 
26 https://journals.aps.org/prfluids/abstract/10.1103/PhysRevFluids.5.053101  
 
Figure 6: Researchers used XSEDE allocations on SDSC’s Comet 
supercomputer to simulate the forces caused by sickle sells upon vessel 
walls. These snapshots show a front view of healthy red blood cells 
(red) and sickle red blood cells (blue) as they are distributed during 
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anyone at risk for that condition, including sickle cell disease patients, to send an image of their 
fingernails to measure their hemoglobin levels and determine whether they need to seek medical care. 
To learn more about the work of Graham, Lam, and their colleagues, an additional article is available 
here27. Computational resources were provided by XSEDE Allocations MCB190100 and CTS190001. 
 Supercomputers Simulate New Pathways for Potential RNA Virus Treatment 
University of New Hampshire (UNH) researchers recently used the XSEDE-allocated Comet at the San 
Diego Supercomputer Center (SDSC) and Stampede2 at the Texas Advanced Computing Center (TACC) 
to identify new inhibitor binding/unbinding pathways in an RNA-based virus. The findings could be 
beneficial in understanding how these inhibitors react and potentially help develop a new generation of 
drugs to target viruses with high death rates, such as HIV-1, Zika, Ebola, and SARS-CoV2, the virus that 
causes COVID-19. 
"When we first started this research, we never anticipated that we'd be in the midst of a pandemic 
caused by an RNA virus," said Harish Vashisth, associate professor of chemical engineering at UNH. "As 
these types of viruses emerge, our findings will hopefully offer an enhanced understanding of how viral 
RNAs interact with inhibitors and be used to design better treatments." 
Similar to how humans encode their genome using DNA, many viruses have a genetic makeup of RNA 
molecules. These RNA-based genomes contain potential sites where inhibitors can attach and 
deactivate the virus. Part of the challenge in drug development is that variations or mutations in the 
viral genome may prevent the inhibitors from attaching. 
In their study, recently published in the Journal of Physical Chemistry Letters28, Vashisth and his team 
created molecular dynamics simulations using the Comet and Stampede2 supercomputers to look 
specifically at an RNA fragment from the HIV-1 virus and its interaction with acetylpromazine, a small 
molecule that is known to interfere with the virus replication process. 
The scientists focused on the structural elements from the HIV-1 RNA genome because they are 
considered a good model for studying the same processes across a wide range of RNA viruses (see 
Figure 7). These simulations enabled them to discover the pathways of the inhibitor unbinding from the 
viral RNA in several rare events - which are often difficult to observe experimentally - that 
unexpectedly showed a coordinated movement in many parts of the binding pocket that are the 
building blocks of RNA. 
Thanks to the National Science Foundation's (NSF) Extreme Science and Engineering Environment 
(XSEDE) allocations on Comet and Stampede2, the researchers were able to run hundreds of simulations 
at the same time to observe what are 
called rare base-flipping events 
involved in the inhibitor 
binding/unbinding process that 
provided the new details of the 
underlying mechanism of this process. 
"Our hope is that this adds new 
possibilities to a field traditionally 
focused on static biomolecular 
structures and leads to new 
medications," Vashisth said. 
 
27 https://www.engr.wisc.edu/news/using-fluid-dynamics-to-understand-a-troubling-disease/ 
28 https://pubs.acs.org/doi/10.1021/acs.jpclett.0c01390  
 
Figure 7: Structural changes in RNA on drug binding/unbinding. Credit: 
Lev Levintov, University of New Hampshire. 
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Funding for this study was provided by NSF (CBET-1554558) and NSF (OIA-1757371). Access to Comet 
and Stampede2 was provided by NSF XSEDE Allocation MCB160183 
 Targeting the Deadly Coils of Ebola 
In the midst of a global pandemic with COVID-19, it's hard to appreciate how lucky those outside of 
Africa have been to avoid the deadly Ebola virus disease. It incapacitates its victims soon after infection 
with massive vomiting or diarrhea, leading to death from fluid loss in about 50 percent of the afflicted. 
The Ebola virus transmits only through bodily fluids, marking a key difference from the COVID-19 virus 
and one that has helped contain Ebola's spread. 
Ebola outbreaks continue to flare up in West Africa, although a vaccine developed in December 2019 
and improvements in care and containment have helped keep Ebola in check. Supercomputer 
simulations by a University of Delaware team that included an undergraduate supported by the XSEDE 
EMPOWER program are adding to the mix and helping to crack the defenses of Ebola's coiled genetic 
material. This new research could help lead to breakthroughs in treatment and improved vaccines for 
Ebola and other deadly viral diseases such as COVID-19. 
"Our main findings are related to the stability of the Ebola nucleocapsid," said Juan R. Perilla, an 
assistant professor in the Department of Chemistry and Biochemistry at the University of Delaware. 
Perilla co-authored a study published in October 2020 in the AIP Journal of Chemistry Physics. It 
focused on the nucleocapsid, a protein shell that protects against the body's defenses the genetic 
material Ebola uses to replicate itself. 
"What we've found is that the Ebola virus has evolved to regulate the stability of the nucleocapsid by 
forming electrostatic interactions with its RNA, its genetic material," Perilla said (see Figure 8). "There 
is an interplay between the RNA and the nucleocapsid that keeps it together." 
The study by Perilla and his science team sought the molecular determinants of the nucleocapsid 
stability, such as how the ssRNA genetic material is packaged, the electrostatic potential of the system, 
and the residue arrangement in the helical assembly. This knowledge is essential for developing new 
therapeutics against Ebola. Yet these insights remain out of reach even by the world's best experimental 
labs. Computer simulations, however, can and did fill that gap. 
"You can think of simulation work as a theoretical extension of experimental work," said study co-
author Tanya Nesterova, an undergraduate researcher in the Perilla Lab. "We found that RNA is highly 
negatively charged and helps stabilize the nucleocapsid through electrostatic interaction with the 
mostly positively charged nucleoproteins," she said. 
Nesterova was awarded funding through an XSEDE Expert Mentoring Producing Opportunities for 
Work, Education, and Research 
(EMPOWER) scholarship in 2019, which 
supports undergraduates' participation in 
the actual work of XSEDE. 
"It was an effective program," she said. "We 
used computational resources such as 
Bridges this summer. We also had regular 
communication with the coordinator to 
keep our progress on track." 
The team developed a molecular dynamics 
simulation of the Ebola nucleocapsid, a 
system that contains 4.8 million atoms. 
They used the cryo-electron microscopy 
 
Figure 8: The deadly Ebola virus shields its RNA genetic material in 
coils of proteins called nucleocapsids (above). The lab of Juan Perilla 
at the University of Delaware completed all-atom simulations of the 
nucleocapsid with ® and without (L) RNA, showing that the RNA 
confers stability vs. disorder without. Credit: Juan R. Perilla, 
University of Delaware. .  
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structure of the Ebola virus published in Nature in November of 2018 for their data in building the 
model. 
XSEDE awarded the team supercomputing allocations on the Stampede2 system at the Texas Advanced 
Computing Center and the Bridges system of the Pittsburgh Supercomputing Center. 
"I like how with Bridges, when you run a simulation, you can be up to date on when it completes and 
when it started," Nesterova added. She said that was helpful for creating Slurm scripts, which help 
manage and schedule jobs on compute clusters. 
The science team simulated the interaction of the atoms in the Ebola virus nucleocapsid and measured 
how they change in time, yielding useful information about the atomic interactions. One of the things 
they found was that without the RNA, the Ebola virus nucleocapsid kept its tube-like shape. But the 
packing of the nucleoprotein monomers became disordered, and its helical symmetry was lost. With the 
RNA, it kept its helix. Their results showed that the RNA binding stabilized the helix and preserved the 
structure of the Ebola virus nucleocapsid. 
The Ebola virus is one tough organism because it tightly regulates its macromolecular assembly. Perilla 
suggested that instead of trying to devise drugs that destroy the nucleocapsid, a good strategy might be 
to do the opposite. 
"If you make it too stable, that's enough to kill the virus," he said. Borrowing a strategy from his 
background in HIV research, he wants to find targets for drugs to over-stabilize the Ebola virus and 
keep it from releasing its genetic material, a key step in its replication. 
Perilla suggested a similar strategy for other pathogens that are tightly regulated, such as coronaviruses 
and hepatitis B viruses. "They're a sweet spot, so to speak. We know what confers stability. Other teams 
can look to see if maybe this is a good druggable site for making it hypostable or making it hyperstable," 
Perilla said. 
Looking ahead, Perilla indicated his lab will be looking more closely at the specifics of ssRNA sequence 
and whether it confers stability to the Ebola virus nucleocapsid tube. 
Said Perilla: "We know that there will be more pathogens that just keep coming, particularly with 
coronaviruses now, and they can stop the world. It's beneficial to society having the ability to study not 
only one virus, but taking these techniques to study a new virus, something like coronaviruses. In 
addition, the ability to train new students, like Tanya, provides the taxpayers their money's worth in 
terms of training the next generation, transferring knowledge from other viruses, and fighting the 
current problems." 
The study, "Molecular determinants of Ebola nucleocapsid stability from molecular dynamics 
simulations," was published in the AIP Journal of Chemical Physics, October 2020. The co-authors are 
Chaoyi Xu, Nidhi Katyal, Tanya Nesterova, and Juan R. Perilla, Department of Chemistry and 
Biochemistry, University of Delaware. Study funding came from the National Science Foundation, the 
Delaware Established Program to Stimulate Competitive Research (EPSCoR), and the US National 
Institutes of Health. Computational resources for this research were provided by XSEDE Allocation 
MCB170096. 
 Supercomputer Models Describe Chloride’s Role in Corrosion 
Researchers have been studying chloride's corrosive effects on various materials for decades. Thanks to 
high performance computers at the San Diego Supercomputer Center (SDSC) and the Texas Advanced 
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Computing Center (TACC), 
detailed models have now 
been simulated to provide 
new insight on how 
chloride leads to corrosion. 
Conducted by a team from 
Oregon State University's 
(OSU) College of 
Engineering, a study29 
discussing this newfound 
information was published 
in Materials Degradation, 
which is a Nature partner 
journal.  
"Steels are the most widely 
used structural metals in 
the world and their 
corrosion has severe 
economic, environmental, 
and social implications," 
said study co-author 
Burkan Isgor, an OSU civil 
and construction engineering professor. "Understanding the process of how protective passive films 
break down helps us custom design effective alloys and corrosion inhibitors that can increase the 
service life of structures that are exposed to chloride attacks." 
Isgor worked closely with OSU School of Engineering colleague Líney Árnadóttir as well as graduate 
students Hossein DorMohammadi and Qin Pang on conducting the study. As a chemical engineering 
associate professor, Árnadóttir said her work often uses computational methods to study chemical 
processes on surfaces with applications in materials degradation. 
"We frequently collaborate with experimental groups and use experimental surface science tools to 
complement our computational methods," she said. "For this study we relied on allocations from the 
National Science Foundation's (NSF) Extreme Science and Engineering Discovery Environment (XSEDE) 
so that we could use Comet and Stampede2 to combine different computational analyses and 
experiments applying fundamental physics and chemistry approaches to an applied problem with 
potentially great societal impact."  
The OSU team used a method called density functional theory to investigate the structural, magnetic, 
and electronic properties of the molecules involved. Their XSEDE-allocated simulations were 
corroborated by simulations using reactive molecular dynamics (Reax-FF MD), which allowed them to 
accurately model the chemistry-based nanoscale processes that lead to chloride-induced breakdown of 
iron passive films (see Figure 9).  
"Modeling degradation of oxide films in complex environments is computationally very expensive, and 
can be impractical even on a small local cluster," said Isgor. "Not only do Comet and Stampede2 make it 
possible to work on more complex, more realistic and industrially relevant problems, but these high 





Figure 9: Surface structural changes to iron passive films caused by the adsorption of 
OH and/or CI. (a) Fe(OH)3, (b) Fe(OH)2CI, (c) Fe(OH)CI2, and (d) FeCI3. The location of 
the edge Fe atom prior to the adsorption is shown with an orange dashed line. Atoms 
types indicated by white (H), royal blue (CI), large pink (Fe), and small red (O) 
spheres. Credit: Oregon State University College of Engineering.  
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This work was supported by the NSF, CMMI (1435417). Part of the calculations used XSEDE Allocations 
ENG170002 and DMR160093. 
 XSEDE Welcomes New Service Providers 
XSEDE has recently welcomed five resources into the XSEDE Federation: the University of Kentucky's 
KyRIC, Purdue University's Anvil, Texas A&M's FASTER, Johns Hopkins University's Rockfish, and the 
Open Storage Network (OSN).  
Of these newly-added resources, KyRIC and OSN are currently accepting allocation requests for the 
current deadline of January 15, 2021, along with two other recently-added members of the XSEDE 
Federation: San Diego Supercomputer Center's Expanse and Pittsburgh Supercomputing Center's 
Bridges-2. The others expect to begin accepting requests later in 2021. More information about each 
individual resource may be found below.  
Purdue University's Anvil 
Anvil from Purdue University is an NSF Category I (Award #2005632) computational resource with a 
comprehensive ecosystem of software, access interfaces, programming environments, and composable 
services in a seamless environment to support a broad range of current and future science and 
engineering applications. When deployed, Anvil will consist of 1,000 128-core CPU nodes based on 
AMD's Milan architecture, 32 large memory nodes with 1 TB of RAM each, and 16 nodes of Nvidia Volta 
Next GPUs (16x4 total GPUs, 40GB memory/GPU), along with a multitier storage system including long-
term archival, persistent file and campaign storage, a scratch file system, a burst buffer, and object 
storage to support a variety of workflows and storage needs. Anvil will be connected to the XSEDEnet 
via a 200 Gbps network link to the Indiana GigaPOP and will support Globus for high-speed, reliable, 
and secure data transfer. Anvil will also feature a composable subsystem supporting cloud and 
container-based workflows and integrated pathways to Microsoft Azure helping researchers leverage 
both on-premises and commercial cloud computing for advanced applications. Anvil will provide 
approximately one billion CPU core hours per year to XSEDE users for five years. Anvil GPUs, large 
memory nodes, and the services of its composable subsystems will also be provided to XSEDE users 
through the allocation process. The Anvil system is tentatively scheduled to begin an early user phase in 
late summer of 2021 and enter production by October 1, 2021. 
Johns Hopkins' Rockfish 
Johns Hopkins University, through the Maryland Advanced Research Computing Center (MARCC), will 
participate in the XSEDE Federation with its new NSF-funded flagship cluster "rockfish.jhu.edu" funded 
by NSF MRI award #1920103 that integrates high-
performance and data-intensive computing while 
developing tools for generating, analyzing and 
disseminating data sets of ever-increasing size. The cluster 
will contain compute nodes optimized for different 
research projects and complex, optimized workflows. 
Rockfish consists of 368 regular compute nodes with 
192GB of memory, 10 large memory nodes with 1.5TB of 
memory and 10 GPU nodes with 4 Nvidia A100 GPUs 
featuring Intel Cascade Lake 6248R, 48 cores per node, 
3.0GHz processor base frequency, and 1TB NVMe for local 
storage. All compute nodes have HDR100 connectivity. In 
addition, the cluster has access to several GPFS file systems 
totaling 10PB of storage. 20% of these resources will be 
allocated via XSEDE. This system is tentatively scheduled 
to join the XSEDE community in summer 2021. 
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Texas A&M's FASTER 
Texas A&M will be offering FASTER (Fostering Accelerated Scientific Transformations, Education and 
Research), a composable high-performance data-analysis and computing instrument. FASTER was 
funded by the NSF MRI program (Award #2019129). The FASTER system will have about 180 compute 
nodes with 2 Intel 32-core Ice Lake processors and include about 270 NVIDIA GPUs (40 A100 and 230 
T4/A40/A10 GPUs). Using LIQID's composable technology, all 180 compute nodes will have access to 
the pool of available GPUs, dramatically improving workflow scalability. FASTER will have HDR 
InfiniBand interconnection and access/share a 5PB usable high-performance storage system running 
Lustre filesystem. 30% of FASTER's computing resources will be allocated to researchers nationwide 
through XSEDE's XRAC process. This system is tentatively scheduled to go into production in early 
summer 2021. 
University of Kentucky's KyRIC 
The University of Kentucky will provide XSEDE users with access to the large-memory computational 
resource KyRIC (Kentucky Research Informatics Cloud). KyRIC was funded by the NSF MRI program 
(Award #1626364) and will advance several exciting research programs across many disciplines, such 
as bioinformatics and system biology algorithms, large graph and evolutionary network analysis, image 
processing, and computational modeling and simulation. The KyRIC system is a hybrid architecture. 
KyRIC large memory nodes allocable by XSEDE will provide 3TB of shared memory for processing 
massive NLP data sets, genome sequencing, bioinformatics and memory intensive analysis of big data. 
Each of KyRIC's 5 large memory nodes will consist of Intel(R) Xeon(R) CPU E7-4820 v4 @ 2.00GHz with 
4 sockets, 10 cores/socket), 3TB RAM, 6TB SSD storage drives and 100G Ethernet interconnects. This 
system is currently available to be requested in the current allocation submission cycle for allocations 
starting in April 2021. 
Open Storage Network (OSN) 
XSEDE is pleased to welcome the Open Storage Network (OSN), a distributed data sharing and transfer 
service intended to facilitate exchanges of active scientific data sets between research organizations, 
communities and projects, providing easy access and high bandwidth delivery of large data sets to 
researchers who leverage the data to train machine learning models, validate simulations, and perform 
statistical analysis of live data. OSN is funded by NSF Collaboration Awards #1747507, #1747490, 
#1747483, #1747552, and #1747493. The OSN is intended to serve two principal purposes: (1) enable 
the smooth flow of large data sets between resources such as instruments, campus data centers, 
national supercomputing centers, and cloud providers; and (2) facilitate access to long tail data sets by 
the scientific community. Examples of data currently available on the OSN include synthetic data from 
ocean models; the widely used Extracted Features Set from the Hathi Trust Digital Library; open access 
earth sciences data from Pangeo; and Geophysical Data from BCO-DMO.  
OSN data is housed in storage pods, located at Big Data Hubs, interconnected by national, high-
performance networks and accessed via a RESTful interface following Simple Storage System (S3) 
conventions, creating well-connected, cloud-like storage with data transfer rates comparable to or 
exceeding the public cloud storage providers, where users can park data, back data up, and/or create 
readily accessible storage for active data sets. 5 PB of storage are currently available for allocation. 
Allocations of a minimum 10 TB and max of 300 TB can be requested through the XRAC process. XSEDE 
researchers can ask for OSN allocations in this current allocation request cycle that ends January 15. 
 AI Uses Language Rules to Simulate Molecular Motions on XSEDE-Allocated 
Bridges 
Better predictions of molecular motions could lead to improved vaccines, drugs, and any number of 
improved industrial chemical processes. A team from the University of Maryland used natural language 
processing artificial intelligence (AI) on the XSEDE-allocated Bridges platform at the Pittsburgh 
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Supercomputing Center (PSC) to recreate 
known chemistry, showing that AI may be 
able to reduce molecular dynamics to rules 
of grammar and syntax. The work offers the 
potential for leaping ahead of current 
computational limits in the field. 
The movements of molecules—molecular 
dynamics—loom large for our health, safety, 
and economy. Our ability to fight COVID-19 
relies on our antibodies' ability to wrap 
around virus proteins. Cleanup of polluted 
environments can be improved by 
engineering microbes to eat the bad stuff. 
Refinery processes can be modified to 
produce cleaner, more efficient fuels. Better 
predictions of chemistry could make us 
safer, cleaner, wealthier.  
Modern supercomputers have 
revolutionized our ability to simulate 
molecular dynamics. These predictions 
direct laboratory experiments to create 
better vaccines, drugs, and other chemical 
reactions. But the limits of even powerful 
computers still restrict the field. 
Pratyush Tiwary and his students at the 
University of Maryland wondered whether 
they could completely change up scientists' 
approach to molecular dynamics. Would it 
be possible to harness the power of AI to 
detect a simpler set of rules? They turned to natural language processing, a set of so-called recurrent 
neural network tools loosely based on the workings of living brains. It's the technology that powers 
word suggestions on smartphones. Could natural language processing suggest next molecular 
movements in the same way? In other words, could the twists and turns of a protein map onto a 
sequence of virtual characters—"letters," "words" and "sentences"—in a way that the computer can 
understand as a kind of grammar, which is a mostly solved problem in natural language processing? 
They would need access to a powerful supercomputer to make the approach work. They turned to 
XSEDE resources. 
Natural language processing works by understanding what's been said already as well as what's likely 
to be said next. The AI does this by learning. You begin with a set of sentences in which each word is 
labeled to explain its meaning and role in the sentence. The computer program processes what's 
already been "said" via a series of layers, each representing a different concept in language structure, 
with many connections between the nodes in each layer. The output of these layers tries to predict the 
next word. The AI removes connections when it's wrong and tries again, removing and reconnecting 
connections until it's predicting correctly (see Figure 10). 
After this training step, the scientists present the AI with an unlabeled testing data set. The AI is scored 
on its ability to predict next words. Like a student in school, the AI goes back and forth between training 
and testing until its performance is good enough to try to solve a real problem with new data. 
 
 
Figure 10: The AI-based method successfully predicted which 
amino acids (in red, labeled with their symbol letters and their 
number in the protein’s amino-acid chain) would be critical for 
the binding of benzene (cyan spheres) to the lycozyme protein. 
From Wang Y et al. Past-future information bottleneck for 
sampling molecular reaction coordinate simultaneously with 
thermodynamics and kinetics. Nature Communications (2019) 
10:3573. 
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Tiwary and his team—graduate students Yihang Wang, Sun-Ting Tsai, Zachary Smith and others—
tested their AI-based approaches by moving their computations between the then state-of-the-art 
NVIDIA Tesla P100 GPU nodes of PSC's Bridges and the XSEDE-allocated platform's CPU nodes. The AI 
used the GPUs to learn and predict; the CPUs performed molecular dynamics to test the predictions. 
Training was an important facet of the work in another sense. Tiwary himself used the XSEDE-allocated 
Stampede2 supercomputer at the Texas Advanced Computing Center to perform molecular dynamics 
simulations when he was a postdoctoral fellow. In turn, he's found XSEDE's HPC workshops to be 
crucial to getting his students up and running with AI programming. 
The team trained and tested their AI in a number of trial systems. Among these, they simulated the 
twists of two critical chemical bonds in the simple molecule alanine dipeptide. They duplicated the 
binding of a benzene molecule to the protein lysozyme. And they recreated the workings of a 
riboswitch, a molecular switch that changes which amino acid is inserted into a protein chain as it's 
being assembled by a living cell. 
The team's AI made excellent predictions in all of these trial systems, providing a crucial proof of 
concept for the method. But it did more. Examining the text-prediction algorithm created by the AI, the 
scientists realized that the machine, with no prompting from them, had recreated path entropy, a 
concept introduced by pioneering scientists like Ludwig Boltzmann, Claude Shannon and Edwin 
Thompson Jaynes. A rule for how transfers of energy restrict physical processes, entropy is a 
cornerstone of modern physics and chemistry. This gave the researchers confidence that their AI is 
fundamentally on the right track.  
The Maryland scientists plan to expand their work to more complicated systems, using the more-
advanced V100 GPUs in the XSEDE-allocated Bridges-AI system and Bridges' replacement, the 
upcoming, greatly expanded Bridges-2 platform. Another goal will be to understand how the language 
rules created by the AI relate to the exact mechanisms of the protein's movements, such as the twisting 
of chemical bonds. Their hope is to simplify the task of molecular dynamics predictions to leap ahead of 
the current limitations of the most powerful computing systems, in a way that chemists can understand 
and have confidence in. Ultimately, such a tool could improve medical and industrial tools. 
This research was published in Nature Communications, August 201930 and October 202031. The co-
authors are Yihang Wang, João Marcelo Lamim Ribeiro and Pratyush Tiwary, University of Maryland. 
Computational resources for this research were provided via XSEDE Allocation CHE180053. 
 Cell ‘Bones’ Mystery Solved with Supercomputers  
Supercomputer simulations have helped solve the mystery of how actin filaments polymerize, or chain 
together. This fundamental research could be applied to treatments to stop cancer spread, develop self-
healing materials, and more.  
Our cells are filled with ‘bones,' in a sense. Thin, flexible protein strands called actin filaments help 
support and move around the bulk of the cells of eukaryotes, which includes all plants and animals. 
Always on the go, actin filaments constantly grow, shrink, bind with other things, and branch off when 
cells move. 
"The major findings of our paper explain a property of actin filaments that has been known for about 50 
years or so," said Vilmos Zsolnay, co-author of a study published in November 2020 in the Proceedings 
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Researchers have known for decades 
that one end of the actin filament is 
very different from the other end, 
and that this polarization is needed 
for the actin filament to function like 
it needs to. The mystery has been 
how the filaments used this 
polarization to grow, shrink, and 
bind. 
"One end of the actin filament 
elongates much, much faster than the 
other at a physiological actin protein 
concentration," Zsolnay said. "What 
our study shows is that there is a 
structural basis for the different 
polymerization kinetics." Vilmos 
Zsolnay is a graduate student in the Department of Biophysical Sciences at the University of Chicago, 
developing simulations in the group of Gregory Voth. 
"Actin filaments are what give the cell its shape and many other properties," said Voth, the 
corresponding author of the study and the Haig P. Papazian Distinguished Service Professor at the 
University of Chicago. Over time, a cell's shape changes in a dynamic process. 
"When a cell wants to move forward, for instance, it will polymerize actin in a particular direction. 
Those actin filaments then push on the cell membrane, which allow the cell to move in a particular 
direction," Voth said. What's more, other proteins in the cell help align the actin ends that polymerize, 
or build up more quickly to push in the exact same direction, directing the cell's path. 
"We find that one end of the filament has a very loose connection between actin subunits," Zsolnay said. 
"That's the fast end. The loose connection within the actin polymer allows incoming actin monomers to 
have access to a binding site, such that it can make a new connection quickly and the polymerization 
reaction can continue." He contrasted this to the slow end with very tight connections between actin 
subunits that block an incoming monomer's ability to polymerize onto that end. 
Zsolnay developed the study's all-atom molecular dynamics simulation with the Voth Group on the 
Midway2 computing cluster at the University of Chicago Research Computing Center (see Figure 11). 
He used GROMACS and NAMD software to investigate the equilibrium conformations of the subunits at 
the filament ends. "This was one of my first projects using a high performance computing cluster," he 
said. 
XSEDE then awarded the scientists allocations on the Stampede2 supercomputer at the Texas Advanced 
Computing Center. "It was very straightforward to test the code on our local cluster here, and then drop 
a couple of files onto the machines at Stampede2 to start running again within a day," Zsolnay said. 
"The high performance computing clusters of Stampede2 are really what allowed this work to take 
place," he added. "They were able to reach the time and length scales in our simulations that we were 
interested in. Without the resources provided by XSEDE, we would not have been able to analyze as 
large of a dataset or have had as much confidence in our findings." 
They ran nine simulations, each of roughly a million atoms propagated for about a microsecond. "There 
are three nucleotide states that we were interested in - the ATP, the ADP plus the gamma phosphate, 
and once phosphate is released, it's in an ADP nucleotide state." Zsolnay said. 
 
Figure 11: Thin, flexible protein strands called actin filaments act like bones 
for our cells and are critical for its movement. Supercomputer simulations 
have helped solve a decades-old mystery of how actin filaments polymerize, 
or chain together. Space-filling model from molecular dynamics simulation 
showing actin filament barbed end (blue) and pointed end (red). Credit : 
Vilmos Zsolnay, University of Chicago. 
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The simulations showed the smoking gun of the mystery—distinct equilibrium conformations between 
the barbed end and the pointed end subunits, which led to meaningful differences in the contacts 
between neighboring actin monomer subunits. 
An actin monomer in solution has a conformation that's a little wider than when it's part of a longer 
actin polymer. The previous model, said Zsolnay, assumed that the wide shape transitions into the 
flattened shape once it polymerizes, almost discreetly. 
"What we saw when we started the filament with all of the subunits in the flattened state, the ones at 
the end relaxed to resemble the monomeric state characterized by a wider shape," Zsolnay explained. 
"At both of the ends, that same mechanism of the widening of the actin molecule led to very different 
contacts between subunits." At the fast, barbed end there was a separation between the two molecules. 
Whereas at the pointed end, there was a very tight connection between them. 
Research into actin filaments could find wide-ranging applications, such as improving therapeutics. 
"What's in the news right now is coronavirus," Voth said, referring to the role of the innate immune 
system. It involves white blood cells called neutrophils that gobble up bacteria or other pathogens in 
one's bloodstream. "What's critical to their ability to sniff out and seek pathogens is their ability to 
move through an environment and find the pathogens wherever they are. In the immune response, it's 
very important," he added. 
This understanding could help advance development of biomimetic materials that repair themselves. 
"You can imagine, in the future, a new type of material that heals itself. For instance, if a bucket gets a 
hole in it, the material could sense that a wound has occurred and heal itself, just like human tissue 
would," Zsolnay added. 
The study, "Structural basis for polarized elongation of actin filaments," was published in the 
Proceedings of the National Academy of Sciences, November of 2020. The study authors are Vilmos 
Zsolnay, Harshwardhan H. Katkar, and Gregory A. Voth of the University of Chicago; Steven Z. Chou, 
Thomas D. Pollard of Yale University. Study funding came from the Department of Defense Army 
Research Office through Multidisciplinary Research Initiative Grant W911NF1410403; and the National 
Institute of General Medical Sciences of the NIH under Award R01GM026338. Computational resources 
were provided via XSEDE Allocation MCA94P017. 
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3. Discussion of Strategic Goals and Key Performance Indicators 
The strategic goals of XSEDE (§1.1) cover a considerable scope. Additionally, the specific activities 
within XSEDE’s scope are often very detailed; therefore, to ensure that this significant and detailed 
scope will ultimately deliver and realize the project’s mission and vision, the three strategic goals are 
decomposed into components or sub-goals to be considered individually.  
In determining the best measures of progress toward each of the sub-goals, KPIs that correlate to 
impact on the scientific community are used. These often pair measurements of outcome with an 
assessment of quality or impact to provide both a sense of scope and significance of the supporting 
activities. 
 Deepen and Extend Use 
XSEDE will 1) deepen the use—make more effective use—of the advanced digital services ecosystem by 
existing scholars, researchers, and engineers and 2) extend the use to new communities. XSEDE will 3) 
contribute to preparation—workforce development—of scholars, researchers, and engineers in the use 
of advanced digital technologies via training, education, and outreach; and XSEDE will 4) raise the 
general awareness of the value of advanced digital research services.  
3.1.1. Deepening Use to Existing Communities 
XSEDE engages in a range of activities that serve to deepen use including identifying new technologies 
and new service providers, evolving the e-infrastructure, and enhancing the research prowess of 
current and future researchers. However, the ongoing use of resources and services available via XSEDE 
is the key indicator of this deepening use. As a result, the project has chosen three KPIs (Table 3-1) that 
together measure the ongoing engagement with the community with an emphasis on exposing the 
diversity of those consuming these services: 1) number of sustained users of XSEDE resources and 
services via the portal, 2) number of sustained underrepresented individuals using XSEDE resources 
and services via the portal, and 3) percentage of sustained allocation users from non-traditional 
disciplines of XSEDE resources and services.  
Table 3-1: KPIs for the sub-goal of deepen use (existing communities). 





services via the 
portal1 
RY6       CEE (§4) 
RY5 4,500/ qtr 4,644 4,489 4,494   
RY4 3,500/ qtr 4,137 4,728 4,070 4,615 6,578 
RY3 3,500/ qtr 4,196 4,089 3,099 4,864 6,851 
RY2 3,000/ qtr 3,962 3,754 2,488 3,020 4,527 







RY6       CEE (§4) 
RY5 1,750/ yr 831 805 763   
RY4 1,750/ yr 625 809 564 705 1,014 
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KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
resources and 
services via the 
portal1 
RY3 1,500/ yr 529 509
1 343 636 1,818 
RY2 1,500/ yr 490 408 296 402 1,053
1 
















RY5 33%/yr 23.2 23.8 24.9   
RY4 22%/yr 21.1 22.7 23.0 23.5 30.4 
RY3 20%/qtr 22.1 20.7 25.8 22.7 22.8 
RY2 * 21.5 20.4 21.1 21.0 21.0 
RY1 * * 18.2 19.9 18.6 18.9 
1 The totals of these KPIs do not equal the sum of the data from each reporting period because one person could be counted as 
a sustained user/individual in more than one reporting period if they continue to log in for multiple reporting periods; 
however, they will only be counted once in the total. 
The number of sustained users of XSEDE resources and services is only slightly under (~ 0.1%) the 
target metric of 4,500, and not of particular alarm this reporting period. It is six users away from 
meeting the target and significantly greater than this time in previous years. 
The number of sustained users of XSEDE resources and services identifying as Underrepresented 
Minorities (URM) is higher (~35% higher than the largest number in previous years) than the same 
period in previous reporting years. There may be slightly higher usage this time period due to a shift to 
computation and data analytics while access to experimental facilities is still limited from COVID-19 
restrictions. Those users who are currently aware of XSEDE resources and have previously used XSEDE 
resources are continuing usage. A review of the Annual User Survey will be conducted to improve the 
understanding of the impact of the COVID-19 pandemic on the use of XSEDE services. 
The KPI “Percentage of sustained allocation users from non-traditional disciplines of XSEDE resources 
and services” is on track to meet its annual target. While the quarterly measurements are orientative 
snapshots only, they are consistently higher than in RY4. 
3.1.2. Extending Use to New Communities 
New communities are defined as fields of science, industry, and underrepresented communities that 
represent less than one percent of XSEDE Resource Allocation Committee (XRAC) allocations. The Novel 
& Innovative Projects (NIP) team and the Broadening Participation team both work to bring advanced 
digital services to new communities. XSEDE measures both the number of new users and the number of 
new users on research projects from underrepresented communities and non-traditional disciplines of 
XSEDE resources and services as the indicators of progress (Table 3–2) 
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Table 3-2: KPIs for the sub-goal of extend use (new communities). 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Number of new 
users of XSEDE 
resources and 
services via the 
portal 
 
RY6       CEE (§4) 
RY5 2,500/qtr 2,157 2,612 1,972   
RY4 3,000/qtr 2,415 3,209 2,365 3,089 11,078 
RY3 3,000/qtr 1,905 2,763 2,5271 2,757 9,952 
RY2 2,000/qtr 2,305 2,813 2,346 2,917 10,381 
RY1 >1,000/qtr * 1,973 1,849 2,359 6,181 




and services via the 
portal 
RY6       CEE (§4) 
RY5 250/qtr 301 159 188   
RY4 175/qtr 380 332 214 400 1,326 
RY3 200/qtr 134 155 129 238 656 
RY2 150/qtr 251 175 222 234 882 
RY1 100/qtr * 150 135 240 525 




disciplines of XSEDE 
resources and 
services 
RY6       ECSS (§5) 
 
RY5 35%/yr 30.1 35.0 39.7   
RY4 35%/yr 26.4 37.1 33.4 38.4 34.8 
RY3 30%/yr 33.1 26.0 38.7 32.5 32.8 
RY2 * 24.8 26.0 26.6 33.9 27.8 
RY1 * * 21.8 24.9 31.0 25.7 
The number of new users is ~22% lower than the expected target. COVID is impacting the ability to 
conduct in-person outreach necessary to attract new users. 
The number of new users identifying as URM is significantly lower than the target (~25%). Outreach to 
researchers from URM groups relies on in-person interaction that occur during campus visits and at 
conferences. Most campuses continue to operate with restrictions due to COVID-19, and faculty are 
focused on addressing the challenges of changing operations and delivery of instruction at their 
campuses. Fall conferences were virtual and visits to the virtual exhibits floor were low. The low 
engagement at virtual conferences was not confined to XSEDE, but a problem for most exhibitors. 
Online fatigue has been reported by all virtual conferences that XSEDE users attend, and increased 
significantly during the last quarter. Program information webinars are being offered and additional 
outreach strategies are being explored. 
The KPI “Percentage of new allocation users from non-traditional disciplines of XSEDE resources and 
services” is on track to meet its annual target. While the quarterly measurements are orientative 
snapshots only, they trend higher than in RY4. 
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3.1.3. Prepare the Current and Next Generation 
Part of XSEDE’s mission is to provide a broad community of existing and future researchers with access 
and training to use advanced digital services via the sub-goal of preparing the current and next 
generation of computationally-savvy researchers. While many activities support this sub-goal, such as 
the various Champion (§4.6), Student Engagement (§4.4), and Education (§4.2) programs, the training 
offered through Community Engagement & Enrichment (CEE) impacts the most people directly. 
Therefore, the key indicator (Table 3-3) of performance toward this goal, which is reflective of industry 
standards, is the number of participant hours of live training delivered by XSEDE.  
Table 3-3: KPI for the sub-goal of preparing the current and next generation. 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Number of 
participant 




RY6       CEE (§4) 
RY5 40,000 hrs/yr 19,751 16,111 5,689   
RY4 40,000 hrs/yr 15,461 16,135 6,380 12,667 50,643 
RY3 40,000 hrs/yr 14,140 8,274 7,259 12,352 42,025 
RY2 NA 12,787 8,876 6,004 14,753 42,421 
RY1 NA 5,994 3,770 5,180 9,199 24,143 
1This was a new KPI in RY3. Data provided for RY1 and RY2 was reported retroactively.  
The number of participant hours is low this reporting period, which is consistent with prior years, but it 
has already exceeded the annual target of 40,000 hours/year. The training team pivoted all 
synchronous trainings to online formats shortly after COVID-19 travel and in-person gathering 
restrictions were put in place. 
3.1.4. Raising Awareness 
While many activities led by teams throughout the XSEDE organization, such as Workforce 
Development (§4.2), User Engagement (§4.3), Broadening Participation (§4.4), and Campus 
Engagement (§4.6) contribute to the ability to raise the general awareness of the value of advanced 
digital research services, the project has chosen to focus on measures in two areas (Table 3-4): user 
input and social media. Desirable trends in these key outcomes can be correlated to success for this 
sub-goal.  
Table 3-4: KPIs for the sub-goal of raise awareness of the value of advanced digital research. 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Grand (aggregate) 
mean rating of 




RY6       PgO (§9) 
RY5 3.7 of 5/ yr 3.8 - -   
RY4 3.7 of 5/ yr 3.8 - - - 3.8 
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RY3 3.5 of 5/ yr 3.7 - - - 3.7 
RY2 * 3.6 - - - 3.6 
RY1 * * - - - NA 
Number of social 
media impressions 
over time1 
RY6       
PgO (§9) 
RY5 430,000/yr 86,046 101,394 106,263   
RY4 426,198/yr 87,482 75,164 84,185 110,904 357,735  
RY3 359,714/yr 112,806 63,269 93,803 85,287 355,165  
RY2 NA 69,607 55,506 59,490 128,180 312,783  
RY1 NA * 52,200 128,675 88,332 269,207 
- Data reported annually 
1 This was the new KPI in RY3. Data provided for RY1 and RY2 was reported retroactively. Beginning in RY5, this KPI is 
calculated as the number of social media impressions with the annual target calculated based on a 20% increase over the 
previous year.  
“Grand (aggregate) mean of XSEDE User Survey awareness items regarding XSEDE resources and 
services” is reported annually in RP1 based on XSEDE User Survey results, so there is no data to report 
during this reporting period. 
Social Media impressions for XSEDE channels expanded upon previous increases over the course of RY5 
and outpaced the same period in RY4 by ~22,000 impressions. This is due in part to increased 
cooperation from partner institutions, and an above-average number of science stories published to the 
XSEDE website. With RP4 typically being our largest reporting period, and with a fully staffed External 
Relations (ER) team (as of February 8), the team expects to meet the annual KPI for RY5. To ensure this, 
the ER team has begun a “Diverse Voices in Supercomputing” social media campaign, which will seek to 
both provide ample social content and increase awareness of XSEDE’s inclusion goals. In addition to 
this campaign, the science story calendar remains full and, with the introduction of a new ER manager 
next reporting period, the team will be fully staffed, allowing for more content opportunities.  
  Advance the Ecosystem 
Exploiting its internal efforts and drawing on those of others, XSEDE will advance the broader 
ecosystem of advanced digital services by 1) creating an open and evolving e-infrastructure, and by 2) 
enhancing the array of technical expertise and support services offered. 
3.2.1. Create an Open and Evolving e-Infrastructure 
There are a variety of factors that affect the evolution of the e-infrastructure. These range from external 
factors, such as the number of XSEDE Federation members and the variety of services they provide, to 
internal factors, like Operations (§7) of critical infrastructure and services and the evaluation and 
integration of new capabilities. While XSEDE actively seeks new Federation members and Service 
Providers, as well as partnerships with national and international cyberinfrastructure projects, the 
group views their role as connectors of these elements to have the most impact. Thus, XSEDE focuses on 
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the number of new capabilities in production as an indicator of performance with respect to this sub-
goal (Table 3-5).  
Table 3-5: KPI for the sub-goal of create an open and evolving e-infrastructure. 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Total number of 
capabilities in 
production1 
RY6       XCI (§6) 
RY5 110 by end of RY5 102 104 109   
RY4 100 by end of RY4 88 88 91 102 102 
RY3 81 by end of RY3 76 85 87 87 87 
RY2 NA 72 74 74 75 75 
RY1 NA * 63 63 69 69 
1 This was a new KPI in RY3. Data provided for RY1 and RY2 was reported retroactively. 
Five new capabilities in production were added this period, totaling nine for the year. XCI will need to 
add at least one more next reporting period to reach the target of 10 for the year, and 110 for the 
XSEDE project overall. Note that two capabilities were deprecated earlier this RY. 
3.2.2. Enhance the Array of Technical Expertise and Support Services 
To enhance the technical expertise of XSEDE’s staff to offer an evolving set of support services, the 
project will continue many activities including workshops, symposia, and training events hosted by 
Extended Collaborative Support Services (ECSS) and Service Providers (§5.6). The KPI for this is 
feedback provided from the XSEDE user-base through the annual user survey (Table 3-6). 
Table 3-6: KPI for the sub-goal of enhance the array of technical expertise and support services. 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Grand 
(aggregate) 









RY6       PgO (§9) 
RY5 3.5 of 5/ yr 4.4 - -   
RY4 3.5 of 5/ yr 3.9 - - - 3.9 
RY3 3.5 of 5/ yr 3.6 - - - 3.6 
RY2 NA 3.4 - - - 3.4 
RY1 * * * * * * 
- Data reported annually.  
1 This is a new KPI in RY3. Data provided for RY2 was reported retroactively. 
“Grand (aggregate) mean of XSEDE User Survey satisfaction items regarding XSEDE technical support 
services” is reported annually in RP1 based on XSEDE User Survey results, so there is no data to report 
during this reporting period. 
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 Sustain the Ecosystem 
XSEDE will sustain the advanced digital services ecosystem by 1) ensuring and maintaining a reliable, 
efficient, and secure infrastructure, and 2) providing excellent user support services. Furthermore, XSEDE 
will operate an 3) effective, 4) productive, and 5) innovative virtual organization. 
3.3.1. Provide Reliable, Efficient, and Secure Infrastructure 
Many activities support the provisioning and support of reliable, efficient and secure infrastructure—
such as User Interfaces & Online Information (§4.5), Security (§7.2), Data Transfer Services (§7.3), 
Systems Operations and Support (§7.5), support for Allocations (§8.2), and Allocations, Accounting & 
Account Management (§8.3)—but perhaps the truest measure of an infrastructure’s reliability is its 
robustness as reflected by sustained availability. Thus, the KPI for this sub-goal is the mean composite 
availability of core services, shown as a percentage (Table 3-7), measured as a geometric mean. This is a 
composite measure of the availability of critical enterprise services and the XRAS allocations request 
management service. 
Table 3-7: KPI for the sub-goal of provide reliable, efficient, and secure infrastructure. 






RY6       Ops (§7) 
RY5 99.9%/qtr 99.9 99.9 99.9   
RY4 99.9%/qtr 99.9 99.9 99.9 99.9 99.9 
RY3 99.9%/qtr 99.9 99.9 99.9 99.9 99.9 
RY2 99.9%/qtr 99.8 99.9 99.9 99.9 99.9 
RY1 99.0%/qtr * 99.9 99.9 99.9 99.9 
The target availability for core services was met again this reporting period.  
3.3.2. Provide Excellent User Support 
Although nearly every group in the organization has some support function, XSEDE has chosen to focus 
on metrics with respect to two primary support interfaces to the community: the XSEDE Operations 
Center (XOC) and the Resource Allocation Services (RAS) team. The XOC is the frontline centralized 
support group that either resolves or escalates tickets to the appropriate resolution center depending 
on the request. RAS is responsible for the allocations process and the allocation request system. These 
two support interfaces are the focus for gauging the progress towards achieving the sub-goal of 
providing excellent user support, specifically: 1) the mean time to resolution on support tickets that are 
resolved by the XOC or routed to, and resolved by, other XSEDE areas, 2) the aggregate mean rating of 
user satisfaction with allocations process and support services measured via a quarterly survey of users 
who have interacted with the allocations request system and the allocations process more generally, 
and 3) the percentage of research requests successful (not rejected) determined following the quarterly 
allocations session (Table 3-8). 
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Table 3-8: KPIs for the sub-goal of provide excellent user support. 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Mean time to ticket 
resolution (hours) 
 
RY6       
Ops (§7)  
 
RY5 < 16 hrs/qtr 15.3 23.2 18.8   
RY4 < 16 hrs/qtr 14.0 14.6 21.0 14.3 16.0 
RY3 < 16 hrs/qtr 12.3 18.5 23.2 17.5 17.9 
RY2 < 24 hrs/qtr 26.0 20.1 22.8 15.0 21.0 
RY1 < 24 hrs/qtr * 24.0 28.2 23.1 25.1 




services1 (1-5 Likert 
scale) 
RY6       RAS (§8) 
RY5 4 of 5/yr 4.4 4.3 4.3   
RY4 4 of 5/yr 4.2 4.3 4.4 4.2 4.3 
RY3 4 of 5/yr 4.1 4.2 4.1 4.4 4.2 
RY2 4 of 5/yr 4.1 4.0 4.1 3.9 4.0 





RY6       RAS (§8) 
RY5 85.0%/qtr 80.0 84.0 84.0   
RY4 85.0%/qtr 81.0 80.0 78.0 87.0 82.0 
RY3 85.0%/qtr 65.0 70.0 72.0 75.0 70.5 
RY2 85.0%/qtr 70.0 69.0 72.0 68.0 69.8 
RY1 85.0%/qtr * 76.0 75.0 74.0 75.0 
1 KPI name updated in RY4. 
While the ticket resolution MTTR was reduced from the last reporting period, it fell just shy of meeting 
the target. The SysOps team continues to work with other WBS groups to help them identify ways they 
can improve their ticket resolution time. SysOps has also begun working on an automated workflow to 
help managers have better insight into the ticket metrics in their area.  
RAS continues to receive satisfaction ratings above the target of 4.0 (out of 5) for both the allocations 
process as whole, as well as the XRAS system, despite continuing high request levels for the quarterly 
research opportunity. The target of 4.0 will remain given the uncertain and qualitative nature of this 
metric, as well as the regular reductions to recommended amounts for research allocations. 
The 84% success rate for research requests is hovering just below the 85% target, and efforts continue 
to pursue improvements to the users’ ability to prepare successful requests. The 84% measure 
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continues the increasing trend for this KPI, with values at or above 80% for five of the last six reporting 
periods. 
3.3.3. Effective and Productive Virtual Organization 
During the first five years of XSEDE, in conjunction with developing a methodology for driving and 
assessing performance excellence, XSEDE adopted the Baldrige Criteria32 and has assessed and applied 
criteria from all seven criteria by that methodology. These include annual reviews of the vision, 
mission, strategic goals, project-wide processes and standards (KPIs); user and staff surveys (§4.3, 
§9.5); stakeholder communications (§9.2); advisory boards (§9.1); community engagement (§4); 
workforce development (§4.2); and the analysis of organizational data that leads to organizational 
learning, strategic improvement, and innovation. With this foundation, it is now appropriate to look to 
the XSEDE users to give an indication of the project’s effectiveness by rating the importance of the 
resources and services provided by XSEDE (Table 3-9).  
Table 3-9: KPIs for the sub-goal of operate an effective and productive virtual organization. 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Mean rating of 
importance of 
XSEDE resources 




RY6       PgO (§9) 
RY5 4.4 of 5/yr 4.2 - -   
RY4 4.4 of 5/yr 4.2 - - - 4.2 
RY3 4.2 of 5/yr 4.4 - - - 4.4 
RY2 NA 4.42 - - - 4.4 
RY1 NA 4.32 - - - 4.3 
Percentage of users 




resources in the 
creation of their 
work product1 
RY6       PgO (§9) 
RY5 80%/yr 83 - -   
RY4 80%/yr 79 - - - 79 
RY3 79%/yr 79 - - - 79 
RY2 * * * * * * 
RY1 * * * * * * 
1 New KPI added in RY3 RP2. 
2 These historical numbers are based on other survey data that was vaguely related to this KPI. We created a new survey item 
in RY3 to address it directly. 
- Data reported annually.  
Both of these KPIs are reported annually in RP1 based on XSEDE User Survey results, so there is no data 
to report during this reporting period. 
 
32 https://www.nist.gov/baldrige/  
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3.3.4. Innovative Virtual Organization 
Measuring innovation for an organization like XSEDE (or for organizations in general) is difficult and 
represents an area of open research. After much thought and discussion both internally and with 
external stakeholders and advisors, XSEDE has identified two indicators that correlate to innovation 
within the project: 1) percentage of Project Improvement Fund proposals resulting in innovations in 
the XSEDE organization and 2) mean rating of innovation within the organization by XSEDE staff (Table 
3-10). The first indicator is a measurement of XSEDE’s ability to fund smaller innovative improvements 
within the project; the second measures how staff rate the level of innovation within the project. These 
KPIs will continue to be the subject of an open conversation within the organization and with 
stakeholders and advisors as XSEDE assesses these measurements and how to best quantify innovation.  
Table 3-10: KPIs for the sub-goal of operate an innovative virtual organization. 






innovations in the 
XSEDE organization 
 
RY6       PgO (§9) 
RY5 70%/yr - - -   
RY4 70%/yr - - - 66.7 66.7 
RY3 60%/yr - - - 71.4 71.4 
RY2 * * * * * * 
RY1 * * * * * * 
Mean rating of 
innovation within 
the organization by 




RY6       PgO (§9) 
RY5 4 of 5/yr - 4.2 -   
RY4 4 of 5/yr - 4.0 - - 4.0 
RY3 3.5 of 5/yr - 4.0 - - 4.0 
RY2 * * * * * * 
RY1 * * * * * * 
- Data reported annually.  
Both of these KPIs are reported annually in other reporting periods, so there is no data to report at this 
time. 
  
RY5 IPR14 Page 37 
4. Community Engagement & Enrichment (WBS 2.1) 
Community Engagement & Enrichment (CEE) sits at the front lines of XSEDE and is tasked with 
balancing support for a large and diverse portfolio of existing users and the broader population of 
potential users and future leaders in cyberinfrastructure. While maintaining high quality support for 
existing users engaged in science at all levels, CEE is concerned with training and educating future 
generations and trying to creatively address what has been widely accepted as a leaky pipeline of 
potential users, leaders, practitioners, and researchers. 
At the core of Community Engagement & Enrichment (CEE) is the researcher, broadly defined to 
include anyone who uses or may potentially use the array of resources and services offered by XSEDE. 
The CEE team is dedicated to actively engaging a broad and diverse cross-section of the open science 
community, bringing together those interested in using, integrating with, enabling, and enhancing the 
national cyberinfrastructure. Vital to the CEE mission is the persistent relationship with existing and 
future users, including allocated users, training participants, XSEDE collaborators, and campus 
personnel. CEE will unify public offerings to provide a more consistent, clear, and concise message 
about XSEDE resources and services, and bring together those aspects of XSEDE that have as their 
mission teaching, informing, and engaging those interested in advanced cyberinfrastructure.  
The five components of CEE are Workforce Development (§4.2), which includes Training, Education 
and Student Preparation, User Engagement (§4.3), Broadening Participation (§4.4), User Interfaces & 
Online Information (§4.5), and Campus Engagement (§4.6). These five teams ensure routine collection 
and reporting of XSEDE’s actions to address user requirements. They provide a consistent suite of web-
based information and documentation and engage with a broad range of campus personnel to ensure 
that XSEDE’s resources and services complement those offered by campuses. Additionally, CEE teams 
expand workforce development efforts to enable many more researchers, faculty, staff, and students to 
make effective use of local, regional, and national advanced digital resources. CEE expands efforts to 
broaden the diversity of the community utilizing advanced digital resources.  
The success of the CEE team depends on effective collaboration across all L2 areas of the project. 
Specifically, User Engagement works closely with RAS and ECSS to establish a dialogue with XSEDE’s 
User Community in order to better understand their needs and desires. Workforce Development and 
Broadening Participation partner with ECSS to develop impactful training and education opportunities 
for the community, especially underrepresented students, researchers, and faculty. The User Interfaces 
& Online Information team relies heavily on all areas of the project to ensure that the website remains 
accurate and informative. The Campus Engagement team likewise depends on all parts of the project to 
facilitate the effective participation of a diverse national community of campuses in the application of 
advanced digital resources and services to accelerate discovery, enhance education, and foster scholarly 
achievement. 
CEE is focused on personal interactions, ensuring that existing users, potential users, and the general 
public have sufficient access to materials and have a positive and effective experience with XSEDE 
public offerings and frontline user support. As such, the CEE Key Performance Indicators are designed 
to broadly assess this performance. CEE focuses on metrics that quantify how many users in aggregate 
are benefiting from XSEDE resources and services. Additionally, CEE focuses on how well the user base 
is sustained over time and how well training offerings evolve with changing user community needs. 
Key Performance Indicators for CEE are listed in the table below. Additional information about these 
KPIs can be found on the XSEDE KPIs & Metrics wiki page.  
For other metrics with respect to this WBS, see Appendix §12.2.2.1.  
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Table 4-1: KPIs for Community Engagement & Enrichment. 






















RY5 2,000/ qtr 2,277   2,043 1,944      




1,613  1,666  1,145  2,104  2,323 
RY2 950/qtr 1,722 1,478 1,170 1,522 1,802 





















RY5 650/qtr 741  632  616      
RY4 500/qtr 674  7941   492 753  2,072  
RY3 625/qtr 449 438 307 436 1,630 
RY2 475/qtr 488 399 347 423 1,104 
RY1 50 / qtr * 34  33 19 28 
Grand 
(aggregate) 


















RY5 4.4 of 5 /qtr 4.6   4.5 4.4      
RY4 4.4 of 5 /qtr 4.5  4.3  4.3  4.6  4.4 
RY3 4.4 of 5 /qtr 4.5   4.4 4.5   4.3 4.4 
RY2 4 of 5 /qtr 4.3 4.3 4.6 4.5 4.4 





RY6       Deepen/ 
Extend — 




RY5 340 327  332  333      
RY4 300 304  305  315  325  325 
RY3 250 259   266 277  284  284 
RY2 240 218 238 239 246  246 
RY1 225 * 224 231 234 234 
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within 30 days 




















































1  This number was previously mis-reported due to a transcription error. 
The numbers of students benefiting from XSEDE resources and services is just under the target for this 
reporting period and consistent with a historic participation rate dip in this period due to the winter 
break. The number of students benefiting from XSEDE resources and services that identify as 
Underrepresented Minorities (URM) is higher than the RP3 numbers reported in any previous 
reporting year. CEE will work with the Evaluation Team to examine and identify what activities may be 
contributing to this increase including XSEDE student program offerings, participation in the 
Applications of Parallel Computing collaborative course, use of educational allocations for teaching 
courses, and increased inclusion on research teams. 
The grand (aggregate) mean rating of Post Training Event Survey items related to training impact for 
attendees registered through the portal continues to exceed the target metric set at 4.4 out of 5.  
The number of institutions with a Campus Champion is slightly under the target of 340, but it is 
anticipated that this goal will be achieved by the end of the year.  
The percentage of user requirements addressed within 30 days continues to meet or exceed the target 
of 98%. 
CEE Highlights 
Key to the sustained URM usage of XSEDE’s resources and services are the student programs developed 
and run in CEE. Two highlights demonstrating the impact of these initiatives are shown below:  
• Kobe Davis, EMPOWER (Expert Mentoring Producing Opportunities for Work, Education, and 
Research) participant from summer 2019 (Portland State University), wrote the following: “The 
XSEDE EMPOWER program impacted me academically by introducing me to the world of HPC. I 
was able to learn about parallel programs over a variety of systems. This experience motivated me 
to register for courses on parallel computing, GPU programming, and performance analysis. After 
graduation, those experiences helped me prepare for, and obtain my current role as a Software 
Tools Infrastructure Architect at Nvidia. Without the XSEDE EMPOWER program I wouldn't have 
been exposed to as many topics in HPC or GPU architecture & programming especially. And 
without that exposure, I may not have been offered my current position. I feel very fortunate to 
have had access to the education provided by the XSEDE EMPOWER program. Additionally, XSEDE 
EMPOWER was the sole reason for my exposure to a research setting/environment. Without the 
program I would not have had the opportunity to contribute to research efforts at Portland State; 
that experience was invaluable.” 
• XSEDE supported the virtual Computing4Change data science undergraduate student program, 
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co-located with SC20, November 9-19, 2020. A total of 19 program participants, of which 58% 
identify as women and 63% identify as underrepresented minority students, attended the 
Introduction to XSEDE training using Jetstream. To sustain and increase diversity across XSEDE 
student programs, XSEDE Campus Champions, XSEDE student program alumni, and Minority 
Serving Institutions (MSI) collaborators (e.g., University of Puerto Rico (UPR) Mayaguez, Morgan 
State University, Chaminade University, and California State University, Los Angeles (CalState 
LA), etc.) played a significant role, as they supported recruitment during a time when 
interactions with students are limited and only virtual. 
CEE is leading the XSEDE Terminology Task Force, which was set up in July 2020 to understand and 
recognize potentially offensive terminology in XSEDE materials, and work across the organization to 
appropriately replace such terms in new and active materials. The task force is composed of 
representatives from all parts of the organization. To date, the group has designed an event slide that is 
included in all courses, added a statement link to online documentation, and has been compiling a 
sortable terminology reference guide that includes terms, substitutions, bias category, reasoning, and 
references. The group is currently working on an intake procedure for adding terms and guidance for 
applying a terminology review to new and active materials. 
 CEE Director’s Office (WBS 2.1.1) 
The CEE Director’s Office has been established to provide the necessary oversight to ensure the greatest 
efficiency and effectiveness of the CEE area. This oversight includes providing direction to the L3 
management team, coordination of, and participation in, CEE planning activities and reports through 
the area’s Project Manager, and monitoring compliance with budgets, and retarget effort if necessary. 
The Director’s Office also attends and supports the preparation of project level reviews and activities. 
The CEE Director’s Office will continue to manage and set the direction for CEE activities and 
responsibilities. They will contribute to and attend bi-weekly Senior Management Team calls; 
contribute to the project level plan, schedule, and budget; contribute to XSEDE quarterly, annual, and 
other reports as required by the NSF; and attend XSEDE quarterly and annual meetings. Lastly, the 
Director’s Office will advise the XSEDE PI on many issues, especially those relevant to this WBS area. 
 Workforce Development (WBS 2.1.2) 
The Workforce Development mission is to provide a continuum of learning resources and services 
designed to address the needs and requirements of researchers, educators, developers, integrators, and 
students utilizing advanced digital resources. This includes providing professional development for 
XSEDE team members. 
Workforce Development fulfills its mission through an integrated suite of training, education, and 
student preparation activities to address formal and informal learning about advanced digital 
resources. Workforce Development provides business and industry with access to XSEDE’s workforce 
development efforts including training services and student internships that have historically proven 
beneficial to industry. 
Workforce Development is comprised of three areas: Training, Education, and Student Preparation. The 
Training team develops and delivers training programs to enhance the skills of the national open 
science community and ensure productive use of XSEDE’s cyberinfrastructure. The Education team 
works closely with Training and Student Preparation to support faculty in all fields of study with their 
incorporation of advanced digital technology capabilities within the undergraduate and graduate 
curriculum. The Student Preparation program actively recruits students to use the aforementioned 
training and education offerings to enable the use of XSEDE resources by undergraduate and graduate 
students to motivate and prepare them to pursue advanced studies and careers to advance discovery 
and scholarly studies.  
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The Applications of Parallel Computing collaborative course with University of California (UC) Berkeley 
was organized and began for the spring 2021 semester. Eighteen institutions signed up, 12 have added 
a total of 60 students so far to the course. One of the first-time institutions offering the course is 
Morehouse College, led by Professor Alfred Watkins in the Computer Science department. 
Twenty-three undergraduate students from 17 institutions were accepted for participation in the 
spring 2021 XSEDE EMPOWER program and began working on projects in a variety of research areas in 
computational science and High-Performance Computing (HPC) hardware support. Thirteen of the 
students are female, and nine are underrepresented minorities. The Campus Champions community, 
External Relations team, and Broadening Participation team remained instrumental in helping recruit 
well-qualified students and mentors to the program as well as assisting with the application review 
process. 
Christopher Sherald (University of Kansas undergraduate) presented his EMPOWER project work and 
won the best poster award at the National Society of Black Physicists 2020 Conference. Aaron Weeden 
(Shodor staff) presented a talk about EMPOWER at the Supercomputing (SC20) workshop on Best 
Practices for HPC Training and Education. 
Training continues to deliver synchronous training events with high user satisfaction.  
• Multicast workshops: (webinars this reporting period) 
o Nov 2020: XSEDE HPC Workshop: OpenMP 
o Dec 2020: XSEDE HPC Workshop: Big Data and Machine Learning 
o Jan 2021: XSEDE HPC Workshop: OpenMP 
• Webinars: 
o XSEDE Webinar: An Introduction to Singularity: Containers for Scientific and High-
Performance Computing  
o XSEDE Webinar: Running Jupyter Notebooks on Expanse, Thursday, December 10, 2020, 
11am-noon PST  
o Writing a Successful XSEDE Allocation Proposal (offered twice) 
o XSEDE New User Training 
Asynchronous training content management included: 
• November 2020: Cornell Virtual Workshop (CVW) topic Data Transfer33 - Major update 
• December 2020: CVW topic Intro to Wrangler34 - Decommissioned 
• January 2021: CVW topic Vectorization35 - Updated 
• January 2021: The transfer of the CI-Tutor courses to the Moodle site used to host XSEDE badges 
was completed. The transferred courses were reviewed and updated as needed. Five of the CI-
Tutor courses were not transferred because they were out-of-date and are in review to determine 
if updates are worthwhile. 
“Getting Started as a Campus Champion” roadmap was published in January and 22 badges awarded 
(primarily for XSEDE HPC OpenMP Beginner Badge). 
For other metrics with respect to this WBS, see Appendix §12.2.2.1.1 
 
33 https://cvw.cac.cornell.edu/datatransfer/  
34 https://cvw.cac.cornell.edu/Wrangler/  
35 https://cvw.cac.cornell.edu/vector/  
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 User Engagement (WBS 2.1.3) 
The mission of the User Engagement (UE) team is to capture community needs, requirements, and 
recommendations for improvements to XSEDE’s resources and services, and to report to the national 
community how their feedback is being addressed. XSEDE places an emphasis on maintaining 
consistent user contact, traceability in tracking user issues, and closing the feedback loop.  
UE continues to connect with all active principal investigators (PIs) quarterly to ensure their projects 
are progressing and any issues their teams may be encountering are identified and addressed. In the 
current reporting period, inquiries were sent to 1,102 unique PIs: 83 responses (7.5%) were received, 
28 issues were identified, and all 28 (100%) of these issues were addressed within 30 days. The goal is 
to completely address all issues within the reporting period, but UE relies on SPs and other areas within 
XSEDE to engage most issues. This KPI metric value for the current reporting period is consistent and 
has met the desired target for the reporting period. 
For other metrics with respect to this WBS, see Appendix §12.2.2.1.2.  
 Broadening Participation (WBS 2.1.4) 
Broadening Participation’s mission is to engage underrepresented minority researchers from domains 
that are not traditional users of HPC and from Minority Serving Institutions. This target audience ranges 
from potential users with no computational experience to computationally savvy researchers, 
educators, Champions, and administrators who will promote change at their institutions for increased 
use of advanced digital services for research and teaching.  
Broadening Participation will continue the most effective recruitment activities - conference exhibiting, 
campus visits, and regional workshops - while increasing national impact through new partnerships 
and the utilization of lower cost awareness strategies to continue the growth in new users from 
underrepresented communities. The Diversity Forum and the Minority Research Community listservs 
and community calls focus on user persistence in their use of XSEDE services and their deepening 
engagement through participation in committees such as the User Advisory Committee (UAC) and 
XSEDE Resource Allocations Committee (XRAC), and participation in Champions, Campus Bridging, and 
other programs. Persistent institutional engagement is enabled by curriculum reform and larger 
numbers of researchers adopting the use of advanced digital resources as a standard research method. 
XSEDE supported the virtual Computing4Change data science undergraduate student program, co-
located with SC20, November 9-19, 2020. A total of 19 program participants, of which 58% identify as 
women and 63% identify as underrepresented minority students, attended the Introduction to XSEDE 
training using Jetstream. To sustain and increase diversity across XSEDE student programs, XSEDE 
Campus Champions, XSEDE student program alumni, and MSI collaborators (e.g., UPR Mayaguez, 
Morgan State University, Chaminade University, and CalState LA, etc.) played a significant role, as they 
supported recruitment during a time when interactions with students are limited and only virtual. 
Je’aime Powell organized a virtual hackathon in conjunction with SC20, “HPC in the City.” This event 
took place over five days prior to SC20, and involved nine student teams, with 36 students total and two 
mentors per team, working over 96 hours to address issues that directly affect the Atlanta and greater 
State of Georgia areas. The teams used HPC resources including Google Compute Cloud and Cloud 
Cluster. The topics ranged from voter fraud, protest group sentiment analysis based on facial 
recognition, traffic analysis based on video streams, sex trafficking, and COVID-19 response operations, 
modeling, and simulation. The results of each team were presented on the final day with deliverables 
including virtual team photos, presentation slides, demos, and team GitHub repositories. 
A virtual XSEDE Student Programs Information Session in January supported recruitment for spring 
and summer programs across XSEDE collaborating sites, including Pittsburgh Supercomputing Center, 
NCAR, TACC, and Indiana University Pervasive Technology Institute. PEARC21 and SC21 student 
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program information was also shared with undergraduate and graduate student attendees. 120 
students registered for the webinar, and almost half attended the session. Project materials were 
disseminated and have been shared via the XSEDE Student Engagement webpage. 
Campus visits have been restricted since March 2020, and contact is mainly through email. Many faculty 
at smaller and MSI institutions are facing challenges teaching in the online environment with 
significantly shortened semesters. One of the most productive recruitment events historically held in 
February each year, the NSF-sponsored Emerging Researchers National (ERN) Conference, is cancelled 
for 2021. There are several other events in the spring that XSEDE will target, but they will be virtual 
and are significantly smaller than the ERN Conference. CEE-BP will continue to use alternative outreach 
strategies including program information webinars and increased leveraging of Campus Champions and 
other institutional partnerships. 
For other metrics with respect to this WBS, see Appendix §12.2.2.1.3.  
 User Interfaces & Online Information (WBS 2.1.5) 
User Interfaces & Online Information (UII) is committed to enabling the discovery, understanding, and 
effective utilization of XSEDE’s powerful capabilities and services. Through UII’s ongoing effort to 
improve and engage a variety of audiences via the XSEDE website and User Portal, UII has an immediate 
impact on a variety of stakeholders including the general public, potential and current users, educators, 
service providers, campus affiliates, and funding agencies. These stakeholders will gain valuable 
information about XSEDE through an information-rich website, the XSEDE User Portal, and a uniform 
set of user documentation.  
The User Interfaces and Online Information team continued regular improvements and maintenance on 
the website and user portal. This includes regular user guide updates and user documentation 
improvements, including new user guides and documentation for new systems. The team released an 
improved account creation mechanism that lowers the barrier of entry to account creation. The team 
also continues to support changes and improvements to the COVID-19 Consortium pages and process. 
For other metrics with respect to this WBS, see Appendix §12.2.2.1.4.  
 Campus Engagement (WBS 2.1.6) 
The Campus Engagement program promotes and facilitates the effective participation of a diverse 
national community of campuses in the application of advanced digital resources and services to 
accelerate discovery, enhance education, and foster scholarly achievement. 
Campus Engagement, via the Campus Champions, works directly with institutions across the U.S. both 
to facilitate computing and data-intensive research and education, nationally and with collaborators 
worldwide, and to expand the scale, scope, ambition, and impact of these endeavors. This is done by 
increasing scalable, sustainable institutional uptake of advanced digital services from providers at all 
levels (workgroup, institutional, regional, national, and international), fostering a broader, deeper, 
more agile, more sustainable and more diverse nationwide cyberinfrastructure ecosystem across all 
levels, and cultivating inter-institutional interchange of resources, expertise, and support. Campus 
Engagement also aims to assist with the establishment and expansion of consortia (e.g., intra-state, 
regional, domain-specific) that collaborate to better serve the needs of their advanced computing 
stakeholders. 
The Campus Champions community continues to actively participate in monthly Community Chat calls 
and the All Champions calls. In lieu of the All Champions call which would have occurred during SC20, a 
social hour was held to give Champions an opportunity for some much needed informal interaction. For 
the December call, Ian Cosden presented and answered questions about the U.S. Research Software 
Engineers Association, and in January, Scott Yockel talked about and invited participation in the 
Campus Research Computing Consortium (CaRCC) Professionalization Working Group activities. While 
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the Community Chat calls are intended to be a more informal discussion, often some topics of interest 
are seeded. For instance, in November, Champions were encouraged to share their planned activities at 
SC20 so that others could plan to attend. Topics that came up in December and January included: the 
XSEDE EMPOWER program, what to do as a new champion, how to better use inclusive language within 
a research computing group, how to fund campus research computing centers, and student programs. 
Hot topics on the Campus Champions email list include: Netflow Workflow Manager, best practices for 
building Python on HPC, HPC and Graphical Information Systems (GIS), Zettabyte File Systems (ZFS), 
and inclusive language.  
The Virtual Residency Program (VRP) continues to train cyberinfrastructure (CI) Facilitators—
especially but not exclusively Campus Champions—on core skills for (a) successful CI Facilitation and 
(b) establishing credibility with researchers. For the latter, key skills are grant proposal writing and 
paper writing. In January 2021, the VRP’s Grant Proposal Writing Apprenticeship submitted an NSF 
CyberTraining proposal with a total of 28 participants, including Henry Neeman as PI, Dana Brunson 
and Dirk Colbry of Michigan State University (PI of the CyberAmbassadors CyberTraining project) as 
Co-PIs, Lizanne DeStefano and Lorna Rivera (XSEDE evaluators) as evaluators, 23 Virtual Residents as 
Senior Personnel, and a Board of Expert Advisors of six national leaders (including XSEDE PI John 
Towns and CaRCC Chair Tom Cheatham). Since this Apprenticeship began in 2017, a total of 183 people 
have participated, mostly CI professionals, from 155 institutions in 46 U.S. states and territories and 
three other countries, including 25 MSIs, 41 non-PhD-granting institutions and 54 institutions in 22 of 
28 Established Program to Stimulate Competitive Research (EPSCoR) jurisdictions. Similarly, the VRP’s 
Paper Writing Apprenticeship is already working on a paper about the 2020 VRP workshop evaluation 
(in collaboration with DeStefano and Rivera), for submission to PEARC21. To date, 136 people have 
participated, from 117 institutions in 41 U.S. states and territories, including 18 MSIs, 25 non-PhD-
granting institutions, and 40 institutions in 18 EPSCoR jurisdictions. So far, in addition to Neeman and 
Brunson, 28 VRP participants have been co-authors on three papers, including three student co-
authors. 
Campus Engagement continues to exceed its targets in all metrics: number of champions institutions, 
number of unique contributors to the email list, and number of activities related to workforce 
development of cyberinfrastructure professionals. 
For other metrics with respect to this WBS, see Appendix §12.2.2.1.5.  
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5. Extended Collaborative Support Service (WBS 2.2) 
The Extended Collaborative Support Service (ECSS) improves the productivity of the XSEDE user 
community through meaningful collaborations and well-planned training activities. The objective is to 
optimize applications, improve work and data flows, increase effective use of the XSEDE digital 
infrastructure, and broadly expand the XSEDE user base by engaging members of underrepresented 
communities and domain areas. The ECSS program provides professionals who can be part of a 
collaborative team—dedicated staff who develop deep, collaborative relationships with XSEDE users—
helping them make the best use of XSEDE resources to advance their work. These professionals possess 
combined expertise in many fields of computational science and engineering. They have a deep 
knowledge of underlying computer systems and of the design and implementation principles for 
optimally mapping scientific problems, codes, and middleware to these resources. ECSS includes 
experts in not just the traditional use of advanced computing systems but also in data-intensive work, 
workflow engineering, and the enhancement of scientific gateways.  
ECSS projects fall into five categories: Extended Support for Research Teams (ESRT), Novel and 
Innovative Projects (NIP), Extended Support for Community Codes (ESCC), Extended Support for 
Science Gateways (ESSGW), and Extended Support for Training, Education and Outreach (ESTEO). 
Project-based ECSS support is requested by researchers via the XSEDE peer-review allocation process, 
or, in some cases, suggested by reviewers as something that would benefit the researchers. If reviewers 
recommend support and if staff resources are available, projects progress through three activities. First, 
the project is assigned to an ECSS expert. Second, the project is quantified with the formation of a work 
plan through collaboration with the research group. The work plan includes concrete quarterly goals 
and staffing commitments from both the PI team and ECSS. Third, when the project is completed, the 
ECSS expert produces a final report with input from the research group. A successful project is the 
completion of all three phases. Each state of the progression is measured to provide an assessment of 
progress. Submission of work plans within 45 days of initial contact, 90% of projects with work plans 
completed, and 85% of completed projects with final reports within three months are additional 
criteria for success. The ECSS managers review work plans and also track progress via Interim Project 
Reports.  
The success of the ECSS team depends on effective collaboration across all L2 areas of the project. 
Specifically, ECSS works closely with XCI to expand software capabilities; External Relations within PgO 
to communicate the science successes enabled by ECSS assistance; RAS to review allocations requests; 
and CEE to develop and deliver training in HPC, data intensive computing, effective use of XSEDE 
resources and other topics. In addition, ECSS partners with CEE to manage the Campus Champions 
Fellows program, which can involve mentors from any L2 area.  
Key Performance Indicators for Extended Collaborative Support Service are listed in the table below. 
Additional information about these KPIs can be found on the XSEDE KPIs & Metrics wiki page.  
For other metrics with respect to this WBS, see Appendix §12.2.2.2. 
Table 5-1: KPIs for Extended Collaborative Support Service. 





RY6       Deepen/Extend 




RY5 45/yr 17 10 18   
RY4 45/yr 15 11 16 10 52 
RY3 45/yr 17   10 12  8  47 
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KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
RY2 50/yr 16 9 10 12 47 
RY1 50/yr * 10 13 25 48 
Grand 
(aggregate) 
mean rating of 
ECSS impact by 
PIs measured by 
ECSS Project Exit 
Survey items (1-
5 Likert scale) 
RY6       Deepen/Extend 




RY5 4 of 5/yr 4.1  4.2  4.5      
RY4 4 of 5/yr  3.0 4.7  4.3  4.7  4.5 
RY3 4 of 5/yr  NA  3.9 4.4  4.3  4.2 
RY2 4 of 5/yr 4.1  4.0 3.8   4.3 4.0 
RY1 4 of 5 /qtr * 4.6  4.6 3.3 4.1 
Grand 
(aggregate) 




ECSS Project Exit 
Survey items (1-
5 Likert scale) 




RY5 4.5 of 5/ yr  4.8 4.9  3.8      
RY4 4.5 of 5/ yr 3.0  5.0  5.0  4.7  4.8 
RY3 4.5 of 5/ yr  NA 4.3  4.8  4.5 4.6 
RY2 4.5 of 5/ yr 4.7 4.6 4.2  4.8 4.5  
RY1 4.5 of 5/ qtr * 4.9 4.7  4.6 4.5 
NA – Interviews were not conducted during this reporting period so no Impact and Satisfaction ratings were collected. 
With 18 projects completed in this reporting period, ECSS has now reached its annual goal of 
completing 45 projects per year. ESRT is on track to meet its target of 27 projects/year, while ESCC and 
ESSGW have already met their annual goals. The relatively high output from ESSGW (six projects) was 
due to a backlog of final reports since only one project was reported in RP2. 
The reported mean rating of ECSS impact by PIs this quarter remains high (4.5), while the mean rating 
of satisfaction by PIs was off the mark (3.8). This result stands out, since PI satisfaction ratings are 
generally higher than impact ratings, i.e., PIs who feel that ECSS was highly impactful also tend to be 
highly satisfied with ECSS. However, this quarterly result represents a small sample size, rather than a 
significant trend, since only two PI interviews were conducted in RP3. This is discussed in §5.2, below. 
ECSS remains on track to exceed the annual targets for both of these metrics. 
ECSS Highlights 
Combining oral histories with NOAA data to illustrate two decades of change in the Florida Reef 
Tract. Led by Dr. Zachary Mason of the Cooperative Institute for Satellite Earth System Studies at the 
University of Maryland, College Park, this project was initiated in 2020 with help from Novel and 
Innovative Projects team member Alan Craig (Shodor). Alan continues to mentor the project’s progress, 
assisted by ESRT team member David Bock (NCSA). The corals on the Florida coast are under threat 
from human activity. Almost 1,400 species of marine plants and animals, including more than 40 
species of stony corals and 500 species of fish, live on the Florida Reef. These essential ecosystems are 
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being ravaged by pollution, human activity, and elevated water temperatures. Fluctuating ocean 
temperatures caused by global warming present the largest threat to coral reefs. The sudden warming 
or cooling of the water stresses the corals, causing them to lose their nutrients and turn white, a process 
known as bleaching. With the destruction of these complex yet fragile ecosystems comes a wide range 
of global consequences such as extinction of marine species, endangerment to the fishing industries, 
and severe coastal erosion. In response, there are a few coral restoration non-profit organizations 
operating between Miami and the Florida Keys. They plant corals on the reefs in the hope to restore the 
coral population in the area. Another threat to the Florida Reef is the ongoing rise in sea level. The sea 
level has risen almost six inches (15 cm) at Key West since 1913, and one foot (30 cm) since 1850. This 
rise in sea level increases the volume of water in Florida Bay significantly, and increases the exchange 
of water between the Bay and the water over the reefs. The lower salinity, higher turbidity and more 
variable temperature of the water from Florida Bay adversely affects the reefs. A continued rise in sea 
level would likely intensify the effect. NOAA’s Coral Reef Conservation Program (CRCP) was established 
20 years ago to better protect coral reefs and to preserve them for future generations. The NOAA 
National Centers for Environmental Information (NCEI), which houses the data produced by the CRCP, 
is arguably the largest open source coral data repository in the world. Examining these data can yield 
information about how reef conditions have changed over time, and can inform the future actions of the 
next generation of NOAA scientists. The ECSS effort has focused initially on visualizing coral reef 
bleaching data. The team has developed a method to accurately register and plot bleaching locations 
with ArcGIS satellite raster maps, code to read bleaching data and generate location objects in 3D 
software, and they have designed initial prototype visualization sequences showing bleaching severity 
over time. A test animation of this sequence from 2014 to 2020 is available on the NCSA website.36 
Further highlights can be found in the sections for each of the ECSS L3 areas.  
 ECSS Director’s Office (WBS 2.2.1) 
The ECSS Director’s Office has been established to provide the necessary oversight to ensure the 
greatest efficiency and effectiveness of the ECSS area. This oversight includes providing direction to the 
L3 management team, coordination of and participation in ECSS planning activities and reports through 
the area’s Project Manager, monitoring compliance with budgets, and retargeting effort, if necessary. 
The Director’s Office also attends and supports the preparation of project-level reviews and activities. 
The ECSS Director’s Office will continue to manage and set direction for ECSS activities and 
responsibilities. They will contribute to and attend bi-weekly Senior Management Team calls; 
contribute to the project level plan, schedule, and budget; contribute to XSEDE quarterly, annual, and 
other reports as required by the NSF; and attend XSEDE quarterly and annual meetings. The Director’s 
Office will advise the XSEDE PI on many issues, especially those relevant to this WBS area. The office 
consists of two Level 2 Co-Directors, Philip Blood, who manages ESRT and NIP activities, and Bob 
Sinkovits, who manages ESCC, ESSGW, and ESTEO activities. The office also has three project managers 
(Marques Bland, Sonia Nayak, and Leslie Morsek).  
Blood and Sinkovits carry out the post-project interviews with all project PIs who have received ECSS 
support, both to get their assessment of how the project went, and to hear and act on any concerns they 
may express. Sinkovits also organizes the monthly symposium series, serves as one of the contributors 
to staff training, and runs the Campus Champions Fellows program (§4.6). Blood convenes User 
Advisory Committee meetings and supports the User Advisory Committee Chair. 
The project managers aid in the management of the day-to-day activities of ECSS, which includes the 
management of project requests (XRAC and startups), active projects, project assignments, and staffing. 
They continuously refine the ECSS project lifecycle, further defining processes to aid in the management 
 
36 http://lantern.ncsa.illinois.edu/Vis/Coral/CoralReef_BleachSeverity_Test2a.mp4 
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of over 100 active projects. They also administer Jira for the management and tracking of projects, both 
for the managers and directors of ECSS and for ECSS staff. 
 Extended Support for Research Teams (WBS 2.2.2) 
Extended Support for Research Teams (ESRT) accelerates scientific discovery by collaborating with 
researchers, engineers, and scholars to optimize their application codes, improve their work and data 
flows, and increase the effectiveness of their use of XSEDE digital infrastructure. 
ESRT projects are initiated as a result of support requests or recommendations obtained during the 
allocation process. Most projects focus on research codes associated with specific research teams, as 
community codes fall under ESCC (§5.4), but are not exclusively restricted to this classification. The 
primary mandate of ESRT is the support of individual research teams within the context of their 
research goals. 
ESRT is on track to meet its metric of 27 projects per year. During this reporting period, seven projects 
have been completed, which is within the average of six to seven projects needed each reporting period 
to meet the annual target. However, ESRT will need to complete nine projects over the next reporting 
period to meet the 27 projects per year target. As a result, additional effort will be applied to review 
and close out current projects for the next reporting period. ESRT has completed two PI interviews this 
reporting period, resulting in average satisfaction and impact scores, 4.5 in impact and 3.8 in 
satisfaction, and 12.5 months saved per project. All metrics met their targets except the satisfaction 
score, which fell short of the current target of 4.5. The PIs cited some difficulties in communication, 
bandwidth, and matching domain expertise. These topics and mitigation strategies will be added to 
existing staff training and discussions with consultants. 
Estimating Dynamic Models of the Firm 
Research led by Dr. Whited, Professor of Finance at the University of Michigan, is investigating new 
models of corporate financial firm behavior such as monetary policy transmission and international 
finance and growth. To facilitate studies of these dynamic models of firm behavior, a set of Fortran 
programs utilizing MPI and OpenMP implements economic models of sequential decision making and 
policy optimization. ESRT consultants Paul Rodriguez and Robert Sinkovits, both from San Diego 
Supercomputer Center (SDSC), have 
identified opportunities for performance 
improvement including the optimization 
of loops for OpenMP parallelization, 
reduction of load imbalance, and the 
reduction of file I/O overhead. 
Implementation of OpenMP and file I/O 
optimizations resulted in improvements 
of performance of about 3 fold (OpenMP 
for problem initialization) and 15 fold 
(for logging results). The overall MPI wait 
time was decreased by a factor of 5-10, 
depending on the number of nodes. The 
load imbalance at higher node counts 
was also reduced as shown in Figure 12.  
For other metrics with respect to this WBS, see Appendix §12.2.2.2.1. 
 Novel & Innovative Projects (WBS 2.2.3) 
Novel and Innovative Projects (NIP) accelerates research, scholarship, and education provided by new 
communities that can strongly benefit from the use of XSEDE’s ecosystem of advanced digital services. 
 
Figure 12: The mean and standard deviation of the MPI wait time as a 
function of the number of nodes before and after code optimizations. 
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Working closely with the XSEDE Outreach team, the NIP team identifies a subset of scientists, scholars, 
and educators from new communities, i.e., from disciplines or demographics that have not yet made 
significant use of advanced computing infrastructure, who are now committed to projects that appear 
to require XSEDE services, and are in a good position to use them efficiently. NIP staff then provide 
personal mentoring to these projects, helping them to obtain XSEDE allocations and use them 
successfully. 
XSEDE projects generated by, and mentored by, the personal efforts of the NIP experts should stimulate 
additional practitioners in their field to become interested in XSEDE. Strategies used include building 
and promoting science gateways serving communities of end-users and the enhancement of the Domain 
Champions program by which successful practitioners spread the word about the benefits of XSEDE to 
their colleagues.  
Real stories of bad kids: A historical big data analysis to disclose the social construction of 
juvenile delinquency.  
Led by Dr. Yu Zhang of the Department of Criminology at the California State University-Fresno, this 
XSEDE project was initiated in 2017 with help from Novel and Innovative Projects digital humanities 
expert Dr. Alan Craig (Shodor). Dr. Craig continues to mentor the project’s progress, assisted by ESRT 
team member Sandeep Puthanveetil Satheesan (NCSA). This historical big data analysis to disclose the 
social construction of juvenile delinquency has made significant progress in recent months. Using a 
processing tool the team developed, the team has now parsed more than 1,600,000 documents from the 
ProQuest Historical Newspaper collection. For segmenting newspaper articles from the Library of 
Congress collection, the team trained a Mask R-CNN based machine learning model adapted for this 
task by adding a newspaper model. They trained this model using 5 labeled newspaper ground truth 
images containing a total of 99 segments belonging to 7 different classes (background, advertisement, 
article, the masthead, runhead, photo, and banner.) A training image and validation image obtained 
during the initial runs are shown in Figure 13 below. In future months, the team intends to improve the 
machine learning model by adding more training data and fine-tuning the hyperparameters. Using this 
model, they intend to segment the Library of Congress 
newspaper collection, filter out only the segmented 
articles, process it using Google Cloud Vision API 
(OCR) and use that text data in the text analysis phase 
of this particular collection. The powerful capabilities 
of Bridges-2 and, potentially, the experimental 
Neocortex deep learning resource at PSC should 
enable significant progress. For the text analysis, the 
team is building a web interface to search and 
visualize the trends, word clouds, and network graphs 
of terms related to “juvenile delinquency” across 
different periods. On the backend, analysis tasks will 
include indexing historical newspapers, training 
different time-period specific semantic models (e.g. 
Word2Vec), and computing the similarity of terms 
based on the semantic models. 
For other metrics with respect to this WBS, see Appendix §12.2.2.2.2 
 Extended Support for Community Codes (WBS 2.2.4) 
Extended Support for Community Codes (ESCC) extends the use of XSEDE resources by collaborating 
with researchers and community code developers to deploy, harden, and optimize software systems 
necessary for research communities to create new knowledge. 
 
Figure 13: Left: the manually labeled training data that 
was used to train a Mask R-CNN model to segment 
newspaper articles in the scanned newspaper images. 
Right: newspaper segments predicted by the trained 
Mask R-CNN model. 
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ESCC supports users via requested projects and XSEDE-initiated projects. ESCC projects may be created 
in two different ways. Most ESCC projects are initiated as a result of requests for assistance during the 
allocation process. These projects are similar in nature to ESRT projects but involve community codes 
rather than codes developed for and by individual research groups. ESCC projects may also be initiated 
by staff to support a community’s needs. 
ESCC has met its target for the number of completed projects. No satisfaction score was collected as no 
interviews were conducted during the last quarter. This is due to the small total number of projects and 
is within the expected margins. 
Towards a multiscale theory of molecular solvation: Development, testing, and application of 
3D-RISM 
Work on this project has been completed by the PI and his collaborator, Drs. Luchko and Wilson, and 
the ECSS consultant Dr. Lu (TACC). The focal point was to improve the parallel efficiency of the 3D-RISM 
code, part of the Amber toolkit. Amber is a suite of biomolecular simulation programs that is widely 
used in the community, and the successful work described here has a broader impact through that 
community. At the beginning the code was MPI parallel only, and MPI scalability and overall parallel 
efficiency was constrained. To use all available compute power and to gain access to all available 
memory bandwidth, a maximum number of MPI tasks was employed, which can be a large number per 
node on today’s multi and many core architectures. This necessitated thin slices that create large 
communication overhead. To overcome this limitation, OpenMP thread-parallelism was introduced to 
the code. OpenMP adds very little memory overhead, however, when reasonable scaling is achieved it 
allows one to reduce the number of MPI tasks per node while still employing all cores. For this project 
the ECSS consultant profiled the code and fixed some bugs that affected memory scalability and 
numerical accuracy. Then OpenMP threads were added while simultaneous changes were made to use 
the FFTW and MKL-BLAS libraries. Good parallel efficiency with OpenMP was achieved, and for the test 
case an overall speedup of 71% was achieved when the original setup on a node was compared with 12 
tasks and four OpenMP threads per task. As it is often the case a small number of OpenMP threads, i.e. 
in a regime where good scalability can be easily achieved, already makes a large difference in overall 
performance and MPI communication efficiency. Figure 14 shows the scaling efficiency of the pure MPI 
version against several MPI-OpenMP setups. While the MPI-only implementation scales better, the 
OpenMP parallel version provides better overall execution speed. Note that the overall parallel 
performance seems low (about 50% at 32 
threads when comparing MPI with 
MPI+OpenMP), but that the best speedup was 
achieved with a more modest number of four 
OpenMP threads. At this thread count the 
OpenMP efficiency is higher than 80%. The 
relatively poor parallel efficiency originates 
from the fact that only the two most time 
consuming routines were parallelized with 
threads. Narrow changes are often indicated 
when OpenMP is added to existing complex 
code. If the code had been properly designed 
for threads from the beginning then a higher 
efficiency likely could be reached. However, 
rewriting the whole code for small additional 
performance gains would be ill-advised. 
For other metrics with respect to this WBS, see Appendix §12.2.2.2.3. 
 
 
Figure 14: Scaling efficiency of the pure MPI version against 
several MPI-OpenMP setups. 
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 Extended Support for Science Gateways (WBS 2.2.5) 
Extended Support for Science Gateways (ESSGW) broadens science impact and accelerates scientific 
discovery by collaborating in the development and enhancement of science-centric gateway interfaces 
and by fostering a science gateway community ecosystem. 
During this reporting period, ESSGW completed six projects and year-to-date has completed 17 total 
projects, nearly doubling the ESSGW target number of completed projects. In addition, five new projects 
have been assigned to ESSGW for a total of 23 active projects. While no new PI interviews were 
conducted during this reporting period, the yearly average for both impact and satisfaction remain 
above the KPI targets.  
The High Resolution Spatial Temporal Analysis of Whole-Head 306-Channel 
Magnetoencephalography and 66-Channel Electroencephalography Brain Imaging in Humans 
During Sleep Gateway Project  
Research led by PI Dr. David Shannahoff-Khalsa of the University of California, San Diego investigates 
sleep rhythms that manifest with the two cerebral hemispheres alternating in dominance with an 
“hourly-like” ultradian rhythm that is tightly coupled to the REM-NREM sleep cycle. This cerebral 
rhythm of alternating dominance has also been demonstrated in waking normal using EEG and 
cognitive testing. Previously, the team also showed how the cerebral rhythm was tightly coupled to the 
nasal cycle, an endogenous rhythm of the autonomic nervous system, where airflow alternates between 
the right and left nostril. Cognitive testing and EEG showed that the left hemisphere dominates when 
airflow dominates through the right nostril, and vice versa. With XSEDE ECSS support, in phase one of 
this project, the team analyzed sleep data that has high temporal (603 Hz) and spatial resolution from 
four healthy subjects. Data was recorded using the Elekta Neuromag instrument with whole-head 306-
channel magnetoencephalography (MEG) and 66-channel EEG. The team compared the rhythms of six 
frequency bands (low-delta, delta, theta, alpha, beta, and gamma), and while the rhythms of the six 
bands all had significant ultradian profiles, the low-delta, delta, and theta bands showed the strongest 
coupling to the REM-NREM sleep cycle. These three bands that dominate during the deepest stages of 
sleep showed greater power in the 
right hemisphere during stages 
three and four, while REM sleep 
showed greater power in the left 
hemisphere. Stages three and four 
are known to be the polar opposite 
of REM sleep. Figure 15 shows an 
isosurface plot with the six 
frequency bands and how they are 
coupled to the sleep hypnogram. 
The PI has submitted an allocation 
renewal for phase 2 of the project to 
analyze 148-channel MEG from the 
BTI/4D instrument on how this 
ultradian cerebral rhythm can be 
selectively altered by applying a 
yogic technique called unilateral 
forced nostril breathing. The pattern that we used compared the effects of breathing through the left 
nostril compared to the right. This unique pattern when perfected has shown clinical efficacy in treating 
patients with obsessive compulsive disorder. 
When asked about the project the PI responded, “There is no way that I could have achieved success 
with this project without the stellar talents provided by XSEDE’s ECSS consultants.” 
 
Figure 15: An isosurface plot with the six frequency bands and how they are 
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For other metrics with respect to this WBS, see Appendix §12.2.2.2.4. 
 Extended Support for Training, Education, & Outreach (WBS 2.2.6) 
Extended Support for Training, Education & Outreach (ESTEO) prepares the current and next 
generation of researchers, engineers, and scholars in the use of advanced digital technologies by 
providing the technical support for Training, Education, and Outreach planned activities. 
Typical events include train-the-trainers events, on-site classes requested by Campus Champions, 
regional workshops, conferences, and summer schools (including the International HPC Summer 
School). Staff also create and review online documentation and training modules. This on-demand 
training is increasingly popular with the user community when both time and travel budgets are 
limited. 
ESTEO is on track to meet its targets for all of its metrics, even with an apparent downward pressure on 
“Live Training Events,” possibly due to the ongoing pandemic. 
ECSS Consultant Alan Craig has been working with PI Guillermo Arraya, University of Puerto Rico - 
Mayaguez, to help his group visualize their computational fluid mechanics results. In the course of this 
engagement, Alan has taught the PI’s team how to build Augmented Reality applications to provide a 
more interactive experience for exploring the data. This work was recently published (David Paeres, 
Jean Santiago, Christian J. Lagares, Wilson Rivera, Alan B. Craig and Guillermo Araya. Design of a Virtual 
Wind Tunnel for CFD Visualization. AIAA Scitech 2021 Forum. AIAA 2021-1600. January 2021) and is 
an excellent example of some of the key longer-term workforce development supported by ECSS. 
For other metrics with respect to this WBS, see Appendix §12.2.2.2.5. 
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6. XSEDE Cyberinfrastructure Integration (WBS 2.3) 
The mission of XSEDE Cyberinfrastructure Integration (XCI) is to facilitate interaction, sharing, 
interoperability, and compatibility of all relevant software and related services across the national CI 
community, building and improving upon the foundational efforts of XSEDE.  
XCI envisions a national cyberinfrastructure that is consistent, straightforward to understand, and 
practical for use by researchers and students. Service to XSEDE Service Providers (SPs) is a particularly 
important aspect of XCI’s activities. XCI strives to make it possible for researchers and students to 
effortlessly use computational and data analysis resources ranging from those allocated by XSEDE to 
campus-based CI facilities, an individual’s workstation, and commercial cloud providers, and to interact 
with these resources via CI software services such as science gateways and Globus Online. XCI provides 
two essential integrating services: XCI provides the software glue that ties XSEDE together; particularly, 
it enables the interoperability of advanced computing resources supported by XSEDE with each other 
and with the XSEDE portal and other underlying infrastructure (e.g., accounting information), and XCI 
also improves the capabilities of campus cyberinfrastructure administrators anywhere in the US to 
manage local facilities in ways that are easily interoperable with the evolving national CI fabric while 
simultaneously leveraging training and educational materials created and disseminated by XSEDE. 
The success of the XCI team depends on effective collaboration across all L2 areas of the project. 
Specifically, the Requirements Analysis & Capability Delivery (RACD) team relies on Ops to integrate 
new capabilities as well as CEE, RAS, and the PgO’s External Relations (ER) team to help improve XSEDE 
services and inform the user community of their existence. The Cyberinfrastructure Resource 
Integration (CRI) team also collaborates with ER to communicate the tools and services which XSEDE 
makes available to the national CI community. 
Key Performance Indicators for XSEDE Cyberinfrastructure Integration are listed in the table below. 
Additional information about these KPIs can be found on the XSEDE KPIs & Metrics wiki page.  
For other metrics with respect to this WBS, see Appendix §12.2.2.3. 
Table 6-1: KPIs for XSEDE Cyberinfrastructure Integration (XCI). 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Grand (aggregate) 
mean rating of XSEDE 
User Survey user 
satisfaction items 
regarding XCI software 
and technical services, 
capabilities, and 
resources (1-5 Likert 
scale) 
 
RY6       Advance — 




RY5 4 of 5/yr 4.4 - -   
RY4 * * * * * * 
RY3 * * * * * * 
RY2 * * * * * * 
RY1 * * * * * * 
Grand (aggregate) 
mean rating of XSEDE 
User Survey Service 
Provider satisfaction 
items regarding XCI 
software and technical 
services, capabilities, 
RY6       Advance — 




RY5 4 of 5/yr 4.5 - -   
RY4 * * * * * * 
RY3 * * * * * * 
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KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
and resources (1-5 
Likert scale) 
 
RY2 * * * * * * 
RY1 * * * * * * 
Number of non-XSEDE 
partnerships with XCI2 
RY6       Advance — 




RY5 18/yr 14 113 16   
RY4 12/yr 9 10 11 21 21 
RY3 8/yr 13 12 11 12 201 
RY2 NA - - - - 8 
RY1 NA * - - - 8 
Mean time to issue 




(§3.3.2) RY5 <10 days/qtr 4.2  6.0  10.1      
RY4 <10 days/qtr 5.4  4.5  8.8  35.8  13.7 
RY3 <14 days/qtr 22.3   7.3 2.9  2.9  8.8 
RY2 <30 days 4.0 7.0 8.0 5.0 6.1  
RY1 <45 days * 7.0 4.0 16.0 9.0 
- Data reported annually. 
1 Engagements often continue over multiple reporting periods and get counted in each period they are active. The annual total 
is calculated by the number of unique engagements across all reporting periods.  
2 Number of non-XSEDE partnerships with XCI was a new KPI in RY3 so there were no targets set for RY1 or RY2. Annual totals 
were calculated retroactively.  
3  Previously mis-reported number is now corrected in RY4RP3 report.  
 
The two KPIs related to measuring user and service provider satisfaction with XCI software and 
technical services, capabilities, and resources are reported annually in RP1 so there is no data to report 
at this time.  
RACD added three new partnerships this reporting period with the Science Gateways Community 
Institute, the Open OnDemand project, and a Security Token Assurance for Authentication and 
Authorization interoperability engagement. RACD retired one partnership and continues to engage with 
six ongoing partnerships to bring the total number of RACD partnerships to nine. CRI added three 
additional partnerships this period with University of Texas Dallas, Oral Roberts University, and 
Bentley University to bring the total number of CRI partnerships to seven, and the total number of XCI 
partnerships to 16. Outreach activities that are in the current pipeline are expected to bring in an 
additional two to three interested campus partners for engagements or implementation efforts, so this 
KPI is on-track to meet the annual target. 
The XCI mean time to issue resolution just slightly exceeded the target this reporting period. This was a 
result of RACD assisting with a challenging technical issue that took 76 days to resolve (see §6.2 for 
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more information). As a result, the RACD average was 10.4 days (for 27 issues) and the CRI average was 
3 days (for 1 issue), bringing the XCI total average to 10.1. 
 
XCI Highlights 
This reporting period, XCI rolled out significant enhancements to XSEDE’s Research Software Portal and 
related discovery services by introducing elastic search capabilities, enabling enhanced Jetstream image 
discovery, and introducing HPC compute, storage, and visualization resource discovery.  
XCI also rolled out a significant improvement to the Community Software Area (CSA) capability 
enhancing how Service Providers advertise CSA support through the Resource Description Repository, 
how potential community Software Providers discover which resources support CSAs, and how users 
can discover community provided software on XSEDE resources. 
CRI continues to work with domain communities to provide Jetstream virtual clusters, adding virtual 
clusters to support AMP, GeoGateway, and Delta science gateways. The team hosted a long-term and 
very beneficial multi-week engagement with Arizona State University, providing feedback on cluster 
configuration, software management, policy development, and more.  
Following the retirement of XCI deputy director Craig Stewart, PI Towns selected two members of XCI 
staff to become XCI deputy directors to fill this role. Shava Smallen and Tabitha Samuel will be assisting 
in XCI leadership moving forward. 
  XCI Director’s Office (WBS 2.3.1) 
The XCI Director’s Office has been established to provide necessary oversight to ensure the greatest 
efficiency and effectiveness of the XCI area. This oversight includes providing direction to the L3 
management team, coordination of and participation in XCI planning activities and reports through the 
area’s project manager, and monitoring compliance with budgets, retargeting effort, if necessary. The 
Director’s Office also attends and supports the preparation of project-level reviews and activities. 
The XCI Director’s Office will continue to manage and set direction for XCI activities and 
responsibilities. They will contribute to and attend bi-weekly Senior Management Team calls; 
contribute to the project level plan, schedule, and budget; contribute to XSEDE IPRs, annual reports, and 
other reports as required by the NSF; and attend XSEDE quarterly and annual meetings. Lastly, the 
Director’s Office will advise the XSEDE PI on many issues, especially those relevant to this WBS area. 
 Requirements Analysis & Capability Delivery (WBS 2.3.2) 
The Requirements Analysis & Capability Delivery (RACD) team facilitates the integration, maintenance, 
and support of cyberinfrastructure capabilities addressing user technical requirements. The process 
begins by preparing Capability Delivery Plans (CDPs) that describe the technical gaps in XSEDE’s 
prioritized Use Cases. To fill the gaps, RACD evaluates and/or tests existing software solutions, engages 
with software providers, and facilitates software and service integration. To ensure software and 
service adoption and ROI, RACD involves users, Service Providers (SPs), and operators in an integration 
process that uses engineering best practices and instruments components to measure usage. Once 
components are integrated, RACD facilitates software maintenance and enhancements in response to 
evolving user needs and an evolving infrastructure environment. 
During this period, RACD conducted its annual User Requirements Evaluation and Prioritization (UREP) 
prioritization review that evaluated the priority of nine potential Use Cases and delivery plans. The 
UREP gave highest priority to the new web-based resource access capabilities that could be provided 
with Open OnDemand including job submission, login shells, running interactive applications, small file 
management, resource status notifications, and accessing job performance metrics.  
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During this reporting period, RACD delivered 20 significant fixes and enhancements to production 
components including: significant enhancements to XSEDE’s Research Software Portal and related 
discovery services that introduced elastic search capabilities, enabled enhanced Jetstream image 
discovery, HPC compute, storage, and visualization resource discovery, and community software 
discovery; improvements to the resource description publishing format by include links and formatting 
markup; and upgrades to manage XSEDE’s Identity Provider (IdP) capability and migration to AWS. 
RACD also rolled out a significant improvement to the Community Software Area (CSA) capability 
enhancing how Service Providers advertise CSA support through the Resource Description Repository 
(RDR), how potential community software providers discover which resources support CSAs, and how 
users can discover community provided software on XSEDE resources. 
This period RACD assisted with a challenging technical issue reported by a science gateway involving a 
Service Provider that took 76 days to resolve, resulting in an average days to resolution of 10.4 that is 
slightly above our target of 10 days. Not counting this one issue the team’s average would have been 
well below the target at 7.9 days. 
Other updates this reporting period include maintenance improvements to usage collection, the 
Information Publishing Framework package, and XSEDE documentation for the Grid Community 
Toolkit’s GSI-SSH update for improved file transfer (HPN-SSH). 
For other metrics with respect to this WBS, see Appendix §12.2.2.3.1. 
 Cyberinfrastructure Resource Integration (WBS 2.3.3) 
The mission of the Cyberinfrastructure Resource Integration (CRI) team is to work with SPs, CI 
providers, and campuses to maximize the aggregate utility of national cyberinfrastructure. CRI 
facilitates the incorporation of XSEDE software at SPs and encourages SPs to publish their information 
in the RDR. CRI’s activities are reflected in the uptake of CRI-integrated toolkits, such as the XSEDE 
Campus Bridging Cluster toolkit and XSEDE National Integration Toolkit, but also Globus Transfer 
clients and other toolkits as developed. Through XCI, XSEDE serves an aligning function within the 
nation by assembling a technical infrastructure that facilitates interaction and interoperability across 
the national CI ecosystem. In turn, this infrastructure is adopted by campus, regional, and national CI 
providers because it makes their task of delivering services easier and the delivered services better. 
The suite of interoperable and compatible software tools that XSEDE makes available to the CI 
community is based on those already in use, and services are added that address emerging needs 
including data and computational services. Because the XSEDE Cyberinfrastructure Resource 
Integration team (CRI) deals primarily with Level 1, 2, and 3 SPs, along with campus 
cyberinfrastructure administrators and support experts, the SP Forum and Campus Champions are 
XCI’s primary sources of direction regarding prioritization of efforts. 
With a large number of resources joining XSEDE, considerable work went into SP Forum Coordination. 
The SP coordinator conducted kickoff meetings with the PI and co-PIs of PSC’s Bridges-2 resource and 
SDSC’s Expanse resource. During these meetings, the SP coordinator went over the Service Provider 
checklist for incoming resources into the XSEDE federation, discussed timelines of when the resource 
would go into early user and acceptance periods followed by production, and also shared information 
about the various groups in XSEDE who could engage with the Service Provider during their upcoming 
deployment and integration into the XSEDE federation. 
University of Kentucky’s KyRIC system, and Open Storage Network joined the XSEDE Allocation request 
cycle for the first time during this allocation request period (December 15, 2020 – January 15, 2021).  
XSEDE’s External Relations team published an article in the January edition of XSEDE’s Impact 
newsletter about the new Service Providers and resources joining the XSEDE Federation this year (see 
§2.11). Five resources that are just entering or are close to entering production phases were highlighted 
in this article. These resources were Purdue University’s system Anvil, John Hopkins’ system Rockfish, 
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Texas A&M’s system FASTER, and University of Kentucky’s system KyRIC, and the Open Storage 
Network.  
 
CRI continued work on a collaborative effort with the National Center for Genome Analysis Support 
(NCGAS) supporting Transcriptome Workflows for upcoming workshops hosted by NCGAS, utilizing the 
CRI Container Template Library. Cornell University adopted the Virtual Cluster Toolkit in order to 
support new faculty requests on its OpenStack cloud. In addition, CRI added new functionality to the 
XSEDE Compatible Basic Cluster, including implementation of OpenOnDemand for XCBC adopters. 
For other metrics with respect to this WBS, see Appendix §12.2.2.3.2. 
  
RY5 IPR14 Page 58 
7. XSEDE Operations (WBS 2.4) 
The mission of XSEDE Operations is to install, connect, maintain, secure, and evolve an integrated 
cyberinfrastructure that incorporates a wide range of digital capabilities to support national scientific, 
engineering, and scholarly research efforts. 
In addition to the Operations Director’s Office (§7.1), Operations staff is subdivided into four teams 
based on the work breakdown structure: Cybersecurity (SecOps) (§7.2), Data Transfer Services (DTS) 
(§7.3), XSEDE Operations Center (XOC) (§7.4), and Systems Operational Support (SysOps) (§7.5). The 
Operations management team meets weekly and individual Operations groups meet approximately bi-
weekly with all meeting minutes posted to the XSEDE wiki. 
The success of the Operations (Ops) team depends on effective collaboration across all L2 areas of the 
project. In particular, Ops relies on XCI to support new capabilities and services (e.g., security or 
networking technologies) and RAS to create and deploy solutions to improve help ticket response or 
the central database. In addition, Ops relies on all WBS teams and the Service Providers to respond to 
help tickets for their areas that are submitted by users.  
Key Performance Indicators for Operations are listed in the table below. Additional information about 
these KPIs can be found on the XSEDE KPIs & Metrics wiki page.  
For other metrics with respect to this WBS, see Appendix §12.2.2.4. 
Table 7-1: KPIs for Operations. 
Area Metric Report Year Target RP1 RP2 RP3 RP4 Total 
Sub-goal 
Supported 




closed by the 
XOC (1-5 Likert 
scale) 
RY6       Sustain — 
Provide 
excellent user 
support (§3.3.2) RY5 
4.5 of 5/ 
qtr 4.7 4.7 4.7   
RY4 4.5 of 5/ qtr 4.8 4.7 4.7 4.7 4.7 
RY3 4.5 of 5 / qtr 4.5  4.9 4.6  4.7  4.7 
RY2 4.5 of 5 / qtr 4.5 4.8 4.8 4.4 4.6 














RY5 0 hrs/qtr 0  0  0      
RY4 0 hrs/qtr 0  0   22 0  22 
RY3 0 hrs/qtr 0  0   0 0  0 
RY2 0 hrs/qtr 0 0 0 0 0 
RY1 < 24 hrs/qtr * 0 146 0 146 
Overall user satisfaction with ticket resolution was again very high, slightly exceeding the target of 4.5.  
“Hours of downtime with direct user impacts from an XSEDE security incident” was zero, meeting the 
target for the fourth consecutive reporting period. 
Operations Highlights 
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The SecOps group has drafted a new Identity and Access Management Policy. Development of the policy 
included several rounds of comments and feedback from various XSEDE stakeholders. The new policy 
will be presented to the XSEDE Senior Management Team (SMT) for approval in the next reporting 
period. Concurrent with the new policy development, SecOps continues updating XSEDE's numerous 
other security documents.  
SysOps and SecOps continue to work closely in order to maintain a strong security posture for the 
project. Together, the two groups quickly remediated a small number of newly discovered 
vulnerabilities in existing deployments this reporting period. SysOps and SecOps also continue 
collaborating to audit existing services.  
The DTS group continues working with the user community to facilitate user data movement and 
management by maintaining and continuously monitoring XSEDE data services and resources. In the 
interest of assessing the user experience and needs, DTS collaborated with the XSEDE Evaluation team 
to review and refine relevant sections of the XSEDE annual user survey. This work should result in 
additional user information and needs so that the DTS group can focus efforts accordingly.  
In light of the recent NSF solicitations for an XSEDE follow-on award, Operations is assessing all 
transition related risks for each of its four WBSs. These new solicitations contain information about the 
future award(s) that will aid, not only Operations, but the entire project in identifying new and 
potentially emerging transition risks in order to prepare appropriate mitigation strategies. 
 Operations Director’s Office (WBS 2.4.1) 
The Operations Director’s Office has been established to provide the necessary oversight to ensure the 
greatest efficiency and effectiveness of the Operations area. This oversight includes providing direction 
to the L3 management team, coordination of and participation in Operations planning activities and 
reports through the area’s Project Manager, and monitoring compliance with budgets, retargeting effort 
if necessary. The Director’s Office also attends and supports the preparation of project-level reviews 
and activities. 
The Operations Director’s Office will continue to manage and set direction for Operations activities and 
responsibilities. The Office will contribute to and attend bi-weekly Senior Management Team calls; 
contribute to the project-level plan, schedule, and budget; contribute to XSEDE IPR, annual, and other 
reports as required by the NSF; and attend XSEDE quarterly and annual meetings. Lastly, the Director’s 
Office will advise the XSEDE PI on many issues, especially those relevant to this WBS area. 
 Cybersecurity (WBS 2.4.2) 
The Cybersecurity Security (SecOps) group protects the confidentiality, integrity and availability of 
XSEDE resources and services. Users expect XSEDE resources to be reliable and secure, thus the 
security team’s goal is to minimize any interruption of services related to a security event. 
The SecOps group also continues to improve and update XSEDE's critical infrastructure. SecOps moved 
XSEDE’s identity provider into AWS this reporting period. Analysis and planning continue for moving 
hardware security modules into AWS. While moving these services into AWS presents new security 
risks, the group is confident the benefits of fault tolerance and availability outbalance those risks. The 
aforementioned AWS audit should help inform any new risks and how to better mitigate them. 
For other metrics with respect to this WBS, see Appendix §12.2.2.4.1. 
 Data Transfer Services (WBS 2.4.3) 
The Data Transfer Services (DTS) group facilitates data movement and management for the community 
by maintaining and continuously evolving XSEDE data services and resources.  
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With the ongoing addition of new Service Provider (SP) resources, DTS has been working with the new 
SPs to target specific resource needs. Oncoming resources including Anvil from Purdue, Expanse from 
SDSC, and Bridges-2 from PSC, were specifically identified since they will become available in this 
current allocations request cycle. Additionally, the XSEDEnet description for new SPs was revised to 
improve the text as well as better highlight the benefits of connecting to XSEDEnet. 
Operationally, the distributed perfSONAR instruments were assessed to address a recent sudo 
vulnerability and were confirmed to be updated on their standard upgrade cycle. 
For other metrics with respect to this WBS, see Appendix §12.2.2.4.2. 
 XSEDE Operations Center (WBS 2.4.4) 
The XSEDE Operations Center (XOC) staff serve as user advocates, providing timely and accurate 
assistance to the XSEDE community, while simultaneously monitoring and troubleshooting user-facing 
systems and services. 
Users continue to express high satisfaction with the services provided by the help desk, giving a 4.7 
rating this reporting period. This marks 14 consecutive reporting periods the XOC has scored 4.5 or 
higher on a 5 point scale. Included in this overall satisfaction rating is satisfaction with the mean time to 
ticket resolution (MTTR), which was nearly 15 minutes for tickets closed by the help desk this reporting 
period!  
For other metrics with respect to this WBS, see Appendix §12.2.2.4.3. 
 System Operations Support (WBS 2.4.5) 
Systems Operational Support (SysOps) provides enterprise-level support and system administration for 
all XSEDE central services.  
SysOps met the goal of 99.9% availability of enterprise services for the 14th consecutive reporting 
period. 
The SysOps staff continues to improve existing software deployments to maintain this high level of 
service, both on the local cloud and in AWS. 
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8. Resource Allocation Service (WBS 2.5) 
The Resource Allocation Service (RAS) is building on XSEDE’s current allocation processes and evolving 
to meet the challenges presented by new types of resources to be allocated via XSEDE, new computing 
and data modalities to support increasingly diverse research needs, and large-scale demands from the 
user community for limited XSEDE-allocated resources. RAS is pursuing these objectives through three 
activities: managing the XSEDE allocations process in coordination with the XD Service Providers 
(§8.2), enhancing and maintaining the RAS infrastructure and services (§8.3), and anticipating changing 
community needs.  
The success of the RAS team depends on effective collaboration across all L2 areas of the project. 
Specifically, RAS collaborates closely with Ops to ensure capabilities are available, secure, and up-to-
date; with External Relations (ER) within the Program Office to promote allocations periods and 
services; with XCI for continual product improvement and optimization; with CEE’s User Interfaces and 
Online Information (UII) for user optimization of services and processes; and with ECSS for efficient 
review of quarterly allocation requests. 
Key Performance Indicators for the Resource Allocation Service are listed in the table below. Additional 
information about these KPIs can be found on the XSEDE KPIs & Metrics wiki page.  
For other metrics with respect to this WBS, see Appendix §12.2.2.5. 
Table 8-1: KPIs for Resource Allocation Service. 
Area Metric Report Year Target RP1 RP2 RP3 RP4 Total 
Sub-goal 
Supported 










RY5 4 of 5/ qtr 4.4 4.3 4.4   
RY4 4 of 5/ qtr 4.2 4.3 4.3 4.3 4.3 
RY3 4 of 5/ qtr  4.1  4.1 4.2   4.4 4.2 
RY2 4 of 5/ qtr 4.1 4.0 4.1 3.9 4.0 
RY1 4 of 5/ qtr * 4.0 4.0 4.0 4.0 
Mean rating of 
user satisfaction 
with XRAS (1-5 
Likert scale) 







RY5 4 of 5/ qtr 4.3  4.3  4.3      
RY4 4 of 5/ qtr 4.3  4.3   4.4 4.2  4.3 
RY3 4 of 5/ qtr 4.0  4.2  4.1 4.3  4.2 
RY2 4 of 5/ qtr 4.0  4.0 4.1   3.9 4.0  
RY1 4 of 5/ qtr * 4.0 4.0 4.0  4.0 
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RAS continues to receive satisfaction ratings above the target of 4.0 (out of 5) for both the allocations 
process as whole, as well as the XRAS system, despite continuing high request levels for the quarterly 
Research opportunity. The target of 4.0 will remain given the uncertain and qualitative nature of this 
metric, as well as the regular reductions to recommended amounts for Research allocations. 
RAS Highlights 
RAS has adjusted its efforts to ensure the ability to support the many new resources and Service 
Providers joining XSEDE in PY10. During this reporting period, Bridges-2 and Expanse, the new systems 
at Pittsburgh Supercomputer Center (PSC) and San Diego Supercomputer Center, respectively, were 
onboarded, while also supporting two new Service Providers. The KyRIC large-memory cluster at the 
University of Kentucky (UK) and the Open Storage Network (OSN) storage environment were both 
made available to users submitting Research allocation requests for the January 15, 2021 deadline. 
Additional resources and Service Providers are expected to join in the coming months. 
The Allocations, Accounting & Account Management CI (A3M) team achieved several milestones during 
the reporting period. Two significant updates to the XSEDE Resource Allocation Service (XRAS) Admin 
interfaces were deployed into production. The A3M team completed a redesign of the primary user 
interface for managing individual submissions, with the goal of improving the administrator's user 
experience. The views for processing requests and actions were fully reworked to provide a more 
intuitive summary of relevant information and better navigation throughout the various options 
available to administrators. The UI for creating and managing email notifications was also completely 
rewritten based on user feedback. 
The A3M team also continues to focus significant effort on the new XSEDE Accounting Service (XACCT). 
The initial core database schema has been implemented, and work progressed on the functionality that 
connects the new schema to core services such as XRAS and AMIE.  
XSEDE allocations activity continued at high levels despite the continued pandemic. The XSEDE 
Resource Allocations Committee (XRAC) met virtually for the third time and, once again, 84% of 
research requests received some allocation. For the meeting, requests for compute resources were just 
over two times the amount available. Even with the high success rate, the panel recommended 339M 
SUs (93B NUs), and the recommended amounts were essentially awarded in full, with some moving of 
allocations across resources. The availability of the PSC Bridges-2 and SDSC Expanse cluster likely 
contributed to the ability to award recommendations in full. 
  RAS Director’s Office (WBS 2.5.1) 
The RAS Director’s Office has been established to provide the necessary oversight to ensure the greatest 
efficiency and effectiveness of the RAS area. This oversight includes providing direction to the L3 
management team, coordination of and participation in RAS planning activities and reports through the 
area’s Project Manager, monitoring compliance with budgets, and retargeting effort if necessary. The 
Director’s Office also attends and supports the preparation of project-level reviews and activities. The 
RAS Director's Office also contributes to an analytics effort to support NSF, Service Providers, and 
XSEDE in understanding and projecting the stewardship of, demand for, and impact of CI resources and 
services.  
The RAS Director’s Office will continue to manage and set direction for RAS activities and 
responsibilities. They will contribute to and attend bi-weekly Senior Management Team calls; 
contribute to the project-level plan, schedule, and budget; contribute to XSEDE IPR, annual, and other 
reports as required by the NSF; and attend XSEDE quarterly and annual meetings. Lastly, the Director’s 
Office will advise the XSEDE PI on many issues, especially those relevant to this WBS area. 
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 XSEDE Allocations Process & Policies (WBS 2.5.2) 
Allocations enable the national open science community to easily gain access to XSEDE’s advanced 
digital resources, allowing them to achieve their research and education goals.  
For the December 2020 XRAC meeting, held virtually, 223 proposals were submitted for XSEDE 
resources, of which 187 were recommended for award—a success rate of 84%. To continue addressing 
the success rate KPI, the team also continued to collaborate with Extended Collaborative Support 
Service (ECSS)/Extended Support for Training, Education, & Outreach (ESTEO) to produce user-
oriented training for the preparation of Code Performance and Scaling documents since these 
documents are often the cause of Research requests being rejected by the XRAC. 
For the meeting, requests for compute resources were just over two times the amount available; 
approximately 487M Service Units (SUs) (201B Normalized Units (NUs)) were requested with 339M 
SUs (93B NUs) recommended and 339M SUs (93B NUs) awarded. Note that SU values are impacted by 
both Stampede2 being allocated in node-hours, Graphics Processing Units (GPU) resources in GPU-
hours, and allocations being moved among these and resources allocated in core-hours. In terms of 
agency support, 114 requests (51%) were either entirely or partially supported by National Science 
Foundation (NSF) awards; 61 requests (27%) had support only from non-NSF sources, and 48 (22%) 
listed no supporting grants. 
During the December Research opportunity, 114 unique Principal Investigator (PI) institutions were 
represented, 14 from Minority Serving Institutions (MSIs), and 25 from Established Program to 
Stimulate Competitive Research (EPSCoR) states. A total of 499 reviews were contributed by 103 
individuals from both the XRAC panel and the scientific specialists from the XSEDE ECSS area. Materials 
Engineering led all fields of sciences with 16.2% of the approved SUs, followed by Gravitational Physics 
with 14.1% of approved SUs. 
Along with the New and Renewal submissions for the December Research opportunity, the RAS 
Allocations Process & Policies (APP) team managed the usual steady stream of requests for other 
allocation types and management actions for active projects in the November 2020 - January 2021 
reporting period. The team processed 152 Startup New and Renewal requests, 41 Educational New and 
Renewal requests, and 22 Campus Champions New and Renewal requests. For management actions 
across all allocation types, the team also processed 267 Extensions, 100 Supplements, 133 Transfers, 61 
Early User Period access requests, 34 Advances, and 38 Adjustments. 
Also during this reporting period, the APP team worked with the A3M team to define and complete a 
number of activities, including replacing the outdated Fields of Science list, establishing an Early Access 
Period action to support the onboarding of new resources and Service Providers, and completing the 
first version of the XRAS Client Administrator’s Guide. 
On a day-to-day basis, the RAS APP group fields user tickets and inquiries, processes Startup and 
Educational Requests within 10.7 days on average (less than the goal of 14 days), and handles 
allocation management requests (e.g., advances, transfers, supplements, and extensions). The team 
hosted two training webcasts to assist with Research request writing. Throughout the year, the APP 
team supported the XSEDE-wide reporting effort and ad hoc queries related to allocation information 
and other data in the XSEDE Central Database (XDCDB). The APP group also worked closely with the 
RAS A3M team of developers to test and recommend updates to the XRAS system. 
For other metrics with respect to this WBS, see Appendix §12.2.2.5.1. 
 Allocations, Accounting, & Account Management CI (WBS 2.5.3) 
The Allocations, Accounting and Account Management CI (A3M) group maintains and improves the 
interfaces, databases, and data transfer mechanisms for XSEDE-wide resource allocations, accounting of 
resource usage, and user account management.  
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During this reporting period, the team has focused on three primary activities: major usability 
improvements to the XRAS administrator's interface, continuing the implementation of the XSEDE 
Accounting Service (XACCT) redesign, and supporting new XSEDE Service Providers as they integrate 
their local systems with XSEDE and the Account Management Information Exchange (AMIE) protocol. 
In XRAS Admin, the team has completed a redesign of the primary user interface, with the goal of 
improving the administrator's user experience. The view of requests and actions was fully reworked to 
provide a more intuitive summary of relevant information, and better navigation throughout the 
various options available to administrators. The user interface (UI) for creating and managing 
notifications was also completely rewritten based on user feedback. 
During this quarter, the team has focused a significant amount of energy on the implementation of the 
new XSEDE Accounting Service (XACCT). The initial core schema has been implemented, and much 
work has been done on the functionality that connects the new schema core services such as XRAS and 
AMIE. This effort will be expected to progress throughout the rest of this project year. 
Another focus during this time has been training and supporting new XSEDE Service Providers as they 
connect their local allocations and accounting system to XSEDE via the new AMIE API. Based on this 
experience, the API and supporting client libraries have been enhanced based on feedback, and 
documentation and training materials have continued to be refined to better support incoming Services 
Providers for new systems that will be coming online this year. 
During this period, one of the XRAS client organizations, Texas A&M University, decided not to continue 
using XRAS. This was due to budget and time constraints internal to their organization. This brings the 
number of supported XRAS client organizations down to seven from eight. 
In addition to these changes, A3M continues to support the entire suite of XRAS applications (XRAS 
Submit and XRAS Review) for XSEDE and other client organizations. Numerous minor improvements 
have been made this quarter to maintain and continually enhance these applications. 
0For other metrics with respect to this WBS, see Appendix §12.2.2.5.2. 
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9. Program Office (WBS 2.6) 
The purpose of the Program Office (PgO) is to ensure critical project level functions are in place and 
operating effectively and efficiently. The oversight provided via the Project Office is necessary to 
provide consistent guidance and leadership to the L3 managers across the project. A common and 
consistent approach to managing projects and risks is provided by the Project Management, Reporting, 
and Risk Management (PM&R) team (§9.3), while Business Operations (§9.4) manages all financial 
functions and sub-awards. The crucial aspect of communications to all stakeholders is the focus of the 
External Relations team (§9.2). Finally, Strategy, Planning, Policy, Evaluation & Organizational 
Improvement (SP&E) (§9.5) focuses attention in precisely those areas to ensure the best possible 
structure continues to exist within XSEDE to allow the support of all significant project activities and 
enable efficient and effective performance of all project responsibilities. 
The success of the PgO depends on effective collaboration across all L2 areas of the project. The PgO 
conducts all administrative work for XSEDE, ensuring each project area is able to stay in operation and 
focused on the user-base. In addition, External Relations works with all L2 areas of the project to ensure 
that the user community is aware of the services offered by each area and to highlight project successes. 
Key Performance Indicators for the Program Office are listed in the table below. Additional information 
about these KPIs can be found on the XSEDE KPIs & Metrics wiki page.  
For other metrics with respect to this WBS, see Appendix §12.2.2.6. 
Table 9-1: KPIs for Program Office. 





submission and due 
date (days)  







RY5 0 0  0  0      
RY4 0 0  0  0 -14  -1 
RY3 0 0  0 0  0  0 
RY2 0 0 0 0 0 0 












RY5 90%/qtr 92.6  90.25   91.3     
RY4 95%/qtr 95.0  100.0  79.5  90.9  91.3 
RY3 95%/qtr 82.4   77.8 94.4  92.9  86.9 
RY2 95%/qtr  100.0 90.9 87.7 67.4 86.6 





areas within 90 days 





RY4 90%/yr 47  48 0.1  0  24 
RY3 90%/yr 46 74 0   62 45.5 
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Area Metric Report Year Target RP1 RP2 RP3 RP4 Total 
Sub-goal 
Supported 
 RY2 90%/qtr 23 15 37  49 31 
organization 
(§3.3.3) 
RY1 90%/qtr * NA3 100 57 78.5 
Grand (aggregate) 




and accessibility of 
the XSEDE Staff Wiki 
(1-5 Likert scale) 







RY5 3.9 of 5/ yr  -  3.9  -     
RY4 3.9 of 5/ yr -  3.8 -   - 3.8 
RY3 3.5 of 5/ yr -  3.9 -   - 3.9 
RY2  * * *  * *  
RY1  * * * * * 
Number of staff 
publications 






RY5 50/yr 2  16  11      
RY4 32/yr 11 44 7  18  80 
RY3 20/yr 19  16 7  6  48 
RY2 20/yr 2 6 0 1 9 
RY1 70/yr * 5 0 13 18 
Grand (aggregate) 




in XSEDE (1-5 Likert 
scale) 







RY5 4.1/yr - 4.3 -   
RY4 4.1/yr - 4.2 - - 4.2 





* 4.3 * * 4.3 
RY1  * * * * * 
Grand (aggregate) 
mean of Staff 
Climate Study 
awareness 
regarding equity in 
XSEDE (1-5 Likert 
scale) 
 







RY5 4.0/yr - 4.4 -   
RY4 4.0/yr - 4.2 - - 4.2 
RY3 4.0/yr - 4.1 - - 4.1 
RY2  * * * * * 
RY1  * * * * * 
RY6       
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related media hits 










RY4 165/yr 66 92 101 237 496 
RY3 169/yr 23 29 54 60 166 
RY2 169/yr 42 30 44  29 145 
RY1 147/yr * 32 30 18 80 
- Data reported annually. 
1 Subaward institutions did not have XSEDE2 contracts in place yet, so no invoices had been issued. 
2 No subaward invoices received during this reporting period. 
3 No recommendations received during this reporting period. 
4 -1 indicates that the report was submitted one day early in this reporting period. 
5 Updated as the value was previously miscalculated. 
The last Interim Project Report was submitted on time, so the target for “Variance between relevant 
report submission and due date” was met.  
“Percentage of subaward invoices processed within target duration” met the target for this reporting 
period. 
“Percentage of recommendations addressed by relevant project areas within 90 days” exceeded the 
goal with all five recommendations made during this period being addressed within 90 days. 
The “Number of staff publications” continues to fall short of the number needed to meet the annual 
target. The target was increased this year based on the high number reported last year, but that large 
number may have been an anomaly so the RY6 target will be adjusted down to a more attainable 
amount based on historical performance of this KPI.  
The number of XSEDE media hits continues to recede to the mean following the explosion of COVID-19-
related media in RP1 and the institution of Cision software to track media coverage. Even so, the 
number of media hits collected in RP3 exceeds the annual goal for all reporting periods combined. This 
KPI will need to be raised due to increased social listening capability and coverage. The ER team 
associated managers will evaluate, over the next Reporting Period, what level this KPI might be 
reasonably raised to. 
All other KPIs are reported annually in other reporting periods, so there is no data to report at this time. 
PgO Highlights 
The PM&R team drove the completion of the update to the Preliminary Transition Plan37 in January. 
The final, detailed Transition Plan will be completed in the final year of the project, after awards are 
announced by NSF for the ACCESS program, the successor program to XD/XSEDE. 
The Evaluation team submitted a manuscript with ROI analysis for XSEDE Project Years 4 through 8, to 
the journal Scientometrics. 
The ER team is planning a “Diverse Voices in Supercomputing” social media series, including our 
partner institutions, during RP4 to ensure that this period meets our annual goal of impressions.  
Business Operations is working to provide a detailed timeline of subaward deliverables for the 
remainder of the XSEDE project. This will help the subaward partner institutions understand the 
 
37 http://hdl.handle.net/2142/109214  
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information required throughout PY10 and PY11. This will help the subaward business offices be 
prepared for the increased focus of timely tracking to the projects expenditures. 
 Project Office (WBS 2.6.1) 
The Project Office has been established to provide the necessary oversight to ensure the greatest 
efficiency and effectiveness of the Program Office area and to establish responsibility for assuring 
advisory activities of the project occur. This oversight includes providing direction to the L3 
management team and coordination of and participation in Program Office planning activities and 
reports through the area’s Project Manager. The Project Office also attends and supports the 
preparation of project-level reviews and activities. Importantly, the Project Office is responsible for 
ensuring that the XSEDE Advisory Board, the User Advisory Committee, and the SP Forum are 
functioning. The Project Office is responsible for coordination of project-level meetings such as the bi-
weekly Senior Management Team (SMT) teleconference calls and the project quarterly meetings. Lastly, 
the Project Office will advise the XSEDE PI on many issues, especially those relevant to this WBS area. 
 External Relations (WBS 2.6.2) 
External Relations’ (ER) mission is to communicate the value and importance of XSEDE to all 
stakeholders (including the internal audience) through creative and strategic communications. 
The ER team published an above-average number of science highlights and program announcements 
this reporting period, which in turn led to a six-figure social media impressions figure and a large 
number of media hits.  
While all metrics are either exceeding or reasonably in range of meeting their goals, the ER team will be 
running a “Diverse Voices in Supercomputing” social media series in conjunction with XSEDE’s partner 
institutions during RP4 to ensure that this period meets the annual goal of impressions. In addition to 
meeting the impression-level goals, this campaign will also tie in with the project-wide goals of XSEDE 
to place diversity and inclusion at the forefront of the project. Combined with a full editorial calendar 
and a full staff, the ER team anticipates being able to produce enough content in RP4 to meet annual 
goals across KPIs. 
During this reporting period, the ER team also led XSEDE’s virtual exhibit efforts during 
Supercomputing 20 (SC20) in November. A variety of media and links to the XSEDE website were made 
available in the virtual booth for visitors to browse through. Unfortunately the virtual format did not 
result in much traffic or inquiries. The team is hopeful for a return to the in-person format in 2021.  
Also in November, ER released its Annual XSEDE Highlights38 book. The publication included 
summaries of 12 of the greatest accomplishments that XSEDE helped to make possible during 2020. 
For other metrics with respect to this WBS, see Appendix §12.2.2.6.1. 
 Project Management, Reporting, & Risk Management (WBS 2.6.3) 
The Project Management, Reporting & Risk Management (PM&R) team enables an effective virtual 
organization through the application of project management principles; provides visibility to project 
progress, successes, and challenges; brings new ideas and management practices into the project; and 
disseminates lessons learned in XSEDE to other virtual organizations. Communication is critical to 
success in this highly distributed virtual organization.  
During this reporting period the PM&R team worked with project leadership to ensure the on-time 
submission of the Interim Project Report in November and the updated Preliminary Transition Plan in 
January. The team also worked with project leadership to ensure that 100% of project risks were again 
 
38 http://hdl.handle.net/2142/108996 
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reviewed during this reporting period and that all open recommendations were addressed within the 
90 day target. Based on comments from the Staff Climate Study, PM&R made improvements to the staff 
wiki pages including ensuring that project tools are linked on the appropriate pages and a link to dates 
for key events is included on the home page. Individual training was also offered to project team 
members to ensure that all staff understands how the wiki is organized and the kinds of information 
that can be accessed there. The team anticipates seeing improvements in staff satisfaction with the wiki 
as a result of these efforts.  
For other metrics with respect to this WBS, see Appendix §12.2.2.6.2. 
 Business Operations (WBS 2.6.4) 
The Business Operations (BusOps) group, working closely with staff at the University of Illinois’s Grants 
and Contracts Office (GCO) and National Center for Supercomputing Applications’ (NCSA) Business 
Office, manages budgetary issues and sub-awards, and ensures timely processing of sub-award 
amendments and invoices.  
During this reporting period, the Business Operations team continued work with all of the subaward 
partners to gather spend plans for PY10 and PY11 to ensure that the project is on-track with 
projections for project spending through the end of the award. Business Operations completed a 
detailed analysis of the last 12 months of invoice processing to understand the source(s) of a delay in 
processing and identified corrective actions. It was determined that the metric calculation for the NCSA 
processing time did not account for any delays in sub-awards providing the required monthly cost 
breakdown. This was corrected for this reporting period and the historic metric values have been 
updated. Going forward, the percentage reported will not include delays resulting from subawards 
failing to submit supporting documentation. In addition, in response to comments submitted in the Staff 
Climate Study, Business Operations began working on a detailed timeline of required deliverables that 
will be shared with all subaward partner institutions to ensure their understanding of what documents 
are needed throughout the project year and when those documents will be requested. 
For other metrics with respect to this WBS, see Appendix §12.2.2.6.3. 
 Strategy, Planning, Policy, Evaluation & Organizational Improvement (WBS 
2.6.5) 
XSEDE dedicates effort to project-wide strategic planning, policy development, evaluation and 
assessment, and organizational improvement in support of sustaining an effective and productive 
virtual organization.  
XSEDE has engaged an independent Evaluation Team designed to provide XSEDE with information to 
guide program improvement and assess the impact of XSEDE services. Evaluations are based on five 
primary data sources: (1) an Annual User Survey that is part of the XSEDE annual report and program 
plan; (2) an Enhanced Longitudinal Study, encompassing additional target groups (e.g., faculty, 
institutions, disciplines, etc.) and additional measures (e.g., publications, citations, research funding, 
promotion and tenure, etc.); (3) an Annual XSEDE Staff Climate Study; (4) XSEDE KPIs, Area Metrics, 
and Organizational Improvement efforts, including ensuring that procedures are in place to assess 
these data; and (5) Specialized Studies as contracted by Level 2 directors and the Program Office.  
During this reporting period, the Evaluation team began work on developing the 2021 XSEDE User 
Survey instrument and received feedback on changes from project team members. The User Survey will 
be deployed early in the next reporting period. The Evaluation team also supported requests from 
across the project to better understand Staff Climate Study data and changes that can be made to 
improve staff satisfaction, including working with the Broadening Participation team to begin planning 
equity & diversity training for staff. The team also continued work on a number of longitudinal studies 
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and began planning for evaluation of the 2021 International HPC Summer School, which will present 
new challenges given the virtual format of the event this year.  
There have been adjustments in leadership of the Return on Investment (ROI) project. Craig Stewart 
retired from full time work at Indiana University on October 1, 2020; however, he continues to lead the 
ROI project as a part time hourly employee of the University of Illinois at Urbana-Champaign, working 
at NCSA. During this reporting period one of the most significant accomplishments was submission of a 
manuscript with ROI analysis for XSEDE for Project Year 4 through 8. This article was submitted to the 
journal Scientometrics – one of the top journals to which this report could have been submitted. The ROI 
team is currently engaged in expanding its methodology to cover all XSEDE activities as 
comprehensively as possible for the remainder of the XSEDE project. 
The SP&E team also continued work with the Institute for Research on Innovation and Science (IRIS) to 
understand the economic impact of XSEDE across the country. IRIS submitted a report with preliminary 
findings, and the team is determining next steps. 
For other metrics with respect to this WBS, see Appendix §12.2.2.6.4. 
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10. Financial Information 
The XSEDE Business Operations team (§9.4) tracks and manages the financial aspect of the XSEDE 
project. This section conveys the financial status at a project level. The focus is on spending against the 
approved budget.  
Note that closing out any given reporting period could take up to nine months after the reporting 
period ends. The actual duration is dependent on the timeliness of invoice submissions by the partner 
institutions, plus the University of Illinois invoice processing, typically 30-45 days. The table below 
shows the status of reported and paid costs during the defined reporting period. The understood delay 
in receipt and processing of invoices results in the need to update data associated with prior reporting 
periods, upon the release of each IPR.  
The tables below show the financial summary, at a project level and a partner institution level, as of the 
submission of this report. 
Table 10-1: Project Level Financial Summary. 
Reporting Period Invoices (Paid/Expected) Budgeted Spent Projected 
RY1 RP2: Sept '16 – Oct '16 38 of 38 $3,504,153 $2,094,031 N/A 
RY1 RP3: Nov '16 – Jan '17 57 of 57 $5,256,230 $3,656,383 N/A 
RY1 RP4: Feb '17 – Apr '17 57 of 57 $5,256,230 $4,527,552 N/A 
RY1 Total: Sept ’16 – Apr ‘17 152 of 152 $14,016,613 $10,277,966 N/A 
RY2 RP1: May '17 – Jul '17 57 of 57 $5,256,230 $5,475,155 N/A 
RY2 RP2: Aug '17 – Oct '17 57 of 57 $5,325,759 $5,012,569 N/A 
RY2 RP3: Nov '17 – Jan '18 57 of 57 $5,423,416 $4,928,182 N/A 
RY2 RP4: Feb '18 – April '18 57 of 57 $5,423,416 $4,850,097 N/A 
RY2 Total: Sept '17 – April '18 228 of 228 $21,428,820 $20,266,003 N/A 
RY3 RP1: May '18 – Jul '18 56 of 56 $5,332,257 $5,918,791 N/A 
RY3 RP2: Aug '18 – Oct '18* 57 of 57 $5,485,889 $5,204,824 N/A 
RY3 RP3: Nov '18 – Jan '19* 57 of 57 $5,560,866 $5,012,275 N/A 
RY3 RP4: Feb '19 – Apr '19* 58 of 58 $5,628,783 $5,343,120 N/A 
RY3 Total: Sept '18 – April '19* 228 of 228 $22,007,794 $21,479,009 N/A 
RY4 RP1: May '19 – Jul '19* 57 of 57 $5,662,741 $5,340,260 N/A 
RY4 RP2: Aug '19 – Oct '19 53 of 53 $5,726,607 $5,338,504 N/A 
RY4 RP3: Nov '19 – Jan '20 51 of 51 $5,750,235 $5,443,052 N/A 
RY4 RP4: Feb '20 – Apr '20 51 of 51 $5,750,235 $5,146,415 N/A 
RY4 Total: Sept '19 – April '20 212 of 212 $22,889,818 $21,268,232 N/A 
RY5 RP1: May '20 – Jul '20 51 of 51* $5,750,235 $6,063,749 N/A 
RY5 RP2: Aug '20 – Oct '20 49 of 51* $5,773,499 $4,616,222 $1,428,733 
RY5 RP3: Nov '20 – Jan '21 30 of 51* $5,785,131 $4,669,565 $1,428,733 
RY5 RP4: Feb '21 – Apr '21     
 
RY5 Total: Sept '20 – Apr '21     
RY6 RP1: May ‘21 - Jul ‘21     
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RY6 RP2: Aug ‘21 - Oct ‘21     
RY6 RP3: Nov ‘21 - Jan ‘22     
RY6 RP4: Feb ‘22 - Apr ‘22     
Extended RY6: May ‘22 - Aug ‘22     
* Partial information available; will be updated in future IPRs. 
The following tables reflect received invoices and the breakdown distribution within the XSEDE Invoice 
Portal. The expenses reported may reflect back transfers, and we are reporting based on the month the 
expense posted to the grant/subaward account. 
Table 10-2: Partner Institution Level Financial Summary. 











NCSA 2 $733,278 $179,527 3 $1,099,917 $623,728 
TACC 2 $550,304 $31,027 3 $825,457 $55,141 
PSC/MPC 2 $532,169 $487,486 3 $789,253 $738,316 
SDSC/UCSD 2 $463,680 $471,304 3 $695,520  $681,232 
NICS/UTK 2 $286,575 $263,222 3 $429,862 $397,643 
U Chicago/ANL 2 $226,231 $188,387 3 $339,346 $221,649 
Indiana 
University 2 $189,172 $122,602 3 $283,758 $293,470 
Shodor 2 $107,262 $109,862  3 $160,893 $137,963 
Cornell 
University 2 $105,112 $89,470 3 $157,668 $124,968 
NCAR/UCAR 2 $66,215 $0 3 $99,323 $69,224 
Purdue 
University 2 $52,897 $54,084 3 $79,345 $111,537 
Georgia Tech 2 $55,357 $4,320 3 $83,035 $6,480 
SURA 2 $38,333 $31,027 3 $57,500 $55,141 
OK State (OSU) 2 $33,573 $8,574 3 $50,361 $16,321 
Ohio State (OSC) 2 $18,367 $0  3 $27,550 $32,197 
USC-ISI 2 $13,333 $31,027  3 $20,000 $55,141 
U Oklahoma 
(OU) 2 $11,261 $10,578 3 $16,892 $15,866 
U Georgia 2 $10,567 $2,788 3 $15,850 $4,182 
U Arkansas 2 $10,467 $8,749 3 $15,700 $16,184 
Project Level 38 of 38 $3,504,153 $2,094,031 57/57 $5,256,230 $3,656,383 
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NCSA 3 $1,099,917 $1,207,527 8 $2,933,112 $2,010,781 
TACC 3 $825,457 $63,772 8 $2,201,218 $149,940 
PSC/MPC 3 $798,253 $801,638 8 $2,128,675 $2,027,439 
SDSC/UCSD 3 $695,520 $711,326 8 $1,854,720 $1,863,862 
NICS/UTK 3 $429,862 $406,402 8 $1,146,299 $1,067,266 
U Chicago/ANL 3 $339,346 $491,477 8 $904,923 $901,513 
Indiana 
University 3 $283,758 $256,475 8 $756,688 $672,547 
Shodor 3 $160,893 $117,830 8 $429,048 $365,655 
Cornell 
University 3 $157,668 $107,949 8 $420,448 $322,387 
NCAR/UCAR 3 $99,323 $90,254 8 $264,861 $159,478 
Purdue 
University 3 $79,345 $58,688 8 $211,587 $224,308 
Georgia Tech 3 $83,035 $6,480 8 $221,427 $17,281 
SURA 3 $57,500 $63,772 8 $153,333 $149,940 
OK State (OSU) 3 $50,361 $14,547 8 $134,295 $39,442 
Ohio State 
(OSC) 3 $27,550 $32,471 8 $73,467 $64,667 
USC-ISI 3 $20,000 $63,772 8 $53,333 $149,940 
U Oklahoma 
(OU) 3 $16,892 $15,867 8 $45,045 $42,310 
U Georgia 3 $15,850 $4,182 8 $42,267 $11,151 
U Arkansas 3 $15,700 $13,123 8 $41,867 $38,056 
Project Level 57 of 57 $5,256,230 $4,527,552 152 of 152 $14,016,613 $10,277,966 
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NCSA 3 $1,099,917 $1,147,967 3 $1,098,678 $974,612 
TACC 3 $825,457 $916,498 3 $816,652 $847,586 
PSC/MPC 3 $798,253 $830,786 3 $807,749 $828,314 
SDSC/UCSD 3 $695,520 $722,633 3 $705,544 $723,763 
NICS/UTK 3 $429,862 $496,015 3 $459,812 $404,335 
U Chicago/ANL 3 $339,346 $336,242 3 $350,002 $147,712 
Indiana 
University 3 $283,758 $263,689 3 $277,231 $275,840 
Shodor 3 $160,893 $164,529 3 $162,986 $134,506 
Cornell 
University 3 $157,668 $152,928 3 $178,616 $125,746 
NCAR/UCAR 3 $99,323 $83,082 3 $107,430 $98,807 
Purdue 
University 3 $79,345 $68,088 3 $72,795 $70,039 
Georgia Tech 3 $83,035 $62,090 3 $75,542 $107,992 
SURA 3 $57,500 $59,371 3 $58,229 $62,519 
OK State (OSU) 3 $50,361 $38,016 3 $54,250 $125,817 
Ohio State (OSC) 3 $27,550 $33,963 3 $27,830 $25,220 
USC-ISI 3 $20,000 $33,955 3 $20,300 $13,152 
U Oklahoma 
(OU) 3 $16,892 $15,404 3 $20,455 $14,054 
U Georgia 3 $15,850 $31,924 3 $15,888 $16,871 
U Arkansas 3 $15,700 $17,975 3 $15,772 $15,682 
Project Level 57 of 57 $5,256,230 $5,475,155 57 of 57 $5,325,759 $5,012,569 
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NCSA 3 $1,154,307 $1,016,137 3 $1,154,307 $935,931 
TACC 3 $812,249 $869,772 3 $812,249 $303,524 
PSC/MPC 3 $812,496 $851,171 3 $812,496 $809,751 
SDSC/UCSD 3 $710,556 $716,848 3 $710,556 $727,397 
NICS/UTK 3 $474,787 $395,172 3 $474,787 $413,610 
U Chicago/ANL 3 $355,330 $148,934 3 $355,330 $730,303 
Indiana 
University 3 $273,968 $272,403 3 $273,968 $258,732 
Shodor 3 $164,032 $127,160 3 $164,032 $128,962 
Cornell 
University 3 $189,090 $144,466 3 $189,090 $141,914 
NCAR/UCAR 3 $111,483 $101,823 3 $111,483 $136,090 
Purdue 
University 3 $69,520 $74,499 3 $69,520 $66,940 
Georgia Tech 3 $78,439 $42,557 3 $78,439 $24,414 
SURA 3 $58,594 $42,633 3 $58,594 $55,266 
OK State (OSU) 3 $56,195 $37,584 3 $56,195 $30,217 
Ohio State (OSC) 3 $27,970 $22,023 3 $27,970 $22,727 
USC-ISI 3 $20,450 $16,735 3 $20,450 $19,177 
U Oklahoma 
(OU) 3 $22,237 $13,229 3 $22,237 $13,228 
U Georgia 3 $15,907 $18,633 3 $15,907 $18,633 
U Arkansas 3 $15,808 $16,404 3 $15,808 $13,283 
Project Level 57 of 57 $5,423,416 $4,928,182 57 of 57 $5,423,416 $4,850,097 
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RY2 Total: May ’17 – Apr ‘18 
Partner Institution Invoices Paid  (of 12) Budgeted Spent 
NCSA 12 $4,507,209 $4,074,646 
TACC 12 $3,266,607 $2,937,380 
PSC/MPC 12 $3,230,994 $3,320,022 
SDSC/UCSD 12 $2,822,175 $2,890,641 
NICS/UTK 12 $1,839,249 $1,709,132 
U Chicago/ANL 12 $1,400,007 $1,363,192 
Indiana University 12 $1,108,925 $1,070,664 
Shodor 12 $651,942 $555,158 
Cornell University 12 $714,463 $565,054 
NCAR/UCAR 12 $429,719 $419,801 
Purdue University 12 $291,179 $279,566 
Georgia Tech 12 $315,454 $237,053 
SURA 12 $232,917 $219,789 
OK State (OSU) 12 $217,001 $231,634 
Ohio State (OSC) 12 $111,320 $103,934 
USC-ISI 12 $81,200 $83,018 
U Oklahoma (OU) 12 $81,822 $55,914 
U Georgia 12 $63,553 $86,060 
U Arkansas 12 $63,087 $63,345 
Project Level 228 of 228 $21,428,820 $20,266,003 
† Subawardee transitioned institutions during this period, thus, there was only one invoice from each of those institutions 
during this period.  
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† Subawardee transitioned institutions during this period, thus, there was only one invoice from each of those institutions 
during this period.  
 











NCSA 3 $1,079,267 $1,061,000 3 $1,196,029 $1,134,369 
TACC 3 $799,010 $1,371,895 3 $793,074 $839,725 
PSC/MPC 3 $813,725 $822,138 3 $841,714 $825,881 
SDSC/UCSD 3 $710,556 $709,180 3 $721,408 $696,515 
NICS/UTK 3 $474,787 $543,968 3 $461,707 $410,580 
U Chicago/ANL 3 $355,446 $278,271 3 $353,810 $282,262 
Indiana 
University 3 $273,968 $280,742 3 $269,780 $251,812 
Shodor 3 $164,132 $187,195 3 $173,967 $128,270 
Cornell 
University 3 $189,090 $156,765 3 $191,982 $171,593 
NCAR/UCAR 3 $111,483 $107,236 3 $106,323 $77,394 
Purdue 
University 3 $69,520 $64,669 3 $70,595 $72,138 
Georgia Tech 3 $78,439 $146,226 3 $86,559 $65,189 
SURA 3 $58,594 $70,674 3 $64,542 $62,935 
OK State (OSU) 3 $56,195 $34,666 3 $24,427 $102,256 
Ohio State (OSC) 3 $27,970 $21,567 3 $33,257 $26,865 
USC-ISI 3 $20,450 $27,463 3 $20,757 $29,259 
U Oklahoma 
(OU) 3 $22,238 $14,601 3 $22,563 $14,276 
U Georgia 1† $6,363 $6,211 0 $0 $0 
Notre Dame 1† $5,219 $0 3 $15,656 $0 
U Arkansas 3 $15,808 $14,326 3 $15,940 $13,506 
Project Level 56 of 56 $5,332,257 $5,918,791 57 of 57 $5,485,889 $5,204,824 
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† Subawardee transitioned between institutions during this period resulting in net one additional invoice due to transition 


















NCSA 3 $1,254,410 $1,029,286 3 $1,254,410 $1,067,177 
TACC 3 $790,106 $678,184 3 $790,106 $961,363 
PSC/MPC 3 $855,709 $883,438 3 $855,709 $826,496 
SDSC/UCSD 3 $726,834 $682,790 3 $726,834 $685,154 
NICS/UTK 3 $455,168 $345,594 3 $455,168 $427,196 
U Chicago/ANL 3 $352,992 $423,139 3 $352,992 $317,198 
Indiana 
University 3 $300,386 $261,815 3 $300,386 $280,099 
Shodor 3 $178,884 $144,815 3 $178,884 $153,524 
Cornell 
University 3 $193,428 $198,933 3 $193,428 $266,505 
NCAR/UCAR 3 $103,743 $97,268 3 $103,743 $103,775 
Purdue 
University 3 $71,133 $72,890 3 $71,133 $47,359 
Georgia Tech 3 $90,619 $49,657 3 $90,619 $46,103 
SURA 3 $67,517 $46,680 3 $67,517 $86,153 
OK State (OSU) 3 $8,543 $26,391 1† $2,848 $8,878 
Internet2    3† $73,612 $0 
Ohio State (OSC) 3 $35,901 $22,952 3 $35,901 $27,291 
USC-ISI 3 $20,910 $7,402 3 $20,910 $7,837 
U Oklahoma 
(OU) 3 $22,726 $27,441 3 $22,726 $17,411 
U Georgia 0 $0 $0 0 $0 $0 
Notre Dame 3 $15,656 $0 3 $15,656 $0 
U Arkansas 3 $16,204 $13,601 3 $16,204 $13,601 
Project Level 57 of 57 $5,560,866 $5,012,275 58 of 58 $5,628,783 $5,343,120 
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Budgeted Spent Projected 
NCSA 12 $4,784,116 $4,291,832 $0 
TACC 12 $3,172,295 $3,851,167 $0 
PSC/MPC 12 $3,366,857 $3,357,953 $0 
SDSC/UCSD 12 $2,885,632 $2,773,638 $0 
NICS/UTK 12 $1,846,830 $1,727,338 $0 
U Chicago/ANL 12 $1,415,239 $1,300,869 $0 
Indiana University 12 $1,166,320 $1,074,468 $0 
Shodor 12 $695,866 $613,804 $0 
Cornell University 12 $767,927 $793,797 $0 
NCAR/UCAR 12 $425,293 $385,673 $0 
Purdue University 12 $282,381 $257,055 $0 
Georgia Tech 12 $346,235 $307,175 $0 
SURA 12 $258,170 $266,441 $0 
OK State (OSU) 10 $92,012 $172,191 $0 
Internet2 3 $73,612 $0 $0 
Ohio State (OSC) 12 $133,028 $98,674 $0 
USC-ISI 12 $83,027 $71,960 $0 
U Oklahoma (OU) 12 $90,253 $73,728 $0 
U Georgia 1 $6,363 $6,211 $0 
Notre Dame 10 $52,185 $0 $0 
U Arkansas 12 $64,154 $55,034 $0 
Project Level 228 of 228 $22,007,794 $21,479,009 $0 
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NCSA 3 $1,254,410 $987,332 3 $1,221,496 $1,040,514 
TACC 3 $790,106 $776,066 3 $809,638 $549,787 
PSC/MPC 3 $855,709 $835,783 3 $857,989 $894,619 
SDSC/UCSD 3 $726,834 $711,843 3 $788,548 $692,240 
NICS/UTK 3 $455,168 $452,047 3 $469,599 $422,264 
U 
Chicago/ANL 3 $352,992 $347,184 3 $364,621 $353,438 
Indiana 
University 3 $300,386 $247,478 3 $331,570 $390,765 
Shodor 3 $178,884 $188,947 3 $160,243 $213,694 
Cornell 
University 3 $193,428 $213,863 3 $195,934 $206,135 
NCAR/UCAR 3 $103,743 $161,398 3 $105,301 $141,144 
Purdue 
University 3 $71,133 $84,844 3 $72,163 $74,618 
Georgia Tech 3 $90,619 $98,865 3 $88,560 $73,146 
SURA 3 $67,517 $48,937 3 $87,176 $72,419 
OK State 
(OSU) 0 $0 $0 0 $0 $0 
Internet2 3 $110,418 $53,879 3 $77,222 $133,036 
Ohio State 
(OSC) 3 $35,901 $27,115 3 $36,174 $30,494 
USC-ISI 3 $20,910 $7,297 3 $21,224 $18,376 
U Oklahoma 
(OU) 3 $22,726 $18,357 3 $22,991 $18,137 
U Georgia 0 $0 $0 0 $0 $0 
Notre Dame 3 $15,656 $63,645 1 $5,219 $7,317 
U Arkansas 3 $16,204 $15,382 1 $10,938 $6,361 
Project Level 57 of 57 $5,662,741 $5,340,260 53 $5,726,607 $5,338,504 
RY5 IPR14 Page 81 
 
 











NCSA 3 $1,205,039 $1,091,031 3 $1,205,039 $1,055,366 
TACC 3 $819,405 $966,294 3 $819,405 $730,304 
PSC/MPC 3 $859,130 $837,147 3 $859,130 $857,841 
SDSC/UCSD 3 $819,405 $730,210 3 $819,405 $712,713 
NICS/UTK 3 $476,815 $473,779 3 $476,815 $500,998 
U 
Chicago/ANL 3 $370,436 $357,562 3 $370,436 $179,802 
Indiana 
University 3 $347,163 $316,887 3 $347,163 $410,438 
Shodor 3 $150,923 $94,127 3 $150,923 $124,724 
Cornell 
University 3 $197,188 $143,999 3 $197,188 $137,333 
NCAR/UCAR 3 $106,080 $114,560 3 $106,080 $127,488 
Purdue 
University 3 $72,678 $78,428 3 $72,678 $45,525 
Georgia Tech 3 $87,531 $58,608 3 $87,531 $48,373 
SURA 3 $97,006 $77,099 3 $97,006 $97,126 
OK State 
(OSU) 0 $0 $0 0 $0 $0 
Internet2 3 $60,624 $42,958 3 $60,624 $40,031 
Ohio State 
(OSC) 3 $36,311 $31,142 3 $36,311 $32,066 
USC-ISI 3 $21,381 $19,135 3 $21,381 $31,160 
U Oklahoma 
(OU) 3 $23,123 $10,086 3 $23,123 $15,129 
U Georgia 0 $0 $0 0 $0 $0 
Notre Dame 0 $0 $0 0 $0 $0 
U Arkansas 0 $0 $0 0 $0 $0 
Project Level 51 $5,750,235 $5,443,052 51 $5,750,235 $5,146,415 
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Budgeted Spent Projected 
NCSA 12 $4,885,984 $4,174,243 12 
TACC 12 $3,238,553 $3,022,452 12 
PSC/MPC 12 $3,431,957 $3,425,390 12 
SDSC/UCSD 12 $3,154,191 $2,847,006 12 
NICS/UTK 12 $1,878,397 $1,849,088 12 
U Chicago/ANL 12 $1,458,484 $1,237,987 12 
Indiana University 12 $1,326,282 $1,365,567 12 
Shodor 12 $640,973 $621,492 12 
Cornell University 12 $783,737 $701,329 12 
NCAR/UCAR 12 $421,204 $544,589 12 
Purdue University 12 $288,653 $283,415 12 
Georgia Tech 12 $354,242 $278,992 12 
SURA 12 $348,706 $295,581 12 
OK State (OSU) 0 $0 $0 0 
Internet2 12 $308,887 $269,904 12 
Ohio State (OSC) 12 $144,697 $120,816 12 
USC-ISI 12 $84,895 $75,967 12 
U Oklahoma (OU) 12 $91,963 $61,708 12 
U Georgia 0 $0 $0 0 
Notre Dame 4 $20,874 $70,962 4 
U Arkansas 4 $27,142 $21,743 4 
Project Level 212 $22,889,818 $21,268,232 212 
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Budgeted Spent Projected 
NCSA 3 $1,205,039 $1,060,364 $0 
TACC 3 $819,405 $983,225 $0 
PSC/MPC 3 $859,130 $810,950 $0 
SDSC/UCSD 3 $819,405 $737,176 $0 
NICS/UTK 3 $476,815 $586,305 $0 
U Chicago/ANL 3 $370,436 $534,409 $0 
Indiana University 3 $347,163 $370,990 $0 
Shodor 3 $150,923 $220,991 $0 
Cornell University 3 $197,188 $205,975 $0 
NCAR/UCAR 3 $106,080 $90,259 $0 
Purdue University 3 $72,678 $45,531 $0 
Georgia Tech 3 $87,531 $97,821 $0 
SURA 3 $97,006 $131,719 $0 
OK State (OSU) 0 0 0 0 
Internet2 3 $60,624 $42,050 $0 
Ohio State (OSC) 3 $36,311 $71,917 $0 
USC-ISI 3 $21,381 $47,115 $0 
U Oklahoma (OU) 3 $23,123 $26,952 $0 
U Georgia 0 0 0 0 
Notre Dame 0 0 0 0 
U Arkansas 0 0 0 0 
Project Level 51 $5,750,235 $6,063,749 $0 
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Budgeted Spent Projected 
NCSA 3 $1,226,682 $777,042 $0 
TACC 2 $835,704 $411,332 $23,137 
PSC/MPC 3 $869,377 $768,675 $0 
SDSC/UCSD 3 $779,726 $732,889 $0 
NICS/UTK 3 $468,032 $518,303 $0 
U Chicago/ANL 3 $372,110 $344,253 $0 
Indiana University 3 $349,102 $364,114 $0 
Shodor 3 $153,001 $157,448 $0 
Cornell University 2 $202,079 $143,579 $78,444 
NCAR/UCAR 3 $107,672 $69,546 $0 
Purdue University 3 $73,731 $41,732 $0 
Georgia Tech 3 $88,620 $44,111 $0 
SURA 3 $98,588 $83,417 $0 
OK State (OSU) 0 0 0 0 
Internet2 3 $71,873 $73,354 $0 
Ohio State (OSC) 3 $32,107 $35,252 $0 
USC-ISI 3 $21,701 $30,606 $0 
U Oklahoma (OU) 3 $23,394 $20,568 $0 
U Georgia 0 0 0 0 
Notre Dame 0 0 0 0 
U Arkansas 0 0 0 0 
Project Level 49 $5,773,499 $4,616,222 $101,582 
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Budgeted Spent Projected 
NCSA 2 $1,237,504 $830,386 $333,058 
TACC 0 $843,854 $411,332 $69,412 
PSC/MPC 3 $874,500 $768,675 $0 
SDSC/UCSD 2 $759,887 $732,889 $236,003 
NICS/UTK 2 $463,640 $518,303 $151,609 
U Chicago/ANL 2 $372,948 $344,253 $124,851 
Indiana University 2 $350,072 $364,114 $92,045 
Shodor 3 $154,040 $157,448 $0 
Cornell University 0 $204,524 $143,579 $235,333 
NCAR/UCAR 3 $108,469 $69,546 $0 
Purdue University 2 $74,257 $41,732 $24,165 
Georgia Tech 2 $89,164 $44,111 $28,692 
SURA 2 $99,380 $83,417 $23,137 
OK State (OSU) 0 0 0 0 
Internet2 0 $77,497 $73,354 $81,769 
Ohio State (OSC) 2 $30,005 $35,252 $9,511 
USC-ISI 3 $21,862 $30,606 $0 
U Oklahoma (OU) 0 $23,530 $20,568 $19,147 
U Georgia 0 0 0 0 
Notre Dame 0 0 0 0 
U Arkansas 0 0 0 0 
Project Level 30 $5,785,131 $4,669,565 $1,428,733 
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11. Project Improvement Fund 
The XSEDE Project Improvement Fund (PIF) is an extension of the XSEDE PY7-PY9 annual planning and 
budget review process to strategically invest approximately 2% of the annual budget ($465k annually) 
towards short-term project improvements specific to the XSEDE project. A lightweight Phase-Gate 
process is used to facilitate the review and prioritization of proposed project improvements by the 
XSEDE Senior Management Team (SMT). Funding is allocated based on this prioritization. The details of 
the process can be found on the XSEDE wiki PIF page. It is important to note that the annual budget for 
project improvement funds, while expected to be used during a specific project year, are not intended 
to be fully allocated during the project year planning period. The funds are allocated prior to and 
throughout the first half of the project year via a review process for the project to fund important ideas 
that bring value to the project and, in particular, to the community we support.  
There have been a wide range of PIFs approved, including: updates and improvements to tools, staff 
training, new offerings to the community, and analysis efforts of the project’s tools and services. 
To date, 25 idea submissions have been received and reviewed. The following is a summary of the 
current status:  
PY7 Project Improvement Fund Status 
Total PIF funds allocated: $389K of $389K 
 
State/Phase Submissions Comments 
Complete 6 Projects officially closed 
• ECSS cloud support specialist 
• XDCDB improvements 
• Jira bootcamp 
• ECSS: Ease transition to Stampede2 
• 2K Duo licenses 
• 2017 IHPCSS 
 
Not Funded 4 Other recent efforts were similar or the submission 
requested annually recurring funding 
 




PY7 PIF funds have been reduced by $76K, as per PCR #14, to fund the 2018 International HPC Summer School. The NSF 
proposal to cover the funding of the summer school was not approved by NSF, resulting in PCR #14 being triggered to 
ensure sufficient funding for the summer school. 
PY8 Project Improvement Fund Status 
Total PIF funds allocated: $356K of $356K 
 
State/Phase Submissions Comments 
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Complete 3 Activity was completed during PY8: 
• ER Market Analysis 
• ORCID Membership Fee 
• 2019 IHPCSS 
Funded/Execute 4 No PY8 PIFs moved to Funded this reporting period. PY8 
PIF proposals that were funded and continue to be 
executed: 
• Update Applications of Parallel Computing online 
course (PY8 & PY9) 
• ROI analysis of CI systems (PY8-10) 
• Longitudinal studies (PY8-10) 
• Equity & Belonging (PY8-10)  
In Process/Planning 2 Proposals received in PY8 that are still in review: 
• OpenStack Toolkit 
• ECSS staff training 
Withdrawn 2 Two proposals withdrawn due to lack of available funds 
Notes:  
The PY8 PIF funds have been reduced by approximately $108K to fund the 2019 International HPC Summer School. This is 
due to the lack of NSF funding for the Summer School event. 
Two PIF submissions that were received during PY8 continue to be reviewed by the SMT. Although all 
budgeted PIF funds have been fully allocated, the PIF submission window will remain open to collect 
and prioritize valuable ideas to prepare for possible future unspent funds being reallocated for high 
impact ideas. 
PY9 Project Improvement Fund Status 
Total PIF funds allocated: $465K of $465K 
 
State/Phase Submissions Comments 
Complete 1 Funded activities completed during PY9 
• Duo licenses 
Funded/Execute 4 No PIFs moved to Funded this reporting period. Four PIF 
activities continued from PY8: 
• Update Applications of Parallel Computing online 
course (PY8 & PY9) 
• ROI analysis of CI systems (PY8-10) 
• Longitudinal studies (PY8-10) 
• Equity & Belonging (PY8-10) 
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In Process/Planning 1 Proposals received in PY9 that are still in review: 
• Integrate online textbook exercises with CCRS 
toolkit 
Withdrawn 2 One proposal withdrawn due to lack of available funds. 
One proposal was withdrawn because funds were 
allocated from another area of the project to cover the 
cost. 
 
One PIF submission that was received during PY9 continues to be reviewed by the SMT. Although all 
budgeted PIF funds have been fully allocated, the PIF submission window will remain open to collect 
and prioritize valuable ideas to prepare for possible future unspent funds being reallocated for high 
impact ideas.  
PY10 Project Improvement Fund Status 
While there are no PIF funds budgeted for PY10, there are multi-year PIF funded activities that were 
funded in PY8 and 9 and will be continued in PY10 using unspent non-PIF project funds from PY6-8. 
 
State/Phase Submissions Comments 
Complete 0  
Funded/Execute 3 Three activities continue from previous year: 
• ROI analysis of CI systems (PY8-10) 
• Longitudinal studies (PY8-10) 
• Equity & Belonging (PY8-10) 
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12. Appendices 
 Glossary and List of Acronyms 
ACRONYM DESCRIPTION Notes 
A3M Allocations, Accounting & Account Management  
A&AM Accounting & Account Management   
A&D Architecture & Design   
ADR Architecture Design Review   
AL2S Advanced Layer 2 Service Enables Internet2 users to create point-
to-point VLANs 
AMIE Account Management Information Exchange   
API Application Programming Interface   
Area Metric A quantifiable measure that is used to track and 
assess the status of a specific process. Area Metrics 
can measure performance or operational status. Area 
Metrics relating to performance can be used alone or 
in combinations as a key performance indicator (KPI) 
for the project. 
 
AWS Amazon Web Services  
BoF Birds of a Feather Group of community members who 
informally gather to discuss best 
practices and/or plans 
C4C Computing4Change  
CaRCC Campus Research Computing Consortium  
CB Campus Bridging Infrastructure to make XSEDE resources 
appear to be proximal to the 
researcher’s desktop 
CC Campus Champion   
CDPs Capability Delivery Plans  
CEE Community Enhancement & Engagement  
CERN Organisation Européenne pour la Recherche 
Nucléaire 
 
co-Pi Co-Principal Investigator   
CRI Cyberinfrastructure Resource Integration  
CRM Customer Relationship Management   
CS&E Computational Science & Engineering   
CSR Community Software Repository  
CTSC Center for Trustworthy Scientific Infrastructure  
DNS Domain Name Service   
DNSKEY Domain Name Service Key   
DNSSEC DNS Security   
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DTS Data Transfer Services  
E&O Education and Outreach   
ECSS Extended Collaborative Service   
e-infrastructure The integration of networks, grids, data centers and 
collaborative environments, and are intended to 
include supporting operation centers, service 
registries, and credential delegation services. 
  
ER External Relations   
ESRT Extended Support for Research Teams   
ESSGW Extended Collaborative Support for Science Gateways   
ESTEO Extended Support for Training, Education, & Outreach   
FTE Full Technical Equivalent   
GAAMP General Automated Atomic Model Parameterization   
GFFS Globus Federated File System   
GridFTP Grid File Transfer Protocol   
HBCUs Historically Black Colleges and Universities  
HPC High Performance Computing   
HPCU HPC University  
HSI Hispanic Service Institution  
HSM Hardware Security Models   
I2 Internet2   
IC  Industry Challenge   
IdM Identity Management   
IGTF Interoperable Global Trust Federation  
INCA/Nagios A service monitoring tool   
IPR Interim Project Report  
IR Incident Reports   
JIRA an activity tracking tool   
KB KB documents   
KPI Key Performance Indicators - A metric or combination 
of metrics meant to measure performance in key 
areas of the program so that actions and decisions 
which move the metrics in the desired direction also 
move the program in the direction of the desired 
outcomes and goals.  
  
L2 WBS Level 2   
L3 WBS Level 3   
MFC Minority Faculty Council   
MS Microsoft   
MSI Minority Serving Institution   
MTTR Mean Time To Resolution  
NCAR National Center for Atmospheric Research   
NCSA National Center for Supercomputing Applications   
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NICS National Institute of Computational Science   
NIP Novel & Innovative Projects   
OSG Open Science Grid   
OTP One Time Password   
PEARC Practice & Experience in Advanced Research 
Computing Conference Series (www.pearc.org)  
 
PEP Program Execution Plan   
perfSONAR PERFormance Service Oriented Network monitoring 
Architecture 
  
PI Principal Investigator   
PM Project Management/Project Manager   
PM&R Project Management, Reporting & Risk Management  
POPS PACI Online Proposal System this is no longer an acronym and POPS is 
just the name for the allocation 
submission system; being supplanted by 
XRAS 
PRACE Partnership for Advanced Computing in Europe  
PSC Pittsburgh Supercomputing Center   
PY Program Year   
RAS Resource Allocations Service   
RACD Requirements Analysis & Capability Delivery  
RDR Resource Description Repository  
RESTful Representational state transfer    
rocks roll An open source cluster distribution solution that 
simplifies the processes of deploying, managing, 
upgrading, and scaling high-performance parallel 
computing clusters.  
  
RT Request Tracker Ticketing System   
SACNAS Society for Advancement of Chicanos and Native 
Americans 
  
SCxy Supercomputing Conference (e.g. SC16)   
SD&I Software Development & Integration   
SDIACT Software Development & Integration Activity   
SDSC San Diego Supercomputer Center   
SecOps Operations - Cybersecurity  
SH2 SH2 Security   
Shodor A National Resource for Computational Science 
Education 
  
SP Service Provider  
SP&E Strategy, Planning, Policy, Evaluation & 
Organizational Improvement 
 
STEM Science Technology Engineering Mathematics   
SURA Southeastern Universities Research Association  
SysOps Systems Operations   
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TACC Texas Advanced Computing Center   
TAGPMA The Americas Grid Policy Management Authority  
TEOS Training, Education and Outreach Service   
TAS Technology Audit Service  
TeraGrid An e-Science grid computing infrastructure combining 
resources at eleven partner sites. 
  
TTX Table Top Exercise  
UCCAN Canonical Use Case   
UCCB Campus Bridging Use Case   
UCDA Data Analytics Use Case   
UCDM Data Management Use Case   
UCF Federation & Interoperation Use Case   
UCFC First Connecting Instrumentation Use Case   
UCHPC High Performance Computing Use Case   
UCHTC High Throughput Computing Use Case   
UCSGW Science Gateway Use Case   
UCSW Scientific Workflow Use Case   
UCVIS Visualization Use Case   
UE User Engagement   
UII User Interfaces & Information   
URC Under-represented communities   
URCE Under-Represented Community Engagement   
UREP User Requirement Evaluation & Prioritization   
URM Under-Represented Minority   
US United States   
WBS Work Breakdown Structure Numerical code for each group within 
XSEDE 
WISE Wise Information Security for E-infrastructure  
WLCG Worldwide LHC Computing Grid  
XCBC XSEDE Compatible Basic Cluster Enables campus resource 
administrators to build a local cluster 
operating on open source software and 
compatible with XSEDE supported 
resources from scratch. 
XCI XSEDE Cyberinfrastructure Integration  
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XDCDB XSEDE Central Database The XDCDB contains 24 schemas, 
notably the accounting, resource 
repository, portal, and AMIE databases. 
XDMoD XSEDE Metrics on Demand Comprehensive HPC system 
management tool 
XES XSEDE Enterprise Services  
XMS XD Net Metrics Services  
XNIT XSEDE National Integration Toolkit A suite of software modules intended for 
extant clusters so they are easily 
interoperable with XSEDE-supported 
resources.  
XOC XSEDE Operation Center   
XRAC XSEDE Resource Allocation Committee   
XRAS XSEDE Resource Allocations System   
XSEDE eXtreme Science and Engineering Discovery 
Environment 
  
XSEDE CA XSEDE Certificate Authorities Entity responsible for certifying 
encryption keys for identity 
management 
XSEDE KDC XSEDE Kerberos   
XSEDE14 XSEDE Conference in 2014   
XSEDEnet an XSEDE-only network   
XSO XSEDE Security Officer  
XSP XSEDE Scholars Program   
XSWoG XSEDE Working Group  
XTED XSEDE Technology Evaluation Database   
XUP XSEDE User Portal The XSEDE web pages at 
http://xsede.org 
XWFS XSEDE Wide File System   
 
 Metrics 
12.2.1. SP Resource and Service Usage Metrics 
To demonstrate its success and help focus management attention on areas in need of improvement, 
XSEDE monitors a wide range of metrics in support of different aspects of “success” for the program. 
The metrics presented in this section provides a view into XSEDE’s user community, including XSEDE’s 
success at expanding that community, the projects and allocations through which XSEDE manages 
access to resources, and the subsequent use of the resources by the community.  
Table 12-1 summarizes a few key measures of the user community, the projects and allocations, and 
resource utilization. Expanded information and five-year historical trends are shown in three 
corresponding subsections.  
In Q4 2020, XSEDE user community metrics were mixed. For traditional users, the number of open HPC 
user accounts remained over 11,000, while the number of active users climbed to more than 4,400, and 
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the number of institutions represented among the users running jobs held fairly steady at 528. The 
number of gateway rebounded to nearly 18,000. Gateways typically see a rebound in users in the fourth 
quarter. More details are in §12.2.1.1. Project and allocation activity held strong, with resource requests 
about 2 times what was available; and the XRAC recommended support for approximately the amount 
that was available. More details are in §12.2.1.2. 
Total XSEDE-allocated resource capacity climbed to 23.5 Pflops (peak) with the SDSC Expanse system 
entering production; SDSC’s Comet system will remain in production through March 2021. PSC’s 
Bridges-2 system is anticipated to enter production in Q1 2021. The central accounting system showed 
11 compute resources reporting activity, with Expanse and Expanse-GPU reporting usage for the first 
time. Altogether, SP resources reported almost 56 billion NUs of computing delivered. More details are 
in §12.2.1.3. 
Table 12-1: Quarterly activity summary. 
User Community Q1 2020 Q2 2020 Q3 2020 Q4 2020 
Open user accounts 11,110 10,975 11,178 11,090 
Active individuals 4,535 4,646 4,229 4,421 
Gateway users 16,599 21,941 12,148 17,730 
New user accounts 2,511 1,914 1,779 1,586 
Active fields of science 40 40 67 73 
Active institutions 474 515 532 528 
Projects and Allocations     
NUs available at XRAC 67.6B 79.8B 100.8B 93.5B 
NUs requested at XRAC 144.7B 197.9B 189.0B 200.6B 
NUs recommended by XRAC 80.9B 84.5B 96.2B 92.8B 
NUs awarded at XRAC 70.5B 77.8B 94.9B 92.8B 
Open projects 2,298 2,305 2,443 2,464 
Active projects 1,432 1,343 1,492 1,491 
Active gateways 19 16 22 27 
New projects 201 326 269 235 
Closed projects 287 265 233 313 
Resources and Usage     
Resources open (all types) 23 23 30 31 
Total peak petaflops 18.4 18.4 18.4 23.5 
Resources reporting use 9 9 9 11 
Jobs reported 3.87M 3.36M 3.11M 4.40M 
NUs delivered 50.6B 52.3B 52.0B 55.9B 
 
12.2.1.1. User community metrics 
Figure 12-1 shows the five-year trend in the XSEDE user community, including open user accounts, 
total active XSEDE users, active individual accounts, active gateway users, the number of new HPC user 
accounts, and the total number of new XUP accounts at the end of each quarter. The quarter had 11,090 
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open accounts and saw 4,421 traditional users charging jobs. The number of active gateway users 
rebounded to 17,730. 
Figure 12-2 shows the activity on XSEDE resources according to field of science across program years, 
including the relative fraction of PIs, open accounts, active users, allocations, and NUs used according to 
discipline. The figure shows the fields of science that consume ~2% or more of delivered NUs per 
quarter. PIs and users are counted more than once if they are associated with projects in different fields 
of science. The quarterly data show that the percentages of PIs and accounts associated with the “other” 
disciplines represent almost 35% of all PIs, 40% of direct-access user accounts, and 35% of active 
users. Collectively the “other” fields of science represented 12% of total quarterly usage.  
Note that XSEDE introduced an updated set of fields of science in Q3 2020, and this report continues to 
use XSEDE’s new fields of science list. We have developed a mapping from the prior fields of science to 
the new ones so that we can report usage across the cutover date. This mapping likely explains the 
current prominence of “Other Physical Sciences” and “Other Chemical Sciences.” As projects are 
renewed and have the chance to select a new field of science, we expect to see more projects get 
categorized in the more specific field options.  
 
Figure 12-1: XSEDE user census, excluding XSEDE staff. The dramatic increases in gateway users starting in Q4 2016 are due 
to the I-TASSER gateway beginning to use XSEDE-allocated resources. 
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Figure 12-2: Quarterly XSEDE user, allocation, and usage summary by field of science, in order by usage, excluding staff projects. 
Note: PIs and users may appear under more than one field of science. 
Table 12-2 and Table 12-3 highlight aspects of the broader impact of XSEDE. The former shows that 
graduate students, postdoctoral researchers, and undergraduates consistently make up two-thirds of 
the XSEDE user base. The latter table shows XSEDE’s reach into targeted institutional communities, 
including a substantial increase in representation from MSIs and from EPSCoR state institutions. 
Institutions with Campus Champions represent a large portion of usage because this table shows all 
users at Campus Champion institutions, not just those on the champion’s project. The table also shows 
XSEDE’s reach into EPSCoR states, the MSI community, and countries outside the U.S. 
Table 12-2: End of quarter XSEDE open user accounts by type, excluding XSEDE staff. 
Category Q1 2020 Q2 2020 Q3 2020 Q4 2020 
Graduate Student 4,532 4,380 4,436 4,332 
Faculty 2,033 2,056 2,091 2,089 
Postdoctoral 1,202 1,182 1,208 1,779 
Undergraduate Student 1,677 1,745 1,761 1,218 
University Research Staff (excluding postdocs) 566 580 602 603 
High school 164 82 95 83 
Others 936 950 985 986 
TOTALS 11,110 10,975 11,178 11,090 
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Table 12-3: Active institutions in selected categories. Institutions may be in more than one category. 
Category  Q1 2020 Q2 20120 Q3 2020 Q4 2020 
Campus  
Champions 
Sites 123 106 124 128 
Users 2,192 2,671 2,131 2,110 
% total NUs 51% 60% 54% 52% 
EPSCoR  
states 
Sites 81 89 90 93 
Users 573 663 542 586 
% total NUs 12% 11% 13% 12% 
MSIs Sites 43 45 53 50 
Users 363 397 355 376 
% total NUs 2.3% 3.1% 3.4% 3.4% 
International Sites 65 97 80 81 
Users 82 73 117 114 
% total NUs 2% 3% 4% 4% 
Total Sites 474 515 532 528 
Users 4,515 4,646 4,214 4,415 
 
12.2.1.2. Project and allocation metrics 
 
 Figure 12-3: Five-year allocation history, showing NUs requested, awarded, available, and recommended. 
Figure 12-3 shows the five-year trend for requests and awards at XSEDE quarterly allocation meetings. 
NUs requested were 2x greater than NUs available, and the XRAC recommendations were 
approximately the same as the NUs available.  
Table 12-4 presents a summary of overall project activity, and Table 12–5 shows projects and activity 
in key project categories as reflected in allocation board type. Note that Science Gateways may appear 
under any board. The Rapid Response project type identifies the projects awarded through the COVID-
19 HPC Consortium. As a special class of projects, science gateway activity is detailed in Figure 12-4 
showing continued high levels of usage and users from these projects. 
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Table 12-4: Project summary metrics. 
Project metric Q1 2020 Q2 2020 Q3 2020 Q4 2020 
XRAC requests 206 197 226 223 
XRAC request success 87% 80% 84% 84% 
XRAC new awards 46 50 57 57 
Startups requested 198 198 186 175 
Startups approved 185 178 183 170 
Projects new 201 326 269 235 
Projects closed 287 265 233 313 
 
 
Table 12-5: Project activity by allocation board type. 
  Q1 2020 Q2 2020 Q3 2020 Q4 2020 





















projects % NUs 
Campus 
Champions 
149 61 0.2% 154 70 0.2% 150 55 0.2% 147 56 0.2% 
Discretionary 6 5 0.1% 10 4 0.1% 11 6 0.1% 14 7 0.2% 
Educational 196 88 0.7% 181 101 1.0% 205 93 0.5% 188 110 0.8% 
Staff 13 11 0.1% 13 12 0.1% 12 10 0.1% 12 10 1.0% 
Startup 1049 479 3.0% 1070 512 3.2% 1,077 504 2.4% 1081 474 2.8% 
XRAC 885 788 95.9% 877 783 90.9% 894 801 92.0% 923 814 92.7% 
Rapid Response    78 4 4% 93 23 4.8% 99 20 2.2% 
Totals 2,298 1,432 100% 2,305 1,482 100% 2,442 1,492 100% 2,464 1,491 100% 
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Figure 12-4: Quarterly gateway usage (NUs), jobs submitted, users (reported by ECSS), registered gateways, and active 
gateways. 
12.2.1.3. Resource and usage metrics 
SP systems delivered 55.9 billion NUs in Q4 2020, up from the previous quarter. Table 12–6 breaks out 
the resource activity according to different resource types. Figure 12-5 shows the total NUs delivered 
by XSEDE-allocated SP computing systems, as reported to the central accounting system over the past 
five years. Corrected usage for Jetstream has been updated for Q3 2020. 
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Table 12-6: Resource activity, by type of resource, excluding staff projects. Note: A user will be counted for each type 
of resource used.  
    Q1 2020 Q2 2020 Q3 2020 Q4 2020 
High-performance 
computing 
Resources 6 6 6 8 
Jobs 2,527,396 3,294,211 2,594,153 2,781,507 
Users 4,018 4,166 3,774 3,938 
Nus 47,240,372,890 49,504,998,604 49,898,177,007 52,276,172,232 
Data-intensive 
computing 
Resources 1 1 1 1 
Jobs 69,876 58,661 51,958 111,390 
Users 130 129 146 168 
Nus 283,724,864 306,401,481 355,199,316 347,788,398 
High-throughput 
computing 
Resources 1 1 1 1 
Jobs 17,542 8,252 20,338 19,486 
Users 8 4 5 5 
Nus 733,073,988 402,999,559 843,067,586 971,375,559 
Cloud system Resources 1 1 1 1 
Jobs 1,231,300 1,330,618 1,059,330 1,456,354 
Users 492 471 512 451 
Nus 2,274,951,447 2,113,752,137 1,645,083,453 1,773,740,857 
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Figure 12-5: Total XSEDE resource usage in NUs. 
12.2.1.4. Data Services 
XSEDE supports monitoring for the Globus data transfer service for connecting XSEDE service 
providers and external sites. Table 12–7 shows summary metrics and increasing Globus adoption over 
the past five years. Figure 12-6 shows the trends in Globus data transfer activity and user adoption over 
five years. 
RY5 IPR14 Page 102 
Table 12-7: Globus data transfer activity to and from XSEDE endpoints, excluding XSEDE speed page user. 




Files to XSEDE (millions) 33 61 69 70 
TB to XSEDE 1,825 2,640 2,161 2,977 
Files from XSEDE (millions) 58 31 44 59 
TB from XSEDE 2,714 2,761 2,850 3,057 





Files to XSEDE (millions) 7 10 3 9 
TB to XSEDE 64 45 148 50 
Files from XSEDE (millions) 11 7 15 5 
TB from XSEDE 76 164 157 145 





TB to XSEDE 561 751 473 894 
TB from XSEDE 800 935 1,248 1,275 
Campuses 50 57 60 51 
Campus endpoints 83 89 97 80 
To/from 
Campus 
TB to Campuses 30,163 25,565 23,410 28,286 
TB from Campuses 31,339 25,235 26,462 29,656 
Campuses 131 135 133 132 
Campus endpoints 437 427 415 401 
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Figure 12-6: Top: Aggregate Globus file and data transfer activity to and from XSEDE endpoints. Bottom: Numbers of active 
Globus users and campuses moving data to and from XSEDE endpoints. 
12.2.2. Other Metrics 
For previous year’s metrics, please refer to the XSEDE Project-wide KPIs & Metrics wiki page.  
12.2.2.1. Community Engagement & Enrichment (WBS 2.1) (Gaither) 
RY5 Metrics 
 
RP1 RP2 RP3 RP4 Total 
Number of sustained users of XSEDE resources 
and services via the portal (Project KPI) 4,500/qtr 4,644 4,489 4,494   
Number of sustained underrepresented 
individuals using XSEDE resources and 
services via the portal (Project KPI) 
1,750/yr 831 805 763   
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Number of new users of XSEDE resources and 
services via the portal (Project KPI) 2,500/qtr 2,157 2,612 1,972   
Number of new underrepresented individuals 
using XSEDE resources and services via the 
portal (Project KPI) 
250/qtr 301 159 188   
Number of participant hours of live training 
delivered by XSEDE (Project KPI) 40,000/yr 19,751 16.111 5,689   
Number of students benefiting from XSEDE 
resources and services through training, 
XSEDE projects, or conference attendance 
(Area KPI) 
2,000/qtr 2,277 2,043 1,944   
Number of underrepresented students 
benefiting from XSEDE resources and services 
through training, XSEDE projects, or 
conference attendance (Area KPI)1 
650/qtr 741 632 616   
Grand (aggregate) mean rating of Post Training 
Event Survey items related to training impact 
for attendees registered through the portal (1-
5 Likert scale) (Area KPI) 
4.4 of 5/qtr 4.6 4.5 4.4   
Number of institutions with a Champion (Area 
KPI) 340 327 332 333   
Percentage of user requirements addressed 
within 30 days (Area KPI) 98%/qtr 
100 
(16/16) 
100 (20/20) 100 (28/28)   
1 The reporting of underrepresented students is no longer being reported as a percentage, but instead as a number as of RP4. 
The use of percentages does not provide the appropriate lens for understanding our progress in engaging underrepresented 
students. 
 
12.2.2.1.1. Workforce Development (WBS 2.1.2) (Akli) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of unique attendees, synchronous 
training 1,200/yr 1,010 791 441 
  
Number of total attendees, synchronous 
training  
(One person can take several classes) 
1,400/yr 1,270 939 515   
Number of unique attendees, asynchronous 
training 1,200/yr 144 112 115   
Number of total attendees, asynchronous 
training (One person can take several 
classes) 
4,000/yr 403 261 248   
Grand (aggregate) mean rating of Post 
Training Event Survey items related to 
training impact for attendees registered 
through the portal (1-5 Likert scale) (Area 
KPI) 
4.4 of 5 4.6 4.5 4.4   
Number of formal degree, minor, and 
certificate programs added to the curricula 3/yr 0 1 0   
Number of materials contributed to public 
repository 50/yr 5 0 22   
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RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of materials downloaded from the 
repository 
62,000/ 
yr 16,895 17,992 14,470   
Number of students benefiting from XSEDE 
resources and services through training, 
XSEDE projects, or conference attendance 
(Area KPI) 
1,500/ 
qtr 2,277 2,043 1,944   
Number of underrepresented students 
benefiting from XSEDE resources and 
services through training, XSEDE projects, or 
conference attendance (Area KPI)1 
500/qtr 741 632 616   
1 The reporting of underrepresented students is no longer being reported as a percentage, but instead as a number as of RP4. 
The use of percentages does not provide the appropriate lens for understanding our progress in engaging underrepresented 
students. 
 
12.2.2.1.2. User Engagement (WBS 2.1.3) (Snead) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 







(1,102)   
Percentage of user requirements addressed 






(28/28)   
Number of responses to PI emails each 
quarter  62 88 83   
Number of responses to each microsurvey  NA1 NA1 NA1   
Number of annual user satisfaction survey 
respondents interviewed  NA
2 NA2 NA2   
Number of XSEDE-wide tickets  28 11 20   
Number of XSEDE-wide tickets addressed  28 11 18   
1 No microsurveys this reporting period.  
2 Survey report not yet available. 
 
12.2.2.1.3. Broadening Participation (WBS 2.1.4) (Akli) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of new underrepresented 
individuals using XSEDE resources and 
services via the portal (Project KPI) 
250/qtr 301 159 188   
Number of sustained underrepresented 
individuals using XSEDE resources and 
services via the portal (Project KPI)1 
1,750/yr 831 805 763   
1The total for this KPI does not equal the sum of the data from each reporting period because one person could be counted as a 
sustained individual in more than one reporting period if they continue to log in for multiple reporting periods; however, they 
will only be counted once in the total. 
 
12.2.2.1.4. User Interfaces & Online Information (WBS 2.1.5) (Dahan) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
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Number of new users of XSEDE resources 
and services via the portal (Project KPI) 
2,500/ 
qtr 2,157 2,612 1,972   
Number of sustained users of XSEDE 
resources and services via the portal 
(Project KPI)1 
4,500/ 
qtr 4,644 4,489 4,494   
Number of pageviews to the XSEDE website  80,000/ qtr 42,166 40,313 33,897   
Number of pageviews to the XSEDE User 
Portal  
250,000/
qtr 255,184 246,124 225,711   
User satisfaction with website (1-5 Likert 
scale) 4 of 5 4.3 - -   
User satisfaction with User Portal (1-5 
Likert scale) 4 of 5 4.3 - -   
User satisfaction with user documentation 
(1-5 Likert scale) 4 of 5 4.2 - -   
1 The total for this KPI does not equal the sum of the data from each reporting period because one person could be counted as a 
sustained user in more than one reporting period if they continue to log in for multiple reporting periods; however, they will 
only be counted once in the total. 
-No data this reporting period 
12.2.2.1.5. Campus Engagement (WBS 2.1.6) (Neeman, Brunson) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of Institutions with a Champion 
(Area KPI) 340 327 332 333   
Number of unique contributors to the 
Champion email list 
(campuschampions@xsede.org) 
125/yr 110 130 83   
Number of activities that (i) expand the 
emerging CI workforce and/or (ii) improve 
the extant CI workforce, participated in by 
members of the Campus Engagement team 
40/yr 64 90 56   
12.2.2.2. Extended Collaborative Support Services (WBS 2.2) (Blood, Sinkovits) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Percentage of sustained allocation users 
from non-traditional disciplines of XSEDE 
resources and services (Project KPI) 
33%/yr 23.2 23.8 24.9   
Percentage of new allocation users from 
non-traditional disciplines of XSEDE 
resources and services (Project KPI) 
35%/yr 30.1 35.0 39.7   
Number of completed ECSS projects 
(ESRT + ESCC + ESSGW) (Area KPI) 
45/yr 17 10 18   
Grand (aggregate) mean rating of ECSS 
impact by PIs measured by ECSS Project Exit 
Survey items (1-5 Likert scale)(Area KPI) 
4 of 5/yr 4.1 4.2 4.5   
Grand (aggregate) mean rating of PI 
satisfaction with ECSS support measured by 
ECSS Project Exit Survey items (1-5 Likert 
scale) (Area KPI) 
4.5 of 5/yr 4.8 4.9 3.8   
Average estimated months saved due to 
ECSS support 
12 mo/ 
project 11 13.5 12.5   
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12.2.2.2.1. Extended Support for Research Teams (WBS 2.2.2) (Crosby) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of completed ESRT projects 27/yr 5 6 7   
Average ESRT impact rating (1-5 Likert 
scale) 4 of 5/yr 5.0 4.0 
4.5   
Average satisfaction with ESRT support (1-5 
Likert scale) 4.5 of 5/yr 4.5 4.8 
3.8   
Number of projects initiated  10 5 1   
Number of projects discontinued  2 0 2   
Number of PI interviews  2 5 2   
Number of active projects  28 25 26   
Average estimated months saved due to ESRT 
support 
12 mo/ 
project 12 6.0 12.5   
 
12.2.2.2.2. Novel & Innovative Projects (WBS 2.2.3) (Sanielevici) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of new users from non-traditional 
disciplines of XSEDE resources and services 500/yr 154 173 215   
Number of sustained users from non-
traditional disciplines of XSEDE resources 
and services 
1900/qtr 1,833 1,960 2,088   
Number of new XSEDE projects from target 
communities generated by NIP 30/qtr 31 25 26   
Number of successful XSEDE projects from 
target communities mentored by NIP 25/qtr 41 29 39   
 
12.2.2.2.3. Extended Support for Community Codes (WBS 2.2.4) (Koesterke) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of completed ESCC projects 9/yr 2 3 5    
Average ESCC impact rating (1-5 Likert 
scale) 4 of 5/yr 2.0 - 
-   
Average satisfaction with ESCC support (1-5 
Likert scale) 4.5 of 5/yr 5.0 - 
-   
Number of projects initiated  0 1 0   
Number of projects discontinued  0 0 0   
Number of active projects  10 6 1   
Number of PI interviews  1 0 0   
Average estimated months saved due to ESCC 
support 
12 mo/ 
project 0 - 
-   
-There were no ESCC PI interviews conducted this reporting period to generate impact and satisfaction scores and an estimate 
of months saved.  
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12.2.2.2.4. Extended Support for Science Gateways (WBS 2.2.5) (Quick) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of completed ESSGW projects 9/yr 10 1  -   
Average ESSGW impact rating (1-5 Likert 
scale) 4 of 5/yr 4.5 4.5 -   
Average satisfaction with ESSGW support (1-
5 Likert scale) 4.5 of 5/yr 5.0 5.0 2   
Number of projects initiated  0 5 2   
Number of projects discontinued  0 0 34   
Number of active projects  17 22 5   
Number of PI interviews  1 4 80   
Currently Registered Production Gateways  - 49 91   
Average estimated months saved due to 
ESSGW support 
12 mo/ 
project 21 21 2.5   
-New metric for RP2 
 
12.2.2.2.5. Extended Support for Education Outreach, & Training (WBS 2.2.6) (Alameda) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of Campus Champions fellows 4/yr - 6 - 
 
  
Average score of fellows assessment (1-5 
Likert scale) 4.5 of 5/yr - - 
-   
Number of live training events staffed 20/yr 12 4 2   
Number of staff training events 2/yr 0 0 2   
Attendees at staff training events 40/yr 0 0 34   
Staff training contact hours  0 0 5   
Staff training attendee hours  0 0 80   
Attendees at ECSS Symposia 300/yr 143 143 91   
Live training event contact hours  26.5 7 2.5   
Live training event attendees  185 194 62   
Live training even attendee hours  676 424 70   
Requests for service  15 10 10   
Training modules reviewed  0 0 1   
Training modules produced  2 2 1   
Meetings and BoFs  8 10 2   
Mentoring  9 12 11   
Talks and presentations  10 4 3   
Education proposals reviewed  38 60 50   
- Data reported annually.  
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12.2.2.3. XSEDE Cyberinfrastructure Integration (WBS 2.3) (Lifka) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Total number of capabilities in production 
(Project KPI) 
110/by end of 
RY5 102 104 109   
Grand (aggregate) mean rating of XSEDE 
User Survey user satisfaction items 
regarding XCI software and technical 
services, capabilities, and resources (1-5 
Likert scale)8 
4/5 4.4 - -   
Grand (aggregate) mean rating of XSEDE 
User Survey Service Provider satisfaction 
items regarding XCI software and technical 
services, capabilities, and resources (1-5 
Likert scale)8 
4/5 4.5 - -   
Number of non-XSEDE partnerships with 
XCI (Area KPI) 14/yr 14 11 15   
Mean time to issue resolution (Area KPI) <10 days 4.2 6.0 9.8   
Number of new capabilities made available 
for production deployment <7/yr 0
5 2 5   
Total number of systems that use one or 
more CRI provided toolkit 
1,500 by the 
end of RY5 
 
2,196 2,373 2,540   
Percentage of Level 1 SPs that fully 
incorporate all of the recommended tools 
from the XSEDE Community Repository  
100% 1001 1001 62.51   
Percentage of Level 2 SPs that allocate 
resources through XSEDE that fully 
incorporate all of the recommended tools 
from the XSEDE Community Repository  
100% 332 662 37.52   
Percentage of Level 2 SPs that do not 
allocate resources through XSEDE that fully 
incorporate all of the recommended tools 
from the XSEDE Community Repository  
100% 803 753 100   
Percentage of Level 3 SPs that fully 
incorporate all of the recommended tools 
from the XSEDE Community Repository 
100% 734 734 77   
-Data reported annually. 
1 Bridges-2 in early user period. Anvil and Expanse not in production. 
2 Open Storage Network not integrated yet, Darwin, Faster, Kyric, Disco not in production.  
3 Four of five have all the required tools installed: RDR entry and information publishing framework.  
4 19 out of 26 have the required RDR entry. 
5 Correcting last reporting period’s number from total to number that reporting period. 
 
12.2.2.3.1. Requirements Analysis & Capability Delivery (WBS 2.3.2) (Navarro) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of capability delivery plans (CDPs) 
prepared for UREP prioritization 8/yr 0 0 
 
9   
Number of CI integration assistance 
engagements 6/qtr
1 7 7 9   
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RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Average time from support request to 
solution 







(n=27)   
Number of new components instrumented 
and tracked for usage and ROI analysis 4/yr 0 1 
0   
Number of significant fixes and 
enhancements to production components 40/yr
1 12 16 20   
Number of maintenance releases and 
upgrades delivered of service provider 
software 
4/yr 2 3 
2 
  
Number of fixes and enhancements to 
centrally operated services 40/yr
1 10 13 18   
- No components were delivered this period. 
1 Changes based on PY1-PY8 observed rates. 
 
12.2.2.3.2. Cyberinfrastructure Resource Integration (WBS 2.3.3) (Knepper) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Total number of systems that use one or 
more CRI provided toolkits 
1500 by 
end of RY5 2,196 2,373 2,540 
  
User satisfaction with CRI services1 (1-5 
Likert scale) 4 of 5/yr 4.5 n/a NA
   
Total number of repository subscribers to 
CRI cluster and laptop toolkits 
150 by end 
of RY5 114 117 123 
  
Aggregate number of TeraFLOPS of cluster 
systems using CRI toolkits 
1,000 by 
end of RY5 1,020 1,091 1,121 
  
Total number of partnership interactions 
between CRI and SPs, national CI 
organizations, and campus CI providers 
12/yr 7 4 6 
 
 
Toolkit updates 4/yr 3 3 4   
New Toolkits released 2/yr 1 0 0   
Average time from support request to 




(n=1) 3 (n=1) 
  
1This KPI was retired after RP1. Going forward satisfaction with XCI services will be measured at the L2 level only.  
 
12.2.2.4. XSEDE Operations (WBS 2.4) (Peterson) 
RY4 Metrics Target RP1 RP2 RP3 RP4 Total 
Average composite availability of core 
services (geometric mean of critical 
services and XRAS) (Project KPI) 
99.9%/qtr 99.9 99.9 99.9   
Hours of downtime with direct user 
impacts from an XSEDE security incident 
(Area KPI) 
0 hrs/qtr 0 0 0   
Mean time to ticket resolution by XOC and 
WBS ticket queues (hrs) (Project KPI) <16 hrs/qtr 15.3 23.2 18.8   
Mean rating of user satisfaction with 
tickets closed by the XOC (1-5 Likert 
scale) (Area KPI) 
4.5 of 5/qtr 4.7 4.7 4.7   
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12.2.2.4.1. Cybersecurity (WBS 2.4.2) (Withers, Simmel)  
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Hours of downtime with direct user 





0 0 0   
Hours of downtime WITHOUT direct user 
impacts from an XSEDE (affects central 
service or multiple SPs) security incident 
< 24 hrs 0 0 0   
XSEDE account exposures < 10 4 0 0   
Time, beyond 24 hours, to disable XSEDE 
accounts 0 hrs 0 0 0   
 
12.2.2.4.2. Data Transfer Services (WBS 2.4.3) (Wheeler) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Performance (Gbps) of instrumented, 
intra-XSEDE transfers > 1GB >3.0 Gbps 3.17 3.12 3.08 
  
New services added  0 0 0   
Services retired  0 0 0   
Total Globus Online users  658 639 642   
Total new Globus Online users  197 177 167   
Total transfers (Million) inbound  61 69 70   
Total transfers (Million) outbound  31 44 59   
Size of transfers (TBs) inbound  2,640 2,161 2,977   
Size of transfers (TBs) outbound  2,761 2,850 3,057   
Total number of days in which any 
Network Interface error occurred  0 0 0   
XSEDEnet maximum bandwidth used 
(Gbps)  146.5 60 129.2   
 
12.2.2.4.3. XSEDE Operations Center (WBS 2.4.4) (Hendricks) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Mean time to resolution in XOC queue 
(hrs) < 1 hr 0.46 0.28 0.16   
Mean time to ticket resolution by XOC and 
WBS ticket queues (hrs) (Project KPI) < 16 hrs 15.3 23.2 18.8   
User satisfaction with tickets closed by 
the XOC (1-5 Likert scale) (Area KPI) 4.5 of 5 4.7 4.7 4.7   
Mean time to resolution in WBS queue   36.6 55.6 44.6   
Number of Support tickets opened for 
WBS queues  304 333 334   
Number of Support tickets closed by WBS 
queues  265 302 281   
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RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of Support tickets opened for 
XOC  381 426 390   
Number of Support tickets closed by XOC  381 426 390   
Mean time to first response by XOC (hrs)  0.44 0.27 .23   
 
12.2.2.4.4. System Operations Support (WBS 2.4.5) (Rogers) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Average availability of critical enterprise 
services (%) [geometric mean] (Project 
KPI) 
99.9% 99.9 99.9 99.9   
Average availability of core enterprise 
services (%) 99.9% 99.9 99.9 99.9   
Total enterprise services  47 47 47   
Core enterprise services  8 8 8   
Services added/subtracted  0 0 0   
 
12.2.2.5. Resource Allocation Service (WBS 2.5) (Hart) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Mean rating of user satisfaction with 
allocations process (1-5 Likert scale) (Area 
KPI) 
4 of 5/qtr 4.4 4.3 4.4   
Mean rating of user satisfaction with XRAS 
(1-5 Likert scale)(Area KPI)1 4 of 5/qtr 4.3 4.3 4.3   
Mean rating of user satisfaction with 
allocations process and support services (1-
5 Likert scale)(Project KPI)1 
4 of 5/yr 4.4 4.3 4.3   
Percentage of research requests successful 
(not rejected) (Project KPI) 85%/qtr 80.0 84.0 84.0   
 
12.2.2.5.1. XSEDE Allocations Process & Policies (WBS 2.5.2.) (Hackworth) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
User satisfaction with allocations process (1-
5 Likert scale) (Area KPI) 4 of 5 4.4 4.3 4.4   
Average time to process Startup requests  14 calendar 
days or 
less/qtr 
8.5 11.4 10.7   
Percentage of XRAC-recommended NUs 
allocated  100% 92%
 99% 100%   
Percentage of research requests successful 
(not rejected) (Project KPI) 85%/qtr 80.0% 84.0% 84.0%   
Continuous allocation requests processed  780 912 818   
Research allocation requests processed  197 226 223   
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12.2.2.5.2. Allocations, Accounting, & Account Management CI (WBS 2.5.3) (Tolbert) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
User satisfaction with XRAS system (1-5 
Likert scale) (Area KPI) 4 of 5 4.3 4.3 4.3   
Availability of the XRAS systems 99.9% 99.9% 100.0% 100%   
Number of XRAC client organizations  8 8 7   
12.2.2.6. Program Office (WBS 2.6) (Payne)  
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Grand (aggregate) mean rating of XSEDE User 
Survey awareness items regarding XSEDE 
resources and services (1-5 Likert scale) 
(Project KPI) 
3.7 of 5 / yr 3.8 - -   
Number of social media impressions over 






101,394 106,263   
Grand (aggregate) mean of XSEDE User 
Survey satisfaction items regarding XSEDE 
technical support services (1-5 Likert scale) 
(Project KPI) 
3.5 of 5/yr 4.4 - -   
Percentage of users who indicate the use of 
XSEDE-managed and/or XSEDE-associated 
resources in the creation of their work 
product (Project KPI) 
80/yr 83 - -   
Mean rating of importance of XSEDE 
resources and services to researcher 
productivity (1-5 Likert scale) (Project KPI) 
4.4 of 5/yr 4.2 - -   
Percentage of Project Improvement Fund 
funded projects resulting in innovations in 
the XSEDE organization (Project KPI) 
70%/yr - - -   
Mean rating of innovation within the 
organization by XSEDE staff (1-5 Likert scale) 
(Project KPI) 
4 of 5/yr - 4.2 -   
Variance between relevant report submission 
and due date (days) (Area KPI) 0 days 0 0 0   
Percentage of sub-award invoices processed 
within target duration (Area KPI) 90%/qtr 92.6 90.2
1 91.3   
Percentage of recommendations addressed 
by relevant project areas within 90 days 
(Area KPI) 
90% 100 90 100   
Grand (aggregate) mean of Staff Climate 
Study satisfaction items regarding content 
and accessibility of the XSEDE Staff Wiki (1-5 
Likert scale) (Area KPI) 
3.9 of 5/yr - 3.9 -   
Number of staff publications (Area KPI) 50/yr 2 16 11   
Grand (aggregate) mean of Staff Climate 
Study awareness items regarding inclusion in 
XSEDE (1-5 Likert scale) (Area KPI) 
4.1/yr - 4.3 -   
Grand (aggregate) mean of Staff Climate 
Study awareness items regarding equity in 
XSEDE (1-5 Likert scale) (Area KPI) 
4.0/yr - 4.4 -   
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RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of XSEDE-related media hits (Area 
KPI) 325/yr 624 467 326   
- Data reported annually 
1 Updated as the value was previously miscalculated 
12.2.2.6.1. External Relations (WBS 2.6.2) (Meek) 
RY4 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of social media impressions over 
time (Project KPI) 
429,282/ 
yr 86,046 101,394 106,236   
Number of XSEDE-related media hits (Area 
KPI) 325/yr 718 467 326   
Monthly open rate of XSEDE’s newsletter 32% 35% 24.3% 24.7%   
Monthly click-through rate of XSEDE’s 
newsletter 3% 1.3% 2% 
2%   
12.2.2.6.2. Project Management, Reporting, & Risk Management (WBS 2.6.3) (Froeschl) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Variance, in days, between relevant report 
submission and due date (Area KPI) 
0 
days/report 0 0 0   
Grand (aggregate) mean rating of Staff 
Climate Study satisfaction items regarding 
content and accessibility of the XSEDE Staff 
Wiki (1-5 Likert scale) (Area KPI) 
3.9 of 5/yr - 3.9 -   
 Percentage of risks reviewed  100% 100 100 100   
 Number of total risks  174 174 174   
 Number of active risks  140 142 142   
 Number of new risks  1 0 0   
 Number of risks triggered  4 5 4   
 Number of risks retired  1 0 0   
 Number of PCRs submitted  4 5 2   
 …KPI/Metrics  3 3 0   
 …Technical  0 0 0   
 …Scope  0 0 0   
 …Budget  0 1 1   
 …Staff  1 1 1   
 …Other  0 0 0   
- Data reported annually. 
12.2.2.6.3. Business Operations (WBS 2.6.4) (Payne) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Percentage of subaward invoices processed 
within target duration (Area KPI) 90%/qtr 92.6 90.2
1 91.3   
1 Updated as the value was previously miscalculated 
12.2.2.6.4. Strategic Planning, Policy, Evaluation & Organizational Improvement (WBS 2.6.5) (Payne) 
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RY5Metrics Target RP1 RP2 RP3 RP4 Total 
Grand (aggregate) mean rating of XSEDE 
User Survey awareness items regarding 
XSEDE resources and services (1-5 Likert 
scale) (Project KPI) 
3.7 of 5 / yr 3.8 - -   
Grand (aggregate) mean rating of XSEDE 
User Survey satisfaction items regarding 
XSEDE technical support services (1-5 Likert 
scale) (Project KPI) 
3.5 of 5/yr 4.4 - -   
Percentage of users who indicate the use of 
XSEDE-managed and/or XSEDE-associated 
resources in the creation of their work 
product1 (Project KPI) 
80%/yr 83 - -   
Mean rating of importance of XSEDE 
resources and services to researcher 
productivity (1-5 Likert scale) (Project KPI) 
4.4 of 5/yr 4.2 - -   
Percentage of Project Improvement Fund 
proposals resulting in innovations in the 
XSEDE organization (Project KPI) 
70%/yr - - -   
Mean rating of innovation within the 
organization by XSEDE staff (1-5 Likert 
scale) (Project KPI) 
4 of 5/yr - 4.2 -   
Percentage of recommendations addressed 
by relevant project areas within 90 days 
(Area KPI) 
90% 100 90 100   
Number of staff publications (Area KPI) 50/yr 2 16 11   
Grand (aggregate) mean of Staff Climate 
Study awareness items regarding inclusion 
in XSEDE (1-5 Likert scale) (Area KPI) 
4.1/yr - 4.3 -   
Grand (aggregate) mean of Staff Climate 
Study awareness items regarding equity in 
XSEDE (1-5 Likert scale) (Area KPI) 
4.0/yr - 4.4 -   
- Data reported annually. 
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 Scientific Impact Metrics (SIM) and Publications Listing 
This appendix presents the current Scientific Impact Metrics data as of January 31 of year 2021. This 
is part of the XD Metrics Service (XMS) (formerly NSF Technology Audit Service (TAS)) effort. 
12.3.1. Summary Impact Metrics 
Table SIM-1 shows the essential scientific summary impact metrics as of January 31 of year 2021. 
The increasing values for each metric are listed in the table indicating the changes during the last 
quarter. By calculating such metrics periodically we can show the trends, as depicted in Figure SIM-
2 and Figure SIM-3. Both show steadily increasing trends. 
 















(TG+XD) 19,440 11,334 709,341 275 496 
Since 2011 
(XD) 16,878 9,284 499,452 224 391 
Change since 
last quarter 
(TG+XD) +504 +417 +33,888 +6 +11 
Change since 
last quarter 
(XD) +501 +413 +30,286 +7 +13 
* Data updated as of January 31st, 2021. 
 
12.3.2. Historical Trend 
Figure SIM-2 and SIM-3 show the increasing quarterly trend regarding publications, citations, and 
other impact metrics such as H-Index and G-Index. Both suggest the increasing impact of XSEDE 
during the past years, based on verified unique publication count; citation count; H-index and G-
index. 
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Figure SIM-2. Counts of all externally verified publications for TG/XD (since 2005) and XD (since 2011) 




Figure SIM-3. Accumulated citation count (line, left axis) as well as h-index and g-index metrics (bar, 
right axis) for TG/XD (since 2005) and XD (since 2011). 
 
12.3.3. Publications Listing 
Figure 12-7 shows the number of publications, conference papers, and presentations reported by 
XSEDE users each quarter, including the 448 reported by 166 projects in Q4 2020; these publications 
are listed below according to allocated project. Starting with the December 2017 XRAC meeting, all 
submitters must add publications to their user profiles in the XSEDE User Portal, which may have 
contributed to the decline beginning at the end of 2017. 
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Figure 12-7: Publications, conference papers, and presentations reported by XSEDE users. 
12.3.3.1. XSEDE Staff Publications 
XSEDE staff reported 11 publications from November 2020 to January 2021. Eight publications were 
reported via staff members’ XSEDE User Portal user profiles, and three were published by staff in the 
XSEDE Digital Object Repository (XDOR). 
1. Basney, J., Cao, P., Fleury, T. 2020. Investigating Root Causes of Authentication Failures Using a SAML and OIDC 
Observatory. IEEE 6th International Conference on Dependability in Sensor, Cloud and Big Data Systems and 
Applications (DependSys) (Online). http://www.ieee-cybermatics.org/2020/dependsys/. (accepted) 
2. Benninger, K., G. Hood, D. Simmel, L. Tuite, A. Wetzel, A. Ropelewski, S. Watkins, A. Watson, and M. Bruchez (2020), 
Cyberinfrastructure of a Multi-Petabyte Microscopy Resource for Neuroscience Research, Practice and Experience in 
Advanced Research Computing, doi:10.1145/3311790.3396653. (published) [Bridges Large, Bridges Regular, PSC, 
Pylon] 
3. Hart, D. L., E. Soriano, C. Arnold, S. Peckins, R. Light, B. Cubbison, J. Berger, and M. Shapiro (2019), XSEDE Integration 
with ORCID for Research Resources, Proceedings of the Practice and Experience in Advanced Research Computing on 
Rise of the Machines (learning), doi:10.1145/3332186.3333252. (published) 
4. HuBMAP Consortium. 2019. The human body at cellular resolution: the NIH Human Biomolecular Atlas Program, 
Nature, 574(7777), 187–192, doi:10.1038/s41586-019-1629-x. (published) [PSC] 
5. Paeres, D., J. Santiago, C. J. Lagares, W. Rivera, A. B. Craig, and G. Araya (2021), Design of a Virtual Wind Tunnel for 
CFD Visualization, AIAA Scitech 2021 Forum, doi:10.2514/6.2021-1600. (published) 
6. Puthanveetil Satheesan, S., A. B. Craig, and Y. Zhang (2019), A Historical Big Data Analysis to Understand the Social 
Construction of Juvenile Delinquency in the United States, 2019 15th International Conference on eScience 
(eScience), doi:10.1109/escience.2019.00094. (published) 
7. Rodriguez, P. (2020), Predicting Whom to Test is More Important Than More Tests - Modeling the Impact of Testing 
on the Spread of COVID-19 Virus By True Positive Rate Estimation, , doi:10.1101/2020.04.01.20050393. (published) 
[Comet, NIP, SDSC] 
8. Rodriguez, P., A. Craig, A. Langmead, and C. J. Nygren (2020), Extracting and Analyzing Deep Learning Features for 
Discriminating Historical Art, Practice and Experience in Advanced Research Computing, 
doi:10.1145/3311790.3399611. (published) 
9. Wernert, J. Miles, T., DeStefano, L., Rivera, L., XSEDE 2020 Annual User Satisfaction Survey Evaluation Report, Dec. 
2020, http://hdl.handle.net/2142/109084 
10. XSEDE, XSEDE: The Extreme Science and Engineering Discovery Environment Post-XSEDE 2.0 Preliminary Transition 
Plan, January 22, 2021, http://hdl.handle.net/2142/109214 
11. XSEDE, Extreme Science and Engineering Discovery Environment (XSEDE) 2020 Highlights , November 2020, 
http://hdl.handle.net/2142/108996 
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12.3.3.2. Publications from XSEDE Users 
The following publications were submitted by users to their XSEDE User Portal profiles in Q4 2020. Most 
publications are associated with submissions to the December 2020 meeting, while some may be from 
Startup or other projects. The publications are organized by the proposal with which they were 
associated.  
This quarter, 166 projects identified 448 publications and other products that were published, in press, 
accepted, submitted, or in preparation. Because these publications are submitted by users and not 
manually verified by XSEDE staff, there is a small chance of data entry error. 
1. TG-ASC130023 
1. Abousamra, S., Fassler, D., Hou, L., Zhang, Y., Gupta, R., et al. 2020. Weakly-Supervised Deep Stain Decomposition for 
Multiplex IHC Images. 2020 IEEE 17th International Symposium on Biomedical Imaging (ISBI). 481--485. (published) 
2. Fassler, D., Abousamra, S., Gupta, R., Chen, C., Zhao, M., et al. 2020. Deep learning-based image analysis methods for 
brightfield-acquired multiplex immunohistochemistry images. (published) 
3. Hou, L., R. Gupta, J. S. Van Arnam, Y. Zhang, K. Sivalenka, D. Samaras, T. M. Kurc, and J. H. Saltz (2020), Dataset of 
segmented nuclei in hematoxylin and eosin stained histopathology images of ten cancer types, Scientific Data, 7(1), 
doi:10.1038/s41597-020-0528-1. (published) 
4. Le, H., Gupta, R., Hou, L., Abousamra, S., Fassler, D., et al. 2020. Utilizing automated breast cancer detection to identify 
spatial distributions of tumor infiltrating lymphocytes in invasive breast cancer. (published) 
2. TG-ASC150011, TG-BIO160009, TG-BIO160058, TG-BIO160065, TG-SEE190002 
5. Chafin, T. K., M. R. Douglas, B. T. Martin, and M. E. Douglas (2019), Hybridization drives genetic erosion in sympatric 
desert fishes of western North America, Heredity, 123(6), 759–773, doi:10.1038/s41437-019-0259-2. (published) 
[IU, Jetstream, TACC] 
3. TG-ASC160018, TG-MCB140110 
6. Ingber, L. (2021), Forecasting COVID-19 with Importance-Sampling and Path-Integrals, , 
doi:10.20944/preprints202012.0712.v2. (published) [Comet, Data Oasis, Science Gateways, SDSC] 
4. TG-ASC160018, TG-TRA170010, TG-TRA170012, TG-TRA170013, TG-TRA170025, TG-
TRA180001, TG-TRA180003, TG-TRA180005, TG-TRA180008, TG-TRA180009 
7. Peng, R.-C., L.-Q. Chen, Z. Zhou, M. Liu, and C.-W. Nan (2020), Electric-field-driven Deterministic and Robust 120° 
Magnetic Rotation in a Concave Triangular Nanomagnet, Physical Review Applied, 13(6), 
doi:10.1103/physrevapplied.13.064018. (published) [Bridges Regular, PSC] 
5. TG-ASC160068 
8. Chen, Z., Montlouis, W. 2020. Bowel Movement Signal Modeling and Parameters Extraction. Asia-Pacific Signal and 
Information Processing Association Annual Summit and Conference 2020 (Auckland, New Zealand). 
http://www.apsipa2020.org/. (published) [Stampede, TACC] 
9. Montlouis, W. 2020. DOAV Estimation Using L-Shaped Antenna Array Configuration. IEEE International Symposium 
on Signal Processing and Information Technology ISSPIT 2020 (Louisville, Kentucky, USA). 
https://www.isspit.org/isspit/2020/. (published) [Stampede, TACC] 
10. Montlouis, W. 2020. DOAV Estimation Using Special Antenna Array Structure. IEEE International Symposium on 
Signal Processing and Information Technology ISSPIT 2020 (Louisville, Kentucky, USA December 9 - 11, 2020). 
https://www.isspit.org/isspit/2020/. (published) [Stampede, TACC] 
11. Montlouis, W., Zhu, Y. 2020. On the Performance of Low Complexity DSI Suppression Techniques Using Satellite 
Transmitters. IEEE International Symposium on Signal Processing and Information Technology ISSPIT 2020 
(Louisville, Kentucky, USA). https://www.isspit.org/isspit/2020/. (published) [Stampede, TACC] 
6. TG-ASC190028 
12. Luo, X., W. Wu, G. Bosilca, Y. Pei, Q. Cao, T. Patinyasakdikul, D. Zhong, and J. Dongarra (2020), HAN: a Hierarchical 
AutotuNed Collective Communication Framework, 2020 IEEE International Conference on Cluster Computing 
(CLUSTER), doi:10.1109/cluster49012.2020.00013. (published) [Stampede, TACC] 
13. Pei, Y., Q. Cao, G. Bosilca, P. Luszczek, V. Eijkhout, and J. Dongarra (2020), Communication Avoiding 2D Stencil 
Implementations over PaRSEC Task-Based Runtime, 2020 IEEE International Parallel and Distributed Processing 
Symposium Workshops (IPDPSW), doi:10.1109/ipdpsw50202.2020.00127. (published) [Stampede, TACC] 
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14. Zhong, D., Q. Cao, G. Bosilca, and J. Dongarra (2020), Using Advanced Vector Extensions AVX-512 for MPI Reductions, 
27th European MPI Users’ Group Meeting, doi:10.1145/3416315.3416316. (published) [Stampede, TACC] 
7. TG-ASC190066 
15. Ahmad, Z., Chowdhury, R., Das, R., Ganapathi, P., Gregory, A., et al. 2021. Fast Stencil Computations using Fast Fourier 
Transforms. Fast Stencil Computations using Fast Fourier Transforms. Work in Progress. (in preparation) 
8. TG-ASC190071, TG-ASC200042 
16. Volvach, I., E. E. Fullerton, and V. Lomakin (2021), Thermal stability and magnetization switching of composite free 
layer with perpendicular magnetic anisotropy, AIP Advances, 11(1), 015132, doi:10.1063/9.0000211. (published) 
[Bridges GPU, Comet, PSC, Science Gateways, SDSC, Training] 
9. TG-AST080026N, TG-AST080028 
17. Guo, J., Joshi, P., Narayan, R., Zhang, L. 2020. Accretion disks around naked singularities. (published) [Stampede2, 
TACC] 
18. Wielgus, M., Akiyama, K., Blackburn, L., Chan, C., Dexter, J., et al. 2020. Monitoring the Morphology of M87* in 2009-
2017 with the Event Horizon Telescope. DOI:10.3847/1538-4357/abac0d. (published) [Stampede2, TACC] 
10. TG-AST080028 
19. Broderick, A., Gold, R., Karami, M., Preciado-López, J., Tiede, P., et al. 2020. THEMIS: A Parameter Estimation 
Framework for the Event Horizon Telescope. DOI:10.3847/1538-4357/ab91a4. (published) [Stampede2, TACC] 
20. Gold, R., Broderick, A., Younsi, Z., Fromm, C., Gammie, C., et al. 2020. Verification of Radiative Transfer Schemes for the 
EHT. DOI:10.3847/1538-4357/ab96c6. (published) [Stampede2, TACC] 
21. Johnson, M. D. et al. (2020), Universal interferometric signatures of a black hole’s photon ring, Science Advances, 
6(12), eaaz1310, doi:10.1126/sciadv.aaz1310. (published) [Stampede2, TACC] 
22. Lančová, D., D. Abarca, W. Kluźniak, M. Wielgus, A. Sa̧dowski, R. Narayan, J. Schee, G. Török, and M. Abramowicz 
(2019), Puffy Accretion Disks: Sub-Eddington, Optically Thick, and Stable, The Astrophysical Journal, 884(2), L37, 
doi:10.3847/2041-8213/ab48f5. (published) [Stampede2, TACC] 
23. Narayan, R., M. D. Johnson, and C. F. Gammie (2019), The Shadow of a Spherically Accreting Black Hole, The 
Astrophysical Journal, 885(2), L33, doi:10.3847/2041-8213/ab518c. (published) [Stampede2, TACC] 
11. TG-AST080028, TG-AST170012 
24. Bollimpalli, D. A., R. Mahmoud, C. Done, P. C. Fragile, W. Kluźniak, R. Narayan, and C. J. White (2020), Looking for the 
underlying cause of black hole X-ray variability in GRMHD simulations, Monthly Notices of the Royal Astronomical 
Society, 496(3), 3808–3828, doi:10.1093/mnras/staa1808. (published) [Ranch, Stampede, Stampede2, TACC] 
12. TG-AST090005 
25. Ahn, K., Shapiro, P. 2020. Cosmic Reionization May Still Have Started Early and Ended Late: Confronting Early Onset 
with CMB Anisotropy and 21 cm Global Signals. (published) 
26. Bianco, M., Iliev, I., Ahn, K., Giri, S., Mao, Y., et al. 2021. The impact of inhomogeneous subgrid clumping on cosmic 
reionization II: modelling stochasticity. (published) 
27. Gronke, M., Ocvirk, P., Mason, C., Matthee, J., Bosman, S., et al. 2020. Lyman-alpha transmission properties of the 
intergalactic medium in the CoDaII simulation. (published) 
28. Lewis, J. S. W. et al. (2020), Galactic ionizing photon budget during the epoch of reionization in the Cosmic Dawn II 
simulation, Monthly Notices of the Royal Astronomical Society, 496(4), 4342–4357, doi:10.1093/mnras/staa1748. 
(published) 
29. Ocvirk, P., Aubert, D., Sorce, J., Shapiro, P., Deparis, N., et al. 2020. VizieR Online Data Catalog: Galaxies in the Cosmic 
Dawn II simulation (Ocvirk+, 2020). (published) 
30. Padilla, L., Rindler-Daller, T., Shapiro, P., Matos, T., Vázquez, J. 2020. On the Core-Halo Mass Relation in Scalar Field 
Dark Matter Models and its Consequences for the Formation of Supermassive Black Holes. (published) 
31. Park, H., K. Ahn, N. Yoshida, and S. Hirano (2020), First Structure Formation under the Influence of Gas–Dark Matter 
Streaming Velocity and Density: Impact of the “Baryons Trace Dark Matter” Approximation, The Astrophysical 
Journal, 900(1), 30, doi:10.3847/1538-4357/aba26e. (published) 
32. Park, H., Shapiro, P., Ahn, K., Yoshida, N., Hirano, S. 2020. Large-scale variation in reionization history caused by 
Baryon-dark matter streaming velocity. (published) 
33. Ross, H., Giri, S., Dixon, K., Ghara, R., Iliev, I., et al. 2020. Redshift-space distortions in simulations of the 21-cm signal 
from the cosmic dawn. (published) 
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13. TG-AST120060 
34. Debrecht, A., J. Carroll-Nellenback, A. Frank, E. G. Blackman, L. Fossati, J. McCann, and R. Murray-Clay (2020), Effects 
of radiation pressure on the evaporative wind of HD 209458b, Monthly Notices of the Royal Astronomical Society, 
493(1), 1292–1305, doi:10.1093/mnras/staa351. (published) 
35. Zou, Y. et al. (2020), Bipolar planetary nebulae from outflow collimation by common envelope evolution, Monthly 
Notices of the Royal Astronomical Society, 497(3), 2855–2869, doi:10.1093/mnras/staa2145. (published) 
14. TG-AST170012 
36. Ressler, S. M., C. J. White, E. Quataert, and J. M. Stone (2020), Ab Initio Horizon-scale Simulations of Magnetically 
Arrested Accretion in Sagittarius A* Fed by Stellar Winds, The Astrophysical Journal, 896(1), L6, doi:10.3847/2041-
8213/ab9532. (published) [Comet, Data Oasis, Ranch, SDSC, Stampede2, TACC] 
37. White, C. J., and F. Chrystal (2020), The effects of resolution on black hole accretion simulations of jets, Monthly 
Notices of the Royal Astronomical Society, 498(2), 2428–2439, doi:10.1093/mnras/staa2423. (published) [Ranch, 
Stampede2, TACC] 
15. TG-AST170024 
38. Kim, J.-Y. et al. (2020), Event Horizon Telescope imaging of the archetypal blazar 3C 279 at an extreme 20 
microarcsecond resolution, Astronomy & Astrophysics, 640, A69, doi:10.1051/0004-6361/202037493. (published) 
[Stampede2, TACC] 
39. Mullen, P. D., and C. F. Gammie (2020), A Magnetized, Moon-forming Giant Impact, The Astrophysical Journal, 903(1), 
L15, doi:10.3847/2041-8213/abbffd. (published) [Stampede, TACC] 
40. Ricarte, A., B. S. Prather, G. N. Wong, R. Narayan, C. Gammie, and M. D. Johnson (2020), Decomposing the internal 
faraday rotation of black hole accretion flows, Monthly Notices of the Royal Astronomical Society, 498(4), 5468–
5488, doi:10.1093/mnras/staa2692. (published) [Stampede, TACC] 
41. Roelofs, F. et al. (2020), SYMBA: An end-to-end VLBI synthetic data generation pipeline, Astronomy & Astrophysics, 
636, A5, doi:10.1051/0004-6361/201936622. (published) [Stampede2, TACC] 
42. Yarza, R., G. N. Wong, B. R. Ryan, and C. F. Gammie (2020), Bremsstrahlung in GRMHD Models of Accreting Black 
Holes, The Astrophysical Journal, 898(1), 50, doi:10.3847/1538-4357/ab9808. (published) [Stampede2, TACC] 
16. TG-AST180007 
43. Mirocha, J., La Plante, P., Liu, A. 2020. The importance of galaxy formation histories in models of reionization. 
(submitted) [Bridges Large, PSC, Pylon] 
17. TG-AST180013 
44. Prem, P., Hurley, D. 2019. Modeling the Response of the Lunar Exosphere to the Release of Spacecraft Exhaust 
Volatiles. NASA Exploration Science Forum (Virtual). 6. 
https://nesf2019.arc.nasa.gov/sites/default/files/webform/abstracts/abstracts-1/Parvathy_Prem_abstract1.pdf. 
(published) [Ranch, Stampede2, TACC] 
45. Prem, P., Hurley, D., Goldstein, D., Varghese, P. 2018. Modeling the Propagation of Spacecraft Exhaust Plume Volatiles 
on the Moon. NASA Exploration Science Forum (Virtual). 5. NESF2018-100. 
https://nesf2018.arc.nasa.gov/sites/default/files/webform/abstracts/abstracts-1/Parvathy_Prem_abstract1.pdf. 
(published) [Ranch, Stampede2, TACC] 
46. Prem, P., Hurley, D., Goldstein, D., Varghese, P., Grava, C., et al. 2018. Water Vapor, Where Goest Thou?. Amercian 
Geophysical Union Fall Meeting (San Francisco, CA). 2018. P12A-01. 
https://ui.adsabs.harvard.edu/abs/2018AGUFM.P12A..01P/abstract. (published) [Ranch, Stampede2, TACC] 
47. Prem, P., Hurley, D., Patterson, G. 2018. Perspectives on Modeling the Transport of Volatiles and Their Distribution at 
the Lunar Poles. Lunar Polar Volatiles (Laurel, MD). 2018. 5022. 
https://www.hou.usra.edu/meetings/lunarvolatiles2018/pdf/5022.pdf. (published) [Ranch, Stampede2, TACC] 
18. TG-AST190010, TG-AST200020 
48. Powell, J., Quinn, T., Roca-Fabrega, S., Valezquez, H. 2021. ChaNGa N-body code and the AGORA CosmoRun paper. 
American Physical Society April meeting (virtual). (submitted) [ECSS, SDSC, Training] 
49. Roca-Fabrega, S. 2021. The AGORA High-resolution Galaxy Simulations Comparison Project. III: Cosmological Zoom-
in Simulation of A Milky Way-mass Halo. (in preparation) [Comet, ECSS, SDSC, Training] 
19. TG-AST190019 
50. Bustard, C., Zweibel, E. 2020. Cosmic Ray Transport, Energy Loss, and Influence in the Multiphase Interstellar 
Medium. (published) [Ranch, Stampede2, TACC] 
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20. TG-AST190027 
51. Ho, M., Farahi, A., Rau, M., Trac, H. 2020. Approximate Bayesian Uncertainties on Deep Learning Dynamical Mass 
Estimates of Galaxy Clusters. (published) [Bridges Regular, PSC] 
21. TG-AST190035 
52. Prem, P., Hurley, D., Benna, M., Orlando, T. 2020. Lunar Volatiles Science at the Lander Scale. NASA Exploration 
Science Forum (Virtual). 7. 
https://dl.airtable.com/.attachments/a727779faef0fde5ad908b735d719b2a/00db149e/nesf2020_abstract_pp.pdf. 
(published) [Ranch, Stampede2, TACC] 
53. Prem, P., Hurley, D., Goldstein, D., Varghese, P., Hibbitts, C. 2020. Towards Understanding the Impact of Exploration 
on the Lunar Environment. Lunar Surface Science Workshop (Virtual). 4. 7010. 
https://www.hou.usra.edu/meetings/lunarsurface2020/pdf/7010.pdf. (published) [Ranch, Stampede2, TACC] 
54. Prem, P., Hurley, D., McFarland, E., Chabot, N., Ernst, C., et al. 2019. Modeling the Transport, Loss and Deposition of 
Water on Mercury. Amercian Geophysical Union Fall Meeting (San Francisco, CA). 2019. P11B-04. 
https://ui.adsabs.harvard.edu/abs/2019AGUFM.P11B..04P/abstract. (published) [Ranch, Stampede2, TACC] 
22. TG-AST190039 
55. Clement, M. S., N. A. Kaib, and J. E. Chambers (2020), Embryo Formation with GPU Acceleration: Reevaluating the 
Initial Conditions for Terrestrial Accretion, The Planetary Science Journal, 1(1), 18, doi:10.3847/psj/ab91aa. 
(published) [Bridges Regular, PSC] 
23. TG-AST190054 
56. Pjanka, P., and J. M. Stone (2020), Stratified Global MHD Models of Accretion Disks in Semidetached Binaries, The 
Astrophysical Journal, 904(2), 90, doi:10.3847/1538-4357/abbe07. (published) [Ranch, Stampede, TACC] 
24. TG-AST200004 
57. Clement, M. S., S. N. Raymond, N. A. Kaib, R. Deienno, J. E. Chambers, and A. Izidoro (2021), Born eccentric: Constraints 
on Jupiter and Saturn’s pre-instability orbits, Icarus, 355, 114122, doi:10.1016/j.icarus.2020.114122. (published) 
[Bridges Regular, Comet, Data Oasis, PSC, Pylon, SDSC, TACC] 
58. Feng, F. et al. (2020), Search for Nearby Earth Analogs .III. Detection of 10 New Planets, 3 Planet Candidates, and 
Confirmation of 3 Planets around 11 Nearby M Dwarfs, The Astrophysical Journal Supplement Series, 250(2), 29, 
doi:10.3847/1538-4365/abb139. (published) [Bridges Regular, PSC, Pylon] 
25. TG-AST200005 
59. Ressler, S., Quataert, E., White, C., Blaes, O. 2021. Magnetically Modified Spherical Accretion in GRMHD: Reconnection-
Driven Convection and Jet Propagation. (submitted) [Stampede2, TACC] 
26. TG-AST200020 
60. Powell, J., Keller, B., Cummings, B., Caudill, L. 2021. Star Formation in ChaNGa simulations of Galactic Bars. American 
Astronomical Society 237 (Virtual). Accepted. (accepted) [Comet, Training] 
27. TG-ATM140019 
61. He, P., R. Halder, K. Fidkowski, K. Maki, and J. R. R. A. Martins (2021), An efficient nonlinear reduced-order modeling 
approach for rapid aerodynamic analysis with OpenFOAM, AIAA Scitech 2021 Forum, doi:10.2514/6.2021-1476. 
(published) [Stampede2, TACC] 
62. He, P., A. Luder, C. Mader, J. R. R. A. Martins, and K. Maki (2020), A Time-Spectral Adjoint Approach for Aerodynamic 
Shape Optimization Under Periodic Wakes, AIAA Scitech 2020 Forum, doi:10.2514/6.2020-2114. (published) 
[Stampede2, TACC] 
63. He, P., and J. R. R. A. Martins (2021), A hybrid time-spectral approach for aerodynamic shape optimization with 
unsteady flow, AIAA Scitech 2021 Forum, doi:10.2514/6.2021-0278. (published) [Stampede2, TACC] 
28. TG-ATM170002 
64. Tomaszewski, J. M., and J. K. Lundquist (2020), Observations and Simulations of a Wind Farm Modifying a 
Thunderstorm Outflow Boundary, , doi:10.5194/wes-2020-69. (published) [Comet, SDSC] 
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29. TG-ATM170024 
65. Aird, J. A., R. J. Barthelmie, T. J. Shepherd, and S. C. Pryor (2020), WRF-Simulated Springtime Low-Level Jets over 
Iowa: Implications for Wind Energy, Journal of Physics: Conference Series, 1618, 062020, doi:10.1088/1742-
6596/1618/6/062020. (published) [IU, Jetstream, TACC, Wrangler] 
66. Aird, J., Barthelmie, R., Shepherd, T., Pryor, S. 2020. WRF-Simulated Low-Level Jets over Iowa: Characterization and 
Sensitivity Studies. DOI:10.5194/wes-2020-113. (published) [IU, Jetstream, TACC, Wrangler] 
67. Barthelmie, R. J., T. J. Shepherd, and S. C. Pryor (2020), Increasing turbine dimensions: impact on shear and power, 
Journal of Physics: Conference Series, 1618, 062024, doi:10.1088/1742-6596/1618/6/062024. (published) [IU, 
Jetstream, TACC, Wrangler] 
68. Letson, F. W., R. J. Barthelmie, K. I. Hodges, and S. C. Pryor (2020), Windstorms in the Northeastern United States, , 
doi:10.5194/nhess-2020-345. (published) [Jetstream, TACC] 
69. Letson, F., R. J. Barthelmie, and S. C. Pryor (2020), Sub-Regional Variability in Wind Turbine Blade Leading-Edge 
Erosion Potential, Journal of Physics: Conference Series, 1618, 032046, doi:10.1088/1742-6596/1618/3/032046. 
(published) [IU, Jetstream, TACC, Wrangler] 
70. Letson, F., T. J. Shepherd, R. J. Barthelmie, and S. C. Pryor (2020), WRF Modeling of Deep Convection and Hail for Wind 
Power Applications, Journal of Applied Meteorology and Climatology, 59(10), 1717–1733, doi:10.1175/jamc-d-20-
0033.1. (published) [Jetstream, TACC] 
71. Letson, F., T. J. Shepherd, R. J. Barthelmie, and S. C. Pryor (2020), Modelling Hail and Convective storms with WRF for 
Wind Energy Applications, Journal of Physics: Conference Series, 1452, 012051, doi:10.1088/1742-
6596/1452/1/012051. (published) [IU, Jetstream, TACC, Wrangler] 
72. Pryor, S. C., F. W. Letson, and R. J. Barthelmie (2020), Variability in Wind Energy Generation across the Contiguous 
United States, Journal of Applied Meteorology and Climatology, 59(12), 2021–2039, doi:10.1175/jamc-d-20-0162.1. 
(published) [Jetstream, TACC] 
73. Pryor, S. C., and J. T. Schoof (2020), Differential Credibility Assessment for Statistical Downscaling, Journal of Applied 
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PoS(LATTICE2019), doi:10.22323/1.363.0253. (published) [PSC, Stampede, Stampede2, TACC] 
436. Hansen, M., Briceño, R., Edwards, R., Thomas, C., Wilson, D., et al. 2021. Energy-Dependent π+π+π+ Scattering 
Amplitude from QCD. DOI:10.1103/physrevlett.126.012001. (published) [PSC, Stampede, Stampede2, TACC] 
437. Woss, A. J., D. J. Wilson, and J. J. Dudek (2020), Efficient solution of the multichannel Lüscher determinant condition 
through eigenvalue decomposition, Physical Review D, 101(11), doi:10.1103/physrevd.101.114505. (published) 
[PSC, TACC] 
160. TG-PHY190034 
438. Weichman, K., A. P. L. Robinson, M. Murakami, and A. V. Arefiev (2020), Strong surface magnetic field generation in 
relativistic short pulse laser–plasma interaction with an applied seed magnetic field, New Journal of Physics, 22(11), 
113009, doi:10.1088/1367-2630/abc496. (published) [Stampede2, TACC] 
161. TG-PHY190038 
439. Aggarwal, N., Winstone, G., Teo, M., Baryakhtar, M., Larson, S., et al. 2020. Searching for new physics with a levitated-
sensor-based gravitational-wave detector. (published) [Bridges Large] 
162. TG-PHY190049 
440. Vigilante, W., O. Lopez, and J. Fung (2020), Brownian dynamics simulations of sphere clusters in optical tweezers, 
Optics Express, 28(24), 36131, doi:10.1364/oe.409078. (published) [Comet, Data Oasis, SDSC] 
163. TG-SES120001 
441. Chao, Y., C. Yao, and M. Ye (2018), Why Discrete Price Fragments U.S. Stock Exchanges and Disperses Their Fee 
Structures, The Review of Financial Studies, 32(3), 1068–1101, doi:10.1093/rfs/hhy073. (published) [Bridges 
Regular, PSC, Pylon] 
442. CHINCO, A., A. D. CLARK‐JOSEPH, and M. YE (2018), Sparse Signals in the Cross‐Section of Returns, The Journal of 
Finance, 74(1), 449–492, doi:10.1111/jofi.12733. (published) [Bridges Regular, PSC, Pylon] 
443. Clark-Joseph, A. D., M. Ye, and C. Zi (2017), Designated market makers still matter: Evidence from two natural 
experiments, Journal of Financial Economics, 126(3), 652–667, doi:10.1016/j.jfineco.2017.09.001. (published) 
[Bridges Regular, PSC, Pylon] 
444. Yao, C., and M. Ye (2018), Why Trading Speed Matters: A Tale of Queue Rationing under Price Controls, The Review of 
Financial Studies, 31(6), 2157–2183, doi:10.1093/rfs/hhy002. (published) [Bridges Regular, PSC, Pylon] 
164. TG-SES140016 
445. Whited, T., Zhao, J. 2020. The Misallocation of Finance. (accepted) [SDSC] 
165. TG-SES170014, TG-SES190004 
446. Ajayakumar, J., and E. Shook (2020), Leveraging parallel spatio-temporal computing for crime analysis in large 
datasets: analyzing trends in near-repeat phenomenon of crime in cities, International Journal of Geographical 
Information Science, 34(9), 1683–1707, doi:10.1080/13658816.2020.1732393. (published) [Bridges Regular, PSC, 
Pylon] 
447. Ajayakumar, J., E. Shook, and V. K. Turner (2017), Normalization Strategies for Enhancing Spatio-Temporal Analysis 
of Social Media Responses during Extreme Events: A Case Study based on Analysis of Four Extreme Events using 
Socio-Environmental Data Explorer (SEDE), ISPRS Annals of Photogrammetry, Remote Sensing and Spatial 
Information Sciences, IV-4/W2, 139–146, doi:10.5194/isprs-annals-iv-4-w2-139-2017. (published) [Bridges 
Regular, PSC, Pylon] 
166. TG-SES170016 
448. Puthanveetil Satheesan, S., A. B. Craig, and Y. Zhang (2019), A Historical Big Data Analysis to Understand the Social 
Construction of Juvenile Delinquency in the United States, 2019 15th International Conference on eScience 
(eScience), doi:10.1109/escience.2019.00094. (published) 
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13. Collaborations 
XSEDE considers collaboration within the research community to be essential to the advancement of all 
fields of research. It is XSEDE’s policy and practice to encourage and engage in collaborations, where 
applicable. 
In addition to the collaborations with Service Providers via the SP Forum (§14), XSEDE collaborates 
with NSF awardees and other domestic and international projects. 
The following list represents the active collaborations with NSF awardees: 
 
PI/Contact NSF Proposal Title Award Number 
David Anderson Mainstreaming Volunteer Computing 1105572 
Ian Foster SI2-SSI: SciDaaS -- Scientific data management as a 
service for small/medium labs 
1148484 
Abani Patra Collaborative Research: Integrated HPC Systems Usage 
and Performance of Resources Monitoring and Modeling 
(SUPReMM- SUNY Buffalo) 
1203560 
Abani Patra Collaborative Research: Integrated HPC Systems Usage 
and Performance of Resources Monitoring and Modeling 
(SUPReMM- UT-Austin) 
1203604 
Von Welch Center for Trustworthy Scientific Cyberinfrastructure 
(CTSC) 
1234408 
Kevin Franklin Latin America-US Institute 2013: Methods in 
Computational Discovery for Multidimensional Problem 
Solving 
1242216 
Nicholas Berente EAGER proposal: Toward a Distributed Knowledge 
Environment for Research into Cyberinfrastructure: 
Data, Tools, Measures, and Models for Multidimensional 
Innovation Network Analysis 
1348461 
Jerzy Bernholc Multiscale Software for Quantum Simulations in 
Materials Design, Nano Science and Technology 
1339844 
Seung-Jong Park MRI: Acquisition of SuperMIC-- A Heterogeneous 
Computing Environment to Enable Transformation of 
Computational Research and Education in the State of 
Louisiana 
1338051 
Marlon Pierce Open Gateway Computing Environments Science 
Gateways Platform as a Service (OGCE SciGaP) 
1339774  
Steven Tuecke Sustaining Globus Toolkit for the NSF Community 
(Sustain-GT) 
1339873 
Kathy L. Benninger CC-NIE Integration: Developing Applications with 
Networking Capabilities via End-to-End SDN (DANCES) 
1341005 
Renata Wentacovitch Quantum Mechanical Modeling of Major Mantle 
Materials 
0635990  
Dr. Kate Keahey A Large-Scale, Community-Driven Experimental 
Environment for Cloud Research 
1419141 
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Shaowen Wang MRI: Acquisition of a National CyberGIS Facility for 
Computing- and Data-Intensive Geospatial Research and 
Education 
1429699 
Todd Martinez Acquisition of an Extreme GPU cluster for 
Interdisciplinary Research 
1429830 
Donna Cox The Centrality of Advanced Digitally-ENabled Science: 
CADENS 
1445176 
Robert Ricci CloudLab: Flexible Scientific Infrastructure to Support 
Fundamental Advances in Cloud Architectures and 
Applications 
 
Dr. Kerk F. Kee, Almadena 
Y. Chtchelkanova 
RUI: CAREER Organizational Capacity and Capacity 
Building for Cyberinfrastructure Diffusion 
1453864  
Nicholas Berente Fostering Successful Innovative Large-Scale, Distributed 
Science and Engineering Projects through Integrated 
Collaboration 
1551609  
Allen Pope EarthCube RCN: Collaborative Research: Research 
Coordination Network for High Performance Distributed 
Computing in the Polar Sciences 
1541620 
Thomas Hauser MRI Collaborative Consortium: Acquisition of a Shared 
Supercomputer by the Rocky Mountain Advanced 
Computing Consortium 
1532236  
Edward Seidel BD Hubs: Midwest: “SEEDCorn: Sustainable Enabling 
Environment for Data Collaboration that you are 
proposing in response to the NSF Big Data Regional 
Innovation Hubs (BD Hubs): Accelerating the Big Data 
Innovation Ecosystem (NSF 15-562) solicitation 
1550320  
Alexander Withers Secure Data Architecture: Shared Intelligence Platform 
for Protecting our National Cyberinfrastructure” that 
you are proposing in response to the NSF Cybersecurity 
Innovation for Cyberinfrastructure (NSF 15-549) 
solicitation 
1547249  
James Basney CILogon 2.0 project that you are proposing in response 
to the NSF Cybersecurity Innovation for 
Cyberinfrastructure (NSF 15-549) solicitation 
1547268  
Bertram Ludaescher DIBBs: Merging Science and Cyberinfrastructure 
Pathways: The Whole Tale 
1541450 
Philip J. Puxley Associated Universities, Inc. (AUI) and the National 
Radio Astronomy Observatory (NRAO) 
1519126  
J. Bernholc SI2-SSE: Multiscale Software for Quantum Simulations of 
Nanostructured Materials and Devices 
1615114 
David Anderson Collaborative Research: SI2-SSI: Adding Volunteer 
Computing to the Research Cyberinfrastructure 
1550601 
Thomas Crawford Molecular Sciences Software Institute (MolSSI) that you 
are proposing in response to the NSF Scientific Software 
Innovation Institutes (S2I2, NSF 15-553) solicitation 
1547580 
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Nancy Wilkins-Diehr Science Gateways Software Institute for NSF Scientific 
Software Innovation Institutes (S2I2, NSF 15-553) 
solicitation 
1547611 
Ron Hawkins CC* Compute: BioBurst in response to the Campus 
Cyberinfrastructure (CC*) Program solicitation (NSF 16-
567) 
1659104 
Farzad Mashayek CC* Networking Infrastructure: Building HPRNet (High-
Performance Research Network) for advancement of 
data intensive research and collaboration 
1659255 
Ewa Deelman SI2-SSI: Pegasus: Automating compute and data 
intensive science 
1664162 
Doug Jennewein MRI: Acquisition of the Lawrence Supercomputer to 
Advance Multidisciplinary Research in South Dakota 
1626516 
Dirk Colbry Cybertraining:CIP – Professional Training for 
CyberAmbassadors 
1730137 
Eric Shook Collaborative Research: CyberTraining: CIU: Hour of 
Cyberinfrastructure: Developing Cyber Literacy for 
Geographic Information Science 
7/26/6909 
Jennifer M. Schopf CC* NPEO: A Sustainable Center for Engagement and 
Networks 
1826994 
Alex Szalay Collaborative Research: Building the Community for the 
Open Storage Network 
1747493 
Von Welch CICI: CSRC: Research Security Operations Center 
(ResearchSOC) 
1840034 
Larry Smarr CC* NPEO: Towards the National Research Platform 1826967 
Thomas Doak Collaborative Research: ABI Sustaining: The National 
Center for Genome Analysis Support 
1759906 
Peter Kasson  SI2-SSI Collaborative Research: SCALE-MS-Scalable 
Adaptive Large Ensembles of Molecular Simulations 
1835780 
Mao Ye  A Workshop to Jumpstart High-Performance Computing 
in Finance/ BIGDATA: IA: Collaborative Research: 
Understanding the Financial Market Ecosystem 
1838183 
Dmitry Pekurovsky Elements: Software: Multidimensional Fast Fourier 
Transforms on the Path to Exascale 
1835885 
Von Welch CICI: CCoE: Trusted CI: Advancing Trustworthy Science 1920430 
Rudolph Eigenmann MRI: Acquisition of a Big Data and High Performance 
Computing System to Catalyze Delaware Research and 
Education 
1919839 




William Gropp Category I: Crossing the Divide Between Today's 
Practice and Tomorrow's Science 
2005572 
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X. Carol Song Category I: Anvil - A national advanced computational 
resource to meet the changing needs of the nation’s 
research and education communities 
2005632 
David Y. Hancock Category I – Jetstream 2: On-demand high performance 
computing 
2005506 
Honggao Liu MRI: Acquisition of FASTER - Fostering Accelerated 
Sciences Transformation Education and Research 
2019129 
Elise D. Miller-Hooks MRI: Acquisition of an Adaptive Computing 




The following list represents other active formal domestic and international collaborations: 
Project Collaboration Summary 
Domestic Collaborations 
Marshall University - 
Campus Bridging Site (CRI) 
Indiana University CRI staff visited Marshall University for server build 
and XSEDE software toolkit installation 
Southern Illinois University - 
Campus Bridging Site (CRI) 
Indiana University CRI staff visited Southern Illinois University for 
server build and XSEDE software toolkit installation 
Bentley University - 
Campus Bridging Site (CRI) 
Indiana University CRI staff visited Bentley University for server build 
and XSEDE software toolkit installation 
University Texas El Paso - 
Campus Bridging Site (CRI) 
Indiana University CRI staff visited University Texas El Paso for server 
build and XSEDE software toolkit installation 
Brandeis University - 
Campus Bridging Site (CRI) 
Indiana University CRI staff visited Brandeis University for server build 
and XSEDE software toolkit installation 
Incorporated Research 
Institutions for Seismology (IRIS) 
Indiana University partnering with IRIS to use the Jetstream system to 
disseminate data to the research community 
CyVerse Indiana University partnered with CyVerse projects to deploy and operate the Jetstream system as part of the XSEDE ecosystem 
National Center for Genome Analysis 
Support (NCGAS) 
Indiana University partnered with the National Center for Genome 
Analysis Support to use the Jetstream system for creation of virtual 
machine images for research and analysis of genome data 
South Dakota State University - 
Campus Bridging Site 
Indiana University CRI staff visited SDSU for cluster build and XSEDE 
software toolkit installation 
Slippery Rock University - Campus 
Bridging Site 
Indiana University CRI staff visited Slippery Rock University for server 
build and XSEDE software toolkit installation 
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Doane University - Campus Bridging 
Site 
Indiana University CRI staff visited Doane University for cluster build 
and XSEDE software toolkit installation 
UltraScan Science Gateway - Virtual 
Cluster CRI staff worked with UltraScan to create a virtual cluster in Jetstream 
3-D Quantitative Phenotyping 
Gateway - Virtual Cluster 
CRI staff worked with A. Murat Maga in order to create a virtual cluster 
in Jetstream for the biological sciences 
XSEDE Web SSO 
RACD is helping XSEDE federated services providers (XDMoD, CI-Tutor, 
and Cornell Virtual Workshop) to integrate with the XSEDE Web SSO 
capability. 
Use of XRAS by NCAR/CISL Agreement to use XRAS for managing the NCAR allocations 
Use of XRAS by NCAR/EOL 
Agreement to use XRAS to manage EOL Lower Atmosphere Observing 
Facilities (LAOF) allocations 
Use of XRAS by Blue Waters Agreement to use XRAS for managing the Blue Waters allocations 
Use of Information Services by UIUC 
Agreement to use Information Services to enable resource discovery in 
the UIUC Research Portal (https://researchit.illinois.edu) 
Delivering Kepler to XSEDE Users 
XSEDE Providing Capability Integration Assistance to make Kepler 
available to XSEDE users 
Open Storage Network CI integration 
collaboration 
XCI is participating in OSN software working group to facilitate 
documenting requirements and use cases, support the engineering 
process, and provide other useful XSEDE services 
Institute for Research on Innovation 
& Science (IRIS) 
Agreement to use network science methods and administrative data 
maintained by the Institute for Research on Innovation & Science to 
develop preliminary models that examine the scientific effects of 
XSEDE usage by researchers on more than 30 U.S. university campuses. 
International Collaborations 
International HPC Summer School Partnership with PRACE (EU), RIKEN AICS (Japan), and Compute 
Canada (Canada) to familiarize the best students of the respective 
continents or countries in computational sciences with a strong bond 
to supercomputing with all major state-of-the-art aspects related to 
HPC for a broad range of scientific disciplines, catalyze the formation of 
networks, provide mentoring through faculty members and 
supercomputing experts from renowned HPC centers, and to facilitate 
international exchange and open further career options. 
Open Grid Forum (www.ogf.org) JP Navarro is GLUE working group chair. XSEDE leverages and 
influences infrastructure information management through this 
collaboration. 
HPC Development and Summer 
Exchange Program for HPC visiting 
staff  
Craig Stewart entered into a formal MOU of Collaboration with TU-
Dresden 
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Membership in the Research Data 
Alliance (RDA) organization  
Indiana University entered into a formal membership agreement with 
RDA to explore open data standards as part of the international scope 
of the organization 
International grid computing 
research and education organization 
Indiana University participates as a contributing partner to summer 
teaching in the African Grid School 
 
International collaboration of 
regional research infrastructures 
(XSEDE, PRACE, and RIKEN) 
XSEDE entered into an MOU jointly with PRACE and RIKEN 
committing to opening lines of communications and seeking more 
areas of collaboration. This occurred in May 2017. 
Compute Canada Accounting Service Exploring possible collaboration on re-design of Federated Accounting 
Service  
WISE (Wise Information Security for 
Collaborating e-Infrastructures) 
Support trusted global framework where security experts can share 
information on topics such as risk management, experiences about 
certification processes and threat intelligence 
IGTF/TAGPMA To establish common policies and guidelines that help establish 
interoperable, global trust relations between providers of e-
Infrastructures and cyber-infrastructures, identity providers, and other 
qualified relying parties. 
International Identity Federation XCI-302: Participate in REFEDS Assurance Framework Pilot 
Engagement Group for 
Infrastructures (AEGIS) 
XCI-256: Participate in AARC Engagement Group for Infrastructures 
(AEGIS) 
Technische Universitat Darmstadt: 
ROI on academic advanced 
cyberinfrastructure systems 
Understanding ROI on university-owned advanced cyberinfrastructure 
systems, including cloud systems with Technische Universitat 
Darmstadt, RTWH Aachen University, & Technishe Universitat Dresden 
 
ROI on academic advanced 
cyberinfrastructure systems 
Understanding ROI on university-owned advanced cyberinfrastructure 
systems, including cloud systems with Technische Universitat 
Darmstadt, RTWH Aachen University, & Technishe Universitat Dresden 
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14. Service Provider Forum Report 
Service Providers (SPs) are independently funded projects and/or organizations that provide 
cyberinfrastructure (CI) services to the science and engineering community. There is a rich diversity of 
SPs in the U.S. academic community, spanning centers that are funded by NSF to operate large-scale 
resources for the national research community to universities that provide resources and services to 
their campus researchers. The Service Provider Forum (SPF) is intended to facilitate this ecosystem of 
Service Providers, thereby advancing the science and engineering researchers that rely on these 
cyberinfrastructure services. The SPF has two primary elements of its charter:  
1. An open forum for discussion of topics of interest to the SP community 
2. A formal communication channel between the SPF members and the XSEDE project 
The SPF conducts its business primarily through conference calls scheduled on a biweekly cadence on 
Thursdays at 4PM Eastern Time. We meet at least once a month; if there is no new business to discuss 
within two weeks of a ‘held’ meeting, then that interim biweekly meeting is cancelled. Agendas are 
distributed in advance of the meetings and minutes are maintained on the XSEDE SP wiki 
(https://confluence.xsede.org/display/XT/XSEDE+Federation). NSF Program Officers are invited and 
occasionally participate. Many people from the XSEDE program routinely participate in SPF meetings to 
facilitate direct interaction with the XSEDE program. For example, regular updates are provided by John 
Towns (XSEDE PI) and Tim Boerner (XSEDE Deputy Project Director), Victor Hazlewood (XSEDE SP 
Coordinator), and other XSEDE management and area leads. Additional contributors from XSEDE and 
other organizations are frequently invited to brief the SPF on XSEDE topics or seek the Forum’s input in 
the development of program plans and activities.  
This report is the quarterly summary of the SPF’s activities covering the period of November 1, 2020 – 
January 31, 2021. 
SP Forum Administrative and Membership Activities During Reporting Period 3  
• Mostly monthly SPF meetings – attendance typically ranges from 18 to more than 25 participants 
• SP Forum participation at the December XSEDE Remote Quarterly Meeting (Ruth Marinshaw) 
• SP Forum participation at the December XAB virtual meeting (Dave Hancock, Jon Anderson) 
• SP Forum participation at the biweekly XSEDE Senior Management Team calls (Ruth Marinshaw) 
The full membership of the SP Forum is maintained on the XSEDE website, 
https://www.xsede.org/ecosystem/service-providers.  
Technical and programmatic discussions 
Noteworthy SPF activities from this reporting quarter include: 
• Additional service providers joined the SP Forum (University of Kentucky and Texas A&M 
University). 
• Regular attendance and updates by Tim Boerner on the XSEDE project. 
• Regular attendance and updates from Tabitha Samuel regarding SP Coordination activities.  
• Annual elections in January 2021. For calendar year 2021, the leadership of the SP Forum comprise 
the following: Ruth Marinshaw (Chair); Mary Thomas (Vice Chair); L2 coordinator (Jaime 
Camboriza); L3 coordinator (Andrew Keen); XAB representatives (David Hancock, Dan Stanzione). 
• Key presentations and discussion topics: 
o Service Provider updates from the Minnesota Supercomputing Institute (Jim Wilgenbusch) 
and the Stanford Research Computing Center (Ruth Marinshaw). 
o Additional engagement by the XSEDE ROI team. 
o Discussion with Dave Hart (XSEDE RAS team) of proposed revisions to XSEDE’s allocation 
policies. 
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o Models for sharing funding for graduate students to serve as part of the research computing 
support teams, as support analysts. 
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15. UAC 
XSEDE User Advisory Committee Report 
Reporting period: November 1, 2020 through January 31, 2021 
The XSEDE User Advisory Committee (UAC) represents the "user's voice" to XSEDE management, 
presenting recommendations regarding emerging needs and services and act as a sounding board for 
plans and suggested developments. It meets two or three times a year via conference call. The UAC 
makes suggestions to improve XSEDE operations and helps identify areas where more support 
expertise is required. It reviews findings of XSEDE's Performance Evaluation Plan, Self Assessment, and 
its User Survey. Subsets of the UAC advise XSEDE's Extended Collaborative Support Service (ECSS) 
management on where to dedicate support effort on community codes. One member of the UAC serves 
on the User Requirements Evaluation and Prioritization Working Group (UREP). The chair of the UAC 
(elected by its members) participates in regular XSEDE senior management meetings (currently bi-
weekly). 
There was one meeting of the UAC during this reporting period. The meeting took place on 14 
December 2020. Eight committee members were present, including Diego Donzis, Mark Miller, Thomas 
Cheatham, Richard D Braatz, Deidre Shoemaker, Xuguang Wang, Dhruva Chakravorty and chair Emre 
Brookes. XSEDE staff present included John Towns, Tim Boerner, Julie Wernert, Tonya Miles and Sergiu 
Sanielevici. John Towns provided an XSEDE project update beginning with the expected release of a 
solicitation(s) for the follow-on to XSEDE. Towns voiced concerns about ensuring a smooth transition 
for users and services if the new awardee(s) are not identified with sufficient time before the end of the 
XSEDE award. COVID impact on XSEDE was discussed, and Towns mentioned that due to its virtual 
organization XSEDE was better prepared than more traditional organizations. Committee member 
Chakravorty stressed the point that organizations that have built “trust” fared better when moving to 
COVID mandated virtual meetings. This was followed by discussion of trust the community currently 
has for XSEDE and that any follow-on organization will need to maintain this trust. Additional 
discussion ensued on XSEDE’s role in the COVID-HPC consortium. An interesting point was brought up 
on leveraging the experience of building the COVID-HPC consortium to proactively prepare for potential 
future crisis needs.  
The next presentation was led by Julie Wernert covering the 2020 XSEDE User Survey (XUS) results and 
the 2021 XUS draft instrument. As in previous years, the 2020 XUS results were excellent. Multiple 
committee members requested some clarification on the 2020 XUS and suggested improvements for 
the draft 2021 XUS. 
The next meeting is planned for February 2021. No other actions were made by or requested of the UAC 
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16. XMS Summary 
 Executive Summary 
During the current reporting period substantial progress was achieved in a number of areas. XDMoD 9.0 
was released featuring the introduction of an XSEDE Scientific gateways realm that facilitates XSEDE 
gateway monitoring and development. An update of the Workload Analysis of NSF’s Innovative HPC 
Resources Using XDMoD was provided to NSF including updating the 2018 report through Q3 of 2020 
and adding data from the TACC Frontera Open XDMoD instance. An instance of Open XDMoD was 
developed and is now fully functional that supports Ookami, an ARM-based cluster funded through an 
NSF award. A pilot program was initiated with the American Museum of Natural history to develop a 
federation to serve as a precursor of a federation to monitor CC* compute awardees. 
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17. XAB Executive Summaries 
 
 Executive Summary of XSEDE Advisory Board Meeting, October 30, 2020 
Meeting Date: Friday, October 30, 2020 
Meeting Place: 4 hour Teleconference via Zoom 
Preface: The main topic of this call was updates from each functional area 
Next Call: December 15, 2020  
Approval of August Meeting Minutes 
• Approved. 
Updates for 2021 Planning 
• Welcome to the three new members: Brook Milligan, Russ Poldrack, Jennifer Schopf 
XSEDE Update 
• Things going well for the project.  
• 1-year extension was approved (project will run through August 2022) with no budget cuts. 
• Will have project’s last NSF review in June 2021 (will talk more about this at April 2021 meeting). 
• Relations with NSF have been good without a lot of issues. 
• XSEDE delivered a preliminary draft transition plan that outlines what we will transition to any 
subsequent awardee(s). This was done last year. The Program Officer has asked us to publicize 
this transition plan on our website. The document includes the most important things XSEDE 
believes would need in order to continue post-award. Publicizing this allows any potential 
competitors to “see our cards.” Therefore it is publicly available but hasn’t been publicized. What 
is the right balance? Is this too much? While we need to be able to transition things to subsequent 
awardees, we compromise competitiveness if we publicize the plan. Plan to ask Bob Chadduck if 
this is normal and if we’re being asked to go further than other NSF awardees are asked to go.  
• Q: How much of XSEDE’s secret sauce is strategy/vision vs teams/people/demonstrated ability 
to execute? If a large amount is strategy then this request could be risky. If it’s more about 
people/ability to execute, then not as worrisome.  
 JT: Strength is not what we produce but our ability to produce it.  
o Q: Could important pieces that would damage competitiveness be removed? 
 JT: Have expressed concerns about this to Bob. People could find it if they look for 
it. Have to separate what we’re expected to do as part of this grant vs. what we 
might do as part of a subsequent grant. Some could be removed, but tool 
development has to be open source since funded by NSF. Removing from the doc 
could reduce exposure of planning. Don’t want to look like we’re withholding 
things that should be public. 
○ Q: If the doc is findable, then anyone who is a competitor will likely find it. Spin as a 
strength: we are the best people to do this. We aren't worried about telling others what 
we're doing because no one else could do it better. 
○ Q: Transition plans for other projects have been between projects and the program 
officer. Suggest asking who NSF thinks the audience is. 
■ JT: can only speculate that it is competitors 
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■ Jennifer: every program officer is different. If the audience is users that is 
different than competitors. 
○ Q: Plan speaks to the nature of what the next awardee will have to do –not so much 
users. 
○ JT: By doing this, are we indicating that we expect a transition? 
■ Q: NSF asks for this at the end of all large projects whether or not you're 
expected to continue. Making it public is unusual though. Publicize info about 
transitioning users possibly. 
■ JT: The doc currently includes a great deal more, including all priorities we 
believe exist for the community. 
○ Q: Use the doc to say what is as a hand-off to the proposal when you get to that point. 
Use it as a foundation for what you say in the proposal. 
● Q: Who are you responsible to? To services or the team currently offering them? 
○ JT: 2 stakeholders: NSF as a funder; and the Community. Intent is to avoid a 
disruptive transition like we had from TeraGrid to XSEDE. 
● Q: The doc is already out there even if hard to find. 
● Q: What is the timing of this? 
○ JT: Draft transition was done about a year ago. Now being asked to provide an update 
to that since we've been extended. In the final year we will provide the final transition 
plan. Project has been doing a lot of documentation to ensure we're ready to transition to 
a new team if needed. Enterprise services will be able to be handed over easily. Doc 
includes a list of services, list of docs about policy/procedures. Will do a more detailed 
plan when we know who the subsequent awardee is. Still no solicitation for follow-up, but 
hope that is coming soon. Don't think they will extend the project another year. Not a lot 
of tech detail, but does include what services are and what they do. 
 Brook: difference between higher level plan and the actual transition that will come 
later. Seems inappropriate for them to ask for that from a project like this. Provide to 
NSF but not as an open thing. 
XSEDE Interconnection Diagrams 
● Demonstrate how various elements of the program fit together. Very hard to see from 
outside the project so want to convey that they don't stand apart. 
● Initial diagrams were done by L2s independently. 
● Received a recommendation from NSF panel to better articulate the connection between 
scientific impact, workforce development, and contributions made by the XSEDE 2.0 project 
○ One way to do this would be to diagram at the project level 
○ Will begin working on this into the winter by gathering info from the L2 areas and 
then develop that into one concise diagram 
○ Could have value relative to the transition plan as well. 
● Q: This diagram could be useful but consider keeping it as an internal doc 
● Q: Many moving parts in XSEDE, so explaining that as clearly as possible is valuable 
● JT: Will have diagrams to share at a later meeting. 
● Q: Would be useful to new SPs 
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● Q: Diagrams would have helped augment presentation for new people 
● Q: Help people outside the project to understand how linked all parts of XSEDE are. 
○ Q: Conveying this to the panel and public is something we hope to achieve 
● JT: Will proceed with this and come back to you all with progress on the diagrams at a 
future meeting. 
Evaluation Slides Evaluation Update; Staff Climate Study; User Satisfaction Survey: Lizanne 
DeStefano 
● User Survey: 
○ Q: it would be nice to see distributions rather than just the mean for these plots 
○ Lizanne: There is a giant report that includes that info. 
○ Q: A couple of uses for this survey including trying to find the trouble spots. Like to see 
negative comments to find the issues. 
○ Lizanne: Try to highlight concerns. There weren't necessarily qualitative comments for 
those, but the full report includes this. 
○ Q: Are gains statistically significant? 
■ Yes because of sample size. Look more at clinical significance, and clinically it looks 
flat. 
● Climate Study 
○ Q: These are % of respondents, right? What about % of people in these categories? 
■ Lizanne: That is exactly what we do. Look at the composition of who responded and 
compare. If there are any discrepancies, we weigh in. 
○ Q: Statistically significant gains. 
● Q: How are we evaluating the scientific impact of XSEDE? 
○ Lizanne: Evaluation team doesn't do this. We contribute by providing data. Currently 
working with IRIS (U of MI) to look at economic impact, publication impact, etc. 
○ Q: John has presented info from Univ of Buffalo/XD MoD on publications from XSEDE, 
comparing groups that have utilized XSEDE vs. others in their field in terms of publications 
coming out of them. There does appear to be a difference. 
● Q: The outcome of longitudinal studies could benefit the new proposal, but timing would be 
too late to accomplish. 
○ Lizanne: Some would be useful to the new proposal (front loading that). Other outcomes 
take a long time to mature, so waiting until out-years allows us to see what the real results are. 
Program Office Topics: Ron Payne 
 Program office doesn't directly interact with end users, but in general it interconnects 
in some way with all areas of the project 
RAS Topics: Dave Hart 
XCI Topics: Rich Knepper, JP Navarro, Shava Smallen 
● Q: How are new use cases identified for evaluation in the registry? 
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○ JP: Any and every way we can! Created form in Research Software Portal where 
people can submit use cases. Also meet regularly with different communities (campus 
champions, SPs, etc.) to share thoughts on what they think we should be working on. 
○ Victor: SP Coordination with science gateways; Open Storage Network–info 
discovery on documents. 
ECSS Topics: Phil Blood, Bob Sinkovits 
CEE Topics: Kelly Gaither 
Operations Topics: Victor Hazlewood 
Final questions/comments 
● Feedback on how we're presenting what we do? 
○ Q: Felt more like practice run for presentation for NSF than soliciting advice from 
XAB. This format doesn't actively solicit the advice of the XAB. 
■ JT: need to be more deliberate about making time for specific questions for the 
board. Will work to improve on that in the future. April meeting is an early practice 
for June review. 
○ Q: What did project leaders gain from the leaders today? 
■ Bob S: Valuable part of this meeting was the first session responding to John's 
questions. 
■ Kelly: We do a good job of what we do. Get frustrated not being able to pay for 
growth I would like to see us have. Not sure how to crack that nut. 
What could we do if we had more, how do I communicate that message & 
communicate full value of what we do? Hope that you could think about it and give 
feedback over a course of time. Frustrated that in the CI call, all programs we tried to 
build up were excluded. 
■ Bob S: A lot to catch up on for new folks coming on to XAB. Maybe we could 
put something together like a package of materials to cover a lot of what we 
went through today and then use more of the call to ask questions & solicit 
feedback. 
■ Jennifer: All KPI stuff is interesting & important, but would have been better 
to have that all in a package to review ahead of time. Had we known Kelly's 
question before the presentation we could have listened with that lens on and 
provided advice. 
■ JT: Like the idea of providing questions in advance for folks to respond to. 
Always want to improve. 
 Rich: Curious about how we can extend/develop, potential for creating a really healthy 
national ecosystem that relies on many institutions & areas of expertise. 
○ Brook: This was similar to a video that was shared earlier. Maybe highlighting changes 
instead of full picture. 
○ Jennifer: XAB isn't reviewers, so show problems you're having and get 
input/feedback. What is keeping you up at night? 
○ Peter: Like to bring big issues/ problems to the board. Discussions can move problems 
along. What keeps you up at night. 
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○ Kelly: terrified that all our hard work will be dropped on the floor 
■ JT: most of us are wondering about what the solicitation will look like. Can't use the 
XAB to think about what our proposal might look like. 
○ Jonathon: XSEDE is no stranger to remote presentations; but I think, particularly with 
Zoom, information delivery should be provided asynchronously, and this time should be saved 
for questions and discussion. I suggest even the set of questions and discussion topics should 
be distributed ahead of time. 
○ Jennifer; If I was a reviewer looking at this, I would say kudos this is amazing. 
Next meeting: Tuesday, December 15; 2pm ET (1CT/12MT/11PT) 
 Executive Summary of XSEDE Advisory Board Meeting, December 15, 2020 
Meeting Date: Tuesday, December 15, 2020 
Meeting Place: 1 hour Teleconference via Zoom 
Preface: The main topic of this call was Update on Transition 
Next Call: February 9, 2021  
Approval of October Meeting Minutes 
• Approved 
Update on Draft Transition Plan 
• JT: Will post to the XSEDE website. Will not create a separate page. Project has a page for all project 
documents (engineering docs, plans, reports, etc.). Will add a draft transition plan to that page.  
• JT: Will provide preliminary language that states the doc will be available in late January. Including 
disclaimer that the plan will include a statement that things will be made available but no 
expectation about whether they should all be transitioned or not.  
• Project will provide a detailed transition plan before the end of the project. If we aren't informed 
who the awardee(s) is then, we won't have staff available to assist with the transition.  
• Plan will have a “Here is what we have, use it as you want. Your own decision about whether 
components should be transitioned.” 
o Q: any feedback re. Who the audience is?  
 John: no feedback from NSF on this. Suspect that the solicitation will suggest that 
they look at the current project/plans so proposers are aware of what we have 
available.  
o User Advisory Committee met Monday: no substantive comments/guidance related to 
this.  
• Q: Once you have a written transition plan, someone should look over it. If I were a proposer, I 
might also want this or that. XAB and/or UAC could provide that.  
o John: Could add a week to schedule for UAC & XAB to provide feedback. But this would 
lengthen the timeline which isn't ideal.  
o Q: Like the balance you have struck. Not clear what role we would play. Not trying to tell 
alternate proposers what to do (nor is that appropriate). What advice would we give about 
the doc?  
o Rudi: Those who propose could ask questions.  
 Jennifer: Anyone proposing can ask NSF questions. 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 John: Anyone asking a question about the doc would like to consider proposing. 
NSF can anonymize questions and send to XSEDE to be answered.  
• John: Would members of XAB be willing to look at the doc and provide feedback?  
o Rudi, Brook, Jennifer, Emre - will be built into schedule.  
o Don't want to give away secret sauce  
o John: Have we presented what we have in a way a potential proposer can understand what 
is available and how it might be used. They determine how useful it is, effort required in 
transition. Can't promise whether any components would be useful to a proposer.  
Project Level Topics 
• Discussion in the last meeting to alter the format for future meetings. Leadership discussed and 
will bring forward specific topics for XAB feedback in the future, especially related to PY11 
program planning. 
Next meeting: Tuesday, February 9; 2pm ET (1CT/12MT/11PT) 
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18. XSEDE Project Execution Plan 
At the beginning of the XSEDE project, a Project Execution Plan (PEP) was submitted to and approved 
by NSF. Content in this and all preceding Interim Project and Annual Reports supersede information 
submitted in the original PEP. The most recent version of the PEP (V. 2.4) can be viewed on the wiki39. 
Given that there were no changes to the PEP during this reporting period, a copy is not included in this 
report.  
 
 
39 https://confluence.xsede.org/display/XT/XSEDE+Project+Execution+Plan 
