Abstract. Let M be a strongly pseudoconvex complex manifold which is also the total space of a principal G-bundle with G a Lie group and compact orbit space M -/G. Here we investigate thē ∂-Neumann Laplacian on M . We show that it is essentially selfadjoint on its restriction to compactly supported smooth forms. Moreover we relate its spectrum to the existence of generalized eigenforms: an energy belongs to σ( ) if there is a subexponentially bounded generalized eigenform for this energy. Vice versa, there is an expansion in terms of these well-behaved eigenforms so that, spectrally, almost every energy comes with such a generalized eigenform.
problem, called the∂-Neumann problem, is the subject of this article and we will give a brief description here.
We will assume that M is a complex manifold, n = dim C M, with smooth boundary bM such that M -= M ∪ bM. Assume further that M -is strictly contained in a slightly larger complex manifold M of the same dimension. For any integers p, q with 1 ≤ p, q ≤ n denote by C ∞ (M, Λ p,q ) the space of all C ∞ forms of type (p, q) on M, i.e. the forms which can be written in local complex coordinates (z 1 , z 2 , . . . , z n ) as
. . , i p ), J = (j 1 , . . . , j q ), i 1 < · · · < i p , j 1 < · · · < j q , with the φ I,J smooth functions in local coordinates. For such a form φ, the value of the antiholomorphic exterior derivative∂φ is ∂φ = |I|=p,|J|=q n k=1 ∂φ I,J ∂z k dz k ∧ dz I ∧ dz J so∂ =∂| p,q defines a linear map∂ :
). With respect to a smooth measure µ on M and a smoothly varying Hermitian structure in the fibers of the tangent bundle, define the spaces L 2 (M, Λ p,q ). Let us consider∂ as the maximal operator in L 2 and let ∂ * be its Hilbert space adjoint operator (this involves the introduction of boundary conditions). Define the nonnegative form (2) Q(φ, ψ) = ∂ φ,∂ψ L 2 (M,Λ p,q+1 ) + ∂ * φ,∂ * ψ L 2 (M,Λ p,q−1 ) , with domain dom (Q) = dom (Q p,q ) ⊂ L 2 (M, Λ p,q ) and denote the associated self-adjoint operator in L 2 (M, Λ p,q ) by = p,q =∂ * ∂ +∂∂ * , using + for the form sum of two self-adjoint operators; see [13] . The Laplacian is elliptic but its natural boundary conditions are not coercive, thus, in the interior of M, the operator gains two degrees in the Sobolev scale, as a second-order operator, while in neighborhoods of the boundary, it gains less. The gain at the boundary depends on the geometry of the boundary, and the best such situation is that in which the boundary is strongly pseudoconvex. In that case, the operator gains one degree on the Sobolev scale in neighborhoods of bM and so global estimates including both interior and boundary neighborhoods gain only one degree.
More generally, one says that the Laplacian satisfies a pseudolocal estimate with gain ǫ > 0 in L 2 (M, Λ p,q ) in the following situation. If U ⊂ M -is a neighborhood with compact closure, ζ, ζ ′ ∈ C ∞ c (U) for which ζ ′ | supp(ζ) = 1, and α| U ∈ H s (U, Λ p,q ), then ζ( + 1) −1 α ∈ H s+ǫ (M -, Λ p,q ) and there exists a constant C ζ,ζ ′ > 0 such that
uniformly for all α satisfying the assumption. See [21, 22, 23, 14, 12] for these results.
Mostly for the simplicity that a group symmetry implies, let us in this paper that the manifolds in consideration satisfy the following requirements. Definition 1.1. We will say that M satisfies Assumption (A) if the following hold. First, assume that M is a complex manifold which is also the total space of a principal G-bundle with G a Lie group acting by holomorphic transformations and with compact orbit space M -/G:
Also assume also that M has a strongly pseudoconvex boundary as above so that = p,q satisfies a pseudolocal estimate with gain ǫ = 1 in L 2 (M, Λ p,q ) with q > 0.
Though our results hold in substantially greater generality, which we will indicate where we feel necessary, we keep our setting as above, with exact invariances. We note that in the case in which G is unimodular, there is a good generalized Fredholm theory for the as well as generalized Paley-Wiener theorems for G-bundles which together provide an effective framework for understanding the solvability of equations involving . These are worked out and applied in [29, 30, 10] . In [31] , the unimodularity condition is dropped, as in our setting here.
Bundles constructed in [18, 19] are examples of manifolds satisfying our assumptions with ǫ = 1 for all q > 0.
We will in this article be concerned with the following fundamental properties of the operator .
This type of result is very common for many natural partial differential operators on manifolds without boundary. It is important because it provides that there is only one way to extend the operator from a domain consisting of smooth, compactly supported forms to a self-adjoint operator. The case at hand is more complicated due to the boundary, which moreover plays an important role and comes with noncoercive boundary conditions. We prove Theorem 1 in Sect. 7 by a cutoff procedure that requires taking the boundary condition into account. We borrow from [4] and from discussions of the first-named author with E. Straube.
The reader will notice that we state this theorem first and prove it last. The reason for this is that we base the following two results on quadratic form methods for which we do not need the more precise description of the domain of the operator.
Theorem 2. (Schnol-type theorem) Assume (A) from 1.1. The existence of a generalized eigenform for with eigenvalue λ satisfying certain growth conditions implies that λ ∈ σ( ).
This type of result is often called Schnol's theorem in the literature. The precise statements are Theorem 5.2 and Corollary 5.4 below. Actually, the original result of Schnol's paper [37] is an equivalence, so Theorems 2 and the following Theorem 3 together give results reminiscent of Schnol's theorem from Schrödinger operator theory; see [37] and the discussion in [6, 26] for a list of references and recent results in the Dirichlet form context. See also [38, 39] for results on general elliptic operators on sections of vector bundles over complete manifolds.
Theorem 3. (Eigenfunction expansion)
Then, for spectrally a.e. λ ∈ σ( ) there is a generalized eigenform ε λ for with eigenvalue λ so that
For the proof of Theorem 2 we follow the strategy from [6] , see also [26] : starting from the well behaved generalized eigenform u we construct a singular sequence u k = η k u for the form Q of . The cutoff functions have to be such that the product η k u belongs to the domain of the form Q. That is achieved by using the intrinsic metric of to define η k . The intrinsic metric for was introduced in our previous work [32] and turned out to be useful in estimating the heat kernel of . Here we provide some more results and a useful characterization of the intrinsic metric in Section 3. That the cutoff does provide a singular sequence is a consequence of a Caccioppoli type inequality, which is the subject of Section 4. In Section 5 we prove two variants of Theorem 2, making precise what "certain growth conditions" means.
Expansion in generalized eigenelements is typically based on strong compactness properties. Here we use the method developed in [5] for Dirichlet forms, based on an abstract result from [33] . The main input is from [32] , where we showed ultracontractivity of the heat semigroup corresponding to ; we also refer to this paper for more pointers to related literature.
Preliminaries
We will have to describe smoothness of functions, forms, and sections of vector bundles using G-invariant Sobolev spaces which we define here.
We denote by 
and its volume form µ, we define the L p -spaces L p (M, Λ q,r ) of forms, for 1 ≤ p ≤ ∞, as those forms u, for which the norm
is finite, with the obvious modification for p = ∞. We will sometimes abbreviate u, u Λ q,r by writing |u| As we have a manifold with bounded geometry, there exist partitions of unity with bounded multiplicity and derivatives, [16, 17, 24, 25, 36, 39] and, by differentiating componentwise with respect to local geodesic coordinates, we may assemble G-invariant integer Sobolev spaces
do not depend on the choice of an invariant Hermitian structure on Λ p,q . The usual duality relations for L p spaces hold (polarizing the above norm) as well as the Sobolev lemma, etc. Background on this is provided in [15] . We will also need the L p -Sobolev spaces
where again differentiation is understood componentwise, with respect to local geodesic coordinates, and in the distributional sense.
As mentioned above, the group invariance and the compactness of the quotient provide us with a number of useful uniformities. This applies, e.g. to the pseudolocal estimates required in assumption (A) from 1.1 above in that all we will ever need will be derivable from the estimate for a single neighborhood U and a fixed pair of cutoffs ζ, ζ ′ , yielding a universal ǫ > 0 and constant C ζ,ζ ′ , as in [32] . We refer the reader to [8, 7, 12] for a discussion of this type of estimates as well as sufficient geometric properties.
Let us end this section with a final word on forms and forms: Unfortunately we need to use these completely different concepts that bear the same name in this paper. From Hilbert space theory we need sesquilinear forms that are bounded below, e.g., the Q = Q p,q above. See Kato's [20] and Reed and Simon's [34] classics and Faris' excellent lecture notes [13] for background. These forms are defined on L 2 -spaces of differential forms, as we already mentioned. The standard reference for the relevant notions of differential forms related to the∂-Neumann problem is [14] .
The intrinsic metric
In [32] we used the intrinsic metric to bound the heat kernel of the∂-Neumann Laplacian. Here it will again turn out to be extremely useful. In this section we give a characterization and prepare the ground for a cutoff procedure that is well suited to forms in the domain of the form Q = Q p,q . We rely on assumption (A) from 1.1, as usual.
We define the distance between sets accordingly,
Compared to the above definition, we extend the family of functions over which we take the supremum as follows.
e.} where the derivative is understood in the distributional sense. It follows that any w ∈ A 1 is a limit, locally uniformly, of smooth functions w k with
Proof. Apply Friedrichs mollifiers.
We deduce the preceding lemma from the following description of the saturation properties of A 1 . 
Proof. Note that the form
) is a strongly local Dirichlet form with energy measure
so the formalism of [6, Appendix] applies. Now let us turn to an alternative description of the intrinsic metric. As calculated in [32, §3.2] , if the Hermitian metric on Λ 0,1 is associated to the Riemannian metric on Λ 1 , then
By [35, 44] , the form on the right induces the Laplace-Beltrami operator ∆ LB on functions. ρ(x, y) = inf{L(γ) | γ is a piecewise smooth curve joining x and y}.
Corollary 3.8. In the situation above, we have
To show the reverse inequality, fix y ∈ M -and note that it is enough to prove that for w(x) = ρ(x, y) we have weak differentiability and |dw(x)| Λ 1 ≤ 1, µ-almost everywhere in M. By Rademacher's theorem, this amounts to showing that
which follows from the triangle inequality for ρ.
Remark 3.9. The existence of minimizing geodesics in the case at hand is demonstrated in [1] . In the general Dirichlet form setting, the intrinsic metric gives at least a length space, as shown in [42] . From now on we will simply write d(·, ·) instead of d (·, ·).
We now use the intrinsic metric to define cutoff functions. Let b > 0 and
where
A word on notation: For two quantities A and B, we write A B to mean that there exists a constant C > 0 such that |A(φ)| ≤ C|B(φ)| uniformly for φ in whatever set relevant to the context.
We have the following elementary
Proof. Pointwise, we have |u ∧ v| Λ k+l |u| Λ k |v| Λ l , and by Sect. 2, u L ∞ = esssup M |u| Λ k , from which the result follows on integration.
Proof. First assume that φ and u are smooth. Then
cf. [32, Lemma 3.10]. The fact that the Hodge ⋆ is an isometry gives
With the previous lemma, Cauchy-Schwarz, and again the fact that ⋆ is an isometry, we obtain
, and each of these terms bounded by a constant multiple of the righthand side in the assertion. Now drop the assumption of smoothness and choose (φ k ) k ⊂ W 1,∞ ∩ C 1 so that φ k → φ, pointwise a.e. and with
Standard Fatou-type arguments [28] give that φu ∈ dom Q and
giving the assertion.
The Caccioppoli inequality
As usual, we work under the assumption (A) from 1.1 above. Let us first introduce the notion of a generalized eigenform.
2) There exists a λ ∈ R such that Q(u, φ) = λ u, φ for all
loc ; see [18, Prop. 1.2] . Note also that the identity in 2) is a weak form of the equation u = λu.
By locality of the energy we can define Q(u, φ) = Q(v, φ) provided supp φ ⊂ K and v is as in the definition. Alternatively, we can write
noting that the integral is convergent. Moreover, we have that
The Caccioppoli inequality states that for any generalized eigenform u, the energy
is locally bounded by the L 2 -norm of u. We follow the strategy of [6] in what follows. See also [2, Prop. 3] , for a similar result. The authors of the former paper had not been aware of the latter at the time their paper appeared. The reader should note one important difference between the result in [2] and in the following result: u is not supposed to be in the domain of the operator, or even locally in the Sobolev space H 2 .
Theorem 4.3. (Caccioppoli inequality)
For any generalized eigenform u of p,q associated to an eigenvalue λ ≥ 0, every compact set E ⊂ M -, and every b ∈ (0, 1] we have
Remark 4.4. Note that in order to control the energy on E we need to take the L 2 -norm on a slightly larger set B b (E), the b-neighborhood of E.
Proof. Pick a cutoff function η = ζ • ρ E as constructed in Sect. 3.1, so that |∂η| ≤ 2/b, η|Ē ≡ 1, and η| B b (E) c ≡ 0. The eigenvalue equation
extends to arbitrary φ ∈ dom Q by approximation. Therefore we may calculate
Leibniz' rule gives
Now rearrange terms, apply Cauchy-Schwarz, and Lemma 3.10 to get
The second term on the right hand side is 1/2 the left hand side so we have 1
which yields the assertion since η ≡ 1 on E.
Subexponentially bounded eigenforms induce spectrum
Here we closely follow [6] , see also the survey [26] . The treatment here rests on two main observations. The first is a criterion for λ ∈ σ(H) in terms of the quadratic form h associated with H. Singular sequences or Weyl sequences for H and λ are sequences (f n ) n∈N ⊂ dom (H) that satisfy f n = 1 for all n ∈ N and Hf n − λf n → 0 for n → ∞.
Clearly, the existence of such a sequence implies that λ ∈ σ(H). However, due to the requirement f n ∈ dom (H) such singular sequences may be hard to construct. The next proposition gives a quadratic form version, which clearly is easier to find. Note that the terms "singular sequence" and "Weyl sequence" are most commonly used in a stricter sense; namely, it is required that, additionally, f n w → 0. In this case one even gets that λ lies in the essential spectrum of H. Our criterion below does not require this. E.g., for an eigenvalue λ one could simply take f n = f , where f is a normalized eigenelement of H with eigenvalue λ.
Throughout this section we assume (A) from 1.1.
Proposition 5.1. (Weyl type Criterion) Let h be a closed semibounded form and let H be the associated self-adjoint operator. Then the following are equivalent:
2) There exists a sequence (u k ) k in dom h with u k → 1 and
For the proof see [42, Lemma 1.4.4] and [11] . As a last ingredient for the main result, let us introduce the inner b-collar of a set E ⊂ M, given by
(1/2-Schnol) Assume that λ ∈ R admits a generalized eigenform u so that there exists a sequence E k of compact subsets of M -
Then λ ∈ σ(H).
Proof. Let us first calculate, for
Now choose a sequence E k as in the assumptions and define
, with which we will define suitable cutoff functions. So pick ζ ∈ C 1 (R) with 0 ≤ ζ ≤ 1, ζ| (−∞,0] ≡ 1, ζ| [b/4,∞) ≡ 0, and sup |ζ
We now show that
gives an approximate eigensequence as required by the Weyl criterion above.
Let
since η k is real-valued. We have used that u is a generalized eigenform with eigenvalue λ and the fact, discussed in the proof of Caccioppoli's inequality, that η k v can be taken to be a test function. Now, as in (4),
Due to the support properties of the η k , we know that
Now apply Caccioppoli with E = G k and b/4 to get
Generalizing the notion from statistical mechanics, let us call a sequence (E k ) a van Hove sequence if it has the property that
Corollary 5.3. Assume that M -admits a van Hove sequence. It follows that 0 ∈ σ( 0,0 ) and 1 is a generalized eigenfunction.
Proof. Clearly, 1 is a generalized eigenfunction for the eigenvalue 0. By the preceding remark, it satisfies the requirement for the theorem above.
Apart from certain uniformities, the G-invariance which we assume throughout this treatment is certainly too strong a condition to impose. Note that a suitable generalization of the theorem above allows for manifolds with very different geometries in different "directions to infinity." One such direction which supports a van Hove sequence is sufficient for 0 to be in the spectrum of 0,0 .
We now add some sufficient conditions for the assumptions in the theorem. This or the previous corollary has as a special case
is subexponentially bounded. It follows that 0 ∈ σ( ).
Remark 5.6. See the example in [10] .
During the writing of [6, 26] we were not aware of M. Shubin's papers [38, 39] , where strongly related results are presented. The main difference is that our approach is based on the underlying forms, making it applicable in cases where nothing is known about the domain of the operator. On the other hand, the latter papers contain results about higher order elliptic operators.
Expansion in generalized eigenforms
Here we prove Theorem 3, in fact the stronger result Proposition 6.3 below, where assumption (A) from 1.1 is required, as usual.
Some explanations are in order: spectrally a.e. means a.e. with respect to a spectral measure; in turn, a spectral measure ρ is a measure with the property that ρ(I) = 0 if and only if E I ( ) = 0, where E · ( ) denotes the spectral projection of the operator .
The strategy of proof is sufficiently parallel to the one in [5] so that we do not carry out all the details but rather point at differences; we fixed integers p ≥ 0, q ≥ 0 so that the pseudolocal estimate holds true. This latter condition is important in that we use ultracontractivity established in [32] , i.e., e Proof. This follows from the factorization principle based on Grothendieck's theorem. See [9] for the abstract background and [5] for an application in a situation similar to ours.
Indeed, for bounded operators, from
is a Hilbert-Schmidt operator. We can apply this to deduce that
is the above mentioned uultracontractivity and
Since the adjoint of a Hilbert-Schmidt operator is likewise Hilbert-Schmidt, we have the result.
Suppressing the indices p, q, let
and H − , the completion of H := L 2 (M, Λ p,q ) with respect to the inner product α, β − := T −1 α, T −1 β H . We have a special case of a Gelfand triple here, considering on H + the inner product α, β + := T α, T β H .
Remark 6.2. We have that
is dense in H. In the next section we will prove much more, namely that
is a core for . Note the important difference between M and M -here.
In the following result we see a much stronger though more technical version of the theorem above. It uses the notion of an ordered spectral representation, that goes as follows: Given is a self adjoint operator H in some Hilbert space H, a spectral measure ρ of H, N ∈ N ∪ {∞} a sequence (M j ) j<∞ of measurable subsets M j ⊂ R so that M j ⊃ M j+1 and a unitary
so that Uϕ( ) = M ϕ U for every bounded measurable function ϕ on R.
Proposition 6.3. Let ρ be a spectral measure for and U = (U(j)) j<N , N ∈ N ∪ {∞}, an ordered spectral representation for . Also let ω, T , H + and H − be as above. Then there are measurable functions M j → H − , λ → ε j,λ for j ∈ N, j < N such that:
(1) U j α(λ) = α, ε j,λ for α ∈ H + and ρ-a.e. λ ∈ M j .
and therefore, for every α ∈ H,
For details on ordered spectral representations, see [33] ; this reference is the basis for our proof of the eigenform expansion.
Part 3 of the above proposition ensures that
in the weak sense. This is why we speak of a generalized eigenform.
Remark 6.4. Due to the interior ellipticity of , [14, Thm. 2.2.9] we obtain that the eigenforms constructed above are in C ∞ (M, Λ p,q ) for q > 0.
Essential self-adjointness of
As we explained in the introduction, is defined via its sesquilinear form, so its domain dom ( ) is only given implicitly. In the previous sections we have seen that even without explicit knowledge of its domain we can analyze important properties of .
On the other hand it is known for manifolds without boundary that elliptic operators are typically essentially self-adjoint on smooth compactly supported forms, see e.g. [38, 39, 40] and the literature cited there. Thus it is a natural question whether the same holds true in the situation at hand with two important differences: there is a boundary, and we do not have ellipticity but only subellipticity.
Essential self-adjointness means that there is a unique self-adjoint extension of | domc and this is in turn equivalent to the fact that
) is a core for , i.e., | dom c = , where T denotes, as usual, the closure of the operator T . We want to point out that there is a big difference due to the boundary: in the usual complete case without boundary, the so-called minimal op-
is essentially self-adjoint. This fails in our situation. There are various different self-adjoint extensions. E.g., the operator p,q we consider is obviously different from the Friedrichs extension of p,q | C ∞ c (M,Λ p,q ) which would usually be called the with Dirichlet boundary conditions, and which has a smaller form domain.
A first step in showing the asserted essential self-adjointness is the following result from [18] . As usual, asumption (A) from 1.1 is in force.
Here and for what follows we fix ρ to be the (positive) distance to bM as given by a G-invariant Riemannian metric on M.
Proposition 7.1. Let ϑ be the formal adjoint operator to∂, and denote by σ = σ(ϑ, ·) its principal symbol. Assume also that q > 0 and let = p,q . Then
is a core for .
Proof. For convenience, we reprove this proposition here. Let u ∈ dom p,q . Then (1) With ρ the function defining bM as above, the functions t := {t 1 , ..., t 2n−1 }, together with ρ form a coordinate system on U. (2) The functions {t, ρ = 0} form a coordinate system on bM ∩ U. (3) With respect to the Riemannian structure in the cotangent bundle, choose a local orthonormal basis ω 1 , . . . , ω n for
Let us describe dom by restating the boundary conditions as in [14, §5.2] . In terms of the Hermitian structure , Λ in Λ p,q , the above conditions on the symbol σ(ϑ, dρ) translate to the following criteria. Members of dom 0 are those forms φ ∈ C ∞ (M, Λ p,q ) satisfying the following∂-Neumann boundary conditions
The first condition (equivalent to φ ∈ dom 0 ϑ) is obviously preserved by introduction of a cutoff function φ → χφ since the condition is algebraic.
The second "free boundary" condition becomes
Upon restriction to the boundary, the second term is zero by assumption that φ ∈ dom , which assumes that∂φ ∈ dom∂ * . Thus we are interested in the condition
In terms of the forms defined in the special boundary chart, we have the formulas∂
preserve dom . Notice that there are no other restrictions on χ ∈ C ∞ (M -) beyond this one at the boundary, so χ satisfying (5) may be extended smoothly to the interior of M in an arbitrary way.
We may write the relation (5) in such a way that manifestly separates the tangential and normal derivatives of χ, as indicated in [4, p86] . First note that since L n is dual to ω n = √ 2∂ρ, we have
and similarlyL n ρ = √ 2 ∂ ρ,∂ρ Λ . It follows that (L n − L n )ρ = 0 and thusL n − L n is a vector field tangential to bM. If J is the complex structure, then L n andL n lie in the i and −i eigenspaces of J, respectively and
The same calculations provide that the equation
is equivalent to the propertyL n χ| bM = 0. Since only the normal derivative is prescribed at the boundary, it follows that given any smooth function χ in bM, there exists an extension to a collar of bM which fulfills the requirement (5). Thus, any function χ ∈ C ∞ (bM) can be extended to M -in such a way that (5) holds, cf. Lemma 7.5 below.
where the derivatives in the last condition are with respect to geodesic coordinates. Note thatL n is globally defined in a collar of the boundary of M.
Our goal here will be to demonstrate the existence of good cutoffexhaustions of M -and to use such a sequence can to show that dom c is a core for . We start with:
Proposition 7.4. Let U be a special boundary chart and χ ∈ C ∞ c (U, R) withL n χ| bM = 0. Then, for any u ∈ dom p,q for q > 0 it follows that χu ∈ dom and
Proof. The factor ( u u . Let us first consider the case that u ∈ dom 0 p,q . By the calculation above, χu ∈ dom . For the proof of the estimate (7), we use the following straightforward calculation:
from which we get that
The first term can be estimated as
and similarly we can bound the third term. The second and fourth terms are easily bounded and we get
for arbitrary v ∈ dom Q. Since the latter is dense in L 2 , we obtain the estimate (χu) − χ u χ W 2,∞ u . Since χ u χ W 2,∞ u is obvious, we arrive at the desired estimate. Since dom 0 is a core for the assertion carries over to arbitrary u ∈ dom .
Before going on, let us note that due to the invariance under the group action and the compact quotient our manifold has bounded geometry. We rely on [36] for the definition and a number of nice technical properties that come with bounded geometry. The first is the existence of r c > 0 so that the geodesic collar
is a diffeomorphism onto its image, with ν x denoting the unit inward normal vector at x; so t refers to the distance ρ to the boundary mentioned previously. Denote j([0, Proof. We set ζ = ψ − ϕ, so we want the derivatives of ζ to satisfy
We should have ζ| bM = 0, so we obtain (L n − L n )ζ| bM = 0 since the vector field is tangent to bM, thus
Following the computations in [32,
In the special boundary chart U, we are left with solving the equations It follows that a solution ψ to Eq. (8) exists. Clearly, it satisfies the required bound on the derivatives as well as the assertion on the level sets.
Proposition 7.6. There exists a good cutoff-exhaustion of M.
Proof. We begin by constructing a sequence of functions with bounded derivatives that converge to 1. To this end, let (ϕ i ) i∈Z be a partition of unity as in [36, Lemma 3.22] . with supports of diameter smaller than 1 3 r c . Moreover, there is a uniform bound on the number of j's so that the support of ϕ j meet a given point. We fix x 0 ∈ M and let k build the "boundary part" of a smooth exhaustion we want to construct. We will now modify them in a way to make sure that the product with any function in dom 0 in the domain dom ( ).
To this end we use Lemma 7.5 to find ψ By the assumption on the support of the ϕ i , the sum is 1 on B k (x 0 ) and supp ψ k was constructed so that the required condition (5) holds and since ψ (1) k is supported away from the boundary, χ k satisfies (C2). The uniform bound on the derivatives is evident from the definition and the properties of the partition of unity.
Proof of Theorem 3. We have to show that any u ∈ dom can be approximated by a sequence (u k ) in C ∞ c (M -, Λ p,q ) in the Hilbert space (dom , · ). Since dom 0 is dense by Prop. 7.1 we can restrict to the case in which u ∈ dom 0 . Since C ∞ c (M -, Λ p,q ) is convex, its weak and norm closures in (dom , · ) coincide, so we are left with finding (u k ) that converges weakly in the latter space. We take a good cutoff exhaustion (χ k ) and claim that u k := χ k u does the job. By (C1) and (C3) we know that u k → u in L 2 (M, Λ p,q ) as k → ∞. Moreover, by (7) in Prop. 7.4 it follows that (u k ) is bounded in (dom , · ). It thus has a weakly convergent subsequence that has to converge to u by uniqueness of the limit and the L 2 -convergence we already established.
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