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Abstract
Theoretical investigations of autocatalytic sets rendered the
occurrence of self-sustaining sets of molecules to be a generic
property of random reaction networks. This stands in some
contrast to the experimental difficulty to actually find such
systems. In this work, we argue that the usual approach,
which is based on the study of static properties of reaction
graphs has to be complemented with a dynamic perspective
in order to avoid overestimation of the probability of getting
autocatalytic sets. Especially under the, from the experimen-
tal point of view, important flow reactor conditions, it is not
sufficient just to have a pathway generating a given type of
molecules. The respective process has also to happen with a
sufficient rate in order to compensate the outflow. Reaction
rates are therefore of crucial importance. Furthermore, pro-
cesses such as cleavage are on one hand advantageous for the
system, because they enhance the molecular variability and
therefore the potential for catalysis. On the other hand, cleav-
age may also act in an inhibiting manner by the destruction
of vital components: therefore, an optimal balance between
ligation and cleavage has to be found. If energy is included as
a limiting resource, the concentration profiles of the compo-
nents of autocatalytic sets are altered in a manner that renders
a certain range for the energy supply rate as optimal for the
realization of robust autocatalytic sets.
The results presented are based on a theoretical model and ob-
tained by numerical integration of systems of ODE. This lim-
its the number of involved molecular species which implies
that the quantitative findings of this work may have no direct
relevance for experimental situations, whereas the qualitative
insights in the dynamics of the systems under consideration
may generalize to systems of truly combinatorial size.
Keywords: Autocatalytic sets, autocatalytic metabolism, ori-
gin of life.
Introduction
In recent years, autocatalytic sets (ACS) Calvin (1956);
Eigen (1971) have attracted interest from many different re-
search directions. Probably most prominent are thereby in-
vestigations concerning the origin of life, but ACS proved to
be a concept also of value e.g. for the study of transitions
in general (non-chemical) systems of interacting production
processes including the generation of knowledge, see Hanel
et al. (2005).
Informally, the fundamental question with respect to
chemical reaction networks is whether or not a given set
of different, potentially catalytic molecules immersed into
a suitable environment (most often some type of flow reac-
tor) and provided with a sufficient supply of food or building
blocks is able of maintaining the concentration of its mem-
bers via mutual catalysis. The conditions under which such a
self-maintaining or autocatalytic set can be expected to ap-
pear with sufficiently high probability are then those to be
mimicked in an experiment e.g. concerned with the emer-
gence of protolife.
Based on different models of catalytic networks, there is
broad literature on the detection of ACS, see Letelier et al.
(2006); Mossel and Steel (2005); Hordijk and Steel (2004).
In Hordijk and Steel (2004) a polynomial-time algorithm
for the detection of an important class of ACS has been
presented. Hordijk and Steel applied this algorithm to a
model by Kauffman (1986). By analyzing large numbers
of randomly chosen networks, they corroborated a conclu-
sion which Kauffman derived from combinatorial reason-
ing, namely that in sufficiently diverse populations of po-
tentially catalytic chain molecules, an ACS will be present
almost with certainty. Thereby, ACS will form independent
of how sparse catalytic activity is distributed in the com-
binatorial variety of molecules, as long as this variety is
big enough (usually limited by a maximal sequence length).
Stated differently, given a certain variety of potentially cat-
alytic molecules, there is always a threshold for the probabil-
ity of catalytic activity such that above that threshold, ACS
can be expected to emerge with high probability.
Despite some criticism (see Lifson (1997) and for a dis-
cussion of Lifson’s arguments, see Steel (2000)) and the fact
that more detailled models of catalysis may modify some
results presented in Kauffman (1986), the main conclusions
seem to generalize in one or the other form to a broad variety
of models. The obvious question to ask then is, why ACS
are not regularly discovered in the laboratory. In Filisetti
et al. (2010), three possible answers were discussed. The
first one (sometimes preferred by experimentalists) claims
that the simplifications used in the formulation of the mod-
els on one hand make them tractable by analytical and/or
computational means but on the other hand renders them
unrealistic. The second answer (favored by some theorists)
says that the basic statements derived from simplified mod-
els are also valid if the details of the physical and chemical
world were considered, but that the threshold necessary for
the emergence of ACS never has been reached. Finally, the
third position (and also the one advocated in Filisetti et al.
(2010) and in this work) highlights the fact that in investiga-
tions purely based on the properties of reaction graphs, dy-
namical and stochastic aspects are not considered. For some
models, this is not necessary because their dynamics is basi-
cally (at least piecewise) determined by linear operators, e.g.
Jain and Krishna (2001). But for most models (which are
based on general reaction graphs), graph-theoretical meth-
ods may identify ACS which are only transient; this in the
sense that the chemical dynamics eventually leads to a col-
lapse of the ACS. This holds especially under flow reactor
conditions, where e.g. a catalyst needs not only to be pro-
duced via some reaction path, but also at a sufficient rate in
order to compensate for loss by outflow. Graph-theoretical
means are able to identify whether or not a reaction path is
present in a given network but not wether the dynamics es-
tablishes a non-trivial stationary ACS (In fact, one should
speak of ACS exhibiting stationary or limit cycle behavior,
but in practice one observes most models to yield almost
exclusively stationary solutions. For a discussion, see e.g.
Stadler et al. (1993)). In an experiment, however, it may
be difficult to observe transient ACS, first because they may
only be active during a very short period of time and sec-
ond because their emergence may be highly susceptible to
initial conditions. In contrast, stationary ACS which are
able to produce a permanent deviation of some molecular
concentrations from those one expects to result from the in-
flow and some non-catalytic background reactions offer a
higher potential for being observable in a reproducible man-
ner, as pointed out by Bagley and Farmer (1991). Whereas
in Filisetti et al. (2010) the emphasis has been put on the in-
vestigation of the influence of stochastic fluctuations on the
emergence and dynamics of ACS, this paper is concerned
with the study of the influence of various parameters on the
observability of stationary ACS.
The paper is organized as follows: In the second section,
we discuss two different approaches for the definition of an
ACS (or to be precise, the general and a more restrictive
definition, the latter termed “autocatalytic metabolism”) and
motivate the choice being taken for the investigations in this
work. In the third section, we briefly review the original
model by Kauffman (1986) and present our implementation
as a system of coupled ODEs. In the section reporting re-
sults, we show that the presence of a stationary ACS depends
critically on the choice of parameters. We further study a
derivative of the original model that takes energy considera-
tions into account, means the different reactions compete for
a, with a constant rate renewed, energy resource. We close
with a discussion of the relevance of our results for experi-
mental setups.
Autocatalytic Sets
We compare two different approaches for the analysis of au-
tocatalytic sets. The first approach is especially appropriate
for the study of reaction graphs and thoroughly discussed
and formalized in Hordijk and Steel (2004). The second
one, discussed in Bagley and Farmer (1991) takes into ac-
count the dynamics of the system but is less formal. Bagley
and Farmer define an “autocatalytic metabolism” (ACM) as
a coupled set of reactions which lead to permanent concen-
trations that are significantly departing from the values one
would obtain without catalysis. As they point out, this def-
inition is to some extent problematic, because what one re-
gards as significant may depend on the experimental means.
However, we will use a similar approach, because only those
systems delivering a measurable deviation (both with respect
to quantities as well as time) from some equilibrium distri-
bution are of experimental interest. In order to highlight the
difference between the two approaches, we briefly review
the graph theoretical definition used by Hordijk and Steel
and show that an ACS identified with their method needs
not necessarily to be observable.
In Hordijk and Steel (2004) the main focus is laid on
so called “reflexively autocatalytic and F -generated reac-
tion systems (RAF)”, whereby F denotes a set of “food”-
molecules which are provided by the environment. For
investigations concerned with the catalytic formation of
chain molecules, F most often contains monomeric building
blocks or a set of short oligomers. Informally, the concept
of a RAF covers those sets of reaction systems R for which
it holds that a) each reaction in R is catalyzed by a molecule
being part of R and b) all reactants can be generated from a
food set F by iterative applications of the reactions in R. In
order to formalize the notion of a RAF in a rigorous man-
ner, a number of definitions are required. We don’t repeat
them here, but refer to the original work by Hordijk and Steel
(2004)).
A RAF can be regarded as, once present, a potentially
self-sustaining reaction system that in principle produces
all the catalysts and intermediates it needs for its reac-
tions. It is only potentially self-sustaining, because neces-
sary molecules need not only to be produced but being pro-
duced with sufficient rates. Note further that the definition
of a RAF does not require the system to emerge, given the
molecules in F are supplied (In fact, the elements of F need
not to be catalysts at all).
As shown in Hordijk and Steel (2004), there exists a
polynomial-time algorithm for the detection of RAFs, given
a system of catalytic reactions. That such a RAF is only
potentially self-sustaining is demonstrated by a (completely
artificial) reaction system given as follows (with respective
catalyst and reaction rate above the arrows):
a + e
d,k
−→ c
b + e
c,k
−→ d
c
d,k
−→ e + e
(1)
With F = {a, b}, this system qualifies as a RAF (possibly
being part of some bigger catalytic reaction system). It is
possible (not shown here) to add further reactions represent-
ing the renewal of resources and outflow, the former taking
place with unit rate, the latter with rate kd. Setting k = 1
and a(0) = b(0) = c(0) = d(0) = e(0) = 1, the behavior
of the system then depends critically on the size of kd. As
illustrated in Fig. 1, the system attains a stationary state for
kd = 0.1 and collapses for kd = 0.5. This observation is
of importance insofar that it shows that one tends to overes-
timate the probability for the observation of experimentally
relevant ACM if one relies on static, graph theoretical meth-
ods yielding probabilities for the occurrence of ACS. Con-
sequently, in what follows we employ dynamic reaction ki-
netics in order to decide whether a reaction system contains
as a subsystem an ACM in the sense of Bagley and Farmer
(1991).
The Model
A fundamental model for the study of the emergence of ACS
has been proposed in Kauffman (1986); we will briefly re-
view this approach and its main conclusions and present our
own implementation which is used for the construction of a
set of ODEs. These ODEs are solved numerically for var-
ious parameter settings in order to identify the relative im-
portance of different reaction mechanisms. Thereby, we are
interested in parameter combinations that exhibit non-trivial
optima for the probability of the existence of an ACM, espe-
cially if these parameters offers the potential of being con-
trollable in an experimental setting.
20 40 60 80 100
-4
-2
0
2
4
k = 0.1
20 40 60 80 100
-50
-40
-30
-20
-10
0
10
k = 0.5
Figure 1: Time evolution of the system given by eqs. 1 for
two different values of the outflow rate parameter kd. Shown
are the logarithms of the concentration of c(t) (continuous
line) and d(t) (dashed line) as a function of time.
The Basic Model
In Kauffman (1986), the properties of sets of potentially cat-
alytic di-block copolymers were investigated. Thereby, it
was assumed
• Polymers consist of two different types of monomers A
and B.
• There are two types of catalyzed reactions, namely liga-
tion and cleavage.
• The probability for a polymer Pc to catalyze a ligation
P1 + P2
Pc−→ P1P2 or a cleavage P1P2
Pc−→ P1 + P2 is
given by a probability r.
• The number pi represents the density of the polymer Pi.
This setting, basically a random reaction system, doesn’t
make any specific “helpful” assumptions supporting the
emergence or existence of an ACM, and nevertheless, strong
evidence was given that such a system should eventually
contain an ACM, given only a sufficiently large variety of
different polymers being included in the system (In case of
block polymers, this can be achieved simply by allowing se-
quences of length up to a critical Lc).
Several implementations of random graph models using
ODEs have been studied, see e.g. Farmer et al. (1986);
Bagley and Farmer (1991). In this work, the dynamics of
the system is given by:
dpi
dt
= ki,in − koutpi (2)
+
∑
j,k,m
kj,k,LL(j, k, i, m)pjpkpm
−
∑
j,k,m
ki,j,LL(i, j, k, m)pipjpm
−
∑
j,k,m
kj,i,LL(j, i, k, m)pjpipm
+ kC
∑
j,k,m
C(i, j, k, m)pkpm
+ kC
∑
j,k,m
C(j, i, k, m)pkpm
− kC
∑
j,k,m
C(j, k, i, m)pipm.
Thereby, pi represents the density of a polymer with se-
quence Pi composed of two types of monomers A, B. The
rate of influx ki,in is set to one for the monomers A, B and
zero for all other sequences. Outflow is determined by the
rate kout, and the kinetic rates of ligation and cleavage are
denoted by ki,j,L and kC respectively. The arrays L and
C represent the random graphs, chosen at the beginning of
each run: This means that L, C are arrays representing fixed
random reaction networks, which, once set, remain constant.
Using the symbol ⊕ for sequence concatenation, it holds:
L(i, j, k, m) =
{
0 Pi ⊕ Pj 6= Pk
1with prob. rL Pi ⊕ Pj = Pk
(3)
and
C(i, j, k, m) =
{
0 Pi ⊕ Pj 6= Pk
1with prob. rC Pi ⊕ Pj = Pk
(4)
The index m represents the dependence on the catalyst Pm.
In all calculations subsequently shown, several additional
assumptions have been made:
1. The monomers A, B must not act as catalysts; this in or-
der to enhance chemical plausibility.
2. There is a maximal sequence length L. Ligations may
well produce longer sequences, but those are assumed to
fall out by precipitation. This is physically plausible and
keeps the system tractable.
3. In order to capture steric effects, the ligation rate ki,j,L
is length dependent. Shall |Pi| denote the length of Pi,
we set ki,j,L = kL/(|Pi||Pj |) for some constant kL. The
idea behind this (crude) approximation is that in a well-
stirred reactor, the collision frequency of two sequences
is assumed to be independent of the length. The collision
happens by the contact of two monomers, one out of each
sequence. The chance that those are the ones that are able
of mutual ligation because they mark the end and the start
of the respective sequences is inversely proportional to the
respective length of the sequences.
The system then contains 2L+1 − 2 variables. This means,
taking into account the non-catalycity of the monomers, that
there are (2L+1 − 2)2(2L+1 − 4) potential ligation reac-
tions and (2L+1 − 4)
∑L
l=2 2
l(l − 1) possible cleavage pro-
cesses. As it turned out, already values of L = 6 deliver
systems of sufficient combinatorial variety in order to ex-
hibit interesting dynamical effects. In all simulations, we
set ∀i : pi(0) = 1 as initial condition; this with the idea
to give a potential ACM in a random graph sufficiently fa-
vorable starting conditions. Following Bagley and Farmer
(1991), a random reaction graph qualifies as containing an
ACM, if the concentration of at least one non-monomeric
species is above a threshold T after a time interval longer
than 10td with td = − log(T )/kout denoting the typical de-
cay time for T . As will be shown (and has already been
discussed by Bagley and Farmer), the decision whether a re-
action system contains an ACM is surprisingly insensitive to
the choice of T . The numerical solutions were obtained by
internal routines of the software package MathematicalTM
and a sample of solutions was verified with a standard adap-
tive fourth-order Runge-Kutta solver.
The Model with Explicit Consideration of Energy
Most of the investigations dealing with ACM don’t take into
account energy considerations, or more generally, the ex-
plicit competition for some limited resource other than the
supplied monomers. As will be discussed in the result sec-
tion, such an external limitation need not to be disadvanta-
geous for the system, but may even help to stabilize it. We
consider energy in a relatively simple manner. The ligation
and cleavage terms in eqs. 2 are multiplied with the concen-
tration e(t) of some energy resource. Thereby, the energy re-
source is used up and permanently renewed by inflow with
a rate kE . The dynamics of the additional variable e(t) is
given by:
de
dt
= kE − koute (5)
−
∑
i,j,k,m
ki,j,LL(pi, pj, pk, pm)pipjpme
− kC
∑
i,j,k,m
C(pi, pj , pk, pm)pkpme.
Results
In this section, we study the dependence of the dynamics
of the models presented in the preceding section. Some
of the parameters remain fixed for all simulations: kout =
0.02, kL = kC = 1. Furthermore, each data point represent-
ing an average value has been computed using at least 20,
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Figure 2: Probability for observing an ACM in a random
reaction graph as a function of the catalytic reaction prob-
ability rL = rC = r for different values of the maximal
sequence length L = 2, 3, 4, 5, 6, 8. Starting from L = 8,
graphs representing decreasing length exhibit increasing val-
ues for the transition value of r.
but most often more than 50 samples. As a convention, log-
arithms are always taken to the base e. Whiskers, if shown,
denote first and third quartiles.
The Fundamental Transition
As postulated in Kauffman (1986), for sufficiently large val-
ues of the probabilities for catalytic reactions rL and rC
given in eqs. 3 and 4, the reaction graph should contain
an ACM with high probability. In fig. 2, this transition
is clearly observable and becomes sharper for longer se-
quences. Interestingly, the transition curves, giving the prob-
ability of observing at least one non-monomeric sequence
with a concentration above the threshold value T look identi-
cally the same for T in the range from 10−12 to 10−2, which
means that if there is an ACM, at least one of its compo-
nents will be present with a significant concentration. Fig.
3 shows the average size of the ACM, means the average
number of components with concentration values above a
threshold T = 10−6 after an integration time t = 105 for se-
quences of maximal length L = 3, 4, 5, 6. We observe that
above the transition value of r, the system becomes maxi-
mally diverse. This may be of relevance in an evolutionary
context.
The Role of Cleavage
Given a certain fixed probability for ligation rL, one may
ask for the corresponding optimal value of rC . It is clear
that cleavage has some beneficial aspects for the appearance
of an ACM, because cleavage tends to enlarge the variety
of sequences. However, cleavage may as well destroy vital
parts of an ACM. This is relevant especially under flow reac-
tor conditions, where the generation of a specific sequence
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Figure 3: Average size of ACM (number of non-monomeric
components bigger than T = 10−6 after t = 105) as a func-
tion of r and for sequence length L = 3, 4, 5, 6 (bottom to
top). Shown are the median values for the size of the ACM,
the whiskers denoting the first and third quartile. Above the
transition value of r, the system tends to be maximally di-
verse (A maximal sequence length L implies 2(L + 1) − 4
non-monomeric sequences).
needs to be sufficiently powerful in order to compensate the
outflow. And in fact, in fig. 4, a clear optimum for rC can
be observed, given a fixed rL = 0.01 and L = 6. Notably,
in our simulation, this optimum perfectly justifies the orig-
inal choice of rL = rC by Kauffman. The choice of rL in
the transition region is motivated by first taking into account
that a system may be based only on ligation but not solely
on cleavage (at least with monomeric input). A small value
for rL will most probably not yield an ACM. A large value
is also not of big interest: A system with lots of ligation re-
actions already produces most sequences and does not profit
from a further broadening of the sequence variety by cleav-
age. The transition region in fig. 2 is the domain in which
an optimization of rC will take the most effect.
Again, it is emphasized that the curve shown does not de-
pend on the detection threshold T , though the average num-
ber of concentrations above the threshold does, see figs. 5
and 6. Note that whereas the curve in fig. 4 refers to the
whole sample and shows the ratio of those reaction systems
containing an ACM, the data in figs. 5 and6 give the average
size of the ACM, provided there is one. Consequently, data
points at the lower and higher end of the scale are of less
statistical weight (and relevance) than those in the middle.
The Role of Energy
Controlling the influx of energy (or, to be chemically more
accurate, the influx of molecular energy carriers) is a pa-
rameter easy to control in an experiment, therefore its influ-
ence is of interest. It is clear that below a certain thresh-
old of the influx rate kE the generation of non-monomeric
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Figure 4: Probability for observing an ACM in a reaction
graph with maximal sequence length L = 6 and rL = 0.01
as a function of rC . The detection threshold is set to T =
10−6 (continuous line) and T = 10−2 (dashed line).
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Figure 5: Average size of ACM for L = 6 and rL = 0.01
as a function of rC . The detection threshold is given by
T = 10−6. Shown are the median values for the size of the
ACM and the whiskers denote the first and third quartile.
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Figure 6: Same as fig. 5, but with T = 10−2.
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Figure 7: Probability for observing an ACM in a random
reaction system with L = 6, rL = rC = 0.01 as a function
of the rate of energy influx kE .
sequences is not anymore powerful enough to compensate
for the outflux. This can be seen in fig. 7. Given suit-
able system parameters, ACM are easy to observe at higher
values of kE . Interestingly, the average size of the ACM
for a large threshold T shows a maximum for intermedi-
ate values of kE , see fig. 8 (giving the average number of
concentrations above T = 10−6) and more prominently for
T = 10−2 in fig. 9. A possible explanation for this phe-
nomenon is that the plenty abundance of energy alllows the
generation of more or less all possible sequences, as sug-
gested by the results shown in fig. 3. A more fierce compe-
tition for energy, however, may lead to the eventual extinc-
tion of some side branches of an ACM and consequently a
boost of its “core” components. This externally controlled
focussing is of relevance, because in more realistic scenarios
with larger sequence lengths, the relative concentrations of
core components may be much lower than in the (numeri-
cally tractable) model systems presented in this work. Con-
sequently, stochastic fluctuations play a more important role
and a mechanism strengthening the “backbone” of an ACM
at the expense of some side reactions increases the robust-
ness of the system which is of evolutionary and experimen-
tal importance (the consideration made here applies also to
the scenario discussed in fig. 6). Studying stochastic effects
in ACM with longer sequences requires, however, a particle
based approach. For a detailed discussion, see Filisetti et al.
(2010).
Summary and Discussion
We have shown the importance of the dynamics of a reac-
tion system for answering the question whether it contains
an autocatalytic metabolism. Many algorithms are based on
the analysis of combinatorial properties of random graphs.
Thereby, they are not considering that, especially in the sit-
uation of a flow reactor, there must not only be a pathway
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Figure 8: Average size of the observed ACM in a random
reaction system with L = 6, rL = rC = 0.01 as a function
of the rate of energy influx kE and for a detection threshold
T = 10−6.
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Figure 9: Average size of the observed ACM in a random
reaction system with L = 6, rL = rC = 0.01 as a function
of the rate of energy influx kE and for a detection threshold
T = 10−2.
for the production of a given molecule but its production has
in addition to happen at a rate that compensates for the loss
by outflow. Studying the kinetic behavior of random reac-
tion systems reveals the importance of a proper balancing of
the probabilities for different types of reactions: We inves-
tigated cleavage and found that taking into account dynam-
ics, cleavage does not only enlarge the variety of polymer
species (which is desirable from the perspective of obtain-
ing an ACM) but may also destroy components relevant for
the system with a rate that cannot be compensated by their
respective generation processes. We also investigated the
role of energy consumption and found that the introduction
of energy as a limiting factor strongly influences the concen-
tration profile of the ACM. It turned out that whereas a large
supply of energy leads to a broad variability of sequences,
intermediate values seem to favor ACM with less, but, with
respect to concentration also in absolute terms, more pro-
nounced components. This means that such intermeidate
values render ACM that are less susceptible to fluctuations,
which is of relevance in the context of evlutionary processes.
We investigated systems with rather short sequences,
mostly with a maximal sequence length of L = 6. The
numerical values for the catalytic probabilities rL and rC
need then to be of a size which is chemically not realistic.
We claim that our results are of worth because whereas the
quantitative features of the shown results heavily depend on
L, the qualitative ones don’t. Even more, data (partially not
shown) suggests that the discussed effects become more pro-
nounced with increasing L. According investigations need
then to be performed in a particle based manner, see Filisetti
et al. (2010). Another interesting perspective is presently in-
vestigated by DeLucrezia and coworkers. In their approach,
the “monomers” are replaced by pre-prepared strands con-
sisting of some ten amino acids. A sequence consisting of a
combinatorial assembly of these strands may have a higher
probability of exhibiting catalytic properties. However, the
model presented in this paper is then only a “coarse-grained”
approximation to the dynamics, because cleavage may well
happen within one of the original monomeric strands.
Our choice of the initial conditions, namely to set the con-
centrations of all sequences to one at the start is certainly
unrealistic and motivated by our focus on stability consid-
erations. The discovery that the energy supply influences
the concentration profile opens the perspective of “iterative”
emergence. A very limited set of initially provided compo-
nents may establish a first, still frail ACM which produces as
side products some further, possibly catalytic components at
low concentrations. A only temporal increase of the energy
supply may enable the system to reach a new basin of at-
traction by a short-term increase of cleaving activity which
in turn produce a passing wider variety of sequences at suf-
ficient concentration in order to take effect, but without hav-
ing to cope with the long-term presence of enhanced cleav-
age. We will address this scenario in a subsequent work fo-
cussed on issues of emergence, also considering aspects of
stabilization against molecular parasites achieved by spatial
organization with Filisetti et al. (2008) or without Fu¨chslin
and McCaskill (2001); Fu¨chslin et al. (2004) explicit com-
partmentalization.
The problem of deciding whether or not a given reac-
tion system contains an ACM may one remind to a simi-
lar problem in systems biology, namely the determination
of possible fluxes in a only partially known metabolic net-
worksVarma and Palsson (1994); Orth et al. (2010). In flux
balance analysis, one basically determines the set of poten-
tial solutions for the fluxes, given that a) the stoichiomet-
ric matrix and a vector containing fluxes forms an under-
determined linear system and b) some (in practice usually
linear) constraints have to be observed. Flux balance anal-
ysis provides a highly successful and efficient tool for e.g.
the optimization of only partially known networks (By us-
ing linear programming). The problem we address in this
work is, however, different. The networks are completely
known and therefore, the flux balance equation are fully de-
termined, which means that searching a stationary solution
requires solving a non-linear system.
Taking into account dynamics shows that first, one of the
reasons for the fact that spontaneously formed autocatalytic
systems have not or only rarely been observed in the lab-
oratory may not only be due to lack of catalytic activity.
As a matter of fact, it could even be caused by too much
catalysis, if cleavage is too frequent. Second, and proba-
bly more important, we need to shift our attention from fo-
cussing solely on catalysis (and respective probabilities) to a
picture in which kinetics plays an important role too. Even
if we had reaction system in which in principle an ACM
could produce measurable signals, it only does if the kinetic
parameters are suitably chosen. Some of these parameters,
such as e.g. outflux rates, can easily be manipulated in an
experiment and should be in the focus of future work.
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