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Abstract
In order to meet demands in mobile broadband and to bridge the digital divide a new
technology, namely WiMAX, was introduced in 2004. However, in order to increase
the financial return on the investment in WiMAX, service operators need to make every
effort in designing and deploying the most cost-effective networks.
This thesis presents a novel dimensioning technique for WiMAX technology which
takes the dimensioning problem to a new level and produces more accurate results
in comparison to the traditional methods. Furthermore, a novel decomposed optim-
ization framework for the WiMAX network planning is introduced which subdivides
the overall problem into three distinct stages consisting of the network dimensioning
stage which besides the primary task of evaluating the financial requirements produces
a good starting network solution for the subsequent stages (Stage 1), initial sectoriza-
tion and configuration of the network (Stage 2) and final network configuration (Stage
3). The proposed framework also solves two fundamental problems, which are cell
planning and frequency planning, simultaneously. The feasibility of the final network
solutions are then evaluated by OPNET simulator.
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Introduction
In recent years there has been a tremendous increase in mobile data traffic growth,
which has been fueled by the launch of High-Speed Packet Access (HSPA), introduc-
tion of flat-rate tariffs, and emergence of smart phones. For example, the Telenor group
in Denmark have shown a massive growth of traffic volume with more than 300% an-
nually, and they forecast that traffic volume will increase exponentially with an average
annual increase of 70% up until 2015, i.e. a total traffic increase factor of 20-25 from
2009 to 2015 [54]. This trend in the growth of mobile data can be attributed to the fact
that the adoption of mobile broadband data services is still in its infancy and as such,
the long term growth rate is expected to become more moderate. The high expected
increase in data traffic volume imposes a great challenge to the service providers all
over the world to satisfy the requirements of data services.
Another problem arising with the growth of traffic volume in urban areas is the so-
called digital divide. The digital divide was defined as the unequal access to Inform-
ation and Communication Technologies (ICTs). Although this inequality usually ap-
plies to differences between countries (the international digital divide), e.g. comparing
developed and developing countries or regions, some analysts also describe unequal
access as applying within countries (the domestic digital divide) and most importantly
the divide between rural and urban, well educated or poorly educated populations or
poor and rich citizens [39]. Another report [124] suggests that financial factors contrib-
ute significantly to the ICT deficit for lower socio-economic groups within our com-
munities and in less economically developed countries. Deploying traditional wired
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infrastructures in remote, sparsely populated areas has been commercially infeasible
and has created a huge financial barrier to getting these communities connected to the
Internet. A community’s inability to use ICT effectively also contributes to the digital
divide.
Experts also suggest that although third generation systems dominate mobile techno-
logy currently, they alone will prove unable to meet increasing demand, and a mix of
technologies and business models is needed to exploit the mobile information and en-
tertainment markets, reported by Peter Rysavy, President of Rysavy Research. In order
to meet the ever growing demand in mobile broadband and to bridge the digital divide
a new technology, namely WiMAX, was introduced in 2004. Together with the appear-
ance of the new standard the WiMAX Forum was created with support of leading com-
panies in the telecommunication industry, describing WiMAX as ’a standards-based
technology enabling the delivery of last mile wireless broadband access as an altern-
ative to cable and DSL’. The aim of the WiMAX Forum is to create interoperability
of devices to encourage competition in the market place. Ultimately, this competition
will drive down prices and make access more affordable. Key strengths of WiMAX
include:
• Superior performance, made possible by the adaptation of OFDMA multiplex-
ing, which gives WiMAX a performance edge in delivering IP data services com-
pared to 3G technologies.
• Flexibility, which allows service providers to support multiple usage models,
including fixed and mobile access, over the same WiMAX infrastructure and to
operate their networks in multiple spectrum bands.
• Advanced IP-based architecture, which includes IMS support to facilitate a rapid,
low cost, rollout of new applications and of interworking with 3G and other
technologies.
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• Attractive economics, driven by a standards-based approach, cost-effective in-
frastructure, mass adoption of low-cost subscriber units, and attractive IPR roy-
alties.
WiMAX technology which is based on next-generation all-IP core networks, offers low
latency, advanced security, QoS (Quality of Service), and worldwide roaming capab-
ilities allows to bring broadband services to communities traditionally underserved by
older high speed Internet services. Because WiMAX is a long range, highly scalable
system, it enables service providers to reach customers even in areas with no existing
cable or telephone infrastructure. WiMAX also allows the service provider community
to offer "triple play" (voice, video and data) or "quadruple play" (voice, video data as
well as mobile voice and data). While currently, the provision of triple/quadruple play
services is achieved with 3 or 4 dissimilar networks: Internet/WANs/LANs for data,
PSTN for voice, Cable TV for video and Cellular Networks for mobile experience.
To summarize, WiMAX technology can address challenges associated with develop-
ment such as backhaul, last mile and large-area coverage access. In particular WiMAX
networks:
• offer fixed and mobile wireless broadband access in urban and sub-urban areas
where copper based services are not cost effective;
• cover metropolitan areas for mobile data-centric service delivery;
• extend the coverage limitations of public WLAN hotspot zones to citywide cov-
erage;
• bridge the digital divide in rural low-density population areas where provision of
other technologies is proved to be challenging.
The telecommunications industry, like any other, encourages the service providers to
aim for dominating the market over competitors and most importantly increasing com-
pany’s profits. In order to achieve commercial success and to get a good financial
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return from the investment in new network technologies such as WiMAX, service
operators must make every effort in designing and deploying the most cost-effective
networks. Historically, the network designs were developed manually by network en-
gineers. However, the growing complexities and introduction of increasing number of
constraints specific to evolving technologies makes manual planning impractical and
even infeasible. This leads to an increased interest in the development of the automated
planning solutions. A significant amount of research has been dedicated to the devel-
opment of models and planning solutions for 2G/3G technologies. Traditionally, wire-
less network planning includes solving the two tasks of cell planning and frequency
planning independently. However, the introduction of features in WiMAX that allow
superior performance to other technologies dictates the necessity of developing a new
approach for planning WiMAX networks. With this in mind the main contributions of
this thesis include:
1. Development of a dimensioning technique for Mobile WiMAX technology (which
traditionally is based on the analytical assessment of the cell planning problem
to determine the required number of sites). A novel approach is proposed which
takes the dimensioning problem to a new level and produces more accurate res-
ults in comparison to traditional methods, as well as providing a wider range of
results in terms of outcome, in other words not limiting the dimensioning process
only to the determination of the required number of sites.
2. Development of a decomposed optimization framework for the WiMAX network
planning problem. The novel framework proposed in this thesis subdivides the
overall problem into 3 distinct stages consisting of the network dimensioning
stage which, besides the primary task of evaluating the financial requirements,
produces a good starting network solution with the use of only omni-directional
base stations (Stage 1); initial sectorization and configuration of the network
(Stage 2); and final network configuration (Stage 3). The proposed framework
also solves two fundamental problems, cell planning and frequency planning,
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simultaneously.
3. Evaluating the feasibility of the network plans produced by the optimization
framework with an enhanced WiMAX model for the OPNET simulator.
A number of publications have been produced during the course of this research work
and are as follows:
1) V. Teterin, S. Hurley, and SM Allen. Optimizing performance of WiMAX networks
through automated site selection. In International Conference on Convergence of Tele-
communications, Networking and Broadcasting, pages 28-29, 2007.
2) V. Teterin, S. Hurley, and SM Allen. A staged optimization framework for cost
optimized WiMAX network design. In Wireless and Mobile Communications, 2008.
ICWMC’08. The Fourth International Conference on, pages 185-190. IEEE, 2008.
Best paper award.
3) V. Teterin, S. Hurley, and SM Allen. Unified wimax network design with service
optimization. In Proceedings of the International Conference on Mobile Technology,
Applications, and Systems, Mobility 2008, pages 31-38. ACM, 2008.
4) V. Teterin, S. Hurley, and S.M. Allen. Unified WiMAX network design with ser-
vice optimisation. International Journal of Autonomous and Adaptive Communica-
tions Systems, 4(3):220-236, 2011.
The remainder of the thesis is structured as follows:
Chapter 2 looks at the history of cell planning problem applied to different techno-
logies. Discussion also focuses on the specifications of WiMAX which bring new
challenges to the network planning problem, investigates available dimensioning tech-
niques, RF optimization approaches used in second and third generation systems and
finally discusses optimization for WiMAX network planning.
Chapter 3 introduces the network model and assumptions used and applied through-
out the thesis. Specifically the main focus is on the OFDMA subchannelization, slot
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assignment, power allocation, interference and base station throughput estimation.
Chapter 4 provides insight on the optimization framework proposed in this thesis, in
particular it describes the optimization technique based on simulated annealing, net-
work design objectives and key performance indicators used to evaluate the perform-
ance of the generated network plans, and finally presents the idea behind the problem
decomposition.
Chapter 5 is solely dedicated to Stage 1 of the optimization framework, where are all
the assumptions related to SINR calculation, capacity estimation and a set of optim-
ization moves are presented and justified. It also provides the structure of the output
which is used as an input for Stage 2.
Chapter 6 presents the subsequent optimization Stages 2 and 3 revealing the objectives,
structure of neighbourhood moves, and specifications of each stage.
Chapter 7 outlines the representative network scenario that is used in the thesis and
presents the optimization framework results as well as four additional experimental
scenarios to emphasise the benefits of each optimization stage.
Chapter 8 provides the evaluation framework with a description of the OPNET simu-
lator capabilities, supported features of WiMAX model, demonstration of the simula-
tion approach and finally provides the results of the simulated network plans.
Chapter 9 consolidates the findings from the preceding chapters and provides sugges-
tions for future development of the presented methods and techniques.
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Technical background and literature
review
2.1 WiMAX technology
Worldwide Interoperability for Microwave Access (WiMAX) is a standard of an Institute
of Electrical and Electronics Engineers (IEEE) defined as IEEE 802.16. At the same
time the WiMAX Forum has been created and backed by hundreds of leading com-
panies in the industry to promote interoperability of equipment supporting stationary,
portable and mobile applications, as well as to promote and establish a brand for the
technology. The WiMAX Forum has designed and presented WiMAX as a last-mile
broadband wireless access alternative to various existing telecommunication technolo-
gies providing cable and wireless services. Standards which have been developed by
the IEEE 802.16 Working Group include:
• 802.16a [12] - approved in January 2003 defining fixed WiMAX with Line-of-
Sight (LOS) capability - developed as an alternative to T-carrier and E-carrier
(E1/T1) systems for enterprises, and Optical Carrier Level (OC-x) technologies,
as well as backhaul for hotspots
• 802.16REVd [11] - approved in July 2004, and later published as 802.16-2004,
introduced support for indoor Non-Line-of-Sight (NLOS) topologies through ad-
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ditional radio capabilities such as antenna beam forming and Orthogonal Fre-
quency Division Multiplexing (OFDM) subchannelization - developed as an al-
ternative to Digital Subscriber Line (DSL) technologies for indoor broadband
access for residential users
• 802.16e [13] - approved in the early 2005, a variant which introduced support
for mobility - portable broadband access for consumers.
• other standards (i,j,h,m) are in progress of development concentrating on multi-
hop relay, improved coexistence mechanisms for license-exempt operation, and
advanced air interface with data rates of 100 Mbit/s mobile and 1 Gbit/s fixed.
The predicted theoretical reach of WiMAX is a 30-mile coverage radius and achiev-
able data rates of up to 75 Mbps. Based on OFDM technology Mobile WiMAX of-
fers scalability in both radio access technology and network architecture, thus it is
extremely flexible in network deployment options. It poses several key advantages
over the traditional CDMA-based Third Generation (3G) systems [145]:
• Tolerance to Multipath and Self-Interference
• Scalable Channel Bandwidth [11, 13, 148]
• Orthogonal Uplink Multiple Access
• Support for Spectrally-Efficient Time Division Duplex (TDD)
• Frequency-Selective Scheduling [152]
• Fractional Frequency Reuse
• Fine Quality of Service (QoS)
• Advanced Antenna Technology - Beamforming, Space-Time Code (STC) and
Spatial Multiplexing (SM), [19, 130, 59, 60]
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All the advantages over existing broadband solutions and deployment considerations
can found in more detail from [117, 117, 72, 145, 8, 94]. In order to emphasise these
advantages the WiMAX Forum provides a comparative analysis of Mobile WiMAX
with contemporary 3G technologies, Evolution-Data Optimized (EVDO) Rev A and
Rev B, and HSDPA/HSUPA (HSPA), on the basis of performance characteristics such
as throughput and spectral efficiency based on simulations using a common set of para-
meters, [72, 145]. The results show the distinct advantage of Mobile WiMAX over the
3G CDMA-based enhancements, EVDO and HSPA in both spectral efficiency and
channel/sector throughput in both the Downlink (DL) and Uplink (UL) directions.
Despite all the benefits new technology brings, the overall performance of a Mobile
WiMAX installation is largely determined by the network layout and its configuration.
Among the necessary conditions for designing an efficient WiMAX network are there-
fore careful coverage planning and optimizing using network design parameters such
as base station locations, channel assignment, and BS transmit power allocation. These
network planning and optimization tasks are the focus of this thesis. First, however,
we provide some technical specifications of WiMAX technology and discuss the issues
that need to be considered when planning such a network.
2.2 Mobile WiMAX technical specifications
The WiMAX air interface adopts Orthogonal Frequency Division Multiple Access
(OFDMA) for improved multi-path performance in NLOS environments. Scalable
OFDMA (SOFDMA) [148] was introduced in the IEEE 802.16e amendment to sup-
port scalable channel bandwidths. This section is dedicated to a brief description of all
features integrated into the Mobile WiMAX standard with references provided for the
full analysis of each specification. All technical specifications in full can be found in
[146].
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Spectrum and frequency bands
With spectrum resources for wireless broadband worldwide still being quite dispar-
ate in its allocations the WiMAX Forum has introduced several profiles for Mobile
WiMAX including various channel bandwidths from 1.25 MHz to 20 MHz and fre-
quency bands ranging from 2300 MHz to 2690 MHz and 3300 MHz to 3800 MHz.
Another benefit of a WiMAX solution is its ability to operate in licensed and license-
exempt frequency bands. Each country defines and regulates its own set of licensed and
unlicensed spectrum which makes WiMAX an attractive option with this sort of flex-
ibility. Intel is an active participant of the WiMAX Forum and provides a comparison
of both solutions outlining the advantages, challenges and possible usage scenarios for
WiMAX [8].
The Mobile Technical Group (MTG) in the WiMAX Forum defines the mandatory
features (ensuring baseline functionality for terminals and base stations) and optional
features (different configurations that are either capacity-optimized or coverage optim-
ized) of the standard that are necessary to build a Mobile WiMAX network.
Mandatory features
OFDMA - is a multiplexing technique that subdivides the bandwidth into multiple fre-
quency sub-carriers. The input data stream is divided into several parallel sub-streams
of reduced data rate (thus increased symbol duration) and each sub-stream is modu-
lated and transmitted on a separate orthogonal subcarrier. The increased symbol dura-
tion improves the robustness of OFDM to delay spread. Furthermore, the introduction
of the cyclic prefix (CP) can completely eliminate Inter-Symbol Interference (ISI) as
long as the CP duration is longer than the channel delay spread. The CP prevents inter-
block interference and makes the channel appear circular and permits low-complexity
frequency domain equalization. OFDM exploits the frequency diversity of the mul-
tipath channel by coding and interleaving the information across the sub-carriers prior
to transmissions. OFDM modulation can be realized with efficient Inverse Fast Fourier
Transform (IFFT), which enables a large number of sub-carriers (up to 2048) with low
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complexity. In an OFDM system, resources are available in the time domain by means
of OFDM symbols and in the frequency domain by means of sub-carriers. The time
and frequency resources can be organized into sub-channels for allocation to individual
users. The OFDMA symbol structure can be seen in Section 3.5.2.
Adaptive Modulation and Coding (AMC) - support for QPSK, 16QAM and 64QAM
are mandatory in the DL with Mobile WiMAX. In the UL, 64QAM is optional. Both
Convolutional Code (CC) and Convolutional Turbo Code (CTC) with variable code
rate and repetition coding are supported. Block Turbo Code and Low Density Parity
Check Code (LDPC) are supported as optional features.
Hybrid Automatic Repeat Request (HARQ) - provides fast response to packet er-
rors (ACK/NACK signalling) and improves cell edge coverage. Its a combination of
high-rate forward error-correcting coding, and ARQ error-control for detectable-but-
uncorrectable errors. In Hybrid ARQ, a code is used that can perform both forward er-
ror correction (FEC) in addition to error detection (ED) (such as Reed-Solomon code,
Convolutional code or Turbo code), to correct a subset of all errors while relying on
ARQ to correct errors that are uncorrectable using only the redundancy sent in the
initial transmission.
Fast Channel Feedback (CQICH) - provides fast channel information feedback to
enable the scheduler to choose the appropriate coding and modulation for each alloca-
tion.
These features AMC, HARQ and CQICH were introduced with Mobile WiMAX to
enhance coverage and capacity for WiMAX in mobile applications.
Media Access Control (MAC) - MAC layer is based on the time-proven DOCSIS
standard and can support bursty data traffic with high peak rate demand while simul-
taneously supporting streaming video and latency-sensitive voice traffic over the same
channel. The resource allocated to one terminal by the MAC scheduler can vary from
a single time slot to the entire frame, thus providing a very large dynamic range of
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throughput to a specific user terminal at any given time. Furthermore, since the re-
source allocation information is conveyed in the MAP messages at the beginning of
each frame, the scheduler can effectively change the resource allocation on a frame-
by-frame basis to adapt to the bursty nature of the traffic.
QoS - with features such as AMC which ensure a steady signal strength over increasing
distance, MAP-based signalling schemes and flexible time/frequency resource alloca-
tion mechanisms (which monitors interference and other detractions to signal), allow
Mobile WiMAX to meet QoS requirements for a wide range of data services and ap-
plications. The main detractors from good QoS are latency, jitter and packet loss.
WiMAX offers a very low latency across the wireless span. The main solution in of-
fering good QoS is to prioritize time sensitive traffic such as VoIP and video. Mobile
WiMAX has 5 categories:
• Unsolicited Grant Service (UGS) - VoIP;
• Real-time Packet Service (rtPS) - Streaming audio or video;
• Extended real time Packet Services (ErtPS) - VoIP with activity detection;
• non-real time Packet Services (nrtPS) - FTP;
• Best Effort (BE) - Data transfer, Web browsing etc.
Duplexing - Fixed WiMAX supports both Frequency Division Duplex (FDD) and
TDD profiles while Mobile WiMAX is currently only defined for TDD mode. TDD
is a technique whereby information is transmitted and received using a common fre-
quency band but at different times. There are arguments in the preference of use for
both duplexing mechanisms, but it can be noted that TDD has the potential to offer im-
proved spectral efficiency over FDD in applications with asymmetric downlink/uplink
traffic [9].
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Most of the mandatory features are considered in the proposed optimization framework
in some way or another, with exception of HARQ and fast channel feedback which are
the dynamic features of a scheduler.
Optional features
As optional base station deployment configurations are not considered in this work
we provide only a list of these features. Full analysis, however, can be found in [73].
These optional features include:
Adaptive Antenna System (AAS) - adaptive antenna systems use beam forming tech-
nologies to focus the wireless beam between the base station and the subscriber. This
reduces the possibility of interference from other broadcasters as the beam runs directly
between the two points [146].
Frequency reuse - traditional reuse conventional cellular deployments used cell fre-
quency reuse factors as high as 7 to mitigate inter cellular Co-Channel Interference
(CCI). These deployments assured a minimal spatial separation of 5:1 between the in-
terfering signal and the desired signal but required seven times as much spectrum [73].
With technology such as OFDMA, more aggressive reuse schemes can be employed
to improve overall spectrum efficiency. Two common frequency reuse configurations
for a multi-cellular deployment with 3-sector base stations are used - reuse of 3 and
reuse of 1, also referred to as universal frequency reuse. With a frequency reuse of 1
the same channel is deployed in each of the three base station sectors.
Multiple in and multiple out (MIMO) - with multiple transmitters and receivers built
into the antenna, the transmitter and receiver can coordinate to move to an open fre-
quency if/when interference occurs.
Software defined radio (SDR) - SDR have the flexibility to dynamically shift frequen-
cies to move away from a congested frequency to an open channel.
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2.3 Network planning and optimization issues
As WiMAX possess new technologies such as SOFDMA, adaptive modulation and
coding schemes, space-time coding and spatial multiplexing, flexible subchanneliza-
tion, and flexible network deployment, these technologies allow the standard to deliver
high data rates and to satisfy the ever growing demand for broadband services. Con-
sequently significant optimization is required for the network design to achieve the
desired superior performance.
Traditionally the network planning and optimization of wireless networks includes the
following stages:
1. Network survey
2. Network dimensioning
3. RF optimization
4. Radio resource allocation optimization
5. Scheduling optimization
This section describes each stage in detail and provides an analysis of related work for
WiMAX technology and other alternatives.
2.3.1 Network survey
When a company decides to build and operate a wireless broadband network it has
several important issues to consider in terms of how to proceed. After commercial and
residential market analysis is complete which includes: definition of the service area,
the projected number of customers, their distribution, spectrum availability, growth
rate, and system usage, and the network interconnect agreement, numbering, and rout-
ing policy for inter-network access and roaming, an operator must conduct a thorough
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engineering site survey of the area to be served. The data obtained from the survey
will aid in the development of a preliminary network design. The interference issues
and risks need to be studied very carefully. The quality of this survey can provide an
invaluable insight into current or potential interference issues.
A site survey is very important as it provides to the operator the necessary information
for a complete WiMAX network blueprint, which helps to minimize the unknowns
regarding the network, minimize costly mistakes prior to construction, and provide a
vision of how the network will behave once it is deployed.
Variables to be considered in a wireless network by experienced network engineers
may include [7]:
• The impact of the fresnel zone on signal propagation
• The difference between passive gain and powered amplification, and when use
of each is appropriate
• The orchestration of sector, space, frequency and polar diversification(s)
• The use of a Front to Back ratio
• How many channels are available for use and where are potential interferers
located
• The +/- 3dB rule and how it influences the link budget
• How and why application must drive the hardware
All these engineering considerations are site-specific and represent only a fraction of
the issues that must be observed during the survey. More information obtained from the
survey translates into higher engineering and performance accuracy, which minimizes
the total cost of network deployment.
2.3 Network planning and optimization issues 16
2.3.2 Network dimensioning
Network dimensioning activity is designed to evaluate and estimate the main infra-
structure requirements required to provide coverage, capacity and quality of service.
This can estimate the capital and operational costs for designing a WiMAX broad-
band network with specified characteristics. As is widely presented in the literature,
specifically in Wideband Code Division Multiple Access (WCDMA) network dimen-
sioning [80, 30, 95, 21, 116], essentially the sole purpose of dimensioning is to provide
a quick count of sites in accordance with some theoretical approach, which provides
a basis for the next step of network planning. The main dimensioning process is per-
formed after the network survey has been done and all the technical requirements and
specifications of the network have been identified. At this point accuracy is crucial and
hence care should be taken to achieve it since if the predictions from dimensioning turn
out to be inaccurate for the deployment of the network it is very costly to reposition
incorrectly located sites afterwards. The results of this stage are used as input in the
preliminary network design, which includes the preliminary distribution of base sta-
tion equipment to service areas and preliminary BS configuration (i.e. sectorization,
air-interface parametrization). The results of the network dimensioning activity have
a great impact on the business case of a WiMAX network investment. It essentially
assists in the business planning and budget planning process and allows an investor to
identify the best proposed strategy and understand the likely return on investment. The
benefit of dimensioning is its ability to provide a diversity of strategies that address
the crucial issues such as the reduction of Capital Expenditure (CapEX), Operating
Expenditure (OpEX) and network complexity, and improvement of time-to-market de-
ployment.
A number of papers has been published on the dimensioning techniques for 3G net-
works [21, 110, 10, 82, 99]. Some methods include only coverage dimensioning, others
a joint estimation with capacity dimensioning based on the load factor equations and
providing lower bounds on the sites for selection [21]. Others provide a comparison
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between the results obtained from the dimensioning process and comprehensive system
level simulation stating that the results only vary in the range of 0-15% [110]. However,
there appears to be only two studies [10, 82] that consider the network dimensioning
of WiMAX technology, both applying similar approach.
Traditionally the process of dimensioning is based on the number of assumptions (such
as homogeneous morphology and ideal site distribution) and involves a sequence of
steps, which serve different requirements such as capacity or coverage estimations
[10]. First, the input parameters are defined consisting of the business plan, the assets,
and the Key Performance Indicators (KPI). Next, the coverage analysis is performed
which provides an estimation of the service areas and the required number of sites.
Normally at this stage a simplified representation of base stations is considered, with
three sectors providing a 360 degrees footprint. Following the coverage analysis, the
capacity estimation checks for sufficient capacity resources as dictated by customer
numbers and services profiles. Therefore this step estimates the required number of
sectors to achieve this capacity. The final step is a joint analysis which aims to estimate
number of BSs and sectors to satisfy both coverage and capacity. Coverage, capacity,
and joint analysis may be revised several times before providing the final dimensioned
network.
As has been noted already the output of this activity also provides input to the core
network engineering team to design the network topology as well as to decide the
number of backhaul links required for the initial launch of the network. Since the
result of network dimensioning significantly impacts the network reliability and initial
implementation cost, each parameter that is used in the dimensioning process must be
thoroughly considered.
The advantages of WiMAX technology which offer great flexibility and scalability,
however present more design challenges. The challenges in WiMAX network dimen-
sioning and planning compared to conventional 2G/3G cellular network planning in-
volve evaluating the implication of each of the optional and mandatory features (sec-
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tion 2.2) and then consider the best combination of the supported features to suite the
operator’s business model. Once again the traditional approach in dimensioning net-
works [10, 82] incorporates two stages - coverage and capacity analysis to identify the
required number of base stations and sectors satisfying the business model.
Coverage analysis: the objective is to ensure a sufficient number of base stations to
satisfy the required coverage level. In [10] the authors identify this by dividing the
service area by the cell footprint to produce the necessary number of BS. The cell
footprint calculation depends on the specifications of the equipment and estimation
of the maximum system range. This commonly adopted approach is based on the
link budget which sums the losses and gains in signal strength as it travels through
different components in the path between transmitter and receiver. This gives the limit
of the cell range for different configurations in order to maintain a balanced uplink and
downlink. Generally the link budget represents the whole system as an average in terms
of the derived cell radius, providing the engineering guidelines to begin cell layout and
design. Also the hexagonal representation of a cell is often used in the dimensioning
to simplify the calculations [10].
Capacity analysis: involves assessing the traffic demand for different service require-
ments considering the activity factor, overbooking/contention ratio, and TDD ratio for
the uplink and downlink, in order to ensure sufficient air-interface capacity (through-
put) for a wide range of services. Therefore the purpose of capacity dimensioning is
to translate the capacity into a number of sectors, which are to be distributed within
the estimated number of sites. With the support of an adaptive modulation and cod-
ing scheme, the calculation method widely adopted is a ring structure [82], where the
throughput calculation is based on the area of each modulation scheme. Thus the av-
erage operating sector throughput is normally adopted, which determines how many
subscribers can be served in a sector. Defining this average sector throughput is a com-
plex task as it involves interpretation of a wide range of parameters. Another option
which can be employed is the usage of sector throughput provided as a recommenda-
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tion by the system vendor, however it can vary significantly depending on the deploy-
ment scenario and not as accurate. A more accurate estimation is through extensive RF
planning simulations and statistical processing that would result in a PHY mode re-
gions map and give the average cell throughput. Another way employs the assumption
traditionally considered, the average sector throughput, by using of the mostly used
modulation and coding scheme (16-QAM 1/2) [82]. The final step for this approach
is to combine the results from both analysis into the optimum BS configuration. This
includes three possibilities: Balanced network, Coverage-limited network, Capacity-
limited network [10].
The major drawback of these approaches is a lack of accuracy. Both analysis methods
described in this section are based on the averaged performance of the cells: for cov-
erage estimation based on the link budget and averaged cell radius, and for capacity
on the analytical estimation of the averaged cell capacity. An interference estimation
with this approach is also unreliable. Another weakness of this method is that there
is no account for the signalling overheads in the throughput calculation which makes
the capacity overestimated. These predictions of the required infrastructure based on
empirical models can differ significantly with the number of BS derived from radio
planning bringing the investor/service provider to a misleading conclusion in terms of
the financial commitment and potential return on the planned network. This in turn
has a negative impact on the following stage of the physical planning of the network.
In this thesis we propose a completely different and novel approach which incorpor-
ates all the specifics of WiMAX technology, with accurate interference and capacity
estimation methods. The resulting output of this approach not only provides the count
on the required number of sites but also optimal positions for their locations and the
regions which have to be serviced by the sites. This approach is more accurate and
faster and can be used as a dimensioning tool in itself and at the same time produce
initial solutions for the following configuration and optimization stages (described in
Section 5).
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2.3.3 RF optimization
It is known that the wireless radio network planning problem belongs to the class of
NP-hard problem [52, 25, 103]. Thus, a theoretical optimum cannot be found in poly-
nomial time. This also implies that the solution time can grow quickly as the number of
variables grows. Meta-heuristic techniques have become a common approach to solve
this kind of problem in traditional cellular networks [25]. With no guarantee in finding
an optimal solution, they have proven to perform very well for practical problems with
large number of variables. The utilization of optimization techniques for wireless net-
work planning is not new. However, with the emergence of new technologies providing
wireless access it is extremely important to assess and take into account new factors
affecting the planning process.
RF optimization is the key step in wireless network planning. The aim is to produce
a network solution which satisfies the trade-off between the given objectives, such as
maximizing coverage, service and minimizing capital and operational costs. Tradi-
tionally RF optimization consists of site location selections, frequency planning and
BS configuration which include antenna orientation selection (azimuth and tilt), BS
radiation power, antenna type and other technology-specific parameters. In order to
evaluate the performance of the network plan a static snapshot-based simulation is
normally used due to the high computational load of dynamic simulation [29].
A number of optimization models have been introduced for wireless network planning.
These models could be solved by commercial solvers, such as CPLEX. However, in
practical instances the large size of the problems makes the use of heuristic proced-
ures more popular. An initial approach to wireless network planning was to partition
the network area into equally sized hexagons [126]. Later this approach deemed to be
unusable because of the oversimplified approximations and assumptions incorporated,
which were unsuitable for practical planning. The massive growth and demand in wire-
less communications led to the necessity of network expansions and the requirement
for engineers to plan frequency spectrum more thoroughly. These difficulties of operat-
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ing with large and complex planning problems and scarce radio resources required the
need to develop effective automatic design algorithms based on mathematical optimiz-
ation techniques. In the early 1980s the frequency assignment problem was recognized
as equivalent to the Graph Coloring Problem which results in assigning a frequency to
each vertex of a graph so that adjacent vertices receive different colors and the number
of colors is minimized [14]. This resulted in the development of heuristic algorithms to
obtain optimal colorings to solve the frequency assignment problem. The popularity of
mathematical optimization techniques has inspired the development of more accurate
representations of network instances and later hexagonal cells were replaced with the
demand nodes introduced by Tutschku [133], and now referred to as test points (TP).
After the appearance of the TP model, more accurate models and effective optimization
algorithms have emerged for the cell placement problem, finding suitable site positions
and base station parameters for the coverage of a wireless network [27]. A number of
models defined by associating suitable decision variables with the physical and radio-
electrical antenna parameters (candidate locations, power values, activation statuses,
transmission frequencies, service, and coverage requirements ) and solving coverage
and capacity planning problems have been developed and applied to the design of
Global System for Mobile Communications (GSM) [106, 140, 83, 143, 139, 22, 144]
and Universal Mobile Telecommunications System (UMTS) [26, 51, 25, 142, 137,
141, 24]. Authors in [138] have provided a detailed survey of proposed approaches
for network design, charting the evolution of models and techniques for the automatic
planning of cellular wireless services.
Discrete programming models for wireless network optimization have been proposed
in [52] with the aim to select an optimal subset of site locations from a defined set.
These are formulated as integer linear programming (ILP) problems and solved by
combinatorial optimization techniques, however, this approach is too generalized and
does not take account of some economic and technical constraints.
When planning the wireless network, coverage and capacity problems should be con-
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sidered simultaneously, as both depend on common network configurations. However,
the traditional approach in handling large-scale network problems normally appeals to
a method involving decomposition of the problem to separate coverage and capacity
planning [133]. This approach involves an initial placement and configuration of base
stations in order to satisfy the coverage level, followed by solving the frequency as-
signment problem to meet the required capacity level. In order to satisfy the growth in
capacity demand in the future an operator can install additional antennas or assign ad-
ditional transmission frequencies [118]. In [149, 150, 151] a mathematical model for
UMTS radio network planning is presented, and different single-objective optimiza-
tion strategies are investigated. The Base Station (BS) location problem is modelled as
a simplified problem, and parameter tuning for different meta-heuristics is presented.
With the development and maturity of technologies new optimization challenges have
emerged which are related to radio resource allocation, in particular power control and
frequency resource allocation to users. A combined power control and base station
placement was proposed for UMTS networks in [25], where the traffic demand and
power control were addressed simultaneously to obtain a successful network plan. The
problem was formulated as a Mixed Integer Problem (MIP) constrained by a set of BS
candidate sites, which are selected based on the accessibility of the locations. This
was followed by [76], where equal cell loading was considered as a key factor for
an efficient Third Generation (3G) network based on a four CDMA cell experiment.
These methods were further expanded to include IEEE 802.11 based technologies in
[53]. The network design problem is formulated into two optimization problems, first,
the facility location problem which deals with the Access Points (APs) locations, and
second, the graph coloring problem which distributes frequency channels in certain
pattern to reduce the interference between the reused frequency bands.
WiMAX is often compared to Wireless Fidelity (Wi-Fi) technology, when in reality
both standards are different in many respects. The Wi-Fi MAC layer uses contention
access. This causes users to compete for data throughput to the access point. Wi-Fi
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also has problems with distance, interference, and throughput and therefore triple play
(voice, data, video) technologies cannot be hosted on traditional Wi-Fi. In contrast,
802.16 uses a scheduling algorithm. This algorithm allows the user to compete once
for the access point. This gives WiMAX inherent advantages in throughput, latency,
spectral efficiency, and advanced antenna support.
One of the challenges associated with planning WiMAX networks is financial. Op-
erators have to identify requirements related to the market segment targeted, types of
services to provide, spectrum available and the topography of the service area. There
is no single solution for success, thus operators need to make a thorough technical ana-
lysis including a viable business model and build a network in the most efficient way
to realise the goals. The main challenges in WiMAX network planning in comparison
to current 2G and 3G technologies however is consideration of all technical features
which the standard possesses:
• OFDM - the implementation of various AMC schemes, the radio resource al-
location, scheduling and other features, not only increase the throughput of base
stations but also radically changes the methodology of interference and capacity
evaluation
• channel bandwidths - with flexible channelization ranging from 1.25 to 20 MHz,
the channel offers up to four times more bandwidth than channels of current
systems, as well as different frequency reuse schemes including more aggressive
fractional reuse of bandwidth.
Wireless networks have grown rapidly as a result of increasing the multi-service traffic
demands in terms of data rate, QoS and bandwidth requirements. Thus, the network
cost increases according to these demands. In order to meet these demands, the service
provider has to invest in developing new methodologies, which maintain the balance
between the service quality and the network cost, whilst considering several constraints
and influential factors that restrict the outcome of these methodologies.
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There is a limited number of studies that consider the detailed complexity of Mobile
WiMAX factors for optimization. In [100], for example, authors present a heuristic
clustering algorithm for minimum cost wireless broadband overlay network deploy-
ment based on techniques derived from the set covering problem, capacitated facility
location and LP-rounding algorithms. However, a very simplified approach is presen-
ted without consideration of an accurate interference calculation. A very thorough
economic investigation of the problem is presented in [75], but only a few physical
constraints are taken into account, such as the size of the cells and the number of
radio channels used. In [36] the authors investigate a mesh topology design employ-
ing 802.16a radio access in order to provide a backhaul service for a 3G network. In
[129] different optimization algorithms including Tabu search are compared for auto-
matic cell planning in WiMAX networks. However, the authors mainly focus on the
economic problem without implementation of all WiMAX-specific base station con-
figurations.
In [46] an optimization model for WiMAX network planning is presented. The phys-
ical and radio-electrical parameters such as base stations locations, emission powers,
transmission frequencies, and service areas are identified as the main decision vari-
ables of a mixed-integer linear programme (MILP). The network quality is evaluated
by basic performance indicators such as network coverage and capacity. The WiMAX
Network Planning Problem (WNPP) is stated as finding positions and emission powers
of the BSs in order to maximize the overall profit. CPLEX is used as a tool to solve
the MILP. However, once again the model is simplified and does not consider OFDMA
structurization of time/frequency resources, slot based power control and interference
calculations. Moreover, a standard sectorization approach is employed with 3-sectored
base stations, two types of antennas are considered - omnidirectional antenna and dir-
ective with an 120o pattern, as well as three 7 MHz channels used for frequency as-
signment.
Authors in [70] present a multi-objective optimization framework for the IEEE 802.16e
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standard. The meta-heuristic algorithm used is Tabu search where QoS, coverage, in-
terference and costs are the criteria to the BS location problem in a Mobile WiMAX
deployment. The results produced by the proposed methodology are evaluated using a
network simulation tool - Forsk Atoll. First the authors identify the WiMAX-specific
physical factors that affect network simulation, planning and optimization processes.
Second they simplify the problem and translate it into a formal optimization routine
with consideration of economic factors. The main emphasis of the work is on the op-
timal BS location, i.e. finding optimal site locations for the BS deployment. Most of
the BS configurations have been omitted from the optimization procedure, with place-
ment of 3-sectored base stations with fixed azimuths and 0 degrees tilting. The network
instance comprises 20 potential site locations and 320 mobile stations for the service.
The planning tool comprises a financial model which incorporates costs (CapEx and
OpEx expenditures) and revenue of a Mobile WiMAX network. The problem is for-
mulated to select candidate sites from each region to install BSs such that the traffic
capacity and the number of covered users are maximized with the lowest installation
cost. The optimization objective function includes aggregation of all costs and pen-
alty functions applied to every user according to criteria such as coverage, interference
or QoS indicators. The framework employs a 1x3x1 frequency reuse scheme, i.e. a
frequency reuse factor of 1 and three sectors per site. The interference model does
not consider the specifics of OFDM frame structure with subcarrier collisions, and
therefore is a simplified generalized model. The optimization problem is known as
p-median1 where only the BS location is considered as the decision variable.
In [18], a planning method is proposed for wireless networks which are based on OF-
DMA technology. The authors consider a heterogeneous traffic pattern with a wide
variety of service demands in terms of data rate and QoS. The planning problem is
formulated as a non-linear multi-objective optimization problem, where the optimum
solution should not dominate the throughput of one BS over any other. The aim of the
1The p-median problems constitute searching p number of locations each time regardless of how
distant the sites are.
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work is to provide equal loading of all cells. The proposed method seeks an optimal
solution by tackling the problems of BS positioning and resource allocation simul-
taneously. A Pareto-Metaheuristic (PMH) is adopted which is claimed to achieve a
balanced throughput over all cells as well as minimizing the number of the installed
BSs targeting a certain service outage probability. The problem is decomposed into
two problems: the facility location problem and resource allocation (subcarriers and
power). However a relatively small number of users are used in experiment (1300) and
are randomly located, also the cost model is simplistic as it only considers minimiza-
tion of network cost by minimizing the number of base stations selected.
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Chapter 3
Optimization & network model
The aim of the wireless network planning is to find an efficient network design of a
WiMAX MAN with regards to users’ service level, coverage and profitability of the
network, given a set of BS locations, sector equipment configurations and subchan-
nelization schemes for different channel sizes. Although the approach and model is
generic and has been widely used for planning wireless mobile networks based on 2G
and 3G standards [83] in our case we focus on and introduce new aspects of the model
originating from OFDMA structure of IEEE 802.16e networks. Namely, the standard
model was amended by incorporating the following new elements: the propagation
model based on ray-tracing technique with the use of Rapid Pipeline Development
tool (Section 3.2); subchannelization procedure inherent to the WiMAX OFDMA [13]
(Sections 3.5.2 and 3.5.3), formulation of the slot assignment problem (Section 3.5.4),
formulation of the collision-based interference calculation (Section 3.6), throughput
estimation with consideration of transmission overheads (Sections 3.7 and 3.8).
Unlike 2G and 3G mobile standards, the channel assignment in networks adopting
OFDMA is adjusted over time to take advantage of multiuser channels and traffic di-
versity. This makes the problem more computationally demanding but utilizing real-
time system information leads to higher spectrum efficiency of the system. Therefore
the planning stage should take into account the dynamic nature of the network and
jointly solve two fundamental problems (cell planning and frequency planning) which
traditionally have been solved in sequence [97].
3.1 System Model 28
In this chapter we will formulate the problem and model for Automatic Cell Plan-
ning (ACP) and Automatic Frequency Planning (AFP) as separate tasks, in the way
they are considered traditionally in wireless network planning, and then introduce new
combined strategy which allows for finding more efficient solutions.
3.1 System Model
The main idea of wireless network planning is finding the configuration of a network
which will maximize the performance of that network, as well as satisfy all objectives
and constraints. This involves: the initial selection of potential site locations for base
station (BS) deployment, identification of required number of sectors (sectorization)
and appropriate equipment for each active site, i.e. antennas, for provision of efficient
coverage and satisfaction of traffic demand from users in the covered area.
The network is modelled using the following components:
Reception Test Points
The area where network coverage and service are desired, is modelled by a set of
grid points, R, and referred to as Reception Test Point (RTP). Each point in the grid
represents one or more users (further mentioning of RTP will correspond to a user and
vice versa), and will have associated parameters:
• traffic demand in Kbps, τ , which is determined by the DL bit-rate
• geographical position in Cartesian coordinates x, y, z
• annual revenue which is generated by the network provider if the user is serviced
Therefore any RTP can be presented as a function of following parameters:
Ri = {x, y, z, τ, rev}, Ri ∈ R
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where x, y, z are the coordinates of RTP Ri in the network grid, z is elevation above
the sea level measured in meters, τ is the traffic demand from the user located at Ri
and finally rev is the predicted revenue when service is provided for the user.
The equipment for all the users’ terminals is assumed to be identical with a 0dB antenna
gain.
Potential Site Locations
A set of potential site locations for base station placement is denoted as S. We consider
the problem where all the locations are predefined with a fixed number of candidates
S = {S1, S2, ..., Smax} and therefore the choice and maximum number of the locations
are not part of the network design process considered in the thesis. These locations are
selected by service providers prior to planning taking place. The choice is governed
by several factors such as cost of BS installation, annual maintenance (these are con-
sidered in the network profitability predictions), electromagnetic compatibility with the
surrounding infrastructures and equipment (governed by EMC regulatory body), secur-
ity, geographical location, planning permission and the most important - propagation
potential of the site. In urban areas the BSs are often deployed on the roof tops of the
buildings to cover the maximum possible area. The propagation predictions form path-
loss (or attenuation) figures between potential site locations and RTPs, measured in
dB. These losses do not include factors such as antenna characteristics - feeder cable,
jumper, and connector losses, loss/gain due to mast head amplifier, antenna configur-
ation - height, azimuth and tilt, and user equipment characteristics. Given the specific
equipment selected at a site these characteristics can be found from manufacture and
then used in the design process.
All site locations are associated with the following parameters:
Si = {x, y, z,Q,CAPEX,OPEX}, Si ∈ S
where x, y, z are coordinates in the network grid, QSi−R is the path-loss prediction
matrix represented as a set of signal attenuations from the site Si to all test points from
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the set R, CAPEX and OPEX are the capital and operational expenditures respect-
ively, related to the installation and maintenance costs of the site. The installation costs
are one-off payments, operational costs are charged on the yearly basis.
Each site has a binary operational status:
zk =
 1− if site k is active0− otherwise
where an active status implies that a BS is deployed at a particular site, i.e. operational.
Sectors
Having determined a set of site locations for deployment of base stations (decision vari-
ables in the optimization framework), the next step is to identify a set of sector/antenna
equipment for each BS, B, essential for effective coverage and service. The maximum
number of sectors at a BS is limited by the need to maintain an acceptable level of
inter-cell interference and also any hardware restrictions.
Sectors have a number of operational parameters to be configured which are decision
variables in the optimization framework. These include:
S - site location where the sector is installed.
A - type of antenna. These range from omni directional which radiates power in a 360
degrees horizontal plane, to a number of directional with 30, 60, 90 and 120 degrees
radiation patterns. Designed for urban environments with high cell density, the antenna
equipment must deliver consistent reliable data streams to customer devices, deliver
equal RF power across the entire cell and in areas of high customer concentration
reduce cell to cell interference.
G - antenna gain in dBi, varies with different types of antenna. This specifies the
intensity of an antenna in the direction of main beam.
Lhor - horizontal losses of antenna in dBi, varies with different types of radiation pat-
terns. Defined by antenna manufacturer’s horizontal diagram. In this diagram the angle
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between the half-power (-3 dB) points of the main lobe, when referenced to the peak
effective radiated power of the main lobe, is a beamwidth and is expressed in degrees.
Lvert - vertical losses of antenna in dBi, varies with different types of radiation pat-
terns. Defined by antenna manufacturer’s vertical diagram. Also can be specified with
beamwidth (in degrees).
P - BS transmitting power, a set of 10 levels is defined ranging from 27 to 45 dBm. In
this work it is assumed that if a power level is chosen for the sector then all the users
within the cell will be sent a signal at the same power level irrespective of the channel
conditions.
α - tilt angle of antenna, from 0 to 15 degrees. Tilt is the angle of the main beam of
antenna below the horizontal plane. The main goal of tilting the antenna is to reduce
inter-cell interference in order to improve the SINR for users at the serving cell which
in turn increases the cell capacity. There are two ways of tilting with current technolo-
gies - mechanical and electrical. Mechanical tilting is performed at the initial stage of
BS installation. Electrical tilting is more dynamic and can be performed remotely by
the operator. The electrical method does not make any physical changes to a tilt, but
adjusting the radiating currents in the antenna elements to lower the beam. However
the electrical tilting is quite limited due to EMC regulations.
β - azimuth angle of antenna, ranging from 0 to 360 degrees. In this work azimuth
is the horizontal angle between x-axis of antenna and the main lobe direction. As tilt
parameter, azimuth has a vast influence on coverage and overlap levels. Reducing cell
overlap with azimuth adjustment in some cases can be achieved without reduction of
coverage. However less overlap means less inter-cell interference and power consump-
tion, which also increases cell capacity. Unlike with tilting, azimuth is mostly adjusted
mechanically and not as flexible.
CAPEX - antenna cost. As with the costs of site installation and maintenance, the
antenna cost plays a role in profitability estimation.
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PermBase - is an integer ranging from 0 to 31, which identifies the particular BS
and is specified by the MAC layer. The role of PermBase is fully described in Section
3.5.2.
Given all these parameters and variables a sector can be described by
Bi = {Sj, A, G, Lhor, Lvert, P, α, β, CAPEX, PermBase}
Sj ∈ S, zj = 1
Each sector has a binary operational status:
bi−j =
 1− if sector i at site j is active0− otherwise
If a sector j is installed at a site Sk the transmit power is selected from the predefined
set BPj−k.
Assumption 3.1.1. The set of available transmitting powers is set to be the same for
all the base stations in the network.
3.1.1 Calculating horizontal and vertical loss
As previously mentioned the antenna radiation pattern is represented by diagrams of
loss figures for the horizontal and vertical planes, measured in dBi. Examples of such
diagrams are illustrated in Figure 3.1 for a directional antenna and in Figure 3.2 for an
omni directional antenna pattern. An example of the actual loss table for a directional
antenna pattern is presented in Table 3.1. The cumulative directional loss from a given
antenna to a user in the network is determined by the horizontal and vertical angles
between the main beam of the antenna radiation and a line connecting the user and
antenna location.
The illustration of the vertical loss calculation scheme is depicted in Figure 3.3 and
Figure 3.4. The parameters which are considered in the calculation are:
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Figure 3.1: Horizontal and vertical planes of 60 degrees directional antenna pat-
tern.
Figure 3.2: Horizontal and vertical planes of omni-directional antenna pattern
• antenna tilt α
• antenna azimuth β
• x, y, z coordinates of site where antenna is installed and RTP where the user is
located
In order to find the vertical loss of the antenna at a user location the angle θ needs to
be calculated. This angle indicates how much the horizontal plane of the antenna has
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to be turned so that antenna plane (main lobe axis) aligns with the RTP. This can be
expressed as follows:
Distvert = S
z
j −Rzi
Disthor =
√
(Sxj −Rxi )2 + (Syj −Ryi )2
ψ = β − arctan(S
y
j −Ryi
Sxj −Rxi
)
Disthor_proj = Disthor/cos(ψ)
θ = arctan(
Distvert
Disthor_proj
)− α
The next component of the antenna pattern loss calculation is the horizontal angle, and
is calculated using the x, y coordinates of the RTP and the site at which antenna is
deployed. It is illustrated in the top projection of Figure 3.3. First, the angle between
the x-axis and RTP is found - anticlockwise. Then, the required angle is simply the
difference between main lobe of antenna and RTP axis, and is expressed as ψ.
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Figure 3.3: Vertical angle calculation - scheme 1
Figure 3.4: Vertical angle calculation - scheme 2
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Horizontal angle Horizontal loss (dBi) Vertical angle Vertical loss (dBi)
0 0.0 0 0.0
1 0.0 1 -0.2
2 0.0 2 -0.8
3 0.0 3 -1.8
4 -0.1 4 -3.3
5 -0.1 5 -5.4
6 -0.1 6 -8.3
7 -0.2 7 -11.8
8 -0.3 8 -15.0
9 -0.3 9 -15.0
10 -0.4 10 -13.3
11 -0.5 11 -12.1
12 -0.6 12 -11.9
13 -0.7 13 -12.6
14 -0.8 14 -14.3
15 -0.9 15 -17.3
16 -1.0 16 -21.7
17 -1.2 17 -24.6
18 -1.3 18 -21.0
19 -1.5 19 -18.0
20 -1.6 20 -16.3
21 -1.8 21 -15.8
22 -1.9 22 -16.2
23 -2.1 23 -17.6
24 -2.3 24 -20.1
25 -2.4 25 -24.7
26 -2.6 26 -36.0
27 -2.8 27 -32.0
28 -3.0 28 -24.5
29 -3.2 29 -21.4
Table 3.1: An example of horizontal and vertical loss table for 60 degrees direc-
tional antenna pattern.
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Table 3.2 illustrates the calculation of horizontal, vertical and total losses for various
tilt values of antenna. The following parameters have been used for calculation:
xb−s = 400
yb−s = 100
zb−s = 95
xr = 750
yr = 225
zr = 10
β = 35
Distvert = zb−s − zr = 85
Disthor =
√
(xb−s − xr)2 + (yb−s − yr)2 ≈ 371.65
ψ = β − arctan( yb−s − yr
xb−s − xr ) ≈ 15.35
Disthor_proj = Disthor/cos(ψ) ≈ 385.39
θ = round(12.44− α)
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Tilt θ Vertical loss
(dBi)
Horizontal
loss (dBi)
Total loss
(dBi)
0 12 -11.9 -0.9 -12.8
1 11 -12.1 -0.9 -13.0
2 10 -13.3 -0.9 -14.2
3 9 -15.0 -0.9 -15.9
4 8 -15.0 -0.9 -15.9
5 7 -11.8 -0.9 -12.7
6 6 -8.3 -0.9 -9.2
7 5 -5.4 -0.9 -6.3
8 4 -3.3 -0.9 -4.2
9 3 -1.8 -0.9 -2.7
10 2 -0.8 -0.9 -1.7
11 1 -0.2 -0.9 -1.1
12 0 0.0 -0.9 -0.9
Table 3.2: An example of horizontal and vertical loss calculation for 60 degrees
directional antenna pattern.
3.2 Propagation models for WiMAX at 3.5GHz
In wireless telecommunication systems, transmission of information between radio en-
tities is performed through electromagnetic waves. During propagation these waves
interact with the environment and the signal is attenuated due to the following factors:
path distance, terrain pattern, carrier frequency, reflection, diffraction, scattering, free-
space loss and absorption by the objects, which causes path loss. Therefore path loss
can be defined as the attenuation of the signal strength between transmitter and receiver,
measured in dB:
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Qj−k = BPj−k +B
G
j−k +R
G
i − Fj−k(Ri)−BLvertj−k −BLhorj−k (3.1)
whereBPj−k and Fj−k(Ri) are transmitted and received signal powers,B
G
j−k andR
G
i are
transmitter and receiver antenna gains respectively, andBLvertj−k andB
Lhor
j−k are combined
losses.
Path loss is the main factor characterizing a radio link and serves to predict the effective
area of coverage for transmitters and modelling the distribution of signals over different
regions. However as each link encounters different attenuating factors and conditions,
it is very difficult to formulate the exact losses for different communication systems
and the range of frequencies available, in a single mathematical expression. Therefore
different models exist for different types of radio links under different conditions.
During preliminary network deployment propagation models play an important role in
evaluating the signal characteristics in the network and therefore accuracy of the radio
propagation behaviour, and feasibility of potential networks. WiMAX systems can
operate in the frequency bands between 2 and 11 GHz and have the benefit of working
in NLOS conditions when direct visibility between the communicating antennas is
absent. The key feature of WiMAX systems however is to successfully perform under
NLOS propagation conditions employing adaptive modulation and coding schemes
for different signal to noise ratios. In different propagation conditions with strong
interference present or with weak signals due to other phenomena, the system is able
to choose the most suitable and robust modulation which ensures transmission.
3.2.1 Types of propagation models
There are several types of models to predict path loss, specifically developed for the 3.5
GHz frequency band covering rural, suburban and urban environments and for different
antenna heights [108]. These models can be broadly categorized into the following two
main types:
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• Deterministic
• Empirical
Deterministic models became successful for their capability to provide realistic and
Site Specific (SISP) radio signal coverage [71]. They are even used to provide wireless
channel models, including wideband characteristics such as multiple path delays, and
directions of departure and arrival. These characteristics of the channel are essential
to evaluate the performance of wideband systems using spatial diversity techniques.
The deterministic model makes use of physical laws governing electromagnetic wave
propagation. In more detail, the ray-based models [85] use geographical digital mod-
els to generate rays (by means of geometrical optics), adding reflected and diffracted
contributions to the received signal. As input these models require detailed informa-
tion on the terrain profile, coordinates and dimensions of buildings and other obstacles.
The actual representation of buildings and terrain features can be designed by the use
of building databases. The conventional ray-tracing techniques consider only contours
of the digital representations of the environment and do not include all the complex-
ity of the small cell environment such as urban furniture and vehicles. However, new
propagation models target the lack of representation of the geographical digital mod-
elling, even including irregularities such as diffuse scattering from building walls [48]
and lampposts [102].
Empirical models are based on large sets of data/measurements collected for the spe-
cific scenario and predict mean path loss as a function of various parameters, e.g. an-
tenna heights, distance, frequency, etc. For any model, the collection of data has to be
sufficiently large to provide enough similarity to all kind of situations that can happen
in that specific scenario. Empirical models are easier to implement, with less compu-
tational cost, but they are less accurate. By definition, an empirical model does not
define the exact behaviour of a link, rather, they predict the most likely behaviour the
link may exhibit under the specified conditions. It can be split into two subcategor-
ies, time dispersive and non-time dispersive [16]. The time dispersive model provides
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us with information about time dispersive characteristics of the channel such as delay
spread of the channel during multipath. The Stanford University Interim (SUI) model
[56] is the perfect example of this type. Various extensions of Hata [78], COST-231
Hata [45] and ITU-R [16] model are examples of the non-time dispersive empirical
model.
3.2.2 Rapid Pipeline Development Tool
In this section we present a description of the Rapid Pipeline Development (RPD)
Tool, which is used to model the propagation of radio waves at microwave frequencies.
This tool has been used to produce propagation information for this thesis. It has
been developed by the Radio Communications Research Unit (RCRU) which is part
of STFC Rutherford Appleton Laboratory and used widely across the industry and
academic projects [2, 62].
RPD is a site-specific tool and based on ray-tracing techniques to construct link profiles
and to predict radio wave propagation in a dense urban environment. It takes as input
a 3-D model of the proposed network area, ie the position of transmitters and detailed
city datasets, comprising the outlines of buildings, terrain and vegetation features, and
outputs path loss values at each reception test points from each candidate base station.
The main focus of research at RCRU has been on developing algorithms to calculate
propagation characteristics over terrain or buildings for RPD. These algorithms make
use of extensions to ITU-R P.4521, mesh path loss calculation and bottleneck evalu-
ation, and a full ray launching algorithm modelling reflection, transmission, diffraction
(shadow region only) and scatter.
RPD relies on the use of the freely available Visualisation Toolkit (VTK) library [4]
to manipulate and process 3D data. A simple graphical user interface (GUI) allows
1Prediction procedure for the evaluation of interference between stations on the surface of the Earth
at frequencies above about 0.1 GHz, International Telecommunication Union Recommendation.
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modules to be connected together with data pipelines. The following classes have been
formed to support radio propagation research:
• Transmitter
• Antenna
• Receiver Test Points
• Channel Impulse Responses
• Surface Properties
The functional unit of the VTK is the visualisation pipeline which represents data in
the form of objects: process objects (objects to operate on data) and arrow connections
between objects (an indicated direction data flow).
RPD allows to create, save and retrieve pipelines visualising 3D urban data. It can
be saved in the form of an RPD application. An example of the visualisation pipeline
application is depicted in Figure 3.5.
Architecture of RPD
The network data can be loaded to RPD in various formats. The main data format
however is a DXF file - Data Exchange Format/Data Interchange Format which can be
purchased from the National Remote Sensing Centre. This file includes 3D information
including the positions of the corners of the buildings, as well as terrain and vegetation
- bushes, trees. Once it is loaded the 3D data may be checked for spurious points,
decimated, triangulated, quantised, cut, etc. using the filters provided in the RPD.
After all the required data is imported the coverage calculations can be done using the
following filters:
• Coverage Profiles LOS (Line-Of-Sight)
3.2 Propagation models for WiMAX at 3.5GHz 43
Figure 3.5: RDP application
• Coverage Profiles ITU-R 452 [86, 87]
• Coverage Profiles COST210 [1]
All three filters consider the straight-line profile between the transmitter and the re-
ceiver (TestPoint) and the heights along that profile.
The filters use three inputs:
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Figure 3.6: 3D visualisation of an example network terrain
1. Scenery - buildings, structures and vegetation inside the town.
2. TestPoints - the points where the EM field is examined.
3. Transmitters - defined as a single point with a number of attributes that can be
set by the user.
An example of the visual representation of the 3D network model can be seen on Figure
3.6.
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Figure 3.7: Path losses base station and test points calculated using ITU-R P.452
module in RPD.
The output of the tool (coverage filters) is produced in the form of a file which contains
the array of loss values (in decibels) for all base station/receiver pairs. An example of
the antenna coverage with accounted path loss grading can be seen in Figure 3.7.
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3.3 Coverage
After the BS is mounted and configured (e.g. power, azimuth and tilt set) a coverage
area can be identified. An RTP is considered to be covered by a sector if the received
signal strength is strong enough, i.e. above the sensitivity threshold. The sensitivity
level RRxi defined at the RTP determines the minimum received power level required
for the user equipment to identify the signal with an acceptable level of errors among
the noise and interference. The receiver must be able to decode data bits with a Bit
Error Rate (BER) less than 1× 10−6. This may vary with different equipment and user
service requirements, as the threshold defines the lowest transmission data rate.
The downlink received signal strength from sector Bj−k at site Sk to RTP Ri can be
calculated as follows:
Fj−k(Ri) = BPj−k + B
G
j−k + R
G
i − Qk−i
− BDhorj−k (Bβj−k) − BDvertj−k (Bαj−k)
where BPj−k is the emitted power of the BS sector Bj−k at the site Sk, B
G
j−k is the BS’s
antenna gain, RGi is the user’s antenna gain, Qk−i is the path loss between site Sk and
reception point Ri, B
Dhor
j−k and B
Dvert
j−k are the horizontal and vertical losses for the type
of antenna BAj−k. Finally B
β
j−k and B
α
j−k are the angles between the main radiation
beam axis and Ri in the horizontal and vertical planes respectively.
In order to be covered a user must satisfy the following condition:
Fj−k(Ri) ≥ RRxi
The receiver sensitivity is a function of modulation and coding type, Signal to Noise
Ratio (SNR) and channel size. All the specified conditions are defined in [6] and
presented in Table 3.3.
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Bandwidth
Modulation and coding
BPSK QPSK 16 QAM 64 QAM
1/2 1/2 3/4 1/2 3/4 2/3 3/4
1.75 MHz -93.7 -90.7 -88.9 -83.7 -81.9 -77.4 -75.7
3.5 MHz -90.7 -87.7 -85.9 -80.7 -78.9 -74.4 -72.7
7.0 MHz -87.6 -84.6 -82.8 -77.6 -75.8 -71.3 -69.6
10.0 MHz -86.1 -83.1 -81.3 -76.1 -74.3 -69.8 -68.1
20.0 MHz -83.0 -80.0 -78.2 -73.0 -71.2 -66.7 -65.0
Table 3.3: Receiver sensitivity (dBm)
In addition the following set of variables is introduced to explicitly define covered
RTPs:
Rcovi =
 1− if RTP i is covered0− otherwise
Rcovi−j−k =
 1− if RTP i is covered by sector (j) at site (k)0− otherwise
Generally in 3G mobile networks a typical coverage level desired by operators is more
than 95% of the area.
3.4 Service and Traffic
In this thesis we consider the peak busy hour (PBH) traffic demand snapshot for ca-
pacity planning. In telecommunications systems, the PBH is a period during which
occurs the maximum total traffic load in a given 24-hour period. The PBH activity
level is a challenging task for an operator to predict with any degree of accuracy. It
depends on applications, customer mix, etc. The process is further complicated by the
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fact that there will not be any prior history for many of the new services to be offered
on which operator can base traffic estimates. Where there does seem to be consensus
however, is that traffic will be increasingly more data-centric. With data-centric traffic,
downlink traffic is expected to dominate. For that reason we will focus exclusively on
DL projections for capacity planning purposes.
When the user is covered by base station sector by receiving an adequate signal strength,
in order to get service the following conditions must be met:
1. serving BS must be the best server providing the strongest signal
Fj−k(Ri) = max{Fb−s(Ri) : 1 ≤ |Bb−s| ≤ N covRi }
where N covR is the number of stations covering RTP R
N covRi =
∑
k∈S,j∈BSk
Rcovj−k
2. the SINR level at the RTP is greater than the given service threshold
3. the traffic demand of the user is fully satisfied
4. the additional traffic of the user is not overloading the overall capacity of the BS
Similar to notations for covered users we introduce the following variables:
Rservi =
 1− if RTP (i) is serviced0− otherwise
Rservi−j−k =
 1− if RTP (i) is serviced by sector (j) at site (k)0− otherwise
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3.5 Transmit power and subchannelization
There are several techniques employed in WiMAX to achieve long range coverage
including high transmission power, adaptive modulation and coding schemes, and
subchannelization.
3.5.1 WiMAX transmission power
Although high transmission power level is crucial for long distance communications,
it must be balanced with high efficiency of the system in order to ensure robust links,
high transmission rates and a wide range for WiMAX services.
WiMAX base station is limited to approximately +45 dBm, as compared to a WiMAX
mobile station (MS) which transmits at a maximum level of +23 dBm (200mW). These
limitations vary for different countries, regulatory bodies, technological limits and us-
age models. During normal operation, a base station will normally transmit sufficient
power for the system to function properly. Excessive output power may cause unne-
cessary interference in the network.
As opposed to 3G cellular systems, WiMAX operating at higher modulation orders
requires a much better SNR level in order to maximize throughput. Moreover, as in
cellular networks, WiMAX is severely uplink limited, meaning that a user station can
receive a signal from a BS easier than for the BS to hear a users relatively low power
transmission. This can be seen from the marginal difference of 20dB between downlink
and uplink power levels - from/to BS to/from user respectively.
However, WiMAX employing OFDMA communication with a frequency subchannel-
ization technique allows a user to occupy only a subset of all the available subchannels.
This in turn allows concentration of the user transmit power over a smaller range of fre-
quencies. The net signal gain is 10 ∗ log(Ntotal/Nused) which is achieved relative to a
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BS transmitting on all subcarriers. Nused is the number of subcarriers assigned to the
user, and Ntotal is the total number of subcarriers available.
Another technique to compensate the link imbalance is the usage of lower order modu-
lation for the user station. This allows the user to communicate with the BS using less
transmit power but sacrificing the uplink throughput, since fewer bits are transmitted
per subcarrier with lower order modulation.
3.5.2 Subchannelization
The ODFMA frame consists of symbols in the time domain and subcarriers in the fre-
quency domain. In order to create a minimal transmission unit in an OFDMA symbol,
the modulated symbols are mapped on to subcarriers [104].
Definition 3.5.1. Subchannel. As defined in the IEEE 802.16e-2005 standard, is a
logical collection of subcarriers.
Definition 3.5.2. Permutation base. BPermBasej−k is an integer ranging from 0 to 31,
which identifies the particular BS and is specified by the MAC layer.
Definition 3.5.3. Physical Cluster. A cluster is composed of 14 adjacent subcarriers,
including 12 data and 2 pilot. There are 120 physical clusters in total for a 2048-FFT,
which are contiguous in the frequency domain, (Figure 3.10).
Definition 3.5.4. Logical Cluster. A renumbering sequence is applied to physical
clusters to form logical clusters. It is defined in [11]. These clusters are not contiguous
in the frequency domain.
Definition 3.5.5. Group. This consists of a set of logical clusters. There are six groups
in total, divided into odd and even numbered groups, with odd numbered groups con-
taining 24 clusters, whereas even numbered groups contain 16 logical clusters for the
2048-FFT. The subcarriers within each group are indexed separately starting from ’0’.
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Therefore, even and odd groups will have subcarriers indexed 0-335 and 0-225 re-
spectively. Thereafter, pilot subcarriers are identified and remainder of the subcarriers
are re-indexed to 0-287 and 0-194 for even and odd groups respectively. Subchannels
in the amount of ’12’ and ’8’ are formed from even and odd groups respectively using
inner permutation.
Definition 3.5.6. Inner Permutation. This stage involves the formation of subchannels
from the subcarrier of logical clusters of a group.
Definition 3.5.7. Outer Permutation. The transformation of physical clusters into
logical clusters by means of renumbering is called Outer Permutation.
Figure 3.8 illustrates the pattern allocation of subchannels for an OFDMA frame where
several mobile stations may transmit in the same time slot over several subchannels.
Subcarriers forming the subchannel need not be adjacent.
Figure 3.8: OFDMA
Allocating subcarriers to subchannels is a difficult and ongoing research problem which
must consider issues such as mobility, Adaptive Antenna Steering (AAS) support and
different optimization criteria. The number of subcarriers and their distribution within
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the subchannel depend on the subcarrier permutation scheme. The IEEE 802.16e-
2005 standard provides examples of several permutations [148]. There are two types
of subcarrier permutation mode:
• diversity (distributed) - subcarriers are distributed throughout the frequency band.
• contiguous - subcarriers are adjacent to each other.
A distributed subcarrier permutation scheme gives better frequency diversity and inter-
cell interference averaging, where subcarriers are distributed pseudo-randomly to form
a subchannel. It minimizes the probability of using the same subcarriers in adjacent
cells. This family includes DL Fully Used Subcarriers (DL FUSC), DL Partially Used
Subcarriers (DL PUSC), UL PUSC, and optional permutations such as Optional DL
Distributed Subcarrier Permutation: Fully Used Subchannelization (OFUSC), Optional
UL Distributed Subcarrier Permutation: Partially Used Subchannelization (OPUSC)
and Optional DL and UL Adjacent Subcarrier Permutation: Advanced Modulation and
Coding (AMC).
While, a contiguous subcarrier permutation is more desirable for beamforming and
allows the system to exploit multi-user diversity by choosing the subchannel with the
best frequency response. Subchannels in this mode are formed from a group of adjacent
subcarriers.
The trade-off between mobility and throughput is achieved through the use of these
permutation schemes. Adjacent schemes are best for fixed, portable, or low mobility
environments whereas diversity modes perform well in mobile applications.
Since the aim of this thesis is to plan Mobile WiMAX networks, the permutation
scheme used is DL PUSC.
Definition 3.5.8. A slot is a minimum possible data allocation unit in the IEEE 802.16
standard.
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Permutation scheme and commu-
nication mode
Slot definition
Downlink FUSC, downlink OFUSC 1 subchannel x 1 OFDMA symbol
Downlink PUSC 1 subchannel x 2 OFDMA symbols
Uplink PUSC, uplink additional
PUSC
1 subchannel x 3 OFDMA symbols
Uplink and downlink AMC 1 subchannel x (1, 2 or 3) OFDMA symbols
Table 3.4: Slot structure
PARAMETERS VALUES
System bandwidth (MHz) 1.25 5 10 20
FFT size (NFFT) 128 512 1024 2048
Used subcarriers 85 421 841 1681
Data subcarriers 72 360 720 1440
Pilot subcarriers 12 60 92 184
Left-guard subcarriers 22 46 92 184
Right-guard subcarriers 21 45 91 183
Clusters/subchannels 6/3 30/15 60/30 120/60
Table 3.5: Parameters of DL distributed subcarrier permutation (PUSC)
The exact definition of a slot depends on the number of factors - uplink or downlink
subframe, PUSC or FUSC permutation. These variations are reflected in Table 3.4.
3.5.3 DL PUSC structure
1. Dividing subcarriers into clusters - Physical Clusters
First, used subcarriers which include data and pilot are divided into clusters. The
partitioning of the channel into different types of subcarriers for the most common
channel sizes is provided in Table 3.5.
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Each cluster comprises of two OFDM symbols in the time domain and fourteen ad-
jacent subcarriers in the frequency domain, with 4 pilot and 24 data subcarriers in
each cluster in total. Then clusters are renumbered with a pseudo-random numbering
sequence to redistribute the logical identities of clusters.
The distribution of subcarriers to subchannels in DL PUSC is illustrated in Figure 3.9.
Figure 3.9: DL PUSC permutation sequence [from [104]]
Figure 3.10: DL PUSC physical clustering [from [104]]
As an example, a 20MHz channel with an overall 2048 subcarriers is observed. After
removing guard carriers this leaves 1440 of used subcarriers which are divided into
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120 clusters. Initially clusters are numbered with their Physical sequence between 0
and 119, (Figure 3.10).
2. Renumbering - Logical Clusters
These clusters are then renumbered into Logical Numbers (LN) with the use ofBPermBasej−k
parameter.
Specifically the physical clusters obtained in step 1 are renumbered to form Logical
clusters (LC) using equation 3.2. This stage is called the Outer Permutation.
LC = RS(PC) + 13BPermBasej−k (3.2)
The RS is a renumbering sequence which is given in [11]:

6 108 37 81 31 100 42 116 32 107
30 93 54 78 10 75 50 111 58 106
23 105 16 117 39 95 7 115 25 119
53 71 22 98 28 79 17 63 27 72
29 86 5 101 49 104 9 68 1 73
36 74 43 62 20 84 52 64 34 60
66 48 97 21 91 40 102 56 92 47
90 33 114 18 70 15 110 51 118 46
83 45 76 57 99 35 67 55 85 59
113 11 82 38 88 19 77 3 87 12
89 26 65 41 109 44 69 8 61 13
96 14 103 2 80 24 112 4 94 0

(3.3)
3. Grouping clusters
Logical clusters are grouped to form 6 major groups and numbered from 0 to 5. For
a 2048-FFT, the even groups (0, 2 and 4) include 24 logical clusters each, while odd
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groups (1, 3 and 5) have 16 logical clusters. The formation of the groups is shown
in Figure 3.11. In order to appreciate how this outer permutation gives frequency
diversity, Figure 3.12 shows the distribution of logical clusters of group ’0’ with respect
to 120 physical cluster positions.
Figure 3.11: DL PUSC grouping clusters [from [104]]
4. Pilot subcarriers
The positions of the pilot subcarriers are different for an odd and even OFDM symbol.
Within the 14 subcarriers numbered as 0-13, for odd symbols the pilots are marked as
’4’ and ’8’, for even ’0’ and ’12’, (Figure 3.13).
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Figure 3.12: DL PUSC distribution of subcarriers [from [104]]
Figure 3.13: DL PUSC - positioning of pilot subcarriers [from [104]]
5. Forming subchannels
Finally, subcarriers of a group are distributed to subchannels using the inner permuta-
tion given in Eq.111 of [13]. This formula gives the subcarrier index within the group:
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subcarrier(k, s) = Nscrnk + PS [nkmodNsch] +BPermBasei−j modNsch
where
subcarrier(k, s) is the index of subcarrier k within a group (i.e., with 2048-FFT,
in group ’0’, it ranges from (0-287)
s is the index number of a subchannel in a group, from the set
[0...Nsch−1](i.e., with 2048-FFT, Nsch for even and odd groups
are 12 and 8 respectively)
nk = (k + 13s)modNscr
k is the subcarrier-in-subchannel index from the set
[0...Nscr - 1]
Nscr is always equal to 24 for PUSCDL
PS [.] is the series obtained by rotating basic permutation
sequence cyclically to the left s times (Table-310 [3]).
PS [.] = {6, 9, 4, 8, 10, 11, 5, 2, 7, 3, 1, 0} and
{7, 4, 0, 2, 1, 5, 3, 6} for even and odd groups respectively.
The effect of the inner permutation on frequency diversity with the subcarriers of
subchannel ’0’ of group ’0’ is depicted on Figure 3.14. The effect of both the per-
mutations (inner and outer) can be seen on Figure 3.15.
3.5.4 Slot assignment formulation
As defined in the previous section the minimum time/frequency resource allocation
unit which can be assigned to a single user for data transmission is a slot. The full
set of slots in the downlink subframe is denoted as L. According to the selected per-
mutation scheme the slot is formed of 1 subchannel x (1, 2 or 3) OFDMA symbols,
(Table 3.4). At each super-frame all the base stations are requesting Channel State In-
formation (CSI) from their subscribers. The CSI represents the interference state and
therefore determines the SINR levels of all the channels. According to the SINR the
BS selects the most efficient modulation and coding scheme for the user to maximize
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Figure 3.14: Subcarriers of subchannel plotted against group subcarrier index
[from [104]].
its achievable bit-rate.
All available slots are shared among the users within a single base station. The slot
allocation problem is defined as a non-linear integer programming where for each user
a slot allocation matrix is given ∆Rj and denoted as:
δij =
 1 − if slot (Li) is assigned to the user at RTP (Rj)0 − otherwise
Li ∈ L,Rj ∈ R
If a slot is used by a cell it is denoted as:
δij−k =
 1 − if slot (Li) is used at sector (Bj−k) of site (Sk)0 − otherwise
Li ∈ L,Bj ∈ BSk , Sk ∈ S
We make the following assumptions in this thesis:
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Figure 3.15: Subcarriers of subchannel plotted against absolute subcarrier index
[from [104]].
1. The whole pool of channels and subchannels is available to all BSs in the net-
work.
2. Each slot can be allocated to one user only within a cell, in order to avoid intra-
cell interference and gain maximum achievable data-rate.
3. Neighbouring cells may reuse the same subchannels and channels if it does not
cause mutual interference.
4. The transmission power on each subchannel is fixed, whereas the transmission
rate is variable depending on the channel condition (SNR).
Assumption 2 is based on [89, 33]. It shows that an OFDM system can achieve the
best performance when each channel is assigned only to one user in each cell.
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OPT levels BS power (dBm) BS power (W) Subchannel
power (dBm)
1 27 0.5 9
2 29 0.79 11
3 31 1.26 13
4 33 2.0 15
5 35 3.16 17
6 37 5.01 19
7 39 7.94 21
8 41 12.6 23
9 43 20.0 25
10 45 31.6 27
Table 3.6: Total BS and subchannel power levels
3.5.5 Power allocation
If deployed by the optimization framework, a BS transmits at a power level from a
predefined set BPj−k. The breakdown for sector and subchannel power at each level
is given in Table 3.6 where ’OPT levels’ is the notation of power levels used in the
optimization framework . The maximum power is limited by the regulatory body in
each country (e.g. 45dBm in European countries).
In this thesis it is assumed that all the users within a cell receive the signal on the same
transmit power level irrespective of the channel conditions.
3.6 Interference calculation
Interference evaluation of the system is a crucial stage of the network planning, as fully
loaded wireless networks tend to be interference limited. There are numerous factors
affecting interference [58] including:
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• Out of Block Emission
• Receiver selectivity
• Transmitter adjacent channel emissions
• Adjacent channel interference ratio
• Antenna characteristics
• Base station / subscriber station location
• Frequency reuse pattern
With universal frequency reuse in WiMAX systems the spectral efficiency near the cell
boundaries is significantly reduced due to Inter-Cell Interference (ICI) There is number
of ICI mitigation techniques discussed in the literature, namely interference avoidance
(IA), interference randomization, interference cancellation, fractional frequency reuse
and inter-sector coordination. WiMAX embeds some of these techniques, i.e. distrib-
uted permutations such as PUSC is a good example of IA in a mobile environment.
The main source of interference in a WiMAX network comes from subcarrier collisions
within the selected slots of neighbouring cells. Therefore, average interference in a cell
increases as the traffic load of other cells increase. The main task of the interference
determination lies in finding the collision rates among the interfering cells.
By intelligently allocating slots to users the SINR ratio can be significantly improved,
thus, increasing the achievable bit-rate. The interference power in a subchannel is
linearly proportional to the number of subcarrier collisions in a subchannel.
Resources are allocated to users based on the periodic channel measurements and
traffic demand. This information allows us to determine the interfering BSs and corres-
ponding achievable rates. Therefore the SINR received by user i, γi, can be calculated
according to the following expression:
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γi =
Fj−k(Ri)∑
Sy∈S
∑
Bx∈BSy
Ix−y(Ri) + Γi
(3.4)
∀ i : Ri ∈ R,Rcovi = 1, Fj−k(Ri) = argmax(Fx−y(Ri)) (3.5)
∀x, y : Rcovi−x−y = 1 (3.6)
where Fj−k(Ri) is the received signal strength from the serving antennaBj−k, Ix−y(Ri)
is the total interference level from the cell Bx−y and Γi is a noise. Conditions 3.5 and
3.6 show that the signal strength from the serving station must be the highest and the
rest of the stations covering RTP Ri and using the same slot are creating co-channel
interference.
Noise can be calculated as:
Γi = Γamb + Γbkg (3.7)
Γbkg = (Trx + Tbkg)× bw × κ
Γamb = bw × σ
Trx = (NFW − 1.0)× Tbkg
bw = Nsubch_used ∗ 20000000/Nsubch
where Γamb and Γbkg are the ambient and background noise levels respectively, Trx the
receiver and Tbkg = 290K the background temperatures, κ is the Boltzmann constant
(1.3806488E-23), σ is the ambient noise level constant (1.0E-26), NF is the noise
factor of the receiver (4 dB) and NFW is the value in Watts, bw is bandwidth (in Hz)
allocated to the user, Nsubch_used subchannels are allocated to a user and Nsubch is the
total number of subchannels within a single time symbol.
Ix−y(Ri) =
∑
Ls∈L
Isx−y(Ri) (3.8)
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Isx−y(Ri) =
∑
Lw∈L
δwx−yz(BPermBasex−y , BPermBasej−k , s, w)
(
∑
Lw∈L
δwx−y)×Nsubcar
× Fx−y(Ri) (3.9)
Equation 3.8 gives the expression for the total interference power from a particular
cell. Whereas, expression 3.9 calculates interference from a cell on individual slots,
where δwx−y indicates if slot Lw is in use in sector Bx−y, z(.) is a function of four
parameters to identify the number of subcarrier collisions in a pair of slots: BPermBase
identifies the serving and interference cells, and slot indices respectively, Fx−y(Ri) is
the field strength of the interfering signal. Using the procedure of subchannels form-
ation described in Section 3.5.3, z(.) gets the ratio of subcarriers in the given slots
and PermBase parameters of the serving and interfering cells to the total number of
subcarriers in these slots. The interference is therefore reduced according to the ratio
of the collisions.
3.7 Throughput estimation
The theoretical throughput calculation for the DL subframe in Mobile WiMAX em-
ploying an OFDMA profile is done using the following expression:
CDLsubfr =
Nsymbols Nsubcar
tfr
(symbols/second) (3.10)
It accounts for the number of symbols used for data transmission in the DL subframe
Nsymbols, the number of data subcarriers in the frequency dimension Nsubcar and the
duration of the frame tfr. This gives the raw capacity but does not account for the
signalling overheads. However, this issue is discussed in the section 3.8.
Wireless networks in comparison to wired suffer from rapidly fluctuating channel con-
ditions. This means that the system must be able dynamically adopt to changing condi-
tions and control the power and coding rate in order to constantly maintain the highest
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channel capacity at all times. The use of the advanced modulation and coding schemes
has a significant impact on the raw capacity of the channel. The uncoded channel size
varies by a factor of nine between the highest and lowest modulations. This means
that depending on the channel conditions the capacity can vary by nearly an order of
magnitude.
Based on the adoption of AMC schemes for varying SINR levels of the channels, the
throughput calculation of the WiMAX system can be described as a ring structure. The
further a user is located from the cell the lower its SINR level and as a result the achiev-
able bit-rate is reduced. Hence, the actual mapping between the SINR measures and
the achievable rates is a function of fading profiles and the available modulation/coding
techniques. Examples of the rate functions in terms of SINR can be found in [153, 44].
The theoretical throughput calculation per modulation scheme for DL subframe is ex-
pressed as follows:
CDLsubfr =
bm cr Nsymbols Nsubcar
tfr
(bps) (3.11)
where bm is the modulation gain, which is 2 for QPSK, 4 for 16-QAM, and 6 for
64-QAM; cr is the coding rate of the chosen modulation.
Given that the SINR level modulation and coding scheme can be identified, then this
in turn can be matched with the maximum achievable bit-rate of the transmission.
The SINR versus modulation values used in this thesis are presented in Table 3.7.
The switching process between modulations is represented by transition thresholds
SINR MIN and SINR MAX - when a threshold is reached, the modulation order
changes until another threshold is achieved. The definitions of the thresholds may vary
depending on the goal of the adaptation (switching) algorithm - minimizing the error
probability or maximizing throughput.
As previously defined the minimum allocation unit referring to the smallest two-dimensional
quantum, for users is a slot. By means of CSI and resource allocation algorithms em-
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MODULATION CODING RATE SINR MIN (dB) SINR MAX (dB)
QPSK 1/2 0 5
3/4 5 12
16QAM 1/2 12 19
3/4 19 23
64QAM 1/2 23 25
2/3 25 27
3/4 27 29
5/6 29 >29
Table 3.7: SNR thresholds based on modulation and coding rate
bedded in WiMAX, the slots are chosen for each user to maximize overall capacity. A
slot capacity can be expressed as a fraction of the subframe capacity:
CDLslot =
CDLsubfr
Nslots
=
Nsmb_slot bm cr Nsubcar
tfr Nsubch
(bps) (3.12)
where Nslots is the total number of slots in the DL subframe which can be defined as
Nsymbols Nsubch
Nsmb_slot
, and Nsmb_slot is the number of symbols per slot (1, 2, or 3 symbols), a
partitioning parameter for different permutation schemes which is presented in Table
3.4.
Given the transmission bit-rate of an assigned slot it can be calculated whether more
slots need to be assigned to a user in order to satisfy its bit-rate demand.
3.8 Transmission overheads and cell capacity
To analyse the actual capacity of 802.16e WiMAX radio, the raw capacity needs to be
adjusted based on the amount of signalling overheads. The main parameters of OF-
DMA PHY are summarized in Table 3.8. In this section the overview of DL overheads
analysis and the formulation of capacity is presented.
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Parameter Values
System Bandwidth 5 10 20
FFT size 512 1024 2048
Total OFDMA symbol duration (µs) 100.84
Frame duration (ms) 5
Symbols/frame 49
Data symbols 44
Table 3.8: Mobile WiMAX PHY parameters
Figure 3.16: Downlink bandwidth calculation
There are numerous complex factors in the WiMAX MAC and PHY layers which
affect the base station capacity estimation. A step-by-step approach with consideration
of all the major overheads and the process of calculating the useful channel bandwidth
can found in [5]. Figure 3.16 depicts this process with the account of the various PHY
and MAC overhead contributions. These contributions are different in nature - the PHY
layer introduces fixed overheads, whereas the MAC layer is more variable and depends
on configurations of the system and traffic type.
The overhead elements can be described as follows:
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• Incomplete symbols
• DL preamble
• Frame Control Header (FCH)
• UL/DL MAP
• MAC protocol data units (MAC-PDU)
• Data burst
Considering the listed overheads the effective capacity is reduced by: the preamble
length (2 OFDM symbols), FCH message length (1 OFDM symbol), and broadcast
messages (DL-MAP, UL-MAP, UCD, DCD) where length is variable according to the
number of served users in the cell, as well as to the length of control messages specified
to each user.
In depth analysis of each element is not considered here. However, the explicit calcu-
lations of the overheads are presented in [125, 41, 5, 31, 113].
The following assumptions are used in this thesis:
• The signalling overhead in DL subframe encounters of 24% of the PHY capacity,
indicated in the studies [82].
• The frame is partitioned to downlink and uplink subframes with a DL/UL ratio
set of 3:1, with 37 symbols allocated to DL and 12 to UL.
• Removing overheads from the DL leaves 28 symbols for the actual capacity.
Bcapj−k = Nslots(1− roverheads) (3.13)
The capacity of the base station sector, denoted as Bcap, is derived from the number of
slots available in the channel within a frame with removed overheads roverheads. Having
assigned a number of slots to a user the capacity is reduced by this number of slots.
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Chapter 4
Optimization - General Framework
This section addresses the problems of automatic cell planning and automatic fre-
quency planning and solving these problems using an optimization framework first
in a traditional way when they are considered separately and then in the more complex
combined fashion to address the two fundamental network design problems simultan-
eously.
4.1 Optimization framework background
It has been shown that wireless network problem belongs to the class of NP-hard prob-
lem [52, 25, 103]. This implies that an exhaustive search, where every possible solution
is evaluated in order to obtain the optimal solution is unacceptable strategy for the real
world problems as the size of the problems tend to grow very large very quickly. When
faced with this kind of problem an approach needs to be employed which allows to ob-
tain high-quality solutions in a reasonable time. Such an approach is called heuristic.
The following definition provided by Reeves in 1996 gives a good description:
A heuristic technique (or simply heuristic) is a method which seeks good (i.e. near-
optimal) solutions at a reasonable computation cost without being able to guarantee
optimality, and possibly not feasibility. Unfortunately, it may not even be possible to
state how close to optimality a particular heuristic solution is.
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Meta-heuristic techniques have become a common approach to solve problem of plan-
ning cellular/wireless networks with the following most popular methods:
• Simulated annealing (SA),
• Genetic algorithms (GA),
• Tabu search (TS).
Genetic algorithms are search methods based on principles of natural selection and
genetics [63, 35, 79]. GAs encode the decision variables of a search problem into
finite-length strings of alphabets of certain cardinality. The strings which are candid-
ate solutions to the search problem are referred to as chromosomes, the alphabets are
referred to as genes and the values of genes are called alleles. In contrast to tradi-
tional optimization techniques, GAs work with coding of parameters, rather than the
parameters themselves. Another important concept of GAs is the notion of population.
Unlike traditional serach methods, genetic algorithms rely on a population of candidate
solutions. The population size, which is usually a user-specified parameter, is one of
the important factors affecting the scalability and performance of genetic algorithms.
The main concept of GA is based upon the concept of survival of the fittest. Start-
ing with a population of randomly generated solutions through breeding, mutation and
death the overall fitness of each solution is raised over successive generations [68].
There are several studies concentrating on using GAs to obtain solutions for cellular
planning problems [38, 109, 37, 154, 77, 88].
Tabu search was proposed by Fred Glover in 1986 to allow hill climbing to overcome
local optima [65, 66, 67]. The basic principle of tabu search is to pursue the search
whenever a local optimum is encountered by allowing non-improving moves; cycling
back to previously visited solutions is prevented by the use of memories, called tabu
lists, that record the recent history of the search. Tabus are one of the distinctive ele-
ments of tabu search when compared to hill climbing. As already mentioned, tabus are
used to prevent cycling when moving away from local optima through non-improving
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moves. The key realization here is that when this situation occurs, something needs to
be done to prevent the search from tracking back its steps to where it came from. This
is achieved by making certain actions tabu. This might mean not allowing the search
to return to a recently visited point in the search space or not allowing a recent move
to be reversed. Tabus are stored in a short-term memory of the search (the tabu list)
and usually only a fixed and fairly limited quantity of information is recorded. The
TS heuristic was applied to the antenna placement problem as well as to the frequency
assignment problem in [136, 93, 123, 84, 49, 24, 96].
Simulated annealing is a heuristic optimization algorithm which is based and inspired
by an analogy between the physical annealing process of solids and the problem of
solving large combinatorial optimization problems. In condensed matter physics, an-
nealing is known as a thermal process for obtaining low energy states of a solid in a heat
bath. The process consists of the following two steps [91]: increase the temperature of
the bath to a maximum value at which the solid melts; decrease carefully the temper-
ature of the heat bath until the particles arrange themselves in the ground state of the
solid. A typical feature os SA is that, besides accepting improvements in cost, it also
accepts deteriorations to a limited extent. Initially, at large values of temperature, large
deteriorations will be accepted; as temperature decreases, only smaller deteriorations
will be accepted and finally, as the value approaches 0, no deteriorations will be accep-
ted at all. This feature means that SA, in contrast to iterative improvement, can escape
from local minima while it still exhibits the favorable features of iterative improve-
ment, i.e simplicity and general applicability. Simulated annealing has been widely
used within the area of cellular network planning [101, 64, 134, 28, 17, 105, 83].
It can be seen that all the listed techniques have been successfully used to tackle the
fundamental problems of cellular network planning and frequency planning. With no
theoretical prove of one method being superior to another, that is also confirmed in
No Free Lunch theorem [147] which states: ’For all possible performance measures,
no search algorithm is better than another when its performance is averaged over all
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possible discrete functions’, the following criteria can be considered when selecting
the optimization technique for network planning: the objectives of network planning,
techniques employed in the framework, the required quality of solution, computation
time and other technique-specific considerations. Technique-specific considerations
for the three algorithms are as follows:
Genetic algorithms
• representation is crucial, complex data structures for the specific problem must
be determined;
• effectiveness could be sensitive to choice of parameter values and operators, the
large number of parameters must be set through a lot of experimentation in order
to acquire solutions of the required quality.
Tabu search
• effectiveness depends on strategy of tabu-list manipulation, definition of the
search space and the neighbourhood structure.
Simulated annealing
• neighbourhood function is crucial to its effectiveness;
• cooling schedule could be important.
As described, all the techniques have their advantages and disadvantages in the form
of complexity of the implementation. The main goal of the research work presented in
this thesis was not to compare the effectiveness of different optimization methodolo-
gies but to develop a model and a framework for planning Mobile WiMAX networks
optimizing all the given objectives. The simulated annealing has been chosen as a
foundation of the optimization work due to the following elements and characterist-
ics: performance, i.e running time and solution quality; ease of implementation; and
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applicability and flexibility. The SA is conceptually very simple and quite easy to im-
plement. With respect to applicability and flexibility it has become obvious as a result
of the overwhelming amount of practical experience that has been gathered over the
past 30 years that simulated annealing can be considered as one of the most flexible
and applicable algorithms that exist. With respect to performance, the solution quality
can be typically traded against running time. Despite numerous studies it is still diffi-
cult to judge SA on its true merits. Another justification for choosing SA is that it can
be more efficient than GA and TS because of the single configuration - it can be made
more efficient to update the configuration after a single change has been made. This
applies to GA’s but is required for all the population members, for TS the whole neigh-
bourhood needs to be evaluated. SA is the only method that updates a single network
configuration.
The optimization framework is based on a Simulated Annealing (SA) algorithm [91]
powered by a range of neighbourhood moves. SA is a generic probabilistic meta-
heuristic for locating a good approximation to global optimum of a function in a large
search space. As it incorporates an iterative process, at each step some small changes
are made to the current solution to explore and evaluate neighbours. These moves
can be divided on two categories: random - which help to explore new areas of the
search space and to avoid getting stuck in a local optimum, and intelligent moves -
which specifically target specific network deficiencies. The assessment and evaluation
of new network designs is based on a weighted objective function. When new solutions
yield better values they are always accepted, otherwise the algorithm probabilistically
decides whether to move to a new state. This mechanism helps to avoid the algorithm
converging to solutions which are suboptimal.
The overall framework is depicted on Figure 4.1.
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Figure 4.1: Optimization framework
4.1.1 Input data
Accuracy of input data has a significant effect on the quality of the final network
designs. Prior to the planning stage, network operators spend a considerable amount
of time to prepare all the required information for the desired area. This data includes:
geographical positions of potential sites; distribution of RTPs within the area; propaga-
tion model or measurements for all RTPs; distribution of users at so-called peak hours
(when the network is loaded the most); traffic model, which represents throughput and
QoS demands for the users; the financial model reflecting the capital and operational
costs for running the network and predictions of revenues and profits.
4.1.2 Initial network
One can choose the initial state starting point randomly, and begin annealing at a suffi-
ciently high temperature that most moves are accepted. Alternatively, a fast problem-
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specific heuristic is used to find an initial state with a moderately small cost function
value, and annealing begins at a lower temperature.
The initial network is a starting point for the algorithm. There are several scenarios
for building it depending on any pre-existing infrastructure. An existing network can
be used as the initial one if it is to be expanded or reorganised. Otherwise, when the
service provider is deploying a new network it can be produced from the following
options:
• random - select a random number of sites from the set of potential ones and
activate with maximum number of BSs randomly configured.
• random with full coverage - activate sites in a random order until the whole
network is covered
4.1.3 Simulated Annealing configurations
Simulated annealing is not without its critics and possesses some positive and negative
features. The strongest advantage over the range of available techniques is a statistical
guarantee of finding an optimal solution [91]. Furthermore, SA can:
• process cost functions possessing quite arbitrary degrees of non-linearities, dis-
continuities, and stochasticity;
• process quite arbitrary boundary conditions and constraints imposed on these
cost functions;
• be easily implemented compared to other optimization algorithms;
Critical points of SA include:
• too costly in terms of computational run-time in order to find an optimal solution
(main criticism);
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• complex in tuning the algorithm for specific problems (compared to other tech-
niques);
• misused by transforming SA into SA-like techniques, e.g. simulated quenching
(SQ), which do not predict the optimality, but nonetheless are powerful tools;
• mainly based on physical properties rather than on mathematical ideas.
The original Metropolis Monte Carlo algorithm [107] was generalized by Kirkpatrick
who included a temperature schedule to improve the efficiency of the algorithm [91].
We do not seek the guarantee of finding global optima but a good solution in a reas-
onable time. With the ease of implementation of SA some modifications have been
applied to the standard simulated annealing (Boltzmann annealing [128]) in order to
speed up the optimization process. The general structure of the SA is presented in
Algorithm 4.1.
The idea behind the algorithm is to heat the system to some initial high temperature
and then slowly cool it down. This is called annealing, which lets the system settle
into a low energy state without getting stuck in a local minima. The analogy is taken
from the physical systems in order to solve combinatorial optimization problems: the
cost function is associated with the energy of a physical system; the solution space
is associated with the state space. The search space of the problem is probed by a
probabilistic hill climbing search, which is controlled by a parameter T that plays the
role of the temperature in a physical system. By gradually and slowly decreasing T
towards zero according to a chosen schedule, it can be shown that the globally optimal
solutions are approached asymptotically. By randomly proposing a move from a set of
predefined moves a new state is formed. A move is defined as a perturbation whose
utilization to the current state leads to a new state. The move selection process is
called in this work as move generation strategy and fully described in the following
section. Then it is decided if the proposed move is accepted or rejected by probability
p. If a proposed move is accepted, the new state becomes the current state; otherwise
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Algorithm 4.1 Simulated annealing pseudo-code
1: get an initial state s0 with energy E(s0)
2: make the initial state the current state
3: select an initial ’high temperature’ T0
4: while the system is not yet frozen do
5: while the system is not yet in thermal equilibrium do
6: pick a random nearby state with energy E(si)
7: let ∆E = E(si)− E(s0)
8: if ∆E ≤ 0 then
9: the newly proposed state becomes the current state
10: else
11: if exp(−∆E
T
) < u then
12: the newly proposed state becomes the current state
13: end if
14: else
15: no change in state (i.e. reject state)
16: end if
17: reduce the temperature T by ∆T
18: output the current state
19: end while
20: end while
the current state remains unchanged. The probability of accepting an uphill move
(which results in a positive ∆E) is controlled by the temperature T . This gives to SA
a mechanism to widely explore the state space. The process of exploration is repeated
until the system reaches the state of thermal equilibrium. Then, the temperature is
reduced according to a schedule and the system is allowed to reach thermal equilibrium
ones again. The process is terminated when no significant improvement is expected by
further lowering the temperature.
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The main issues with the implementation of SA include the problem-specific choices
such as objective function, neighbourhood and constraints, and generic settings - gen-
eration and acceptance probabilities and the cooling schedule.
Acceptance Probability Function: The probability of moving from the current solution
state s to a new state s′ is defined by the function p(E(s), E(s′), T ), where E(s) and
E(s′) are the energies (cost) of the current and new state respectively, and T is the
temperature. There is a considerable amount of experimentation approaches presented
in the literature on the acceptance probability but we employ the standard and the
most common - exponential function [15]. The probability function p is required to
be non-zero when E(s′) > E(s), meaning that there is a chance of a system being in
a high energy state, in other words accepting worse solutions (uphill moves) in order
to avoid getting stuck in local minimum in favour of finding a global solution. The
transformation of the state s highly depends on the temperature T , i.e. the chances of
accepting uphill moves are diminishing with the reduction of the temperature. We use
the so-called Boltzmann probability distribution:
p(E(s), E(s′), T ) = exp(−E(s
′)− E(s)
T
) (4.1)
Cooling Schedule: defines the initial temperature, procedure for changing the temper-
ature during the run, and stopping criterion. As Romeo and Sangiovanni-Vincentelli
state in their work [121] - an effective scheduling is essential to reduce the time for
the algorithm to converge to an optimal solution. Cooling schedules are heuristic in
nature, striving to balance the reasonable run time with SA dependence on asymptotic
behaviour. We adopt the static schedule representation which implies the complete
identification of one prior to the beginning of the algorithm. That is contrary to the
adaptive approach when the temperature is adjusted dynamically based on the inform-
ation obtained during the execution. Many approaches and heuristic methods have
been presented in the literature to find the optimal cooling schedule. Full analysis can
be found in [42]. However, these schedules fully depend on the chosen neighbourhood
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and the topology of the objective function and their effectiveness can only be compared
through experimentation.
As the scheduler used in this SA equation 4.2 is shorter than those guaranteeing the
convergence to global minimum, a record of best performing solutions found during the
optimization are maintained, as when the algorithm terminates the last found solution
may not be the best.
Tk+1 = a Tk, 0 < a < 1 (4.2)
Initial temperature
The initial stage of simulated annealing is generally directed to global searching to in-
vestigate alternative optima. It is important to identify the sensitivity of the global
exploration to the initial temperature. This can improve the efficiency of the SA.
For many problems much time is spent inefficiently until an annealing temperature
is reached which starts to effectively sample the search space and getting to a local
minima. One solution has been proposed in [32] where some short sample runs were
performed to determine this effective temperature. Their numerical experiments indic-
ate that for SA optimization one should spend most of the time determining T0. Then
conventional slow cooling schedule can be replaced by a schedule with rapid cooling.
We choose the initial temperature such that after one loop of the given temperature the
algorithm has a 40% acceptance ratio.
Stopping criteria
It has become successful and popular in stopping SA at low temperatures when some
low predetermined acceptance ratio is reached. Acceptance criteria are biased accord-
ing to information being gathered on the cost function during the search, maintaining
detailed balance throughout the search. We suggest using SA until some low accept-
ance criteria is reached and then terminate the algorithm. This ratio is chosen in such
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a way that when the system approaches its frozen state, the decrement of the average
energy from one temperature to the other is small.
4.1.4 Move generation strategy
The choice of move generation strategy highly influences the performance of simulated
annealing. As previously mentioned, the Metropolis method has one major drawback
- the run-time is quite high because many candidate solutions are rejected at low tem-
peratures. Moreover, when heuristics are used to build a good initial state, annealing
starts at a low temperature and as a consequence there is low acceptance rate in the
following runs. The low acceptance rate is necessary as this method does not maintain
information about the effect of the possible moves on the cost function. The algorithm
must uniformly choose from the set of Nmoves possible moves and then reject most
selections.
The alternative is to maintain the effects of each possible move on the cost function and
use this information to bias the selection of moves. The move generation probability
function used in this work is not a temperature-dependent distribution with probability
proportional to the neighbourhood size. Since the main drawback of simulated anneal-
ing is its excessive run-time we introduce a modification to the generation function
to speed up the algorithm. The increase in speed is achieved by decreasing generality.
Instead of the standard approach which blindly generates neighbours uniformly, we ad-
opt an intelligent mechanism which modifies its probability distribution dynamically
to accommodate search intensification and diversification. The idea is adopted from
[132, 61] where Tovey suggests an approach called neighbourhood prejudice swindle.
Similarly, a very methodical approach called rejectionless was developed in [74] yield-
ing a search time not dependant on the acceptance ratio or temperature.
Prior to the start of the optimization process all the moves from the neighbourhood set
are equally weighed with the same probabilities of selection to allow the SA to explore
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the full range of modifications. However, as the search proceeds the algorithm dynam-
ically evaluates the acceptance ratio of moves (number of accepted to the total number)
within a fixed number of iterations. Then SA dynamically corrects the corresponding
weights according to the performance of each move, so that the most accepted moves
are executed more frequently in the following loop.
Move selection strategy
A set of moves defined for each optimization stage is used to steer the initial stage into
making changes to the configurations of base stations and network which are deemed
to be problematic. This selection procedure has an important impact on the search
progress and final result. We introduce a mechanism (probabilistic by nature) to con-
trol and target these modifications towards deficiencies in the network as efficiently as
possible.
There are two ways in making modifications - randomly selecting the sites and con-
figurations for the base stations, or intelligently, which are performed according to the
performance of certain moves. This means that the best performing moves are selected
more frequently, thus improving problematic base stations which are under performing
in some way or another. For example, if a BS is not efficiently loaded then its configur-
ations may be altered towards increasing the load by increasing power or tilting. Also
the proportion between random and intelligent moves plays a significant impact on the
advancement along the search space. Having random moves is beneficial in terms of
exploring new areas of the solution space, but too frequent use may slow down the pro-
gress and reduce the chances of converging to a good solution. The dominance of the
intelligent moves may lock the search in the local optima, but it speeds up the progress
by modifying and improving problematic areas of the network. Clearly some balance
should be introduced between the two.
Definition 4.1.1. Acceptance ratio: is a rate between the accepted and the total num-
ber of perturbations for a particular move.
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One way of realizing this is to fix the probabilities of selecting moves equally, so that
all the modifiers have the same chance of being chosen. However, this method has
proved to be wasteful towards the end of annealing when the acceptance ratio of some
moves drops dramatically. Having identified this trend the selection procedure has
been modified to dynamically evaluate the acceptance ratio of the moves and giving
priorities to those performing the best. The pseudo-code of this strategy is given in
Algorithm 4.2.
The strategy is straightforward. Initially all the moves are equally weighted. In our
case for Stage 1 of the optimization framework (section 5) four moves have been con-
structed, all with the weight of 0.25 (or 25% chance of being chosen). With every
iteration of the Initial Coverage stage the number of accepted and the total number of
moves are maintained. After 100 iterations of SA the acceptance ratio of all moves
is retrieved and is expressed as the ratio of accepted number of moves (being selected
and accepted for meeting the criteria) to a total number of moves (including rejected
ones). Next, the moves are arranged in the increasing order of acceptance ratio with
the lowest first. Finally the new weights are calculated.
To illustrate this: after first 100 iterations - or 100 moves being performed, say the
following values have been derived:
• move site - 22 accepted, 26 total - acceptance ratio 22
26
≈ 0.846
• change power - 14 accepted, 25 total - acceptance ratio 14
25
= 0.56
• change tilt - 17 accepted, 23 total - acceptance ratio 17
23
≈ 0.739
• site deactivation - 9 accepted, 26 total - acceptance ratio 9
26
≈ 0.346
It is clear that the ’move site’ modifier is the most successful with more than 84%
acceptance ratio, followed by ’change tilt’ etc. After sorting the moves the new weights
will be as follows:
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Algorithm 4.2 Pseudo-code for move selection scheme
1: initialize the counter of moves performed cntstep = 0
2: set all moves probabilities to default:
3: 1. move site - 0.25, Nacc1 = 0
4: 2. change power - 0.25, Nacc2 = 0
5: 3. change tilt - 0.25, Nacc3 = 0
6: 4. site deactivation - 0.25, Nacc4 = 0
7: while hundred moves is not performed, cntstep < 100 do
8: choose move i, i ∈ Nmoves
9: if move i is accepted then
10: increment Nacci + +
11: end if
12: increment N totali + +
13: increment cntstep + +
14: end while
15:
16: for i: 1 to Nmoves do
17: calculate the acceptance ratio of each move
18: Ni = N
acc
i /N
total
i
19: end for
20: sort the moves in increasing acceptance ratio
21: for i: 1 to Nmoves do
22: pi =
i
Nmoves∑
k=1
(Nmoves + (1− i))
23: end for
• site deactivation - p1 = 14+3+2+1 = 0.1
• change power - p2 = 24+3+2+1 = 0.2
• change tilt - p3 = 34+3+2+1 = 0.3
4.1 Optimization framework background 84
• move site - p4 = 44+3+2+1 = 0.4
Having identified the new priority levels for the moves in the next 100 iterations the
choice will be governed by a randomly generated number rnd between 0, 1 and pro-
cedure presented in Algorithm 4.3:
Algorithm 4.3 Pseudo-code for move selection scheme
1: generate rnd = rand{0, 1}
2: if rnd > 0 and rnd ≤ 0.1 then
3: choose move ’site deactivation’
4: else
5: if rnd > 0.1 and rnd ≤ 0.3 then
6: choose move ’change power’
7: end if
8: else
9: if rnd > 0.3 and rnd ≤ 0.6 then
10: choose move ’change tilt’
11: end if
12: else
13: choose move ’move site’
14: end if
Therefore after each set of 100 iterations the performance of the moves is re-evaluated.
4.1.5 Network objectives and cost function
Multi-objective optimization is the process of simultaneously optimizing (finding a
trade-off between) multiple conflicting objectives, subject to given constraints. As
these objectives are competing it is no longer possible to find the single solution which
is superior to all others in every objective. There are two approaches dealing with this:
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finding a number of solutions for which there exists no superior solutions - the Pareto
set [47]. This set represents the optimal trade-off between objectives available - a set
of solutions, none of which dominate each other (mutually non-dominating) and for
which no feasible configurations dominate them.
Simulated annealing is a highly desirable algorithm for the problems with a single
objective as there exists a theoretical proof that is able to show convergence to the
optimal solution. Therefore we make use of a standard method of finding a solution
to multi-objective optimization problem - single aggregate objective function (AOF).
The idea behind AOF is to join all objective functions into a single fitness function by
means of a weighted sum.
E(s) =
N∑
i=1
wiEi(s) (4.3)
Here E(s) is a combination of the N objectives Ei(s), with weights w1...wN . Using
this approach, the E(s) function is to be minimized for s ∈ Ω, whereΩ is the solution
space.
The use of AOF is attractive as the minimization of E(s) gives a solution, the image
of which in objective space lies on the Pareto set x ∈ Ω. Also by varying the weights
it is possible to locate different regions of the Pareto set. However, it is argued that
the weighted sum approach is subjective in that a network designer must choose the
weights. Despite the problems with the AOF approach, it has been shown in [81] that
algorithms employing this technique can perform well, especially with a large number
of objectives. This method has been adopted and modified by many [122, 135, 112].
From the view of an operator when building a network from nothing the planner
must consider a large range of targets as well as limitations. He needs to ensure
that the broadband service advances to market quickly, becomes profitable by optim-
izing CAPEX, not over engineering the network and provide a possible path for future
growth. After the network is deployed, it should be built in a way for the operator to
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easily manage, tune and grow the system when required.
The initial investment for a WiMAX license is considerable and therefore the return
is desired as quickly as possible. The most important element of commercializing
the network is thorough planning both for the business model and in the operational
network plan.
To plan and place a robust WiMAX network as quickly and cost-effectively as possible
it is crucial to set the right objectives so the operator can focus on attracting customers
with new wireless broadband solutions. Three objectives are presented all aiding the
algorithm to find a profitable and effective final network.
1. COVERAGE
Coverage of the network is to be maximized, i.e. the number of RTPs receiving signal
above service level threshold from at least one active base station:
E1 = 1−
|R|∑
i=0
Rcovi
|R| −→MIN (4.4)
∀Ri :
∑
Bj∈BSk
∑
Sk∈S
Rcovi−j−k ≥ 1 (4.5)
|R|∑
i=0
Rcovi
|R| ≥ λ
cov (4.6)
Constraint (4.5) ensures that a RTP is covered if it receives signal from at least one
base station. (4.6) represents the constraint on coverage to be achieved at least for λcov
percentage of users, imposed by service providers and is normally in the range of 90%.
In [143] authors have introduced a method of determining and analysing the cost im-
plications of providing different levels of service coverage in terms of a marginal cost
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measure. It has been shown that as the coverage level rises beyond some threshold
there is a substantial increase in cost, relative to increase in service coverage, for ad-
ditional provision. Although this threshold level is problem specific, this investigation
shows that coverage above 95% is significantly more expensive.
2. SERVICE
Maximize service level, i.e. the number of users located at RTPs with satisfied service
demand. This objective is to be optimized for the so-called peak hour when the traffic
load in the network at its maximum:
E2 = 1−
|R|∑
i=0
Rservi
|R| −→MIN (4.7)
Rservi−j−k ≤ zj−k : ∀Sk ∈ S,Bj ∈ BSk (4.8)
∑
Bj∈BSk
∑
Sk∈S
Rservi−j−k ≤ 1 : ∀Ri ∈ R (4.9)
Constraint (4.8) ensures that RTP can be serviced only by an active base station at an
active site. By constraint (4.9) RTP can be serviced only by one base station at most.
3. TRAFFIC COST
Traditionally in wireless network planning problem the financial component of an ob-
jective function targets the minimization of the total expenses imposed by the infra-
structure deployment costs, costs of equipment and maintenance. However, in this
thesis we propose another approach to the financial model replacing the minimization
of the expenses by the minimization of the traffic cost or cost of service. This ob-
jective reflects a cost of providing a unit of service, which in our case is measured in
Kbps. The low cost of service ensures that the service provider can gain more profit by
providing service to consumers at a competitive tariff. In other words the optimization
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algorithm will aim to create cost-effective networks and generate maximum possible
profit.
E3 = 1− traf_cost_min
traf_cost
(4.10)
where traf_cost_min is a lower bound on the cost of service or a desired level by the
service provider, traf_cost is the traffic cost of the current network plan.
traf_cost =
|S|∑
i=0
(zi × (SCAPEXi + SOPEXi +
|BSi |∑
j=0
zi−j ×BCAPEXi−j ))
|R|∑
i=0
Rservi ×Rτi
(4.11)
The numerator in the expression 4.11 provides the total cost of the network, whereas
the denominator calculates the total traffic of serviced users in the network. The main
contributors which make the most significant impact on the overall expenditure are the
site installation and antenna equipment costs, which are the capital expenditures, and
the annual site maintenance costs - operational expenditure. It is clear that the fewer
sites are in use and the more antennas are deployed at each BS the less the overall costs
will be.
4.1.6 Key performance indicators
As in the rest of the industries, key performance indicators (KPIs) are a set of critical
measures of the performance of a network. Such measures are commonly used to
help engineers and providers to define and evaluate how successful the network plan
is. Typical list of these indicators in the Telecom industry is quite wide including
such categories as: subscribers, usage, revenue, coverage and spread, market share,
incremental performance, operational efficiency, marketing, service performance and
quality, financial, spectrum efficiency etc. Each category may also include tens of
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different KPIs. In our case the list was limited to a few of the indicators reflecting the
main technical and financial measures of the network performance. The defined KPIs
are as follows:
• Coverage level (%)
• Service level (%)
• Expenses (e)
• Year 1 profit (e)
• Traffic cost (e/Kbps)
• Spectral efficiency (bps/Hz)
• Total capacity (Mbps)
Some of the KPIs have already been described in the previous section such as coverage,
service, traffic cost and the overall expenses. The remaining indicators are as follows:
SPECTRAL EFFICIENCY
As spectrum is a scares resource, spectral efficiency is one of the main performance
indicators which allows to evaluate effectiveness of any of the wireless technologies
providing triple-play services. Spectral or bandwidth efficiency refers to the informa-
tion rate that can be transmitted over a given bandwidth in a specific communication
system. It is a measure of how efficiently a limited frequency spectrum is utilized by
the physical layer protocol. It is measured in bit/s/Hz and is obtained by dividing the
channel capacity by the channel bandwidth. WiMAX Forum provides the spectral ef-
ficiency figures for different deployment scenarios of Mobile WiMAX networks, e.x.
using SIMO or MIMO antennas, varying between 1.0 and 2.0 bps/HZ, [117].
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PROFIT
Calculation of profit is simply expressed as the difference between the total generated
revenue from all users and total expenditure necessary to supply service:
Π =
∑
j∈R
Rservj ×Rrevj −
|S|∑
i=0
(zi × (SCAPEXi + SOPEXi +
|BSi |∑
j=0
zi−j ×BCAPEXi−j ))(4.12)
The aim is to maximize the profitability of the network having that each serviced user
brings revenue, the installation costs (or CAPEX) are paid at the initial stage of deploy-
ment and operational costs (or OPEX) are considered in each year. We do not consider
the growth of the network in terms of number of users and consequent increase in the
number of base station required for serving the new users.
4.1.7 Neighbourhood moves: generating new solutions
The main problem-specific choice of the algorithm and efficiency of SA is influenced
by the neighbourhood function definition [111]. Creating an effective neighbourhood
structure is a crucial part of designing an efficient simulated annealing algorithm. The
following investigations [50, 57] state that the choice of the neighbourhood serves to
enforce the search topology - ’a neighbourhood structure which imposes a smooth
topology where the local minima are shallow is preferred to a bumpy topology where
there are many deep local minima’.
Another factor playing a significant role in the choice of neighbourhood function is the
neighbourhood size. Although there are different views on the scale of the neighbour-
hood, [40] stating that small size is favourable and that very large neighbourhood is
randomly sampling the search space and is unable to target specific areas, and [114]
reporting completely the opposite that larger neighbourhoods perform better. With
no theoretical proof available the main conclusion can be made that the neighbourhood
requires reachability in a finite number of steps from one solution to any other solution.
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The neighbourhood structure we have employed consists of a selection of so-called
’moves’ as follows:
Add/Remove site - the site to change its operational status is chosen at random. There-
fore when the site is not active a random number of BS’s is activated with default
configurations. When the site is operational it is deactivated and the status is changed
accordingly.
Add/Remove sector - at a randomly selected operational site the choice is made whether
to install additional antenna with default configurations or remove one.
Move site - for a selected active site the list of all possible not operational sites is
created. Thereafter, from the set of the closest sites one is chosen at random and
all the base stations from the initial site are removed to the new one, retaining all
configurations.
Reconfigure antenna - a randomly chosen active antenna is selected for modification
and one or several configurations are altered.
Reconfigure site - a random operational site is selected and all the base stations in it
are modified.
The procedures of the moves and their usage vary with the three optimization stages
which are aiming to resolve specific problems within a stage and imposing different
limitations on the utilization. We therefore reflect all the specifics of each move for
each stage in sections 5.3 and 6.1.3.
4.2 AFP formulation
Generally, frequency planning schemes can be classified into the following categories:
fixed channel allocation (FCA), dynamic channel allocation (DCA) and hybrid channel
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allocation (HCA). Each of these methods has advantages and disadvantages and are
applied to different technologies e.g. GSM, Wi-Fi, MBWA, WiMAX and also different
multiple access schemes e.g. TDMA, FDMA, CDMA, OFDM or OFDMA schemes.
An advantage of OFDMA over OFDM-TDMA and OFDM-CDMA is the elimination
of intra-cell interference, avoiding the CDMA multi-user detection problem. FCA is
mainly used in GSM systems where a group of channels are assigned to each cell or
cluster of cells and fixed during the network operation. In comparison to FCA, the
channels in DCA are allocated not only in the space domain to different base stations
but also adapt to the distribution of channels over time as well. Taking advantage
of multi-user channels, traffic diversity and precise estimation of channel conditions
between users and base stations DCA overcomes the problems listed before but at the
price of higher computational complexity and increased signalling overhead.
Significant interest has been dedicated to DCA algorithms for different technologies
and in particular for 802.16d and 802.16e standards [127, 20, 92, 98, 90] taking into
account the characteristics of OFDMA in recent years. On the other hand a lack of
attention is devoted to the initial network deployment where both the ACP and AFP
problems are tackled simultaneously [69]. Therefore, we introduce a new approach
for simultaneous resolution of the ACP and AFP problems during the optimization for
WiMAX mobile networks. The staged optimization framework presented here is used
to ease the ACP problem by decomposing the entire problem into a set of tasks which
are simpler to solve. Another contribution is a channel allocation algorithm which is
performed during the solving of the ACP problem. Here the main issue lies in the on-
line calculation of the SINR which determines whether the user is served by a particular
base station and the QoS that can be supported at this SINR level.
Slot Allocation Problem
The main objective of AFP is to allocate available slots to users in order to maximize
the system throughput based on fading channel and traffic conditions. The network has
been defined as an OFDMA system in section 3.1. We use the following notations to
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describe network measurements:
1. Rate matrices Rτ = [Rτi ] and R
τ (Lj) = [R
τ
i (Lx)], which represents Ri’s user
demanded bit-rate and achievable bit-rate with interference on slot Lx
2. Interference matrix Ix(Ri) = [Ixj−k(Ri)], which represents Ri’s user list of inter-
fering BS sectors on slots Lx
3. Slot assignment notations defined in section 3.5.4 δxi and δ
x
j−k, indicating which
slots Lx are assigned to users Ri and sectors Bj−k at sites Sk
Following these notations the slot allocation problem with the goal of maximizing
network throughput can be formulated as follows:
∑
i∈R
∑
x∈L
δxi ×Rτi (Lx) −→MAX (4.13)
subject to:
∀x, j, k :
∑
i∈R
Rservi−j−k × δxi = 1 (4.14)
∀i :
∑
x∈L
δxi ≥ 1 (4.15)
∀i :
∑
x∈L
δxi ×Rτi (Lx) ≥ Rτi (4.16)
Constraint 4.14 states that each slot within a sector can be assigned to one user and one
user only, constraint 4.15 shows that each served user must be allocated at least one
slot, and the number of slots assigned to a user must be sufficient to satisfy the user’s
traffic demand, 4.16.
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The goal of the slot allocation algorithm is to identify the set of slots to assign to each
user in order to maximize the overall system throughput. In other words a slot assigned
to user Ri is optimal if:
∀i, j, x : Rτi (Lx) ≥ Rτj (Lx) (4.17)
Therefore, the aim of the algorithm is to assigning a slot to a user having the best
channel response:
Rτi (Lx) = arg max
j∈R
Rτj (Lx) (4.18)
4.3 Problem Decomposition
Large problems in different areas of research are often solved in phases as they are
very complex. For example in logistics, designing a distribution network involves
determining locations for warehouses, designing their internal systems, determining
the composition and routing of the delivery fleet, scheduling the labour forces etc.
Each is a complex decision in its own right, but all these decisions interact.
Although techniques based on meta-heuristics have proven to be successful for partic-
ular optimization problems, the real world large scale problems are too complex to be
solved with these techniques, which makes them considerably computationally (and
run-time) costly to produce good quality results. Instead, specialized and problem-
specific algorithms tend to perform best. An effective approach to this problem is
application of decomposition techniques.
Definition 4.3.1. Decomposition: the break down of a complex problem into smaller
parts and solving each of them separately, either in parallel or sequentially (in phases).
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The advantages of problem decomposition are:
• it facilitates the understanding of the trade-offs of the system.
• it simplifies modelling as subproblems are relatively simple, which helps the
engineer focus on a small set of clearly defined issues.
• it makes the adaptation to changing conditions of the problem easy to implement
as the purpose of a model is always clear.
• it is a good alternative to the construction of a complex and detailed model which
incorporates all issues in a single model.
A standard approach would entail the creation of one large-scale model which will in-
corporate all the information and relationships relevant to the network design issues.
Apart from the question of whether it is feasible to create such a model one can seri-
ously doubt the contribution such a model would make to the quality of the decision
making process. Because the search space associated with such a model would ne-
cessarily be very large it would be difficult to understand the results obtained since
the underlying mechanisms are too complex to comprehend. Moreover, such a model
would have very heavy computational requirements.
There are two types of decomposition - one which works in one step called separable.
The problem is partitioned into subproblems and then each of these subproblems is
solved separately (and in parallel). The solution is then re-assembled from the results
of parts. Second type - when there is some interaction between the subproblems, the
problem cannot be solved independently. The overall problem in this case is solved
by iteratively solving a sequence of smaller problems, where the solution of one stage
becomes the input for the following stage.
This section proposes a problem decomposition approach to solve ACP and AFP prob-
lems. The aim of this scheme is to break the complex problem into three easier to
manage sub-problems and solve them sequentially in order to improve the algorithm’s
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result in terms of both solution quality and runtime. This method does not guarantee
finding the absolute optimal solution, however proves to be more effective in finding
better quality solutions for the large scale network instances and to reduce the pro-
cessing time. Moreover, we are interested in the trade-off between solution quality and
runtime rather than finding the global optimum. This is more practical approach when
the time available to produce solution is constrained.
4.3.1 Background
Decomposition in optimization is not a new idea which has been widely applied in dif-
ferent applications of computer science. A good reference on decomposition methods
can be found in [34]. This reference provides a good insight on the decomposition
methods such as primal decomposition and dual decomposition. As well as explore
general decomposition structures and associated decomposition methods.
With application to wireless network planning, [43] proposes a problem decomposi-
tion approach to solve hard Frequency Assignment Problem instances with standard
meta-heuristics. The results show that the use of the decomposed assignment ap-
proach proves to be a very effective technique to solve large practical data sets using
meta-heuristics when time is limited. Furthermore, they show that the decomposition
approach allows the use of standard meta-heuristics irrespective of the scale of prob-
lems it is applied to, hence eliminating the need of tailoring specifically designed al-
gorithms for a particular class of problems. Another approach in the area of Automated
Cell Planning has been applied in [23] using the DesNet system which aims to solve
the problem of planning cellular systems using Frequency-Division Time-Division-
Multiple-Access (FD-TDMA) technology. Their framework adopts an approach based
on simulated annealing. A three phase approach is proposed to automate the design
process. Their experimental results show that the phased approach proves to be far
more effective than an un-phased alternative. Similar work is presented in [116] with
the aim of enhancing the WCDMA network designing process.
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4.3.2 Decomposition approach
Figure 4.2: Decomposition of an overall problem into sub-problems
The framework proposed in this thesis is aimed at simplifying a complex problem
of WiMAX network planning by dividing the optimization process into three stages,
instead of increasing the complexity of a meta-heuristic which solves the problem as
a whole (see Fig. 4.2). Each stage is dedicated to achieving a specific set of goals in
order to simplify the overall optimization procedure and gain better results compared
to a single stage optimization solving the complete problem. The three stages are as
follows:
Stage 1 overview - aims to generate an initial cell plan with maximum coverage and
service levels while minimizing the overall financial commitment for the required re-
turn period. For this reason, only three objectives are considered in this stage, which
are: service level (E2), cost (E3), and traffic cost (E3). The optimization objective is
achieved through the thorough selection of sites for deployment of base stations and
their configuration. All the antennas deployed at this stage are omni-directional with
artificial capacities simulating a number of sectors with directional antennas. Con-
sequently, the resulting output of this stage provides:
• a set of site locations to be activated,
• a set of regions (set of RTPs) in the network that are "covered" by each site,
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• a number of sectors required for each site to provide service for the given areas.
Stage 2 overview - aims to sectorize the initial cell plan by replacing synthesized omni-
directional base stations with the number of real sector antennas that was predicted in
the initial coverage stage, and performing preliminary configuration so that the given
regions are covered and any global constraints are met. All the changes are individually
made for each site in the order from the largest cell to the smallest. The objectives to
be improved in this stage are: service (E2) and assignment ratio (E4) (Section ??). It
is conducted reasonably quickly for the stage to obtain the resulting cell plan.
This procedure is individually performed for each site and involves following steps:
1. Evaluate the users and traffic demand distribution relative to a given site position.
This is to calculate a centre of mass for the site’s coverage region and hence plan
the sectors where the base stations are more likely to be installed for a high
coverage level and for the most efficient traffic load.
2. Taking into account all calculations and information derived from the previous
step, antennas are reconfigured in an intelligent way, but in a random order, while
considering given objectives and constraints. This is continued for a number of
iterations.
In this stage the AFP algorithm is performed by allocating slots to a user assigned to a
base station, together with the evaluation of interference in these slots. This determines
the modulation scheme for transmission and achievable bit-rate at the SINR level.
Stage 3 overview - takes into account the full network for optimization where the com-
plete set of neighbourhood moves is used in order to target any deficiencies in the
design from stage 2, the main objective is to increase the expected profitability while
ensuring all constraints remain satisfied.
To summarize, the main goal of the 3 stage optimization framework is to:
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1. identify a subset of site locations
2. deploy sectorized base stations
3. configure each sector
It can be noted that the initial stage involving the exploration of sites to be activated
plays a crucial role for the service provider as the results of this phase of network plan-
ning define the future potential of the network in terms of profitability and possibility
of expansion and growth. The developed decomposition strategy allows us to over-
come complexities associated with the overall problem. Full details of Stage 1, 2 and
3 will be presented in the following chapters.
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Chapter 5
Optimization and Dimensioning -
Stage 1
Stage 1 is designed to partition the entire network into cells with maximum coverage
and service levels while minimizing the total expenditure. The idea is to execute this
stage in the shortest amount of time to get an initial perspective on the best design. This
includes estimation of the required number of sites, determination of the best possible
site locations which optimally cover the network area, and partitioning the network
into cells that can be serviced from the obtained sites. In [97] several schemes were
developed for building the initial network plan. Although different types of regions
are taken into consideration with low and high densities of population representing
rural and urban areas the schemes are limited to the usage of 3 sectored base sta-
tions (120 degrees separation) or omni directional antennas. This approach inevitably
leads to an excessive usage of sites, which significantly increases the total expenditure
and degrades future financial return. Moreover, the poor quality of the initial design
will eventually drive the subsequent optimization phases to struggle to converge to an
efficient and profitable final network solution. To overcome this problem instead of
sectorizing the base stations from the start and using directional antennas we reduce
the complexity of the problem by utilising a synthesized representation of omni direc-
tional antennas which simulate a number of sectors with directional antennas but with
an omni radiation pattern. This significantly reduces the amount of configurations and
decision variables to perform optimization for the stage, consequently improving the
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chances of finding a good quality solution and reducing the runtime. At the same time
it artificially raises the capacity of a single base station. In addition, the combined use
of path-loss figures from the active sites and omni radiation antenna patterns produce
cells with near optimal sizes and shapes which benefits the following optimization
stages. These representations of the real sectored base stations lead to the following
assumptions:
Assumption 5.0.1. The capacity of each omni-directional antenna is not fixed to a
single capacity, but has a variable value which is limited by the minimum N sectmin and
maximum N sectmax number of real sectors that can physically be deployed at each site.
The restrictions are due to spectrum limitations or limited number of channels. This
capacity can be set in two ways, either when it is selected to optimally service the area
surrounding the site or when it is forcefully increased or decreased. This process is
described in section 5.2.
Assumption 5.0.2. Though it is not typical for omni-directional antennas to be tilted,
in our case the pattern can be artificially amended (explained in the following section
5.3).
Assumption 5.0.3. Compared to a sectorized base station where each sector can per-
form transmission at a selected/predefined power level, for the omni-directional an-
tenna the radiated power is the same for all directions in a 360 degrees horizontal
plane.
The initial stage is outlined in Figure 5.1 which involves the following process. First,
the candidate site is chosen from a random ordering. If the site is active then according
to the selection scheme the next move is chosen to perform some small or large changes
to the current BS configurations. Alternatively if the site is inactive then it is activated
with a base station configured to default settings and with optimally chosen capacity.
After the move has been executed the obtained solution is evaluated. Whether accepted
or not, this state is considered to update the ’acceptance ratio’ of each move. This in
turn determines the selection probabilities of moves (described in Section 4.1.4).
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Figure 5.1: Initial coverage stage scheme
Figure 5.2 illustrates the main issues related to the use of antennas in the following
sections.
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Figure 5.2: Main issues related to Stage 1 optimization
5.1 Interference and throughput calculation
There are several issues which have to be addressed in this part. First, as each BS
simulates a hypothetical number of sectors with directional antennas realistically we
cannot estimate the real SINR for the serviced users. This is due to the fact that without
the sectors being deployed the slots cannot be allocated to users without knowledge of
the sector they are allocated from. Second, as the interference level is not known
the modulation scheme and hence the achievable bit-rate which can be supported at a
particular SINR cannot be determined, as well as the required number of slots to satisfy
the users traffic demand. To solve these problems we propose a new framework based
on simple argumentative assumptions to identify the SINR for each served user.
The idea lies in the determination of overlap between the base stations - the more base
stations that cover a user the higher level of interference they create. If the assignment
of frequency resources is not performed in Stage 1, which means the actual SINR can-
not be evaluated, then we overcome this by introducing an approximation representing
the relation between the level of overlap and the attenuation of the serving signal due
to the potential interference. The procedure is as follows.
Having deployed a BS, first a set of covered users is identified, followed by the estima-
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tion if these users can be serviced or not. In order to calculate this, the algorithm loops
through all the BS covering the current user. With each potentially interfering site we
predict the number of sectors which will be covering the user by looking at its capacity
(or in other words at the number of sectors). However, obtaining the total number of
sectors at a neighbouring site is not the final solution to a problem. It can be noted
that the base station with 6 sectors will most likely have more sectors interfering with
a given user in comparison to a base station with only 2 sectors (Figure 5.3). Con-
sequently, this measure needs to be interpreted into a proportion of sectors (after the
omni base station has been sectorized) which will actually be covering the current user.
To assess this we have plotted the following graphs through the series of experiments,
Figure 5.4.
The average amount of interfering sectors versus the distance between the user and
the corresponding site for n-sectorized base stations (with 6, 5, 4 and 3 sectors) can
be seen on these graphs. An interesting observation is that approximately beyond 500
meters from the interfering site the number of interfering sectors stabilizes and behaves
steadily over the distance, whereas in the closer proximity to the user the number of
sectors dips slightly following the sharp increase the closer it gets to the site.
A reference table in Table 5.1 has been formed to reflect the relation between the ca-
pacity of an omni base station and the number of interfering sectors.
BS capacity
Interfering sectors
> 500m < 500m
6 2.3 3
5 2 2.5
4 1.7 2.2
3 1.3 1.8
2 1 1
Table 5.1: Number of interfering sectors as a function of capacity of omni BS and
distance between user and interfering site.
5.1 Interference and throughput calculation 105
Figure 5.3: Sectorization of omni-directional base stations - evaluation of the in-
terfering sectors. Square with red mark represents the serving base station, with
black square in the centre - interfering base station, and green circle - a user.
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Figure 5.4: Identification of interfering sectors at omni-directional base stations
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Despite the growth trend of interfering sectors within the 500 meters distance we aver-
age the value for this interval to simplify the calculations.
Having identified the relation between the capacity of an interfering base station and
the number of sectors the next step is to define an expression for the SINR calculation.
Similar to expression 3.4 we introduce a modified version for Stage 1 operation:
γi =
Fb−s(Ri)∑
Sk∈S
∑
Bj∈BSk
Iomnj−k (Ri) + Γi
(5.1)
Iomnj−k (Ri) = Fj−k(Ri)× nint(Bcapj−k, di−k)× col (5.2)
where Iomnj−k (Ri) is the interfering power experienced by user Ri from the base station
Bj−k at the site Sk, nint(B
cap
j−k, di−k) gives the number of interfering sectors presented
as a function of BS capacity and distance between user Ri and site Sk, (obtained from
table 5.1) and col is the average ratio of collisions in a single slot. Following the
methodology of forming subchannels in Section 3.5.3 it has been identified that with
all the permutation possibilities collisions between subchannels range between 0 to 24
(when subchannel, symbol and PermBase completely match) subcarriers, the average
amount nevertheless is 2 subcarrier collisions per slot. With these assumptions we can
finally calculate the SINR level for omni directional antennas using expressions 5.1
and 5.2. To summarize the overall procedure for the SINR estimation can be seen in
Algorithm 5.1
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Algorithm 5.1 SINR calculation pseudo-code for omni-directional base station
Input: serving BS Bj−k, user Ri
Output: SINR level for user Ri: γi
1: initialize overall interference Iomn(Ri) = 0
2: for a = 0 to N inti do
3: get interfering base station index: Bx−y(a)
4: identify the capacity of base station: Bcapx−y
5: calculate the distance between the base station and user: di−y
6: obtain number of interferers from Table 5.1: nint(B
cap
x−y, di−y)
7: calculate interference from the base station: Iomnx−y (Ri)
8: Iomn(Ri)+ = I
omn
x−y (Ri)
9: end for
10: calculate SINR using expression 5.1
5.2 Capacity estimation for omni-directional base sta-
tions
An accurate estimation of optimal capacity is not an easy task. Once again, the capa-
city of a base station with an omni-directional antenna in Stage 1 of the optimization
framework defines the number of real sectors for the subsequent re-configuration of the
base station in later stages. As it determines the quantity of available time/frequency
resources (slots), the capacity adjustment makes a considerable impact on the size and
shape of a cell. This reproduction of the omni cell needs close correlation to the phys-
ical behaviour of the real sectorized base station, in order to successfully design the
overall network instance.
There are two ways in which the capacity can be set for a base station: fixed, or in other
words the algorithm chooses the capacity with some predefined selection mechanism
and fixes it for the base station regardless of the capability of a base station to serve the
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surrounding users; and optimal, where the algorithm evaluates the network, considers
the neighbouring stations, the interference they create, the number of users the base
station can possibly handle and the overall gain in terms financial return for choosing
a particular capacity level. The fixed mechanism can be easily implemented and dis-
cussed in Section 5.3. The optimal selection procedure is discussed in this section and
detailed in Algorithms 5.2 and 5.3. It can be presented as the following sequence of
actions:
• a site is selected for a base station activation;
• the list of all users covered by the BS is determined and ordered in descending
order of received signal strength, strongest first;
• if the user is not currently assigned to any of the base stations the required num-
ber of slots to satisfy users traffic demand is calculated as a function of SINR;
• if the user is assigned to one of the base stations, but not to the selected one
and the strength of the signal from the serving base station is weaker, then the
number of required slots is determined in order to serve the traffic demand;
• if the user is already serviced by the selected base stations the number of previ-
ously assigned slots is obtained;
• after all covered users are analysed all the slots are summed up;
• the total number of slots is then divided by the number of slots in a single frame
which gives the capacity of a current BS in terms of the amount of sectors.
5.3 Operational moves
At each iteration of the optimization process a site for the next operational modification
is selected according to the move selection mechanism. The following moves have
been selected for Stage 1:
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Algorithm 5.2 Capacity estimation procedure for omni-directional antennas - Part 1
Input: sector Bj−k, site Sk
Output: sector capacity: Bcapj−k
1: initialize slots count: ntotalslots = 0
2: loop through all users and identify covered by sector Bj−k: Rcovj−k ⊂ R
3: sort Rcovj−k by the received signal strength in descending order
4: for i = 1 to |Rcovj−k| do
5: if user is assigned to current sector, Rservi−j−k = 1 then
6: get number of allocated slots: nslots =
|L|∑
s=0
δsi
7: else
8: if assigned to another sector Bx−y at site Sy: Rservi−x−y = 1 then
9: if Fj−k(Ri) > Fx−y(Ri) then
10: calculate SINR level γi
11: determine number of slots to satisfy traffic demand nslots = f(γi)
12: end if
13: end if
14: else
15: if not assigned Rservi = 0 then
16: calculate SINR level γi
17: determine number of slots to satisfy traffic demand nslots = f(γi)
18: end if
19: end if
20: sum all slots: ntotalslots+ = nslots
21: end for
I. Site activation - if the site is not active its operational status is changed and a base
station is deployed with default configurations (Table 5.2). The chosen capacity is
’optimal’ (section 5.2) with regard to the configurations of the base station and its
capability to serve the surrounding area. The procedure of activating a base station is
reflected in Algorithm 5.4.
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Algorithm 5.3 Capacity estimation procedure for omni-directional antennas - Part 2
1: Bcap−tempj−k =
ntotalslots
Nslots
2: if Bcap−tempj−k < Nminsect−per−site then
3: Bcapj−k = N
min
sect−per−site
4: else
5: if Bcap−tempj−k > Nmaxsect−per−site then
6: Bcapj−k = N
max
sect−per−site
7: end if
8: else
9: Bcapj−k = round(B
cap−temp
j−k )
10: end if
Parameter Value
slot power 36dBm
tilt 11 degrees
capacity 6 sectors
Table 5.2: Default settings for omni-directional base station
The aim of the algorithm is not only to identify the set of served users but also to
evaluate the impact on neighbouring cells, the amount of interference it will produce
and how it will affect the performance of other base stations. If a user is assigned to
another base station Bx−y and the current BS Bj−k creates a better SINR level, and
it holds enough slots for service, the user is re-assigned and the affected BS Bx−y is
added to the set Beval of cells for further re-evaluation to improve the loading of the
base stations. On the other hand, if the current base station cannot offer better signal
conditions the users’ SINR level is re-calculated due to the introduced interference
(described in Section 5.1). If the new SINR requires more slots and the base station is
not able to offer this amount the user is unassigned. The same action is taken when the
cell is fully loaded, and not able to assign any more users.
After the assignment of users is completed the set of affected cells, Beval, is retrieved
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Algorithm 5.4 Omni-directional base station activation procedure
Input: sector Bj−k, site Sk
Output: list of covered and served users: Rcovj−k, Rservj−k
1: get list of covered users sorted in decreasing order of signal strength Rcovj−k ∈ R
2: identify optimal capacity for the base station Bcapj−k
3: initialize number of used slots at base station Bsl−usedj−k = 0
4: for i = 1 to |Rcovj−k| do
5: calculate SNR level γj−ki
6: calculate amount of slots required for service of user Ri: L(Ri) =
∑
s∈L
δsi :∑
s∈L
δsi ×Rτi (Ls) ≥ Rτi
7: if |L(Ri)| ≤ (Bcapj−k −Bsl−usedj−k ) then
8: if Rservi−x−y = 1: user is assigned to a base station then
9: get SNR level of serving station γx−yi
10: if γj−ki > γ
x−y
i then
11: re-assign user Rservi−x−y = 0→ Rservi−j−k = 1
12: include sector Bx−y to the list Beval for re-evaluation
13: else
14: re-calculate γx−yi
15: re-calculate required number of slots nslots = f(γ
x−y
i )
16: if nslots < (Bcapx−y −Bsl−usedx−y ) then
17: unassign user Rservi−x−y = 0, R
serv
i = 0
18: end if
19: include sector Bx−y to the list Beval for re-evaluation
20: end if
21: else
22: assign user to base station Rservi−j−k = 1, R
serv
i = 1
23: end if
24: else
25: if Rservi−x−y = 1 then
26: re-calculate γx−yi
27: include sector Bx−y to the list Beval for re-evaluation
28: end if
29: end if
30: end for
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for processing. If an affected cell has lost users due to the activation of another and
gained available slots, the algorithm makes a quick loop through the covered users once
again and checks the users which are not assigned to any of the cells. Provided that the
users’ SINR level requires less slots than BS has available, the user gets assigned and
the affected base station recovers in terms of loading.
II. Site deactivation - when a selected site is active and is selected for deactivation,
the BS is removed along with all the associations with the covered and serviced users.
The released users are then re-evaluated in terms of being allocated to the neighbouring
base stations. The neighbours are sorted in descending order of signal strength. The
stations with the strongest signal level (above receiver sensitivity) and with the required
number of slots available to serve the user is chosen. The user is then re-allocated to
the best server. Figures 5.5 and 5.6 show the effect of a base station being deactivated.
As one of the interferers has disappeared the overall SINR level in the network has
improved, hence some of the remaining base stations have gained extra available slots
and assigned additional users, Table 5.3.
III. Change power - when this move is selected there are several options in the way the
power level can be changed - small (MIN) or larger changes (MAX), which are both
beneficial when performing search through the solution space. The pseudo-code is
presented in Algorithm 5.5. First, the old base station configurations are saved. Then
the mode is randomly selected between MIN and MAX. In MIN mode it randomly
changes the power level by one unit (from the list 3.6). Alternatively, MAX mode
selects randomly from the full power range excluding the old setting. After the new
power level is obtained the base station is deactivated and re-activated with the new
power setting.
IV. Change tilt - as was mentioned before it is not possible in the real world to change
the tilt of omni directional antenna. Ideally omni antennas radiate power equally in
all directions in the horizontal plane and with fading gain towards the south pole in
the vertical plane, eliminating any need to tilt it. However, as we assume in Stage 1
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Figure 5.5: Original network before deactivating base station
Figure 5.6: Network after deactivating base station
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Sites Site ID Capacity Serviced users before Serviced users after
1 2 6 754 812
2 5 6 713 784
3 6 6 638 680
4 10 6 626 0
5 15 6 622 766
6 16 6 687 716
7 33 6 505 591
8 34 6 826 815
9 36 6 848 826
Table 5.3: Variation in the number of serviced users before and after deactivation
of site in Stage 1.
that an omni antenna represents a number of directional antennas which in turn can
be adjusted with a tilt angle we introduce this feature as well. Changing the angle of
the main lobe presents the opportunity to more effectively identify the optimal cells
required for the subsequent stage 2 & 3. The idea behind it is simple - tilting α degrees
translates into shifting the gains in the vertical pattern by this value. For example, the
default pattern will be associated with 0 degrees tilt, but if we tilt it by α degrees then
in order to calculate vertical loss of antenna pattern between the user and the site we
will need the following angle:
θ = σ − α
where σ is the angle between the RTP and the site. The idea is adopted from the
electrical tilting of antennas when the pattern is not amended physically but computa-
tionally.
The procedure for changing the tilt is similar to the change power move with the excep-
tion that the set of available tilts is set to 15 values - between 0 and 14. The example of
tilting an omni-directional pattern can be observed in the following figures: 5.7 and 5.8
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Algorithm 5.5 Power change pseudo-code for omni-directional base station
Input: sector Bj−k, site Sk
Output: new power level: BPj−k
1: record old configurations: BP
′
j−k
2: choose randomly power selection mode: MIN or MAX
3: if MIN then
4: if BP
′
j−k = 0 then
5: BPj−k = B
P
′
j−k + 1
6: else
7: if BP
′
j−k = 9 then
8: BPj−k = B
P
′
j−k − 1
9: end if
10: else
11: BPj−k = B
P
′
j−krnd(+/−)1
12: end if
13: else
14: BPj−k = rnd(10) : B
P
j−k 6= BP
′
j−k
15: end if
16: deactivate base station zb−s = 0
17: activate base station with new power level zb−s = 1: BPb−s
show the original pattern, figures 5.9 and 5.10 present the pattern of omni-directional
antenna tilted by 14 degrees.
V. Move BS - this procedure is very useful in terms of exploring the search space, since
the use of such modification can make considerable alteration to the current solution.
This modifier significantly improves and helps the algorithm to avoid getting stuck in
local optima. The procedure is realised by maintaining the lists of inactive neighbours
for all active sites arranged in descending order of distance from the selected site.
Once the site is selected for movement the list of neighbours is investigated. If there
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Figure 5.7: Original omni-directional pattern - angled view
Figure 5.8: Original omni-directional pattern - side view
are no neighbours available, which means that all the sites are active then the base
station at the selected site is transformed by changing the power and the tilt to random
values. The list of considered neighbours does not exceed 6 site locations. The new
site is chosen randomly. The limit of six neighbours is dictated by the need to explore
the closest neighbourhood rather than moving the base station from one corner of the
network to opposite one. After the site is chosen the previous site is deactivated and
the new site is deployed with default configurations.
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Figure 5.9: Tilted omni-directional pattern (14 degrees) - angled view
Figure 5.10: Tilted omni-directional pattern (14 degrees) - side view
VI. Change capacity - the capacity amendment for an omni-directional base station
emulates the activation or deactivation of an additional sector with a directional pattern.
Therefore, an increase in capacity is reflected by the increase of available slots for user
assignment and an increase in the base station cost. Hence, the aim of this modifier is
to find an optimal balance between the gain in ability to serve more users (and therefore
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Figure 5.11: Base station ’3’ with capacity of 6 sectors
Figure 5.12: Base station ’3’ with capacity of 2 sectors
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Sites Site ID Capacity Serviced users before Serviced users after
1 2 6 754 771
2 5 6 713 757
3 6 6 638 328
4 10 6 626 655
5 15 6 622 637
6 16 6 687 693
7 33 6 505 524
8 34 6 826 834
9 36 6 848 844
Table 5.4: Variation in the number of serviced users before and after changing
the capacity of BS from 6 to 2 sectors in Stage 1.
generate more revenue), and on the other hand the increase of expenditure to realise
the additional capacity. The modification of capacity is performed in the same way
as ’change power’ with the difference in limits - minimum capacity of 2 sectors and
maximum of 6. The effect of changing the capacity of a base station can be seen in
figures 5.11 and 5.12, and Table 5.4.
The comparison of move selection strategies, dynamic and fixed (when the probabilities
of selecting moves are equal) is presented in Figure 5.13. The graph represents the
normalized values of the acceptance ratio of moves. The ’change capacity’ modifier
value in the dynamic strategy is the most successful performer. It can be seen that
in both selection strategies the relative ratio between the moves is approximately the
same, with ’deactivate site’ having the lowest acceptance ratio and ’change capacity’
the highest. However, the dynamic mechanism doubles (or more for some moves)
the performance ratio, or in other words with the dynamic evaluation of each moves
performance it sets probabilities for selecting the modifier in a way that it gets accepted
more frequently than in a fixed mode.
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Figure 5.13: Normalized acceptance ratios of moves for dynamic and fixed
strategies.
5.4 Stage objectives and cost function weights
Generally, the initial solution or starting point in the optimization process plays an im-
portant role. The better the starting solution the smoother and quicker the proceeding
process can reach the global optima. In our case the result of Stage 1 provides the
starting point for the following stages of sectorizing and re-configuring the base sta-
tions. Therefore, it can be said that it is not only the starting point but it also generates
direction for the stages ahead. Hence, stage 1 must target the most crucial objectives
which define the chosen quality of solution for the service provider. The objectives
considered for this stage and their weights in the cost function calculation are:
coverage maximization 0.1
service maximization 0.6
traffic unit cost minimization 0.3
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The main emphasis is on finding solutions with maximum service level and low traffic
unit cost which in a sense represent the generated profit of the network. The coverage
is not weighed at a greater level as maximization of the service guaranties high level
of coverage. The weights have been chosen through a series of experimental runs.
5.5 Output of Stage 1
Having addressed all the issues related to Stage 1, defined all the moves and objectives
we can finally present the output of the stage for subsequent use by stage 2:
1. A set of optimal site locations with activated base stations to satisfy all the ob-
jectives imposed at the stage.
2. A set of users in service for each activated base station.
3. A number of sectors required for each base station to provide service for the
given areas.
Figure 5.14 and Table 5.5 provide a sample of the resulting output solution of Stage
1. Table 5.6 provides the Key Performance Indicators (KPI) for the same network
instance.
The framework of Stage 1 in some respect provides a network dimensioning tool for
WiMAX networks. Network dimensioning techniques are generally used to provide
a quick estimate of the network’s capabilities by making the necessary estimations
and assumptions, and more importantly without going into a full optimization process.
There is a number of published dimensioning methodologies for WCDMA technology,
one of which provides a good analysis [115] for existing techniques. In [115] the author
lists several approaches such as coverage dimensioning and capacity dimensioning,
which when combined must provide an estimate of the number of sites for selection
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Figure 5.14: Stage 1 network output display
Sites Site ID Capacity Serviced users
1 2 6 754
2 5 6 713
3 6 6 638
4 10 6 626
5 15 6 622
6 16 6 687
7 33 6 505
8 34 6 826
9 36 6 848
Table 5.5: Network results breakdown after Stage 1
and their initial configurations, in order to provide a satisfactory service and to meet
required capacity specifications.
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Key performance indicator Values
Coverage level (%) 98.28
Service level (%) 72.46
Network cost (e) 432000
Profit (e) 187200
Traffic unit cost (e/Kbps) 0.347
Spectral efficiency (bps/Hz) 1.15
Capacity (Mbps) 1243
Table 5.6: Key performance indicators of Stage 1
The contribution of our approach is that Stage 1 not only identifies the required number
of sites and their possible configurations, but more importantly the locations of these
sites. Our model takes into account the full complexity of the network including traffic
distribution, interference modelling and financial components of the network. The
results produced can be used for initial budgetary estimation purposes for the network
provider or as the starting cell plan for the subsequent automated cell planning process.
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Chapter 6
Optimization - Stage 2 & Stage 3
6.1 Stage 2. Sectorization
Having identified the site locations and the provisional sets of users to be serviced by
the base stations at these sites, Stage 2 of the optimization framework takes control
of the preliminary sectorization of the omni-directional antennas with the number of
sectors defined in Stage 1, and configuration of each sector for coverage and service.
The main goal of Stage 2 is to quickly find the required settings for the base stations
in order to get results close enough to the ones obtained from Stage 1. In comparison
to Stage 1 where a site can be selected for modification more than once over the entire
optimization process, in Stage 2 all sites are sectorized and undergo a series of modi-
fications only once. The order in which sites are sectorized is from the highest traffic
load to the lowest.
The overall procedure of Stage 2 is depicted in Figure 6.1 and these steps can be defined
as follows:
1. sort sites in descending order of traffic load - the first site from the list is sector-
ized, then algorithm progresses through the rest of the list;
2. from each site obtain the list of serviced users and capacity in terms of the num-
ber of sectors - these characteristics define the cell size and shape which must be
serviced by the sectors;
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3. deactivate/remove all sites from the network - the sectorization process starts on
a clean network instance, with sectorized sites joining during the optimization
process;
4. identify the traffic centre of mass for each cell - this defines the centre of a cell
in terms of traffic;
5. sectorize each cell with calculated initial azimuths - the sites are not sectorized
with uniform separation between them but taking into account the traffic mass
centre;
6. perform a range of modifications - each sectorized site undergoes a series of
randomly selected modifications to improve the imposed objectives.
The critical point of this stage is to obtain good results in a short amount of time, hence
the strategy of targeting the specified goals in the most effective way. All the operations
are described in full in the following sections.
6.1.1 Optimization algorithm
The fact that results obtained from Stage 2 do not require optimality as it is an in-
termediate stage where the base stations are sectorized and approximately configured
in a ’cell by cell’ sequence. A solution is desired to be derived in a short amount of
time, hence the choice of Hill Climbing (HC). The pseudo-code for HC is provided in
Algorithm 6.1.
In contrast with SA, hill-climbing always attempts to make changes that improve the
current state. In other words, hill-climbing can only advance if there is a lower point
(minimization problem) in the adjacent landscape. Therefore, the main problem that
hill-climbing can encounter is that of local minima. This occurs when the algorithm
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Figure 6.1: Stage 2 procedure
stops making progress towards an optimal solution; mainly due to the lack of immedi-
ate improvement in adjacent states. However, as it has been mentioned before the issue
of HC getting stuck in local minima is not a concern as:
• the main goal of this stage is to get a good enough solution as quickly as possible,
• the local minima each solution converges to with hill-climbing is only local to a
cell instance which is different to a network local minima.
With each omni cell being sectorized, the output it provides becomes an input for the
next cell in the list. The stopping criteria for the algorithm is chosen to be a number of
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Algorithm 6.1 Hill Climbing pseudo-code
1: get an initial state s0 with energy E(s0) - sectorize BS with default settings
2: make the initial state the current state
3: while stopping criteria is not reached do
4: pick a random BS sector and perform random reconfiguration - state with energy
E(si)
5: let ∆E = E(si)− E(s0)
6: if ∆E ≤ 0 then
7: the newly proposed state becomes the current state
8: else
9: no change in state (i.e. reject state)
10: end if
11: output the current state
12: end while
states without improvement (set to 700 steps).
6.1.2 Initial sectorization of cells
As it can be seen from Figure 5.14 the shapes of the cells constitute the irregular forms
in comparison to the ideal representation of a cell with a hexagonal shape. This can be
explained by the range of affecting factors such as varying propagation losses between
sites and users, non-uniform distribution of users throughout the network space, in-
terference between the cells etc. Having irregular shaped cells, the sectors must be
positioned in such a way so that the users within a cell receive the maximum signal
quality from their servers and the sectors achieve the most efficient traffic load. This
cannot be achieved by separation of sector antennas with equal angles in the horizontal
plane, e.g. six sectors with 60 degrees separation. In this case in order to identify the
correct targeting directions for each sector the algorithm will need to sample variations
of azimuths for antennas which will consume a considerable amount of time. Instead,
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the distribution of users can be thoroughly analysed to produce the required positioning
of antennas.
First, the algorithm evaluates the traffic demand distribution within the given region
relative to the site position. This is done in order to calculate a ’centre of mass’, also
known in physics as a ’centre of gravity’, which can be defined as:
Definition 6.1.1. The centre of mass of a system of particles, R, of total mass M is
defined as the average of their positions,Rx,yi , weighted by their masses, traffic demand
in our case, Rτi :
Rs =
1
M
∑
Rx,yi ×Rτi (6.1)
This calculation will produce a mass centre point which will give an initial direction for
the sectors. However, the next step is to identify how to distribute the sectors, which
greatly depends on the distance between the mass centre and the site’s geographical
position, as well the amount of sectors to be deployed.
The initial sectorization of an omni-directional cell, Figure 6.2, is performed using the
following stages:
1. Calculate the centre of mass for the distribution of traffic among the cell, (Figure
6.3);
2. Calculate the distance, dmax, to the furthest serviced user from the site location
in the direction of mass centre;
3. Calculate the angle, αy, between the site position and the centre of traffic mass
which forms a vertical axis of the sectorized cell;
4. Identify the perpendicular line to the vertical axis, αx;
5. Partition users on two zones - below the horizontal axis of mass centre αx (red
zone 1) and above (blue zone 2), Figure 6.4;
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Figure 6.2: Omni cell structure before sectorization
Figure 6.3: Identifying the centre of mass for the omni cell
Figure 6.4: Partitioning the omni cell on two zones
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6. Determine the amount of sectors required to serve each zone by the ratio of zone
users to the total number of users:
sectors(zone1) = round(n
zone1
users/n
total
users)×Bcap (6.2)
sectors(zone2) = B
cap − sectors(zone1) (6.3)
7. The further the centre of mass is from the site location the less users are posi-
tioned in zone 1, and therefore the less sectors the base station requires to serve
the users within the zone. For this stage of optimization in order to target antenna
patterns most efficiently the azimuth range each antenna can explore is limited
and we introduce the following notations: zone range - which defines the angle
sector in the horizontal plane available for sectors of the zone to operate on; an-
tenna base angle - which defines the central (and initial) azimuth position for
each antenna; sector diapason - the azimuth diapason in which each sector can
operate around the base angle. These notations can be found on Figure 6.5 where
A is a zone range, B is a sector diapason (60 degrees in this example) defining
a range of azimuth values for the antenna direction, and base angle C set to 270
degrees:
A1 =
 180 degrees− if more than 1 sector in zone 1120 degrees− otherwise
Bi =
A1
sectors(zone1)
(6.4)
Ci = (180− αy)− A1
2
+Bi × (1
2
+ i) (6.5)
All these settings are set for each sector, i : 0− 2, in order to reduce the amount
of decision variables for the algorithm to choose from. Zone 1 is initialized first.
If the number of sectors needed is more than 1 then the whole 180 degrees zone
range is used for sectors to work on, otherwise only 120 degrees is allocated.
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Figure 6.5: Azimuth limitations of zone 1 in sectorization process
Figure 6.6: Azimuth limitations of zone 2 in sectorization process
8. Zone 2 partitioning is the final stage of sector initialization. Unlike in zone 1
the zone range of zone 2 is always greater or equal to 180 degrees as it always
incorporates the majority of users within the entire cell:
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A2 = 360−A1 (6.6)
However the procedure on sectorizing zone 2 differs depending on the number
of sectors allocated to it, in particular whether an even or odd number. First let’s
describe the even case, Figure 6.6. The zone range is partitioned into sectors
with equal sector diapasons:
Bi =
A2
sectors(zone2)
(6.7)
As the distance to the centre of mass represents the shape of the cell, i.e. how
the cell is stretched in this direction (the greater the distance the more parabolic
shape it takes), hence the more users are positioned in this direction. Therefore
the partitioning of sectors must reflect this factor:
kmass =
dmass
dmax
(6.8)
Bm(1,2) = B(1,2) × (1− kmass) (6.9)
Bm(0,3) = B(0,3) × (1 + kmass) (6.10)
Expressions 6.9 and 6.10 modify the sector diapasons for sectors 1 and 2 by
shrinking them by a factor of 1− kmass and as the main mass of users is concen-
trated in the direction of the centre of mass, sectors 0 and 3 are expanded by the
factor 1 + kmass respectively. It is clear that the further the centre of mass the
greater difference between the two, and vice versa.
The base angles for the sectors in zone 2 are also modified according to the factor
of the distance to the mass centre:
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C(1,2) = αy + /−
Bm(1,2)
2
(6.11)
C(0,3) = αy + /−
Bm(0,3) + 2×Bm(1,2)
2
(6.12)
The +/− sign in expressions 6.11 and 6.12 is given to reflect the position of
antenna in relation to the vertical axis αy, − if on the right side, and + for the
opposite side.
The process for sectorizing a zone with an odd amount of sectors is very similar
to the one described, the only difference being that the central sector is positioned
first on the line of vertical axis and then the parameters sector diapason and base
angle are calculated for the rest of the sectors.
An example of the initial sectorization can be seen in Figure 6.7. With the majority
of users positioned in zone 2 the algorithm allocated only 2 sectors to zone 1 which
can be seen is more than enough to service the users. Zone 2 is more populated and
stretched, which reflects in sectors marked with green and red colours being more
closely directed to each other, and sectors marked with blue and black colours having
higher sector diapasons.
The same site after a series of modifications can be seen on Figure 6.8. The origin of
the axis starts from the left top corner, with the ’y’ axis directed to the south (bottom
left corner) and the ’x’ axis to the east (top right corner). Therefore, the ’0’ degrees
azimuth is in the direction from the cell centre to the south, ’90’ degrees azimuth to the
east etc. Initially all the sectors are activated with default configurations:
• slot power level - 17 dBm
• antenna type - 60 degrees pattern
• tilt - 10 degrees
6.1 Stage 2. Sectorization 135
Figure 6.7: Initial sectorization of omni base station with default configurations
Figure 6.8: The resulting sectorized cell after a series of modifications
Figure 6.9: Comparison of omni cell structure to sectorized solution
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However, after the moves are applied (described in the following section) the resemb-
lance of the overall cell structure to the one provided from the Stage 1, Figure 6.9, is
significant. This also can be seen from the performance indicators provided in Table
6.1.
KPI Values
Served users Stage 1 861
Served users Stage 2 811
Stage 2 assignment ratio 0.91
Table 6.1: Performance comparison of Stage 1 and Stage 2 for a cell
The assignment ratio is a parameter which reflects the ratio of users (from the initial
list provided by Stage 1) serviced in Stage 2 to the total amount of users from this list.
Which means that only 27 users out of 811 are not from the initial list.
Table 6.2 shows the changes in sector parameters after the algorithm performed the
re-configurations (presented in Figure 6.8) using 515 iterations. In the table I indicates
the sector parameters at the starting configuration using the default values, an O is for
the optimized settings on completion of Stage 2.
Sectors
Power (dBm) Azimuth Tilt Type
I O I O I O I O
1 17 27 308 316 10 12 60 60
2 17 27 38 45 10 11 60 60
3 17 17 110 110 10 10 60 30
4 17 17 155 161 10 7 60 120
5 17 19 191 190 10 12 60 30
6 17 19 236 246 10 11 60 30
Table 6.2: Re-configuration of sectors in Stage 2 for one cell
From the table it can be seen that the relative azimuth separation between the sectors
has been retained with only minor corrections. This shows that the algorithm makes
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less computational effort in finding the optimal azimuth directions for antennas which
indicates the importance of the initial sectorization phase.
6.1.3 Operational moves
In comparison to Stage 1 where the next modification in the algorithm process is ap-
plied to a randomly selected site according to the move selection strategy, in Stage 2 the
algorithm optimizes each site with a random selection of sectors instead. Therefore, at
each iteration of the algorithm a random re-configuration modification is employed to
a randomly selected sector. These moves are listed as follows:
1. Change power - this move is performed in a similar way as in Stage 1 with a
variation in the way the power level can be changed. The pseudo-code is presented in
Algorithm 5.5.
2. Change azimuth - is a modifier with the highest number of choices available com-
pared to other moves. Hence, the limitations in azimuth exploration imposed in Section
6.1.2 are put in place in order for sectors to most effectively target the traffic demand
of users distributed within a cell. After the initial sectorization each sector maintains
two parameters throughout the entire Stage 2 process - base angle and sector diapason,
which define the central azimuth position of the antenna and the azimuth diapason of
the antenna respectively. Both of these parameters essentially provide the minimum
and maximum azimuth directions for the algorithm to sample during the optimization
operation. For example, if as a result of initial sectorization the sector has been set with
210 degrees base angle and 60 degrees sector diapason, it translates into a minimum
azimuth of 180 and maximum of 240 degrees. The algorithm then randomly selects the
new azimuth within the two limits. Therefore, the approach of initial sectorization is
aimed at reducing the range of azimuth directions for the areas of high user concentra-
tion in order to reduce the effort for the algorithm to identify other sector configurations
for effective service of these areas.
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3. Change tilt - in comparison to Stage 1 where the tilt modification of an omni-
directional antenna is artificial, the same modification in Stage 2 is with real directional
antenna patterns which are designed to be tilted, mechanically or electronically. The
amendment of tilt angle results in the change of antenna vertical losses in calculation
of downlink signal strength described in Section 3.3. This modifier is implemented in
the same way as the ’Power change’ move but with 15 degrees of variation for tilt.
4. Change antenna type - the choice of antenna patterns used in the thesis has been
limited to those with 30, 60, 90 and 120 degrees radiation patterns. When this move is
selected for modification of a sector the antenna pattern is chosen randomly from the
given list of available types.
6.1.4 Base station PermBase allocation procedure
PermBase is an integer used in the permutation formulas in Section 3.5.3 that controls
the allocation of subcarriers to a subchannel in the sector of a cell. It implies the same
subchannel, in two different sectors using the same frequency band but different Perm-
Base, will comprise of different subcarriers. Therefore, the aim of the algorithm is to
assign Permbase to all sectors in such a way so that adjacent cells, or those overlap-
ping with each other, have different PermBase values in order to avoid interference.
The DLPermBase is an integer ranging from 0 to 31.
When any sector is activated in the network a list of overlapping/interfering cells is im-
mediately created for it. Each cell within the list is checked for the assigned PermBase
id, which are then excluded for the assignment to a current sector. Having reduced the
list of possible PermBase values available for allocation the one with the lowest value
is chosen.
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6.1.5 Slot assignment and interference calculation
The AFP algorithm in Stage 2 is implemented by considering any user for assignment
to a base station resulting in the allocation of time/frequency resources and the evalu-
ation of interference on these slots. This determines the modulation scheme for trans-
mission and achievable bit-rate at the SINR level. An overview of the slot assignment
procedure is described in the Algorithm 6.2.
The process begins by checking which slots are available for assignment at the given
sector. Thereafter, the amount of subcarriers colliding with slots assigned to interfering
cells in the network is evaluated. When all slots are checked, the sorted list is created in
order of ascending collisions. The slots with the least amount of collisions experience
the least amount of interference. The next step is to calculate the SINR at each slot
from this list, which provides the AMC scheme the available at the SINR level and
therefore achievable bit-rate. Having calculated the bit-rate the slots get assigned to a
user until his traffic demand is satisfied.
6.1.6 Stage objectives and cost function weights
Due to the fact that the cost of the network is not taken into account in Stage 2 as
none of the sectors or sites get activated or de-activated, the main objective of this
stage is to increase the overall served traffic. With fixed expenditures an increase in the
service level directly increases the profitability of the network as well. However, an
additional objective is introduced specifically for Stage 2, namely the assignment ratio
of users. As it has already been mentioned, during the sequential sectorization of omni
cells another goal is to reproduce the same shape of the cell found from Stage 1, or in
other words to assign as many users given by Stage 1 as possible. This guarantees high
correlation of the overall network results between the optimization stages.
The objectives and their associated weights in the objective function for Stage 2 are:
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Algorithm 6.2 Slot assignment algorithm
Input: user Ri, serving sector Bj−k, site Sk
Output: list of alloated to user Ri slots: L(Ri) ⊂ L
1: for a = 0 to |L| do
2: if δaj−k = 0 then
3: get number of collisions with all interfering sectors
4: end if
5: end for
6: sort available slots by the ascending number of collisions Ls
7: for c = 0 to |Ls| do
8: calculate SINR using expression 3.4: γi
9: get AMC for calculated SINR: bm(γi), cr(γi)
10: calculate achievable bit-rate 3.12: Rτi (Lc) = C
DL
slot
11: calculate summarized bit-rate: Rτi−total+ = R
τ
i (Lc)
12: assign slot to user
13: if Rτi−total >= Rτi then
14: BREAK
15: end if
16: end for
service maximization 0.5
assignment ratio maximization 0.5
6.1.7 Output of Stage 2
The resulting output of Stage 2 is a selection of sites with fully sectorized base stations
pre-configured for the final optimization stage. The comparison of network solutions
produced by stage 1 and 2 can be seen in Figures 6.10 and 6.11. Table 6.3 presents
the comparison of results based on KPI measures. It can be seen that all performance
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Figure 6.10: Network instance from the optimization Stage 1
Figure 6.11: Network instance from the optimization Stage 2
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indicators of Stage 2 are close to the ones of Stage 1 with marginal improvement in
performance. This is due to the fact that sectorization of omni cells and configuration
of sectors is performed quickly to obtain the preliminary settings, which are not final
or optimal in any sense.
Nevertheless, the sectorization (stage 2) produces results which are very close to the
initial coverage (stage 1). This shows that all the assumptions related to capacity es-
timation and interference calculation for omni-directional base stations are suitable and
tuned to produce results highly correlated to the real sectorized design. This can also
be observed in Table 6.4 where the coverage and service levels are compared between
a network with 9 cells in Stage 1 and 2. From this table it can be noted that sectorized
cells tend to cover less users in order to service most effectively the pre-defined set of
users given by Stage 1 and at the same time to reduce the potential interference within
the network. Also the total amount of users covered by each sectorized cell is less
than the sum of users covered by all sectors within the cell. This can be explained as
some of the users are covered by several sectors at a site. The service level is approx-
imately at the same level between stages. Also, it is noticeable that the central cells
with indices ’4’, ’5’ and ’7’, being surrounded by the rest of the cells in the network,
experience the highest level of interference which reduces the order of modulation and
coding schemes used and therefore reducing the overall traffic load of the cells.
Key performance indicators Stage 1 Stage 2
Coverage level (%) 98.28 97.68
Service level (%) 72.46 72.49
Network cost (e) 432000 432000
Profit (e) 187200 187506
Traffic unit cost (e/Kbps) 0.3506 0.347
Spectral efficiency (bps/Hz) 1.15 1.15
Capacity (Mbps) 1243 1244.4
Table 6.3: Key performance indicators comparison between Stage 1 and 2
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KPI Site Stage 1
Stage 2 sectors
1 2 3 4 5 6 Total
Coverage
1 4820 573 448 901 593 1085 905 2909
2 5397 126 961 280 892 533 776 2624
3 1915 243 108 158 372 194 312 895
4 4404 435 243 723 522 842 389 2091
5 4089 443 406 450 1302 523 217 2251
6 2669 314 250 322 1049 382 134 1800
7 3049 105 164 318 130 176 584 1063
8 3919 616 204 626 373 1896 577 2683
9 3858 909 3358 509 598 1071 220 3993
Service
1 754 134 118 143 110 146 127 778
2 713 117 147 66 160 139 71 700
3 638 110 98 97 136 107 86 634
4 626 127 86 142 63 116 134 668
5 622 137 122 123 121 108 110 721
6 687 155 105 116 139 127 75 717
7 505 92 88 104 78 94 84 540
8 826 146 120 123 117 102 146 754
9 848 144 74 142 138 86 131 715
Table 6.4: Comparison of the number of covered and serviced users between Stage
1 and 2.
Results presented in Figures 6.12 and 6.13 reflect the sectorization progress of omni-
directional cells in terms of the cost function minimization score. Figure 6.12 com-
pares cost function score over time for all cells. It can be seen that the application
of the greedy heuristic finds a local minima within the first 500 iterations with some
minor improvement for some cells. This approach guarantees quick discovery of a
good solution which can be further improved in the final stage (Stage 3). Figure 6.13
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on the other hand shows the combined value of the cost function score value for the
whole network during Stage 2, where the cells are sectorized in a sequential manner.
Each peak in the graph appears when the new, initially sectorized cell, is activated in
the network. Sectors configured with default settings do not efficiently use the capacity
resources which reflects in the high solution cost. However, after a series of modifica-
tions the algorithm converges to a good solution with a low score for the cost function.
Beginning with the first cell to be sectorized it can be seen that with an empty network
and without any interferers present the variation between the initial score and the final
is much greater than for the last cell, where the network is almost fully serviced and
with a large amount of interference. This makes it difficult for the algorithm to find
configurations for the sectors which improve the overall solution quality. Also it can
be noted that the overall trend of the graph in a sense simulates the SA progression
through the optimization process with acceptance of uphill moves and minimization
of acceptance probability towards the end of the algorithm, which is reflected in the
smaller hikes.
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Figure 6.12: Cell-by-cell sectorization score results in Stage 2
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Figure 6.13: Overall score results in Stage 2
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6.2 Stage 3. Final optimization
After all sites have been sectorized and pre-configured in Stage 2, Stage 3 takes into
account the full network instance for the final optimization where the main objective
is to increase the network service level. The outline of the final stage is depicted in
Figure 6.14. The set of neighbourhood moves used is the same as in Stage 2:
• change power
• change azimuth
• change tilt
• change antenna type
As with Stage 1 the algorithm used to optimize the given objectives for Stage 3 is
simulated annealing. The initial temperature of the SA is set to a lower value com-
pared to Stage 1 in order to reduce the likelihood of acceptance of large uphill (worse)
moves. This measure is set to avoid significant alteration of a good solution obtained
from Stage 2, as the main goal is to maintain approximately the same solution structure
throughout the Stage 3. The stopping criteria is set to 700 iterations without improve-
ment of the solution’s cost function score. At each iteration the algorithm randomly
selects an active site and a random sector for modification and according to the move
selection mechanism (section 4.1.4) performs a re-configuration. After a set of per-
turbations has been executed the probabilities of moves are updated according to the
acceptance ratios of moves and the subsequent set of iterations selects the modifiers
with the new probabilities.
6.2.1 Stage objectives and cost function weights
Similarly to Stage 2 the financial component of the network is not affected in the fi-
nal stage of optimization. The main objectives thus are set to maximize the overall
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Figure 6.14: Stage 3 procedure
coverage and service levels with the major emphasis on the second objective.
The objectives and their associated weights in the objective function for Stage 3 are:
coverage maximization 0.2
service maximization 0.8
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6.2.2 Example output of Stage 3
Stage 3 produces the final results of the fully sectorized and optimized WiMAX net-
work. It consumes a considerable amount of computational time in comparison to the
preceding stages as the amount of decision variables is higher. In addition the SA
cooling schedule is tuned to reduce the temperature at a slower rate in order to let the
system to settle into a lower energy state while sampling the solution space and to
converge to a near optimal solution.
The network designs produced by stages 2 and 3 can be seen on Figures 6.15 and 6.16
respectively. Table 6.5 presents the comparison of key performance indicators for all
stages. It can be seen that coverage of the network remains at about the same level at
around 98%. Although this objective is weighted much lower in comparison to other
objectives throughout all the stages, having the service level as a priority guarantees
good network coverage. The hypothetical service level of stage 1 is close to the real
result of stage 2 and with the final stage improving this indicator by approximately 5%.
This increase in the service level is also reflected in the reduction of the traffic cost for
the final solution. As it was mentioned in the section 6.1, the high correlation of results
in terms of service level throughout the whole optimization framework underlines the
fact that all the assumptions and techniques used in stage 1 for the evaluation of SINR
and base station capacity are correctly defined.
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Figure 6.15: Network instance from the optimization Stage 2
Figure 6.16: Comparison of resulting network plans from Stage 2 and 3
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Key performance indicator
Stage 1 Stage 2 Stage 3
(dimensioning) (sectorization) (final)
Coverage level (%) 98.28 97.68 97.96
Service level (%) 72.46 72.49 75.66
Network cost (e) 432000 432000 432000
Profit (e) 187200 187506 214666
Traffic unit cost (e/Kbps) 0.3506 0.347 0.3326
Spectral efficiency (bps/Hz) 1.15 1.15 1.2
Capacity (Mbps) 1243 1244.4 1298.7
Table 6.5: Key performance indicators comparison between Stage 1, 2 and 3
Tables 6.6 & 6.7 provide configuration settings for the sectorized base stations in the
network solutions produced in stages 2 and 3. Almost all the sectors in the final net-
work design have experienced at least one modification of antenna settings.
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Sites Sectors
Power (dBm) Azimuth Tilt Type PB
St2 St3 St2 St3 St2 St3 St2 St3 St2-3
1
1 43 43 311 311 10 10 30 30 0
2 31 35 62 62 8 7 30 30 8
3 37 37 108 108 10 10 30 30 10
4 35 35 159 159 11 11 30 30 27
5 41 41 206 206 11 11 30 30 2
6 39 39 263 263 11 11 30 30 18
2
1 45 45 303 283 11 12 120 120 16
2 41 41 42 42 14 14 60 60 11
3 27 27 84 84 14 14 60 60 28
4 41 41 123 123 14 14 30 30 13
5 37 37 172 172 14 14 30 30 29
6 37 35 216 206 0 8 120 120 6
3
1 37 45 343 343 10 10 60 30 6
2 43 45 68 53 11 11 60 90 1
3 39 43 144 154 12 12 30 30 17
4 41 41 160 165 6 6 30 30 13
5 39 41 220 220 10 10 60 60 14
6 39 45 274 254 10 7 90 30 7
4
1 39 43 290 305 10 11 60 60 12
2 35 35 17 2 12 12 60 60 4
3 45 45 76 76 9 13 30 30 25
4 35 35 145 145 13 13 90 90 19
5 39 39 158 158 7 7 30 30 26
6 43 43 218 218 9 9 30 30 8
Table 6.6: Re-configuration of sectors in Stage 3 (sites 1-4)
Finally Table 6.8 illustrates the comparison of the main KPI results between stages
2 and 3 on a sector basis. It can be noted that although some of the sectors have
decreased in performance, most have increased, which satisfies the aim of the optimiz-
ation framework - finding the balance between the settings which improves the overall
performance.
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Sites Sectors
Power (dBm) Azimuth Tilt Type PB
St2 St3 St2 St3 St2 St3 St2 St3 St2-3
5
1 43 45 32 32 10 5 60 30 6
2 43 45 83 93 4 5 30 30 3
3 39 41 156 156 12 12 60 60 0
4 45 43 236 226 11 13 60 60 24
5 43 41 285 285 7 7 30 30 9
6 43 45 333 333 9 9 30 30 18
6
1 45 45 316 326 10 7 60 30 23
2 43 43 15 15 10 5 30 30 31
3 41 41 49 49 9 9 30 30 17
4 45 45 134 134 11 11 60 60 30
5 41 41 205 205 11 11 60 60 29
6 35 35 256 256 14 14 60 60 8
7
1 45 45 159 119 10 4 90 90 29
2 39 45 252 237 10 13 90 60 21
3 41 39 304 309 10 10 60 60 7
4 37 45 349 344 10 7 30 30 11
5 43 45 28 28 11 12 30 30 22
6 45 45 64 59 9 7 90 90 23
8
1 41 41 112 112 14 14 30 30 31
2 45 45 243 243 14 14 30 30 20
3 39 39 278 278 11 11 30 30 2
4 37 37 327 327 14 14 30 30 15
5 37 37 348 348 11 11 90 90 5
6 37 37 51 51 14 14 30 30 3
9
1 45 45 294 294 10 10 30 30 16
2 37 37 342 342 3 3 120 120 20
3 37 37 346 346 11 11 30 30 21
4 35 35 19 19 10 10 30 30 1
5 37 37 55 55 2 2 60 60 12
6 37 43 84 84 10 10 30 30 9
Table 6.7: Re-configuration of sectors in Stage 3 (sites 5-9)
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KPI Cell
Sectors
1 2 3 4 5 6
St2 St3 St2 St3 St2 St3 St2 St3 St2 St3 St2 St3
Coverage
1 573 573 448 304 901 901 593 593 1085 1085 905 905
2 126 135 961 961 280 280 892 892 533 533 776 536
3 243 185 108 160 158 174 372 317 194 146 312 185
4 435 475 243 135 723 408 522 522 842 842 389 389
5 443 350 406 450 450 525 1302 752 523 401 217 249
6 314 242 250 240 322 322 1049 1049 382 382 134 134
7 105 129 164 155 318 147 130 335 176 133 584 797
8 616 616 204 204 626 626 373 373 1896 1896 577 577
9 909 909 3358 3358 509 509 598 598 1071 1071 220 320
Service
1 134 131 118 153 143 152 110 107 146 147 127 130
2 117 128 147 149 66 64 160 156 139 136 71 98
3 110 119 98 110 97 116 136 130 107 91 86 95
4 127 142 86 79 142 141 63 65 116 124 134 136
5 137 158 122 143 123 121 121 96 108 116 110 129
6 155 142 105 112 116 119 139 140 127 133 75 93
7 92 95 88 118 104 82 78 131 94 98 84 103
8 146 145 120 122 123 123 117 117 102 106 146 146
9 144 143 74 78 142 143 138 134 86 71 131 141
Table 6.8: Comparison of the number of covered and serviced users between
Stages 2 and 3.
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Chapter 7
Results & Discussion
Adopting a novel approach to network design of practical scenarios this chapter presents
the results and discusses the benefits in using the proposed three stage framework
presented in Chapter 5 and Chapter 6. Several scenarios are considered for comparison
with the proposed framework. First, the effect of PermBase assignment is investig-
ated showing the deviation in KPIs when all the base stations in the network operate
with the same PermBase. Next, we determine if the sectorization process proposed in
Section 6.1 provides any advantage to the network optimization strategy. Further we
explore the interference model proposed for Stage 1 and investigate the effect of vary-
ing the parameters in the SINR. Finally we build the network employing the standard
approach widely presented in the literature in order to compare the results on a simpli-
fied problem formulation.
The structure of this chapter is as follows: Section 7.1 presents the network data and
a summary of all the network configurations used in this thesis for WiMAX network
planning evaluation. Section 7.2 provides the results of the three stage framework pro-
posed in this thesis. Section 7.3 evaluates the advantage of the PermBase assignment
process. Section 7.4 assesses the benefits of the Stage 2 sectorization procedure. Sec-
tion 7.5 evaluates the interference model of Stage 1. Section 7.6 provides the results for
the standard network planning approach and finally Section 7.7 summarizes the results
of all the scenarios with full analysis and conclusions.
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7.1 Experimental Network Scenario
The experimental network was obtained from the EMBRACE (Efficient Millimetre
Broadband Radio Access for Convergence and Evolution) project [2]. The main pur-
pose of this project was to investigate and develop efficient and low cost radio access
systems for a variety of traffic load scenarios including urban, suburban and rural areas
in order to provide users with a full range of broadband services such as digital tele-
vision, video on demand, high speed internet access and voice communications. The
way to achieve this was through efficient utilisation of radio frequency bands and op-
timisation of transmission capacities for a variety of users and usage.
To predict radio wave propagation in dense urban environments the planning tool RPD
(Rapid Pipeline Development) was developed which takes into account obstructions
from the topography and man-made structures, the effects of atmospheric propagation
conditions and the antenna radiation patterns. This tool is described in Section 3.2.
The scenario used for the experiments in thesis is based on the city of Newcastle, UK.
The data explicitly defining the network is structured as follows:
1. RTP table - IDs, x-y-z coordinates of reception test points, traffic demand in
Kbps and annual revenue which can be generated from the users. The sample of
data is shown in Table 7.1
2. Site locations table - site id, x-y-z coordinates, costs for installation and annual
maintenance. The sample of data is shown in Table 7.2
3. Losses table - pathloss figures for each base station / receiver pair in dBm. The
sample of data is shown in Table 7.3
The graphical illustration of the network is depicted in Figure 7.1. The area of the
region is approximately 17.69km2. Each grey pixel in the figure represents an RTP
and golden circles are site locations. There are 8583 RTP test points in total distributed
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Figure 7.1: Newcastle city
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RTP ID X (m) Y (m) Z (m) Rate (Kbps)
42 426221 562034 111.25 200
43 426206 562051 111 200
44 426105 562052 111 200
45 426212 562016 111 200
46 426659 562018 110.75 200
47 426735 562000 110.5 200
48 426499 562053 110.5 200
Table 7.1: Sample of RTPs data
Site ID X (m) Y (m) Z (m) CAPEX (e) OPEX (e)
5 425969 565365 57 30000 1500
6 424436 565260 137 30000 1500
7 427594 565024 67 30000 1500
8 424981 565012 116 30000 1500
9 425711 564936 116 30000 1500
10 427212 564688 91 30000 1500
11 425846 564450 64 30000 1500
Table 7.2: Sample of site locations data
across the city each of them representing a user with geographical position defined and
37 sites. The traffic demand and service requirements are uniformly defined for all
subscribers with 200Kbps. Therefore, it is assumed that the revenue generated from
the served user is the same and is fixed at a level of 100 euros per user for a period of
one year. The propagation figures used are designed for a 3.5GHz radio access system.
Based on the network model presented in Chapter 3 table 7.4 summarizes the main
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Site ID RTP ID Loss (dBm)
1 542 113.189
1 543 146.367
1 544 137.27
1 545 114.812
1 546 129.144
1 547 103.862
1 548 135.727
Table 7.3: Sample of path-loss figures
parameters used for the downlink network planning.
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PARAMETERS VALUES
Frequency band 3.5 GHz
Channel bandwidth 20 MHz
Frequency reuse pattern 1 × 1
Max number of sectors per BS 6
Maximum EIRP per sector 45dBm
Tx antenna gain - 30 degrees pattern 22.9 dBi
Tx antenna gain - 60 degrees pattern 17.5 dBi
Tx antenna gain - 90 degrees pattern 16 dBi
Tx antenna gain - 120 degrees pattern 15 dBi
User antenna gain 0 dBi
Permutation mode PUSC
PermBase 0-31
Frame duration 5 ms
DL symbols 37
DL usable symbols 28
Subchannels per symbol 60
Slot structure 1 subchannel × 2 symbols
DL subframe capacity 840 slots
Duplexing TDD
Rate per user 200 Kbps
Modulation and coding All modes, Table 3.7
Site installation costs - CAPEX e30000
Site maintenance costs (per annum) - OPEX e1500
Sector equipment cost - CAPEX e1500
User generated revenue (per annum) e100
Table 7.4: Network main parameters
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7.2 Framework results
This section presents results for the three stage framework proposed in this thesis. A
number of trials were performed for each stage of the optimization framework in or-
der to show their effectiveness, correlation of the network plans between stages and the
marginal improvements of KPIs in the final network planning stage. First, 25 cell plans
were produced in Stage 1. All the network settings and objective function weights were
fixed for all tests. Variation in the runs was achieved by the different starting points in
the search space and the seeds of the random number generator. The performance of
the resulting network plans can be seen in Tables 7.5 and 7.6 (’score’ denotes overall
objective function value). The best performing designs in one of the KPIs are marked
in green and the worst in red. It can be noted that most of the cell plans produced in
this stage were constructed of 9 base stations with the maximum number of deploy-
able sectors at each site. Satisfying a coverage level in the network is an important
criteria for service providers and most of the networks have achieved a level above
95%. With regard to service, the maximum level of 72.46% produced by network plan
s1-10 indicates that the WiMAX system employing the frequency reuse scheme of 1
is interference limited (meaning that without the introduction of an additional channel
the service level cannot be improved to achieve the full service). Since most of the
plans having the same amount of equipment deployed in the networks, i.e. same fin-
ancial commitment, the profitability depends on the number of users serviced, making
network plan s1-10 the most profitable. An interesting observation can be noted with
regard to the relation between the traffic unit cost and spectral efficiency - the network
plan with the worst use of spectrum (s1-20) produces the highest cost of the traffic unit,
and conversely for (s1-25).
The distribution of the results, over the 25 trials, in terms of the objective function cost
is as follows:
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Maximum 0.3032
Mean 0.2754
Minimum 0.2596
Deviation 0.0108
CV 3.9%
With the coefficient of variation (CV) standing at only 3.9% it can be said that the
networks produced are very similar with minor differences in site selections and BS
configurations. Five network designs were selected based on their cost function value
for subsequent modifications. These networks are denoted as follows (Table 7.7):
• s1-max - worst result
• s1-dev(+) - half of the deviation above the mean value
• s1-mean - mean result
• s1-dev(-) - half of the deviation below the mean value
• s1-min - best result
The graphical representations of the selected network plans can be seen in Figures 7.2
- 7.6.
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Figure 7.2: Stage 1 network plan - s1-max
Figure 7.3: Stage 1 network plan - s1-dev(+)
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Figure 7.4: Stage 1 network plan - s1-mean
Figure 7.5: Stage 1 network plan - s1-dev(-)
7.2 Framework results 168
Figure 7.6: Stage 1 network plan - s1-min
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The purpose of Stage 2 as outlined in Section 6.1 is to produce similarly structured cell
plans as in Stage 1 while maximizing the overall network service level. For each of
the five scenarios chosen from Stage 1 five runs were performed for sectorization. The
resulting network designs are presented in Table 7.8 where max and min indicate the
worst and the best network instances respectively from the 5 generated plans. Table
7.9 shows the overall statistical analysis of the network results. It can be seen that the
overall trend in terms of the objective function score has been preserved, where the
s2-1 network has the worst mean and s2-5 the best. The most important factor in these
statistics however is the service gain of Stage 2. The reason that service level was
selected as the main indicator is that the expenditure of the networks do not change
in Stage 2, indicating that the remaining KPIs will change according to the variation
of service level. This indicator shows how the service level of the network plans has
changed in comparison to Stage 1 results. In order to calculate this change the mean
service level of the 5 networks generated in Stage 2 were compared to the service level
of the corresponding selected network plan from Stage 1. A negative value indicates
that, on average, the service level of the Stage 2 networks has reduced in comparison
to Stage 1, and increased for a positive value. The most important factor however is
not the increase or decrease but the amount of change of this indicator after performing
sectorization (with maximum difference shown in the s2-5 scenario of -1.47%, and on
average of just 0.656%). This indicates that despite the fact that Stage 1, which neither
performs the PermBase assignment to the base station sectors, nor the slot allocation to
users (in comparison to Stages 2 and 3), and therefore performs without realistic SINR
calculation, produces network plans which are well correlated with the results of Stage
2.
Furthermore, five network designs were selected for the subsequent and final modifica-
tions from each scenario with minimum value of the objective function. The graphical
representations of the selected network plans can be seen on Figures 7.7 - 7.11
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S1 networks S2 networks S2 stats S2 score S2 service gain
s1-max s2-1
max 0.1728
mean 0.1694 -1.06%
min 0.1624
std dev: 0.0042; CV: 2.48%
s1-dev(+) s2-2
max 0.1565
mean 0.1515 0.11%
min 0.149
std dev: 0.0026; CV: 1.72%
s1-mean s2-3
max 0.1579
mean 0.15 -0.31%
min 0.1417
std dev: 0.0057; CV: 3.8%
s1-dev(-) s2-4
max 0.1505
mean 0.1469 -0.33%
min 0.1436
std dev: 0.0029; CV: 1.97%
s1-min s2-5
max 0.152
mean 0.1456 -1.47%
min 0.1398
std dev: 0.0042; CV: 2.88%
Table 7.9: Stage 2 statistical analysis of generated networks
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Figure 7.7: Stage 2 network plan - s2-1
Figure 7.8: Stage 2 network plan - s2-2
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Figure 7.9: Stage 2 network plan - s2-3
Figure 7.10: Stage 2 network plan - s2-4
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Figure 7.11: Stage 2 network plan - s2-5
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As it was mentioned in Section 6.1 Stage 2 operates using a hill climbing algorithm
which converges to a local optimum. The final stage of the optimization framework
performs the full range of modifications of the BS sectors in the network using the
simulated annealing algorithm in order to achieve the final solution. As in the previous
experiments 5 trails were performed for each of the best networks obtained in Stage 2
(s2-1-min, s2-2-min, s2-3-min, s2-4-min, s2-5-min). These generated network plans
are presented in Table 7.10. Comparing results of Stage 2 and Stage 3 it can be noted
that the improvements have been achieved in all the key performance indicators while
retaining the coverage level above 95%. The main statistics as well as the service gain
from Stage 3 are presented in Table 7.11. As the average service gain is 3.3% this
may be interpreted as an insignificant improvement. However, this trend once again
outlines the value of fine tuning the parameters in Stage 1, and the good sectorization
procedures in Stage 2, which in turn leave little room for improvement in the final
network optimization stage. This conclusion is tested in the following sections with
the final comparison of all experimental results presented in Section 7.7.
Another factor to evaluate the performance of the optimizations stages is a computa-
tional time and although this indicator is debatable as it depends on the programming
skills of a designer of the system, it can show the relative timings of the stages. Stage
1 on average generates network plans in the time range of 15-20 minutes, whereas it
takes 1 hour 30 minutes and 2 hours to execute Stages 2 and 3 respectively. From these
figures one conclusion can be made that Stage 1 is a perfect contender for the use as
a WiMAX dimensioning tool as it produces good quality results in a relatively short
period of time.
Lastly, the graphical representations of the final network plans can be seen on Figures
7.12 - 7.16.
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S2 networks S3 networks S3 stats S3 score S3 service gain
s2-1 s3-1
max 0.3315
mean 0.3226 1.91%
min 0.3086
std dev: 0.00841; CV: 2.61%
s2-2 s3-2
max 0.2796
mean 0.2737 5.25%
min 0.2674
std dev: 0.00441; CV: 1.61%
s2-3 s3-3
max 0.2794
mean 0.2733 2.99%
min 0.2685
std dev: 0.00432; CV: 1.58%
s2-4 s3-4
max 0.2893
mean 0.2797 2.98%
min 0.2741
std dev: 0.00541; CV: 1.93%
s2-5 s3-5
max 0.2733
mean 0.2686 3.39%
min 0.2621
std dev: 0.00383; CV: 1.43%
Table 7.11: Stage 3 statistical analysis of generated networks
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Figure 7.12: Stage 3 network plan - s3-1-min
Figure 7.13: Stage 3 network plan - s3-2-min
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Figure 7.14: Stage 3 network plan - s3-3-min
Figure 7.15: Stage 3 network plan - s3-4-min
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Figure 7.16: Stage 3 network plan - s3-5-min
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7.3 Network planning without consideration of Perm-
Base assignment
The PermBase is an integer used in the permutation formula (Eq. 7.2) that controls
the allocation of subcarriers to a subchannel in the sector of a cell. It implies that the
same subchannel in two different sectors, using the same frequency band but different
PermBase, will comprise of different subcarriers, thereby reducing interference. In our
framework, Stage 1 of the network optimization process does not consider PermBase
allocation. Stages 2 and 3 however do perform assignment of different PermBase’s
to the BSs in order to avoid excessive interference, therefore allowing sectors to com-
municate with the users on the higher order modulation schemes, thus maximizing the
overall network service level. Most of the proposed solutions for WiMAX network
planning in the literature do not consider PermBase as a decision variable in the optim-
ization framework. Therefore, in order to see the effect on the results when PermBase
allocation is disregarded, the network plans obtained from Stage 3, which are listed
in Table 7.10, are re-deployed but with the same PermBase in all the sectors of the
networks. The resulting network solutions can be observed in Table 7.12. It is notable
that all the KPIs are significantly worse. As the spectral efficiency dropped due to the
increased interference level in the networks, it inevitably has a negative impact on the
overall service levels, thus reducing the profitability of the networks. The statistical
comparison of the network results with and without PermBase allocation is presented
in Table 7.13. It can be seen that the performance of the networks has dropped consid-
erably in comparison to our proposed approach which includes PermBase allocation.
The average degradation in traffic service level of the users accounts for -19.28%.
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S3 networks S3-PB networks S3-PB
stats
S3-PB
score
S3-PB service gain
s3-1 s3-pb-1
max 0.5089
mean 0.5002 -20.25%
min 0.4824
std dev: 0.00946; CV: 1.89%
s3-2 s3-pb-2
max 0.4587
mean 0.4489 -20.86%
min 0.4369
std dev: 0.00826; CV: 1.84%
s3-3 s3-pb-3
max 0.444
mean 0.4332 -17.43%
min 0.4173
std dev: 0.00945; CV: 2.18%
s3-4 s3-pb-4
max 0.4523
mean 0.446 -19.3%
min 0.4363
std dev: 0.00536; CV: 1.2%
s3-5 s3-pb-5
max 0.4494
mean 0.4423 -18.58%
min 0.4321
std dev: 0.00615; CV: 1.39%
Table 7.13: Stage 3 statistical analysis of networks without PermBase assignment
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7.4 Network planning with simplified Stage 2 operation
All the stages in the proposed optimization framework for WiMAX network planning
are designed to solve a specific set of criteria, and when executed in the defined order
they produce efficient and cost-optimized results. Stage 1 aims to identify the optimal
site locations for BS deployment, as well as the required amount of equipment, to-
gether with the sets of users recommended for service from each site location. Stage 2
performs initial sectorization of omni-directional BSs which serves as a good starting
point for the subsequent and final stage. In order to evaluate the effectiveness and be-
nefit of the Stage 2 sectorization process the following experiment is conducted. First,
the network plans generated in Stage 1, Table 7.7, instead of being processed by Stage
2, were sectorized with the default settings and equally separated in the azimuth plane
(1 sectorization trial for each network from Stage 1). The results of this simple op-
eration are presented in Table 7.14. This table also provides comparative analysis to
the performance of this operation to the results of the Stage 1 and 2 in terms of the
service gain. The service level is 17.51% lower than in Stage 1 and 17.48% lower
than in Stage 2, which indicates the benefit of Stage 2. Secondly, having omitted the
full sectorization process these newly generated network plans are passed to Stage 3 in
order to maximize each KPI. As in Section 7.2 5 trials were executed for each network
plan. The final networks are listed in Table 7.15 and their statistical evaluation in Table
7.16. It can be seen that without Stage 2, which intelligently sectorizes omni base sta-
tions and pre-configures all network sectors, Stage 3 on its own does not cope with the
complexity of the problem and produces results on average 11.35% worse than from
the proposed framework. This can be explained by the amount of decision variables,
specifically the added problem of finding optimal azimuths for sectorized BSs.
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S3 networks S3-WS2 networks S3-WS2
stats
S3-WS2
score
S3-WS2 service gain
s3-1 s3-ws2-1
max 0.4271
mean 0.4149 -13.77%
min 0.3959
std dev: 0.01064; CV: 2.56%
s3-2 s3-ws2-2
max 0.3909
mean 0.3633 -12.2%
min 0.3185
std dev: 0.02589; CV: 7.13%
s3-3 s3-ws2-3
max 0.39352
mean 0.3548 -11.16%
min 0.3119
std dev: 0.03322; CV: 9.36%
s3-4 s3-ws2-4
max 0.40584
mean 0.3443 -9.06%
min 0.3009
std dev: 0.03407; CV: 9.9%
s3-5 s3-ws2-5
max 0.3834
mean 0.3468 -10.56%
min 0.3233
std dev: 0.02408; CV: 6.94%
Table 7.16: Stage 3 statistical analysis of networks after simplified Stage 2 opera-
tion.
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7.5 Network planning with different interference set-
tings in Stage 1
As described in Section 5.1 the formulation of interference in the initial stage of net-
work planning when the omni-directional base stations are used for the simulation of
the sectorized cells, raises the issue of accuracy in the SINR calculations and therefore
the determination of suitable modulation and coding schemes in order to achieve the
highest DL bit-rate possible. This issue was due to the fact that no slot assignment is
considered in Stage 1. The proposed solution to this was connection the capacity of the
interfering omni base stations, and the distance to users from these cells, to estimate the
amount of interference these BSs created. In Chapter 5 the solution to this issue resul-
ted in the formation of Table 5.1 and the modification of the SINR equations specific
to Stage 1, i.e. eq. 5.1 and 5.2. The results presented in Section 7.2 have shown the
high level of correlation between network plans produced in Stages 1 and 2, where the
difference between the overall network service levels in both stages accounted for less
than 1%. However, in order to show that the model of interference presented in Stage 1
is correct we conducted experiments which reveal the impact of changing the paramet-
ers in Table 5.1, later referred to as the capacity-interference parameter. This look up
table provides the number of sectors which would cause interference depending on the
capacity of the base station and distance between the user and interfering cell, which
is used in the calculation of the SINR. Two cell plans were produced in Stage 1 fixing
this parameter, regardless of BS capacity or the distance to a user, at a level of 0.5,
representing the lowest amount of interference and at a value of 6 for the highest inter-
ference. This indicates that when a user is considered for service by a BS, the number
of interfering sectors from each interfering BS will be fixed to 0.5 and 6 respectively.
The results of this experiment are listed in Table 7.17. It can be seen that the two
networks are very different, s1-i05 which used the capacity-interference parameter of
0.5 has produced high service level with relatively low expense activating only 8 sites
and 48 sectors in total, as well as using the spectrum more efficiently. The second net-
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work plan, s1-i6, which used the parameter of 6, activated 9 sites and 54 sectors, but
with much lower service level due to the high interference created in the network by
amending the capacity-interference parameter. This results in a low spectral efficiency
and poor profitability of the network. However, it is more interesting to see the impact
on the Stage 2 results which was created by this amendment. The sectorized network
plans are shown in Tables 7.18 and 7.19. Once again 5 trials were performed in Stage 2
for each network plan generated by Stage 1, with the best and the worst networks listed
in the tables. It is clear that lowering the capacity-interference parameter in s1-i05 case
to a minimum level resulted in unrealistic evaluation of interference in Stage 1 which
led to overestimation of spectral efficiency of the base stations and their capacities.
This however was corrected in the s2-i05 cell plans which employ a realistic SINR
calculation model resulting in the loss of service level on average by -12.14%. With
the capacity-interference parameter set to 6 however, the results are quite the opposite.
The higher interference introduced in Stage 1 resulted in generating the network plans
with underestimation of the KPIs which also reflected in the poor selection of site loc-
ations. This can be seen on the results of the sectorized cell plans after performing
Stage 2. In comparison to the 0.5 case, the increase of capacity-interference parameter
results in the improvement of the service level after sectorization.
Both of these experiments show a considerable difference in the results between Stages
1 and 2 which makes the performance of the initial planning stage unreliable in this
case and proving that with the use of settings provided in Table 5.1 Stage 1 generates
near optimal WiMAX network plans perfectly suitable for network dimensioning pur-
poses, as well as serving as a good starting point for the subsequent modification in
Stages 2 and 3. The graphical representation of the generated cell plans can be seen on
Figures 7.17 and 7.18 for Stage 1, and Figures 7.19 and 7.20 for Stage 2.
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Figure 7.17: Stage 1 network plan - s1-i05
Figure 7.18: Stage 1 network plan - s1-i6
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Figure 7.19: Stage 2 network plan - s2-i05
Figure 7.20: Stage 2 network plan - s2-i6
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S1-I networks S2-I networks S2-I stats S2-I score S2-I service gain
s1-i05 s2-i05
max 0.1968
mean 0.1879 -12.14%
min 0.1823
std dev: 0.005; CV: 2.66%
s1-i6 s2-i6
max 0.1582
mean 0.1561 8.49%
min 0.1542
std dev: 0.00144; CV: 0.92%
Table 7.19: Stage 2 statistical analysis of generated networks after Stage 1 with
different interference settings.
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7.6 Network planning employing standard approach
The traditional approach in WiMAX network planning presented in the literature is
often oversimplified [46, 70, 75, 119, 131, 100]. The main goal of the approaches is
facility location where the aim is to position 3-sectored base stations without consider-
ation of azimuth, tilting, or changing antenna radiation patterns, but considering power
allocation. This also does not include realistic SINR evaluation, the use of AMC, con-
sideration of permutation schemes, slot or PermBase allocation. At best some authors
propose to tackle the facility location problem together with a resource allocation prob-
lem simultaneously, however most of the base station configurations are omitted and
once again the 3-sectored structure of the BS is used [18]. This significantly simplifies
the overall network planning problem which is not suitable in practical cases. In or-
der to underline the benefits, efficiency and practicality of our framework the standard
approach was simulated using 3-sectored base stations. Moreover, as is widely pub-
lished we have fixed the azimuths of sectors within the base stations, but allowed the
algorithm to change the tilting and patterns of antennas. Initially, 35 network plans
were generated using the Stage 1 procedure. These networks are presented in Tables
7.20 and 7.21, and 5 were selected for subsequent improvement, Table 7.22. As it
can be seen the algorithm has generated a wide range of different scenarios with the
number of active site locations varying between 12 and 16. However, the most notable
metric, profitability, indicates that the use of 3-sectored base stations is much less fin-
ancially viable, as the cost of purchasing and maintaining the sites greatly exceeds the
costs of the base stations. Therefore, most of the generated network plans introduce
losses in the first financial year. The service level of the selected network plans is also
considerably lower compared to the results given in Section 7.2 due to the fact that the
antennas cannot be rotated in the horizontal plane and are unable to efficiently service
the surrounding users. The graphical representation of the selected networks can be
found on Figures 7.21 - 7.25.
Stage 2 in this experiment was simplified by sectorizing omni base stations with de-
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Figure 7.21: Stage 1 standard approach network plan - s1-3s-max
Figure 7.22: Stage 1 standard approach network plan - s1-3s-dev(+)
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Figure 7.23: Stage 1 standard approach network plan - s1-3s-mean
Figure 7.24: Stage 1 standard approach network plan - s1-3s-dev(-)
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Figure 7.25: Stage 1 standard approach network plan - s1-3s-min
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fault configurations without any modification of antenna type, azimuth, tilting or power
level. The sectorized networks are reflected in Table 7.23 where all KPIs are further
deteriorated due to the default settings of the equipment. The final stage, which in-
cludes modification of power, tilt and antenna type, improves the results over the ones
obtained after sectorization in Stage 2, however it fails to achieve the kind of results
produced in Stage 1 (Tables 7.24 and 7.25). This can be explained by the elimination
of the ’change azimuth’ move from the optimization procedure which plays a signific-
ant role in achieving effective BS settings for the increase of overall network service.
This experiment shows that simplifying the optimization framework with the use of
3-sectored base stations and minimizing the number of decision variables, in terms of
BS modifiers, dramatically reduces the quality of the resulting network designs making
their use in practical situations not viable. The graphical representation of the final cell
plans is provide on Figures 7.26-7.30.
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S2-3S networks S3-3S
networks
S3-3S stats S3-3S score S3-3S service
gain
s2-3s-1 s3-3s-1
max 0.5687
mean 0.5529 s1: -5.47%
min 0.5466 s2: 10.28%
std dev: 0.00827; CV: 2.56%
s2-3s-2 s3-3s-2
max 0.5735
mean 0.5667 s1: -11.43%
min 0.5593 s2: 2.93%
std dev: 0.0058; CV: 1.02%
s2-3s-3 s3-3s-3
max 0.5586
mean 0.5441 s1: -7.46%
min 0.5294 s2: 7.28%
std dev: 0.00931; CV: 1.17%
s2-3s-4 s3-3s-4
max 0.5541
mean 0.5373 s1: -7.71%
min 0.5321 s2: 10.38%
std dev: 0.00842; CV: 1.57%
s2-3s-5 s3-3s-5
max 0.5664
mean 0.5658 s1: -15.63%
min 0.5606 s2: 6.49%
std dev: 0.00206; CV: 3.64%
Table 7.25: Stage 3 statistical analysis of generated networks with standard ap-
proach.
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Figure 7.26: Stage 3 standard approach network plan - s3-3s-1
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Figure 7.27: Stage 3 standard approach network plan - s3-3s-2
Figure 7.28: Stage 3 standard approach network plan - s3-3s-3
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Figure 7.29: Stage 3 standard approach network plan - s3-3s-4
Figure 7.30: Stage 3 standard approach network plan - s3-3s-5
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7.7 Analysis of the results
Having generated WiMAX networks employing different planning experiments that
cover (i) the proposed optimization framework, (ii) Stage 3 network planning with
fixed PermBase in all the network base station sectors, (iii) cells plans with simplified
Stage 2 procedure, (iv) initial planning and dimensioning using Stage 1 with different
capacity-interference parameters and finally (v) simulating a standard approach which
is widely used in the literature, this section finalises all the results, and provides com-
parison and analysis in terms of the main KPIs. The coverage KPI is not included in
the analysis as the majority of designs obtained in the previous sections have been able
to achieve the desired level of 95%. The first KPI to be analysed is service level. The
histogram illustrating the network service for all experiments is presented in Figure
7.31. The results are grouped by experiment which provide overall network service
level in percentage for the stages 1, 2 & 3 where possible. The white bars with the
dashed lines indicate that results for particular stages were taken from the ’framework’
experiment to perform the tests in the subsequent stages. The generated networks were
selected from each experiment for comparison as follows:
1. Framework (Section 7.2)
(a) Stage 1 - s1-min
(b) Stage 2 - s2-5-min
(c) Stage 3 - s3-5-min
2. PB (Section 7.3)
(a) Stage 1 - taken from ’framework’ experiment, s1-min
(b) Stage 2 - taken from ’framework’ experiment, s2-5-min
(c) Stage 3 - s3-pb-5-min
3. WS2 (Section 7.4)
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(a) Stage 1 - taken from ’framework’ experimentario, s1-min
(b) Stage 2 - s2-ws2-5
(c) Stage 3 - s3-ws2-5-min
4. I05 (Section 7.5)
(a) Stage 1 - s1-i05
(b) Stage 2 - s2-i05-min
5. I6 (Section 7.5)
(a) Stage 1 - s1-i6
(b) Stage 2 - s2-i6-min
6. Standard (Section 7.6)
(a) Stage 1 - s1-3s-mean
(b) Stage 2 - s2-3s-3
(c) Stage 3 - s3-3s-3
Starting with the ’framework’ experiment (Figure 7.31) it can be seen that the service
levels achieved in Stages 1 and 2 are almost identical, and higher than any other exper-
iment could achieve, which demonstrates the capability of Stage 1 to produce realistic
good quality network plans suitable for dimensioning purposes, as well serving as a
good starting point for the subsequent optimization stages. Furthermore, this similar-
ity in results illustrates that the Stage 2 optimization procedure performs in the most
efficient way, thanks to the ’initial sectorization of cells’ process (described in Section
6.1.2) where before optimization of the base station parameters begins this procedure
identifies the optimal positioning of sector azimuths, which eventually significantly
simplifies the following progress of the stage. The effectiveness of Stage2 can also
be outlined by the results produced in the ’WS2’ experiment where the sectorization
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Figure 7.31: Comparison of the service levels achieved by different experiments
(%).
stage was simplified, which resulted in the reduction of the service level by 24.29%
compared to Stage 2 from the ’framework’ experiment. Stage 3 introduced further
improvement to the service level reaching 75.66%, which was an absolute maximum
within the whole range of experiments and trials. As mentioned in Section 7.2 although
the improvement between Stages 2 and 3 is not significant margin it shows that the first
two stages produce very high quality solutions which leaves very little room for im-
provement in the last stage. This statement is also confirmed in the ’WS2’ scenario
where after the poor results produced in the second stage, Stage 3 achieves a signific-
ant improvement in the service by 26.2%, which shows that it is capable of producing
considerable modifications of the network plans where necessary. The ’PB’ scenario
where the base station sectors were allocated the same PermBase emphasizes the im-
portance of the permutation base allocation procedure, which is ignored in the literat-
ure. The loss in the service level in comparison to the ’framework’ scenario accounts
7.7 Analysis of the results 212
for 18.57%. The two experiments which involved tests on the capacity-interference
parameter, namely ’I05’ and ’I6’, show that in both cases changing the parameter from
the original value, (which were obtained by the series of experiments and concluded in
Table 5.1), resulted in the misleading network plans produced in the first stage. This is
confirmed in the Stage 2 results, where the slot assignment procedure together with the
realistic model for the SINR calculation have corrected the impact of the inaccurate
settings of Stage 1. The very low interference level in the Stage 1 network of ’I05’
experiment results in the drop of service in the s2-i05-min network by 10.59% and
improvement in s2-i6-min by 7.39%. This adds weight to the assumptions made in
Stage 1 for the interference calculation and demonstrates the ability of the stage to be
used as a dimensioning tool for WiMAX networks. Finally, the results of the ’standard’
scenario demonstrate that simplification of the WiMAX network planning problem to
that employed in the literature is impractical. The use of 3-sectored base stations and
elimination of equipment parameters such as azimuth, tilt and antenna type from the
decision variables of the optimization framework results in the worst results produced
in all experiments. In comparison to the ’framework’ experiment, the standard ap-
proach had a reduction in the service by 26.76% at the end of Stage 3. Moreover, this
loss in service level is not the biggest drawback of the standard approach, which will
be illustrated in the analysis of other important KPIs.
The next performance indicator to be analysed is profitability of the obtained networks,
which are presented in the form of a histogram in Figure 7.32. The networks from the
’framework’, ’PB’ and ’WS2’ experiments contain the same amount of equipment,
including active sites and sectors. However the s3-5-min network of the ’framework’
experiment shows the most favourable financial return on the investment because of the
highest level of service. The ’WS2’ experiment once again outlines the importance of
the sectorization stage, where the network with the default configurations, not optim-
ized for any defined objective produces results with minimum profit in the first financial
year. However having been optimized in Stage 3 considerably improves profitability,
but nevertheless does not match the performance of the ’framework’ experiment by
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Figure 7.32: Comparison of the profit levels achieved by different experiments
(e).
a considerable amount (25.59%). The ’PB’ scenario shows even greater reduction in
profit by 56.16% in comparison to the ’framework’ case, which indicates the signi-
ficance of the PermBase allocation to the sectors, where even the simplified strategy
proposed in this thesis can drastically improve the performance of all KPIs. The ’I05’
scenario as was mentioned in the service level KPI analysis proves to be misleading.
Stage 1 when used as a dimensioning mechanism for WiMAX networks with incor-
rect (lowered) settings of the capacity-interference parameter may show overestimated
profitability of a potential network, which in turn may result in the development of
an misleading financial strategy by a service provider for network deployment. This
is confirmed by the sectorization stage which reduced the profit of the network by
28.44%. The converse can be observed in the ’I6’ scenario where the parameter was
increased, which resulted in the negative impact on the first stage network plan, which
is then improved by 42.54% after sectorization. Finally, the ’standard’ experiment con-
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firms in financial terms as well, that this approach is unsuitable for planning purposes.
The low service level produced and the high expense caused by the activation of the in-
creased number of sites for BS deployment in comparison to the ’framework’ scenario
(e585000 and e432000 respectively) results in the significant losses.
Figure 7.33: Comparison of the spectral efficiency levels achieved by different
experiments (bps/Hz).
An important technical criterion of a network is how efficiently the overall system uses
the available spectrum. The comparison of spectral efficiency for different experiments
is displayed in Figure 7.33. From the ’framework’ experiment it can be seen that the
results are fairly consistent, where Stage 1 and 2 networks have the same spectral
efficiency of 1.15 bps/Hz and an improved value of 1.2 bps/Hz in the third stage. The
’PB’ and ’WS2’ experiments show similar losses in the efficiency relative to other KPIs
described above, with a degradation by 18.33% and 8.33% respectively. The most
notable result however was shown by the ’I05’ scenario, where the lower parameter of
the SINR expression in Stage 1 results in the spectral efficiency peaking at the level of
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1.28 bps/Hz which was revised after the second stage to 1.15%. In spite of the poor
performance of the standard approach in the service and profitability indicators, the
spectral efficiency achieved a reasonable level after Stage 3 resulting in 1.06 bps/Hz.
This demonstrates that all stages of the optimization framework strive to optimize the
network to use the spectrum as efficiently as possible.
Figure 7.34: Comparison of the cost of traffic levels achieved by different experi-
ments(e/Kbps).
The last KPI to be analysed is the cost of traffic, presented in Figure 7.34. The ’frame-
work’ experiment networks, as always, show that Stage 3 produces the most cost ef-
fective plan. Experiment ’PB’ shows the poor cost efficiency of the network, degrading
the result of the ’framework’ scenario by 22.89%, as well as in the ’WS2’ case with
a 9.34% reduction. The result of the ’standard’ scenario, with a significant 85.24%
deterioration of the cost-efficiency of the network. This however again shows that
this approach is far from being suitable for planning practical networks for WiMAX
technology.
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Chapter 8
Simulation
This chapter considers the validity and viability of WiMAX networks generated us-
ing the proposed optimization framework. These networks are evaluated by the use
of OPNET wireless network simulator [3]. The OPNET Modeler Wireless Suite is
designed to provide high fidelity modelling, simulation, and analysis of a broad range
of wireless networks. Along with network evaluation of performance it also allows
consideration of proprietary wireless protocols, such as access control and scheduling
algorithms. The modeler Wireless Suite supports any network with mobile devices,
including cellular (GSM, CDMA, UMTS, IEEE 802.16 WiMAX, LTE, etc.), mobile
ad hoc, wireless LAN (IEEE 802.11), personal area networks (Bluetooth, ZigBee, etc.)
and satellite. The version of the simulator used in this thesis is OPNET Wireless Suite
version 15.0.
The key features of OPNET:
• fast simulation engine among leading industry solutions
• hundreds of wired/wireless protocol and vendor device models with source code
• object-oriented modelling
• hierarchical modelling environment
• scalable wireless simulations incorporating terrain, mobility, and multiple path-
loss models
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• customizable wireless modelling
The OPNET WiMAX Specialized Model which is available for the OPNET Modeler
Wireless Suite supports the IEEE 802.16-2004 and IEEE 802.16e-2005 standards. The
main specifications and configurations of the model used are described in the following
section.
8.1 OPNET Wimax model
OPNET’s WiMAX model was developed with guidance from over fifty industry lead-
ers including Alcatel-Lucent, France Telecom, Fujitsu, KDDI, NEC, Samsung, and
Sony Ericsson. OPNET offers the most feature-rich and comprehensive WiMAX net-
work simulation capability available today, including support for scheduling mech-
anisms, adaptive modulation and coding, mobility and handoffs, power management,
interference models, and fading models. Some of the key features are:
PHY
• TDD
• OFDMA, SOFDMA
• Co-channel interference (PermBase, subcarrier overlap computation)
• MIMO
• Multi-path fading
• Path-loss modelling (ITU, Erceg)
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MAC
• Service flow configuration and mapping traffic to service flows
• Bandwidth request and grant mechanism
• BS scheduler for UL and DL connections
• Scheduling services for UGS, ertPS, rtPS, nrtPS, BE
• Adaptive modulation and coding
• ARQ, HARQ
• Ranging (initial and periodic)
Framing - DL/UL MAP generation, burst rectangulation
Network features - multiple cell networks, multi-sector base stations, IP connectivity
The main building components used in OPNET for WiMAX simulation are SS nodes
(or subscriber station), BS nodes, WiMAX Config node, wireless and wired links,
and nodes for applications and profiles. SS and BS nodes have attributes that allow
specification of the PHY configurations of each node, whereas WiMAX Config node
specifies the settings of the whole WiMAX system. These attributes can be seen in
Figures 8.1-8.3.
The default palette of node models included in OPNET’s WiMAX library is fairly
limited, and is insufficient to simulate the network plans obtained from the framework.
However with the extensive selection of editing tools provided in OPENT the following
objects and models were modified to complement the library:
1. BS node model
By default OPNET supports only two types of base station models, namely one and
three-sectored. Therefore in order to perform the simulation of the networks with the
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Figure 8.1: WiMAX BS node attributes
same equipment specifications as used in optimization five new BS models were cre-
ated using the OPNET Node editor, varying the sectorization between 2 and 6 sectors.
Each sector can be configured individually with a standard set of PHY parameters. In
comparison to the optimization framework where the direction of an antenna radiation
pattern is defined by the azimuth and tilt of each sector, in OPNET it is specified by
the antenna targeting point with coordinates x, y, z and the position of the antenna
within the network subnet. The set of the base station attributes defined for each sec-
tor includes BS position, MAC address (which allows to associate users/subscribers to
a particular BS sector), maximum transmission power (in Watts), PermBase, antenna
pattern model and the targeting point of antenna. The rest of the settings which are
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Figure 8.2: WiMAX SS node attributes
shown in Figure 8.1 are set to the same values for all the BS sectors in the network.
2. Antenna patterns
The OPNET Modeler provides only two types of antenna pattern in the palette for
WiMAX network simulation, these are omni-directional and sectored with 120 de-
grees radiation pattern. The four types of antennas used in the optimization framework
were recreated with the use of the Antenna pattern editor provided by OPNET and an
example of the 90 degrees pattern created can be seen in Figure 8.4.
3. Propagation model
The propagation (or pathloss) model in OPNET is specified individually at each sub-
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Figure 8.3: WiMAX Config node attributes
scriber node. The default options of the models provided are:
• Free Space
• Suburban Fixed (Erceg)
• Outdoor to Indoor and Pedestrian Environment
• Vehicular Environment
Each pathloss model is appropriate for a certain kind of environment through which the
signal propagates before reaching the receiver. The "Free Space" pathloss model refers
to the classical free space pathloss. The "Suburban Fixed (Erceg)" pathloss model is
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Figure 8.4: OPNET antenna editor - 90 degrees pattern example
defined in [55]. Erceg’s model is also referenced in the IEEE802.16a-03/01 standard
[56]. The "Outdoor to Indoor and Pedestrian Environment" and the "Vehicular Envir-
onment" are pathloss models described in the "Radio Tx Technologies for IMT2000"
white paper of the ITU [120].
However, as we employ our own propagation model in the optimization framework
which provides pathloss figures in the form of an array from all the site locations to all
the STPs, this was recreated in OPNET. The wireless communication between nodes
in OPNET is implemented through Transceiver Pipelines, where each pipeline denotes
a sequence of specific calculations. Six pipeline stages are associated with radio trans-
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mitter: receiver group, transmission delay, link closure, channel match, Tx antenna
gain and propagation delay. Eight stages are associated with the radio receiver: Rx
antenna gain, received power, interference noise, background noise, Signal-to-Noise
Ratio, Bit Error Rate, error allocation and error correction. Therefore, in order to
accommodate the pathloss model used in the network optimization framework the ’re-
ceived power’ pipeline stage was modified to read the pathloss figures from a file con-
taining all the propagation attenuations and then match the pairs of base station site
locations and users to obtain the required pathloss value.
8.2 Simulation approach
The OPNET Modeler supports the import of network topologies from different sources,
including XML files. As the use of the network instances considered in this thesis is
quite considerable with thousands of users it is impractical to create topologies manu-
ally. Therefore, an application was created to convert the results from the optimization
framework to the XML files with an OPNET structure. The XML files include all
the information about the network nodes and the specifications of the node attributes
which differ from the default settings. An example of the imported network topology
can be seen in Figure 8.5.
One of the difficulties encountered with the OPNET simulator, in particular related to
the WiMAX standard model, is its inability to perform simulation of the network plans
consisting of thousands of users. To overcome this problem the users within each base
stations sector were clustered and combined in order to reduce the size of the network.
This procedure is as follows:
1. all the serviced users within each sector are sorted in ascending order of the
distance to the serving BS
2. beginning with the first user in the list, 10 are selected in order
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Figure 8.5: WiMAX network topology example in OPNET
3. their centre of mass is calculated
4. the position of the user located closest to the centre of mass is determined
5. all the selected users are then replaced with one and positioned in the location
which has been determined in the previous step
6. the traffic demand of the final user is an aggregate of all the selected users.
Although a network plan with clustered and grouped users differs from the original
version, this procedure overcomes the limitations of OPNET and makes it possible to
perform simulation of the overall network.
Traffic in OPNET can be defined in different ways and one of them which was em-
ployed in our example is the use of applications. Applications can be created and
modified in the ’Application Config’ node where a range of application types is spe-
cified including database, email, FTP, HTTP, print, remote login, video conferencing
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and voice. Every application offers different traffic load options. For example, "Web
Browsing (Heavy HTTP 1.1)" indicates a web application performing heavy browsing
using HTTP 1.1. For simulation purposes we have selected the ’video conferencing’
application which can be set using the following attributes:
• frame interarrival time information
• frame size information (bytes)
• symbolic destination name
• type of service
• RSVP parameters
• traffic mix
As previously described the sector users are grouped in clusters of ten for the simu-
lator to cope with the size of the network. This means that most of the users after the
clustering procedure will have a traffic demand equivalent to the demand of 10 users,
or 2 Mbps in the DL. However, the number of serviced users in the base station sectors
rarely equal 10, which results in the variation of the traffic demand for the last user
group (from 1 to 9 users). In other words, if the total amount of serviced users in a
sector accounts for 108 users, this means that clustering procedure will produce ten
groups of 10 users which leaves the last group with only 8 users, and a traffic demand
of 1.6 Mbps. Therefore, 10 different ’video conferencing’ applications were created by
varying the attributes provided above in order to support 10 levels of traffic demand,
from 0.2 Mbps to 2.0 Mbps. The specified applications are then used while creating
user profiles on the "Profile Config" object. A profile describes user activity over a
period of time and may consist of many different applications. For example, a "Human
Resources" user profile may contain "Email", "Web" and "Database". Various load-
ing characteristics can be specified for the different applications on this profile. The
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profiles created in this object will be referenced by the individual subscriber nodes to
generate traffic. As we have 10 ’video conferencing’ applications the same number
of profiles were created. The starting time of each profile was specified by a ran-
dom uniform distribution with a minimum outcome of 50 seconds and maximum of
100 seconds, which means that the transmission of traffic for different users will start
between 50 and 100 seconds after the simulation begins. The 50 second minimum is
used so that network can be initialized.
As mentioned previously each user node can be configured individually. However, the
main settings to modify are the MAC address of the associated BS, transmission power,
the pathloss model, modulation and coding specified in the service flow settings, and
the application profile used. OPNET provides a great deal of flexibility in other settings
which can be seen in Figure 8.2, however in our case they are set to the default values.
Once all the BS and SS nodes are created and configured, as well as the applications
and profiles, it remains to connect these base stations to the network backbone and the
server where all the traffic applications are originating. The links used to connect BSs
to the backbone are SONET OC-12 (Synchronous Optical Networking, Optical Carrier
with multiplier of 12) with transmission speeds of up to 622.08 Mbps, and between the
backbone and the server SONET OC-48 a speed of up to 2488.32 Mbps is available.
8.3 Simulation results & performance analysis
In order to evaluate the performance of the proposed WiMAX network optimization
framework, 10 network plans were selected from the whole range of the results de-
scribed in Chapter 7. First, two network plans were selected with the worst service
level of 58.86% and the best of 75.66%. Then, eight remaining plans were determ-
ined with the service level between the worst and the best network plans in steps of
1.8666%. Table 8.1 provides the list of selected network plans (from the experiments
’WS2’, Stages 2 and 3 of ’framework’), where the ’service step’ column giving the
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service level equally split between the best and worst values, and the following two
columns giving the service level in percentage and Mbps terms for the network plans
closest to the values of ’service step’.
ID Network plan Service step (%) Network service
(%)
Network service
(Mbps)
1 s3-ws2-1-5 58.86 58.86 1010.4
2 s3-ws2-4-3 60.73 60.92 1045.8
3 s3-ws2-2-5 62.59 62.57 1074.0
4 s3-ws2-2-2 64.46 64.42 1105.8
5 s2-1-4 66.33 66.33 1138.5
6 s3-ws2-4-1 68.19 68.2 1170.8
7 s2-3-2 70.06 70.13 1203.8
8 s2-5-1 71.93 71.77 1231.9
9 s3-1-1 73.79 73.85 1267.7
10 s3-5-2 75.66 75.66 1298.7
Table 8.1: Network plans selected for simulation in OPNET
The duration of the simulation was set to 150 seconds which proved to be sufficient for
the network’s traffic to settle. The real execution time of the simulation runs was on
average 4 hours. Figure 8.6 illustrates the total throughput variation over the simulation
period for the network plan 1. It can be seen that it steadily increases starting from 50
seconds of the simulation time when the users gradually begin activating their traffic
profiles. Towards the end of the simulation time throughput converges to the value of
875.4 Mbps. The breakdown of the simulation results and comparison to the results of
the optimization framework for 10 selected network plans is presented in Table 8.2. On
average, the service level of the simulation results is lower by 15.67% in comparison
to the optimization framework. The main reason behind the reduction of the system
throughput level is the approximation used to simulate the network plans. In other
words the procedure of clustering and grouping users performed in the pre-simulation
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Figure 8.6: Total network throughput of the network plan 1 in OPNET simula-
tion.
Network ID Optimization service (Mbps) OPNET service (Mbps)
1 1010.4 875.4
2 1045.8 951.6
3 1074.0 932.2
4 1105.8 932.4
5 1138.5 970.2
6 1170.8 1027.3
7 1203.8 928.0
8 1231.9 1020.7
9 1267.7 938.4
10 1298.7 1138.4
Table 8.2: Comparison of the results in terms of service between optimization
framework and OPNET simulation.
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stage to reduce the size of networks and to make it feasible for the OPNET Modeler
to simulate these network designs. This results in the subsequent approximation of the
pathloss figures for the grouped users which inevitably leads to the alteration of the
received SINR and the use of different modulation and coding schemes. The overall
comparison of the service level achieved by the 10 selected network plans in the optim-
ization framework and the OPNET simulations is illustrated in Figure 8.7. Although
the total throughput figures of the simulated network plans are lower in comparison
to the results of the optimized networks, both show an upward trend. In particular it
can be seen that both the red line of the optimization framework and the black line of
the simulation results (fitted curve) both show an upward trend and helps validate the
quality of the WiMAX network plans produced by the optimization framework.
Figure 8.7: Graphical comparison of the results between optimization framework
and OPNET simulation for 10 selected network plans in terms of the service level
in Mbps.
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Chapter 9
Conclusions and future work
The main requirements of the network planning problem imposed by service operators
is to design and deploy a cost-effective network which will increase the financial return
on the investment. In other words to increase profit for the company while improving
the quality of service they provide to network users, enhancing the coverage level and
the overall capacity of the system in order to reduce coverage holes within the network
topology. Historically, the cell planning problem was solved by manual techniques.
However, this approach has been shown to be impractical for network engineers once
the technologies providing wireless access have become more accessible, thus increas-
ing the number of subscribers and services worldwide, and leading to the increase in
complexity of network planning. Thus more emphasis has since been made on the de-
velopment of automated cell planning techniques in order to design more efficient and,
most importantly, feasible network solutions.
The literature review in Chapter 2 presented the progress and evolution in the field
of automated planning for a variety of wireless access technologies including the de-
velopment of models and optimization techniques for frequency and cell planning.
It showed that for mature technologies such as second and third generation systems
there has been a lot of research devoted to developing optimization techniques cover-
ing all possible challenges imposed by the technologies. However, for the relatively
new Mobile WiMAX standard there is a limited number of studies aimed at the net-
work planning problem which are either simplified in terms of consideration of all the
WiMAX-specific features, including subchannelization, slot allocation, PermBase as-
9 Conclusions and future work 231
signment, specifics of SINR calculation and system throughput estimation, or consider
simplified planning strategies where base station configurations are limited to 3 sec-
tors and eliminating consideration of azimuth, tilt and antenna pattern type, as well
as considering small network instances which do not represent the realistic complex-
ities of the network planning. These omissions were addressed in the optimization
framework of this thesis. Chapter 3 presents the system model and crucial issues such
as the propagation model used for planning WiMAX networks in the 3.5 GHz fre-
quency band, coverage and service requirements, resource allocation problems includ-
ing subchannelization with consideration of the permutation scheme, slot partitioning
and allocation, interference calculation and realistic throughput estimation. Chapter 4
describes the optimization framework in general presenting such issues as the optimiz-
ation algorithm, its configurations and settings, objectives which were used to evaluate
the quality of the network plans during the optimization process, as well as the key
performance indicators used to evaluate the system performance of the final solutions.
Another problem addressed in this thesis which traditionally gets little attention in the
literature is network dimensioning, which is even less studied for WiMAX technology.
Chapter 5 presents a novel approach to the dimensioning problem which in comparison
to traditional techniques based on the analytical evaluation of coverage and capacity
requirements, builds on the optimization algorithm and not only identifies the amount
of required equipment, or the number of sites to be activated, but also provides the
exact selection of site locations required for provision of a good level of coverage and
service, as well as identifying the set of RTPs, to be serviced by each selected site.
Moreover, it gives a breakdown of the required number of sectors for the deployment
of base stations at each selected site and therefore allows more accurate estimations on
future profit. Another benefit of this approach is in the use of the dimensioning stage
as a part of the whole optimization framework, or in other words as a precursor to the
subsequent optimization stages for sectorization and configuration of network plans.
Chapter 6 presents the subsequent stages of the optimization framework, where Stage
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2 performed the sectorization of the base stations with omni-directional antennas and
aims at achieving similar network results as in the first stage, and is accomplished by
the introduction of an additional cost function objective. It also includes the process
of initial sectorization which further reduces the complexity of the problem and allows
us to find better configurations more efficiently. Stage 3 included the full range of
neighbourhood moves to perform the final configurations of the base stations in order
to gain the best possible result in terms of the defined KPIs.
The optimization framework for WiMAX network planning introduced in this thesis,
including the dimensioning stage acting independently, was tested in a variety of ways
in order to show the effectiveness of the proposed approach, the results being presen-
ted in Chapter 7. First, a series of experiments (Section 7.2) was conducted to evaluate
the network optimization framework. The outcome confirmed that Stages 1 and 2
produced very similar results despite the fact that Stage 1 generated artificial network
plans, as well as it including a number of assumptions to overcome the problems of
SINR calculation and capacity estimation. Stage 3 further improved the quality of net-
work plans and within the overall range of testing scenarios produced the best results.
Another conclusion made is that for the size of the experimental network scenario con-
sidered in this thesis a 20 MHz channel is not sufficient to provide full area service.
The next experiment (7.3) was aimed at evaluating the effect of the PermBase assign-
ment and estimating the deterioration in service level in comparison to the case when
PermBase is fixed. The results show that on average the loss in service is approxim-
ately 20%. Another experiment (Section 7.4) investigated the benefit of the sectoriza-
tion procedure defined in Stage 2 and involved simplifying the process by performing
sectorization with default settings and proceeding to Stage 3. This test revealed a con-
siderable loss in service (and other KPIs) in comparison to the proposed framework
thus suggesting the benefit introduced by Stage 2 to the overall optimization process.
Furthermore, the next experiment (Section 7.5) showed that the assumptions made in
Stage 1 in order to overcome the problem of interference estimation were justified.
This was confirmed by the results of the experiment which included variation of the
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parameters defined in these assumptions. Lastly, the framework was compared to the
traditional way of planning WiMAX networks which has been widely employed in the
literature. The results of this experiment (Section 7.6) showed that the proposed solu-
tion to WiMAX network planning, which considers the full complexity of the WiMAX
architecture is superior to the standard (or traditional) approach when evaluated with
the defined set of key performance indicators.
To summarize, the tests conducted in Chapter 7 show that the decomposition approach
to the optimization of WiMAX networks proposed in this thesis provides a good frame-
work by solving a specific set of tasks in each stage, and hence simplifying the overall
process to achieve better results then when solving the overall problem in a single
stage. It also shows that Stage 1 of the optimization framework can be used as a tool
for dimensioning purposes and provides more accurate results in comparison to the
traditional approaches.
Finally, Chapter 8 presented the evaluation approach in order to validate the WiMAX
cell plans using the OPNET Modeler, a leading simulation tool in the industry. Al-
though the performance results from simulation were lower in terms of the system
throughput there is a positive correlation (trend) between the optimization results and
simulation results (Figure 8.7).
9.1 Future work
As WiMAX network planning is an ongoing research problem which introduces new
challenges as the technology matures and gets more integrated into the telecommunic-
ations industry there are several factors in the proposed optimization framework which
can be further improved and complemented in order to enhance it:
• Although current traffic patterns introduced by the triple play services are more
DL centric, the shortcoming of the proposed work which considers only DL
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communication can be improved by imposing constraints introduced by the UL.
• As mentioned, with triple or even quadruple play services dominating the en-
tertainment market of broadband services the mix of different applications can
be implemented into the modelling part of the work to allow consideration of
different QoS requirements.
• The current model considers only a single PBH traffic snapshot, in other words
the worst case scenario, which means that the optimization framework strives to
build a network design for the most traffic intensive (the most loaded) period of
the day. In the real-world scenarios, especially in the case of urban and suburban
regions, there can be at least two PBHs with the flow of users from one loaded
area of the network to another at one time and visa versa at another time of
the day. For example, during the morning hours majority of subscribers are
travelling to the city centre for work with lunch time being the busiest time of
the broadband service consumption, and travelling to the outskirts of the city
(home) in the evening period, introducing the second busiest hour. In order to
consider the mobility of users, the dynamic nature of traffic distribution and to
improve the cost-efficiency of the network plans multiple traffic snapshots can
be employed considering various PBHs, as well as weekly traffic fluctuations,
etc.
• Additional modifications can be implemented to the framework to optimize ex-
isting networks for expansion purposes.
• In order to gain the maximum profit from the deployed networks the financial
model can be modified taking into consideration more complex calculations and
predictions, user subscription expansion, and the use of WiMAX technology as
a backhaul solution.
• As the WiMAX standard employs SOFDMA which gives a great deal of freedom
for service providers, e.g. different channel sizes, the framework can be comple-
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mented by the introduction of multi-channel planning, as well as considering
different frequency reuse schemes.
• Other crucial features of WiMAX need to be addressed such as mobility and
handoff requirements.
• To achieve maximum spectral and cost efficiency the advanced features of WiMAX,
such as MIMO and AAS should be incorporated in the optimization framework.
• As it was mentioned in Section 7.2 the execution time for Stages 1, 2 & 3 are ap-
proximately 15-20 mins, 1.5 hrs and 2 hrs respectively. Stage 1 is the fastest due
to the simplification of the problem, reduction of the decision variables size, and
elimination of the slot assignment procedure. The computation time of Stages 2
and 3 can be further improved by the introduction of more efficient techniques to
the slot assignment problem. Stage 2 can also employ the technique of parallel
computing for cell-by-cell sectorization process.
• And finally the widely predicted integration of WiMAX technology with Wi-Fi
can be examined on different deployment scenarios.
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