This paper presents some explicit results concerning an extension of the mechanical quadrature technique, namely, the Gauss-Jacobi numerical integration scheme, to the class of integrals whose kernels exhibit second order of singularity (i.e., one degree more singular than Cauchy). In order to ascribe numerical values to these integrals they must be understood in Hadamard's finite-part sense. The quadrature formulae are derived from those for Cauchy singular integrals.
Introduction.
The problem of numerical quadrature for the integrals with kernels possessing a singularity of the order exceeding one, i.e., stronger than Cauchy, is quite common in potential theory and the associated problems in continuum mechanics. An example is when a crack in two-dimensional elasticity is modelled using a distribution of dislocation dipoles. The stress a{x) arising at a point x due to a dipole at point t may be expressed as K(t,x) = ,t®xy +k(t,x),
where D is a constant depending on the elastic parameters and the dipole intensity. Depending on the exact nature of the problem and that of the domain, k(t,x) may contain Cauchy (first-order) or logarithmic singularities, as well as regular terms. For a given distribution g(t) of dipoles over a finite interval (a, b) the overall stress is formally given by a(x) = J= K(t; x)g(t) dt = f -dt + f g(t)k(t,x)dt.
J a Jay* J a
While the second integral with the kernel k(t, x) converges at least in the Cauchy principal value sense, the first integral above must be interpreted in the Hadamard finite part sense [6] . The question of developing a consistent interpretation of highly singular integrals based on the theory of generalized functions has been addressed in some detail [16, 5] .
An excellent overview of numerical quadratures for hypersingular integrals is given in the paper by Monegato [17] . It provides an up-to-date list of various numerical integration schemes developed for this class of problems. The paper dwells in some detail on convergence estimates for various quadrature rules and discusses their relative merits from this aspect. However, another important property distinguishing some techniques from the others is their suitability for the numerical solution of integral equations.
Kutt [14, 15] has developed quadrature formulae for the integrals
where A may be greater than unity. However, these involve equally spaced stations depending on the choice of x. This turns out to be a strong limitation for potential application to the solution of boundary integral equations. An approach introduced by Kaya and Erdogan [10] relies on the extraction of the strongly singular part of the kernel, which is then integrated analytically. The remainder of the kernel is treated numerically. This approach leads to very good results, with the only caveat that when the overall kernel cannot be explicitly given in terms of a sum of the hypersingular part and a remainder, the extraction of a strong singularity may lead to a loss of accuracy.
Paget [20] derived a formula for the finite-part integral (2) that involves at least first and possibly further derivatives of the function g(t). This circumstance may be viewed as an obstacle when the unknown function g{t) needs to be determined. Similar comment may be made about the quadrature given by Ioakimidis and Theocaris [8] .
As noted by Monegato [17] , free from this drawback are formulae of interpolatory type, i.e., quadratures obtained by replacing g{t) by its Lagrange interpolation polynomial over a set of distinct nodes. Interpolatory quadrature formulae f1 w(t)g(t) dt
i=l have been analysed in much detail in [18] for Cauchy integrals. Also considered were formulae for their derivatives with respect to x, i.e., finite-part integrals
General expressions were given for integrals involving weight functions corresponding to various Jacobi polynomials.
A comparison between the general result in [18] and the d dx special case considered in this paper is made and agreement between the formulae is found ( §4).
In this paper an explicit procedure is presented that demonstrates the derivation of the Gauss-Chebyshev rule for finite-part integrals from the corresponding Cauchy integral quadrature formulae. The resulting discretized form of the integral is given by a sum over an arbitrary number n of distinct nodes, determined as the roots of the Chebyshev polynomial Un(t). The corresponding weight function w(t) = \/l -t2 is encountered in numerous fracture mechanics problems and describes the crack opening displacement in the vicinity of the crack front. It is important that the resulting formula may be used uniformly for explicit or implicit kernels, as well as for those containing a Cauchy singularity alongside the second-order term. This approach naturally lends itself to an effective and simple procedure for the solution of the associated integral equations arising in many fracture mechanics problems.
Principal
value and finite-part integrals.
In the development of the quadrature formulae the following relations form the basis [22] :
where w(t) is the weight function appropriate for the Jacobi polynomials P^,l3\t), w(t) = (1 -t)a{ 1 + tf (-1 < a, (3 < 1, -1 < t < 1)
and k = -(a + /?) is an integer that may assume values -1,0, and 1. The following differentiation formula will be found useful:
which for Chebyshev polynomials of the first and second kind becomes [22] rn+1
Now, going back to Eq. (6) we note the following. Let us formally differentiate both sides of this relationship with respect to x, and change the order of differentiation and integration on the left-hand side. The resulting expression on the right-hand side then becomes the value of the integral on the left, understood in the finite-part sense. Therefore a/--r(tt)ry-»>»-»±er'M <-i<*<!>. <14)
In particular, for the Chebyshev polynomial case (a = (3 = ^), using the differentiation formulae for Tn{x) (12), one obtains
3. Cauchy kernels.
The initial stage of the quadrature development follows the pattern presented in [4] for principal value (Cauchy) integrals. For this reason, in this section, the part of reasoning that is common to the development of both Cauchy singular and second-order singular integrals is given for completeness, with some additional clarifications given where appropriate.
The next section then demonstrates how this technique may be modified and adapted to hypersingular integrals specifically.
Consider the following integral:
7T y_i t -x where g{t) is bounded for -1 < t < 1, and w{t) is given by (7) . Let us assume next that the function g(t) may be approximated with a sufficient degree of accuracy by a truncated series of Jacobi polynomials, corresponding to the weight function w(t), g(t) (-1 < t < 1).
3= 0
From Eq. (16) it then follows that
3=0
where C is a constant independent of j, which is determined from (6).
As the next step, a fraction expansion of the Jacobi polynomials Pj 3\x), appearing on the right-hand side, in terms of the polynomials Pj"'3\t) on the left-hand side, is constructed.
The general formula sought at this point has the following form:
Here the sum is taken over the zeroes of the Jacobi polynomial P^^\x).
With the appropriate choice of stations and collocation points this expansion may then be interpreted as a mechanical quadrature.
It is natural to specialize the further development of the method to particular values of a and /?, since the fraction expansion depends on the nature of the set of Jacobi polynomials used. Assume a = (3 = and search for the coefficients aj in the following identity:
To verify that the partial fraction expansion above is possible, the left-hand side may be expressed in an alternative way using the recursion formulae [3] :
Then, taking p = i,q = k and substituting into Eq. (20) it is found that
so that the degree of the numerator is less than that of the denominator, and expansion is possible. In order to find the values of it is convenient to multiply both sides of Eq. (20) by
and substitute x = U. Then, noting
U'JM)
Using the differentiation rule (13) for points such that Un(ti) = 0, this simplifies to
so that the resulting form of the fraction expansion (20) is
Now let us select a discrete set of points Xk, k = 1,..., n + 1 such that Tn+i{x) = 0; The following mechanical quadrature ensues:
It is valid only at a number of fixed discrete points Xk■ Tn+i(:Efc) = 0. The Gauss-Chebyshev integration formula for a bounded continuous function f(t,x), where a; is a parameter, is given by
Note that this formula may be applied to determine the values of the integral on the left-hand side for an arbitrary value of the parameter x = x{). Also, the weights are identical with those appearing in Eq. (30). Therefore, a more general type of integral over t of a function f(t, x) may be considered, and a mechanical quadrature formula may be obtained by combining the above results giving Here, the values of xk must be chosen according to (27) , and the function f(t,x) may contain first-order singularities as (t -x) -> 0, i.e., one may write
t X where k(t,x) is a regular function.
4. Second-order singular kernels.
It is now our intention to extend these results to the next order of singularity, i.e., to derive a mechanical quadrature formula for the integral
We proceed in a fashion entirely similar to that of the previous section, i.e., assume g(t) ~ j2 BiU&), S(x) ~ £ BjT;+1(x).
j=o j=o
We then proceed directly to Eq. (26), which holds for an arbitrary x in (-1,1) and may be differentiated once with respect to x to give:
In order to preserve the consistency of the final formula with that for Cauchy singular kernels, the collocation points x must once again be chosen as zeroes of the Chebyshev polynomial Tn+i(x), yielding _ _T' tx\ , ui(xk) T> / \ C37") (n + 1 )(tl-xky Tj+i\xk) + un(xk) + (' since the two other terms in the derivative turn to zero. Using the differentiation formula (12) at Xk : Tn+ i(xk) = 0 the above relation may be rewritten as
Both sides of this equation may now be multiplied by the coefficients Bj and summed over j from 0 to p to recover
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This expression has the appearance of a discretized record of a Fredholm integral equation of the second kind. If an application of the method to the solution of integral equations is in mind, good convergence to the accurate solution may be expected. One further step is required, which would lead to the right-hand side being evaluated only at n points : Un(ti) = 0. It may be achieved with the aid of the Lagrange interpolation formula, which will be exact within the class of polynomials chosen to represent g(t) [22] :^9 ('') tf; w/xT-«i) 
The resulting formula has the form
7T y_i (t-x)2 | (n + 1) (ti -XkY ti -xk yj\ -x'l J It is worth noting that in a more general case when the integral kernel may be split into a strongly singular part and the remainder,
the formula holds in precisely the same form, i.e.,
. (48) 71" J-I 7Zl{( + ' 1 ~ k V1 -X% J 5. Examples. Examples include a straight crack in an infinite elastic plane, a buried crack normal to the surface of an elastic half-plane, and an annular crack under axial tension.
In all cases the equation to be solved assumes the following form:
where fj, is the shear modulus, v is Poisson's ratio, and <r(x) is the applied tension at infinity. The examples have been chosen so that the corresponding kernels K(t,x) exhibit increasing degrees of complexity: a simple second-order kernel, corresponding to a straight crack in an infinite elastic plane; a kernel consisting of the strongly singular and a regular part, for a buried crack normal to the surface of an elastic half-plane; and an implicit kernel, given in terms of a Lipschitz-Hankel integral potential, which may be expanded into a sum of a strongly singular term, a Cauchy term, a logarithmic term and a regular part, for an annular crack subjected to axial tension.
5.1. Crack in an infinite plane. In this case the integral equation is given explicitly by (34), with S(x) = -(2(1 -v)//j,)a(x), where <r(x) = (Jq if the crack is subjected to uniform remote tension (or constant internal pressure), or uniform remote shear.
The discretized version of the integral equation is given by (47). This furnishes a system of n+ 1 algebraic equations for the n unknown values g(ti). Provided there is no rapid stress variation over the middle part of the crack (which is certainly not the case in the problem considered), one superfluous equation corresponding to xk = 0 may be conveniently dropped if n is chosen to be even. The stress intensity factors at crack tips are then determined from the values g(ti) and g(tn) using the formulae K%(a) = 2(\1-^oVnaaixi),
Ki(-a) = 2{\l_ v)aQ y/™9(xn),
where 2 = 1,2 depending on the crack opening mode. 5.2. Buried normal crack in a half-plane. In this case (see, for example, [12] )
where the unit of length is half of the crack extension and d > 1 is the depth of the crack centre in these units, i.e., K(t,x) contains regular terms. The discretized form of the integral is given by (48), and the solution proceeds in a manner that is entirely similar to that of the problem in the previous section. Numerical results for this problem, obtained using an IBM PC-486 and FORTRAN coding, are shown in Table 1 (see p. 470). The overall time required for the solutions was approximately 1.3 seconds for 100 stations and 7 seconds for 200 stations.
5.3. Annular crack under axial tension. Let the crack lie in the plane z = 0 and occupy the region (rc -l,rc + 1). Let it be represented by an unknown distribution of ring dipoles opening in the z-direction. Axial stress at points lying on the plane z = 0 at radius r due to a ring dipole of unit intensity of radius a is given by [7] <rzz(r,0) = -2(1 ^,2J(0,0;2)(r/a,,0). 
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where the elliptic parameter k = 2-^frJaj(1 + r/a), k' = y/l -k2, and E(fc) is the complete elliptic integral of the second kind. Asymptotic properties of the Lipschitz-Hankel integrals were analysed in much detail [2, 21, 11] . Using these results an asymptotic expansion for cr(x) for t -> x is given by < \ V ,{x) = 1 1
Thus, the kernel K(t,x) has the form required for the application of our quadrature formula, and the discretized version (48) may be applied once again. The quadrature method was tested for accuracy and speed using an IBM PC-486 (66 MHz) and FORTRAN coding. The results were compared to those given by Clemens and Ang [1] and showed excellent agreement. The numerical results for different crack mid-radii are given in Table 2 , alongside the values taken from Murakami [19] . Following this source, the normalization used in Table 2 was with respect to the stress intensity factors for a plane crack of half length (rc + 1). The solution required under 2 seconds overall time for 100 stations and under 10 seconds for 200 stations. A remarkably small difference in the execution times with those recorded for the problem of a buried crack normal to a half-plane surface is probably due to two reasons: efficient algorithms used to evaluate the complete elliptic integrals, and the fact that most of the time is expended on the solution of the linear algebraic system.
Conclusion.
The Gauss-Chebyshev quadrature formulae for second-order singular integrals, derived explicitly in this paper, provide a valuable and highly efficient tool for numerical evaluation of finite-part integrals and the solution of hypersingular integral equations.
In particular, it has been shown, using examples from fracture mechanics, that the technique provides fast and accurate solutions to the problems of stress intensity factor evaluation, including the cases where the corresponding integral kernel is only known implicitly and requires extremely careful handling when other techniques are used. It is worth noting that numerical implementation of this technique does not require the evaluation of the orthogonal polynomials involved and therefore achieves excellent results using minimal computing effort.
The technique has the potential to be extended to include other weight functions and the corresponding systems of Jacobi polynomials. This may be done using general solutions for interpolatory Gaussian quadratures available in the literature [18] . Specialization of these quadrature rules to specific weight functions and polynomial systems is likely to lead to substantial algorithmic simplifications and savings in computing effort. Relevant applications include those of crack face contact (crack closure), as well as surface-breaking and interface cracks.
Acknowledgment.
The author would like to express his gratitude to Prof. John Willis and Dr. David Hills for their helpful comments about the manuscript, and to thank a referee for very helpful suggestions.
