This paper considers the pricing of European Asian options in the Black-Scholes framework. All approaches we consider are readily extendable to the case of an Asian basket option. We consider three methods for evaluating the price of an Asian option, and contribute to all three. Firstly, we show the link between the approaches of Rogers and Shi [1995], Andreasen [1999], Hoogland and Neumann [2000] and Večeř [2001]. For the latter formulation we propose two reductions, which increase the numerical stability and reduce the calculation time. Secondly, we show how a closed-form expression can be derived for Curran's and Rogers and Shi's lower bound for the general case of multiple underlyings. Thirdly, we considerably sharpen Thompson's [1999a,b] upper bound such that it is tighter than all known upper bounds. Finally, we consider analytical approximations and combine the traditional moment matching approximations with Curran's conditioning approach. The resulting class of partially exact and bounded approximations can be proven to lie between a sharp lower and upper bound. In numerical examples we demonstrate that they outperform all current state-of-the-art bounds and approximations.
Introduction
This paper deals with the pricing of arithmetic European Asian options. Asian options 2 , also referred to as average rate or average price options, are financial derivatives depending on the average of a certain underlying asset over a prespecified time interval. Interest rates, exchange rates, bonds, commodities, stocks or indices act as the underlying asset.
Asian options come in numerous flavours. If the strike price depends on a fixed quantity, the option is referred to as a fixed strike Asian option or an average price or rate option. If instead the strike price is proportional to the asset price itself, the contract is called a floating strike Asian option or average strike option. A further distinction can be made on basis of the nature of the average. This can be either arithmetic or geometric, both with possibly varying weights for past observations. The average itself can be discretely sampled, i.e. based on a finite number of past realisations, or continuously sampled. In practice all contracts are based on the discretely sampled arithmetic average, although a vast amount of papers deal with the continuously sampled variety.
There are many reasons for the existence of Asian options. Whereas contracts depending only on one snapshot of an asset price are vulnerable to sudden large shocks or price manipulation, Asian options are much more robust against such phenomena. End-users may prefer Asian options as hedging instruments as they may be exposed to the average performance of the underlying over time. In addition, Asian options are cheaper than their plain vanilla counterparts and are easier to hedge. The latter can easily be seen if we consider the volatility of the average: it will typically be lower than that of the underlying asset. In addition, the closer we are to the maturity date, the smaller the uncertainty in the average will be. This implies a lesser dependence of the option on the spot price than a plain vanilla option with the same maturity.
Asian options can be embedded in more complex financial structures. To counter the price manipulation issue, many exotic options contain so-called "Asian tails". This entails nothing else than that the final payoff is based on the average price of the underlying over a certain interval prior to expiry. Another example of such a structure is unit-linked insurance, as mentioned by e.g. Nielsen and Sandmann [2003] and Schrager and Pelsser [2004] . In its most basic form this can be described as an investment plan with a long maturity where periodic payments are invested in risky investment funds. An Asian option on the average return can be used as a rate of return guarantee. Schrager and Pelsser mention that many insurance companies have supplied these forms of insurance without realising the risk attached to the embedded options. With the fair value calculations of insurance contracts currently at the center of attention, quantifying the risk attached to these embedded options is of the utmost importance.
Within the Black-Scholes framework, in which we will be based, already no closed-form solutions are available for arithmetic Asian options. In this framework the underlying is assumed to follow a geometric Brownian motion, which amounts to a lognormal distribution for each asset price. Unlike the geometric average, which as a product of lognormal random variables is itself lognormally distributed, the arithmetic average is a sum of correlated lognormal random variables. Unfortunately no closed-form expression is available for the probability law of this sum. The exact same problem occurs when pricing a basket option, whose price depends on the arithmetic average of several assets.
Consequently, the literature has explored a large variety of ways to find a price for the value of an arithmetic Asian option, and research is still ongoing. One can broadly distinguish between methods based on the solution of a partial differential equation (PDE), analytical approximations, lower and upper bounds, tree methods, Monte Carlo methods and transform methods. In the following we by no means aim to give a complete overview. In particular, as this paper contributes to the first three areas of research, the subsequent sections will deal with these methods in much greater detail than we do here.
For now it suffices to say that PDE methods are most probably the most flexible and efficient way of valuing Asian options, especially if more exotic features are included in the financial structure. Over the past years several authors, starting with Rogers and Shi [1995] , have demonstrated that the price of an Asian option can be found by solving a PDE in one space dimension, we mention Andreasen [1998] , Hoogland and Neumann [2000a,b] and Večeř [2001] . Though the PDE methods can be extended to the case where the option depends on a basket of underlyings, this is less advisable if the number of factors is large. Our contribution is to relate all mentioned PDE approaches to each other by a change of variable. For Večeř's formulation, which seems to be the most stable in practice, we propose two reductions that increase the numerical stability and reduce the calculation time.
Analytical approximations can be very useful to quickly generate a hopefully accurate estimate of the option value and its sensitivities. In contrast with the PDE methods, once we have an analytical approximation for an Asian option it is usually relatively straightforward to come up with an approximation for a basket option that has the same computational cost. The approximations we will consider in this paper combine the moment matching approaches, which date back to Levy [1992] , and the conditioning approaches of Curran [1994] . We introduce the class of partially exact and bounded (PEB) approximations, which apply conditional moment matching. The class is a logical extension of Curran's approximation. The advantage of conditional moment matching is that, in contrast with the traditional moment matching approaches, the size of the error made lies between a sharp lower and upper bound. We show that the error tends to zero when the strike price tends to zero or to infinity. Though the latter is a very natural criterion, we show that it is not satisfied by Curran's approximation; there the call price diverges as the strike price tends to infinity.
The final line of research that we contribute to in this paper is concerned with deriving lower and upper bounds for the value of an Asian option. Bounds can themselves serve as an approximation if they are sufficiently tight, with the advantage that the sign of the error is known a priori. The sharpest lower bound that is currently known is due to Curran [1992 Curran [ , 1994 and Rogers and Shi [1995] . Though a closed-form expression is already available for the lower bound in case of an Asian option, Deelstra, Liinev and Vanmaele [2004] already noted that this expression does not always carry over when there are multiple underlyings. In general one therefore has to resort to a numerical integral over a discontinuous integrand, something which is undesirable. We derive a closed-form expression for the general case, which requires at most three numerical searches. As the previous lower bound was already very sharp, subsequent research efforts have mainly focused on deriving a sharp upper bound. We revisit an upper bound proposed by Thompson [1999a] , and show how his upper bound incorporates many of the upper bounds considered later in the literature. More importantly, we enhance Thompson's upper bound and produce a new bound which is much tighter than all currently reported upper bounds. The new upper bound still performs well when the total volatility is high, i.e. for high volatility environments and/or for long maturities. As the previously mentioned unit-linked insurance typically has long maturities, this is an important finding.
Clearly, the above methods are not all one can use. Tree methods (see Hull and White [1993] and more recently Klassen [2001] ) make it possible to value certain path-dependent contracts in a tree. Monte Carlo methods can be very useful, as one can combine control variates (see e.g. Kemna and Vorst [1990] , who demonstrate that the geometric average option is highly correlated with the arithmetic average option), importance sampling and stratification (see Glasserman, Heidelberger and Shahabuddin [1990] for an application to Asian options) to significantly reduce the variance. Finally, we should also mention transform methods. Whereas Geman and Yor [1993] , using Laplace inversion, derive a closed-form expression for the value of a continuously sampled Asian option, Carverhill and Clewlow [1990] consider the discretely sampled case. Their work, revisited more recently by Benhamou [2002] and Den Iseger and Oldenkamp [2006] , shows how to write the arithmetic average as a product of independent random variables, so that its distribution can be found by convolution techniques. Unfortunately these approaches heavily hinge on the assumption that the stock increments are independent, which clearly is only true in the Black-Scholes model when there is only one underlying asset. As such the algorithm cannot easily be adapted to the more general case of a basket option.
The remainder of this paper is organised as follows. In section 2 we briefly describe the model of the financial market that will be used throughout this document. Section 3 shows the link between Rogers and Shi's, Andreasen's and Večeř's PDE, and proposes two reductions for the latter PDE. In section 4 we consider lower bounds, and show how to arrive at a closed-form expression for Curran's and Rogers and Shi's lower bound, which remains valid when multiple underlyings are present. Section 5 deals with Thompson's upper bound, and sharpens it considerably. In section 6 the class of PEB approximations are introduced. Section 7 concludes with the numerical comparison of the new upper bound and some elements of the class of PEB approximations to state-of-the-art bounds and approximations. Večeř's PDE is used to generate the "exact" prices for the numerical examples. Deltas, gammas and vegas are calculated to demonstrate the accuracy of the PEB approximations.
Finally, it cannot be stressed enough that the approximations and bounds considered in this paper extend to more general situations where the underlying can be expressed as a sum of lognormal random variables. Basket options and the pricing of interest rate swaptions in a Gaussian term structure model are hence two other examples of financial products for which the approximations and bounds will be valid.
The model
Throughout this document we will constrain ourselves to the Black-Scholes framework. As mentioned earlier, this simple framework already does not yield closed-form expressions for the value of an Asian option. For ease of exposure we will work with a constant and deterministic interest rate, volatility and growth rate of the asset. All results remain valid when the interest rate, volatility and growth rate are deterministic functions of time. The results could even be extended to the case where the term structure of interest rates is Gaussian.
In the Black-Scholes framework the underlying asset and the money market account evolve according to the following stochastic differential equation:
where μ is the growth rate, r the interest rate, σ the volatility of the stock, and W(t) is a Brownian motion under the risk-neutral probability measure. For dividend protected assets no arbitrage restrictions enforce the growth rate to be equal to the risk-free rate, whereas when the asset under consideration has a constant dividend yield equal to q, the growth rate μ must be equal to r-q. Throughout the document we will assume, without loss of generality, that the current date is 0. The arithmetic average at the maturity date T will be defined as:
where ρ is a non-negative weighting function, which integrates to 1 over the interval [0,T] . As an example, the continuously sampled arithmetic average with equal weights is represented by T 1 ) t ( = ρ , whereas the discretely sampled arithmetic average with fixing dates 0 < t 1 ≤ ... ≤ t N = T and equal weights is obtained when
. Here δ is Dirac's delta function.
In our analysis we will only consider newly issued, non-forward-starting, fixed strike arithmetic Eurasian calls. This is no loss of generality. Put options can be priced via the Asian put-call parity, as we will show. In Hull [2005, pp. 538-540] it is shown how to treat running average Eurasian options as newly issued ones. Similarly, when interest rates are deterministic, forward-starting options can be dealt with easily as well. As for floating strike options, symmetry results between floating and fixed strike Asian options were first shown to exist in Hoogland and Neumann [2000a] , and later in Henderson and Wojakowski [2002] and Vanmaele et al. [2006] .
For ease of exposure we will mostly deal with forward prices in our analysis. The forward price of the arithmetic Eurasian fixed strike option is equal to its expected value under the riskneutral probability measure Ð, conditional upon all information known at time 0:
If no confusion can arise, we will leave out the superscript indicating the measure and the subscript indicating at which time the expectation is evaluated. Current prices can easily be obtained by discounting with the risk-free interest rate. The Asian put-call parity (in terms of forward prices) states that:
From (2.4) it is evident that lower and upper bounds for calls also translate to lower and upper bounds for puts. A final quantity of interest is the geometric average. This is defined as:
An application of the weighted Jensen's inequality shows that A(T) ≥ G(T), with equality attained if and only if all components of the average (where ρ(t) ≠ 0) are equal.
The partial differential equation approach
In general the price of an Asian option can be found by solving a PDE in two space dimensions, see Wilmott [2006] . In the seminal paper of Rogers and Shi [1995] , a variable reduction was used to find a PDE in one space dimension for the value of an Asian claim, for both fixed and floating strikes. A problem associated with this PDE is that for both discretely sampled Asians and floating strike options the Dirac delta function appears as a coefficient in the PDE. Zvan, Forsyth and Vetzal [1997/98] applied techniques from the field of computational fluid dynamics to this PDE to improve the numerical accuracy. Recently, Hoogland and Neumann [2000a,b] and Večeř [2001] arrive at a different one-dimensional PDE for the value of an Asian claim, which does not have the problems associated with the Rogers and Shi PDE. Hoogland and Neumann use the notion of local scale invariance, whereas Večeř considers options on a traded account, and demonstrates that Asian options are a special case hereof.
Basing ourselves on Večeř's derivation of the PDE we will demonstrate, as Hoogland and Neumann [2000a] briefly mention, that it is related to the Rogers and Shi's PDE by a simple change of variable, hereby eliminating the Dirac delta function from the PDE. Similarly it can be shown that Andreasen's [1998] PDE, which was applied only for discretely sampled Asians, is also related to both PDE's. In the second paragraph we propose two reductions for this PDE formulation, which increase the numerical stability and reduce the calculation time required.
The equivalence of various PDE approaches
We will start by introducing some concepts related to Večeř's PDE, as this will be insightful for the reductions to follow in the next paragraph. This PDE is formulated for options on a traded account. A traded account can be viewed as a bank account in which we are allowed to invest in stocks during the life of the option, within certain restrictions. The remaining cash position is invested against a constant interest rate. An option on this so-called traded account is a contract that promises to pay the value of the traded account at maturity if this is positive. If the trading strategy has not been prosperous, and the value of the traded account is negative, the holder receives nothing. Options on a traded account generalise the concept of many options. European, American, passport and vacation options can be shown to be special cases of options on a traded account. For the remainder we will assume that the trading strategy is known a priori and that the interest rate earned on the remaining cash position is zero. This is sufficient for our purposes. If we denote the trading strategy at time t by q(t) and the value of the traded account by X(t), then the terminal value of the traded account equals:
The payoff of the option on the traded account is equal to X(T) + at maturity. Note that q(t) = 1 and initial wealth equal to S(0) -K will yield a final payoff equal to that of a European call option, a result we will use later. The link between Asian options and options on a traded account is found by relating the trading strategy q(t) to the weighting function ρ(t) in (2.2):
As ρ is non-negative and integrates to 1, q(0) = 1 and q(T) = 0. Partial integration then yields:
Setting the initial value of the traded account to be equal to X(0) = S(0) -K, we see that the payoff of the option on the traded account is equal to that of an arithmetic Eurasian call.
Let us introduce the value of the traded account relative to the stock price, Z(t) = X(t)/S(t). The value of the option at time t is now given by:
where Ò is the probability measure associated with taking the stock price (including all accumulated dividends) as the numeraire asset. By deriving the dynamics of Z(t) and applying the Feynman-Kač theorem one finally obtains the following PDE:
which has to be solved subject to the terminal condition ( )
. The option price follows from (3.4) after solving the PDE. The link with Rogers and Shi's PDE will now be obtained by a change of variable. To this end we introduce:
The reparametrised option price is denoted as ( ) ( )
The PDE then becomes:
with the boundary condition being ( )
for the fixed strike option. Rogers and Shi only considered the case μ = r; in this case the PDE in (3.7) coincides completely with their PDE for the option price divided by the spot price.
Due to the appearance of ρ(t), the Dirac delta function will enter the coefficients of the PDE for discretely sampled and floating strike options. In contrast, these disappear in the formulations of Hoogland and Neumann, and Večeř, simply by integrating over time. This does not leave Rogers and Shi's formulation without any merit. From a computational point of view it is clear that for continuously sampled arithmetic Asians with equal weights the PDE of Rogers and Shi may be preferred, as it has constant coefficients. This leads to a much quicker solution when using finite differences.
Finally, Andreasen's PDE is formulated for the option price divided by the stock price. Realising this, it is easy to see that we can obtain this PDE from Večeř's formulation by simply defining a new variable which is equal to -Z(t). We leave this for the interested reader.
Reducing calculations
Having shown the relation between the various PDE approaches, we will now turn to its numerical implementation. We will again work from Večeř's PDE. Two reductions are proposed which will increase the numerical stability and the calculation time required. The reductions are derived with a finite difference solution method in mind, as demonstrated in Večeř's article. The first reduction is the equivalent of the fact that the value of an Asian with the average taken over only one observation is equal to that of its plain vanilla counterpart. The second reduction, which can be found in a slightly different form for discretely sampled options in Andreasen [1998] , is based on the fact that a large number of values are already known beforehand.
Reducing calculations: elimination of final fixing date
It can be shown that in the case of discretely sampled Eurasians, when N fixing dates are present we only have to build a grid for N-1 fixing dates. 
whereas the constraint changes into: ( )
As mentioned earlier, when the trading strategy is equal to 1, we are dealing with a European call. Here we thus have q N European calls. The risk-free rate and volatility are specified, so all that we have to figure out are the correct spot and strike price. As Z(0) = X(0)/S(0) and X(0) = S(0) -K, it follows that the strike price must equal K = S(0) · (1-Z (0)). Fixing the initial spot price at 1, an initial wealth of Z(t) corresponds to a strike price of 1-Z(t). We end up with:
This formula can be calculated straightforwardly using the Black-Scholes formula. Concluding, it is evident that we only need to build a grid for the first N-1 fixing dates. Formula (3.9) takes the role of the boundary condition. Although this may not speed up calculations, the boundary condition now no longer has any discontinuities, which increases the numerical stability. Unfortunately, using this approach for the remaining fixing dates will not yield a closed-form formula for discretely sampled Eurasians. The result in this paragraph is therefore no different from the fact that an Asian option with one fixing is equal to its plain vanilla counterpart. In the next subparagraph we show how to reduce the calculations significantly by using known values on the grid.
Reducing calculations: known values on the grid
The reductions in this subparagraph apply to all types of arithmetic Eurasians. Consider that we have arrived at time s in the grid. Assuming the trading-strategy is non-zero, we propose the following change of variable:
As in the previous subparagraph it is easy to see that only two things change:
• The boundary condition becomes ( )
The trading strategy at time t becomes
The boundary condition is no problem, as this only implies we are pricing q(s) options on a traded account. Via the change of variable the weighting function on [s,T] turns into ) s ( q / ) t ( ρ , which by definition is non-negative and integrates to 1. We can thus consider the value of the option at time s as that of a newly issued option with time to maturity equal to T-s, in conjunction with the adjusted boundary condition and trading strategy.
How is this advantageous? We are going to use the fact that the price of an arithmetic Eurasian call is known analytically for strike prices equal to zero. When the strike price is zero, the contract is simply a forward on the arithmetic average, for which closed-form expressions are readily available. For strike prices smaller than zero, we only need to add a zero-coupon bond with a notional equal to the absolute value of the strike price. In formulas:
As we showed in the previous subparagraph, an initial wealth of Y(t) corresponds to a strike price of 1-Y(t), if we keep the spot price fixed at 1. This is smaller than or equal to zero when:
For the time interval on which the trading strategy is equal to q(s) we only need to build a grid for those points not satisfying (3.12). All grid points that do satisfy this inequality can simply be assigned the known value. The latter only requires the knowledge of the forward price of the arithmetic average.
To quantify the reduction, suppose we have a uniform grid in space and time for the PDE, i.e. z i = z 0 + i dz and t j = j dt, for 0 ≤ i ≤ M and 0 ≤ j ≤ N. The space step and timestep are represented by dz and dt, respectively. For the final timepoint we have t N = T. Note that the choice z M = 1 corresponds to an option with a strike price equal to zero. For the continuously sampled call we have 
Assuming that z M is larger than or equal to 1, and z 0 is smaller than zero, (z M -q(t))/z M is approximately the fraction of positive grid points that do not have to be calculated. We divide by z M -z 0 to obtain the fraction of all grid points that are known. Note that e.g. the Crank-Nicolson scheme requires O(M) calculations at each timestep, where M is the amount of space points, so that this is an appropriate measure of the reduction. Subsequently we average over all timepoints by integrating over time, and divide by the maturity. Večeř chooses 4 z 0 = -1 and z M = 1, so that the reduction in this case is approximately 25% and thus very significant. In addition to speeding up calculations, this reduction also increases the numerical stability. Typically, one would assume that for large values of z, i.e. for high positions of the normalised traded account, the option value will be linear in z. Estimating the point from where onwards this will be approximately valid is already very difficult, as this requires prior knowledge of the function we are trying to solve. Using a known value as the boundary condition bypasses this problem, making the solution more numerically stable.
More on the implementation of Večeř's PDE will follow later in the section on numerical results, where we numerically solve the PDE in order to compare the exact prices of Asian options to upper bounds and approximations. We now continue with lower bounds for the value of an Asian option.
Lower bounds via conditioning
As mentioned a line of research on Asian options has dealt with deriving lower and upper bounds for the value of these options. In this section we will focus on lower bounds. The first article to our knowledge to derive a lower bound for the value of an Asian option was that of Vorst [1992] . Vorst uses the knowledge that the geometric average is always smaller than or equal to the corresponding average. This is all that is required to see that the value of an arithmetic Eurasian fixed strike call is bounded below by that of its geometric counterpart. Subsequently Curran [1992 Curran [ , 1994 and Rogers and Shi [1995] managed to derive a very tight lower bound by conditioning and applying Jensen's inequality. The resulting lower bound is very tight and in most cases is in fact a better estimate of the option value than a large number of analytical approximations. As the underlying ideas will feature prominently in the rest of this paper, we provide its derivation in section 4.2. Prior to this we give some preliminary results on conditioning in a Gaussian setting. Finally, section 4.3 gives a closed-form expression for the lower bound when applied to an arbitrary sum of lognormal random variables. Though a closedform expression was already available for the case of arithmetic Asian options, this was not the case for basket options.
Some preliminary results
Let Z be an arbitrary Gaussian conditioning variable. We introduce the following notation for ease of exposure:
All expectations are taken under Ð, conditional upon all information known at time 0. Using standard results about Gaussian random variables, the distribution of ln S(t) given Z equals:
The conditional expectation of S(t) given Z thus equals:
With this result in hand we can easily calculate the expectation of A(T) given Z. In the remainder of this section we will require the following expectation:
where F Z is the cdf of the Gaussian Z. To find a closed-form expression for this integral we will use the following result:
where N is the normal cdf. Applying this to (4.4):
where ϕ is the normal pdf. Using this closed-form solution it is trivial to find
In the following section it will become clear how the formulae derived here can be used to find a lower bound for arithmetic Asian options.
Derivation of the lower bound
Though Curran's and Rogers and Shi's lower bounds are derived in a different manner, they coincide when the same conditioning variable is used. Rogers and Shi's lower bound is more general in that it allows for an arbitrary conditioning variable. Curran's lower bound, as mentioned by Vanmaele et al., only works for Gaussian 5 variables Λ which have the convenient property that there is a threshold value λ(K) for which Λ ≥ λ(K) implies A(T) ≥ K. To distinguish general conditioning variables from such special conditioning variables, we introduce the following convention.
Notation:
Λ will denote a Gaussian random variable for which Λ ≥ λ(K) implies A(T) ≥ K Z will denote a general Gaussian random variable Clearly, if we have a random variable that is a lower bound for the arithmetic average, such a random variable Λ can be constructed. Two such examples follow.
Example:
As the geometric average G(T) in (2.5) is a lower bound for A(T), its logarithm obviously satisfies the previous criterion. We will denote Λ GA = ln G(T), and the corresponding threshold is λ GA (K) = ln K. A second conditioning variable which can be used follows from a first order approximation of A(T), as shown by Vanmaele et al. For t ≥ 0 the solution to the SDE in (2.1) easily follows as
Due to the convexity of the exponential, it is clear that the following first order approximation, which we will denote by Λ FA , also acts as a lower bound for the arithmetic average:
The corresponding threshold value for this first order approximation is λ FA (K) = K.
We start with Rogers and Shi's lower bound, which is based on the following application of Jensen's inequality: 5 There is no loss of generality in this. If Λ is not Gaussian and has F as its cumulative distribution function (cdf), N -1 (F(Λ)) is Gaussian and the corresponding threshold is N -1 (F(λ(K))). Here N is the normal cdf.
Rogers and Shi's lower bound then follows as:
where F Z is the cdf of the Gaussian Z. Curran's lower bound differs in that it conditions on Λ, and splits the expectation in two parts, depending on whether the conditioning variable is above or below its threshold:
The special structure of Λ allows us to split the option price into two parts -c 1 and c 2 . The second part can be calculated in closed-form by using the results from section 4.1. To this end define:
. A lower bound for c 1 is found once again by applying (4.8):
The resulting lower bound will be denoted by LB(Λ). Rogers and Shi's and Curran's lower bound coincide when a conditioning variable Λ is used. Both approaches have in common that eventually we must numerically evaluate an integral with a discontinuous integrand, something which is undesirable. This problem is dealt with in the following section.
The reason why LB(Λ) works so well is that the proposed choices of Λ resemble A(T) closely. The more information the conditioning variable contains about A(T), the lower the contribution of c 1 will be to the option price, and hence the smaller the error will be which we make in the lower bound. An estimate of this error can be made, and leads to Rogers and Shi's upper bound, recently sharpened by Vanmaele et al. [2006] .
As a final note, it can be shown that LB(Λ GA ) is tighter than Vorst's lower bound. Vorst's lower bound, the value of the geometric average call, can be rewritten as:
as {Λ GA ≥ λ GA (K)} = {G(T) ≥ K}. Hence, Vorst's lower bound is already smaller than c 2 (T,K) and therefore is clearly strictly smaller than LB(Λ GA ).
Closed-form expression for the lower bound
It has already been pointed out in the literature that when using Λ FA or Λ GA as conditioning variables the lower bound of Curran and Rogers and Shi can be calculated in closed form, see e.g. Thompson [1999a] , Nielsen and Sandmann [2003] and Vanmaele et al. [2006] . The result on which it is based, stated generally in Lemma 1, is similar to the result used in Jamshidian's [1989] decomposition used for the pricing of options on a coupon-bearing bond.
Lemma 1:
Provided that σ Z (t), the covariance between the underlying asset and the conditioning variable Z, is strictly positive, there is a unique z'(K) such that:
Proof:
Due to the positivity of σ Λ (t) it is clear that the conditional expectation of A(T), built up of terms like (4.3), is strictly increasing and convex in z, and takes values from zero to infinity. This implies that there is a z'(K) such that (4.14) holds. If Z = Λ, the structure of Λ implies that the threshold λ'(K) ∈ [-∞, λ(K)].
Remark 1:
For the conditioning variables Λ FA and Λ GA we indeed have that σ Λ (t) is strictly positive. This implies that the lower bound can be found by numerically searching for λ'(K) in (4.14), and subsequently evaluating ( )
Though the result of Lemma 1 is not restricted only to arithmetic Asian options, it is no longer applicable when there are negative correlations between the random variables and the conditioning variable. Therefore there is no closed-form solution for the lower bound when e.g.:
• we are using an arbitrary conditioning variable Z;
• we are considering a basket option with an arbitrary correlation structure between the assets.
In general one must therefore resort to (4.9) or (4.12), a problem Deelstra et al. [2004] also ran into. This involves a discontinuous integrand and as such is undesirable.
Luckily it turns out that even in the more general setup, the conditional expectation can only have a restricted number of forms. Though the derivations here will be based on the arithmetic Asian case, we stress that all results are fully general and apply to the situation where we have multiple underlyings as well. From (4.3) we can write the expectation of A(T), conditional upon a general Gaussian random variable Z, as:
where α(t) ≥ 0 and
, where η(t) ≠ 0 only if α(t) > 0, and Var(Z) > 0. It makes no sense for Z to have a component independent of all ln S(t) where α(t) > 0. Let γ(t) = α(t)β(t). There are three possible situations:
1. γ(t) ≥ 0: (4.15) will be monotone increasing; 2. γ(t) ≤ 0: (4.15) will be monotone decreasing; 3. γ takes on both strictly positive and negative values.
The monotone increasing situation has been dealt with by Lemma 1. The monotone decreasing can be dealt with similarly. The situation in the third case is less clear. To analyse this assume that β(t) is non-decreasing (otherwise we can rearrange the time-interval so that this holds true). Suppose s is the largest s for which β(s) ≤ 0, so that for 0 ≤ t ≤ s we have β(t) ≤ 0 (and β(0) < 0). For s < t ≤ T we have β(t) > 0. We now write:
Given that γ takes on both strictly positive and negative values, f(z) is the sum of a monotone decreasing and a monotone increasing function. Furthermore, f(z) possesses a special structure for which we can prove that solving f(z) = K yields at most two solutions, making it particularly easy to calculate the lower bound numerically. Before showing this, we require the following lemma.
Lemma 2:
Consider f(z) in (4.15). In case there is a t ∈ [0,s] for which γ(t) < 0, and there is a t ∈ (s,T] for which γ(t) > 0, the first derivative of f(z) has only one zero.
Proof: See the appendix.
In the case the lemma deals with, the conditional expectation f(z) has the property that:
Since the derivative has only one zero (say z * ), z * is the unique minimum of the function, so that f(z) will be decreasing until z * and increasing afterwards. From a practical point of view it is perfectly valid to ask when this situation will occur. Given the general form of Z, assume there is a t such that η(t) Cov(Z,ln S(t)) < 0. Since Cov(Z,Z) = Var(Z) > 0, there must be an s such that η(s) Cov(Z,ln S(s)) > 0. Now, if we have either η(u) nonnegative or nonpositive for all u, which is the case for the conditioning variables Λ FA or Λ GA 6 , the existence of a negative covariance of Z with some ln S(t) implies the existence of a positive covariance of Z with some ln S(s), where both η(t) and η(s) are nonzero. We therefore may run into this situation when using Λ FA or Λ GA in a situation with multiple underlyings with some negative correlations between the underlyings. In this situation the conditional expectation will have the shape which is indicated below.
Graph 1: Possible shape of conditional expectation when negative correlations are present Similarly, if η is not everywhere of the same sign, it is also possible to end up with a conditional expectation that has the shape indicated in Graph 1. Applying the knowledge gained from Lemmas 1 and 2 yields the following theorem, which provides a closed-form expression for the lower bound in case of an arbitrary conditioning variable Z.
Theorem 1:
Let f(z) be the conditional expectation of A(T) given Z, as defined in (4.15). If σ Z (t) is nonnegative or nonpositive for all t, let z'(K) denote the unique solution to f(z) = K. The lower bound can then be found as:
If σ Z (t) is not of one sign, let z * be the unique minimum of f(z). The equation f(z) = K has at most two solutions. If it has two solutions, we will denote the smallest as z − (K) and the largest as z + (K). The lower bound can then be found as:
Proof: Follows immediately from Lemmas 1 and 2 and the results in section 4.1.
Remark 2:
If we condition on a Λ we in addition know that we can restrict our searches for the solutions to
Theorem 1 allows us to write the lower bound for any option on a sum of correlated lognormal random variables as a closed-form expression, requiring at most three numerical searches. As the lower bounds in the arithmetic Asian case are already very tight, we do not consider optimising over the conditioning variable, something Deelstra et al. do in the case of multiple underlyings. The closed-form expression derived here would certainly facilitate such an optimisation greatly.
Thompson's upper bound revisited
As the lower bound of Curran and Rogers and Shi was found to be a very accurate approximation of the arithmetic Asian option, subsequent research efforts have focused on upper bounds. As with the lower bounds, the first article to our knowledge which derives an upper bound for the value of an Asian option is again that of Vorst [1992] . It is found by adding the difference in forward value of the arithmetic average and the geometric average to the price of a geometric call. In Rogers and Shi [1995] an upper bound was derived via estimation of the error made in their lower bound. Nielsen and Sandmann [2003] sharpened this bound considerably when the conditioning variable is the geometric average. The analysis is however valid for any Λ which has the property that Λ ≥ λ(K) implies A(T) ≥ K, as pointed out in Vanmaele et al. [2006] . We return to this upper bound in the next section.
Most other upper bounds can be reduced to an application of the following idea:
, where f(t) may be stochastic. The upper bound is then derived as:
All upper bounds based on this form assume some function for f(t), be it deterministic or stochastic, and minimise the upper bound with respect to f(t). Note that the optimal 7 choice for
, as this yields the same value as the Asian call. This does not help us, since we are searching for an upper bound which is easily calculable. Thompson [1999a Thompson [ , 1999b was the first to give this upper bound for stochastic f(t). In particular, he assumed a Gaussian form for f(t). It is this upper bound which will be the topic of the next few sections. Other upper bounds that appear in the literature are essentially either special cases of (5.1)-(5.2), or combine the above ideas with the conditioning techniques from the previous section. These bounds are documented in the following C . However they did not succeed in finding an analytical expression for the optimal function f and resorted to numerical optimisation.
The following sections deal with Thompson's upper bound when f(t) has a general Gaussian form. Section 4.1 will address the issue of calculating the upper bound, given the parameters that enter f(t). Section 4.2 deals with the optimality conditions on f(t). The true optimal choice with respect to the deterministic part of f(t) can in general already not be found analytically, as this requires an analytic expression for the distribution of the sum of a lognormal and a normal random variable. The way Thompson approximates this is described in section 4.3, whereas section 4.4 discusses our proposition: a shifted lognormal approximation. Finally, section 4.5 considers a heuristic to approximate the optimal volatility parameter of f(t).
Calculation of the upper bound
In Thompson [1999a Thompson [ , 1999b the following form is proposed for the strike-scaling f(t) which enters the upper bound in (5.1)-(5.2):
The functions η, μ and ξ are deterministic, restricted to:
so that the restriction on f is satisfied. We will refer to this setup as Thompson's generalised Gaussian upper bound. It is slightly more general than the bound considered for Asian options in Thompson [1999a] , although Thompson [1999b] suggests this setup for basket options. In Thompson [1999a] the scaled volatility σ was chosen equal to σ, and η(t) = ξ(t) = 1. Note that up to a different mean and scaling, f(t) is then equal to ln S(t) -ln G(T), hereby resembling the optimal choice. These restrictions will be relaxed in the following section, where we discuss Thompson's upper bound more thoroughly.
Given any choice of functions η, μ and ξ and the constant σ , the upper bound can be written as a double integral. To evaluate the integral we must resort to numerical integration. We will now derive the formula for the upper bound. If we condition on W(t), we find that S(t) -Kf(t) is distributed as:
where Z ~ N(0,1). Secondly, we know that the following holds:
These are all the results we need to write down the expression for the upper bound. The expectation within the integral in (5.2) can be calculated as:
where we defined:
Simply substituting (5.7) into the expression for the upper bound in (5.2) yields the final formula for the upper bound:
One must resort to numerical integration to evaluate this integral. In the next paragraph we consider the optimal choice for μ. From (5.7) it is clear that we can write Thompson's upper bound as a portfolio of delayed payment options, although we must create an artificial asset in order to achieve this. As we do not find a delayed payment structure in terms of options on the actual underlying itself, we do not pursue this further.
Optimality conditions
In the rest of this section we will take the functions η and ξ as given, and consider optimality conditions with respect to μ and the parameter σ . Although it is possible to consider varying η and ξ, their optimality conditions are much more involved. The Lagrangian w.r.t. μ and σ is:
The first order condition for the optimality of {μ(t)} follows from the calculus of variations, by means of the Euler-Lagrange equation. The condition can be rewritten as:
for all t where ρ(t) is unequal to zero. Here λ is merely a constant. Defining Y(t) as:
we see that the condition in (5.11) can be rewritten as: .13) i.e. Kμ(t) is equal to the 1-λ quantile of the probability distribution of Y(t). Note that the random variable Y(t) is equal to the sum of a lognormal and a normal random variable.
The optimal μ can be determined exactly when σ equals zero, for this we refer the reader to Thompson [1999a] . As mentioned earlier, this situation coincides with the CUB discussed in the previous section. For σ unequal to zero, μ is harder to determine analytically. This is due to the fact that there is no closed-form expression for the probability law of Y(t). By approximating the probability law of Y(t) we can obtain approximate solutions for the optimal choice of μ. In the next section we consider the particular approximation that Thompson chose, and improve upon it.
The first order condition with respect to σ will be investigated at a later stage.
A shifted lognormal approximation
To circumvent the difficult probability law in condition (5.13), Thompson used the following first order approximation for S(t):
which is valid for small values of σW(t). This approximation will typically only work well when σW(t) has a small variance (i.e. when σ 2 t is small) or when the variance of the normally distributed component of Y(t) is much larger than the variance of the lognormally distributed component. The approximation has the desired effect: the calculation of the quantile in (5.13) becomes easy. We refer the interested reader to Thompson [1999a] for the remaining details regarding the calculation of the upper bound.
Clearly, a better approximation for the probability law of Y(t) will yield a tighter upper bound. We propose to approximate Y(t) by a shifted lognormal random variable. A shifted lognormal random variable X can be written as follows:
where Z ~ N(0,1). This is a special case of the Johnson-I distribution, see Johnson [1949] . What we propose here is to fit a shifted lognormal random variable to the sum of a normal and a lognormal random variable by matching the first three moments. A reason for this is the following. Firstly, both the normal and the lognormal distributions are special cases of (5.15). When α = 0 we have a lognormal distribution. To recognise the normal distribution, we reparametrise:
where q is restricted to be positive. This is also known as the q-model, considered e.g. by KhongHuu [1999] . By letting q tend to zero, we find Z X lim 0 q σ + μ + β = ↓ so that X indeed approaches a normal random variable. Intuitively we may thus expect that the behaviour of X will be inbetween these two extremes. Hill, Hill and Holder [1976] already considered how to fit a shifted lognormal random variable to an arbitrary distribution of which we know the first three moments. The parameters α, μ and σ can be determined analytically given these first three moments. The only condition required for it to be possible that a shifted lognormal random variable as in (5.15) is fit to an arbitrary distribution is that the distribution has a positive skewness or central third moment. This is proven in the following lemma.
Lemma 3:
A sum of a normal and a lognormal random variable has a positive third central moment.
We conclude that a shifted lognormal variable can be fitted to the sum of a normal and a lognormal random variable. Returning to the problem at hand, we suggest to approximate Y(t) as:
The shift, mean and volatility functions α(t), ν(t) and ω(t) will be determined for each point where ρ(t) is unequal to zero, by equating the first three moments of (5.17) to those of the original random variable Y(t). The same reasoning as before shows that condition (5.13) implies:
in turn yielding the following expression for μ SLN (t):
Finally, the constant γ SLN is again determined by the condition in (5.4), but must now be determined via a numerical search.
Concluding, we expect that approximating Y(t) by a shifted lognormal random variable will yield better results than Thompson's approximation, at approximately the same computational cost. Thompson's approximation may be preferred when the variance of the normally distributed component is much higher than that of the lognormal component of the sum. This will be the case for high strike values or low volatilities. We now return to the Lagrangian and consider the optimality conditions for the scaled volatility σ .
Optimal value of σ
As stated before, in Thompson [1999a] only the choice of σ equal to σ and η(x) = ξ(x) = 1 was considered. This already gave great results for the situations he considered. For long maturities, high volatilities and high strike values, the effects of different choices for σ , η and ξ will be considerable, as we will see.
We saw in the previous paragraphs that an approximately optimal choice for μ, given σ , η and ξ, can be determined with relative ease. The first order conditions for η and ξ are more difficult and would typically create a large optimisation problem. For example, when we have N fixings we will have to determine 2N optimal values, subject to one constraint. Finding the optimal values will take a long time when the amount of fixings is large. One way to get rid of this problem is to parameterise η and ξ as functions of a small set of parameters. For our purposes however it seems that by only varying σ , in conjunction with the shifted lognormal approximation to the optimal function μ, already yields results which outperforms all known upper bounds from the literature.
From the Lagrangian in (5.10) we see that the first order condition with respect to σ equals:
The Lagrange multiplier does not appear in this equation, since the condition in (5.4) implies:
This property is also used in (5.20), in conjunction with the fact that the probability of each option being in-the-money is equal to λ . As we use an approximation to derive the optimal function for μ, but subsequently calculate the upper bound exactly, equation (5.21) will not represent the optimality condition for our approximate model.
In practice we find that the upper bound is quadratic in a wide range around the optimal value of the scaled volatility. Outside this range the upper bound increases approximately linearly in the scaled volatility, the further we stray from the optimal value. Using this observation we can find a fast and accurate alternative to numerical optimisation for determining the optimal value of σ .
We propose the following algorithm: One could of course skip the last step and determine the minimum value of the upper bound by directly substituting the optimal value of σ in the quadratic function, though this procedure is not guaranteed to yield an upper bound. For this reason we recalculate the upper bound in step 4. In the first step the calculations can be sped up considerably by calculating the upper bound with less accuracy than in the last step. We will refer to the resulting upper bound as SLNQuad. In the final section it will be shown that this approximation gives results which are very close to the optimal value.
Partially exact and bounded approximations
A much-heard criticism of many analytical approximations is that the size of the error is not known beforehand. The majority of approximations are based on approximating the probability law of the arithmetic average by a distribution that is analytically tractable. The parameters of the approximating distribution are usually determined by matching the first couple of moments to that of the arithmetic average. Via an Edgeworth expansion it can be shown that the error made by approximating the pdf tends to zero when the number of moments that are matched tends to infinity, see Jarrow and Rudd [1982] . When the number of moments that are matched is finite, the error made will have to be determined via a numerical analysis. The approximations of e.g. Turnbull and Wakeman [1991] , Levy [1992] Vyncke, Goovaerts and Dhaene [2004] . Vorst's approximation essentially approximates the arithmetic average as a constant plus the geometric average, where the constant is determined such that the first moment coincides with that of the arithmetic average. As such it can be seen to lie between his lower bound and his upper bound. Vyncke et al. [2004] propose two analytical approximations which by construction lie between a lower and an upper bound. Their idea is to take a convex combination of the LB(Λ) lower bound and the CUB or the ICUB(Z) upper bound. Interestingly, they show that there is a convex combination such that the first two moments of the approximation and the arithmetic average coincide. Therefore, though their approximation is a two-moment matching approximation, its accuracy can be gauged by the difference between the upper bound and the lower bound.
Inspired by these approximations, we will in the next section consider sufficient conditions for an approximation to lie between LB(Λ) and a recent sharpening of Rogers and Shi's upper bound due to Nielsen and Sandmann [2003] and Vanmaele et al. [2006] . The conditions give lead to a class of approximations, which we will name the class of partially exact and bounded (PEB) approximations. The error of these approximations also goes to zero when the strike price tends to zero or to infinity. The proof of this property will lead us to believe that Curran's approximation in fact diverges when the strike price tends to infinity. We show that this is indeed the case, before considering elements of the PEB approximations in the last subsection.
The class of partially exact and bounded approximations
This section will deal with the construction of an approximation which lies between LB(Λ) and UB 1 (Λ), a sharpening of Rogers and Shi's upper bound due to Nielsen and Sandmann [2003] and Vanmaele et al. [2006] . The upper bound is based on the following inequality:
The error made in the lower bound LB(Λ) can then be bounded from above by:
leading to the upper bound:
A bound that is slightly less tight, though easier to evaluate, can be found by bounding (6.2) further. We do not consider this bound here however. Note that Rogers and Shi's upper bound corresponds to the limit of UB 1 (Λ) when λ(K) tends to infinity. As a consequence their original upper bound is independent of the strike.
To end up with an approximation that lies between LB(Λ) and UB 1 (Λ) we could of course take a convex combination of both. A similar approach using the PECUB upper bound is employed in Vanmaele, Deelstra and Liinev [2004] to arrive at a bounded approximation. We will not follow this route, but will employ Curran's idea of decomposing the option price into an exact part and a part that has to be approximated. Recall that the part that has to be approximated is:
The idea is to approximate A(T) by Ã(T), which has an analytically tractable law:
so that the final approximation 9 of the forward option price is:
The following theorem supplies a sufficient condition for the resulting forward option price to be bounded below by LB(Λ).
Theorem 2:
A sufficient condition that the approximating random variable Ã(T) must satisfy in order for the resulting approximation in (6.7) to be greater than or equal to LB(Λ) is:
for λ ∈ (-∞,λ(K)), i.e. its conditional mean given Λ must be greater than or equal to that of the arithmetic average.
Proof:
The following set of equations constitutes the proof:
The first equation is merely another representation of (6.5). The first inequality follows from Jensen's inequality, whereas the second is an application of the condition imposed in (6.7). The last expression is simply the lower bound constructed for c 1 in LB(Λ). This concludes the proof.
Theorem 2 supplies a nice condition to ensure that the resulting approximation in (6.6) is bounded below by a sharp lower bound. Any approximating random variable satisfying (6.7) can be used. Note that Curran's approximation also satisfies this condition. There are however other problems with this approximation, as we will see in the next subsection. We now supply sufficient conditions for the approximation to lie between LB(Λ) and UB 1 (Λ).
Theorem 3:
If we impose the following two conditions on the approximation random variable Ã(T):
for λ ∈ (-∞,λ(K)), the resulting approximation in (6.6) lies between LB(Λ) and UB 1 (Λ).
Proof:
The proof follows along the same lines as (6.2), which led to the construction of UB 1 (Λ):
It is clear that the first inequality holds, as the first condition in (6.9) implies via theorem 2 that the resulting approximation is greater than or equal to LB(Λ). The rest of the derivation is similar to the derivation in (6.2). It immediately follows that:
which concludes the proof of theorem 3.
We call the class of approximations for which condition (6.9) holds, the class of partially exact and bounded (PEB) approximations. Partially exact refers to the fact that they are constructed out of a part that is exact, whereas bounded refers to the fact that the approximation is known to lie between a sharp lower and an upper bound. By construction LB(Λ) is an element of this class of approximations. Other elements of this class will be considered in the last subsection of this section. In addition to being bounded, we find that the PEB class of approximations has some desirable properties which are stated in the following theorem.
Theorem 4:
The error made in the PEB approximations approaches zero when the strike price K approaches infinity. Furthermore, if K equals zero, the error is also equal to zero.
Proof:
Since the upper bound UB 1 (Λ) approaches a constant when K tends to infinity, we have to prove the first part in a different manner. Let us extend the approximation Ã(T) in (6.9) to hold for all λ ∈ Ñ. For the approximating part of the PEB approximation we can then write:
where the Markov inequality is applied at the end. Since Ã(T) has the same conditional expectation as the arithmetic average, and its conditional variance is smaller or equal to that of the arithmetic average, the same holds for the unconditional expectation and variance. Note that the first two moments of the arithmetic average are bounded; this in turn implies that the second unconditional moment of the approximating distribution is bounded. The true value of the call option on the arithmetic average also approaches zero when the strike price approaches infinity. Since 0 ≤ c 2 (T,K,Λ) ≤ c A (T,K), we also have that c 2 approaches zero when K approaches infinity. Hence, the error made in the PEB approximation approaches zero when the strike price approaches infinity. We will now demonstrate that the error is zero when the strike price is zero. The Gaussian conditioning variable has the property that Λ ≥ λ(K) implies A(T) ≥ K. The threshold value λ(K) is the smallest value for which this holds. Since the arithmetic average is always larger than or equal to zero, we must have λ(0) = −∞. Then:
which coincides with the true value of the call option when K = 0.
Although this property seems rather trivial, it is not satisfied by all moment matching approximations. Let us first consider the case where the strike is zero. Since for distributions that can take on negative values
, the error does not equal zero in these cases. An example where this occurs is Posner and Milevsky's [1998] 4-moment matching approximation, which fits a Johnson Type-II distribution to the arithmetic average. The support of this distribution is Ñ, so that negative values can indeed be attained. Similar things can happen with their 3-moment matching approximation, which fits a shifted lognormal random variable to the arithmetic average.
Curran's approximation
Moment matching approximations that fit a distribution with a finite expectation and variance to the arithmetic average, satisfy the property that the error tends to zero when the strike price tends to infinity. Curran's approximation does not satisfy these properties. As Curran's approximation yields very accurate results for moderate strike prices, it is worthwhile to investigate why the approximation diverges for large strike values. In the last subsection we cure this undesirable property and obtain two very accurate PEB approximations.
From Curran [1994] it is clear that like our PEB approximations his approximation consists of an exact part (namely c 2 with the geometric average as the conditioning variable) and an approximating part, which satisfies:
for G(T) ≤ K and Z ~ N(0,1). In words, the arithmetic average is approximated by a shifted lognormal random variable where the shift is equal to the geometric average. This ensures that the approximating quantity has the same natural restriction as the arithmetic average, namely that it is always larger than or equal to G(T). The parameters of the lognormal component, μ A|G (K) and σ A|G (K), are constant and chosen such that the two moments of the approximating distribution coincide with that of the arithmetic average, conditional upon G(T) being equal to K. The rationale behind this assumption is that the largest contribution of c 1 to the option value will come from paths where the geometric mean is close to the strike price. Therefore, it is particularly important to fit the mean and variance of A(T) given G(T) close to the strike price. As such the approximation is a local two-moment fit at the strike price. To emphasise this fact we will refer to the approximation as the Curran2M approximation.
The Curran2M approximation is not a member of the PEB class, due to the fact that the conditional mean is not fit exactly in all points below the strike price. The fact that the approximation is strike-price dependent is what causes the approximation to diverge for large values of the strike price, which is proven in the next theorem.
Theorem 5:
The Curran2M approximation diverges when the strike tends to infinity.
Proof:
Consider the approximating part of the Curran2M approximation:
where we used Jensen's inequality and property (6.15) to derive the last expression. For large values of K this lower bound will tend towards: 6.17) All that remains to be proven is that the conditional expectation of the arithmetic average at the strike price is superlinear in K, since then (6.17) clearly diverges for large K. To show that this indeed is the case, consider the covariance of ln S(t) with the geometric average G(T):
This is non-decreasing in t. Suppose that s is the largest value in [0,T] for which ρ(s) > 0. The maximum covariance is then attained when t = s. In particular, using (4.3) we find:
The conditional expectation in the denominator is equal to: .20), and also the conditional expectation in (6.17) is superlinear in K. This in turn causes the lower bound, and therefore also the Curran2M approximation itself, to diverge when the strike price tends to infinity.
In practice we find that this is more noticeable for high volatility/long maturity situations. Though these situations may not be so important for options that just have an "Asian tail", it certainly is important when pricing rate-of-return guarantees which are embedded in many unitlinked insurance policies. These tend to have long maturities, and are in a Black-Scholes world equivalent to arithmetic Asian options, as has been shown by Schrager and Pelsser [2004] . Numerical examples of our finding will be shown in the last section. We finally note that the above analysis also holds for the approximations of Deelstra et al. [2004] that use constant coefficients.
Suggestions for partially exact and bounded approximations
From the manner in which the Curran2M approximation is constructed it should immediately be clear that we can cure the divergence issue by matching all two conditional moments exactly for those cases when Λ < λ(K). Hence it seems wise to consider the following approximations:
Conditional two-moment matching:
is a non-negative random variable belonging to a distribution with at least two parameters, so that the first two moments can be fitted according to (6.21) . Matching all first two conditional moments as in (6.21) implies that the first two unconditional moments are also matched. By doing this we may intuitively expect the resulting error to be smaller than when we only match the first two unconditional moments. Theorem 3 shows that a major benefit of doing this lies in the fact that we obtain a sharp analytical bound on the size of the error. Also, by virtue of theorem 4, we know that the error goes to zero when the strike price tends to zero or infinity. Regardless of the choice of Ψ, calculating 1 c is straightforward:
In general we will have to resort to numerical integration to evaluate (6.22). We therefore need to calculate the conditional mean and variance of the arithmetic average in all points in which we evaluate the integrand. As Turnbull and Wakeman [1991] pointed out, the moments of the discretely sampled arithmetic average can be calculated very efficiently by using the property that the returns of the underlying are independent. Calculating the first m moments becomes a process of order O(mN), where N is the number of fixings. When we condition on Λ, this property is unfortunately forsaken; calculating the first m moments is now a process of order O(N m ). Calculating the variance in each point of the algorithm may become too costly when N is very large. Theorem 3 provides a nice alternative: we can choose just to evaluate the variance in a number of points. As long as we ensure that the approximating conditional variance is lower than or equal to the true conditional variance, (6.10) is satisfied and we still have a PEB approximation. This also shows that if we can derive an analytical lower bound 10 on the variance of A(T) | Λ, we can use this expression as the fitted variance. In practice it may however be just as efficient to approximate the numerical integral in (6.22) with a smaller accuracy, requiring less evaluations of the conditional moments.
It is not immediately clear how to choose Ψ, as the arithmetic average, conditional upon Λ, remains to be a sum of correlated lognormal random variables. For low to moderate strike values, the conditional variance of A(T) given G(T), when G(T) ≤ K, will be smaller than the unconditional variance for low to moderate strike values. As such we expect the choice of Ψ may be less of an issue than when we are only matching the conditional moments. Since Curran's approximation works quite well in practice, we adapt his idea to obtain two PEB approximations:
The Curran2M+ functional form retains the natural restriction that A(T) ≥ G(T). By imposing (6.21) we extend the Curran2M approximation from a local two-moment fit at the strike price to a global two-moment fit. We note this approximation was also considered in Deelstra et al. [2004] . The Curran3M+ approximation sacrifices the natural restriction that A(T) ≥ G(T). It may however still be an improvement upon the Curran2M+ approximation, as the conditional skewness is now also matched exactly. The Curran3M+ approximation can also be seen as an extension of the 3-moment matching approximation of Posner and Milevsky [1998] . Here, and also in Hill, Hill and Holder [1976] it is shown how to determine the coefficients α, μ and σ.
Both approximations ensure that the expectation within the integrand in (6.22) will be a BlackScholes like expression, so that the evaluation of the integral is fairly straightforward. Note that when the amount of observations in the average is large, the extra computational effort required in the Curran3M+ approximation will be large, as we need to evaluate the third moment, a process of order O(N 3 ), in each integration point. The PEB approximations are found to be quite robust with regard to the specification of the conditioning variable and the approximation we use for the conditional law of the arithmetic average. Deelstra et al. [2004] have already demonstrated the first point, as they considered the Curran2M+ and Curran2M approximations for basket options. Using either Λ FA or Λ GA did not affect their results much. For the second point we mention that the Curran2M+ and 3M+ approximations seemed to yield the best results over a number of other choices we considered, though results for other distributions were close. To demonstrate the robustness with regard to the specification of the conditional law we include the 2M+Uniform approximation in our numerical results. This is obtained by replacing the lognormal random variable in (6.24) with a uniform random variable.
Numerical results and conclusions
In this final section we compare the new upper bound and the partially exact and bounded approximations to other bounds and approximations we mentioned in this document. We will focus on equally weighted, discretely sampled arithmetic Eurasian fixed strike calls. The stock underlying the arithmetic average will be dividend protected. In the first paragraph we briefly give implementation details for the bounds and approximations we reviewed, and compare calculation times. The next paragraph compares SLNQuad, and other choices one can make in Thompson's generalised Gaussian upper bound framework, to all other upper bounds. In the third paragraph we compare the performance of SLNQuad and the PEB approximations suggested in the previous section (Curran2M+ and Curran3M+) to the lower bounds and approximations we mentioned in sections 4 and 6 of this document. Several Greeks are calculated in order to assess whether the new bounds or approximations can be used to determine hedging positions. We end the paper with conclusions and recommendations.
Before starting the comparison, it is worthwhile to briefly review the outcomes of other studies. This will show us on what kind of examples we should focus our attention. The two studies we look at are those of Turnbull and Wakeman [1991] and those of Nielsen and Sandmann [2003] . Their examples also feature in other papers, e.g. in Vanmaele et al. [2006] , which uses the examples from both studies to assess the performance of their upper bounds. In Table 2 on the next page the details are given about the examples in these studies. The first six columns describe the settings of the parameters for each of the examples. As before, N indicates the number of samplings in the average and r is the riskfree rate. The next three columns supply the spread between the smallest upper bound and the largest lower bound, for the at-the-money point. This is the point where the price of a call is equal to that of a put, i.e. when the strike is equal to the forward price of the arithmetic average. We measure the spread in this point as the atthe-money point is where many approximations already display large errors.
The upper bounds included in this comparison were UB 1 , PECUB (with both Λ FA and Λ GA as conditioning variables), Thompson's original upper bound, SLNQuad and ICUB (with W(T) as the conditioning variable). The lower bounds we considered are LB(Λ FA ) and LB(Λ GA ). In the remainder of this document we will often measure the error made by an approximation or bound as a pricing error, which we define as: .1) i.e. the discounted difference between the true forward price and the approximation (or bound), divided by the spot price, in basispoints (bp). It is a measure of the absolute error made. In the following we will mostly use this as a measure of error, as relative errors tend to explode for outof-the-money calls. The spread between the upper bound and lower bound is simply the difference in their pricing error. In brackets the relative errors (in percentages) are supplied, where the Curran3M+ price acts as the true price. As we will see shortly, this price is very close to the true price; the error introduced hereby is thus rather small. The final column gives the pricing error of the Levy approximation.
The examples used by Turnbull and Wakeman have a relatively short maturity and a large number of averagings within this period. The volatility of the arithmetic average is therefore quite small, which is reflected in the spreads. There is little room for improvement left in this example, since even the simple (but widely used and quite effective in low volatility scenarios) Levy approximation prices the option with virtually no error. Nielsen and Sandmann already used two examples which are better test cases for the various bounds and approximations. Had they considered Thompson's upper bound, the error at the at-the-money point would have been reduced quite drastically. The SLNQuad bound performs even better. It is clear that the Levy approximation already displays larger errors for these examples.
For our own examples we chose to stress test the bounds and approximations even further than is done in Nielsen and Sandmann. In the first example we consider an Asian with yearly averaging and a maturity of 5 years. The volatility is an extremely high 50%. For our second example we lower the volatility to a moderate 25%, but increase the maturity to 30 years. The aforementioned unit-linked insurance policies, which contain embedded rate-of-return guarantees, tend to have long maturities. Although one is not advised to use a deterministic riskfree rate over such a long maturity (see e.g. Schrager and Pelsser [2004] ), this example can still serve as a test case of how the bounds and approximations perform for long maturities.
Implementation details
Before letting the numerical results speak for themselves, we briefly discuss some implementation issues 13 for the various approximations and bounds. All calculations were carried out on a Pentium 4 2.66 GHz PC, in Visual Basic for Excel. Care was taken to optimise the code to allow for the fastest possible execution, given the programming language and processor. One should however not focus on the absolute time it took to calculate the various approximations and bounds, but on the relative difference in calculation times between the various methods.
To generate the true prices we numerically solved Večeř's PDE in (3.12) using a CrankNicolson finite-difference discretisation. Since in both examples the variance of the arithmetic average is quite high, due to either the high volatility or the long maturity, we found that a logarithmic transformation of the state space variable increased the numerical stability of the solutions. We transformed coordinates by defining ( )
, where Z(t) is the value of the traded account divided by the stock price. Remember from section 3 that Z(t) can be related one-to-one to the strike of the Asian option under consideration. For the 50% volatility example we built a grid for strike prices ranging from 2.5 to 35000 (when S = 100). For the 25% volatility example the strike prices ranged from 0.5 to 55000. At the high strike prices we set the value of the option equal to zero; similarly, at low strike prices 14 we set the value equal to
. The ranges were chosen such that the error made was negligible. For both examples we solved the PDE with three space/time points combinations; in the 5 year example the combinations were 500/5000, 1000/10000 and 2000/20000. We performed three Richardson extrapolations on the various outcomes. The largest spread (in bp) between the prices resulting from the second and third extrapolation was smaller than 5·10 -4 bp for both examples. The first reduction mentioned in paragraph 3.2 indeed made the results more stable. The second reduction notably decreased the calculation time. Whereas the calculation time for the 1000/10000 space/time points combination was 47.41 seconds prior to using the reduction, it decreased to 38.08 seconds when using it, a reduction of about 20%.
We aim to compare the calculation times of the various methods in a fair manner. Since most approximations and bounds are based on a discretisation, we chose to find that discretisation where the pricing error (when compared to the true value for that approximation/bound) was just below 1·10 -3 bp. In formulae, if the approximation uses a discretisation based on N points, we searched for the smallest N for which:
For the finite-difference solution of the PDE in the 50% volatility example, we found that performing one Richardson extrapolation on the 500/5000 and 1000/10000 space/time point combinations already yielded this accuracy. The combined calculation time for these two grids was 48.66 seconds. Calculation times were roughly the same for the 25% volatility example.
For the approximations and bounds that required numerical integration, we used GaussLegendre quadratures, see e.g. Press et al. [1996] . All upper bounds we considered require numerical integration. We must mention that the integral displayed for the ICUB and the PECUB in Vanmaele et al. [2006] was not numerically stable. Whereas their integrals were obtained by conditioning on a uniform random variable (i.e.
instead of Λ), we found it numerically much more stable to condition directly on a standardised version of Λ. The approximations requiring numerical integration are the recent approximations of Vyncke et al. [2004] (which we will refer to as the LB FA /CUB and LB FA /ICUB approximations), and the PEB approximations.
The search for the smallest number of integration points for which the error made in the discretisation was smaller than 1·10 -3 bp was done over the set of strike prices we used to generate the results in the following sections. The results and corresponding calculation times are displayed in Table 3 . For the UB 1 and PECUB upper bounds the results displayed are only for the geometric average as conditioning variable. The calculation times and number of integration points required are however comparable when we use Λ FA as the conditioning variable. In Table 4 calculation times are supplied for other bounds and approximations, namely the LB(Λ GA ) bound, which does not require any numerical integration, the approximations of Vyncke et al. and the moment matching approximations 2M, 3M and 4M. The 2M approximation is Levy's approximation; the other approximations stem from Posner and Milevsky's [1998] article. The 3M approximation fits a shifted lognormal distribution to the arithmetic average, whereas the 4M approximation fits a Johnson Type-II distribution to the first four moments of the average.
The performance of the various bounds and approximations will be the topic of the next two paragraphs. When discussing their performance, we will reflect on their calculation times.
Comparison of all bounds
In this paragraph we will discuss the performance of various parameterisations of Thompson's generalised Gaussian upper bound (5.2)-(5.4), relative to the other upper bounds known in the literature. The comparison will be on basis of our first example from Table 2 , where we consider pricing a discretely sampled arithmetic Eurasian fixed strike call. The average is based on five yearly observations, σ = 50%, and r is equal to 5%. Finally, S(0) = 100. The following varieties of Thompson's upper bound are considered:
• Thompson: Thompson's [1999a] upper bound, with η(t) = ξ(t) = 1 and σ = σ ;
• Thompson( σ ): same as Thompson, except that we numerically optimise over σ ;
• SLNQuad: same as Thompson, using a shifted-lognormal approximation to approximate the optimal μ; the optimal σ is approximated via a quadratic 15 approximation to the upper bound.
• SLN: same as SLNQuad, except that the optimal σ was found via numerical optimisation; The results are displayed in Graph 2. Note that the second picture is an enlargement of the first, to make it easier to distinguish between the numerous parameterisations. The horizontal axis denotes the moneyness of the option, which is an affine transformation of the strike price, defined as
e. the quotient of the strike and the forward of the arithmetic average, minus 1. Negative moneyness corresponds with in-the-money Asian calls, positive moneyness with out-of-the-money calls. A moneyness of zero indicates that the option is at-the-money. The range of strikes over which the graph is plotted was chosen such that the probability of the arithmetic average exceeding either side of the range was approximately equal to 5%.
Firstly considering Thompson's original parameterisation, it is clear that choosing σ optimally tightens the upper bound considerably. Using the shifted-lognormal approximation (cf. section 5.3) to approximate the optimal function μ has an even bigger impact, in particular for large strikes. The SLNQuad upper bound, which uses a quadratic approximation to approximate the optimal scaled volatility, is very close to the SLN upper bound, which uses the true value of the optimal scaled volatility. Furthermore, the upper bound obtained by optimally choosing both the function μ and σ , is very close to both SLN and SLNQuad. These facts combined make that the SLNQuad upper bound is a fast and astonishingly accurate approximation to the upper bound found by optimally choosing μ and σ . As far as the other parameterisations go, it is clear that by optimally choosing η and/or ξ, we can obtain even tighter upper bounds. Although this is theoretically interesting, it is far from practical as it involves numerically optimising over a large set of parameters when the number of fixings is large.
Comparing the various formulations of Thompson's upper bound to the other bounds included in Graph 2, we find that SLNQuad already outperforms all known upper bounds. This remains true when varying the parameters and the contract specifications. Reflecting on the calculation times required (Table 3) , we notice that although the SLNQuad takes longer to evaluate than most bounds, it is not that much slower than the ICUB, which for large strike values is the second-best upper bound (and in fact faster for the 50% volatility example). Concluding, the SLNQuad upper bound is considerably sharper than all currently known upper bounds, and 
Comparison of all approximations
Having concluded that the SLNQuad upper bound outperforms all known upper bounds, and can be computed much faster than the even tighter variations of Thompson's generalised Gaussian upper bound, we now turn to testing the performance of the PEB approximations we introduced in section 6, and set them off against various other approximations. We also include the lower bound LB(Λ) in the comparison, with both Λ FA and Λ GA as conditioning variables. The approximations under consideration are Curran's approximation (Curran2M), the three PEB approximations (Curran2M+, 2M+Uniform and Curran3M+), as well as Levy's two-moment matching approximation (2M) and Posner and Milevsky's three and four-moment matching Graph 2: Parameterisations of Thompson's generalised Gaussian upper bound, σ = 50%, 5y maturity approximations (3M and 4M). Though we could have included many more approximations in this test, we chose to focus on the popular moment matching approximations. An approximation by Ju [2002] , based on a Taylor expansion of the characteristic function of the arithmetic average, that is reported to work very well was found to be less accurate than Curran's and Rogers and Shi's lower bound in our examples, so that we excluded it from the comparison. Finally, we also include the SLNQuad upper bound in the numerical results, to set off its performance against the various approximations and bounds. The results are displayed on the following two pages.
As in section 7.2 the range of strikes over which the comparison is made was chosen such that the probability of A(T) exceeding either side of the interval was equal to 5%. Although this may seem like a very wide range of strike prices, we will show that the strike prices considered are not that extreme for the second example, where we consider an arithmetic average over 30 years. Suppose that we have a financial contract in which at each time t 0 (= 0) through t N-1 a fixed premium P is invested in the stock for the user; at the maturity date (t N = T) the owner of the contract obtains the value of his investments at the maturity date. If this is lower than a guaranteed payment of K, the buyer of the contract receives this amount. The forward price of such a contract is equal to:
i.e. a guaranteed amount K, increased with a call option which gives the buyer the value of his investments above the guaranteed amount K. It is shown in Schrager and Pelsser [2004] that when we are in the Black-Scholes framework, the option in (7.3) is equivalent to an Asian option. Indeed, in this case we have:
Suppose that we want to guarantee the user a (continuously compounded) return equal to g. We would then choose the strike such that years maturity, a guaranteed return of g = 10% would mean setting the strike of the Asian option equal to 668.5, a moneyness of 1.8. Although a rate-of-return guarantee of 10% is a bit on the high side, it is not completely unrealistic -the chosen guaranteed level will depend on the realworld behaviour of the underlying.
Returning to the numerical results, we first note that the SLNQuad upper bound and also the optimal choice of Thompson's generalised Gaussian upper bound are still not as tight as LB(Λ), which is just an application of something as seemingly straightforward as Jensen's inequality.
As for the approximations, let us first consider the Curran2M approximation. Although it performs very well for the 50% volatility example, the 25% volatility example shows that care should be taken when using this approximation. The effect we noticed in section 6.2, that the approximation diverges for large strike prices, is very noticeable in this example. As for the two, three and four-moment matching approximations, we notice that fitting more moments does not necessarily imply a smaller error. As anticipated earlier, we notice in both examples that indeed the error for the 4M approximation does not tend to zero when the strike price tends to zero. The second picture in both graph 3 and 4 is again an enlargement of the previous picture. Note that the LB FA /CUB, LB FA /ICUB, Curran2M+ and Curran3M+ approximations were not included in the Table 2 , we see that indeed the LB FA /CUB should certainly be preferred, something which Vyncke et al. already concluded. These two approximations are quite a significant improvement over the 2M, 3M and 4M approximations, even though at heart they are also two-moment approximations.
With little extra calculation time however, the Curran2M+ method is virtually indistinguishable from a zero pricing error. For respectively the 50% and 25% volatility examples, its largest absolute pricing error (over the range of strike prices we considered) was 0.46 and 0.49 bp. The Curran3M+ method is even more accurate, with the largest absolute pricing errors equal to respectively 0.05 and 0.14 bp. This goes hand in hand with a significantly increased calculation time. As mentioned, calculating the third moment of the arithmetic average, conditional upon some Gaussian random variable Λ, is a process of the order O(N 3 ), where N is the amount of fixings of the arithmetic average. This is particularly noticeable when N is large, as we see from Table 2 .
As far as the robustness of the PEB approximations against the specification of the conditional law of the arithmetic average is concerned, we see that using a uniform distribution, which is totally different than the lognormal one, still yields a very reasonable approximation. The 2M+Uniform approximation still by far outperforms the LB FA /ICUB and LB FA /CUB approximations. Concluding, provided the conditioning variable is highly correlated with the arithmetic average, matching all first two conditional moments ensures that the approximation is very close to the true value of the Asian option, regardless of the distribution we choose to approximate the conditional law of the arithmetic average with. From table 1 we see that the calculation time of the 2M+Uniform approximation is significantly higher than that of the Curran2M+ approximation. This is caused by the nature of the uniform distribution: above a certain strike price, the option price is equal to zero, making the integrand in (6.22) discontinuous. Therefore we needed a much larger amount of integration points to obtain the same accuracy as the Curran2M+ approximation.
Finally, we note that UB 1 (see Graph 1) is the theoretical upper bound on the PEB approximations. For low to moderate volatilities and maturities this is one of the best upper bounds available, as is concluded in Vanmaele et al. For higher volatilities and maturities our examples show that it is outperformed by other upper bounds. It is clear that the error in the PEB approximations is much smaller than the theoretical error estimate we derived. Further research can hopefully derive a tighter upper bound for the PEB approximations.
In Tables 4a and 5a we supplied the current prices the best four approximations, the LB(Λ GA ) lower bound, the SLNQuad upper bound and Levy's approximation, so that the reader can judge the accuracy for herself. Pricing errors for these approximations and bounds are supplied in Tables 5b and 6b . An alternative measure of error is used in Tables 5c and 6c , where we show the error in implied volatility. The displayed results are deviations from the true volatility in bp. For example, the volatility we should have used in the PDE to obtain the same at-the-money price as the LB FA /CUB approximation is equal to 25.4031% in the 25% volatility example. Whether this is an acceptable error will depend on the liquidity of the market.
In a trading environment it is not only important to have a good estimate of the price of a financial derivative. Calculating the correct hedging positions is equally, if not more, important. Although we have shown that the PEB approximations are extremely close to the true price, this in principle does not say anything about the accuracy of their Greeks. Nevertheless, as the approximations we propose are smooth and non-oscillating functions, it may be expected that the accuracy of the Greeks is comparable. Nielsen and Sandmann [2003] and Vanmaele et al. [2006] supplied formulae for Delta, Gamma and Vega for their bounds. We will not do this here, as the Greeks of the PEB approximations and the SLNQuad upper bound are quite involved.
One of Nielsen and Sandmann's findings is that there are significant differences between the Vega of the LB(Λ GA ), the CUB and the UB 2 (Λ GA ) bounds. As they supply the three Greeks for three volatility levels, the size of the Vega can be approximated numerically from their tables using e.g. a central difference. Doing this shows that their results for Vega cannot be correct, something which is also verified when recalculating their example. Furthermore, the Gammas they display are also incorrect. Recalculating their results shows that the three bounds they considered do in fact yield a reasonable estimate of Vega, invalidating their conclusions. This is also clear from our examples (Tables 5d and 6d ). These examples show that the lower bound and the new SLNQuad upper bound already yield a good estimate on the size of the Delta, Gamma and Vega. As expected, the Curran3M+ approximation almost returns the true Greeks.
Conclusions and recommendations
In this paper we deal with the pricing of arithmetic Eurasian fixed strike options in the BlackScholes framework. Since the underlying in the Black-Scholes framework is modelled as a geometric Brownian motion, the arithmetic average is a sum (or integral) of correlated lognormal random variables. As there is no closed-form expression for the probability of this sum, pricing these options is not trivial. Many research efforts to date have focused on deriving an accurate value for these types of options. We contribute to three areas of research.
Our first contribution is in the area of research that deals with the pricing of Asian options via the numerical solution of a PDE. We showed the link between the one-dimensional PDE of Rogers and Shi [1995] , Andreasen [1999] and the recently derived PDEs by Hoogland and Neumann [2000a,b] and Večeř [2001] . For the latter PDEs, which Večeř found to be more numerically stable than the PDE of Rogers and Shi, we propose two reductions, which increase the numerical stability and reduce the calculation time.
Both the second and third contribution lie in the area of research that derives bounds on the value of an Asian option. We first showed how Rogers and Shi's lower bound can be evaluated in closed form for basket options, using at most three numerical searches. This replaces a numerical integral over a discontinuous integrand by a closed-form expression, which is practically relevant. Hereafter we considerably sharpened Thompson's [1999a,b] upper bound. This is important for the practically relevant case of options with long maturities. Numerical results show that the resulting upper bound (SLNQuad) is considerably tighter than recently introduced upper bounds in studies by Nielsen and Sandmann [2003] and Vanmaele et al. [2006] .
Our final contribution deals with analytical approximations. We introduce a new class of analytical approximations, the partially exact and bounded (PEB) approximations, which can be proven to lie between Rogers and Shi's lower bound, and an upper bound recently derived by Nielsen and Sandmann. The error made in these approximations tends to zero when the strike price tends to zero or to infinity. We show that the latter property is violated by Curran's approximation; it in fact diverges when the strike price tends to infinity. Adapting Curran's idea to the class of PEB approximations however yields two approximations that almost return the true price, even for high volatilities and long maturities. Furthermore, the class of PEB approximations seems to be very robust to both the choice of approximating distribution for the conditional law of the arithmetic average, as well as to the conditioning variable, provided of course it is highly correlated with the arithmetic average. The approximations are found to outperform all of the current state-of-the-art bounds and approximations.
Appendix -Proofs
Lemma 1: Consider f(z) in (4.15). In case there is a t ∈ [0,s] for which γ(t) < 0, and there is a t ∈ (s,T] for which γ(t) > 0, the first derivative of f(z) has only one zero.
Proof:
The first derivative of f(z) can be written as: . There has to be at least one zero. Now write: Due to g'(z) being negative we again only have one solution to g(z) = h(z). This in turn implies f'(z) has only one zero.
Lemma 3:
A sum of a normal and a lognormal random variable has a positive third central moment. 
Proof

