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Abstract: This paper addresses two fundamental features of quantities modeled and
analysed in statistical science, their dimensions (e.g. time) and measurement scales
(units). Examples show that subtle issues can arise when dimensions and measurement
scales are ignored. Special difficulties arise when the models involve transcendental
functions. A transcendental function important in statistics is the logarithm which is
used in likelihood calculations and is a singularity in the family of Box-Cox algebraic
functions. Yet neither the argument of the logarithm nor its value can have units of mea-
surement. Physical scientists have long recognized that dimension/scale difficulties can
be side-stepped by nondimensionalizing the model – after all, models of natural phe-
nomena cannot depend on the units by which they are measured– and the celebrated
Buckingham Pi theorem is a consequence. The paper reviews that theorem, recogniz-
ing that the statistical invariance principle arose with similar aspirations. However, the
potential relationship between the theorem and statistical invariance has not been in-
vestigated until very recently. The main result of the paper is an exploration of that link,
which leads to an extension of the Pi-theorem that puts it in a stochastic framework and
thus quantifies uncertainties in deterministic physical models.
Keywords and phrases: Buckingham Pi theorem, statistical invariance principle,
Box–Cox transformation, logarithmic transformation, nondimensionalization, dimen-
sional analysis..
1. Introduction
Many important discoveries in science have been expressed as deterministic models de-
rived from scientific principles, such as the famous physics law E =mc2. Interestingly,
such models have been studied as an abstract class without reference to the specific ap-
plications that led to their creation. One such abstract approach is formulated in terms
of the scales of measurement appearing in the model. This approach is the celebrated
work of Buckingham and later, Bridgman (see Section 7).
Another abstract approach is in statistics, stemming from Karl Pearson’s establish-
ment of mathematical statistics in the latter part of the eighteenth century (Magnello,
2009). Although statistical models, just like scientific models, had already been de-
veloped for specific contexts, Pearson recognized the benefit of studying models more
abstractly, as mathematical objects devoid of demanding contextual complexities. In
∗The research reported in this paper was supported by a grant from the Natural Science and Engineering
Research Council of Canada
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doing so, he recognized the need to incorporate model uncertainty expressed proba-
bilistically, the need to define desirable model properties and to determine the condi-
tions under which these occur, and finally, for applications, the need for practical tools
to implement models that possess those properties. Pearson is credited with over 650
publications over his lifetime, 400 in statistics. Karl Pearson’s work paved the way
for Fisher, Neyman, Egon Pearson, Wald, de Finetti, Savage, Lindley and many others
to develop statistics as a scientific discipline in its own right. One consequence of this
work is the formulation of the invariance principle under transformations of scales, pro-
posed by Hunt and Stein in unpublished work (Lehmann and Romano, 2010, Chapter
6) and discussed here in Section 6.
The link between the work on scales of measurement and the statistical invariance
principle does not seem to have been recognized until the work of Shen and his coin-
vestigators (Shen et al., 2014; Shen, 2015). Their work will be extended in this paper,
which will critically review issues surrounding the topics of dimension and measure-
ment scales. These issues have assumed added importance due to the large size of
datasets with the ensuing reliance on machine learning methods and the growing de-
velopment of artificial intelligence. Using abstract concepts to implement and analyze
models in contexts where human intelligence cannot play a role leads to challenging
new issues.
To begin, statisticians often write a symbol like X and mean a number to be ma-
nipulated in a formal analysis in equations, models and transformations. In contrast,
scientists will see the symbol X as representing some specific aspect of a natural phe-
nomenon or process to be characterized through a combination of basic principles and
empirical analysis. The latter would lead to the specification of one or more “dimen-
sions” of X , e.g. length. That would then lead to the need to specify an appropriate
“scale” for X , e.g. categorical, ordinal, interval or ratio, depending on how the char-
acterization is to be done. Finally, for interval and ratio scales, X would have some
associated units of measurement depending on the nature and resolution of the device
making the measurement. How all of these parts of X fit together is the subject ad-
dressed in the realms of measurement theory and dimensional analysis (DA). While
much has been written in this area by nonstatisticians, surprisingly little has been writ-
ten by statisticians, exceptions being found in Finney (1977) and Hand (1996). Hand
considers the much broader area of measurement theory, studying what things can be
measured and how numbers can be assigned to measurements. These broad consider-
ations are beyond the scope of this paper. Our paper focusses on the concept of mod-
elling and the importance of the functions and scales that we choose. However, we note
that, due to the character of computation, in the end our scales are always discrete and
our functions y= y(x) are always algebraic i.e. solutions of polynomial equations such
as y2 = x, x> 0. These facts do not diminish the importance of our considerations.
This paper considers issues that arise specifically when X lies on an interval scale
with values on the entire real line and when X lies on a ratio scale, that is, with non-
negative values and with 0 having a meaning of “nothingness”. A good example to
keep in mind is the dimension of “temperature”; it can be measured on the interval
scale of Celsius in units of degrees Celsius (◦C) or on the ratio scale of Kelvin in
units of degrees Kelvin (◦K), with 0◦K being taken as an absolute zero, unlike 0◦C.
We will see why, in developing statistical models, dimensions, scales and units cannot
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be ignored. In fact, Sections 2, 3, and 4 provide examples of results that range from
meaningless (e.g. in the calculation of the maximum likelihood) to incoherent in least
squares modelling. These examples are discussed within a review of basic concepts in
dimensional analysis, scales and units. In particular we explore the subjects of quantity
calculus and the role of units in dimensional homogeneity.
We next review the basic elements of deterministic scientific modelling and their
relevance to statistical modelling (see Section 5). In the review, we see the celebrated
contributions of the engineering scientist Edgar Buckingham (Buckingham, 1914),
the physical scientist Percy Bridgman (Bridgman, 1931) and the social scientist Luce
(Luce, 1959).
The paper’s major contribution lies in its connecting that work in deterministic mod-
elling with the corresponding work on stochastic modelling in statistics embraced by
the invariance principle that appeared in unpublished work of Hunt and Stein, more
than half a century ago. A connection was recognized in Shen et al. (2014) and Shen
(2015), although our approach to creating that linkage is different and more general
(Section 6). In fact, in the most general version of our approach, we propose Bayesian
modelling by letting the quantities X include uncertain population parameters as well
as random effects in items sampled from the population of interest. Uncertainty quan-
tification thus becomes a natural byproduct of modelling natural phenomena in the
physical and social sciences. Overall, the result is a unified approach that combines the
uncertainty of statistics with the determinism of the classical fields of modeling natural
phenomena.
In summary, the paper reviews the relationship between dimensional analysis and
statistical modeling. To begin with, we see examples of problems that can arise when a
statistician ignores the units of measurement in Section 2. Overcoming these difficulties
requires a knowledge of quantity calculus, the subject of Section 3; this is the algebra of
units of measurement and dimensional homogeneity–the latter ensures for example that
the units on both sides of an equation match. Statisticians often transform variables e.g.
by the Box–Cox transformation. In Section 4, we see some issues that arise in doing
so. Sometimes the scales are changed unconsciously e.g. when Gaussian distribution on
(−∞,∞) is adopted as an approximation to a distribution on (0,∞) – this can matter a lot
when populations with responses on a ratio scale are being compared. It turns out that
when restricted by the need for dimensional homogeneity, the class of models relating
the X’s is also restricted; that topic is explored in Section 5. Section 6 brings us into the
main contributions of the paper through the application of the invariance principle. The
extended invariance principle is applied in Section 7. That section incorporates what
statisticians call parameters into modelling and finally links statistical modelling with
scientific modelling. The paper wraps up with some concluding remarks in Section 8.
2. The unconscious statistician
We present three examples that illustrate some of the concepts we’ll be exploring. The
first example illustrates howwe often make meaningless statements. The second exam-
ple, involving the likelihood function, illustrates the problems associated with taking
logarithms of quantities with units. The third example, about linear regression, illus-
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trates the importance of the invariance of a model under transformations and the use-
fulness of having a model defined in terms of unitless quantities.
Example 1. Ignoring scale and units of measurement when creating models can lead
to difficulties; we cannot ignore the distinction between numbers and measurements.
Consider the Poisson random variable X . The claim is often made that the expected
value and variance of X are equal. But if X has units, as it did when the distribution
was first introduced in 1898 as the number of horse kick deaths in a year in the Prus-
sian army (Härdle and Vogt, 2015), then clearly, the expectation and variance will have
different units and therefore cannot be equated.
Example 2. Consider a random variable representing length in millimetres, Y ∼
N(µ ,σ2), independently measured n times to yield data y1, . . . ,yn. Assume, as is com-
mon, that µ is so large that there is a negligible chance that any of the yi’s are negative
(we return to this common assumption in Section 4).
Then the maximum likelihood estimate (MLE) of µ is easily shown to be the sample
average y¯ and the MLE of σ2 is the maximizer of
L(σ2) = (σ2)−n/2 exp
{
−nσ˜2/(2σ2)
}
where σ˜2 = ∑n1(yi− y¯)
2/n = 44.2 mm2 and the units of measurement of σ2 are also
mm2. The MLE of σ2 is easily found by directly differentiating L(σ2) with respect to
σ2 and setting the result equal to zero. The MLE is σˆ2 = 44.2 mm2. We note that, by
any sensible definition of unit arithmetic, σ˜2/σ2 is unitless and so the units of L(σ2)
are mm−n.
Of course, the computation would be simpler if we were to maximize the log-
arithm of L, as statisticians commonly do. But this causes some conceptual prob-
lems. Using one of the basic properties of the logarithm that flows from its definition,
a= exp{ln(a)} that ln(a b) = ln(a)+ ln(b) for any positive a and b, we see that the log
of L is equal to
l(σ2) = log
[
(σ2)−n/2 exp
{
−nσ˜2/(2σ2)
}]
=−
n
2
[
log
(
σ2
)
+ σ˜2/σ2
]
. (2.1)
But to be meaningful, each of the two terms log
(
σ2
)
and σ˜2/σ2 must have the same
units of measurements. So, since σ˜2/σ2 is unitless, ln
(
σ2
)
must be unitless. But σ2
has units mm2, and it is unsettling to have the units disappear simply by taking the
logarithm. The problem of logarithms and units is discussed further in subsection 4.3,
indicating that calculating the logarithm of the likelihood is, in general, not sensible.
An alternative approach is to recognize that the MLE can be calculated by maxi-
mizing functions other than the likelihood. In our example, we can scale the normal
likelihood by dividing it by a reference normal likelihood with σ2 set to a substan-
tively meaningful σ20 . We would then calculate the MLE of µ and σ
2 by maximizing
this scaled likelihood. This leads us again to µˆ = y¯, but now the MLE of σ2 is found
by maximizing the unitless L(σ2)/L(σ20 ):
L(σ2)
L(σ20 )
≡ L∗(σ2/σ20 ) =
(
σ2
σ20
)−n/2
exp
{
−
nσ˜2
2σ20
[(
σ2
σ20
)
− 1
]}
.
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We can now maximize this ratio as a function of the unitless t = σ2/σ20 , taking loga-
rithms, differentiating with respect to t, setting equal to 0 and solving for tˆ = σ˜2/σ20 ,
and so σˆ2 = 44.2 mm2.
Example 3. In this example, things don’t go so well for an unconscious statistician
who ignores units. Here, the data follow the model that relates Yi, a length, to ti, a time:
Yi = 1+θ ti+ εi, i= 1, . . . ,2n.
Here the εi’s are independent and identically distributed as a N(0,σ2) for a known σ .
Suppose that t1 = · · ·= tn = 1 hour while tn+1 = · · ·= t2n = 2 hours. Let Y¯1 =∑
n
i=1Yi/n,
and Y¯2 = ∑2ni=n+1Yi/n. An analysis might go as follows when two statisticians A and B
get involved.
First they both compute the likelihood and learn that the maximum likelihood is
found by minimizing the function L(θ ):
L(θ ) =
2n
∑
i=1
[Yi− 1−θ ti]
2.
Setting
dL(θ )
dθ
=
2n
∑
i=1
−2ti[Yi− 1−θ ti] = 0,
they find the MLE of θ to be
θ̂ =
∑2ni=1 ti(Yi− 1)
∑2ni=1 t
2
i
=
nY¯1+ 2nY¯2− 3n
5n
=
Y¯1+ 2Y¯2− 3
5
.
Then for prediction at t = 1, they get
Ŷ = 1+ θ̂ × 1= 1+
Y¯1+ 2Y¯2− 3
5
.
Suppose that Y¯1 = 1 foot, or 12 inches, and Y¯2 = 3 feet, or 36 inches. Statistician A uses
feet and predicts Y at time t = 1 hour to be
ŶA = 1+
1+ 2× 3− 3
5
= 1.8 feet= 21.6 inches.
But Statistician B uses inches and predicts Y at t = 1 hour to be
ŶB = 1+
12+ 2× 36−3
5
= 17.2 inches.
What has gone wrong here? The problem is that the stated model implicitly depends
on the units of measure. For instance, the numerical value of the expectation of Yi when
ti = 0 is equal to 1, no matter what the units of Yi. When ti = 0, Statistician A expects
Yi to equal 1 foot and Statistician B expects Yi to equal 1 inch. In technical terms,
we would say that this model is not invariant under scalar transformations. Invariance
is important when defining a model that involves units. However, one could simply
avoid the whole problem of units in model formulation by constructing the relationship
between Yi and ti so that there are no units. This is exactly the goal of the Buckingham
Pi theorem, presented in Subsection 5.1.
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3. Dimensional analysis
Key to unifying the work on scales of measurement and the statistical invariance prin-
ciple is dimensional analysis (DA), a subject taught in the physical sciences but rarely
in statistics. Dimensional analysis has a long history, beginning with the discussion
of dimension and measurement (Fourier, 1822). Since DA is key to the description of
a natural phenomenon, DA lies at the root of scientific modelling. A phenomenon’s
description begins with the phenomenon’s features, each of which has a dimension,
e.g. ‘mass’ (M) in physics or ‘utility’ (U) in economics. Each dimension is assigned a
scale e.g. ‘categorical’, ‘ordinal’, ‘ratio’, or ‘interval’, a choice that might be dictated
by practical as well as intrinsic considerations. Once the scales are chosen, each fea-
ture is mapped into a point on its scale. For a quantitative scale, the mapping will be
made by measurement or counting, for a qualitative scale, by assignment of classifi-
cation. Units of measurement may be assigned as appropriate for quantitative scales,
depending on the metric chosen. For example, temperature might be measured on the
Fahrenheit scale or on the Celsius scale. This paper will be restricted to quantitative
features, more specifically those features on ratio and interval scales.
3.1. Dimensional homogeneity
One tenet of workingwith measured quantities is that units in an expression or equation
must “match up”; relationships among measurable quantities require dimensional ho-
mogeneity. To check the validity of comparative statements about say X1 and X2, such
as X1 = X2, X1 < X2 or X1 > X2, X1 and X2 must be the same dimension, such as time.
In addition, to add X1 to X2, X1 and X2 must also be on the same scale and expressed in
the same units of measurement.
To discuss this explicitly, we use a standard notation (JCGM, 2012) and write a
measured quantity X as X = {X}[X ], where {X} is the numerical part of X and [X ] is
the unit of measure. For instance, 12 feet = {12} [feet]. Here [·] represents the units
of measurement for a dimension in a specific sense. But [·] can also represent units of
measurement in a generic sense. For instance, for the dimension length, denoted L, [L]
serves as information that the dimension has some units of length.
To develop an algebra for measured quantities, for a function f we must say what
we mean by { f (X)} (usually easy) and [ f (X)] (sometimes challenging). The path is
clear for f a simple function. For example, consider f (X) = X2. Clearly we must have
X2 = {X}2[X ]2, yielding, say, (3 inches)2 = 9 inches2. But what if f is a more complex
function? This issue will be discussed in general in Subsection 4.2 and in detail for
f (x) = ln(x) in Subsection 4.3.
For simple functions, the manipulation of both numbers and units is governed by an
algebra of rules referred to as quantity calculus. This set of rules states that x and y
• can be added, subtracted or compared if and only if [x] = [y];
• can always be multiplied to get xy= {xy}[xy];
• can always be divided when {x} 6= 0 to get y/x = {y/x}[y/x] where {y/x} =
{y}/{x} and [y/x] = [y]/[x];
and that
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• x can be raised to a power that is a rational fraction γ , provided that the result is
not an imaginary number, to get xγ = {x}γ [x]γ .
Thus it makes sense to transform ozone O3 = {O3} parts per million (ppm) as {O3}1/2
ppm1/2 since ozone is measured on a ratio scale with a true origin of 0 and hence must
be non–negative (Dou et al., 2007).
These rules can be applied iteratively a finite number of times to get expressions
that are combinations of products of quantities raised to powers, along with sums and
rational functions of such expressions.
This subsection concludes with examples that demonstrate the use of dimensional
homogeneity and quantity calculus. We then provide basic assumptions and rules for
quantity calculus.
Example 4. This example concerns a structural engineering model for lumber strength
now called the “Canadian model” (Foschi and Yao, 1986). Here α(t) is dimensionless
and represents the somewhat abstract quantity of the damage accumulated to a piece
of lumber by time t. When α(t) = 1, the piece of lumber breaks. This is the only time
when α(t) is observed. The Canadian model posits that
α˙(t) = a[τ(t)−σ0τs]
b
+ + c[τ(t)−σ0τs]
n
+ α(t) (3.1)
where a, b, c, n and σ0 are log-normally distributed random effects for an individual
specimen of lumber, τ(t), measured in pounds per square inch (psi), is the stress applied
to the specimen cumulative to time t, τs (in psi) is the specimen’s short term breaking
strength if it had experienced the stress pattern τ(t) = kt for a fixed known k (in psi per
unit of time), and σ0 is the unitless stress ratio threshold. The expression [t]+ is equal
to t if t is non-negative and is equal to 0 otherwise. Let TF denote the random time to
failure for the specimen, under the specified stress history curve, meaning α(TF) = 1.
As has been noted (Köhler and Svensson, 2002; Hoffmeyer and Sørensen, 2007;
Zhai et al., 2012; Wong and Zidek, 2018), this model is not dimensionally homoge-
neous. In particular, the units associated with both terms on the right hand side of the
model involve random powers, b and n, leading to random units, respectively (psi)b
and (psi)n. As noted byWong and Zidek (2018), the coefficients a and c in (3.1) cannot
involve these random powers and so cannot compensate to make the model dimension-
ally homogeneous.
Rescaling is a formal way of addressing this problem. Zhai et al. (2012) rescale by
setting pi(t)= τ(t)/τs. They let µ denote the populationmean of τs andwrite a modified
(3.1) as the dimensionally homogenous model
µα˙(t) = a∗[pi(t)−σ0]
b
+ + c
∗[pi(t)−σ0]
n
+ α(t).
In contrast, Wong and Zidek (2018) propose the modified dimensionally homogeneous
model
µα˙(t) = [(a˜τs)(τ(t)/τs−σ0)+]
b + [(c˜τs)(τ(t)/τs−σ0)+]
n α(t)
= [(a˜τs)(pi(t)−σ0)+]
b + [(c˜τs)(pi(t)−σ0)+]
n α(t),
where a˜ and c˜ are now random effects with units equal to Force−1· Length2.
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We see that there may be several ways to non-dimensionalize a model. Another
method, widely used in the physical sciences, involves always normalizing by the stan-
dard units specified by the Systéme International d’Unites` (SIU), units such as meters
or kilograms. So when the dimensions of a non–negative quantity X like absolute tem-
perature have an associated SIU of Q0 = {1}[Q0], X can be converted to a unitless
quantity by first expressing X in SIUs and then by using quantity calculus to rescale it
as X/Q0.
Example 5. The units of parameters in a relationship can be determined by dimen-
sional homogeneity analysis, as we see in the following simple example from Gibbings
(2011). Here the model that relates the area a of a square to the length l of its edge when
measurement error is ignored
a−αol
2 = 0. (3.2)
The additional quantity α0 is a length-to-area conversion factor, playing the key role
of ensuring the dimensional homogeneity criterion is satisfied. A noteworthy feature
of this model is the relative roles the two quantities l and a play in modeling this
fundamental relationship: l is naturally seen as primary while a is derivable from l
and hence secondary. We see this as well in their units of measurement. Using [L] to
represent the generic symbol for length, we see that l has units of [L] and a, units of [L2].
The key idea is that a model with a multiplicity of quantities may well be characterized
by just a small subset of these quantities X that are designated as primary both in terms
of their size {X} as well as their units [X ]. These two complementary features of X ,
providing dimension and units of measure, play dual roles in the model, a fact often
overlooked by statistical modelers.
3.2. The problem of scales.
The choice of scale restricts the choice of units of measurement, and these units dictate
the type of model that may be used. Thus we need to study scales in the context of
model building and hence in the context of quantity calculus. In his celebrated paper,
Stevens (1946) starts by proposing four major scales for measurements or observations:
categorical, ordinal, interval and ratio. This taxonomy is based on the notion of permis-
sible transformations as is the work of our Section 6. However, our work is aimed at
modelling while Stevens’ work is aimed at statistical analysis. Stevens allows permuta-
tions as the transformations of data on all four scales, allows strictly increasing transfor-
mations for data on the ordinal, ratio and interval scales, allows scalar transformations
( f (x) = ax) for data on the ratio and interval scales and allows linear transformations
( f (x) = ax+ b) for data on the interval scale.
Stevens created his taxonomy as a basis for classifying the family of all statis-
tical procedures for their applicability in any given situation (Stevens, 1951). And
e.g. Luce (1959) points out that for measurements made on a ratio-scale the geo-
metric mean would be appropriate for estimating the central tendency of a popula-
tion distribution according to Velleman and Wilkinson (1993). In contrast, when mea-
surements are made on an interval-scale the arithmetic mean would be appropriate.
The work of Stevens seems to be well-accepted in the social sciences. Ward (2017)
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calls his work monumental. But Steven’s work is not widely recognized in statistics.
Velleman and Wilkinson (1993) reviews the work of Stevens with an eye on poten-
tial applications in the then emerging area in statistics of artificial intelligence (AI),
hoping to automate data analysis. They claim that “Unfortunately, the use of Steven’s
categories in selecting or recommending statistical analysis methods is inappropri-
ate and can often be wrong”. They describe alternative scale taxonomies for statis-
tics that have been proposed, notably by Mosteller and Tukey (Mosteller and Tukey,
1977). A common concern centres on the inadequacies of an automaton to select
the statistical method for an AI application. Even the choice of scale itself will de-
pend on the nature of the inquiry and thus is something to be determined by humans.
For example, length might be observed on the relatively uninformative ordinal-scale
{short, medium , long}, were it sufficient for the intended goal of a scientific inquiry,
rather than on the seemingly more natural ratio–scale (0,∞).
4. Transforming quantities
In statistical modelling, statisticians often transform quantities and their scales on
which the data are measured without realizing the difficulties that can arise. For ex-
ample, ‘height’ lies on a ratio scale since it has a true 0 – a height cannot be below
0. Approximating the distribution of ‘height’ by a Gaussian distribution may uncon-
sciously take height from its ratio scale to an interval scale. Such a transformation may
seem innocuous, merely an approximation of one distribution by another. For example
comparing the size of two quantities on a ratio–scale must be made using their ratio,
not their difference, whereas the opposite is true on an interval scale where differences
are used.
The scale of a quantity may also be changed by unwittingly applying a transforma-
tion that requires the quantity to have no units of measurement. One such transforma-
tion, an important one in statistics, is the logarithm. We argue in Sections 4.2 and 4.3
that the argument of the logarithm must be unitless.
The scale of the measurement X may be transformed for a variety of reasons. The
transformation can be relatively simple such as a rescaling, where we know how to
transform both the numerical part of X and X’s units of measurement. When the trans-
formation is complex, the scale itself might change. For instance, if X is measured on
a ratio scale, then the logarithm of X will be on an interval scale. When the scales
themselves change, how are the units of measurement transformed?
Transformations are important. For one thing they can enhance the interpretability
of a statistical analysis if chosen in a thoughtful way. For instance in environmental
epidemiology, the relative risk of an environmental hazard Z is defined as the estimated
increase in the number of adverse health outcomes due to an increase in Z, all on a ratio
scale. Policy makers can then assess hypothetical risk reductions of, say, 1, 2 and 3.
Example 6. We now present a classic rescaling example that illustrates the complex-
ities involved when creating scientific scales. Liquids contain both hydrogen and hy-
droxide ions. In pure water these ions appear in equal numbers. But the water becomes
acidic when there are more hydrogen ions and basic when there are relatively more
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hydroxide ions. Thus acidity is measured by the concentration of these ions. The cus-
tomary measurement is in terms of the hydrogen ion concentration, denoted H+ and
measured in the Systéme International d’Unites` (SIU) of one mole of ions per litre of
liquid. These units are denoted co and thus, in our notation, [H+] = co. However for
substantive reasons, the pH index for the acidity of a liquid is now used to characterize
acidity. The index is defined by pH = − log10(H
+/co). Distilled water has a pH = 7
while lemon juice has a pH level of about 3. Note that {H+} ∈ (0,∞) lies on a ratio-
scale while pH lies on an interval scale (−∞,∞) – the transformation has changed the
scale of measurement.
Observe that in Example 6, the units of measurement in H+ were eliminated before
transforming by the transcendental function log10. That raises the question: do we need
to eliminate units before applying the logarithm? This question and the logarithmic
transformation in science have led to vigorous debate for over six decades (Matta et al.,
2010). We highlight and resolve some of that debate below in Section 4.3.
However we begin with an even simpler situation seen in the next subsection, where
we study the issues that may arise when interval scales are superimposed on ratio
scales.
4.1. Scales within scales
This subsection concerns a perhaps unconscious switch in a statistical analysis from a
ratio scale, which lies on [0,∞) to an interval scale, which lies on (−∞,∞) when ap-
proximating a distribution. This switch occurs when for example the Gaussian distri-
bution is used to model the relative frequency histogram in a statistical analysis, when
the data e.g. human heights are measured on a ratio–scale. This switch is ubiquitous
and seen in most elementary statistics textbooks. There an assumed Gaussian sampling
distribution model leads to the sample average as a measurement of the population av-
erage instead of the geometric mean, which should have been used Luce (1959). That
same switch is made in such things as regression analysis and the design of experi-
ments. The seductive simplicity has also led to the widespread use of the Gaussian
process in spatial statistics and machine learning, despite the light tails of the Gaussian
distribution.
The justification of the widespread use of the Gaussian approximation may well lie
in the belief that the natural origin 0 of the ratio–scale lies well below the range of
values of X likely to be found in a scientific study. This may well the explanation of the
reliance on interval scales for Celsius and Fahrenheit on planet Earth at least since one
would not expect to see temperatures anywhere near the true origin of temperature 0 on
the 0Ko on the Kelvin scale that corresponds to−273Co on the Celsius’s interval scale.
We would note in passing that these two interval scales for temperature also illustrate
the statistical invariance principle (see Subsection 4.3); each scale is a positive affine
transformation of the other.
We illustrate the difficulties that can arise when an interval–scale is misused in a
hypothetical experiment where measurements are made on a ratio–scale, with serious
consequences.
/ 11
Example 7. Researchers wanted to estimate the treatment effect on a population char-
acteristic measured on a ratio scale. More specifically researchers suspected that the
benefit of a treatment on two groups A and B would differ. In the experiment, two
independent random samples from groups A and B were selected to provide base-
line control information of the two populations, with sample average responses of
A¯C and B¯C. New, independent random samples from groups A and B were given the
treatment, with sample averages of the post–treatment responses denoted A¯T and B¯T .
The researchers found that A¯C− A¯T = 12 kg and B¯C− B¯T = 11 kg, concluding that
the difference in treatment effect between groups A and B was negligible, in other
words that the impact of the treatment is the same for the two groups. However on
reanalysis the researchers realized that baseline measurements yielded A¯C = 60 kg and
B¯C = 110 kg. Taking account of the fact that responses were measured on a ratio scale,
they correctly assessed change via unitless ratios: for population A, the assessment
of change is A¯T/A¯C = (60− 12)/60 = 0.8 or a 20% reduction and for population B,
B¯T/B¯C = (110−11)/110= .9, or a 10% reduction. This indicates a substantial change
for population A, double the change for population B. Switching scales in the analysis
led to an incorrect conclusion.
Remark. The justification above for the switch from a ratio– to an interval–scale can
be turned into a simple approximation that may help with the interpretation of the data.
To elaborate, suppose interest lies in comparing two values of X that lie in the a ratio
scale with a< x1 < x2 for a known a. Interest lies in the relative size of these quantities,
i.e. on r = x2/x1. It is easily seen that an approximation to r may be found throught
a Taylor expansion involving the differences (x2− x1)/a and (x2/a− 1) provided the
latter is small enough.
Now we turn to other issues that arise with the use of more complex transformations
of X than mere rescaling of the data but we review and important distinction two types
of functions that are used to make such transformations.
4.2. Algebraic and transcendental functions
Modelling quantities X1, . . . ,Xp requires describing their relationship via a functional
equation
u(X1, . . . ,Xp) = 0. (4.1)
Desirable properties of u along with methods for calculating u are discussed in Section
5. At a minimum, the function u must satisfy the requirement of dimensional homo-
geneity.We know how to calculate units when u consists of a finite sequence of permis-
sible algebraic operations involving the Xi’s, possibly combined with parameters. Such
operations, which are called “algebraic”, may be formally defined in terms of roots of
a polynomial equation that must satisfy the requirement of dimensional homogeneity.
Can u involve non-algebraic operations? Non-algebraic functions are called tran-
scendental i.e they “transcend” an algebraic construction. Examples in the univariate
case are sin(X) and cosh(X) and, for a given nonnegative constant α , αX and logα (X).
The formal definition of a non-algebraic function does not explicitly say whether or
/ 12
not such a function can be applied to quantities with units of measurement. Bridgman
(1931) sidesteps this issue by arguing that it is mute since valid representations of
natural phenomena can always be nondimensionalized (see Subsection 5.1). But the
current Wikipedia entry on the subject states “transcendental functions are notable be-
cause they make sense only when their argument is dimensionless” (Wikipedia, 2020).
In the next subsection we explore this issue for a specific transcendental function of
special importance in statistical science.
4.3. The logarithm: a transcendental function
4.3.1. Does the logarithm have units?
To answer this question, first consider applying the logarithm to a unitless quantity x.
It is sensible to think that its value will have no units, and so we take this as fact.
But what happens if we apply the logarithm to a quantity with units? One school
of thought suggests the result is a unitless quantity. The argument is based on the idea
that the lnx is the area under the curve of the function 1/u, u > 0 (Molyneux, 1991).
In other words, define the logarithm of x to be the area under the function f (u) = 1/u,
from 1[x] to x, with u = {u}[x]. For y= 1[x], make the change of variables v = u/y so
that v is unitless and get ∫ x
y
1
u
d(u) =
∫ x/y
1
1
a v
d(y v)
=
∫ x/y
1
1
v
d(v)
= ln (x/y). (4.2)
But this rationale assumes something we don’t know and that is the integral leading
to Equation (4.2) is the natural logarithm. To know that requires that if we take the
derivative of the logarithm, we get the function f (x) = 1/x. That seems to force us
to turn to the only available option, its original definition as the inverse of another
transcendental function exp(x), at least if x> 0. In other words
x= exp (lnx), x≥ 0.
The chain rule now tells us that
1=
d ln(x)
dx
exp (lnx).
Thus
d ln(x)
dx
= exp (− lnx) =
1
x
for any real x. Now if we return to Equation (4.2), we see that when x has units and we
define lnx to be the area under the curve, we get lnx= ln{x}. In other words, the result
of applying this transcendental function to a dimensional quantity x simply causes the
units to be lost. In short lnx is unitless even when x has units.
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4.3.2. Can we take the logarithm of a dimensional quantity with units?
Molyneux (1991) sensibly argues that, since lnx has no units, x cannot have units –
since x’s units are lost, the result is meaningless. To consider this further, suppose z
is some measure of particulate air pollution in the logarithmic scale with z = lnx for
some x. This measure appears as β z in a scientific model of the impact of particulate air
pollution on health. Experimental data pointed to the value β = 1,101,231.52. But we
have no idea if air pollution was a serious health problem. So indeed it is disturbing that
the value of a function is unitless, no matter what the argument. This property of the
logarithm points to the need to nondimensionalize x before applying the logarithmic
transformation in scientific and statistical modelling, in keeping with the theories of
Buckingham, Bridgman and Luce.
One of the major routes taken in debates about the validity of applying lnx to a di-
mensional quantity involves arguments based one way or another on Taylor expansions
(see Appendix B). A key feature of these debates involves the claim that terms in the
expansion have different units, thus making the expansion impossible. Key to their ar-
gument is taking the derivative of lnx when x has units. However, it isn’t completely
clear how to differentiate lnx.
Suppose we have a function f with argument x= {x}[x]. We define the derivative of
f with respect to x as follows. Let ∆ = {∆}[∆] and x = {x}[x] and suppose that ∆ and
x have the same units, that is, that [∆] = [x]. Otherwise, we would not be able to add x
and ∆ in what follows. Then we define
f ′(x) ≡ lim
{∆}→0
f (x+∆)− f (x)
∆
(4.3)
= lim
{∆}→0
f ({x+∆}[x+∆])− f ({x}[x])
{∆}[∆]
= lim
{∆}→0
f ({x+∆}[x])− f ({x}[x])
{∆}[x]
.
For instance, for f (x) = x2
d
dx
x2 = lim
{∆}→0
{x+∆}2[x]2−{x}2[x]2
{∆}[x]
= lim
{∆}→0
{x+∆}2−{x}2
{∆}
× [x]
= 2{x}[x] = 2x.
Using (4.3) to differentiate f (x) = log(x), and recalling that lnx = ln{x}, we first
write
ln(x+∆)− lnx= ln{x+∆}− ln{x}.
So
d
dx
lnx= lim
{∆}→0
ln{x+∆}− ln{x}
{∆}[x]
=
d ln{x}
d{x}
×
1
[x]
=
{1}
{x}[x]
=
{
1
x
}
×
1
[x]
=
1
x
.
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Using this definition of the derivative we can carry out a Taylor series expansion
about x= a> 0 to obtain
log(x) = log(a)+
∞
∑
k=1
g(k)(a)
(x− a)k
k!
, (4.4)
where
g(k)(a) =
[
dk log(x)/dxk
∣∣∣∣
x=a
.
As g′(x) = 1/x, the first term, g′(x)(x−a), in the infinite summation is unitless. Differ-
entiating g′(x) yields g′′(x) = 1/x2 and once again, we see that the term g′′(x)(x−a)2/2
is unitless. Continuing in this way, we see that the summation on the right side of
equation (4.4) is unitless, and so the equation satisfies dimensional homogeneity. This
reasoning differs from the incorrect reasoning of Mayumi and Giampietro (2010) in
their argument that the logarithm cannot be applied to quantities with units because the
terms in the Taylor expansion would have different units. Our reasoning also differs
from that of Baiocchi (2012) who uses a different expansion to show that the logarithm
cannot be applied to measurements with units, albeit without explicitly recognizing the
need for lnx to be unitless. The expansion in Equation (4.4) is the same as that given
in Massa et al. (2011). Although the latter don’t give it in explicit form for lnx they
do use it to discredit the Taylor expansion argument against applying lnx to quantities
with units.
5. Allowable relationships among quantities
Having explored dimensional analysis and the kinds of difficulties that can arise when
scales or units are ignored, we turn to a key step toward our proposed unification of sci-
entific and statistical modelling. We now determine how to relate quantities and hence
how to specify the ‘law’ that characterizes the phenomenon which is being modelled.
But what models may be considered legitimate? Answers for the sciences, given
long ago, were based on the principle that for a model to completely describe a natural
phenomenon, it cannot depend on the units of measurement that might be chosen to im-
plement it. This answer was interpreted in two different ways. In the first interpretation,
the model must be non-dimensionalizable i.e. it cannot have scales of measurement and
hence cannot depend on units. In the second interpretation, the model must be invari-
ant under all allowable transformations of scales. Both of these interpretations reduce
the class of allowable relationships that describe the phenomenon being modelled and
place restrictions on the complexity of any experiment that might be needed to imple-
ment that relationship.
We begin by revisiting a previous example.
Example 5 (continued). The standard dimensions for area and length are A and L re-
spectively and the standard scales of measurement for them as specified by the Système
International d’Unités are m2 and m, respectively, the latter being standard for metres
However, the relationship between the area of the square and the length of its sides
represented in Equation (3.2) is fundamental. So the relationship is no way dependent
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on the scales of measurement that are ultimately used provided αo is appropriately
specified. In other words, the dimensions themselves play no fundamental role in this
relationship. Therefore it must be possible to re–express that relationship in a dimen-
sionless form. In this case that result is expressible as
pi− 1= 0. (5.1)
where pi = a/(αol2).
The model that relates area to the length of a side is now dimensionless and hence
shows the relationship is fundamental in nature – it does not depend on the scale on
which the two quantities a and l happen to be measured. In this next subsection we see
a much more general expression of the same idea.
5.1. Buckingham’s Pi-theorem
The section begins with Buckingham’s simple motivating example.
Example 9. This example is a characterization of properties of gas in a container,
namely, a characterization of the relationship amongst the ‘pressure’ (p), the ‘volume’
(v) , the number of moles of gas (‘N’) and the ‘absolute temperature’ (θ ) of the gas.
The absolute temperature reflects the kinetic energy of the system and is measured in
degrees Kelvin (◦K), the SIUs for temperature. Note that 0◦K occurs when the kinetic
energy is zero and 270◦K occurs when the temperature is 0◦ Celsius. A fundamental
relationship amongst these quantities is given by
pv
θN
−D= 0 (5.2)
for some constant D that doesn’t depend on the gas. Since the units of pv/(Nθ ) are
(force × length3)/(# moles × temperature), as expressed, the relationship in (5.2) de-
pends on the dimensions associated with p,v and θ , whereas the physical phenomenon
underlying the relationship does not. Buckingham gets around this by invoking a pa-
rameter R (≡ D) with units (# moles × temperature)/(force × length3). He rewrites
Equation 5.2 as
pv
RθN
− 1= 0. (5.3)
Thus, in Equation (5.1), pi = pv/(RθN), an equation Buckingham calls complete and
hence non-dimensionalizable. This equation is known as the Ideal Gas Law, with R the
ideal gas constant (ide, 2019).
This example of nondimensionalizing by finding one expression, pi , as in Equation
(5.1) can be extended to cases where we must nondimensionalize by finding several pi
functions. This extension is formalized in Buckingham’s Pi-theorem. Here is a formal
statement (in slightly simplified form) as stated by Buckingham (1914) and discussed
in a modern style in Bluman and Cole (1974).
Theorem 1. Suppose X1, . . . ,Xp are p measurable quantities satisfying a defining rela-
tion
u(X1, . . . ,Xp) = 0 (5.4)
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that is dimensionally homogeneous. In addition, suppose that there are n dimensions
appearing in this equation, denoted L1, . . . ,Ln, and that the dimensions of u can be ex-
pressed [u] = Lα11 ×·· ·×L
αn
n and the dimensions of each X j can be expressed as [X j] =
L
α j1
1 × ·· ·×L
α jn
n . Then Equation (5.4) implies the existence of n fundamental quanti-
ties, q≥ p−n dimensionless quantities pi1, . . . ,piq with pii =Π
p
j=1X
a ji
j , i= 1, . . . ,q, and
a functionU such that
U(pi1, . . . ,piq) = 0. (5.5)
In this way u has been nondimensionalized. The choice of pi1, . . . ,piq in general is not
unique.
The theorem is proven constructively, so we can find pi1, . . . ,piq andU . We first de-
termine the n fundamental dimensions used in X1, . . . ,Xp. We then use the quantities
X1, . . . ,Xp to construct two sets of variables: a set of n primary variables also called
repeating variables and a set of q secondary variables, which are non-dimensional. For
example, if X1 is the length of a box and X2 is the height and X3 is the width, then there
is n= 1 fundamental dimension, the generic length denoted L. We can choose X1 as the
primary variable and use X1 to define two new variables pi1 = X2/X1 and pi2 = X3/X1.
These new variables, called secondary variables, are dimensionless. Buckingham’s the-
orem states the algebraic equation relating X1,X2 and X3 can be re-written as an equa-
tion involving only pi1 and pi2. Note that we could have also chosen either X2 or X3 as
the repeating variable.
We now apply the theorem’s proof to an example from fluid dynamics that appears
in Gibbings (2011).
Example 10. The example is a model for fluid flow around a sphere and the calcu-
lation of the drag force F that results. It turns out that the model depends only on
something called the coefficient of drag and on a complicated, single dimensionless
number called the Reynolds number that incorporates all the relevant dimensions. Our
treatment follows those in an online video (Elger, 2011).
To begin with we list all the relevant dimensions, the ‘drag force’ (F), ‘velocity’ (V ),
‘viscosity’ (µ), ‘fluid density’ (ρ) and ‘sphere diameter’ (D).We see that we have p= 5
Xs in the notation of Buckingham’s theorem. We first note that these five dimensions
can be expressed in terms of the three dimensions length (L), mass (M) and time (T ).
We treat these as the three primary dimensions and this tells us that we need at most
5− 3= 2 dimensionless pi functions to define for our model.
We first write down the units of each of the five dimensions in terms of L, M and T :
[F] =ML/T 2; [V ] = L/T ; [ρ ] =M/L3; [µ ] =ML−1T−1; [D] = L. (5.6)
We now proceed to sequentially eliminate the dimensions L, M and T in all five equa-
tions. First we use [D] = L to eliminate L. The first four equations become
[FD−1] =MT−2; [VD−1] = T−1; [D3ρ ] =M; [Dµ ] =MT−1.
We next eliminateM via D3ρ , yielding
[FD−1D−3ρ−1] = T−2; [VD−1] = T−1; [DµD−3ρ−1] = T−1,
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that is
[FD−4ρ−1] = T−2; [VD−1] = T−1; [µD−2ρ−1] = T−1.
To eliminate T , we could use [VD−1] or [µD−2ρ−1] or even, with a bit more work,
[FD−4ρ−1]. We use [VD−1], yielding
[FD−4ρ−1V−2D2] = 1 and [µD−2ρ−1V−1D] = 1,
that is
[FD−2ρ−1V−2] = 1 and [µD−1ρ−1V−1] = 1.
All the dimensions are now gone on the right hand side of each of the five equations in
(5.6) so we have nondimensionalized the problem and in the process found pi1 and pi2
as implied by Buckingham’s theorem:
pi1(F,V,µ ,ρ ,D) =
F
ρD2V 2
and pi2(F,V,µ ,ρ ,D) =
µ
ρDV
.
Therefore, for someU ,
U
(
F
ρD2V 2
,
µ
ρDV
)
= 0. (5.7)
Remarkably we have also found the famous Reynolds number, ρDV/µ (see for exam-
ple Friedmann et al. (1968)). The Reynolds number determines the coefficient of drag,
ρD2V 2/F , and is a fundamental law of fluid mechanics.
If we knew u to begin with, we could track the series of transformations starting at
(5.6) to findU . If, however, we had no specified u to begin with, we could use pi1 and pi2
to determine a model, that is, to find U . For instance, we could carry out experiments,
make measurements and determine U from the data. In either case, we can use U to
determine the coefficient of drag from the Reynolds number and in turn calculate the
drag force.
A link between Buckingham’s approach and statistical modelling was recognized in
the paper of Albrecht et al. (2013) and commented on in Lin and Shen (2013). But its
link with the statistical invariance principal seems to have been first identified in the
thesis of Shen (2015). This connection provides a valuable approach for the statisti-
cal modelling of scientific phenomena. But Shen’s approach differs from the one pro-
posed in this paper in Section 6. Shen starts with Buckingham’s approach and thereby a
nondimensionalized relationship amongst the variables of interest to build a regression
model. We present his illustrative example next.
Example 11. (Shen, 2015) This example concerns a model for the predictive rela-
tionship between the volume X3 of wood in a pine tree and its height X1 and diameter
X2. The dimensions are [X1] = L, [X2] = L and [X3] = L3. Chen chooses X1 as the re-
peating variable and calculates the pi-functions pi1 = X2X
−1
1 and pi2 = X3X
−3
1 . He then
applies the pi-theorem to get the dimensionless version of the relationship amongst the
variables:
pi2 = g(pi1) (5.8)
for some function g. He correctly recognizes that (pi1,pi2) is the maximal invariant
under the scale transformation group, although the connection to the ratio–scale of
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Stevens is not made explicitly. He somewhat arbitrarily chooses the class of relation-
ships given by
pi2 = kpi
γ
1 . (5.9)
He linearizes the model in Equation (5.9) and adds a residual to get a standard regres-
sion model, susceptible to standard methods of analysis. In particular the least squares
estimate γˆ = 1.942 turns out to provide a good fit judging by a scatterplot.
Note that application of the logarithmic transformation is justified since the pi-
functions are dimensionless.
Section 6.2 will show how Example 11 may be embedded in a stochastic framework
before the Pi–theorem is applied.
5.2. Bridgman’s alternative
We now describe an alternative to the approach of Buckingham (1914) due to Bridgman
(1931). At around the same time that Edgar Buckingham was working on his pi the-
orem, Percy William Bridgman was giving lectures at Harvard on the topic of nondi-
mensionalization that were incorporated in a book whose first edition was published
by Yale University Press in 1922. The second edition came out in 1931 (Gibbings,
2011). Bridgman thanks Buckingham for his papers but notes their approaches differ.
And so they do. For a start, Bridgman asserts his disagreement with the position that
seems to underlie Buckingham’s work that “...a dimensional formula has some esoteric
significance connected with the ‘ultimate nature’ of things....”. Thus to those that es-
pouse that point of view it becomes important to ‘...find the true dimensions and when
they are found, it is expected that something new will be suggested about the physical
properties of the system.” Instead, Bridgman takes measurement itself as the starting
point in modelling and even the collection of data: “Having obtained a sufficient area
of numbers by which the different quantities are measured, we search for relations be-
tween these numbers, and if we are skillful and fortunate, we find relations which can
be expressed in mathematical form.” He then seeks to characterize measured quanti-
ties as either primary, the product of direct measurement and then secondary quantities
such as velocity that are computed from the measurements of the primary ones. Finally
he sees the basic scientific issue as that of characterizing one quantity in terms of the
others as in our explication of Buckingham’s work above in terms of the function u∗.
Bridgman proves that the functional relationship between secondary and primary
measurements, which under what statistical scientists might call “equivariance” un-
der multiplicative changes of scale in the primary units, necessitates that they must
be monomials with possible fractional exponents, not unlike the form of the pi func-
tions above. Thus under the assumed differentially of u∗ with respect to its arguments,
Bridgman is able to re–derive Buckingham’s pi formula.
5.3. Beyond ratio scales
Nondimensionalization seems more difficult outside of the domain of the physical sci-
ences. For example, the dimensions of quantities such as utility cannot be characterized
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by a ratio scale. And the choice of the primary dimensions is not generally so clear, al-
though Baiocchi (2012) does provide an example in macroeconomics where time [T ],
money [$], goods [R] and utility [U ] may together be sufficient to characterize all other
quantities.
So a substantial body of work was devoted to extending the work of Bridgman
into the domain of nonratio scales, beginning with the seminal paper of Luce (1959).
To quote the paper by Aczél et al. (1986), which contains an extensive review of that
work:
‘... Luce shows that the general form of a “scientific law” is greatly restricted by knowledge
of the “admissible transformations” of the dependent and independent variables...’
Aczel, Roberts and Rosenbaum 1986
It seems puzzling that this principle has not been much recognized if at all in statistical
science, in part perhaps because little attention is paid to such things as dimensions and
units of measurement.
The substantial body of research that followed Luce’s publication covers a variety
of scales e.g. ordinal among other things. Curiously that work largely ignores the work
of Buckingham in favor of Bridgman even though the former preceded the latter. Also
ignored is the work on statistical invariance described in Section 6, which goes back to
G. Hunt and C. Stein in 1946 in unpublished but well–known work that led to optimum
statistical tests of hypothesis,
To describe this important work by Luce and we re-express Equation (1) as
Xp = u
∗(X1, . . . ,Xp−1) (5.10)
for some function u∗ and thereby a class of all possible laws that could relate Xp to
the predictors X1, . . . ,Xp−1, before turning to an empirical assessment of the possibil-
ities. Luce makes the strong assumption that the scale of each Xi, i = 1, . . . , p− 1 is
susceptible to a transformation Ti ∈Fi, i.e. Xi → Ti(Xi). Furthermore he assumes that
they may be transformed independently of one another–no structural constraints are
imposed. Luce assumes a function D such that
u∗(T1(X1), . . . ,T(p−1)Xp−1) = D(T1, . . . , T(p−1))u
∗(X1, . . . ,Xp−1)
for all possible transformations and choices of Xi, i = 1, . . . , p− 1. He determines
under these conditions that if the Xi, i= 1, . . . , p−1 lie on ratio–scales along with Xp
that
u∗(X1, . . . ,Xp−1) ∝ Π
p−1
i=1 X
αi
i ,
where the α’s are nondimensional constants, which is Bridgman’s result, albeit proved
by Luce without assuming differentiability of u∗. If on the other hand some of the
Xi, i= 1, . . . , p−1 are on a ratio–scale while others on an interval–scale and Xp is on
an interval scale, then Luce proves u∗ cannot exist except in the case where p = 2 and
X1 is on an interval form.
However, the assumption of the independence of the transformations Ti seems un-
duly strong for many situations as noted by Aczél et al. (1986), and weakening that
assumption expands the number of possibilities for the role of u∗. Further work culmi-
nated in that of Paganoni (1987) To describe the latter, assume that U and V are real
vector spaces and
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1. X and P are nonempty subsets of U such that:
X +P ⊂ X
λP ⊂ P, for all 0≤ λ
2. R ⊂ L(U ) where L(U ) denotes the algebra of linear operators of U into itself
and
I ∈ R
R(P) ⊂ P, for all R ∈R
3. if P 6= 0 then λR ∈R.
In the notation of Equation (5.10), let x = (x1, . . . , xp−1)T . Paganoni (1987) sup-
posesX p−1 is an affine space with x=(x1, . . . , xp−1)T ∈X . Furthermore he assumes
that the law relating xp to x satisfies the following functional equation for some func-
tions α and β
u∗(R x+P) = α(R,P)u∗(x)+β (R,P)
= α(R,P)xp+β (R,P) (5.11)
where x∈X ⊂U = Rm, p∈P ⊂U ,R∈R, α :R×P → (0,∞) and β :R×P →
V .
Paganoni (1987) now explores the solution space for Equation (5.11). He identifies
two cases: constant and non-constant u∗. Suppose first that u∗ =C ∈ R= (−∞, ∞). If
C = 0, then α ∈ R and β = 0. Alternatively if C 6= 0, then α = 1−β/C. But α > 0 so
b<C. For the second case where u∗ is not constant, Paganoni (1987) presents his class
of solutions in his Theorem 1. It states that the functions α and β must have one of the
following forms:
(i). α(R, P) =M(R) and β (R, P) = ψ(R), where
ψ(RS) =M(R)ψ(S)+ψ(R)
M(R S) =M(R)M(S), R,S ∈R,RS ∈R.
(ii). α(R, P) =M(R) and β (R, P) = ψ(R)+A(P) where
ψ(RS) =M(R)ψ(S)+ψ(R)
M(R S) =M(R)M(S), R,S ∈R,RS ∈R, and
M(λ R) = λM(R) for all λ > 0
A(P+Q) = A(P)+A(Q), P,Q ∈P, P+Q ∈P
A(λP) = λA(P) for all λ > 0
Paganoni (1987) goes on to seek more specific forms for the quantities above, but
for brevity we will omit those details. But in doing so the author ignores the units of
measurement attached to the coordinates of x, a possible limitation of the work.
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6. Statistical invariance
The stochastic foundation described in this section and the statistical invariance
principle were developed within the frequentist (repeated sampling) paradigm. Models
like u in Equation (4.1) were expressed as conditional expectations. Model uncertainty
could be characterized through residual analysis and such things as the conditional
variance. Furthermore principled empirical assessments of the validity of u could be
made given replicate samples.
In Subsection 6.1 the basic elements of an invariant statistical model are described.
There, we define the sample space and assume that there is a group of allowable trans-
formations of the sample space that also acts on units of measurement . We discuss the
maximal invariant and its probability distribution. We thus create a general process that
provides us with a parsimonious stochastic model that correctly accounts for units of
measurement. In Subsection 6.2, we apply this work to random variables measured on
ratio scales. In Subsection 6.3 we turn to interval scales.
6.1. Invariant statistical models
The sample space
The sample space is a fundamental building block for the repeated sampling school
paradigm of statistics. Its meaning is ambiguous however for it can stand for: (i) the
population from which items ω are to be drawn; (ii) the range X ⊂ IRp of random
row vectors X = {X}[X] = (X1, . . . ,Xp) of the observable properties of ω that are to
be repeatedly measured by the sampler; (iii) the set of such row vectors that will be
randomly observed to yield the dataset for model assessment. Unless otherwise stated,
we will use interpretation (ii). Finally where inferential interest focuses on one of the
Xis as a predictand, we label it as Xp as in Equation (5.10) .
The properties of ω are characterized by ’the Xi’s whose dimensions e.g. length L
must be scaled e.g. by the metric scale so they can be measured with appropriate reso-
lution e.g. millimetres. The statistical invariance principle recognizes that the outcome
of say a hypothesis test should be the same if the measurement scale were transformed,
e.g. from millimetres to centimetres. This requirement was formalized as the invari-
ance principle under an algebraic group G of allowable transformations g ∈ G of the
sample space X . To qualify as a group G must include the composition g ◦ g∗ of any
two transformations g,g∗ ∈G. Furthermore it must contain the identity transformation
e for which e(x) ≡ x for all x ∈ X and an inverse transformation g−1 for any g in G,
meaning g ◦ g−1 = e.
For any x ∈ X , the set Gx
.
= {g(x) : g ∈ G} is called the orbit of x. G is called
transitive ifX consists of a single orbit. In that case for every pair of elements x1, x2 ∈
X , there exists a unique g ∈ G such that g(x1) = x2. Finally the single orbit can be
indexed by a nondimensionalized element of the orbit pi ; every element in the orbit can
be obtained from pi by a transformation g.
If G is not transitive, the sample space would be the union of its disjoint orbits. The
maximal invariant is a function M(x), x ∈ X that is constant on orbits and different
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on different orbits so that it indexes the orbits. Thus any function of x that is invariant
under transformations g must depend on x only through M(x). Note that the function
M is not unique. But any choice of M will index the orbits of X and thus constitute a
cross section of the orbits (Wijsman, 1967; Zidek, 1969).
Toward nondimensionalization
We now nondimensionalize the statistical counterpart of Buckingham’s framework. To
do this requires a basic assumption.
Assumption 1. The coordinates of Xi’s can be partitioned into two sets in such a way
that all the dimensions of the second set can be derived using quantity calculus (Section
3) from those in the former.
For example the first set might be length(L) and time(T) while the second is
velocity(L/T). Then dichotomize the Xi’s into two categories, primary and secondary,
and reorder the coordinates of the response vector accordingly to get
X= (X1,X2) with X1 ∈ IR
k and X2 ∈ IR
p−k (6.1)
e.g. X1 = (Length,Time) and X2 = (Velocity) .
The corresponding partition of the sample space is
X = X1×X2,
while that of the transformation group is denoted by
G= [G1,G2]. (6.2)
Represent the transformations by g= [g1, g2] where for any point in that product space
[g1, g2](x1, x2) = (g1(x1), g2(x2)) where g1(x1) ∈ IR
k and g2(x2) ∈ IRp−k. Had we
not required dimensional consistency among the X’s, we would have the following
lemma whose proof is straightforward.
Lemma 1. The factor Gi, i= 1,2 is a transformation group on Xi.
Implications of dimensional consistency
Dimensional consistency dictates that if we transform the scales of the coordinates of
X1, we should make the corresponding changes inX2 e.g. L→ c1L and T→ c2T would
entail L/T→ (c1L)/(c2T), with ci > 0, i = 1,2. In other words, a transformation by
g1 ∈ G1 would determine the transformation g∗2 = [g1]
∗ ∈ G2 that would be applied to
x2. The following theorem describes when the subset of of transformation will itself be
a subgroup G0 ⊂ G.
Theorem 2. G0 will be a subgroup of G if and only if the following conditions hold:
1. [e1]∗ = e2
2. [g1]∗ ◦ [h1]∗ = [g1 ◦ h1]∗
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3. [g1]∗−1 = [g
−1
1 ]
∗.
The set of allowable transformations will then be restricted to G0.
We now make second assumption, given below.
Assumption 2. G1 acts transitively on X1 and for each x1 ∈X1, there exists a trans-
formation such that g1x1(x1) = pi1, a unitless quantity that does not depend on x1. For
each x2, there exists a transformation g2x1 ∈ G2 such that g2x1(x2) = pi2(x), a nondi-
mensional maximal invariant that indexes the orbits of X2.
Thus following in Buckingham’s footsteps, we have by application of statistical
invariance theory nondimensionalized X, first by reducing X1 = (X1, . . . ,Xk) to pi1
and then reducing X2 = (Xk+1, . . . ,Xp) to a nondimensional maximal invariant for G2,
namely pi2(X). Note that the predictandXp has been replaced by pi2(X1,Xp)= g2x1(Xp).
Below we discuss two alternative approaches to nondimensionalizing statistical
models, including one that builds on Assumption 1 and 2. The latter do not lead to
a unique choices of pi1 and pi2. Section 6.2 contains further examples.
Construction of pi1 and pi2
i. The simplest construction of pi1 and pi2 is to divide each coordinate of x
by a known constant to remove its units of measurement. For example, sup-
pose that G = G0 = Gscalar. Then k = p, and pi1(x) = (x1/c1,x2/c2, . . . ,xp/cp)
where ci = {1}[xi]. This is in effect the approach used by Zhai et al. (2012) and
Zhai, Heckman, Lum, Pirvu, Wu, and Zidek (2012) to resolve dimensional inconsis-
tencies in models such as that seen in Equation (3.1). It is also the approach implicit
in regression analysis where e.g.
X5 = β1X1+β2X2+β3X3+β3X4
with X1 = 1 being unitless and X4 representing a combination of measurement and
modelling error. The βi’s play the key role of forcing the model to adhere to the
principle of dimensional homogeneity when the Xi’s have different units of mea-
surement. A preferable approach would be to nondimensionalize the Xi’s themselves
in some meaningful way e.g. if X2 were the air pollution level at a specific site, divide
it by the average of the population of sites. The relative sizes of the now dimension-
less so βi’s are readily interpretable – a relatively large β would mean the associated
X contributes a lot to the overall mean effect.
ii. The functions pi1 and pi2 are based on the maximal invariants of the transforma-
tion group G0. For example, if X = (X1,X2,X3) and G0 = {g : g(X1,X2,X2) =
(X1/c1,X2/c2,c2X3/c1), ci > 0, i= 1,2}, then we may takeM(x) = (pi1,pi2) where
pi1 : IR3 → IR2 with pi1(X) = ({1},{1}) and pi2 : IR3 → IR with pi2(X) = X2X3/X1.
This finds the pi functions in a more general case than that treated by Buckingham’s
theorem and it is this case that is treated in the sequel.
Remarks
[3.] While both approaches in i ii above yield models that are dimensionally homoge-
neous, the first uses all of the components of x and thus fails to achieve an implicit
goal in Buckinghams’s approach, a parsimoniousmodel for the natural phenomenon of
interest. We will not explore this approach further in the sequel.
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[4.] Our approach to extending Buckingham’s work differs from that in the thesis of
Shen (2015). Shen restricts his quantities to lie on ratio scales so he can base his theory
directly on the Pi-Theorem. His starting point is the application of that theorem and
the dimensionless pi functions it generates. In contrast our theory allows a fully general
group of transformations and arbitrary scales. Like Buckingham, we designate certain
dimensions e.g length L as primary (or fundamental) while the others are secondary.
We require that a transformation of any primary scale must be made simultaneously to
all scales involving that primary scale including secondary scales such as for example,
velocity LT−1. That requirement ensures consistency of change across all the quantities
X and leads to our version of the pi functions.
The sampling distribution for the maximal invariant
We will now turn to the distribution of X. Assume that pi2 is the maximal invariant
on X under the action of the transformation group G0. Suppose also that the random
vector X has a probability distribution Pλ for λ in the parameter space Λ. That is,
for every event A ⊂X , Pλ(X ∈ A) is the probability that a realization of X lies in A.
Assume, for all g ∈ G0, the distribution of g(X) is contained in the same collection
of probability distributions, P = {Pλ, λ ∈Λ}. More precisely assume that, for each
g∈G0, there is a one-to-one transformation g¯ ofΛ ontoΛ such that, X has distribution
Pλ if and only if g(X) has distribution Pg¯(λ). Assume further that the set G¯0 of all g¯ is a
transformation group under composition, with identity denoted e¯. Assume also that G¯0
is homomorphic to G0, i.e. that there exists a one-to-one mapping h from G0 onto G¯0
such that, for all g,g∗ ∈G0, h(g◦g∗) = h(g)◦h(g∗); h(e) = e¯, and h(g−1) = {h(g)}−1.
Let pi−12 denote set inverse, that is, pi
−1
2 (C) = {X ∈X with pi2(X) ∈C}. Then since
pi2(X) = pi2(g(X)) for any g ∈ G0, for all g ∈G0 and λ ∈Λ,
Pλ[pi2(X) ∈ B] = Pλ[pi2(g(X)) ∈ B]
= Pλ[g(X) ∈ pi
−1
2 (B)]
= Pg¯(λ)[X ∈ pi
−1
2 (B)]
= Pg¯(λ)[pi2(X) ∈ B].
Thus, anyλ∗ “connected to"λ via some g¯∈G0 induces the same distribution on pi2(X).
This implies that υ(λ)
.
= Pλ[pi2(X) ∈ B] is invariant under transformations in G¯0 and
hence that υ(λ) depends on λ only through the maximal invariant on Λ. We denote
that maximal invariant by piλ. Finally we relabel the distribution of pi2(X) under λ
(and under all of the associated λ∗’s) by Ppiλ .
The relationships among the Xs are commonly expressed in the form of Equa-
tion (5.10) with Xp playing the role of a predictand, the remaining Xs the predic-
tors. The actions of the subgroup G0 described above have nondimensionalized X as
X→ (pi1,pi2X). Thus we obtain a a stochastic version of the Pi-theorem.More precisely
using the general notation [U] to represent “the distribution of” for any random object
U and n : m = {n, . . . ,m} for any two integers n ≤ m we have a nondimensionalized
conditional distribution for the predictand g2x1(Xp) given the transformed predictors
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pi2(X1,X(p−k+1):(p−1)) = g2x1(X(p−k+1):(p−1)) i.e.
[pi2(X1,Xp) | pi2(X1,X(p−k+1):(p−1)),piλ]. (6.3)
More specifically, we derive the result in Equation (6.3), the conditional distribution
assumed in a special case by Shen (2015) in his Assumption 2. Furthermore we obtain
a predictive model for Xp expressed as a conditional expectation
E[pi2(X1, Xp) | pi2(X1, X(p−k+1):(p−1)),piλ] (6.4)
that can be derived once the joint distribution has been specified. The conditional vari-
ance would express the predictor’s uncertainty.While Buckingham’s theoremwas seen
as a way to potentially reduce the complexity of scientific experiments needed to de-
termine the physical laws governing natural phenomena, in this case to estimate the
conditional expectation in Equation ( 6.4 ), no reference is made to the experiments
themselves. In particular replications of the experiments would be needed to deal with
things like measurement error. That leads in the next subsection to the final step in
completing our stochastic version of the theory.
The sample
Although in his thesis Shen describes replicated experiments, his theory as formulated
involves just a single realization where the coordinates of the response may have differ-
ent dimensions. We can extend the ideas described above in a straightforward manner
to the case of n independent realizations of a basic experiment. The extension begins
by defining a group G˜0 of transformations g˜ on the sample space X n, the range of the
response vector. Let
X˜=


X1
...
Xn

 ∈ IRn× IRp.
Then, using g ∈ G0, define g˜ ∈ G˜0 as
g˜(X˜) =


g(X1)
...
g(Xn)

 .
Finally we get the maximal invariant
p˜i2(X)
.
=


pi2(X1)
...
pi2(Xn)

 .
The independence of the replicates means that the distribution of p˜i2(X) is the product
of the distributions of the coordinates of p˜i2(X).
Rather than proceed further with the development of the general model, we turn in
the next subsection to some illustrative examples.
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6.2. Ratio scales
This subsection presents two examples in the special case of ratio–scale valued random
responses, the domain of applicability of the original Pi Theorem.
Example 12. A hypothetical example. Suppose the random response in this case is
X = (X1,X2,X3) ∈ R
3
+ has a joint cumulative distribution function ( CDF ) F(x | λ )
where λ = (λ1,λ2,λ3) ∈ R3+. The primary (repeating) variables in this case are X1
and X2 where X1 denotes the depth of the rain collected in a standardized cylinder (a
water-clock for example) and X2, the duration of the rainfall. Their respective scales
are L and T . They are two different facets of the magnitude of the rainfall. The third
quantity X3 represents the magnitude of the rainfall as measured by an electronic sensor
that computes a weighted average of X1 as a process over the continuous time period
[0,X2]. Thus the dimensions of the three measurable quantities are [X1] = L, [X2] = T
and [X3] = LT−1, the scale of X3 being secondary.
The sample space
A change in the scales of the X’s would be described by the full transformation
group G = {gc1,c2,c3 , ci > 0, i = 1,2,3} acting on the coordinates of X as Xi →
ciXi, i = 1,2,3. But then for dimensional consistency the transformations of the
third coordinate must be restricted by the conditional c3 = c1/c2. Thus the group
G0 = {gc1,c2 , ci > 0, i= 1,2} of allowable transformations is a subgroup of the group
of all possible transformations of G that transforms X ∈X by
gc1,c2(x) = (c1x1, c2x2,c1x3/c2).
It is easily shown that the maximal invariant under the transformation subgroup G0
is in the notation established in the previous subsection,
M(x) = (1,1,pix23), x ∈X (6.5)
where
pix23 =
x2x3
x1
. (6.6)
The function in Equation (6.6) plays the role of Buckingham’s Pi in this example. Note
that
x= gx1,x2(1,1,pix23).
In other words, (1,1,pix23) indexes the orbits of G0.
For simplicity, we may make the one–to–one transformation of the original response
vector with X = (X1,X2,pix23). The action of the subgroup G0 is then described by
gc1,c2(X) = (c1 X1,c2 X2,pix23) since pix23 is invariant under the action of G0. Since
there is only one pi function, we make the further simplification
pix23 = pix.
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The sampling distribution
In this step we restrict the class of probability distributions for X to insure dimensional
homogeneity under the changes of scale described in the previous subsection. More
precisely we assume that for every g ∈G0 that for all c1,c2 > 0
F(x | λ ) = F(g−1c1,c2(x) | g¯c1,c2(λ ))
where g¯ has an obvious definition. We may thus choose c1 = 1/λV , c2 = 1/λ2 from
which it follows that c3 = (c1/c2) = λ2/λV = (λ2/λV )(λ3/λ3) = piλ/λ3 where piλ =
(λ2λ3)/λV denotes the Pi function corresponding to its maximal invariant over the
parameter space Λ. It now follows that for some CDF, F∗, indexed by the parameter Pi
function, the joint distribution of X must have the form
F(x | λ ) = F∗(c1x1,c2x2,c3x3 | g¯c1,c2λ )
= F∗(
x1
λV
,
x2
λ2
,
x3piλ
λ3
|(1,1,
piλ3
λ3
λ3))
= F∗(
x1
λV
,
x2
λ2
,
x3piλ
λ3
| piλ ).
We may in turn find the the joint probability function (PDF) for F∗ as well as the
conditional PDF of X3 given X1 = x1 and X2 = x2 to characterize the relationship be-
tween the measurement to be produced by the sensor and the other two measures of
severity.
Let f (x | λ ) denote the PDF of F(x | λ ). Then by assumption, we have
f (x | λ ) =
dF(x | λ )
dx
=
dF∗( x1λV ,
x2
λ2
,
x3piλ
λ3
| piλ )
dx
= f ∗(
x1
λV
,
x2
λ2
,
x3piλ
λ3
| piλ )
piλ
λVλ2λ3
.
Thus the PDF for F must have the form
f ∗(
x1
λV
,
x2
λ2
,
x3piλ
λ3
| piλ )
piλ
λVλ2λ3
for a PDF f ∗ such that
1=
∫
R3+
f ∗(u1,u2,u3 | piλ )du1du2du3
for all piλ .
It follows that the conditional density of X3 given the other X’s is
f ∗∗(x3 | x1,x2,λ ,pi) =
f ∗( x1λV ,
x2
λ2
,
x3piλ
λ3
| piλ )
f ∗( x1λV ,
x2
λ2
| piλ )
piλ
λ3
.
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We have now characterized the distributions that meet the invariance condition that
dimensional consistency entails. Physical considerations suggest the sensor’s output X3
is related to the quantities X1 and X2 in other words
X3− h(X1,X2) = 0 (6.7)
for some positive function h. But to be valid this relationship must be nondimension-
alisable and Buckingham’s Pi Theorem would implies the existence of a Pi function pi
that is invariant under changes of change. A candidate for the role of pi would be the Pi
function derived from the maximal invariant.
pi(X1,X2,X3) =
X2X3
X1
(6.8)
A literal application of the Pi Theorem would convert Equation 6.7 into
pi−C = 0. (6.9)
for some C.
However since the quantities involved are random that condition seems too strong.
A stochastic alternative would placing an additional condition on the joint distribution
of X, namely that
E[piX | X1 = x1,X2 = x2,piλ ]−C(piλ) = 0 (6.10)
for some functionC(piλ ). The result gives us the appropriate regression function for X3
on X1 and X2:
E[X3 | X1 = x1,X2 = x2,piλ ] = β
x1
x2
(6.11)
where β =C(piλ ).
The sample
. Suppose an independent sample ofX’s are drawn to obtain the observations x1, . . . ,xn.
A naive approach would estimate the slope parameter β =C(piλ ) from a scatterplot of
the pairs (x1ix2i,x3i), i = 1, . . . ,n. But more sophisticated analyses are possible by
making assumptions about the joint distribution of the quantities of interest that lead
to tractable models. Suppose X1 ∼ Gamma(2,λV), X2 ∼ Exp(λ2) are independently
distributed. Further assume
X3 =
X1
X2
ε
where ε , which represents a combination of measurement and model error, is indepen-
dent of the Xi, i= 1,2. To obtain a tractable model for analysis assume
ε = (X1/λ1+X2/λ2)
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is an index for the “magnitude of the rainfall.” It is simply the addition of the rescaled
covariates. Our choices are motivated by Basu’s lemma that implies
X1/λ1
X/λ1+X2/λ2
|= (X1/λ1+X2/λ2) or equivalently
1
1+ X2/λ2
X1/λ1
|= (X1/λ1+X2/λ2).
Consequently
X3 =
X1
X2
ε
X3
λ3
=
X1/λ1
X2/λ2
(X1/λ1+X2/λ2)piλ
pi3 =
pi1
pi2
(pi1+pi2)piλ
where pii = X1/λi, i = 1,2. By Basu’s lemma pi1/pi2 and (pi1 + pi2) are independent
since pi1/pi2 is 1-1 transformation of
1
1+ X2/λ2
X1/λ1
.
For simplicity, let Xi ≡ pii ∼ Exp(1). We begin with the joint distribution. Use the
change of variables: Now we work out marginals. Assume Xi ∼ Γ(αi,λi). It is ob-
vious that Z = X1/λ1 + X2/λ2 ∼ Γ(3,1). To obtain the PDF of Y =
X1
X2
, use change
of variables: Y1 =
X1
X2
,Y2 = X2,g1(x1,x2) = x1/x2,g2(x1,x2) = x2. Then h1(y1,y2) =
g−11 (y1,y2) = y1y2,h2(y1,y2) = g
−1
2 (y1,y2) = y2. It is easy to see that |Jh|= y2. Then
fY (y1,y2) = fX (g
−1
1 (y1,y2),g
−1
2 (y1,y2))|J|
= fX1(y1y2) fX2(y2)y2 by independence.
=
(
(y1y2)
α1−1e
−
y1y2
λ1
Γ(α1)λ
α1
1
)(
(y2)
α2−1e
−
y2
λ2
Γ(α2)λ
α2
2
)
y2.
We integrate out Y2 to obtain the marginal distribution (PDF) of Y1.
fY1(y1) =
y
α1−1
1
Γ(α1)Γ(α2)λ
α1
1 λ
α2
2
∫ ∞
0
y
α1+α2−1
2 e
−(
y1
λ1
+ 1
λ2
)y2
dy2
=
y
α1−1
1
Γ(α1)Γ(α2)λ
α1
1 λ
α2
2
(
Γ(α1+α2)(
λ1λ2
λ2y1+λ1
)α1+α2
)
.
For our setting, α1 = 2 and α2 = 1.
fY1(y1) =
y1
Γ(2)Γ(1)λ 21 λ2
Γ(3)(
λ1λ2
λ2y1+λ1
)3
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Thus, the distribution of X3 is
fX3(x1,x2) = fY (x1/x2) fZ(x1+ x2) by independence.
Its conditional expectation and expectation are respectively
E(X3|X1 = x1,X2 = x2) =
x1
x2
E(pi1+pi2) =
x1
x2
(x1/λ1+ x2/λ2)
and
E(X3) = E(X1/X2(X1/λ1+X2/λ2)
= E(X1/X2)E(X1/λ1+X2/λ2) by Basu’s lemma
= E(X1)E(1/X2)(3) by independence of X1 and X2
= 3λ1/λ2.
For brevity we will not provide further details. Suffice it to say that given a random
sample of X’s, we can now compute the likelihood, and estimators of the parameters.
Example 13. Reynolds Number. This example returns to Equation (5.7) and shows
how this classic application of the Buckingham Pi-theorem may be embedded in a
stochastic framework. We use the same notation used in stating this Equation, as dis-
played in Table 1 Thus in this example the random variable to be replicated in indepen-
Quantity Name Dimension
V velocity L/T
ρ fluid density M/L3
D sphere diameter L
µ viscosity M/(LT )
N drag force ML/T 2
TABLE 1
Five quantities involved in the well-known Reynolds number problem.
dent experiments is X= (V,ρ ,µ .D,N) ∈X = R5+.
The sample space.
The creation of the transformation group and relevant subgroup follow the lines of
Example 12. We choose L,M,T as the primary dimensions. Then with c = (c1,c2,c3)
the corresponding group of transformations is
gc(V,ρ ,D,µ ,N) =
(
c1
c3
V,
c2
c31
ρ ,c1D,
c2
c1c3
µ ,
c1c2
c23
N
)
.
For indexing the cross sections of X we have the maximal invariant
M(X) = (
V
V
,
ρ
ρ
,
D
D
,
µ
ρVD2
,
N
ρV 2D2
) = (1,1,1,piµ ,piN ,) (6.12)
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where piµ = µ/(ρVD2) and piN =N/(ρV 2D2). Let piX = (piµ ,piN). To show thatM is a
maximal invariant, first observe thatM(X) is invariant since each term is dimensionless.
Thus showing M(X) is a maximal invariant reduces to finding a subgroup element for
which X∗ = gc∗(X) whenM(X) =M(X∗). For N,
gc∗(N) =
c∗1c
∗
2
(c∗3)
2N
=
D∗
D
ρ∗(D∗)3
D3ρ
D2
V 2
(V ∗)2
(D∗)2
N
=
D∗
D
ρ∗(D∗)3
D3ρ
D2
V 2
(V ∗)2
(D∗)2
ρD2V 2
N
ρD2V 2
= ρ∗(D∗)2(V ∗)2piN
= ρ∗(D∗)2(V ∗)2piN∗ using the assumption thatM(X) =M(X∗)
= ρ∗(D∗)2(V ∗)2
N∗
ρ∗(D∗)2(V ∗)2
= N∗.
Similarly, we get that µ → µ∗. Relating these results to Shen’s thesis, this is essentially
his Lemma 5.5. But Shen does not derive the maximal invariant; he simply uses the Pi
quantities derived from Buckingham’s Pi Theorem as the maximal invariant. In con-
trast, for us the maximal invariant emerges inM(X) purely as an artifact of the need for
dimensional consistency as expressed through the application of the invariance princi-
ple.
Observe that all points in X obtain from the cross section in Equation (6.12) by
application of the appropriate element of the group of transformations. To see this let
us first choose c1 = D−1. Then we have
gc(x) =
(
1
Dc3
V,c2D
3ρ ,1,
c2D
c3
µ ,
c2
Dc23
N
)
.
Next let c2 = (D3ρ)−1 and get
gc(x) =
(
1
Dc3
V,1,1,
1
D3ρc3
µ ,
1
D4ρc23
N
)
.
Finally choose c3 =VD−1, which yields
gc(x) =
(
1,1,1,M(x)
)
.
Inverting this transformation takes us from the cross section to the point §.
The sampling distribution
The analysis above naturally suggests the transformation group G¯ and its cross section
for the parameter space,
Λ = {(λV ,λρ ,λD,λµ ,λN), λi > 0, i=V, . . . ,N}
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namely
M(λ ) =
(
1,1,1,piλ
)
where with piλµ = λµ/(λρλ3λN) and piλN = λV/(λ
2
ρ λ3λ
2
N) and piλ = (piλµ ,piλN ) charac-
terizes the maximal invariant over the parameter spacee. It follows that for any λ ∈ Λ,
λ = g¯c(M(λ ),)
where
c1 = 1/λN
c2 = 1/(λDλ
3
N)
c3 = λρ/λN .
Now statistical invariance implies that
F(X |λ ) = P(X ≤ x|λ ) = P(gc(X)≤ x|g¯c(λ )) (6.13)
for any ci > 0, i= 1,2,3. Notice that
P(gc(X)≤ x|g¯c(λ )) = P(X ≤ g
−1
c (x)|g¯c(λ ))
= F(g−1c (x)|g¯c(λ ))
Now by taking the partial derivatives with respect to the variables, we get
f (x|λ ) = f (g−1c (x)|g¯c(λ ))
c3
c1
c31
c2
1
c1
c1c3
c2
c23
c1c2
Since this must hold for any ci > 0, we may choose c1 = λN ,c2 =D3ρ ,c3 =D/V . Then
f (g−1c (x)|g¯c(λ )) = f (g
−1
c (x)|g¯
−1
c (λ ))
= f (
V
λρ
,
ρ
λ3
,
D
λN
,
µ
λρλDλN
,
N
λ 2ρ λDλ
2
N
)|piλ )
= f (
V
λρ
,
ρ
λD
,
D
λN
,
λµ
λρλDλN
µ
λµ
,
λV
λ 2ρ λDλ
2
N
N
λV
|piλ )
Thus the joint PDF is
f (
V
λV
,
ρ
λρ
,
D
λD
,
µpiλµ
λµ
,
NpiλN
λN
|piλ ). (6.14)
Hence the statistical invariance implies that information about the variables can be
summarized by maximal invariants in the sample space and in the parameter space.
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The sample
Now suppose n independent experiments are performed and that they yield data
x1, . . . ,xn. Further suppose for this illustrative example, that the model in Equation
(6.13) and resulting likelihood derived from Equation (6.14), the sufficiency principle
implies S= Σixi = (SV ,Sρ ,SD,Sµ ,SN) is a sufficient statistic. Then a maximal invariant
for transformation group is
M(V,ρ ,D,µ ,N) =
(
V
SV
,
ρ
Sρ
,
D
SD
,
µ
(SρSVSD2)
,
N
(SρSV2SD2)
)
, ci > 0, ∀i.
To see this, observe that each term is dimensionless, so M is certainly invariant. Now
suppose M(V,ρ ,D,µ ,N) = M(V ∗,ρ∗,D∗,µ∗,N∗). Then we need to show that there
exists {c∗i } such that (V,ρ ,D, ,µ ,N) = gc∗1,c∗2,c∗3(V
∗,ρ∗,D∗,µ∗,N∗). These do exist and
they are
c∗1 =
SD∗
SD
,
c∗2 =
Sρ∗SD∗3
SρSD3
,
c∗3 =
SD∗
SV∗
SD
SV
.
We conclude our discussion of this example. Proceeding further would entail the
specification of the sampling distribution and that in turn would depend on contextual
details.
6.3. Interval scales
Returning to Equation (5.5), recall that underlying the Buckingham Pi theorem are
p variables that together describe a natural phenomenon through the relationship ex-
pressed in that equation. The Pi theorem assumes that q of these variables are desig-
nated as the repeating or primary variables, while the remainder, which are secondary,
have scales of measurement that involve the dimensions of the primary variables. It is
the latter that are converted to the Pi functions in the theorem. But as we have seen
in Subsection 6.1, it is these same variables that together yield the maximal invariant
under the actions of a suitably chosen group, which in the case of ratio scales was fairly
easily identified.
Subsection 6.2 provides the bridge between the statistical invariance principle and
the deterministic modeling theories described in Subsections 5.1 and 5.2, the determin-
istic modeling frameworks developed in the physical sciences where ratio–scales are
appropriate. This subsection and and Appendix develops a similar bridge with such
models in the social sciences as seen in Subsection 5.3 where interval scales are seen
along with affine transformations. Examples of such scales are (Kovera, 2010): the In-
telligence Quotient (IQ), Scholastic Assessment Test (SAT), Graduate Record Exami-
nation (GRE), Graduate Management Admission Test (GMAT), and Miller Analogies
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Test (MAT). Models for such quantities might involve variables measured on a ratio–
scale as well.
Since much of the development parallels that in Subsection 6.2, we omit a lot of
the details for brevity and those that we do provide are provided in the supplementary
material in Appendix.
Model uncertainty can derive from unknown model parameters. That uncertainty
can be incorporated by adopting the Bayesian paradigm. Then the parameters can be
by X’s in Equation (4.1). But that necessitates an extension of the statistical invariance
principle in the next section.
7. Extended statistical invariance
What we have referred to above as the “sample space” might better have been called
the “quantity space” to put it more in line with the classical work in science where the
elements of a model are called quantities. Moreover some quantities such as popula-
tion parameters may form important elements of a model even though they would not
normally be regarded as random variables, that is measurable responses for randomly
drawn items from that population. These elements may be needed to make the model
complete in the sense of Buckingham and thus make the model nondimensionalizable.
Moreover if we move into a Bayesian framework, as we now do, unknown population
parameters will be regarded as random due to uncertainty about them. Thus coordi-
nates of the vector X would include the model’s population parameters λ . The random
elements of λ would have a distribution determined by its hyperparametersβ. Further-
more the distribution of X would have a marginal distribution determined by β. The
range of possibilities for β would be the new parameter space in our model although β
would be considered fixed.
Example 14. Suppose X ∼ N(µ ,σ2) where a priori [µ | µ0,σ0] = N(µ0,σ20 ) while
pi(σ2 | µ0,σ0) ∝ σ
2
0
(
σ20
σ2
)m−1
exp
(
−
σ20
σ2
)
,
where m is the degrees of freedom (note that λ = (µ ,σ2) and β = (µ0,σ20 )). Then
x= (x1,x2,x3) = (σ ,µ ,x) is invariant under the full transformation group acting as
ga1,a2,b2,a3,b3(x) = (a1x1,a2x2+ b2,a3x3+ b3)
However while mathematically correct, that transformation does not adhere to the di-
mensionality homogeneous principle. For that we need to restrict to the subgroup
ga,a,b,a,b(x) = (ax1,ax2+ b,ax3+ b). (7.1)
In particular we may take a = σ−1 and the b = −µσ−1. This transforms x into
(1,0,M(x)) where
M(x) =
x3− µ
σ
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is invariant under all transformations of the form specified in Equation (7.1) . Moreover
M is a maximal invariant in as much as any other invariant function of x must be a
function of x throughM. To prove that latter supposeM′ is invariant. Then
M′(x) =M′(1,0,M(x)).
as required. It follows thatM can serve as our unitless Pi function. In other words, any
model involving x must involve it through its standardized form.
The remainder of the developments for this section would follow those of the previ-
ous section.
8. Concluding remarks
The paper has given a comprehensive overview of dimensional analysis and shown
how the implications of deterministic modeling based on such analysis can be absorbed
into a stochastic framework for statistical modelling. Dimensions lie at the foundations
of deterministic modelling and for each, a scale has to be specified. The quantities
measured on each scale have to have units of measurements and these lie at the heart
of empirical science. Yet the importance of these scales and their associated units of
measurement may well go unrecognized by statistical scientists. Thus we see in the
paper why the log–likelihood, a quantity used by statisticians to find the maximum
likelihood estimator can lead to meaningless estimates, since the log is a transcendental
function. And in another context, two statisticians fitting a nonlinear model to the same
data but gathered on different scales may well come up with different and completely
irreconcilable inferences. These examples led us to explore the calculus of units and in
turn the their scales of measurement. In regression analysis for example these things are
commonly ignored. Thus the model Y = Xβ + ε is commonly fitted to data even when
ss in the so-called design matrix X lie on ratio–scales. On those scales such as Kelvin
for temperature, it is ratios of the x’s not there differences that matter–a difference of
10 Ko between 0 Ko and 10 Ko means substantively something much different than the
difference between 300 Ko and 310 Ko. More generally linear combinations of the x’s
would not make much sense when these quantities are measured on ratio–scales or a
mixture of ratio– and interval–scales, the latter being those like Celsius on which affine
transformations make sense since is no true zero on an interval scale. The choice of
scale will have a direct role to play in the selection of a regression model, well before
inferential analysis is undertaken. No wonder Buckingham, Bridgman and Luce sought
to eliminate the dimensions in models that purport to represent natural phenomena.
In any branch of science, models will involve functions of the quantities in relation-
ships that describe natural phenomena. Surprisingly, not all functions are candidates
for use in these relationship–functions, as the paper has shown. Thus functions like
g(x) = ln(x) are transcendental and hence inadmissible for that role, since they cannot
be found by a finite sequence of valid combinations of quantities, i.e. sums, products,
ratios and exponential powers. Thus this eliminates from consideration in relationships
the hyperbolic trigonometric functions for example. This knowledge should be useful
to statistical scientists in developing good models of relationship among quantities.
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An important deficiency of deterministic models of natural phenomena is their fail-
ure to reflect their uncertainty about that phenomenon. That is a hallmark of good
statistical models. So how can deterministic models be merged in some sense with
stochastic ones? A way of doing so is one of major results of this paper that shows
how in very general contexts, deterministic models can be embraced within a stochas-
tic framework. The route to this union of the different frameworks is reached via the
statistical invariance principle. That route yields a generalization of the famous theories
of Buckingham, Bridgman and Luce. And we hope it will lead to improved methods of
statistical modelling.
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Appendix A: The Box–Cox transformation
Transformations of measurements in the Box–Cox (Box and Cox, 1964) family are
much used in statistical data analysis, the goal being the extension of the domain of
applicability of procedures that assume normally distributed measurements. However
it has also been seen as a formal part of a statistical model and therefore susceptible to
maximum likelihood estimation of its single parameter. So we discuss it in this paper.
In its simplest form a member of this family has the form of a function bc(X) = Xλ
for a real–valued parameter λ ∈ (−∞,∞). Here X > 0 would need to lie on a ratio
scale since λ need not be an integer. However in practice interval scales are sometimes
allowed and a positive constant is added to datum for this that condition is not met.
This embraces the goal of making this transformation, that of changing the distribution
of X to approximately Gaussian.
If X is measured on a ratio–scale, bc(x2/x1) = bc(x2)/bc(x1) while the scale is
equivariant under multiplicative transformations .i.e. bc(aX) = aλ bc(X). Finally
bc(X) > 0 so that the result of the transformation also lies on a ratio–scale, in spite
of its intended goal.
Box and Cox (1964) actually state their transformation as
bcλ (X) = X
λ−1
λ , (λ 6= 0) , (A.1)
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that moves the origin of the ratio–scale from 0 to 1 .
Observe that in Equation (A.1), λ = m/n for some nonnegative integers n and m
to make bcλ an algebraic function of y. So as λ varies over its domain, (−∞,∞), the
function flips from algebraic to transcendental. At the same time, for any fixed n and y,
the trajectory of
{bcm/n(y) : n= 1,2, . . . ,}
converges to lny, a
so that the family now includes the logarithmic transformation in the second equa-
tion, another commonly used tranformation in the statistical analysts toolbox. Thus a
transcendental function has been added to the family of algebraic transformations.
No mention is made by the authors of units of measurement and in the second exam-
ple presented in (Box and Cox, 1964), which concerns the behaviour of worsted yarn
under cycles of repeated loading.
Example 15. Here X is the number of cycles to failure, which may be regarded as
unitless. But after some preliminary investigation of the measurement of X in relation to
the measurements of three explanatory variables, X1 = {x1} mm,X2 = {X2} mm,X3 =
{X3} gm, the authors find a log–linear regression model appropriate and proceed to a
conventional regression analysis. They find the combination of X4 = ln X1− ln X2 =
lnX1/X2 to be the appropriate derived explanatory variable. Note that here X1/X2 is
unitless, unlikeX1 and X2. The final step in the analysis returns the model to the original
scales with X5 ∝ X
−5
4 X
−3
3 . Provided that the parameter in this final model has units of
mm4 gm3, the model itself would be valid. Here the Box–Cox transformation has been
applied four times with λ = 0.
On closer examination, we see that for validity, 1 needs to be replaced by (1[X ])λ .
Then for λ 6= 0 the transformation becomes
Xλ
.
= bc(X) =
Xλ − 1
λ
=
{X}λ − 1λ
λ
[X ]λ . (A.2)
Equation tells us the Box–Cox transformation transforms not only the numerical value
of the measurements but as well, the units of measurement, which become [X ]λ , which
are hard to interpret. (What doesmm1/100 mean for example?) Now as λ → 0, the only
tenable limit would seem to be
X0 = log( {X} ) (A.3)
not log( X ). In other words, in taking logarithms in the above example, the authors
actually nondimensionalized themeasurements and in taking antilogarithms to get back
to
Appendix B: Validity of using ln(x) when x has units of measurement: The
debate goes on.
Whether as a transcendental function, the function ln(x) may be applied to measure-
ments x with units of measurement has been much discussed in other scientific disci-
plines and we now present some of that discussion for illustrative purposes. Molyneux
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(1991) points out that both affirmative and negative views had been expressed on this
issue. He argues in favor of a compromise, namely defining the logarithm by exploiting
one of its most fundamental properties as ln(X)= ln({X}[X ])= ln({X})+ ln([X ]). He
finds support for his proposal by noting that since the derivative of the second (constant
) units term would be zero. It follows that
d ln(X)
dX
=
d ln({X})
d{X}
.
To see this under his definition of the logarithm
ln(x+∆x)− ln(x)
∆{x}
=
ln{x+∆x}+ ln[x]− ln{x}− ln[x]
∆{x}
= ln
(
1+
∆{x}
{x}
)1/∆{x}
→
1
{x}
where 1/∆{x} → ∞. Furthermore Molyneux (1991) argues that the proposal makes
explicit, units that are sometimes hidden. pointing to the same example as we have
used, Example 6, to make the point. It is unitless because the logarithm is applied to a
count, not a measurement, that count being the number of SIUs. Molyneux (1991) gives
other such examples. The proposal not only makes the units explicit, but on taking the
antilog of the result, you get the original value of X on the raw scale with the units [X ]
correctly attached.
But IanMills in a letter to the Journal Editor quotesMolyneux (1991), who in which
Molyneux himself says that his proposal “has no meaning”. Furthermore, Mills says
he is “inclined to agree with him”. Furthermore Mills argues, like Bridgman, that the
issue is mute since in practice where the logarithm is applied, it is computed as the
difference of two logarithms leading in ln(u/v) = ln({u}/{v}), a unitless quantity. In
the same issue of the journal, Molyneux publishes a lengthly rejoinder saying amongst
other things that Mills misquoted him.
However, in so far as the authors of this paper are aware, Molyneux’s proposal was
not accepted by the scientific community, leaving the issue of applying that transcen-
dental equation to a dimensional quantity unresolved. In particular Matta et al. (2010)
also rejects it in a totally different context. Mayumi and Giampietro (2010) pick up on
this discussion in a recent paper regarding dimensional analysis in economics and the
frequent application of logarithmic specifications. Their approach is based on Taylor
expansion arguments that show that application of the logarithm to dimensional quan-
tities X is fallacious since in the expansion
ln (1+X) = X+
X2
2
+ . . . . (B.1)
the terms on the right hand side would then have different units of measurement.
They then go on to describe a number of findings that are erroneous due to the
misapplication of the logarithm. They also cite a “famous controversy” between A.C .
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Pigou and Milton Friedman that according to the authors, revolved around dimensional
homogeneity (Pigou et al., 1936; Arrow et al., 1961) (but not specifically involving the
logarithm). One of the findings criticized in Mayumi and Giampietro (2010) is subse-
quently defended by Chilarescu and Viasu (2012). But Mayumi and Giampietro (2012)
publish a rejoinder in which they reassert the violation of the principle of dimensional
homogeneity in that finding and declare that the claim in Chilarescu and Viasu (2012)
“is completely wrong. So contrary to Chilarescu and Viasu’s claim, log(V/ L) or log W
in Arrow et al. (1961) can never be used as a scientific representation.”
Although agreeing with the conclusion that the logarithm cannot be applied to
a dimensional X , Matta et al. (2010) states that Taylor expansion argument above,
which the authors attribute to a Wikipedia article in September 2010, is fallacious.
The Wikipedia article actually misstates the Taylor expansion as
ln X = X+X2/2+ . . . . (B.2)
but that does not negate the thrust of their argument.] They argue that the Taylor ex-
pansion should be
g(X) = g(Xo)+ (X−Xo)
dg
dX
|Xo + . . . (B.3)
so that if X had units of measurement, they would cancel out. But then the authors
don’t state that expansion for the logarithm. If they did, they would have presumably
f (Xo) = lnXo and then they would have to deal with the issue of the units of this term,
while the remainder of the expansion is unitless (see our comments on this issue in
Subsection 4.3.2).
Baiocchi (2012) points out that if the claims of Mayumi and Giampietro (2010)
were valid, they would make most “applications of statistics, economics, ...” “unac-
ceptable” for statistical inference based on the use the exponential and logarithmic
transformations. Baiocchi then tries a rescue operation by arguing that the views of
Mayumi and Giampietro (2010) go “against well established theory and practice of
many disciplines including ...statistics,...and that it rests on an inadequate understand-
ing of dimensional homogeneity and the nature of empirical modeling...”. The paper
invokes the dominant theory of measurement in the social sciences that the author
claims makes a numerical statement meaningful if it is invariant under legitimate scale
transformations of the underlying variables. That idea of meaningfulness can then be
applied to the logarithmic transformation of dimensional quantities in some situations.
To explain this idea, Baiocchi first gives the following analysis. Start with the equa-
tion ln X2 =α(m X1) and rescale X2 to get ln k X2 =α(m X1) or ln X2 = αˆx− ln k with
αˆ =mα . This equation cannot be reduced to its original form because of its second log
term so here the model would be considered empirically meaningless. On the other
hand if X2 were unique up to a power transformation we would get ln X k2 = α(m X1)
or ln X2 = αˆX1 with αˆ = mα/k. Therefore the model is invariant under admissible
transformations and hence empirically meaningful. So the situation is more complex
than the paper of Mayumi and Giampietro (2010) would suggest.
Baiocchi (2012) also addresses other arguments given by Mayumi and Giampietro
(2010). One of these concerns their Taylor expansion argument ln(1+X) = X −
X2/2+ . . . . They point out that for the 1+X to make sense, the 1 would have to have the
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same units as the X . They use the expansion ln (X0+X) = ln X0+x/a−(x/a)2/2+ . . .
to make the point that when a = 1 has the same units as X , the expansion is valid.
However this argument ignores the fact that in ln X0, X0 has units so this argument
seems tenuous and therefore leaves doubt about their success in discrediting the ar-
guments in Mayumi and Giampietro (2010). For brevity we will terminate our review
of Baiocchi (2012) on that note. It is a lengthy paper with further discussion of the
Mayumi and Giampietro (2010) arguments and a very lengthy bibliography of rela-
tively recent relevant work on this issue.
Appendix C: Going beyond the ratio scale to interval scales
This appendix develops the theory for the interval case, which parallels that for ratio-
scales seen in Subsection 6.2.
The sample space
We first partition the response vector X as in Equation (6.1). These partitions corre-
spond to the primary and secondary quantities as in the Buckingham theory, although
that distinction was not made as far as we know in the Luce work and its successors.
Of particular interest again is Xp in the model of Equation (5.10) . The first step in our
construction entails a choice of the transformation group G0. That choice will depend
on the dimensions involved. However, given that we are assuming in this subsection
that quantities line an affine space, we will in the sequel rely on Paganoni (1987) as
described in Subsection 5.3 for an illustration in this subsection.
We begin with a setup more general than that of Paganoni (1987) and would include
for example the discrete seven point Semantic Differential Scale (SDM). So we we
extend Equation (5.11) as follows
g1(x1) = R1x1+P1 (C.1)
g2(x2) = R2x2+P2. (C.2)
where now xp is the final coordinate of x2 when p−k+1> 1. Note that in the univariate
version of the model model proposed by Paganoni (1987), Equation 5.11 has the vector
x2 replaced with xp. Here both the rescaling matrix R2 and the translation vector P2
depends on the pair R1 and P1, i.e. R2 = R(R1,P1) and P2 = P(R1,P1). Note that
the ratio–scales are formally incorporated in this extension simply by setting to 0, the
relevant coordinates of P1 and P2.
Conditions are needed to ensure that G0 is a transformation group. For definiteness
we choose R2 =M(R1) and P2 = ψ(R1) where in general M(SR) =M(S)M(R) and
ψ(SR) =M(S)ψ(R)+ψ(S). The objects R1 and P1 lie in the subspaces described in
Subsection 5.3 while R2 and P2 lie in multidimensional rather than one dimensional
spaces as before. We omit details for brevity
Finally we index the transformation group G0 acting on x by (R1,P1) and define
that associated transformation by
g(R1,P1)(x) = [g1(x1),g2(x2)]. (C.3)
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It remains to show thatG0 is a transformation group and for this we need the conditions
presented by Paganoni (1987) for each of the two distinct cases covered by his theory.
Paganoni Case (i)
Theorem 3. The set G0 of transformations defined by Equation (C.6) is a transforma-
tion group acting on the sample space.
Proof.We show that G0 possesses an identity transformation. This is found simply
by taking R1 = Ik and P= 0k. and invoking the definitions ofM and ψ .
Next we show that the composition of two transformations indexed by (S1,Q1) and
(R1,P1) yield a transformation in G0. First we obtain g(R1,P1)(x) = (x
1
1,x
1
2) where
x11 = R1x1+P1, and (C.4)
x12 = R2x2+P2 =M(R1)x2+ψ(R1). (C.5)
Next we compute
g(S1,Q1)(x
1) = (S1x
1
1+Q1,S2x
2
2+Q2)
= (S1x
1
1+Q1,M(S1)x
1
2+ψ(S1)).
But M(S1)x12 + ψ(S1) = M(S1R1)x2 + M(S1)ψ(R1) + ψ(S1) = M(S1R1)x2 +
ψ(S1R1), which proves that the composition is an element of G0.
Finally we need to show that for any member of G0 indexed by (R1,P1) there exists
an inverse. Starting with the transformed quantities in Equations (C.7) and (C.8), let
(S1,Q1) = (R
−1
1 ,−P1). Then we find that
g(S1,Q1)(R1x1+P1,R2x2+P2) =
(x1+R
−1
1 P1−R
−1
1 P1,S2(R2x2+P2)+Q2) =
(x1,S2R2x2+S2P2+Q2).
But S2R2x2 = M(Ik)x2 = x2 since M(Ik) = M(IkIk) = M(Ik) M(Ik) implying that
M(Ik) = Ip−k+1while S2P2+Q2 =M(R
−1
1 )ψ(R1)+ψ(R
−1
1 ) = ψ(R
−1
1 R1) = ψ(Ik) =
0p−k+1 since ψ(Ik) = ψ(IkIk) =M(Ik)ψ(Ik)+ψ(Ik) = ψ(Ik)+ψ(Ik) so that by sub-
tracting ψIk from both sides of this last equation we get
ψ(Ik) = 0p−k+1. Thus the transformation indexed by (R
−1
1 ,−P1) is the inverse of
that indexed by (R1,P1). That concludes the proof that G0 is a transformation group.
Paganoni Case (ii)
Here Equations (C.1), and (C.2) still obtain, with the role of xp replaced as before
with x2 when p− k+ 1> 1. But now in the notation of Paganoni (1987), R2 =M(R1)
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and P2 = ψ(R1)+A(P1) where M(SR) =M(S)M(R), ψ(SR) =M(S)ψ(R)+ψ(S),
A(P+Q) = A(P)+A(Q), and A(RP) =M(R)A(P). Moreover,M(I) = 1 and ψ(I) =
A(0) = 0. The objectsR1 and P1 lie in the subspaces described in Subsection 5.3 while
R2 and P2 lie in multidimensional rather than one dimensional spaces as before. We
omit details for brevity.
Finally we index the transformation group G0 acting on x by (R1,P1) and define
that associated transformation by
g(R1,P1)(x) = [g1(x1),g2(x2)]. (C.6)
It remains to show that in this case, G0 is a transformation group and for this we need
the conditions presented by Paganoni (1987).
Theorem 4. The set G0 of transformations defined by Equation (C.6) is a transforma-
tion group acting on the sample space.
Proof. First we show that G0 possesses an identity transformation. This is found
simply by taking R1 = Ik and P= 0k and invoking the definitions ofM∗, ψ and A:
g1(x1) = R1x1+P1 = Ikx1+ 0k = x1.
g2(x2) = R2x2+P2
=M(R1)x2+ψ(R1)+A(P1)
= x2+ 0+ 0
= x2.
Next we show that the composition of two transformations indexed by (S1,Q1) and
(R1,P1) yield a transformation in G0. First we obtain g(R1,P1)(x) = (x
1
1,x
1
2) where
x11 = R1x1+P1, and (C.7)
x12 = R2x2+P2 =M(R1)x2+ψ(R1)+A(P1). (C.8)
Next we compute
g(S1,Q1)(x
1) = (S1x
1
1+Q1,S2x
2
2+Q2)
= (S1x
1
1+Q1,M(S1)x
1
2+ψ(S1)+A(Q1)).
But
M(S1)x
1
2+ψ(S1)+A(Q1) =M(S1R1)x2+M(S1)ψ(R1)+M(S1)A(P1)
+ψ(S1)+A(Q1)
=M(S1R1)x2+ψ(S1R1)+A(S1P1)+A(Q1)
=M(S1R1)x2+ψ(S1R1)+A(S1P1+Q1),
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which proves that the composition is an element of G0.
Finally we need to show that for any member of G0 indexed by (R1,P1) there exists
an inverse. Starting with the transformed quantities in Equations (C.7) and (C.8), let
(S1,Q1) = (R
−1
1 ,−R1P1). Then we find that
g(S1,Q1)(R1x1+P1,R2x2+P2) = (S1(R1x1+P1)+Q1,S2(R2x2+P2)+Q2)
= (S1R1x1+S1P1+Q1,S2R2x2+S2P2+Q2).
But
S1R1x1+S1P1+Q1 = R
−1
1 R1x1+R
−1
1 P1+(−R
−1
1 P1)
= x1+ 0
= x1, and
S2R2x2+S2P2+Q2 =M(S1)M(R1)x2+M(S1)(ψ(R1)+A(P1))+ (ψ(S1)+A(Q1))
=M(R−11 )M(R1)x2+M(R
−1
1 )ψ(R1)+M(R
−1
1 )A(P1)+ψ(R
−1
1 )+A(−R
−1
1 P1)
=M(R−11 R1)x2+ψ(R
−1
1 R1)+A(R
−1
1 P1)+A(−R
−1
1 P1)
=M(Ik)x2+ψ(Ik)+A(R
−1
1 P1−R
−1
1 P1)
= x2+ 0p−k+1+A(0k)
= x2+ 0p−k+1+ 0p−k+1
= x2.
Thus the transformation indexed by (R−11 ,−P1) is the inverse of that indexed by
(R1,P1). That concludes the proof that G0 is a transformation group.
We now proceed, as outlined in Subsection 6.1, to find the analogues of the Pi func-
tion in Buckingham’s theory, which in our extension of that theory are coordinates of
the maximal invariant under the transformation group G0. To that end we seek that
transformation for which g1x1(x1) = P10 i.e. x1 = g
−1
1x1
(P10) = S1x1P10+Q1x1 for an
appropriate S1x1 and Q1x1 , where S1g(R,P)(x1) = RS1x1 and Q1g(R,P)(x1) = RQ1x1 +P. It
follows that P10 = S
−1
1x1
(x1−Q1x1) for a designated fixed origin P10 in the range of X1.
Dimensional consistency calls for the transformation of x2 by the g2 that complements
the g1 found in the previous paragraph, the one indexed by (S
−1
1x1
, −S−11x1Q1x1). If we
invoke the invariance principle, we may thus transform x= (x1,x2) to
(pi1x,pi2x), (C.9)
where pi1x = P10 and pi2x =M(S
−1
1x1
)x2+ψ(S
−1
1x1
) is the maximal invariant. Certainly
it is invariant. Now we need to show there exists (S∗,Q∗) such that x = g(S∗,Q∗)(y)
when (pi1x,pi2x) = (pi1y,pi2y). So suppose (pi1x,pi2x) = (pi1y,pi2y). We claim that
x1 = g(S∗,Q∗)y1, and hence x2 = g(M(S∗),ψ(S∗))y2, where S
∗ = S1x1S
−1
1y1
and Q∗ =
−(S1x1S
−1
1y1
Q1y1 +Q1x1).
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Proof. Assume below that M−1(X) =M(X−1).
pi1x = pi1y
⇐⇒ S−11x1(x1−Q1x1) = S
−1
1y1
(y1−Q1y1)
⇐⇒ x1 = S1x1S
−1
1y1
(y1−Q1y1)+Q1x1
= S1x1S
−1
1y1
y1− S1x1S
−1
1y1
Q1y1 +Q1x1
= S∗y1+Q
∗
= g(S∗,Q∗)y1
pi2x = pi2y
⇐⇒ M(S−11x1)x2+ψ(S
−1
1x1
) =M(S−11y1)y2+ψ(S
−1
1y1
)
⇐⇒ x2 =M
−1(S−11x1)M(S
−1
1y1
)y2+M
−1(S−11x1)(ψ(S
−1
1y1
)−ψ(S−11x1))
=M(S1x1)M(S
−1
1y1
)y2+M(S1x1)(ψ(S
−1
1y1
)−ψ(S−11x1))
=M(S1x1S
−1
1y1
)y2+M(S1x1)ψ(S
−1
1y1
)−M(S1x1)ψ(S
−1
1x1
)
=M(S1x1S
−1
1y1
)y2+M(S1x1)ψ(S
−1
1y1
)− (ψ(S1x1S
−1
1x1
)+ψ(S1x1))
=M(S1x1S
−1
1y1
)y2+M(S1x1)ψ(S
−1
1y1
)− (ψ(I)−ψ(S1x1))
=M(S1x1S
−1
1y1
)y2+M(S1x1)ψ(S
−1
1y1
)− 0+ψ(S1x1)
=M(S1x1S
−1
1y1
)y2+ψ(S1x1S
−1
1y1
)
= g(M(S∗),ψ(S∗))y2.
Thus the proof is complete.
Example 16. The linear regression model is one of the most famous models in statis-
tics: y1×1 = βx(p−1)×1. Shen (2015) shows using dimensional analysis that this model
is inappropriate when all the variables are on a ratio–scale. Instead in that case the right
hand side should be the product of powers of P–functions of the coordinates of x. But
this section shows how to handle the case where the variables are regarded as interval–
valued. The Pi functions would then be combinations of the x coordinates depending
on the units of measurement of y and those.
To more specific we begin by defining for every x∈X , a gx ∈G0 such that gx(x) =
(g1x(x1),g2x(x2)) = (pi
1×k
x1 ,pi
1×(p−k+1)
x2 ), where [pix1] = [1k], [pix2] = [1(p−k+1)] and in
general 1r denotes the vector of dimension r, all of whose elements are 1, representing
generically the unit on the coordinate’s scale. For the regression example the final co-
ordinate in x2 is xp = Y . It then follows from the above analysis in the notation used
there that where
pi1x = P10
and
pi2x =M(S
−1
1x1
)x2+ψ(S
−1
1x1
)
is the non–dimensionalizedmaximal invariant. The distribution of pi2X then determines
the nondimensionalized regression model. We omit the details for brevity.
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