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Introduction
Let K be an algebraically closed field of characteristic 0, and let R denote the polynomial ring K[x 1 , . . . , x n ] = K[x], with n ≥ 3. The first examples of finite algebras with "small tangent space" (or "generic" algebras) were given by Iarrobino and Emsalem in [4] . These algebras have the form A = R/I, where I ⊆ R is an ideal of finite colength µ that is generated by a list of sufficiently general homogeneous polynomials (or forms) g j , 1 ≤ j ≤ λ, of degree r, and so vanishes at a single point (the origin) of A n K . The point [I] ∈ Hilb µ A n K corresponding to the ideal I has a small tangent space in the sense that the tangent directions at [I] correspond to deformations of I to ideals I ′ of the same "type," obtained either by varying the coefficients of the generators g j or by translating the subscheme Spec(R/I) in A n K ; in particular, all of the I ′ vanish at a single point. Accordingly, the point [I] is a simple point on an elementary component of the Hilbert scheme; that is, a component such that every point on it parameterizes a subscheme concentrated at a single point [3, p. 148] . If µ > 1, it is clear that an elementary component must be different from the principal component, which contains the points corresponding to reduced subschemes of length µ. The purpose of this paper is to generalize the construction in [4] is a K-linear combination of the "trailing" monomials of degree 2 in the "back variables" x 3 , x 4 . When the coefficients c ij are sufficiently general, one can show that all the monomials of degree 3 belong to I; consequently, I has finite colength with zero-set concentrated at the origin, and one sees easily that the order ideal O = {1, x 1 , x 2 , x 3 , x 4 , x The ideal I can be "deformed" in two ways: the 7·3 = 21 coefficients defining the g j can be tweaked, and the ideal (or corresponding subscheme) can be translated in four independent directions in A We now describe our "smallest" example of a generic ideal I that is generated by inhomogeneous polynomials. (A more complete description, including a link to a Mathematica [5] notebook containing the computational details, is given in Section 8. 1 .) The leading monomials are the 12 monomials of degree 2 in R = K[x 1 , . . . , x 5 ] that involve at least one of the "front variables" x 1 , x 2 , x 3 : LM = {x 2 1 , x 1 x 2 , x 1 x 3 , x 1 x 4 , x 1 x 5 , x 2 2 , x 2 x 3 , x 2 x 4 , x 2 x 5 , x 2 3 , x 3 x 4 , x 3 x 5 }, and the trailing monomials are the four monomials of degree 3 in the "back variables" x 4 , x 5 : TM = {x this direction, by giving an easily-computable criterion for detecting if sufficiently general ideals of shape (n, κ, r, s) are plausibly generic, in which case we say that (n, κ, r, s) is a plausible shape. For example, this criterion indicates that the following shapes are plausible: (1) Shape Range (n, 2, 2, 3) 5 ≤ n ≤ 50000 (at least), (n, 2, 2, 4) 5 ≤ n ≤ 50000 (at least), (n, 3, 3, 4) 5 ≤ n ≤ 17, (n, 3, 3, 5) 5 ≤ n ≤ 25, (n, 4, 2, 6) 16 ≤ n ≤ 50000 (at least), (n, 4, 3, 6) 8 ≤ n ≤ 120, (50, κ, 4, 6) 7 ≤ κ ≤ 22 (50, κ, 4, 8)
6 ≤ κ ≤ 14.
Analysis of the asymptotic behavior of the plausibility criterion in Section 10.3 leads us to offer the following Conjecture 1.2. Given r = 2, s > 2, and κ ≥ 2, the shape (n, κ, 2, s) is plausible for all n >> 0.
1.5. Overview of paper. We review the terminology and theory of border basis schemes in Section 2, and lay some foundations for later sections. In Section 3, we develop the definition and first properties of the ideals that are our main objects of study, which we call spinal ideals. (Their construction generalizes that described in Sections 1.1 and 1.2.) Section 4 recalls the basic facts regarding the tangent space at [I] for ideals I of finite colength, and outlines how the dimension of the tangent space can be computed.
Given a spinal ideal I, Section 5 constructs a map
where U is an affine space and I 0 is the monomial ideal generated by the nonbasis monomials. Every point [J] ∈ F(U ) corresponds to a closed subscheme Spec(K[x]/J) supported at a single point of A n K ; in particular, F(U ) contains all the points corresponding to ideals I ′ obtained from I through some combination of tweaking of coefficients and pulling back via isomorphisms, as described in Section 1.2. For p ∈ U and F(p) = [I p ], we show (Proposition 5.4) that the cardinality L of a linearly independent set of vectors in the image of the derivative map F ′ p : T p → T [Ip] is a lower bound for the dimension of F(U ). This leads to a simple method for finding elementary components (Proposition 5.5): If one has a lower bound L for dim(F(U )) such that dim K (T [Ip] ) = L, then [I p ] will be a smooth point on F(U ), which is accordingly an elementary component of dimension L.
We study the derivative map F ′ p : T p → T [Ip] in Section 6. In particular, we compute the images of the standard unit vectors at p ∈ U (an affine space) to enable us to find lower bounds L on the dimension of F(U ).
In Section 7 we define and study the lex-segment complement order ideals (and associated spinal ideals) that are used in all of the examples outlined in Section 1.3. We work out in detail the concepts and results of Sections 5 and 6 in this special case, to prepare for the presentation of the examples in Section 8.
Following the presentation of the examples, we turn to the final goal of the paper, which is to develop a criterion for detecting plausible shapes (n, κ, r, s). The criterion is stated and justified in (the final) Section 10, preceded by an extensive preparatory study of spinal ideals of shape (n, κ, r, s) in Section 9.
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Border basis schemes
In this section, we briefly recall some of the terminology and theory of border basis schemes as given in [7, Secs. 2, 3].
2.1. Basic definitions. One begins with an order ideal, which is a finite set O = {t 1 , . . . t µ } of monomials in the variables x 1 , . . . , x n such that whenever a monomial m divides a member of O, it follows that m ∈ O. We will refer to the monomials t i as basis monomials. The border of O is the set of monomials
we will refer to the b j as boundary monomials. A set of polynomials B = {g 1 , . . . , g ν } of the form
It is clear that every boundary monomial is congruent to a linear combination of basis monomials modulo I, and an inductive argument shows that the same is true for every monomial; in other words, the quotient R/I is spanned as a K-vector space by the t i . We say that B is an O-border basis of I if O is a K-basis of the quotient; in this case, every monomial is congruent modulo I to a unique K-linear combination of basis monomials.
The O-border basis scheme B O is an affine scheme whose K-points correspond to the ideals I having an O-border basis; as such, it is an open affine subscheme of Hilb µ A n K , from which it inherits the universal property (2): Let Z O denote the restriction of the universal closed subscheme Z µ ⊆ Hilb 
, as in the preceding section. The neighbor syzygies provide a convenient set of generators for the first syzygy module of the g j , which we will exploit in the sequel. We briefly recall their construction:
Following [7, Sec. 4, p. 13], we say that two boundary monomials b j and b j ′ are next-door neighbors if x k b j = b j ′ for some k ∈ {1, . . . , n}, and across-thestreet neighbors if x k b j = x l b j ′ for some k, l ∈ {1, . . . , n}; in either case, we say that b j and b j ′ are neighbors. Given neighbors b j and b j ′ , we form the S-polynomial
if b j and b j ′ are next-door neighbors,
if b j and b j ′ are across-the-street neighbors.
In either case, S(g j , g j ′ ) is a K-linear combination of basis and boundary monomials. For each term of the form c j ′′ b j ′′ that appears in S(g j , g j ′ ), we subtract c j ′′ g j ′′ (put another way, we reduce S(g j , g j ′ ) modulo the ideal generators B); the result is a K-linear combination of basis monomials S(g j , g j ′ ) that is a K[x]-linear combination of the g j ; whence, S(g j , g j ′ ) ≡ 0 mod I. Since B is an O-border basis of I, it follows at once that S(g j , g j ′ ) is the 0-polynomial, so we have constructed a syzygy of the polynomials g j , the neighbor syzygy associated to the neighbors b j , b j ′ ∈ ∂O. Writing this syzygy in the form ν j=1 fĵ gĵ = 0, the tuple of coefficients (fĵ) has at most two components of degree 1 (f j and possibly f j ′ ), and the remaining components are all constants.
If B = (g 1 , . . . , g ν ) is just an O-border prebasis, one can still compute the Spolynomials and their reductions S(g j , g j ′ ). These again are K-linear combinations of basis monomials, but they no longer necessarily vanish. We have the following key results: Remark 2.2. The theory of border bases can be developed in essentially the same way as summarized above when the ground field K is replaced by an arbitrary commutative and unitary ring A, such as a K-algebra (see, e.g., [2] ). In particular, the analogue of Proposition 2.1 holds in this more general context.
Linear syzygies.
We say that a syzygy (f j ) of the ideal generators g j (that is,
is a linear syzygy provided that the coefficients f j ∈ K[x] have degree at most 1. For example, the neighbor syzygies are all linear syzygies. Since the neighbor syzygies generate the K[x]-module of first syzygies of the border basis B, by Proposition 2.1, we see that a K-basis of the linear syzygies is also a set of K[x]-generators of the full syzygy module.
We briefly describe the algorithm we use for computing a K-basis of the linear syzygies; as a consequence, we will obtain the cardinality of this basis. (This algorithm is implemented in the Mathematica function makeLinearSyzygies, included in the notebook of utility functions mentioned at the start of Section 8.)
We first compute the set of boundary monomials ∂O and the set of target monomials
Next we define a K-linear "projection" map π T : Let V be a K-vector space with basis
and define a linear map
Lemma 2.3. The map σ is surjective.
Proof. Since e 1,j → b j ∈ ∂O ⊆ T for 1 ≤ j ≤ ν, it is clear that Span K (∂O) is in the image of σ. We now observe that for 0 < α < n,
whence, every monomial x α · b j ∈ T is in the image of σ, and the lemma follows at once.
we observe that the tuple (f j ) is a linear syzygy of {g j }, because ν j=1 f j · g j is a K-linear combination of basis monomials (the monomials in T having cancelled out), and hence 0. Moreover, every linear syzygy of the g j arises in this way. So a K-basis of the linear syzygies can be computed simply by computing a basis {(d α,j )} of the kernel of σ and assembling the corresponding tuples (f j ). From this it follows that the dimension of the K-vector space of linear syzygies of the border basis B of I is given by
Generators of the ideal of
is a set of indeterminates; the point corresponding to the ideal I having border basis
and compute the K[C]-linear combinations of basis monomials
Then the ideal I O is generated by the coefficients ϕ j,j 2.5. Certain loci isomorphic to affine spaces in B O . Let O max ⊆ O denote the subset of maximal basis monomials, which are those basis monomials t i such that x k t i ∈ ∂O for all 1 ≤ k ≤ n. Similarly, let ∂O min ⊆ ∂O denote the subset of minimal boundary monomials, which are those boundary monomials b j such that b j /x k ∈ O for every x k that appears in b j . Choose non-empty subsets
such that the set LM is disjoint from the subset of boundary monomials
We will call LM (resp. TM) the leading (resp. trailing) monomials. Let
we will say that the members of S and the associated pairs of indices (i, j) are special.
Consider the surjection of polynomial rings 
We claim that the polynomials S(γ(G j ),γ(G j ′ )) of Section 2.2 (where the reductions are with respect toγ(B)) all vanish. There are three cases to check: First suppose that b j and b j ′ are neighbors such that neither is a leading monomial. Then
The second case to consider is that of two neighbors b j and b j ′ such that b j ∈ LM and b j ′ / ∈ LM. Note that we cannot have that b j = x j b j ′ because b j is a minimal boundary monomial. It follows that
Since the only terms that survive in the last expression have special coefficients C ij , we know that t i ∈ TM and therefore
The third case is that of neighbors b j , b j ′ ∈ LM, for which the argument is similar to that of the second case.
Since it is clear that
we conclude that γ(ϕ j,j To prove the last statement, it suffices to show that for each variable x k , there is an exponent e k such that x e k k ∈ I ′ . To this end, let e ′ k be the least e such that x
Multiplying this polynomial by x k , and recalling that t i ∈ TM ⇒ x k · t i ∈ ∂O \ LM, we see that I
′ contains a polynomial of the form We will call the locus X S ∼ = A λτ K the S-spine, or spine, for short, associated to O, LM, and TM. The monomial ideal I 0 = (∂O) corresponds to the origin of X S , that is, the point [I 0 ] ∈ X S defined by setting all the special C ij to 0.
spinal ideals
In this section we will describe the ideals that are our main objects of study.
3.1. Definitions. Let O = {t 1 , . . . , t µ } be an order ideal with boundary ∂O = {b 1 , . . . , b ν }. We begin by choosing subsets of leading and trailing monomials
as in Section 2.5 (recall that these choices must satisfy LM ∩ ∂ TM = ∅). Let S be the corresponding set of special indeterminates (7). We choose a set G = {g jι } of polynomials of the form
and extend G to an O-border prebasis
Proposition 2.5 implies that B is an O-border basis for an ideal I = (B) such that [I] lies in the S-spine X S ; we say that the ideal I is spinal. A special case of particular interest occurs if the ideal I = (B) is generated by the subset G ⊆ B. Since in any case (G) ⊆ (B), we have that (G) = (B) if and only if (B) ⊆ (G), which is equivalent to ∂O \ LM ⊆ (G); if this condition holds, we say that I is efficient. This property is easy to test computationally: Simply compute a Groebner basis for (G) and reduce each non-leading boundary monomial b j modulo the Groebner basis; I is efficient if and only if all the reductions are 0.
3.2.
A sufficient condition for efficiency. By analogy with ∂ TM (6), we let
and we define
Proposition 3.1. Let I = (B) be a spinal ideal as in the preceding section. Then I is efficient (that is, I = (G)) if and only if the following conditions hold: (i) Every non-leading boundary monomial b j (i.e., b j ∈ ∂O \ LM) is a multiple of at least one monomial in Q, and
. Recalling the form of the ideal generators g jι , it follows at once that the monomial b j is equal to a multiple of a monomial in Q; that is, (i) holds. Furthermore, ∂ TM consists of non-leading boundary monomials, so ∂ TM ⊆ (G). Recalling (8), we now see that
; that is, (ii) holds.
⇐:
If conditions (i) and (ii) hold, we obtain at once that every non-leading boundary monomial is a member of (G), so I = (B) = (G) is efficient.
Given a spinal ideal I, we can test it for efficiency by checking conditions (i) and (ii). Condition (i) is straightforward, if possibly tedious, to check; it just depends on the order ideal and the choice of sets LM and TM, which determine Q. Condition (ii) can be tested as follows: One computes the n · λ products x k · g jι (g jι ∈ G), and observes that the monomials appearing (non-trivially) in these products all lie in Q. Letting E ′ be the set of indeterminates {e α,jι | 1 ≤ α ≤ n, b jι ∈ LM}, we obtain a linear map
and condition (ii) holds provided that this map is surjective. Accordingly, we say that I is ϑ-efficient whenever (i) holds and ϑ is surjective.
Remark 3.2. Examples 8.3 and 8.5.3 exhibit efficient spinal ideals I that are not ϑ-efficient, so ϑ-efficiency is sufficient but not necessary for efficiency.
Since the entries of the matrix of ϑ are polynomials in the coefficients of the g jι ∈ G, we immediately obtain
Example. For the order ideal
. There are various possible choices for the sets LM and TM of leading and trailing monomials that satisfy LM ∩∂ TM = ∅; here is one:
We choose the following short list of polynomials G of the form (8) at random:
In this case the spinal ideal
3 } is not efficient: Indeed, the (lex) Groebner basis of (G) is 
It is therefore clear that a tangent vector v corresponds to a choice of ν elements
such that for every tuple (f j ) ∈ Syz, one has that
moreover, it suffices for this condition to hold for every (f j ) in a set of R-generators of Syz.
a ij t i , we see that the tangent vector v can be encoded as a (µν)-tuple of elements of K, as follows:
A moment's reflection shows that, given any f ∈ R and
is a K-linear combination of the coefficients a ij that must vanish. In other words, every syzygy (f j ) imposes µ linear relations on the entries of the tuple (12) that must hold if the tuple is to encode a tangent vector; we will call these the tangent space relations associated to (f j ). As noted earlier, it suffices to check these conditions for each member of a set of R-generators of Syz.
Recalling from Section 2.3 that a K-basis L of the linear syzygies provides a set of R-generators of Syz, one sees from the foregoing that T [I] is isomorphic to the K-vector subspace of tuples (a ij ) ∈ K µν that satisfy all of the tangent space relations corresponding to the members of L. It is straightforward to compute these relations for specific examples via computer algebra; consequently, we can compute I v = {f + ǫg | f ∈ I, g ∈ R, and g ≡ v(f ) mod I}.
Tangent vectors as

An irreducible locus containing [I]
Let I be a spinal ideal as in section 3, from which we retain all notation. We proceed to construct a map
where U is an affine space and 0 denotes the origin of U . The image of F contains [I] (indeed, it contains the entire spine X S ), and is contained by at least one component Y of Hilb
. In Section 6 we compute the images of the standard unit tangent vectors at a K-point p ∈ U under the derivative map
. This will enable us to obtain lower bounds for the dimension of the image F(U ), as explained in Section 5.3.
Roughly speaking, F(U ) is obtained by "translating" X S around in Hilb variables {x 1 , . . . , x n } \ {x α } (specific choices of the sets ∆ α are discussed in Sections 7.2 and 7.4). We index each of these sets in some way, writing ∆ α = {m α,δ | 1 ≤ δ ≤ |∆ α |}. Note that the monomial 1 will always have index 1; that is, m α,1 = 1 for all α. For each choice of variable x α , monomial m α,δ ∈ ∆ α , and scalar z = z α,δ ∈ A, we obtain an isomorphism
The following result is clear:
Lemma 5.1. If the quotient R A /I is generated as an A-module by a finite set J = {f 1 , . . . , f d } ⊆ R A (resp. is A-free with basis J), then R A /T * (I) is generated as an A-module by the set T
. . , m n,|∆n| }, and let z = (z α,δ ) be a tuple of scalars corresponding to the monomials in M in the order shown. By composing the isomorphisms T * z α,δ , we obtain the isomorphism
Construction of the map F. Recall that
is a spinal ideal as in Section 3. In particular, the elements of the border basis B can be written as
We introduce the set of variables
corresponding to the scalars z α,δ introduced in Section 5.1. Let A denote the polynomial ring K[S, Z] (S as in (7)), and let the ideal I ⊆ A[x] be generated by the O-border prebasis
Lemma 5. 
In particular, it is clear that the fiber over the origin (0, 0) ∈ U is Spec(K[x]/I 0 ), and the fiber over the point (
Remark 5.3. Since the ideal I c is supported at one point (the origin) of A n K by Proposition 2.5, it follows that T * z (I c ) is also supported at one point of A n K . Consequently, every point [
that is supported at one point.
5.3.
Finding lower bounds for dim(F(U )). Our method for bounding the dimension of F(U ) from below is summarized by the following elementary Proposition 5.4. Let p be a K-point of U . Suppose given a set of tangent vectors
It follows that any component of the fiber
Recall that an irreducible component of Hilb 
is a smooth point; consequently, I is a generic ideal.
Proof. The hypothesis implies that L is both a lower bound and an upper bound for dim(F(U )); whence, dim(F(U )) = L and [I] is a smooth point on F(U ). The irreducible component of Hilb n A n K on which [I] lies must then be F(U ), which is accordingly an elementary component, and we are done.
The derivative map F
In this section of the paper, we study the derivative map
, a basis of T p is given by unit vectors in the directions corresponding to the indeterminates C ij ∈ S and Z (α,δ) ∈ Z. Let X denote one of these variables, let X ′ = X stand for any of the others, and let p X , p X ′ ∈ K denote the corresponding components of p. Then a unit vector in the X-direction at p is given by the map
is then the map
, where the G j are defined in (19); whence, I p,X is the image of this ideal under the substitutions X → p X + ǫ, X ′ → p X ′ . We now restrict attention to the point
so that I p is spinal with border basis B as shown in (17). We proceed to evaluate the tangent vectors
for each of the cases X = C ij ∈ S and X = Z α,δ ∈ Z.
The tangent vectors F
and the image of T * Z (G j ) is g j − ǫ t i , where g j and g j ′ are as in (17). According to (14), the tangent vector F ′ p (v p,Cij ) = v p,ij corresponds to the element of Hom R (I p , R/I p ) given by g j → (−t i mod I p ) = −t i , and g j ′ → 0 for j ′ = j. The corresponding tuple (a i ′ j ′ ) (12) has all components equal to 0 except for a ij = −1. The following lemma is immediate: Lemma 6.1. For p as in (21), the family of tangent vectors
is K-linearly independent and of cardinality
Remark 6.2. It is clear that S p is a basis of the tangent space to the spine X S ⊆ B O at the point [I p ].
Now consider the case X = Z α,δ for some 1 ≤ α ≤ n, m α,δ ∈ ∆ α (the latter is, we recall, a finite set of monomials not involving x α ). The ideal I p,X is obtained by applying the substitutions X → p X + ǫ = ǫ, X ′ → p X ′ to the polynomials T * Z (G j ); recalling that p is as in (21) and unraveling the definitions, one sees that under these substitutions (which amount to replacing x α by x α + ǫ · m α,δ in the polynomials g j ), one has that
Hence, (14) yields that the tangent vector
For p as in (21), we let
Lex-segment complement order ideals
In this section we discuss the type of order ideal that is used in all of our examples in Section 8. 
Note
: 1
. . . We claim that for every variable x α , there is a smallest exponent e
n ∈ O. Note that b jα can be characterized as the lex-minimum boundary monomial that is divisible by x α .
We now choose the monomial sets ∆ ′ α , 1 ≤ α ≤ n, as follows: 
As in (18), we write (21), we denote the set of tangent vectors (23) associated to Z ′ by 17) . Suppose that B has the property that the boundary monomial b jα (24) is the lex-leading monomial in g jα for all 1 ≤ α ≤ n. Then the set
Proof. Suppose given the equation
We must show that all the coefficients in the linear combination vanish.
By (22), we have that the homomorphism
For
n . In this case,
Next consider the case in which b jα ∈ LM, so that g jα = b jα − N jα , where N jα ∈ Span K (TM). As before, To prove the claim, suppose that x α divides m. By hypothesis, we have that b jα
n > m, which implies that m = x α · x e n , with e ′ α > e. But m ∈ TM, which implies that m · x n ∈ ∂O \ LM. Consequently, we either have that b jα = m · x n , which contradicts b jα ∈ LM, or b jα = x w n · (m · x n ) with w ≥ 1, which contradicts that the leading monomial b jα is a minimal boundary monomial. We conclude that m cannot be divisible by x α , as claimed.
So far we have established that the (i α,δ , j α )-component of the tangent vector v p,α,δ is non-zero for all α and all m α,δ ∈ ∆ ′ α . We now show by descending induction on α that the coefficients d α,δ in (26) are all equal to 0.
We begin with the case α = n (recall that ∆ ′ n = {1}). We claim that for all tuples (β, δ ′ ) = (n, 1), which implies that β < n, the (i n,1 , j n )-component of v p,β,δ ′ is 0. This component is the coefficient of
In case b jn / ∈ LM, then g jn = b jn = x e ′ n +1 n , so ∂gj n ∂x β = 0. In case b jn ∈ LM, any monomial m appearing non-trivially in N jn must satisfy x e ′ n +1 n > m and that m is not divisible by x n , by (27); whence, m = 1 ∈ TM, so x α · 1 ∈ ∂O for all α, and we are in the excluded case O = {1}. It follows once again that g jn = b jn ⇒ ∂gj n ∂x β = 0. We conclude that the (i n,1 , j n )-component of v p,β,δ ′ is 0 for all β < n and 1 ≤ δ ′ ≤ |∆ ′ β |, as claimed. We next note:
None of the index pairs (i α,δ , j α ) are special.
To see this, recall that the index pair (i, j) is special if and only if b j ∈ LM and t i ∈ TM. However, by the definition (25) of our sets ∆ ′ α , we have that t i α,δ / ∈ TM whenever b jα ∈ LM.
The foregoing implies that in the sum (26), the only tangent vector having nonzero (i n,1 , j n )-component is v p,n,1 ; whence, the coefficient d n,1 = 0. Since v p,n,1 is the only tangent vector in Z ′ associated to α = n, we have shown that all the coefficients d n,δ are 0; this completes the base case of the induction.
For the inductive step, we suppose that for some 1 ≤ α < n, the coefficients d β,δ ′ = 0 for all β > α and 1 ≤ δ ′ ≤ |∆ 
n ; otherwise, b jα ∈ LM and g jα = b jα − N jα , and by hypothesis b jα > any monomial m appearing non-trivially in N jα . From this it follows that for all β < α, ∂gj α ∂x β = 0. This shows that the (i α,δ , j α )-coefficient of v p,β,δ ′ is 0 for all β < α. We now consider the case β = α and δ ′ = δ. We must compute the coefficient
In light of (27), we see that Proof. This was shown in the course of the proof of the Proposition. Proof. Since b jα is the lex-leading monomial of g jα = b jα for 1 ≤ α ≤ n, Proposition 7.2 yields the result.
Corollary 7.5. Let O = {1} be a lex-segment complement order ideal, and suppose that the sets LM and TM have been chosen such that for all m ∈ LM and m ′ ∈ TM, one has that m > m ′ . Then the set
is K-linearly independent for all p as in (21); that is, for all spinal ideals I = I p .
Proof. The hypotheses clearly imply that the hypotheses of Proposition 7.2 hold for all p; whence, the result. 
Proof. By Proposition 5.4 and Corollary 7.4, we have that
Choosing Y to be a component of Hilb 
is K-linearly independent. For many of our examples this suffices, because in these cases S p ∪ Z ′ p turns out to be a K-basis of T [Ip] . However, in other cases T [Ip] has a basis that is a proper superset of S p ∪ Z ′ p ; here is one way this can happen. With O = {1} a lex-segment complement, suppose that we have chosen the sets ∆ α ⊆ K[x 1 , . . . , x α , . . . , x n ] to be supersets of the corresponding sets ∆ ′ α . Furthermore, suppose that at least one of the monomials b jα is non-leading and that there is a monomial m α,δ ∈ ∆ α such that t iα · m α,δ = bĵ ∈ LM, with
Then the non-zero (i, j α )-components of the tangent vector v α,δ are the (non-zero) coefficients c iĵ of the linear combination
and these components are non-special because b jα / ∈ LM. It is therefore possible that v α,δ ∈ T [I] is independent of the vectors in Z ′ (and certain that it is independent of the vectors in S). Accordingly, we define
. From Proposition 5.4, we obtain the following analogue of Corollary 7.6: 
Examples of generic spinal ideals
We present several examples of generic spinal ideals associated to lex-segment complement order ideals. Unfortunately, the examples are too large to permit the computations to be carried out by hand. We summarize each example and provide the details in a Mathematica [5] notebook that is available for download at http://www.skidmore.edu/˜mhuibreg/Notebooks for paper/index.html .
The notation used in the notebooks adheres closely to that used in the paper. The notebooks all make use of a library of Mathematica functions coded and documented in a separate notebook utility functions.nb that is available for download at the same address. In each case one can either choose to run a previously-generated example that "works," or generate other random examples that typically (but need not always) work. Note that in all cases the order ideal O is the unique lex-segment complement having the given Hilbert function.
8.1. Hilbert function (1, 5, 3, 4, 0, . . . ). We exhibit a generic spinal ideal I = I p of this Hilbert function in the notebook case (1, 5, 3, 4, 0).nb. For this initial example, we provide a bit more information here to serve as an introduction.
In this example, we have As in Section 3, we randomly constructed the following set of polynomials G = { g j | 1 ≤ j ≤ λ}, and extended them to the O-border basis of a spinal ideal I that can then be shown to be efficient (in fact, ϑ-efficient). We list the sets of monomials ∆ ′ α as in (25):
{1}
By Corollary 7.6 the image of the associated map F : U → Hilb On the other hand, when we compute the dimension of the tangent space T [Ip] using the tangent space relations associated to a basis of linear syzygies, as in (13), we obtain that dim K (T Remark 8.2. In the notebook detailing this example, we observe that sufficiently general spinal ideals are efficient, but no spinal ideal in this case can be ϑ-efficient. Consequently, ϑ-efficiency is not a necessary condition for genericity, as we noted in Remark 3.2. One finds that sufficiently general spinal ideals I constructed using these sets are efficient.
The sets ∆ ′ α are as follows, showing that |Z ′ | = 24:
.
From Corollary 7.6 we obtain that dim(F(U )) ≥ |S| + |Z ′ | = λ · τ + 24 = 21 · 11 + 24 = 255.
On the other hand, we find by direct computation in the notebook that dim K (T As usual, a spinal ideal I = I p is generated randomly, and its tangent space dimension is computed to be dim K (T [I] ) = 222; the ideal I is also found to be efficient. In this case, there are trailing monomials that are lex-larger than some leading monomials; for example, x 3 x 6 > x 4 x 3 6 = b j4 , so it is likely that randomly-chosen ideals [I] will fail to satisfy the hypothesis of Proposition 7.2. On the other hand, there is a non-leading boundary monomial b j3 = x 3 x 2 6 such that t i3 · x 4 x 6 = x 4 x 3 6 = b j4 ∈ LM, so the situation described Section 7.4 arises; that is, it is possible that the larger set of tangent vectors S p ∪ Z ′′ p is K-linearly independent at [I p ]. Indeed, we verify this by direct computation in the notebook. The associated sets ∆ ′′ α are as follows:
{1,
By Corollary 7.7 the image of the map F : U → Hilb We randomly generate a spinal ideal I = I p using these sets and find that dim K (T [I] ) = 211; we also find that I is efficient, but not ϑ-efficient, thereby providing another example as promised in Remark 3.2.
As in the preceding example, we verify by direct computation that the larger set of vectors S p ∪ Z ′′ p is K-linearly independent. The associated sets ∆ ′′ α are as follows:
{1, x 5 , x 6 , x 9. Spinal ideals of shape (n, κ, r, s)
Our last main goal, accomplished in Section 10, is to develop a numerical criterion for picking out shapes (n, κ, r, s) for which sufficiently general spinal ideals of that shape are likely to be generic. We make preparations in this section by discussing such spinal ideals in detail. We assume n ≥ 3, 1 < κ < n, and 2 ≤ r < s. 
We call x 1 , . . . , x n−κ the front variables, and x n−κ+1 , . . . , x n the back variables; we then define the front degree (resp. back degree) of a monomial m to be the sum of the exponents to which the front (resp. back) variables appear in m. The sets of leading and trailing monomials are selected as follows: .
Recall that a spinal ideal I built using these sets O, LM, and TM is said to have shape (n, κ, r, s). 
and
Consequently, |∂O| = ν is given by 
Next, since ∪ n α=1 (x α · ∂O r ) ⊆ T r+1 ⊆ {monom's of degree r + 1 and front deg. ≥ 1}, and the extremes are clearly the same, we have that
One checks easily that, for r + 1 ≤ d ≤ s, ∂O d = {monom's of degree d and front degree 1}.
Hence, for r + 2 ≤ d ≤ s, we have that
. Soldiering on, we next observe that , so
By inspection of the preceding results, we obtain the following Lemma 9.2. Let I be a spinal ideal of shape (n, κ, r, s). If we hold κ, r ≥ 2, and s > r constant, and allow n to increase, then the quantities µ, λ, τ , ν, | T |, and ψ are polynomials in n with the following dominant terms:
9.4.
A linearly independent set in T [I] . Since the order ideal O under consideration is a lex-segment complement, we choose the sets ∆ ′ α as described in Section 7.2. One checks easily that, for 1 ≤ α ≤ n − κ, 
9.5. Tangent space relations. Recall from Section 4 that a tangent vector at [I] is given by an R-homomorphism v : I → R/I, which is determined by the images
where the g j are the elements of the O-border basis of I. Given a syzygy ν j=1 f j g j = 0, we obtain the linear relations on the a ij as described in Section 4.1:
where each of the coefficients b
is a K-linear combination of the a ij that must vanish. Viewing the a ij as indeterminates, we represent a "generic tangent vector" as the (µν)-tuple (a 1,1 , a 2,1 , . . . , a µλ ) (12). By computing the tangent space relations b
for a basis of the linear syzygies, and then computing the dimension of the vector space that they span, we obtain dim K (T [I] ) as in (13).
We assign a degree to each indeterminate a ij and each relation b (fj ) i as follows:
Our goal here is to identify and count the a i ′ j ′ that can appear non-trivially in the relation b (fj ) i associated to a linear syzygy (f j ). To this end, let f j ′ ,k denote one of the terms of f j ′ , so f j ′ ,k is either a constant or a constant times a variable, and observe that the product of a variable x α with a basis monomial t i ′ of degree d is a monomial m = x α t i ′ of degree d + 1 such that exactly one of the following holds:
We see that the indeterminate a i ′ j ′ of degree d can appear in the relation b • f j ′ ,k = c, and 
9.6. Quasi-efficiency. By Remark 8.1, a (32)-generic ideal I of shape (n, κ, r, s) need not be efficient. However, as we show in this section, it must have the following property that we call quasi-efficiency: Every tangent vector v :
is determined by the images v(g j ) for 1 ≤ j ≤ λ. Clearly efficiency implies quasiefficiency, since if I is generated by g 1 , . . . , g λ , then any R-homomorphism of I is determined by the images of these generators.
Lemma 9.6. Let v ∈ S p ∪ Z ′ p , and let (a ij ) denote the associated tuple. Then the minimal degree of a non-zero component a ij is as follows:
• If v = v p,ij ∈ S p , then v has a single non-zero component of degree s.
is a front variable, and * r − 1, if x α is a back variable.
Moreover, when x α is a back variable, the components of v p,α,δ can only be non-zero in degrees r − 1, s − 1, and s.
Proof. The first bulleted statement is immediate from Section 6.1: v p,ij ∈ S p has a single non-zero entry with special index pair ij, which implies that t i ∈ TM. In our context, this yields deg(a ij ) = deg(t i ) = s. We now prove the second bulleted statement assuming that x α is a front variable. From the proof of Proposition 7.2, we have that the (i α,δ , j α )-component of v = v p,α,δ is non-zero -indeed, it is the only non-zero component with index of the form (i, j α ) -and this component has degree deg(t i α,δ ). So it remains to show that a non-zero component a i,j with j = j α cannot have a strictly smaller degree.
Recall that, by (22) the tangent vector v : I → R/I is given by
Since x α is a front variable and the trailing monomials only involve back variables, we have that 
In each case, we see that no non-zero component of degree < r − 1 + deg(m α,δ ) occurs. Now let x α be a back variable (which implies that m α,δ = m α,1 = 1), and consider the components coming from . Similarly, the second term on the RHS consists of a linear combination of monomials of degree ≥ s − 1, and we again conclude that, modulo I, no non-zero multiple of x r−1 1 can appear. It follows that ii. holds when x α is a back variable. Now consider the case in which x α is a front variable. One can then obtain the desired conclusion immediately from Corollary 7.3 or from the following simple argument: Choose β ≤ α (so x β is a front variable) and (β, δ ′ ) = (α, δ), and compute the coefficient of tî . This can yield a non-zero coefficient for tî α,δ only if δ = δ ′ , which is ruled out by the hypothesis that (β, δ ′ ) = (α, δ). This completes the proof.
We are now ready to prove that a (32)-generic spinal ideal I is quasi-efficient. It suffices to show that the coefficients d ij and d α,δ are completely determined by v(g 1 ), . . . , v(g λ ). We begin by equating the (î n,1 ,ĵ n )-components on both sides of the equation. By Lemma 9.9, we know that the (î n,1 ,ĵ n )-component of v p,β,δ ′ is 0 for all β ≤ α and (β, δ ′ ) = (n, 1), which includes all the pairs (β, δ ′ ) = (n, 1). Furthermore, the (î n,1 ,ĵ n )-components of the v p,ij are all 0 since (by Lemma 9.6) the only non-zero component of v p,ij has degree s, and the degree of tî Proceeding by descending induction on α, we assume that for some 1 ≤ α < n, all of the coefficients d β,δ ′ for α + 1 ≤ β ≤ n are completely determined by v(g 1 ), . . . , v(g λ ) (and have been computed). We then equate the (î α,δ ,ĵ α )-components on both sides of equation (35). Lemma 9.9 implies that for all β ≤ α and (β, δ ′ ) = (α, δ), the (î α,δ ,ĵ α )-component of v p,β,δ ′ is 0, and the same is again true for all the v p,ij , since none of the monomials tî It is now clear that the remaining coefficients can be computed by equating the special (i, j)-components on both sides of equation (35), so the value of each d ij can be computed from the coefficient of t i,j in v(g j ) and the previously-computed values of the d α,δ , hence is again determined by the values v(g 1 ), . . . , v(g λ ), and we are done.
A criterion for plausible genericity
To conclude the paper, we present a numerical criterion for identifying shapes (n, κ, r, s) such that sufficiently general spinal ideals associated to those shapes are likely to be (32)-generic; we will call such shapes plausible.
10.1. The criterion. Roughly speaking, the criterion is this: (n, κ, r, s) is deemed plausible if the following two conditions hold:
1: there are enough tangent space relations in each degree to allow the ranks of these sets of relations (if sufficiently general) to attain their maximum possible values, and 2: sufficiently general spinal ideals I of the given shape are likely to be ϑ-efficient, and therefore likely to be quasi-efficient.
We make these conditions computably precise and briefly argue for their reasonableness as follows:
1: Examples suggest that for (32)-generic spinal ideals I of shape (n, κ, r, s), the tangent space relations in each degree will attain (or nearly attain) their maximum possible ranks. Of course, the rank of the tangent space relations in degree d is bounded above by |A d |, the number of indeterminates a i,j that appear in the relations of degree d, so we make condition 1 precise by requiring that the number of tangent space relations in each degree 0 ≤ d ≤ s exceeds the upper bound on |A d | given in Lemma 9.5. Hence, if condition 1 holds, there are enough tangent space relations to render I (32)-generic, assuming that these relations are sufficiently independent. 2: Since Proposition 9.9 requires that any (32)-generic spinal ideal I be quasiefficient, and ϑ-efficiency is an easy-to-check condition that implies quasiefficiency, we require condition 2 in addition to condition 1. In light of Remark 9.1, we know that spinal ideals of shape (n, κ, r, s) will be ϑ-efficient if and only if the map ϑ (10) is surjective, which is likely to be the case for coefficient τ · r (r+1)! (recall we are assuming s > r and κ > 1, so τ ≥ s + 1 ≥ 4). From this it follows that the first condition will be satisfied in degree s (the degree for which satisfaction of condition 1 is most difficult) for all n >> 0. Hence it is likely that shape (n, κ, 2, s) will satisfy condition 1 of the plausibility criterion (as well as condition 2 as seen above) for all n >> 0. This is what leads us to offer Conjecture 1.2: Given r = 2, s > 2, and κ ≥ 2, the shape (n, κ, 2, s) is plausible for all n >> 0.
The analogous conjecture for r > 2 cannot hold: Indeed, if r > 2, s > r, and κ ≥ 2 are fixed, the growth rate O(n 2r−1 ) of |A s | exceeds the growth rate O(n r+1 ), so, as n increases, eventually |A s | will greatly exceed the number of tangent space relations of degree s, thereby falsifying condition 1. Moreover, it appears that for certain choices of κ, r, and s, none of the shapes (n, κ, r, s) will be plausible; for example, (n, 3, 10, 11) is not plausible for 4 ≤ n ≤ 50000 (at least). In concluding this paper, we invite the reader to seek further conjectures (or theorems!) regarding families of plausible shapes.
