Unitary work extraction from a Generalized Gibbs Ensemble using Bragg
  scattering by Verstraelen, Wouter et al.
ar
X
iv
:1
70
2.
07
65
4v
3 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 24
 A
pr
 20
17
Unitary work extraction from a Generalized Gibbs Ensemble using Bragg scattering
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We investigate work extraction from integrable quantum systems under unitary operations. As a
model system, we consider non-interacting fermions in one dimension. Thanks to its integrability,
this system does not thermalize after a perturbation, even though it does reach a steady state which
can be described by a Generalized Gibbs Ensemble (GGE). Such a GGE has an excess free energy
compared to a thermal state and we propose to extract this energy by applying Bragg pulses. We
show how all the available work in the GGE can be extracted in the adiabatic limit while some excess
energy is left at finite times. The unextracted work reaches the adiabatic limit as a power law with
exponent z = −2 for small systems and with z = −1 in the thermodynamic limit. Two distinct
protocols for combining the Bragg operations are compared, and in some systems an extensive
difference in efficiency arises. From the unextracted work and the entropy production, a notion of
temperature is defined and compared to the Boltzmann-Gibbs temperature of the system.
I. INTRODUCTION
Over the last decade, an increasing amount of atten-
tion has been devoted to the interplay of thermodynam-
ics, quantum mechanics and information theory [1–19].
While most of the work is driven by fundamental ques-
tions regarding the validity of statistical mechanics in
the quantum realm, recent technological advances have
made it possible to actually fabricate and study thermal
machines on the level of single-atoms. In [20] a minimal
universal heat machine is constructed with permanent
coupling to heat baths; Ref. [21] adresses the distinction
between work and heat in quantum machines and the
quantum Otto cyclus is reviewed in [22].
A prominent question is whether the ability to coher-
ently control quantum systems allows one to construct
engines that surpass the performance of their classical
thermodynamic counterparts. There have been a num-
ber of approaches to this question, for example in [23] it
is shown that coherence itself can serve as a fuel such that
work can be extracted from a single bath. In [24], the au-
thors account for temporal nonclassical correlations and
how these are affected by measurements of total energy.
This type of questions is by no means new and was al-
ready at the hart of Maxwell’s famous demon experiment.
Since Landauer, it is well understood that any form of
information should be considered as a thermodynamic re-
source. In that respect, it is the information about time
[25], that allows one to use coherence or out-of-equibrium
baths as resource.
Here we consider a related but somewhat simpler prob-
lem, that does not involve time as the source of informa-
tion. Imagine we have a system in equilibrium but in a
non-thermal distribution. In particular, our system of in-
terest will be an integrable quantum system, meaning it
is non-ergodic due to an extensive number of conserved
quantities. We will investigate how to use these con-
served quantities as a resource to extract work from these
systems. The crucial point is that due to the additional
conservation laws, the steady state of the system has an
entropy that is lower than the Gibbs entropy. Conse-
quently, it should be possible to reduce the energy by an
isentropic process, that brings the state to a lower energy
Gibbs state.
In general, the linear structure of quantum mechanics
makes all projections on eigenstates conserved, as op-
posed to classical ensembles where only the energy and
particle number are conserved [26]. It is thus far from
trivial that in many cases, most of these conserved quan-
tities are not relevant. A way to reconcile ergodic ther-
modynamics with this quantum picture is provided by
the Eigenstate thermalization hypothesis(ETH) [27–30].
In non-integrable systems the diagonal entropy usually
becomes the Gibbs entropy. That means that without
knowledge of the phase of the state, i.e. without coher-
ence, one cannot extract work from these systems.
This does not imply, though, that conserved quanti-
ties are never important. When they are, the system is
called integrable and it does not thermalize. As a more
refined statistical description of such integrable quantum
systems, one replaces the usual Boltzmann-Gibbs ensem-
ble by a Generalized Gibbs ensemble (GGE) of the form
ρˆGGE = Z
−1 exp
(
−
∑
i
ηiIˆi
)
, (1)
where each ηj is a Lagrange multiplier that fixes the ex-
pectation value of Iˆj . This GGE, as introduced by Jaynes
[31, 32], is readily obtained by constrained maximiza-
tion of the von Neumann-entropy. In this context, it was
first adopted by Rigol et al. [33]. For completeness, we
mention that in addition to integrability, thermalization
can also be suppressed because of particular interference
called many-body localization [34], although the typical
context in which the latter typically emerges differs from
our set-up where we will work with momentum states.
Finally, there also exists a transition regime between in-
tegrability and chaoticity in which the system relaxes to
a non-thermal state, keeping memory of the initial state
[35, 36].
An immediate consequence of integrability is that the
2entropy does not reach its maximal value at late times.
The GGE has an entropy that is smaller than or equal
to the Boltzmann-Gibbs entropy, where the equality is
reached only when all Lagrange multipliers, apart from
the inverse temperature β are zero. Consequently, a GGE
always has more free energy than a Gibbs state with
the same entropy. This immediately raises the question
whether this energy can be extracted to perform work.
The answer is most certainly yes if one allows general
isentropic manipulations. Coupling the system to an en-
vironment might however destroy the integrability of the
system and we therefore restrict our analyses to unitary
manipulations.
While all unitary processes are isentropic, not all isen-
tropic operators are unitary. Apart from conserving the
entropy, unitary operations conserve the full spectrum of
the density matrix. As shown in [8], it is always opti-
mal in terms of work extraction to end in a state with
no coherence. Consequently the work is maximized by
organizing the occupations in descending order in terms
of energy, i.e. the state becomes passive [37]. Note that
this can always be achieved by successive permutations
of the occupation numbers.
In the GGE description of an integrable quantum sys-
tem, the Lagrange multipliers ηj must be permuted to
extract the maximal amount of work in such a way that
they obtain the same ordering as the energy levels, corre-
sponding to an inverse ordering of the occupation num-
bers. General considerations of work extraction from
GGE states are also given in [38–40] ; work extraction
from a resource-theoretical point of view has been inves-
tigated in Ref. [41].
As will be outlined in more detail below, our physical
system of choice is a fermionic chain which is a commonly
studied object in the context of integrability [33, 42–44].
It can be mapped onto a chain of hard-core bosons by
a Jordan-Wigner transformation. A possible experimen-
tal realization are cold atoms trapped in an optical lat-
tice. We will demonstrate that the proper unitary oper-
ations to perform a permutation of the Lagrange multi-
pliers of this system can be attained by using a Bragg-
hamiltonian. Bragg-spectroscopy [45, 46] is commonly
used to probe the structure of cold atom systems, for
example in the context of the Mott-insulator to super-
fluid phase transition [47–51]. In essence, from inter-
fering lasers an optical potential is created in the form
of a travelling wave. This potential then exchanges an
amount of momentum q and energy ω with the system.
The remainder of the paper is organized as follows. In
Sec. II the setup of the system is given and we explain
how we will describe work extraction from it. Sec. III
contains results regarding extracted work and entropy
production as a function of the speed at which the oper-
ations take place. Additionally, some effective tempera-
tures relevant to the extraction are introduced and stud-
ied. Finally, Sec. IV concludes this work. We construct
initial GGE states to extract work from using a quan-
tum quench described in Appendix A. While the main
body focuses on a system obeying a quadratic dispersion
relation, Appendix B compares this with a tight-binding
situation where, due to the particular shape of the dis-
persion relation, some additional peculiarities come into
play.
II. SET-UP
We consider a 1D lattice of spinless fermions (fermionic
chain) with length L and periodic boundary conditions.
Two separate dispersion relations are studied: (i) a free
fermion gas with Hˆgas =
∑
k ǫkaˆ
†
kaˆk, where aˆk(aˆ
†
k) are the
annihilation (creation) operators in momentum space,
k = kn = 2nπ/L and corresponding energy ǫk =
k2
2m
(we set ~ = 1 throughout the article); (ii) a tight binding
model is discussed in Appendix B.
Treating the occupation of each k-mode as an indepen-
dently conserved quantity, the GGE has the form
ρˆGGE =
kL⊗
k=k1
ρˆk =
1
Z
exp
{
−
kL∑
k=k1
ηkaˆ
†
kaˆk
}
(2)
where each Lagrange multiplier ηk fixes the expectation
value 〈aˆ†kaˆk〉 = nk. This GGE-ensemble, being the tensor
product of the two-by-two density matrices of each mode,
has an entropy which is the sum of the von Neumann-
entropies of all states, namely
S(ρˆGGE) =
kL∑
k=k1
S(ρˆk) =
∑
k
[
ln
(
1 + e−ηk
)
+
ηk
eηk + 1
]
.
(3)
Note that the GGE-ensemble description amounts to
an effective Fermi-Dirac distribution for each k-mode,
that is nk = [exp{ηk} + 1]
−1 where ηk can be thought
of as having the form
ηk = (ǫk − µk)/Tk. (4)
We have the freedom to set the chemical potential µk =
µ, a constant independent of k (see section III B). Tk
then corresponds to the effective temperature of mode k.
A. Bragg-operation
In order to perform the permutations of the single-
particle occupations, we suggest to add successive Bragg-
pulses [45–47] to the system, each pulse of the sequence
provoking a transposition (swap) of the occupations of
two levels. These Bragg Pulses are described by the ad-
ditional time-dependent Hamiltonian
HˆB =
V0
2
∑
k
[
e−iωtaˆ†k+q aˆk + e
iωtaˆ†kaˆk+q
]
. (5)
Here, q and ω are the wave vector and frequency trans-
ferred by the Bragg field to the atoms. V0 is the strength
3of the Bragg potential, which is related to the intensity
of the pulses (see e.g. [45]). The appropriate values for
these parameters, together with the pulse duration Tswap,
will be discussed below. The Heisenberg equations-of-
motion for the annihilation operators with Hamiltonian
Hˆ(t) = Hˆ0 + HˆB(t) read
i
∂aˆk(t)
∂t
= ǫkaˆk +
V0
2
e−iωtaˆk−q +
V0
2
eiωtaˆk+q (6)
In order to eliminate the explicit time-dependence on the
right-hand side of (6), we move to the rotating frame
ˆ˜ak = e
iω k
q
taˆk, leaving a linear equation for the vector A
of rotating annihilation operators
iA˙(t) =MA(t), (7)
that describes simultateous Rabi-oscillations for all pairs
of levels whose wave vectors differ by q. It is evident that
the oscillation between two levels k1 and k2 = k1 + q is
resonant when ω = ǫk2 − ǫk1 , allowing to select the swap
(transposition in the terms of group theory which we will
use [52]) between these two levels by properly fixing the
Bragg parameters. For a two level problemn(a system
with only two momentum modes), the calculation can
be done explicitly [53]. It follows firstly that given this
resonance condition a full transposition of occupation is
done in a time
Tswap = π/V0. (8)
Keeping this constraint in mind, only one free Bragg pa-
rameter remains. Secondly, the larger Tswap, the better
the selectivity of a single transition, i.e. minimal un-
wanted side effects on other, non-resonant, energy levels.
From this we deduce that most work can be extracted in
the adiabatic limit.
With the help of Eq. (7), the time-dependence of the
GGE can be rewritten as
ρˆGGE(t) =
1
Z
exp
{
−
∑
k
ηkaˆ
†
k(t)aˆk(t)
}
(9)
=
1
Z
exp
{
−
∑
k
ηk ˆ˜a
†
k(t)
ˆ˜ak(t)
}
= Z−1 exp
{
−A†(t) · B · A(t)
}
= Z−1 exp
{
−A†(0) · eiMt ·B · e−iMt ·A(0)
}
= Z−1 exp
{
−A†(0) ·B(t) · A(0)
}
(10)
With diag[B(t)] = [. . . ηk−1(t), ηk(t), ηk+1(t) . . .]. By ne-
glecting the off-diagonal elements of B(t) we obtain
ρˆGGE =
1
Z
exp
{
−
∑
k
ηk(t)aˆ
†
kaˆk
}
, (11)
such that the time-dependence has been brought to the
Lagrange multipliers. This approximation corresponds
to letting the system equilibrate between successive Rabi
pulses (i.e. off-diagonal elements will dephase).
To extract all of the work, we will need to rearrange
an extensive number of occupation numbers (or Lagrange
multipliers). To execute the entire permutation with suc-
cesive Bragg pulses, we need to decompose the permua-
tion in a series of transpositions. Recall that, any per-
mutation can be decomposed in a cycle and each cycle of
length m can be written as m − 1 successive transposi-
tions [52]. The latter is non-unique, so we will compare
two different protocols in this work, depicted in figure
1. Note that we can not perform the transpositions with
unit fidelity because of the limited selectivity of the Bragg
pulse.
A B C D
1
2
3
(a) Protocol 1
A B C D
3 2 1
(b) Protocol 2
FIG. 1. The two protocols for decomposing a cycle into trans-
positions that were considered, depicted for a four-state sys-
tem where all states rotate one position to the right. Letters
denote different states and the numbers denote the order in
which the operations take place.
In the case of free particles, a finite cutoff in k-space
kcut has to be taken in order to keep the number of con-
sidered momentum modes finite. In the tight-binding
case on the other hand, two new complications arise: pe-
riodicity in momentum space and coinciding resonances.
The more complicate tight-binding case is discussed fur-
ther in appendix B.
As an example, we apply our method to an initial non-
thermal state created by a quench that constitutes in-
stantly switching off an additional optical lattice poten-
tial. For details on this initial state, see appendix A.
III. RESULTS
Starting from the initial state after suddenly turning
off a periodic potential, described in appendix A, we ex-
amine the work that can be extracted by our Bragg proce-
dure for both protocols. Work corresponds in this regard
to the difference in the expectation value with respect
to ρˆGGE of the energy between the state before (ρˆGGE,i)
and after (ρˆGGE,f ) execution of the whole protocol
W = Tr
[
ρˆGGE,f Hˆgas
]
− Tr
[
ρˆGGE,iHˆgas
]
. (12)
We define the maximal extractable work Wmax as the
work that a perfect permutation of the Lagrange mul-
tipliers would allow to extract, as described in the intro-
duction. This quantity Wmax also goes under the name
ergotropy [8, 21]. The extracted work W on the other
hand, corresponds to the work extracted with finite Tswap
4using one of our Bragg protocols. The unextracted work
then is the difference between the maximal extractable
work and the extracted work Wunext = Wmax −W . The
entropy production ∆S is the difference between the final
and initial entropy of the state, where the entropy is given
by (3). We numerically implemented Eqs. (10) and the
dephasing (11) for successive transpositions, obtained by
an appropriate choice of the Bragg Hamiltonian (5). We
have verified, by comparison, that ambiguity in the or-
dering when some modes are degenerate does not affect
the results.
A. Work extraction
Work extraction for both protocols is studied as a func-
tion of Tswap. The results are shown on fig. 2. It is worth
stressing that the work shown is the work for an entire
process (as opposed to a single transposition) as func-
tion of the parameter Tswap that characterizes the adia-
baticity. First, protocol 1 turns out to be more efficient
than protocol 2 as it needs a smaller Tswap to extract
the same amount of work. As expected, in the adiabatic
limit all work can be extracted. Furthermore, both the
unextracted work and the entropy production decay al-
gebraically as T−2swap in the long transposition time limit
whereas the decay is slower for smaller Tswap, linear for
Wunext.
102 103 104
Tswap[EF
-1]
10-4
10-3
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10-1
100
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(a)
102 103 104
Tswap[EF
-1]
10-4
10-3
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10-1
100
101
Δ
S
[k
B
]
(b)
FIG. 2. Unextracted work and entropy production for pro-
tocol 1 (blue) and protocol 2 (yellow) as function of Tswap.
T−2swap and T
−1
swap lines (red, dashed) are shown for compari-
son. Parameters kFL = 50pi and kcut/kF=2 were used.
Note that for short Tswap a negative amount of total
work W = Wmax −Wunext is extracted. For short Tswap
the Bragg operation is rather unselective; by coupling to
too many unwanted states considerable entropy is gen-
erated. Since most of those states are at higher energy,
the system is effectively being excited rather than cooled
down.
The behavior of the unextracted work for long trans-
position times can be understood analytically. Since the
values of both unextracted work and entropy production
are small, we assume them to be linear in the number of
unwanted (off-resonant) transpositions. Generalizing the
expression for a single Rabi-oscillation (see for example
[53]) to a superposition of all simultaneous oscillations,
the total number of particles transferred to another mode
after time Tswap can be written as
∑
k
sin2
(√
1 +
(
ǫk+q−ǫk−ω
V0
)2
V0Tswap
)
1 +
(
ǫk+q−ǫk−ω
V0
)2 Nk (13)
where Nk denotes the occupation of mode k before the
operation. We can easily extract an upper bound for this
quantity by nothing that all Nk < maxNk ≤ 1. Further-
more using ǫk =
k2
2m , expression (13) can be bounded
by
∑
k
1
1 +
(
2kq+q2−ω
2mV0
)2 . (14)
Now suppose the purpose of the operation is transpos-
ing the states k = 0 en k = 2πL , such that parameters
q = 2πL , ω =
4π2
2mL must be chosen. We extend the sum
over k-modes up to infinity. The total of all off-resonant
(and hence unwanted) contributions is then proportional
to
2
∞∑
n=1
1
1 +
(
4π2n
mL2V0
)2 = −1 + mL2V04π coth mL2V04π . (15)
In the adiabatic limit mL
2V0
4π ≪ 1, this expression can
be expanded as
1
3
(
mL2V0
4π
)2
+O
[(
mL2V0
4π
)4]
, (16)
which is quadratically increasing in V0 in leading order,
or equivalently quadratically decaying in Tswap = π/V0.
In the thermodynamic limit mL
2V0
4π ≫ 1 on the other
hand, expression (15) reduces to
−1 +
mL2V0
4π
, (17)
Which is only linearly decreasing with Tswap.
If, instead of k = 0 and k = 2πL , one wishes to transpose
another pair of modes, the results remain valid as we
show in the following. The difference between the energy
levels ǫk+q and ǫk is (2q + q
2)/(2m) and for the rotated
states
ǫ˜k+q − ǫ˜k = (2kq + q
2)/(2m)− ω. (18)
ω is chosen such that the pair of levels k′ en k′+q becomes
resonant, from which
ǫ˜k′+q − ǫ˜k′ = 0 = 2k
′q + q2 − 2mω ⇒ 2mω = 2k′q + q2.
(19)
Substituting in (18) then yields
ǫ˜k+q − ǫ˜k =
q
m
(k − k′), (20)
5which depends only linearly on (k − k′).
As a consequence, choosing k′ 6= 0 merely shifts the
terms in the summation (15). From (14), it is also read-
ily seen that operations where q 6= 2πL corresponds to a
rescaled version of (16). From this, it is apparent that
the imperfections of the whole procedure, consisting of a
number of successive operations where each instance the
imperfections decay quadratically (linearly) with Tswap,
will also be decaying quadratically (linearly) in Tswap.
The linearisation of the work functional in the number of
transferred particles then provides the behaviour in both
the linearly and quadratically decaying regime. For the
entropy functional (which is less linear by itself), only
the quadratically decaying regime is recovered [see Fig.
2 (b)].
B. Effective temperatures
Usually, the notion of temperature refers to states that
thermalize, but we wish to investigate here whether it
can be meaningful to define a temperature for the inte-
grable system under consideration. In particular, we de-
fine three different temperatures for our GGE-state: the
Boltzmann-Gibbs temperature TBG, the average mode-
temperature Tav and the extraction temperature Text.
The Boltzmann-Gibbs temperature TBG is simply the
equilibrium temperature that a Boltzmann-Gibbs state
(Fermi-Dirac distribution of k-modes) would have if this
equilibrium state has the same total energy E and parti-
cle number N as the GGE-state. It hence satisfies∑
k
ǫk
e(ǫk−µ)/TBG + 1
= E (21)
∑
k
1
e(ǫk−µ)/TBG + 1
= N, (22)
where µ is the chemical potential.
Secondly, we define Tav to be the average of the tem-
peratures of the individual k-modes
Tav := 〈Tk〉k, (23)
where each Tk is calculated from (4). For µ, the
Boltzmann-Gibbs value mentioned above is taken here.
For our final notion of temperature, we start from the
thermodynamic relationship that the temperature is the
derivative of energy with respect to entropy. In our case
however there is no unique correspondence between these
two quantities as the configuration space is L-dimensional
(or, keeping the particle number constant, L-1 dimen-
sional), so that the temperature is dependent on direction
along which a variation occurs Tdir =
δE
δS . To be specific,
we consider this temperature for the final state with pa-
rameters (Ef , Sf), where the variations correspond to a
change in Tswap. This corresponds to
Text =
δEf
δSf
=
Wunext(Tswap)
∆S(Tswap)
. (24)
We are particularly interested in the behaviour for Tswap
sufficiently long so that the finite time-protocol can be
regarded as resulting in a small perturbation (δEf , δSf )
from the adiabatic result (E
(0)
f , S
0
f = Si)
These three different notions of temperature are shown
on figure 3 (see also Fig. 7 in Appendix B for the tight
binding case). We see that Text is the most protocol-
dependent as it depends on the small difference between
the attained state and the perfect state rather than the
attained state as a whole. Also some oscillatory be-
haviour is present, which might diminish for larger sys-
tem size. For Tav and TBG on the other hand, it becomes
increasingly difficult to distinguish both protocols. Due
to the fundamentally different nature of the three tem-
peratures, it is still remarkable that they differ less than
a factor two.
IV. CONCLUSIONS AND OUTLOOK
In this work, we demonstrated how work can be ex-
tracted from an integrable quantum system described by
a GGE, using fermionic chains as an example. The work
extraction is done by permuting the Lagrange multipli-
ers and we provide a method to construct the necessary
unitary operations from Bragg spectroscopy, that can be
implemented with ultracold atomic gases. Our method
was explicitly demonstrated for two separate dispersion
relations: a free gas and a tight-binding lattice. In both
cases, we started from an initial stationary state con-
structed by a quenching procedure.
In the case of a free gas, all possible work becomes
extracted in the adiabatic limit. When performing the
operations with finite speed, the decay of the unextracted
work and of the entropy production goes
deep in the adiabatic limit as T−2swap in the slowness of
the operations and scales quartically with system size as
L4. For faster operations (shorter Tswap) or equivalently,
larger systems, the unextracted work goes only linear as
T−1swap and increases quadratically with the system size as
L2. Because in all cases the dependence on L and Tswap is
trough L2T−1swap, one needs to scale Tswap ∝ L
2 in order to
keep the excess density (average imperfection per mode)
constant. As also the total number of transpositions to
perform is extensive in the system size, the total time of
executing the protocol scales at L3 under constant excess
density.
The two protocols we compared produce similar re-
sults in most cases. There are cases however, where an
extensive difference between the two protocols is evident,
for example when significant next-nearest-neighbour hop-
ping is present in a tight binding model (see Appendix
B). Other protocols may be constructed as well (or using
a different starting point for the transpositions within the
same protocol ) and it will be worthwhile to verify the
efficiency of a protocol before implementing it in practice.
From the unextracted work and the entropy produc-
tion, we defined an effective temperature, which was of
63000 4000 5000 6000 7000
Tswap[EF
-1]
0
2

[E
F
/k
B
]
FIG. 3. Comparison of the different measures of tempera-
ture as a function of Tswap for the quadratic dispersion in our
kFL = 50pi, kcut/kF = 2 system. Dotted lines: Text, dashed
lines: TBG and full lines: Tav. The blue lines correspond to
protocol 1 and the orange ones to protocol 2.
the order of the Boltzmann-Gibbs temperature of the sys-
tem.
Note that through the Bragg hamiltonian the optical
potential is treated as a classical field. This means that
photonic uncertainty and entanglement between the sys-
tem and the environment (as entanglement within the
system) are not incorporated in the picture used. We ex-
pect the influence of these principles to our results to be
rather limited [54], but nonetheless it may be interesting
to look how they change the picture precisely.
The methods are also applicable to bosonic systems
that can be mapped to a fermionic one by a Jordan-
Wigner transform. On the other hand, the fermionic
particles could also have a spin, in which case the po-
larization of the Bragg laser would distinguish the spin
components. Our method can be extended to higher-
dimensional systems as well and can be applied to generic
band structures.
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Appendix A: Constructing an initial GGE state by
quenching
In quantum mechanics, time-evolution is described by
a unitary operation. On the other hand, changes of basis
are also unitary transformations. The interplay of these
two unitary operations can give rise to a number of differ-
ent manifestations when both are present. In the case of
adiabatic time-evolution, both operations coincide such
that the density matrix after evolution expressed in the
new basis has the same elements as the density matrix be-
fore the transformation, expressed in the old basis. The
opposite limit, quenching, takes place when de hamilto-
nian is changed instantly [55]. Generally, the system is no
longer in an eigenstate after this quench. However, as we
only consider the occupations as conserved quantities and
neglect the oscillating off-diagonal elements (decoherence
which corresponds to time-averaging), the resulting den-
sity matrix becomes diagonal again, be it with different
elements (eigenvalues). If one starts from a thermal state,
the ordering of occupations is opposite to the ordering of
the energy levels, as the Boltzmann-distribution is a de-
creasing function. After quenching, this order is generally
no longer maintained. Because of this, quenching can be
useful to construct a non-thermal stationary state from
which work can be extracted.
In particular, we perform a quench consisting of
switching off an additional term in the Hamiltonian of
the form
J
2
∑
k
(aˆ†kaˆk+ 2piλ + aˆ
†
kaˆk− 2piλ ), (A1)
corresponding to an additional cosine-potential with pe-
riod λ (which is commensurable with L) and strength
J . For the tight-binding case where periodicity has to
be taken into account, the sums in k-labels are consid-
ered modulo 2π. We rather consider the switching off
than the switching on of the periodic potential in order
to have the simpler final Hamiltonian. The state after
the quench is then used as an initial state to extract
work from. As particle distribution before the quench a
zero-temperature Fermi-Dirac distribution at half filling
is taken. In the main body of the text, a quench with
λ = 5, J = 8 and is used onto a system of 100 modes
(L = 100, largest considered wavenumber kcut = π) con-
taining 50 fermions (N = 50, fermi-momentum kF =
π
2 )
The momentum-cutoff corresponds to a position resolu-
tion of πkcut which, especially in the tight-binding case,
can be thought of as the lattice distance of the system.
The momentum kcut = π thus rather corresponds to the
edge of the first Brillouin zone than a cutoff above which
modes are not considered. This periodicity in k-space is
discussed further in Appendix B. The distributions of
particles as function of the energy are shown on figure 4.
70 1 2 3 4
ϵk EF]
0
1
n
ϵ
a
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ϵk τ]
0
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 
ϵ
b
FIG. 4. Distribution of particles as function of energy before
(red) and after (purple) a J = 8, λ = 5, L = 100 quench.
Left: quadratic dispersion and Right: (∆k = 0.01-shifted)
tight-binding dispersion. As the quadratic dispersion relation
is symmetric, each dot corresponds to two opposite k-modes.
Appendix B: tight-binding dispersion
In the tight-binding case, with Hamiltonian
Hˆtb = −2τ
∑
k
cos(k)aˆ†kaˆk (B1)
some care must be taken. Because of the periodicity in
momentum space, in the matrix M from equation (7)
an additional pair of nonvanishing (non-main) diagonals
appear that correspond to the Umklapp processes that
cross the boundary of the Brillouin zone. Contrary to
the direct processes, the Umklapp matrix elements do
not become time-independent under the transformation
to rotating basis states. In order to still be able to per-
form an efficient computation where only diagonalization
must be done numerically, we will therefore neglect these
Umklapp-processes. However, for each Bragg operation
we choose a new Brillouin zone, with a cut in k-space cho-
sen such that the processes neglected are the transitions
that are the least coupled with the resonant transition.
A second issue with the tight-binding dispersion is that
the naive choice of basis states for k as done above leads
to multiple resonances that coincide. Namely, for certain
combinations of q and ω more than one pair of levels is at
resonance, making it impossible to affect them indepen-
dently. We propose two distinct solutions for this latter
issue. The first possible solution is to use basis states
that are slightly shifted in k-space, which corresponds to
the presence of a gauge field [56]. An alternative solution
is to introduce an additional term in the fermionic Hamil-
tonian, such as a next-nearest-neighbour hopping. Both
solutions break the degeneracy of the Bragg transitions.
Results for Wunext and ∆S are shown as function of
Tswap on figure 5. From (a),(b) it is seen that for the
naive choice of basis states k = 2nπ/L the extracted
work does not approach the maximal extractable work
in the adiabatic limit even though the entropy produc-
tion tends to zero. This suggest a permutation of the
Lagrange multipliers is performed which is not the op-
timal one, confirming the issue of coinciding resonances.
Indeed, on (c), (d) it is shown that the addition of a
small gauge field that slightly shifts the dispersion allows
to extract all of the maximal extractable work. Simi-
larly, also adding a small next-nearest-neighbour (nnn)-
hopping perturbation to the Hamiltonian results in a full
extraction of the available work. The behaviour in these
two cases can be attributed to the possibility of distin-
guishing the transition degeneracies as discussed above.
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FIG. 5. Unextracted work (left) and entropy production
(right) as function of adiabaticity for the unperturbed case
(top) and assuming ∆k = 0.01 Galilei-shifted basis states
(bottom). Results where the dispersion includes a σ = 0.01
next-nearest-neighbour hopping term are numerically simi-
lar to the bottom case. Perturbing parameters for the lat-
ter two cases are chosen small to make comparison with the
unperturbed case meaningful. Clearly, the maximal available
amount of work Wmax ≈ 5.19 is reached in the adiabatic limit
in the bottom case but not in the unperturbed one. Again
protocol 1 is depicted in blue and protocol 2 in orange.
In contrast to the case of the quadratic dispersion,
there is no simple analytical expression that describes the
decay as function of Tswap. One of the reasons for this is
that the energy states are on average closer to each other
here, making the number of significant off-diagonal pro-
cesses larger and resulting in a decay that is slower than
in the case of the quadratic dispersion. For both proto-
cols nevertheless the unextracted work and the entropy
production decay to zero in a similar way. As opposed
to the case of the quadratic dispersion, protocol 2 seems
more efficient on average although the difference between
the two protocols remains modest.
This is not always the case though, as is seen on fig-
ure 6. When there is a next-nearest-neighbour hopping
term σ = 0.1τ present, there is a significant difference in
efficiency between both protocols.
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FIG. 6. Extracted work (a) and entropy production (b) for a
tight-binding lattice including larger next-nearest neighbour
σ = 0.1τ hopping for protocol 1 (blue) and protocol 2 (or-
ange). This situation is an example where the choice of pro-
tocol will make a significant difference.
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FIG. 7. Comparison of the different measures of temperature
as a function of Tswap for the (0.01-shifted) tight-binding dis-
persion. Dotted lines: Text, dashed lines: TBG and full lines:
Tav. The blue lines correspond to protocol 1 and the orange
ones to protocol 2.
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