This paper proposes a novel approach for registering the PRNU pattern between different camera acquisition modes by relying on the imaged scene content. First, images are aligned by establishing correspondences between local descriptors: The result can then optionally be refined by maximizing the PRNU correlation. Comparative evaluations show that this approach outperforms those based on brute-force and particle swarm optimization in terms of reliability, accuracy and speed. The proposed scene-based approach for PRNU pattern alignment is suitable for video source identification in multimedia forensics applications.
INTRODUCTION
The Photo Response Non-Uniformity (PRNU) [1] of digital sensors is a special fixed-pattern noise, exploited in image forensics as fingerprint to develop robust methods for source attribution [2] . PRNU fingerprints are extracted pixelwise, and are hence best generated and compared at native camera resolution [3] . Due to their high sensitivity to any pixel misalignment, PRNU fingerprints are particularly difficult to compare when dealing with stabilized videos, that are typically obtained from a scaled, translated and/or rotated portion of the full sensor area [4] . Current approaches to the problem attempt to find accurate estimates of the underlying geometrical transformation by maximizing the PRNU correlation either by brute-force search [5] [6] [7] or, more recently, by particle swarm optimization [8] . Nevertheless, such kind of approaches can be computationally expensive, not sufficiently accurate, or demand some a priori knowledge to meet the accuracy requirements.
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In this paper we propose a novel and robust solution for PRNU pattern registration, that exploits the imaged scene content instead of relying only on PRNU information. In the general setup, a native full resolution photo and a video frame of the same static scene are firstly acquired with the device. Then, the two images are aligned with each other based on scene content via keypoint descriptor matching [9] . A refined solution minimizing small residual registration errors can then be obtained by maximizing the PRNU correlation over a limited parameter search space. Experimental evidence shows that the proposed solution is more reliable, more accurate and faster than the state-of-the-art approaches. Moreover, according to our results, PRNU pattern registration depends only on the device model for both non-stabilized videos and stabilized videos acquired with a sufficiently smooth motion. This implies that our approach can effectively be employed to build a database collecting PRNU pattern transformations for different device models, and used to develop practical applications involving a PRNU-based analysis of videos.
The rest of the paper is organized as follows. Related work is presented in Sec. 2, the proposed approach is described in Sec. 3 and experimental results are shown in Sec. 4. Conclusions and future work are discussed in Sec. 5.
RELATED WORK
PRNU has proved to be an effective cue for the source attribution problem in the case of digital photos [2] . Extending PRNU-based methods from photos to videos is not straightforward, and raises several issues related to the lesser reliability of videos, characterized by lower resolutions and stronger compression ratios [8] . In order to overcome these problems, PRNU-based verification usually employs only I-frames [6] [7] [8] , but can also consider photo images obtained at native sensor resolution, which can be used for extracting a reference fingerprint [7] . In the latter case, an accurate alignment between the full resolution fingerprint and the video frames is required so as to compensate for the scaling and cropping of the video frame with respect to the native image. Further difficulties arise in the case of stabilized videos, since each frame is subjected to a different affine warping, aimed at alleviating the effects of camera handshaking and rolling shutter [4] . However, especially in the case of a smooth camera path, it is quite reasonable to assume that, for most part of the sequence, stabilization is not actually enabled, thus allowing one to treat a stabilized video as a non-stabilized one [8] .
Current solutions to the video PRNU pattern alignment problem search for the best PRNU pattern transformation maximizing the PRNU correlation between the fingerprint and the video frame under test, mainly focusing on translation, scale and rotation transformations. While the best translation (and then cropping) parameters can efficiently be found in the frequency domain when no other transformations are present, adding scale and rotation significantly increases the complexity of the search problem. Except for [10] , the first work dealing with PRNU on stabilized videos, that anyway compensates for translation only, searching in the parameter space was usually carried out by brute-force [6, 7] , and only recently replaced by particle swarm optimization as a faster and smarter search approach [8] . Nevertheless, particle swarm optimization can be still slow for some applications, and strongly depend on a sensible user-assigned parameter setup in order to work properly (for an experimental assessment of this phenomenon, see Sec. 4).
PROPOSED APPROACH
Our approach works with a native full resolution photo of a static scene, used as reference. A video frame captured with the same device is then acquired and aligned with the reference. When the video frame comes from a stabilized video, the reference image can be replaced by a non-stabilized video frame. As verified later in the experimental section, the transformation governing the PRNU pattern alignment depends only on the device model and not on the device exemplar at hand. This means that, once estimated under the conditions above on a given device, the same PRNU pattern transformation can be applied to all the devices sharing the same model. Figure 1 shows an example of static scene image registration. In order to improve the registration accuracy, the scene must be on focus and include discriminative patterns covering the whole image area. Only I-frames are considered and, when available, the photo and video are taken using remote or vocal controls in order to avoid any misalignments due to device motion.
For the registration, corner-like keypoints extracted with the HarrisZ detector [11] are matched with the recent SIFTlike sGLOH2 local image descriptor [12] , and the initial geometric transformation parameters are estimated using RANSAC [9] . As shown in the bottom row of Fig. 1 , stabilized video frames cover a smaller portion of the nonstabilized video frame area in order to compensate for affine frame deformations and avoid missing image spots from areas not covered by the camera sensor. In order to estimate the required geometric transformation, the user sets the value of the reprojection error ϵ employed to define RANSAC inliers, thus indirectly bounding the scale, rotation and translation range values. According to this observation, the transformation estimated so far can be refined through an exhaustive search over a small set of allowable scales and rotations, operating analogously to other video PRNU pattern alignment approaches. Specifically, the PRNU correlation in terms of Peak-to-Correlation-Energy (PCE) [5] is evaluated over a small set of scales and rotations, using the PRNU fingerprint extracted from a sufficient number of images containing flat (i.e., with uniform color content) scenes of the same format as the reference image employed in the initial registration, and the PRNU extracted from a single flat video frame. In the following, details about PRNU pattern registration refinement are provided, under the assumption that rotations are negligible. This is often the case, since every good stabilization algorithm introduces only a minimal distortion, i.e., it deviates only slightly from the condition where stabilization is not actually enabled. However, the method can naturally be extended so as to take also rotations into account. A given length l on the reference image scales to l ′ = l × s on the video frame according to the initial scale factor s. Since the reprojection error threshold is experimentally set to ϵ = 4 (i.e., the estimated average keypoint localization error), the effective scaled length l ′ v ranges in the values
where v is quantized by a step of q = 0.5 pixels for computational efficiency. This leads to a set of 2ϵ/q + 1 = 17
allowable scale values s v = l ′ v /l according to v. Considering as values for l the width and height of the reference image, and repeating the process analogously on the video frames to be evaluated, a maximum of 17 × 4 = 68 allowable scales s v are required to be checked, corresponding to all the 17 possible values of v and the 4 values of l. The corresponding translation t v is obtained from s v as
where (p i , p ′ i ) are the n RANSAC inlier keypoint pairs, being p i and p ′ i points in the reference image and in the video frame, respectively. During the scale refinement, translation values t v can be used to check the PCE peak location consistency, so as to discard the corresponding solution for relevant deviations. Note that this false alarm reduction is not possible with other approaches based only on the maximization of the PRNU correlation.
EXPERIMENTAL RESULTS
We compared the proposed PRNU pattern registration approach on seven different devices against particle swarm optimization, which provides better accuracy and computational efficiency than brute-force approaches. In particular, for each device, we registered in terms of scale and translation video I-frames with a flat homogeneous scene content over PRNU fingerprints extracted from native resolution photo images or I-frames of non-stabilized videos. Following the assumption of the previous section, no rotations were taken into account. Table 1 reports the results in terms of PCE and the running time, together with the estimated scale. Due to lack of space, only the mean µ, standard deviation σ, and minimum and maximum values are reported here (detailed results, dataset and code are provided as additional material for further analysis and reproducibility 1 ). The scene-based registration and its refinement are indicated as G and G r , respectively. Additionally, G m represents the results obtained by averaging G r scales while discarding video I-frames with low PCE values (i.e., less than 50) on G, as a fast way to skip unusable frames. For particle swarm, implemented using the Matlab particle swarm function, two different versions are provided according to two different initial parameter setups. In detail, setup P uses 35 particles and a scale search range in [0.5, 3], while setup P r uses 30 particles and a scale search range in [1, 3] and [0.5, 1], respectively when the reference PRNU is extracted from native full resolution photos and non-stabilized videos. Notice that the total running time for G r is obtained by adding the corresponding columns G and G r in the table.
The mean PCE value obtained with the scene content registration method G only is in most cases quite accurate, even without scale refinement (method G r ). The average registration G m gives values very close to those given by G r . The almost identical scale values obtained with the two different Samsung S7 devices witness the fact that PRNU pattern registration is not device dependent and, hence, G m registration can be used with other devices of the same model, thus avoiding to acquire each time ad hoc static scene images or videos. Moreover, as reported in the additional material, registration of native full resolution images onto non-stabilized and stabilized video frames can be concatenated to get a registration from non-stabilized to stabilized videos without any accuracy degradation. Concerning particle swarm optimization, the solution obtained with P r is usually more accurate and reliable than with P , confirming the fact anticipated above that, without any a priori clues, a sensible scale range must be provided by the user in order to avoid unstable or even wrong solutions. Scene-based PRNU pattern registration is in general more accurate and reliable than that obtained by particle swarm optimization. Only for the Huawei P9 Lite and, to a lesser extent, for the 1 st Samsung Galaxy S7 device when registering non-stabilized videos over native full resolution photos, our approach tends to be less accurate, probably due to a noisy acquisition of the static scene images and videos when preparing the data.
Concerning running times, scene-based registration G is very fast and even by summing up the further refinement step G r , the approach is faster than particle swarm optimization. In particular, our full approach G r is about four times faster than particle swarm optimization, except for non-stabilized to stabilized video PRNU registration with setup P r , for which our approach is only twice faster. Note that running times depend on image resolution and hence on the scale search range. Clearly, particle swarm accuracy can be improved by using more particles in the setup, yet computation time would increase accordingly.
CONCLUSIONS AND FUTURE WORK
This paper proposed a novel and robust solution for PRNU pattern alignment, that uses the image scene content to obtain an initial registration using local image descriptors and can be further refined by maximizing the PRNU correlation. The proposed approach has shown to be more reliable, more accurate and faster than existing approaches based on brute-force and particle swarm optimization. Future work will include the integration of the proposed scene content registration into the particle swarm framework, as a tool to drive the search in the parameter space. Additionally, we plan to extend the method to include rotations that are reasonably expected on long-time non-flat stabilized videos, currently excluded in our analysis. Finally, a more accurate acquisition protocol for the static scene will be defined, concurrently with the generation of a shared database collecting the estimated PRNU transformation for several device models.
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