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RESUMEN
La predicción de la estructura de las proteínas continúa 
siendo un reto para la comunidad científica. Para la con-
strucción de modelos apropiados, múltiples autores han 
venido explorando heurísticas complejas como redes neu-
ronales recurrentes, máquinas de vectores de soporte de 
múltiples capas, algoritmos bio-inspirados o combinación 
de clasificadores, pero estos esfuerzos han resultado in-
suficientes. En el presente artículo se discuten los métod-
os de predicción de estructuras basados en aprendizaje 
automático. Estos métodos se clasifican en diferentes 
taxonomías y se provee una descripción detallada de 
cada paradigma, resaltando sus ventajas y desventajas. 
Finalmente, se muestran las tendencias actuales y los últ-
imos avances en las investigaciones en la predicción de 
estructura de proteínas.
Palabras clave: Aprendizaje automático; predicción de 
estructura de proteína; bioinformática; inteligencia artifi-
cial.
SUMMARY
The prediction of protein structures remains as a chal-
lenge for the scientific community. For the construction of 
the adequate models, several authors has been explored 
complex heuristic like the recurrent neural networks, multi-
layer support vector machines, bio-inspired algorithms or 
the combination of classifiers, but all these efforts are not 
enough. In the current manuscript the structure predic-
tion methods based on machine learning are discussed. 
These methods are classified in different taxonomies and 
also a detailed description of each paradigm is provided, 
highlighting its advantages and disadvantages. Finally, the 
current   tendencies and the last advances in the research 
of protein structure prediction are showed.
Keywords: Machine learning; protein structure prediction; 
bioinformatics; artificial intelligence.
RESUM 
La predicció de l’estructura de les proteïnes continua sent 
un repte per a la comunitat científica. Per a la construcció 
de models apropiats, múltiples autors han estat explorant 
heurístiques complexes com xarxes neuronals recurrents, 
màquines de vectors de suport de múltiples capes, algo-
ritmes bio-inspirats o combinació de classificadors, però 
aquests esforços han resultat insuficients. En el present 
article es discuteixen els mètodes de predicció d’estructu-
res basats en aprenentatge automàtic. Aquests mètodes 
es classifiquen en diferents taxonomies i es presenta una 
descripció detallada de cada paradigma, ressaltant els 
seus avantatges i desavantatges. Finalment, es mostren 
les tendències actuals i els últims avenços en les investi-
gacions en la predicció d’estructura de proteïnes. 
Mots clau: Aprenentatge automàtic; predicció d’estructu-
ra de proteïna, bioinformàtica, intel·ligència artificial.
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1. INTRODUCCIÓN
Las proteínas ocupan un lugar de máxima importancia 
entre las moléculas constituyentes de los seres vivos (bio-
moléculas). Prácticamente todos los procesos biológicos 
dependen de la presencia y/o actividad de este tipo de 
sustancias. La estructura terciaria determina la función 
que realiza la proteína, la cual puede ser muy variada. Las 
proteínas regulan la totalidad de los procesos celulares, 
incluso su propia síntesis [1].
En los últimos tiempos aunque las técnicas experimen-
tales para proporcionar modelos aproximados de la es-
tructura y la dinámica de las proteínas (cristalografía de 
rayos X o resonancia magnética nuclear tridimensional), 
han alcanzado un gran avance, la diferencia entre el núme-
ro de secuencias y el de estructuras conocidas se incre-
menta diariamente. Por ello, en la actualidad, la predicción 
de estructuras de proteínas, se ha convertido en uno de 
los principales objetivos de la Bioinformática y, la Química 
Teórica, entre otras disciplinas, [2–5]. Este proceso implica 
predecir las estructuras secundaria y terciaria de la pro-
teína desde su estructura primaria. Estos estudios tienen 
grandes implicaciones debido a su importancia en la Me-
dicina, para el diseño de fármacos, y en la Biotecnología, 
para el diseño de nuevas enzimas [6–13].
La predicción de estructura de proteínas, se ha abordado 
empleando dos enfoques fundamentales: los métodos ab 
initio y los métodos de modelado por comparación (homo-
logía molecular). Los métodos ab initio tratan de predecir 
el plegamiento sin tener en cuenta la información evolutiva 
de las proteínas. Estos métodos exploran la energía hi-
persuperficial para establecer una conformación de ener-
gía mínima, la cual se cree se corresponda con el estado 
nativo de la proteína [10–12], [14], [15]. Por otra parte, los 
métodos de homología molecular tratan el problema de la 
predicción a partir de la información que implica la carac-
terización de múltiples secuencias alineadas basadas en 
la conservación de las secuencias y las mutaciones corre-
lacionadas [16–20].
El uso de las técnicas de aprendizaje automático en la 
predicción de estructuras de proteínas ha experimentado 
un crecimiento acelerado en los últimos tiempos, alcan-
zando el 87% del total de las técnicas usadas hasta el 
momento. Esto se debe, fundamentalmente, al alto nivel 
de adaptabilidad de estos algoritmos. Dentro de las técni-
cas de aprendizaje automático las más empleadas son los 
sistemas de combinación de clasificadores con un 27% 
y las redes neuronales artificiales con un 25%. Mientras, 
las máquinas de vectores de soporte y los algoritmos bio-
inspirados han logrado el interés de los investigadores con 
un 17% y un 16%, respectivamente. Es por ello que este 
estudio está enfocado a estas técnicas. Se muestran ade-
más las nuevas perspectivas y tendencias en el campo de 
la predicción de estructuras de proteínas.
2. PREDICCIÓN DE ESTRUCTURA DE PRO-
TEÍNAS.
La estadística clásica ha sido el soporte del análisis de 
datos biológicos durante muchos años. Sin embargo, los 
datos biológicos han cambiado en tamaño y estructura, 
impulsando la evolución de los algoritmos. Las técnicas 
de minería de datos, inteligencia artificial, heurísticas com-
plejas, entre otros, han ocupado este espacio con el obje-
tivo de manejar estos grandes volúmenes de datos, lograr 
optimización y eficiencia [8], [21–23].
A pesar de la clasificación usual de las técnicas de predic-
ción en ab initio o de modelado, en este trabajo se propo-
ne una nueva agrupación de éstas, teniendo en cuenta el 
paradigma a que pertenecen. La muestra una taxonomía 
que agrupa estas técnicas en métodos estadísticos, redes 
neuronales, máquinas de vectores de soporte, bio-inspira-
dos y combinación de clasificadores.
Figura 1 Taxonomía de métodos de pre-
dicción de estructuras de proteínas.
2.1. Estadística clásica contra aprendizaje automático.
Los primeros modelos de predicción clasificaban los ami-
noácidos de forma cualitativa como: destructores de héli-
ces, formadores de hélices, helicoidales y antihelicoidales. 
Además, realizaban el ajuste de fragmentos helicoidales 
de estructuras conocidas y ruedas helicoidales para loca-
lizar los arcos hidrofóbicos en la región helicoidal selec-
cionada [24]. 
En los métodos arriba indicados se tuvieron en cuenta los 
parámetros de iniciación de las hélices (σ) y el ancho de 
las hélices (s), así como los ángulos del centro del ami-
noácido para varias secuencias tripeptídicas en proteínas 
de estructura conocida (φ, ψ). Estos parámetros permitie-
ron construir una tabla de 20x20 para todos los pares de 
aminoácidos en el centro de tripéptidos, mostrandose las 
frecuencias de ocurrencia en las regiones helicoidales y no 
helicoidales. Además, se pudo observar la no correlación 
debido a interacciones entre pares de residuos adyacen-
tes en regiones helicoidales y no helicoidales. Teniendo 
esto en consideración, los autores llegaron a la conclusión 
de que la estructura secundaria de una cadena polipep-
tídica depende principalmente de las interacciones en la 
cadena principal con el núcleo (backbone) más que de las 
interacciones entre las cadenas laterales [25]. 
Para la identificación de las regiones de α hélices y las es-
tructuras β en las proteínas globulares nativas, se propone 
un método basado en la teoría de la estructura secunda-
ria de proteínas globulares solubles en agua, determinada 
mediante la técnica de difracción cristalográfica de rayos 
X. Se presenta un sistema de reglas, por medio de las cua-
les se puede localizar las regiones de α hélices y otras, 8 
reglas específicas, para localizar las regiones en las es-
tructuras β [26]. El uso de las propiedades hidrofóbicas 
de los aminoácidos de las proteínas es el aspecto más 
destacable de este método. 
Más recientemente, se ha seguido incursionando en mé-
todos como la predicción por regresión [27], desarrolla-
do para los casos en que no sea encontrada una cadena 
homóloga a la cadena objetivo. La función de regresión 
se obtiene a partir del cálculo del orden absoluto de con-
tactos. Esta ecuación surge de la observación de la co-
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rrelación existente entre el orden de contactos (CO) y la 
combinación lineal del porcentaje de residuos en alfa hé-
lices (p(α)), el porcentaje de residuos en láminas beta (p(β)) 
y la longitud de la proteína (L). Esta técnica tiene el mérito 
de generar una ecuación lineal simple que suple la nece-
sidad de búsqueda de cadenas homólogas. Sin embargo, 
tienen la desventaja de que supone la supuesta linealidad 
en la predicción de los contactos interresiduales lo que 
puede en determinadas ocasiones afectar la fiabilidad de 
las predicciones.
La implementación de los métodos estadísticos implica 
un bajo costo computacional, sobre todo debido a su 
simplicidad. Sin embargo, éstos presentan una serie de 
desventajas debido a que se basaban en pocas proteínas 
pequeñas (20) de estructura conocida, determinadas por 
cristalografía de rayos X [25], [26], en el análisis de se-
cuencias homólogas [25–27], o suponen linealidad en la 
predicción de los contactos interresiduales [27]. Además, 
la aparición de un conjunto de reglas cualitativas, implica 
la necesidad del empleo de sentido común para realizar 
las predicciones [25–27]. Todo ello sugiere la necesidad de 
emplear técnicas más poderosas como las de aprendizaje 
automático.
2.2. Redes Neuronales Artificiales.
Con el objetivo de lograr predictores con mayor nivel de 
generalización y robustez, se comenzaron a emplear am-
pliamente las redes neuronales artificiales [28]. En este 
campo, ha aparecido una amplia gama de técnicas basa-
das en modelos Feed-Forward (ANN) [4], [5], [17], [29–33], 
modelos recurrentes (RNN) [2], [34–36], modelos que em-
plean funciones de base radial (RBFNN) [37–39], modelos 
de transiente caótico [40], entre otros [20].
Más recientemente, han sido empleadas las redes neu-
ronales de campos condicionales (CNFs) y de campos 
aleatorios (CREs). En estos casos las CNFs han demostra-
do mayor efectividad que las CRFs, mostrando un mejor 
desempeño en la predicción de la mayor parte de las α–
proteínas y pequeñas β–proteínas, no siendo así para las 
proteínas β más grandes [20].
2.2.1. Topologías
En la mayoría de los modelos se emplea una capa de en-
trada (variable según la codificación realizada). Una capa 
oculta con un número de neuronas que varía en depen-
dencia del modelo y que oscila entre dos y 300 neuronas 
[4], [5], [16], [17], [29], [30], [34], [40]. Por último, una capa 
de salida, cuyo número de neuronas también varía en de-
pendencia de la predicción que se realice: una neurona si 
lo que se predice es si hay o no contacto [16], [17], [34], 
[35]; de dos a tres neuronas en dependencia de la codifi-
cación, si lo que se predicen son los motivos estructurales 
[4], [5], [29], [30]; otros casos emplean muchas más neu-
ronas de salida para representar las estructuras 2D y 3D 
[37–39], [41].
También han sido propuestas arquitecturas de esquemas 
de combinación de redes neuronales por niveles. Donde, 
en un primer nivel, una RNA se encarga de la predicción 
secuencia – estructura, para predecir la estructura secun-
daria; en un segundo nivel otra RNA realiza la predicción 
estructura – estructura, para predecir la estructura tercia-
ria a partir de la secundaria; y, un tercer nivel de RNA que 
se encarga del promediado de la predicción [31]. Estos 
esquemas emplean información derivada del alineamiento 
de múltiples secuencias, como la información evolutiva, 
las mutaciones correlacionadas y la estructura 2D predi-
cha. En general suelen ser complicados en cuanto a su 
implementación y alto costo computacional, pero ofrecen 
mejores soluciones al problema. 
2.2.2. Codificación
La codificación de la información para el entrenamiento 
de las redes neuronales es un factor decisivo tanto por 
su influencia en el éxito final de la predicción como en la 
determinación de la estructura de la misma.
Una vertiente muy generalizada es la de tener en cuenta 
la vecindad del aminoácido para el cual se está realizando 
la predicción. En este caso la capa de entrada codifica a 
una ventana móvil en la secuencia de aminoácidos y la 
predicción es realizada para el residuo ubicado en el cen-
tro de la misma. El ancho de la ventana es obtenida expe-
rimentalmente y varía según los autores [4], [5], [29], [31], 
[41]. En algunos casos se plantea que ésta debe ser de 
17 aminoácidos, basada en la evidencia de la correlación 
estadística entre la estructura secundaria de un residuo y 
los 8 residuos vecinos al punto de predicción hacia ambos 
lados [5]. 
Otro tipo de codificación, igualmente aceptado, implica la 
representación de la frecuencia de ocurrencia de contac-
tos incluyendo el contexto de la secuencia para cada resi-
duo, tomando una ventana centrada en el residuo objetivo, 
con una longitud de tres aminoácidos. Son considerados 
los pares paralelo y antiparalelo de los dos segmentos en-
trados en i y j. {i – 1, j – 1}, {i , j}, {i + 1, j + 1} (pares parale-
los), {i – 1, j + 1}, {i , j}, {i + 1, j – 1} (pares antiparalelos). Se 
incluye, además, la longitud de la proteína y la separación 
de la secuencia y otro par asociado a la información de 
hidrofobicidad [16], [17]. La mayor dificultad de esta codi-
ficación está en su complejidad.
Otras codificaciones tienen en cuenta la información evo-
lutiva, el contexto de la secuencia (una ventana de 3 resi-
duos de longitud para los pares paralelos y antiparalelos) 
y la información relacionada con las mutaciones correla-
cionadas y la predicción de la estructura secundaria [17].
Como técnicas de pre-procesamiento de los datos, se ha 
tratado la reducción de la dimensionalidad de los rasgos 
con técnicas como el análisis de componentes principales 
(PCA) y los mapas auto-organizados (SOM). Por otra parte 
han sido empleadas algunas técnicas de procesamiento 
de imágenes y de estadística [42].
2.2.3. Algoritmos de Entrenamiento
Las técnicas de entrenamiento empleadas, varían en de-
pendencia del nivel de complejidad de la RNA propuesta. 
Una de las técnicas de ajustes de los pesos más emplea-
das es el algoritmo back-propagation [4], [16], [17], [29]. 
Otra técnica usada es el empleo del gradiente descenden-
te del total del error de salida. En este último caso, el en-
trenamiento se detiene cuando la reducción del gradiente 
se vuelve asintótica.[5], [31]. 
También se han empleado algoritmos genéticos para op-
timizar los parámetros iniciales, los cuales se ajustan pos-
teriormente con un algoritmo de aprendizaje híbrido para 
la predicción de los mapas de contacto [10], [39], [43]. El 
algoritmo de aprendizaje híbrido, combina el paradigma 
del gradiente y el paradigma del mínimo lineal cuadrático 
(LLS), y puede ser utilizado para ajustar los centros y los 
anchos. Este algoritmo incluye dos partes: 1) El paso hacia 
adelante (forward), donde los datos de entrada y las seña-
les de la función son suministrados para calcular la fun-
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ción de salida oculta, y posteriormente el método LLS mo-
difica los anchos de la función encontrada. 2) En el paso 
hacia atrás (backward) el error se propaga de la salida a las 
entradas. En este paso, se mantienen los pesos fijos, y se 
modifican los centros y los anchos de las neuronas RBF.
En sentido general, las RNA han aumentado el porcentaje 
de efectividad en la predicción de estructuras de proteí-
nas. Esto se debe a su elevada capacidad de generaliza-
ción y a que, junto con ellas, se ha combinado una gran 
cantidad de información sobre las proteínas como son: la 
información evolutiva, la conservación y las mutaciones 
correlacionadas de las secuencias alineadas; la combina-
ción de la información de la secuencia de aminoácidos y 
su estructura secundaria; los pares paralelos y antiparale-
los; entre otros aspectos. Estas técnicas presentan algu-
nas desventajas como: la complejidad de implementación, 
el alto costo computacional, la complejidad en la codifica-
ción de los datos de entrada, la base de conocimientos no 
está formada por reglas o casos que permitan una expli-
cación del funcionamiento del sistema, entre otras.
2.3. Máquina de Vectores de Soporte (SVM).
Dentro de las técnicas de reconocimiento de patrones em-
pleadas para la predicción de estructura, se encuentran 
las máquinas de vectores de soporte [44], [45]. Éste es 
un método general para la solución de problemas de re-
gresión, clasificación y estimación. Esta técnica ha sido 
utilizada para la predicción de estructuras secundarias 
basadas en máquinas de vectores de soporte de doble 
capa y matrices PSSMs (por sus siglas en inglés “position-
specific scoring matrices”) [45–47].
Por otra parte, otro método de predicción basado en SVM, 
soportado en la teoría del aprendizaje estadístico y en su 
habilidad de generalización, emplea para el entrenamiento 
de la SVM los rasgos de cada láminas β de la secuencia de 
aminoácidos. En este método, para cada lámina en el con-
junto de datos, se extraen seis atributos con el objetivo de 
que sean diversos en los dos tipos de láminas (centrales 
y de borde) [48].
Las SVM también han sido empleadas, como herramienta 
de clasificación a partir de varios rasgos basados en la 
secuencia primaria, la alineación de múltiples secuencias, 
la predicción de la estructura secundaria y el análisis de 
mutaciones correlacionadas [46], [49–51]. Aquí, para cada 
par de posiciones en la secuencia de la proteína, se iden-
tifican cinco grupos de rasgos que capturan diferentes 
aspectos de los aminoácidos en las posiciones seleccio-
nadas: conservación de la secuencia (Con), separación en 
la secuencia (Sep), análisis de mutaciones correlaciona-
das (CMA), estructura secundaria predicha (PSS) y perfiles 
de la secuencia (SP). El predictor propuesto devuelve una 
puntuación para cada instancia de entrada, donde se su-
pone como contacto cuando la puntuación es alta y no 
contacto cuando es baja [44], [45], [47], [52–58].
2.4. Algoritmos bio-inspirados
2.4.1. Árboles de decisión
Los árboles de decisión son otra técnica ampliamente ex-
plorada. Éstos son capaces de producir reglas entendibles 
por los especialistas, las que pueden ser empleadas para 
dar explicaciones sobre cómo se ha realizado la predic-
ción [19], [48], [59–61].
Los árboles de decisión han sido utilizados en esquemas 
de clasificación para la predicción de mapas de contactos 
inter-residuales de proteínas [59], [60]. En otros casos los 
árboles son empleados para clasificar láminas de borde 
en láminas centrales en un conjunto de proteínas. Este en-
foque es muy útil debido a que permite detectar las zonas 
de interacción proteína – proteína [48]. 
2.4.2. Inteligencia de Enjambre
Las técnicas de optimización basadas en lógica de en-
jambre como colonia de hormigas [62], colonia de abejas 
[63], [64] y enjambre de partículas [65–67], han sido am-
pliamente empleadas.
Dentro del enjambre de partículas la optimización basada 
en quanta (QPSO) es uno de los modelos bio-inspirados 
más utlizado [67]. En este algoritmo los aminoácidos se 
separan en hidrofóbicos y no hidrofóbicos. Una de sus 
principales ventajas y que constituye su aporte fundamen-
tal es el empleo de una variante basada en múltiples ca-
pas que incluye mejoras en la localización de las partículas 
usando estrategias de ajuste de precisión y de explora-
ción. Divide las partículas en tres sub-poblaciones separa-
das, la de élite, la de explotación y la de exploración. Con 
la formación de estas sub-poblaciones, son actualizadas 
las posiciones de las partículas en la estrategia de ajuste 
de precisión, QPSO y la estrategia de exploración, res-
pectivamente.
2.4.3. Algoritmos evolutivos y genéticos
Los algoritmos evolutivos y genéticos (AGs) también han 
sido explorados en la predicción de estructuras de proteí-
nas [12], [68–70]. Mansour y colaboradores [69] proponen 
un algoritmo genético basado en el modelo cúbico polar e 
hidrofóbico. Este tipo de algoritmo propone un nuevo mé-
todo de cruzamiento y de mutación que asegura solucio-
nes candidatas factibles para el tratamiento del problema. 
Los AGs también han sido empleados en la fase de pre-
procesamiento como método de remuestreo [59], [70]. Así 
como, en la predicción ab initio, combinándolo con técni-
cas como el modelo de sustitución de los k-vecinos más 
similares [71]. En otros casos se ha empleado el AGs para 
extraer un conjunto de reglas de decisión para la predic-
ción de los mapas de contactos de las proteínas [68].
2.4.4. Algoritmos de Estimación de Distribuciones 
Las técnicas de estimación de distribuciones (EDAs), son 
algoritmos evolutivos que trabajan con una población de 
soluciones candidatas. Los EDAs han sido empleados 
para analizar la influencia de los factores que intervienen 
en la estabilidad de las proteínas, entre los que podemos 
mencionar: las interacciones electrostáticas, los enlaces 
de hidrógeno, las interacciones de Van der Waals, las pro-
piedades intrínsecas de los aminoácidos que los hacen 
asumir ciertas estructuras, las interacciones hidrofóbicas 
y la contribución de la entropía conformacional [7].
Dependiendo del nivel de detalle del modelo, los EDAs 
han sido empleados en: modelos simplificados de pre-
dicción de estructuras de proteínas [72–74], reducción del 
alfabeto de aminoácidos para la predicción de estructuras 
de proteínas [72], diseño de proteínas mediante minimiza-
ción de los potenciales de los contactos [73], diseño de 
ligandos de péptidos de proteínas [75], y posicionamiento 
de las cadenas laterales de la proteína [7].
La principal desventaja de los EDAs consiste en la impo-
sibilidad de tener en cuenta las dependencias complejas 
entre los rasgos, incluso para modelos multivariados (con 
un orden estadístico mayor de dos). Otra desventaja que 
podemos mencionar es que un EDA multivariado implica 
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altos requerimientos computacionales, en cuanto a capa-
cidad de cómputo y de memoria.
2.5. Combinación de clasificadores.
La principal motivación para el empleo de múltiples cla-
sificadores es aumentar la efectividad en la clasificación, 
pues, diferentes algoritmos emplean diferentes formas 
de generalización y de representación del conocimiento. 
Es sabido que éstos, tienden a equivocarse en diferen-
tes zonas del espacio de búsqueda, pero su combinación 
adecuada suele corregir los errores individuales no corre-
lacionados. La combinación de la clasificación puede rea-
lizarse mediante los paradigmas de selección o de fusión. 
En el primer caso, se selecciona un único algoritmo para 
la clasificación de una nueva instancia, mientras que en 
el segundo caso, se fusiona la decisión de todos los al-
goritmos.
Diplaris y colaboradores [76], proponen el empleo de am-
bos paradigmas de combinación de clasificadores, em-
pleando nueve algoritmos de aprendizaje diferentes. Entre 
los que se encuentran: árboles de decisión, reglas de aso-
ciación, vecinos más cercanos, redes bayesianas, máqui-
nas de soporte vectorial y las redes neuronales artificiales. 
La principales desventajas del empleo de múltiples clasi-
ficadores radica en la complejidad de implementación del 
esquema de clasificación.
Otros autores también han empleado múltiples esquemas 
de multiclasificación, entre los que se destaca el parale-
lo [76–79]. Abu-doleh y colaboradores [77] proponen un 
modelo de combinación de los resultados basado en un 
sistema neurodifuso (ANFIS) y un clasificador basado en el 
vecino más cercano (kNN). Recientemente se propuso un 
esquema de combinación que descompone el problema 
de predicción de contactos inter-residuales en 400 sub-
problemas, uno por cada pareja de aminoácidos [59], [60]. 
Esta solución tiene como ventaja fundamental que brinda 
un modelo interpretable con el objetivo de explicar el pro-
ceso de plegamiento de las proteínas en función de las 
parejas de aminoácidos y la subsecuencia entre ellos.
2.5.1. Redes Bayesianas
La teoría de las probabilidades de Bayes ha sido empleada 
en modelos de análisis de la información del plegamiento 
de las proteínas globulares. Este proceso se trata como 
una transferencia de mensajes entre la secuencia primaria 
y la secundaria donde el segundo se deriva del primero. 
El método está dirigido a buscar una aproximación más 
robusta para proteínas pequeñas y grandes. [80]. 
Las redes bayesianas tienen como ventaja fundamental 
que permiten la medición de la contribución de cada infor-
mación por separado. Al estar basadas en el método de 
Bayes, emplean poca información y resultan un método 
más robusto que otras pruebas estadísticas. La principal 
desventaja que presenta es que el método es válido para 
su empleo en proteínas que mantengan una relación si-
milar entre la secuencia y su estructura, o sea, familias o 
conglomerados de proteínas [81–87].
2.5.2. Redes de Markov
Los modelos ocultos de Markov (HMMs) también han sido 
ampliamente empleados en la predicción de estructuras 
de proteínas [88]. Frecuentemente, los HMMs son emplea-
dos en combinación con otras técnicas de aprendizaje 
como: algoritmos genéticos, difusión de partículas, redes 
neuronales artificiales, entre otras, con el fin de explorar 
su espacio de topologías [89–91], o además, con funcio-
nes de partición, considerando la similitud de los aminoá-
cidos, la estructura secundaria y la accesibilidad relativa 
al disolvente para el cálculo de las matrices de alineación 
[92]. Usualmente se tienen en cuenta las dependencias no 
solo entre aminoácidos (emisiones) adyacentes, sino tam-
bién entre los segundos anteriores y siguientes [88–90], 
[93–97]. 
2.5.3. Redes de Regresión Logística
La regresión logística ha sido otra técnica estadística em-
pleada en la predicción de estructuras de proteínas. Estas 
aproximaciones parten de la base de contar con las pre-
dicciones de un conjunto de predictores. Aquí, a diferencia 
de los esquemas de combinación como el promedio (las 
predicciones son promediadas) o la votación (se seleccio-
nan las mejores λL predicciones y se emplean para votar 
por la solución), las predicciones se combinan empleando 
un análisis de regresión logística (LR) [98–101].
Uno de los principales inconvenientes del empleo de esta 
técnica es la calidad de las predicciones previas. Esto es 
debido a que depende directamente de la selección de 
los clasificadores a emplear y a que, en algunos casos, 
pudiera contarse con predicciones parciales falseando la 
información.
3. CONCLUSIONES Y TRABAJOS FUTUROS
En el presente artículo fue presentado un estudio extensi-
vo de los métodos y técnicas de aprendizaje automático 
aplicado a la predicción de estructuras de proteínas. Se 
propone una nueva taxonomía basada en los paradig-
mas de aprendizaje automático. Para cada paradigma 
se muestran sus fortalezas y limitaciones. Desafortuna-
damente, los clasificadores más efectivos suelen ser no 
comprensibles y no presentan un mecanismo de interpre-
tación adecuado, lo cual representa una ventaja para las 
tareas de clasificación, pero un impedimento para el en-
tendimiento del proceso de plegamiento de las proteínas. 
Por otra parte, solo el 3% de las técnicas de predicción 
estudiadas abordan el problema de predicción de estruc-
turas desde la perspectiva de la lógica difusa.
Como trabajo futuro se visualizan dos líneas fundamenta-
les: 1) trabajar en mecanismos de interpretación adecua-
dos para los modelos obtenidos; 2) abordar el problema 
de predicción incrementando el empleo de técnicas que 
empleen el análisis difuso. Estos puntos de vistas, en con-
junción con un modelado adecuado del proceso de ple-
gamiento, podrían ayudar a mejorar la efectividad en el 
estudio de la predicción de estructuras de proteínas.
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