This paper compares leading methods for combining information from interlaboratory evaluations of a common measurand through a random effects model of classical statistics. The leading methods are those of Cochran, Paule and Mandel, and DerSimonian and Laird. We show that all three methods are special cases of a unifying identity. The unifying identity suggests a new two-step method. This makes four methods for comparison. The comparison is based on six published data sets from three key comparisons. The method of Paule and Mandel is optimal in the sense of being conditionally restricted maximum likelihood under normality, the condition being that the estimated intralaboratory variances be treated as the true variances. The method of Paule and Mandel requires a simple iteration that can be easily done on a spreadsheet program. Therefore, it is the preferred method for combining results of interlaboratory evaluations through a random effects model. We compare the other three methods relative to the method of Paule and Mandel. The two-step method approximates the optimal method of Paule and Mandel better than the earlier methods of Cochran, and DerSimonian and Laird.
Introduction
A generic problem in combining information from interlaboratory evaluations is as follows. We are given some number m of individual laboratory results x 1 , . . . , x m and their associated standard uncertainties, s(x 1 ), . . . , s(x m ), in measurement of the value µ of a common measurand. The results x 1 , . . . , x m are often arithmetic means that have been corrected (adjusted) for recognized systematic effects in the individual laboratories. The uncertainties s(x 1 ), . . . , s(x m ) include components of uncertainty associated with the corrections. The objective of combining information is to determine a combined result x C for µ and its associated standard uncertainty, s(x C ), based on the data x 1 , . . . , x m and s(x 1 ), . . . , s (x m ).
An assumed model 1 for the relationship between the data and µ is required for determining x C and s(x C ). A classical 1 The statistical conclusions are conditional on the assumed model. Therefore, the conclusions are justified only to the extent that the assumed model is justified. statistics approach is to assume a random effects model [1] . 
where b i is the bias [2] . This paper is based on the simplifying assumption. Thus all statistical analyses and properties discussed here are conditional.
Many metrologists use the following weighted mean, x W , as the combined result, x C :
where [6] ). DerSimonian and Laird's method is a popular method for combining information from clinical trials, where the clinical trials take the role of interlaboratory evaluations 4 . Paule and Mandel's method requires a simple iteration. DerSimonian and Laird's method seems to be popular, in part because it is non-iterative. We show that all three methods are special cases of a unifying identity. The unifying identity suggests a new two-step method. Together with the two-step method, we have a pool of four methods for comparison. We use six data sets from three key comparisons to compare the four methods for estimating σ 2 b . Rukhin et al [7] show that the estimate of Paule and Mandel is optimal in the sense that, under the simplifying assumption, it is a restricted ML (REML) estimate of σ 
Unifying identity
where (4) is determined through a simple iteration. When F (σ 
where 
Method of Paule and Mandel and its optimality
The method of Paule and Mandel to determine s 
Comparison based on key comparison data
Rukhin [10] showed that the methods of DerSimonian and Laird, and Paule and Mandel are asymptotically similar. Rukhin's comparison does not apply when the number, m, of laboratories is less than 30, which is frequently the case. In order to compare the four methods for estimating σ 2 b , we have used six data sets, two from each of the three key comparisons labelled K2, K5, and K6 conducted by the International Consultative Committee on Amount of Substance (CCQM) (www.bipm.org). These data are suitable for comparison because the results x 1 , . . . , x m are direct measurements of a common measurand, an amount of substance. The numbers of participating laboratories in these key comparisons are nine, ten, and seven, respectively. The comparison shown here indicates the differences one might expect when the number of laboratories is close to ten. The measurands in the two data sets of the CCQM key comparison K2 are the amount of lead (Pb) and the amount of cadmium (Cd) in natural water measured in nmol kg −1 . The measurands in the two data sets of the CCQM key comparison K5 are the mass fraction of pp -dichlorodiphenyldichloroethylene (DDE) in natural (N) and fortified (F) fish oils measured in µg g −1 . The measurands in the two data sets of the CCQM key comparison K6 are the mass fraction of cholesterol in human serum in two materials labelled as A and B measured in mg g −1 . We label the six data sets, two from each key comparison, as K2(Pb), K2(Cd), K5(N), K5(F), K6(A), and K6(B), respectively. These data are reproduced in appendix C. Since s 
Summary
A classical statistics approach for combining the results from interlaboratory evaluations of a common measurand of value µ is to use a random effects model where the biases (µ 1 − µ) Since E(x i − x C ) = 0 and
Appendix B
For simplicity, write y = σ 2 . This cannot be zero; otherwise F (y) is not a function of y. So dF (y)/dy is negative and F (y) is strictly decreasing. The second derivative is d 
Appendix C
In tables A1, A2 and A3, column 1 contains abbreviations of the participating national measurement institutes (NMIs), columns 2 and 3 contain the first data set, and columns 4 and 5 contain the second data set. In each data set, the result of measurement and its associated standard uncertainty are denoted by x and s(x), respectively. Source: http://kcdb.bipm.fr/BIPM-KCDB/.
