Abstract. In this paper, we present an efficient polynomial time approximation scheme (EPTAS) for scheduling on uniform processors, i.e. finding a minimum length schedule for a set of n independent jobs on m processors with different speeds (a fundamental NP-hard scheduling problem). The previous best polynomial time approximation scheme (PTAS) by Hochbaum and Shmoys has a running time of (n/ )
time approximation scheme (PTAS). It is allowed that the running time of each algorithm A is exponential in 1/ . In fact, the running time of the PTAS for uniform processors by Hochbaum and Shmoys [11] is (n/ )
O(1/
2 ) . If is small, then the running time of the algorithm can be very large. Two restricted classes of approximation schemes were defined that avoid this problem. An efficient polynomial time approximation scheme (EPTAS) is a PTAS with running time f (1/ )poly(|I|) (for some function f ), while a fully polynomial time approximation scheme (FPTAS) runs in time poly(1/ , |I|) (polynomial in 1/ and the size |I| of the instance). Since the scheduling problem on uniform (and also identical) processors is NP-hard in the strong sense (as it contains bin packing and 3-partition as special cases) [5] , we cannot hope for an FPTAS. For identical processors, Hochbaum and Shmoys (see [9] ) and Alon at el. [1] gave an EPTAS with running time f (1/ ) + O(n), where f is doubly exponential in 1/ . The existence of an EPTAS for uniform processors is mentioned as an open problem by Epstein and Sgall [3] . Our main result is the following:
Theorem 1. There is an EPTAS (a family of algorithms {A | > 0}) which, given an instance I of Q||C max with n jobs and m processors with different speeds and a positive number > 0, produces a schedule for the jobs of length A (I) ≤ (1 + )OP T (I). The running time of A is 2 O(1/
2 log(1/ )
3 ) poly(n).
Interestingly, the running time of our EPTAS is singly exponential in 1/ .
Methods. We use the dual approximation method proposed by Hochbaum and Shmoys [11] to transform the scheduling problem into a bin packing problem with different bin sizes. Next, we structure the input by rounding bin sizes and processing times to values of the form (1 + δ) i and δ(1 + δ) i with i ∈ Z, respectively. After sorting the bins according to their sizes, c 1 ≥ . . . ≥ c m , we build three groups of bins: B 1 with the largest K bins (where K is constant). Let G be the smallest index such that capacity c K+G+1 ≤ γc K where γ < 1 depends on (such an index G exists for c m ≤ γc K ). In this case B 2 is with the set of the next G largest bins where the maximum size c max (B 2 ) = c K+1 divided by the minimum size c min (B 2 ) = c K+G is bounded by a constant 1/γ and B 3 is the set with the remaining smaller bins of size smaller than γc K . This generates a gap of constant size between the capacities of bins in B 1 and B 3 . If the rate c m /c K (where c m is the smallest bin size) is larger than the constant γ, then we obtain a simpler instance with only two groups B 1 and B 2 of bins. For B 1 we compute all packings for the very large items (those which only fit there).
If there is a feasible packing, then we set up a mixed integer linear program (MILP), or an integer linear program (ILP) in the simpler case, to place the other items into the bins. The placement of a large item into the second group B 2 is done via integral configuration variables (similar to the ILP formulation for bin packing by Fernandez de la Vega and Lueker [4] ). We use fractional configuration variables for the placement of large items into B 3 . Furthermore, we use additional fractional variables to place small items into B 1 , B 2 , and B 3 . The MILP (and the ILP in the simpler case) has only a constant number of integral variables and, therefore, can be solved via the algorithm by Lenstra or Kannan [13, 14] . In order to avoid that the running time is doubly exponential in 1/ , we use a recent result by Eisenbrand and Shmonin [2] about integer cones.
To apply their result we consider a system of equalities for the integral configuration variables and round the corresponding coefficients. Then each feasible solution of the modified MILP and ILP contains at most O(1/δ log(1/δ)
2 ) integral variables with values larger than zero. By choosing the strictly positive integral variables in the MILP and ILP, we are able to reduce the number of integral configuration variables from 2
. The number of choices is bounded by 2
3 ) . Next, we consider a rounded version of the modified smaller MILP and ILP formulations in order to solve the corresponding LP feasibility problem more efficiently. Although we still have a huge number of variables, one can solve the LP feasibility problem for the MILP via the separation problem of the dual linear program and then using techniques from Grötschel, Lovasz and Schrijver [8] . Afterwards, we round the fractional variables in the MILP solution to integral values. In the first phase of the rounding we reduce the number of strictly positive fractional configuration variables for each block B (that contains bins with similar capacities) from 2 O(1/δ log(1/δ)) to O(1/δ log(1/δ)) using ideas from [12] . Afterwards we round down each such fractional variable to the next smaller integral value. In the second phase we transform a system of (in-)equalities for the other variables corresponding to the packing of the small items into a scheduling problem on unrelated machines. The fractional solution of the scheduling problem can be rounded into another solution with only few fractional values using ideas from [15] . The corresponding remaining fractional variables in the system of (in-)equalities are rounded down again to the next integral values. The effect of the rounding is that most of the items can be placed directly into the bins. Only a few of them cannot be placed this way, and here is where the K largest bins and the gap between B 1 and B 3 come into play. We prove that these items can be moved to the K largest bins by increasing their size only slightly.
Organization of the paper. In Section 2 we give definitions, notations and show how to structure the input and how to define the three bin groups. In Section 3 and 4 we consider the more general case with three groups of bins. In Section 3.1 we set up our MILP relaxation and in Section 3.2 we show how to solve it. Then in Section 4.1 we describe the rounding technique and in Section 4.2 we show how to pack the jobs via the rounded MILP solution. Here we bound also the total size of items that cannot be placed directly into bins. In the full paper we give additional details about how to solve and round the MILP.
Modifying the Input
First, we compute a 2-approximate solution using the algorithm by Gonzales et al. [6] . It generates a schedule of length B(I) ≤ 2OP T (I). Then we take the interval [B(I)/2, B(I)] and use binary search to test values for the optimum or approximate schedule. In the following we choose a value δ < such that 1/δ is integral (we specify the value later). with i ∈ {0, . . . , 1/δ − 1} that contains the optimum length OP T (I). To find one of these intervals, we use a standard dual approximation method that for each value T either computes an approximate schedule of length T (1 + αδ) (where α is a constant) or shows that there is no schedule of length T . The scheduling problem can be transformed into a bin packing problem with variable bin sizes as described by Hochbaum and Shmoys [11] . For a given value T for the makespan we can generate m bins with capacities c i = T ·s i . Using the ordering of the speed values we have c 1 ≥ c 2 ≥ . . . ≥ c m . The goal is now to find a packing for the jobs into these m bins. Let us round the processing time p j of each job to the next palep j of the form
we have a subset A of jobs with j∈A p j ≤ c i , then the total increased processing time j∈Ap j is bounded by c i (1 + δ). Furthermore, we can round the enlarged capacities c i (1 + δ) to the next power c i of (1 + δ). That implies
By normalization we may suppose that the minimum capacity c min = min i=1,...,m c i = 1.
Lemma 1. If there is a feasible packing of n jobs with processing times p j into m bins with capacities c 1 ≥ . . . ≥ c m , then there is also a packing of n jobs with rounded processing timesp
In the next step we divide the bins into different bin groups. The first bin group B 1 consists of the K largest bins, where
Lemma 2. If c max (B)/c min (B) ≤ C for some constant C and the set of capacities in B is c(B)
If c min (B)/c max (B ) ≥ C for two bin groups B and B with C > 1, then there is a gap of size C between the capacities of the bins in the two groups. Depending on a constant γ = Θ(δ 2 ) we have two bin or three bin groups:
Case 1: There is at least one bin with capacity at most γc K . Let G be the smallest index such that c K+G+1 ≤ γc K . This implies that c K+G > γc K . In this case we have three groups of bins:
In addition we obtain a gap of at least 1/γ between the capacities in B 1 and B 3 . 
with the bins that have capacity larger than δ/(K − 1)c max (B 1 ). By a further modification of the bin packing instances we obtain the following result. Notice that we have a set J tiny of jobs with tiny processing time ≤ δc m . Let S tiny be the total size of tiny jobs, i.e. S tiny = Jj ∈Jtinyp j . If there is a feasible schedule with makespan T , then the total processing time j∈Jp j is smaller or equal to the total area of the corresponding bins m i=1c i . If this inequality does not hold, then we can discard the choice with makespan T (in fact we have to increase the makespan in this case). Therefore, we can eliminate in a first step all tiny jobs. If there exists a packing for the other jobs into bins of sizē c i , then we can generate a feasible packing for all jobs into enlarged bins of sizē c i (1 + δ). This can be done by a greedy algorithm that packs the tiny jobs into the free space left (by allowing to use an additional δ-fraction of the capacities). This works, since the processing time of each tiny job is at most δc m ≤ δc i for i = 1, . . . , m and the inequality above holds.
Lemma 3. If there a solution for the original instance (J , M) of our scheduling problem with makespan T and corresponding bin sizes c 1 ≥ . . . ≥ c m , then there is a feasible packing for instance
(J , B 1 ∪ B 2 ∪ B 3 ) or instance (J , B 1 ∪ B 2 ) with rounded bin capacitiesc i = (1 + δ)¯ i ≤ c i (1 + δ) 3 and rounded processing timesp j = δ(1 + δ) kj ≤ (1 + δ)p j . In
General Case with Three Groups
In this section we consider scenario 1 (with three bin groups). For the other simpler scenarios 2 − 4 we refer to the full version of the paper. Let us suppose that
with smaller size can be neglected). This implies that we have a gap between B 1 and B 2 . In the first part of our algorithm we pre-assign the huge jobs with processing time larger than δc K to the first K ≤ K machines. Using the properties above, there are at most
2 many such jobs. If there are more jobs, then there is no feasible solution with makespan T and we are done. Here we use also the fact that c K+1 ≤ δc K and that, therefore, the huge jobs fit only on the first K machines. Now we have to assign the huge jobs to the first K machines. Since the number of machines K ≤ K = O(1/δ log(1/δ)) and the number of jobs
2 ) are both constant (where the values depend on 1/ ), this can be done in constant time f (1/ ). In fact the number of possible assignments can be bounded by (1/δ log(1/δ))
Again, if there is no feasible assignment, then there is no corresponding schedule with makespan T . As an alternative we compute an approximate solution with accuracy ρ for the huge jobs. For this step we use the PTAS for scheduling on uniform machines [11] . The running time of the PTAS for uniform machines with a constant number of jobs (as above calculated) is (1/δ
2 log(1/δ)) (using ρ = δ). On the other hand, this increases the first K bin capacities fromc i toc i (1 + δ) for i = 1, . . . , K and the makespan from T (1 + δ) 3 to T (1 + δ) 4 . If there is no assignment for the huge jobs into the first K enlarged bins of group B 1 , then there is no schedule of length T and we are done. Otherwise we will find a feasible approximate assignment with free
The MILP Relaxation
Suppose that the set of different capacities in B 2 and B 3 is denoted by {c (1) 
If there is no such index, then we have a tiny processing time δ(1 + δ) kj < δ(1 + δ) rL+N = δc m . These jobs are removed in the first step of our algorithm and will be added at the end. In addition for j = 1, . . . , P and = 0, . . . , a j − 1 we use variables y j, to indicate the number of jobs of size δ(1 + δ) kj to be placed as a small one in group B with bin sizesc( ) = (1 + δ) r . B 0 represents here for simplicity the block with the largest K bins. Suppose that the first P (non-huge) job sizes (1 + δ) kj are within ((1 + δ) r1 , δc K ]. These job sizes do not fit into the bins in group B 2 ∪ B 3 . Therefore we use for these job sizes only one variable y j,0 = n j and set a j = 0. We use now the following MILP:
≥ 0 f o r j = P + 1, . . . , P and = 0, . . . , a j − 1 y j,0 = n j for j = 1, . . . , P
In the full version we show the following two results.
Lemma 4. Each feasible packing for the jobs into the bins corresponds to a feasible solution of the MILP.

Lemma 5. The number of variables in the MILP is n
2 + n2 O(1/δ log(1/δ)) ,
the number of integral variables is at most 2 O(1/δ log(1/δ)) , and the number of constraints (not counting the non-negativity constraints) is at most O(n). Furthermore, the cardinalities of the sets P
= |{j ∈ {P + 1, . . . , P }|δ(1 + δ) kj ∈ (δ(1 + δ) r , (1 + δ) r ]
}| (numbers of different large job sizes used in block B ) and the number L are bounded by O(1/δ log(1/δ)).
How to Solve the MILP?
The natural way to solve the MILP with a constant number of integral variables is to use the classical algorithm by Lenstra [14] . This would give running time d
O(1/δ log(1/δ)) and s is the length of the input. Therefore, the running time can be bounded by 2 2 O(1/δ 2 (log(1/δ)) 2 ) poly(s) -doubly exponential in 1/δ. A better way is to use the algorithm by Kannan [13] 
with running time d O(d) poly(s) and to use a nice result by Eisenbrand and Shmonin [2] about integer cones int − cone(X)
m is a finite set and m corresponds to the number of constraints.
Theorem 2. [2] Let X ⊂ Z m be a finite set of integer vectors and let b ∈ int − cone(X). Then there exists a subsetX ⊂ X such that b ∈ int − cone(X)
and |X| ≤ 2m log(4mM ) where M = max x∈X x ∞ .
In our context t corresponds to the number of integral variables, λ i to the variables and x i to the vectors with the coefficients of the variables. In the following we show how to apply this result to our integral variables (x ( ) i ). To do this we need integer coefficients with small size. In a second step we round the sizes or processing times of jobs to reduce the length s of the instance and to solve later the corresponding LP in the underlying algorithm of Kannan more efficiently. In the first step, each large size δ(1 + δ) kj ∈ C 
. . , L. Then, the equality for each job size j ∈ {P +1, . . . , P } has now the form 2 ) integral variables with values larger than zero. Let P (B 2 ) be indices of the large job sizes corresponding to a block B ∈ B 2 (i.e. P (B 2 ) = {j|δ ( 
The cardinality of P (B 2 ) can be bounded by O(1/δ log(1/δ)). To prove the bound above for the number of integral variables consider for the x ( ) i variables of the blocks B ∈ B 2 the following system of equalities:
where the valuesm ,n j and Area( , large) are given by the feasible solution. Then, the result by Eisenbrand and Shmonin [2] implies that there is an integral solution of this system with at most 2m log(4mM
2 ) many integral variables with value larger than zero (using m = 2L + |P (B 2 )|, and L, |P (B 2 )| ≤ O(1/δ log(1/δ)) and max x∈X x ≤ 2/δ 2 ). Therefore, a feasible solution of the modified MILP con-
. , L}. For each choice with only O(1/δ(log(1/δ))
2 ) integral variables for B 2 , we set the remaining integral variables equal to 0 and obtain a smaller MILP instance. The number of choices or smaller MILP instances is bounded by
. In order to solve such MILP instances efficiently, we round the coefficients a second time (also in order to reduce the length s of the input). We round here the coefficients size(C
. . , L + N and the values δ(1 + δ)
kj for each bin group B to the next multiples of δ/(2n) ( 1 + δ) r , i.e. to a i, δ/(2n)(1 + δ) r and to b j, δ/(2n) ( 1 + δ) r . In this process we have to enlarge the capacities of the bins toc ( ) =c( ) (1 + 2δ) for each bin group B ( = 1, . . . , L + N ) and the capacities of the first K bins toc i =c i (1 + 3δ) . We obtain modified MILP's with O(1/δ log(1/δ)
2 ) integral non-negative variables, n 2 + n2 O(1/δ log(1/δ)) fractional non-negative variables, and the following constraints:
In the full version we give more details about the second rounding and show how to solve each modified MILP instance within 2
O(1/δ(log(1/δ))
3 ) poly(n) time. Among all choices we obtain in 2
3 ) poly(n) time a feasible solution of one of the MILP instances (if there is a schedule with makespan at most T ).
Generating an Approximate Schedule
Rounding the MILP Solution
First, we consider one block B after another and round the (x 
r ]} of job sizes that are large corresponding to B have to be considered and that |P | can be bounded as before by 2/δ log(1/δ) . We denote withm the fractional number of bins assigned to B , i.e.m = ix 
kj for j ∈ P . The next step is to round the (ȳ j, ) values of the MILP over all bin groups B and job sizes j ∈ P . Since the valuesȳ j, = n j are integral for each j ≤ P , we have only to round the other variablesȳ j, with j > P . Let N j be the fractional total number of jobs assigned as a small job of size δ(1 + δ) kj to the blocks
=0ȳ j, for j = P + 1, . . . , P ). Let Area(small, ) be the corresponding total scaled area of small jobs in bin group B (i.e. Area(small, ) = j: <ajb j, ȳ j, for = 1, . . . , L + N ). For group B 0 (these are the first K or K bins) we denote with Area(small, 0) the total scaled area of the assigned jobs P j=P +1b j,0ȳj,0 . Then our values (ȳ j, ) satisfy the following system of (in-) equalities:
In the full version we show how to round the (ȳ j, ) values such that there is at most one fractional variableỹ j, for each group B . Let J B be a collection with one job of size δ(1 + δ) kj for each fractional variableỹ j, . These jobs are executed later as additional jobs on one of the machines in group B . In the full version we show how to obtain the following result: 
Lemma 6. We can round a feasible solution (x,ȳ) of the MILP (with at most
O(1/δ log(1/δ) 2 ) integral variables x ( ) i for bins in B 2 ) into another solution (x,ỹ) withc ( ) =c( )(1 + 2δ) such that it holds: i x ( ) i ≤ m for = 1, . . . , L + N ,i a(k j , C ( ) i ) x ( ) i + aj −1 =0 ỹ j, ≥n j for j = P + 1, . . . , P i size(C ( ) i ) x ( ) i + j: <aj ỹ j, δ(1 + δ) kj ≤ m c ( ) for = 1, . . . , L + N P j=P +1 ỹ j,0 δ(1 + δ) kj ≤S (new) 0 , wherex ( ) i ≥ 0 andỹ j, ≥ 0. Furthermore, |{i|x ( ) i > 0}| ≤ O(1/δ log(1/δ)) for each block B in
Packing the Jobs via the Rounded MILP Solution
We place in a first phase the jobs as large ones according to the configurations and x ( ) i values and in a second phase the jobs as small ones according to the ỹ j, values in slightly enlarged bins. In the third phase we place the tiny jobs in J tiny in the free space of the bins. This can be done due to the rounding phases and the area constraints. In the placement phases of the small and tiny jobs we have to enlarge the capacitiesc ( ) =c( )(1 + 2δ) of the bins toc ( )(1 + δ) for each bin in B . In addition, we have to enlarge the capacities of the first K bins toc i (1 + δ). After this step we place the set J B on the machines: for each non-integral valueỹ j, we place a job of size δ(1 + δ) kj on one machine in group B . Since for each group B there is at most one job size j ∈ {P , . . . , P } withỹ j, non-integral and this size is small corresponding to the group B , this increases the size of one bin in B fromc ( )(1 + δ) toc ( )(1 + 2δ). Since we could have also one job size for group B 0 , the size of one of the largest K bins is also increased toc i (1 + 2δ).
Finally, we bound the total execution time of the non-placed jobs in ∪ J . For each block B in B 3 with ∈ {L + 1, . . . , L + N } we obtain |P | + 2 = 2/δ log(1/δ) + 2 additional bins of sizec ( ) =c( )(1 + 2δ) ≤ (1 + δ) r +2 . These bins or the corresponding jobs are placed later on the first K machines. In this step we use also the machines K +1, . . . , K. Let us specify K := 2/δ log(1/δ) + 2. Now take one bin per group and estimate the total size of these bins among all groups = L + 1, . . . , L + N . Using the order r L+1 > r L+2 > . . . > r L+N , the inequality r (L+1)+ ≤ r (L+1) − , and the geometric series, we obtain 3 . Therefore, we specify γ := δ 2 /(1 + δ) 3 . In this case the sum of the capacities above is bounded by δ times the minimum capacity among bins in B 1 . In other words, we can take one bin per group B among all groups in B 3 and the corresponding jobs and place them on one of the K machines. Since the total size of these jobs is at most δc K , this enlarges the size of the i.th bin fromc i (1 + 2δ) tō c i (1 + 2δ) + δc K ≤c i (1 + 3δ) for i = 1, . . . , K. In total we obtain the following result: If there is a schedule with makespan at most T (and with corresponding bin sizes c i ), then the Lemma above implies a packing into bins of size at most c i (1 + δ) 3 (1 + 3δ) 2 and a corresponding schedule of length T (1 + δ) 3 (1 + 3δ) 2 ≤ OP T (1 + δ) 4 (1 + 3δ) 2 ≤ OP T (1 + 16δ) ≤ OP T (1 + ) for δ ≤ /16 and ≤ 1.
We simply set δ = 1 16/ and obtain δ ≤ /16, δ ≥ /(16 + ) ≥ /(16 + 1) and that 1/δ = 16/ is integral.
