Abstract. We apply the intersection theory for Lagrangian submanifolds to obtain a Sturm type comparison theorem for linearized Hamiltonian flows. Applications to the theory of geodesics are considered, including a sufficient condition that arclength minimizing closed geodesics, for an n-dimensional Riemannian manifold, are hyperbolic under the geodesic flow. This partially answers a conjecture of G. D. Birkhoff.
Introduction
Let X denote an n-dimensional manifold with cotangent bundle T * X and canonical projection τ : T * X −→ X. A famous result of Poincaré [19] , [10] asserts that when X is an orientable surface, closed minimizing geodesics are unstable when considered as an orbit of the geodesic flow. The main theorem of this paper gives a sufficient condition, in terms of a discrete symmetry R on T X, that an arclength minimizing closed geodesic on an n-dimensional Riemannian manifold X is hyperbolic under the geodesic flow in the tangent bundle. This condition partially confirms a conjecture of G. D. Birkhoff [6, p. 130] , which in general is false, as attested to by a counterexample due to V. Bangert [13] .
Our result is part of a larger theory of minimizing orbits of (multidimensional) Hamiltonian systems. This theory continues to play an important role in the investigation of generalizations of the Aubry-Mather theory [4] , [5] , [14] , [15] . Properties of minimizing orbits, such as the one which we investigate here, can be crucial in establishing the existence of higher dimensional invariant Mather sets. In [18] , the author investigates the condition of hyperbolicity for periodic and almost periodic minimizing orbits of planar Hamiltonian systems. Future work should extend these results to the multidimensional setting. In [17] , the author investigated an earlier version of the results which appear here.
Let us establish some terminology which will be used throughout the paper. The cotangent bundle is equipped with a canonical one-form θ which, in local coordinates (q 1 , ..., q n , p 1 , ..., p n ), is given by
The canonical symplectic form ω on T * X is given by ω = −dθ.
S * c(0) > Sċ (0) as symmetric operators. Now we would like to give some background and notation, from symplectic geometry, for the comparison theorem. For simplicity we denote M = T * X. An n-dimensional plane λ in T z M , for which ω| λ = 0, is called a Lagrange plane. Here and henceforth, we denote the induced tangent mapping of φ t by d z φ t , z ∈ M .
Many dynamical questions, such as multiplicity of fixed points of φ T for example, or stability of periodic orbits of φ t , can be related to properties of the intersection number (or the Maslov index) of the curve of Lagrange planes d z φ t λ with a fixed distribution of Lagrange planes α(z). One such distribution is the vertical space α(z) = ker d z τ ,
For a trajectory φ t z of the Hamiltonian vector field X H , the number of conjugate points to τ (z) (counted with multiplicity) along the trajectory τ (φ t z), 0 ≤ t ≤ T , is given by the formula
A different (but related) example is furnished by the Maslov index of a closed curve γ on a Lagrangian submanifold L ⊂ M . We assume that L is invariant under the flow φ t . The Maslov index (Arnold [2] ) is the algebraic intersection number of the curve γ with the singular cycle on L, denoted by Σ α , which in turn is defined as the locus of points on L where τ : L −→ X is not of full rank. The cycle Σ α turns out to be a two sided surface of codimension 1, so that it becomes necessary to speak of negative and positive intersections with Σ α .
The Maslov index depends only on the homology class of γ and hence is the same as the intersection number of a closed phase curve φ t z ⊂ L, which is homologous to γ. If φ t z intersects Σ α only transversely and always on the same side of Σ α (such a curve is called a plus curve, and will be shown in section 2 to hold under general hypotheses), the intersection number can be shown to be essentially the focal index along φ t z, which is
The comparison theorem we present in this paper allows one (in certain circumstances detailed below) to deduce that the focal index of λ is zero, if we have another Lagrange plane λ * with which to compare. The comparison is described in terms of a coordinate mapping Q, introduced by Duistermaat [9] , on the Lagrangian Grassmanian of R 2n , with the global coordinates (x 1 , ..., x n , y 1 , ..., y n ) and the canonical symplectic form ω = dx i ∧ dy i .
The comparison theorem asserts that if X H is a Hamiltonian vector field with flow φ t and d z φ t λ * is a curve of Lagrange planes which does not intersect the vertical distribution α(z) along φ t z, 0 ≤ t ≤ b, then the curve of Lagrange planes
The first condition is a general one which guarantees the positivity of the intersection discussed above. The second and third conditions form the basis of the comparison between the two Lagrange planes λ, λ * . We begin by collecting some information and terminology which will be used throughout the paper.
Preliminaries
Henceforth we will denote the Lagrangian Grassmanian of R 2n , equipped with the canonical symplectic form
by Λ(n). This is the topological space of Lagrange planes in R 2n . The space Λ(n) has a natural manifold structure, and we will use a coordinate mapping, introduced by Duistermaat [9] , which we describe (for completeness) in some detail.
A coordinate neighbourhood of a fixed Lagrange plane γ ∈ Λ(n) is the open set Λ 0 (γ), consisting of all Lagrange planes β with β transverse to γ, or β ∩ γ = 0. If λ, λ * ∈ Λ 0 (γ), we may represent λ * uniquely by summands in λ and γ. Specifically, if w ∈ λ * , w = u + v with u ∈ λ, v ∈ γ, then Cu = v. In other words, there is a unique linear transformation
We will refer to the representation (1) with the shorthand λ * = graph C. A useful observation is that
Now, following Duistermaat, we define the bilinear form Q on λ, which is a coordinate mapping on Λ 0 (γ),
where u i ∈ λ and ω is the canonical symplectic form on R 2n . It is a simple calculation to show that Q is a symmetric bilinear form on λ.
The coordinate mapping Q reduces many geometrical questions concerning λ∩λ * to evaluations using the signature of Q. We mention here the local formula for the Maslov index of a generic curve λ t of Lagrange planes, relative to the Lagrange plane α:
Here the sum is taken over those t with λ t ∩ α = 0. By generic we mean that the curve λ t intersects the variety (Maslov cycle) Σ α transversely. For a smooth generic curve λ t , the tangent direction
We suggest the following considerations to explain the formula (4). Intersections of λ t and α correspond to zero eigenvalues of the form Q(λ t , β; α), according to equation (2) . If λ t intersects Σ α transversely, then the signature of Q(λ t , β; α) changes by ±2, depending on whether the eigenvalue goes through 0 from negative to positive (corresponding to sgn Q(λ t , β; α) = 2 ) or vice versa (corresponding to sgn Q(λ t , β; α) = −2 ).
There are two very useful properties of the coordinate mapping Q(λ, β; α) which we will need later. For proofs of these properties, see Duistermaat [9] . The first one is a cyclic property of Q which holds when λ ∩ α = {0} in addition to λ ∩ β = α ∩ β = 0. In this case (using ≈ to denote similarity of quadratic forms),
The second property is that for any (linear) symplectic transformation f ,
We have now come to the point where we can describe the condition that λ t be a plus curve. Loosely speaking, we want to ensure that λ t crosses Σ α transversely and with only a positive contribution to the Maslov index [λ t ; α]; see equation (4) . More precisely, if we let ρ λ∩α denote the restriction map to the subspace λ ∩ α, for the quadratic form Q(λ, β; α), we will need to evaluate the restriction of the tangent vector
where λ = λ t . 
where λ = λ t and λ t ∩ α = 0.
We remind the reader that by convention we denote the vertical distribution by α = α(z).
Lemma 2.1. Suppose the Hamiltonian H satisfies the condition A1). Then the curve of Lagrange planes γ t = dφ −t α is a plus curve; that is, if
Proof. We start with the similarity transformation
Choosing the global coordinate system (x 1 , ..., x n , y 1 , ..., y n ) in R 2n , we identify the linearized flow mapping dφ t with the fundamental solution for the linear Hamiltonian system
where the Hessian of H is the 2n × 2n matrix
with A, C symmetric n × n matrices and B T the transpose of B. Now let (x, y) ∈ λ and (ξ, η) ∈ λ * . We also denote
. We may assume that dφ t λ * ∩ α(z) = {0}, which implies that if ξ(t) = 0 for some t, then η(t) = 0 as well. Now in order to explicitly calculate the quadratic form Q(α, dφ t λ * ; dφ t λ), we need to describe the linear mapping
Since ξ(t) = 0 for each t, when (ξ, η) = 0, suppose that x(t) = ξ(t), where (x, y) ∈ λ. We can obviously write, for this value of t,
It is only necessary to recognize this as the explicit representation dφ t λ = graph C; see equation (1) .
To be precise, we need to check that
is a well defined linear mapping from α to dφ t λ * . Since we have chosen λ * with
it follows from (8) that y(t) − η(t) = 0 for any nonzero choice of (x, y) ∈ λ. In other words, this condition guarantees that every element of α may be represented as the
, for some choice of x y ∈ λ. The mapping C, described by equation (9), is certainly linear, and thus equation (8) may be recast as
Having the linear map C at our disposal allows us to calculate the quadratic form Q = Q(α, dφ t λ * ; dφ t λ) (see equation (3)). If we denote (for the sake of convenience) v = y(t) − η(t), we deduce, using equation (8) together with
where we have used ·, · to denote the standard inner product in R n . We may use equation (10) to test the statement of equation (7) in Lemma 2.1. Specifically, we assume that dφ −t α ∩ λ = {0}. This means that there is some (x, y) ∈ λ with x(t) = 0. We now compute
where we have used the fact that x(t) = 0 and that y(t) = 0, because (x, y) = 0. Since C(t) > 0 due to the assumption A1), condition (7) follows from our previous calculation. This completes the proof.
We remark that the conclusion of the theorem applies even when λ ∩ λ * = 0, provided that γ t ⊂ Λ 0 (λ * ).
Symmetric minimizing geodesics
Our main application concerns the variational theory for closed geodesics on a Riemannian manifold X. Recall that for the family of curves C : [0, 1] → X which satisfy the periodicity condition c(0) = c(1), we define the energy integral E by
E is stationary if and only if c(t), 0 ≤ t ≤ 1, is a closed geodesic with respect to the metric ·, · . In this and the following, by curve we will mean a piecewise smooth map from [0, 1] to X. It is well known that if X is compact, then every nontrivial homotopy class of closed curves on X has as representative a closed geodesic, which minimizes E over that class. The mere existence of such a geodesic, however, does not imply anything about the dynamic character of the geodesic flow. The dynamical aspect of this theory was brought out by Poincaré, who showed that if X is an oriented 2-manifold, then every minimal closed geodesic is hyperbolic, which means that the linearized Poincaré map has all eigenvalues off the unit circle in the complex plane. This fact turns out to have profound implications for the existence of other periodic geodesics which are in general not minimizing; see for example Bangert [3] . G. D. Birkhoff [6] (p. 130) conjectured that Poincaré's result generalized to higher dimensions. The following construction comprises a counterexample to Birkhoff's conjecture (due to V. Bangert [13] ). Let X = R 3 / ∼, where the equivalence relation ∼ identifies the two planes z = 0 and z = 1, when m = (x, y, z) belongs to X. The metric on X is written in cylindrical coordinates (r, θ, z) (z mod 1) as
where α is a fixed parameter, 0 ≤ α ≤ π. Observe that
describes a minimal closed geodesic. However, the linearized Poincaré map has repeated eigenvalues on the unit circle. In this case, the geodesic is called elliptic. We shall describe a situation under which a minimizing geodesic on an n-dimensional manifold X is hyperbolic. Let X denote a Riemannian manifold with tangent bundle T X. The Riemannian metric g on X induces an isomorphism between T X and T * X. Define a symplectic form on T X by pulling back the canonical symplectic form on T * X via this isomorphism. Denote this pulled-back form by ω. The metric g also defines a connection and, therefore, a splitting of T (T X) into horizontal and vertical spaces (see for example [12] , pp. 47, 48), which we will denote by
. Each of the horizontal and vertical spaces is canonically isomorphic to T x X, where τz = x (τ is the projection τ : T X −→ X). The symplectic form acts on
, where the subscripts denote the projections into the horizontal and vertical spaces. Then
where , denotes the Riemannian scalar product on T x X (see [12] , Proposition 3.1.14).
We assume that T X admits an antisymplectic, isometric involution R and that there is a submanifold Q of X such that the fixed point set of R, denoted Fix(R), is the normal bundle of Q, Fix(R) = N (Q). A mapping R : T X −→ T X is an antisymplectic, isometric involution under the following conditions:
and R is isometric on the fibres. (11) Conditions (11) guarantee that the vector field G on T X, which generates the geodesic flow, is reversed under this map [16] :
We will henceforth assume that Fix(R) = N (Q) ∪ N (K), where Q and K denote submanifolds of X. Under these conditions we consider the following variational problem:
minimize E(c) over all curves which join Q and K. (13) We make the observation that the conditions (11) also imply that the Z 2 symmetrẏ c → Rċ leaves the functional E invariant.
If c is a solution to the variational problem (13), then by transversality,ċ(0) ∈ N (Q) andċ(1) ∈ N (K). Moreover, since Fix(R) = N (Q) ∪ N (K), it follows from (12) that c may be continued smoothly to a closed geodesic on the doubled interval 0 ≤ t ≤ 2 (see [16] for a proof). Thus, solutions of the variational problem yield R-symmetric closed geodesics. Before we prove that such geodesics are hyperbolic, we will consider some illustrative examples.
An example on S 2 from Devaney [8] starts with the map S on R 3 which is a reflection through a plane containing the origin. We denote the restriction to S 2 also by S. Since S is symmetric and involutive, S * : T S 2 −→ T S 2 is a symplectic map with standard symplectic form restricted to T S 2 , which is isometric on the fibres of T S 2 . Finally, R = −S * is an antisymplectic isometric involution whose fixed point set is N (Q), where Q is a great circle on S 2 . This example has infinitely many symmetric closed geodesics (a geodesic c(·) is called symmetric if (c(0),ċ(0)) belongs to Fix(R)), none of which are minimal however. The same construction for the standard two-torus embedded in R 3 gives either infinitely many (degenerate) minimal symmetric geodesics or an isolated (nondegenerate) one, depending on which reflection is used. Other examples of such discrete symmetries occuring in dynamics may be found in Devaney [8] or Meyer [16] .
An example using the same construction as above to produce a hyperbolic, symmetric, E-minimizing geodesic on X = S 2 × S 1 is as follows. We take local coordinates (θ, φ) on S 2 , and x (mod 2) as coordinate on S 1 . The metric in these coordinates is
It is easy to see that the geodesic c defined by
, is a closed, E-minimizing geodesic which is also hyperbolic. The sectional curvatures along c are −1 and −1, which gives a different confirmation of the hyperbolicity of c.
We assert that c is a symmetric minimizing geodesic, thus falling within the category under consideration. To see this, we begin with the involution S on X, (s, x) → (s, 2 − x), where s ∈ S 2 . Then R = −S * is an antisymplectic, isometric involution on T X with Fix(R) = N (Q) ∪ N (K), where Q = S 2 × {0}, and K = S 2 × {1}. Moreover,ċ(0) is perpendicular to Q at c(0), whileċ(1) is perpendicular to K at c (1) . This means that c is R-symmetric. Theorem 3.1. Let R denote an antisymplectic, isometric involution (see (11) ) and suppose that c is an R-symmetric closed geodesic which is a solution to the variational problem (13) . If the linearized Poincaré map Φ has no eigenvalues equal to +1, then (c(·),ċ(·)) is hyperbolic on T X.
The proof will follow from several preliminary results. Our first task is to show that the curve of Lagrange planes Φ t λ has no intersections with the singular cycle of the vertical field α over the entire evolution of the geodesic, −∞ < t < ∞. Here Φ t denotes the linearized geodesic flow along (c,ċ), and λ is the tangent space to N (Q) = Fix(R) at (c,ċ)(0). The fact that λ is Lagrange follows from Lemma 4.1.
In order to compute the intersection number [Φ t λ; α], we must first describe the index theorem for the second variation of E along c. References for this result include Ambrose [1] and Kalish [11] . We will use the notation from Kalish [11] . Let Sċ (0) and Sċ (1) denote the Weingarten operators for the second fundamental forms of the submanifolds Q and K, relative toċ(0),ċ(1) respectively. Define the symmetric form A on λ as follows: for z 1 , z 2 belonging to λ, let
where m i are the multiplicities of the Q-focal points along c(t), 0 < t < 1, and the symmetric form A is as defined in (14).

Theorem 3.2. If c is an R-symmetric closed geodesic which is a solution of the variational problem (13), and λ = Tċ (0) Fix(R), then Φ t λ has no intersections with the singular cycle for all real t, −∞ < t < ∞.
Proof. Let λ = Tċ (0) Fix(R) and λ * = Tċ (1) Fix(R). We will apply Theorem 5.1 to the Lagrange planes Φ t λ and λ * . In order to compute the form Q(Φ 1 λ, α; λ * ), we will use the following splitting formula: if ζ ∈ Φ 1 λ and P denotes the projection of
The inequality (15) follows from equation (14) and the index theorem described above. By the same argument, along an R-symmetric geodesic minimizing E, Φ t λ will have no intersections with the singular cycle on the interval 0 < t ≤ 1 (the sum of the multiplicities of Q-focal points is zero). By virtue of the symmetry R, therefore,
We now wish to compare this with intersection number [Φ t (Φ 1 λ) ; α], which is also zero in light of (15) and Theorem 5.1. Using our earlier argument involving symmetry, we conclude that [Φ t λ * ; α] = 0, provided that 0 < t ≤ 2. This new information may be used in conjunction with our comparison argument on the interval 0 < t ≤ 2, which then yields the condition that [Φ t (Φ 1 λ) ; α] = 0, provided that 0 < t ≤ 2.
Thus, by successively comparing intersection numbers and extending by virtue of the symmetry R, we conclude that
To extend this result to R, we merely notice that the equality
A closed geodesic c with no conjugate points on R must necessarily be minimal with respect to periodic boundary conditions. This follows from a result of Bott [7] In order to discuss the hyperbolicity of R-symmetric geodesics c, we consider the linearized Poincaré map Φ = Φ 2 along the closed geodesic c. The reversing property (12) implies that
Let λ, λ denote the eigenspaces of R * atċ(0) which correspond to the eigenvalues +1, −1 respectively. Then λ∩λ = 0, and λ, λ are transverse Lagrange planes. However, λ, λ are not Φ-invariant. The basic theorem which describes the connection between Φ-invariant subspaces and the subspaces λ, λ is given by Devaney [8] . His result implies that to study the eigenvalues of the Poincaré map Φ, it suffices to study the pseudo-Poincaré map ( Φ + Φ −1 ), restricted to the invariant subspace λ. Since the statement we need is slightly different than the one found in Devaney, we include the proof. 
where we assume that λ and λ are complexified by considering arbitrary complex multiples of elements of λ, λ respectively. Since λ, λ are transverse, we can uniquely write
with a, a ∈ λ and b, b ∈ λ. It follows that (a + a) = µv and b + b = µv. On the other hand, we can use (16) to conclude that
Therefore, since
Using Devaney's theorem, it is easy to prove the following. We are now in a position to complete the proof of Theorem 3.1. We will show how the statement of Theorem 3.2, the null rotation of the Lagrange plane λ = Fix(R) under the linearized flow Φ t , restricts the eigenvalues µ of the linearized Poincaré map Φ. In particular, we will see that this condition is incompatible with the assumption µ ∈ S 1 by virtue of Corollary 3.2. Specifically, assume that
where v ∈ λ, v ∈ λ, with v * = v (* denotes complex conjugation) by virtue of Corollary 3.2. Applying the involution R * to Φ −1 (v + v) and using equation (16), we have
On the other hand, from equation (17) we compute
Taking differences of these last two relations, we get
These relations imply that there is a nontrivial rotation between the two Lagrange planes λ, λ (v, v) , which changes sign infinitely many times as k → ∞. This implies that [φ t λ; β] tends to infinity as t → ∞ for some Lagrange plane β, and hence that [φ t λ; ν] = [φ t λ; β] + fixed integer (see Duistermaat [9] Theorem 2.9) also tends to infinity. This contradicts the conclusion of Theorem 3.2 and finishes the proof of Theorem 3.1.
Further Applications
Our Theorem 5.1 is related to a classical theorem of Sturm, which compares the solutions of the two scalar second order equations 
for every v * ∈ T x M * and v ∈ T x M . The conclusion remains the same, namely, that for corresponding Jacobi fields J * , J along γ * , γ respectively,
An extension of the Rauch comparison theorem for Jacobi fields, which satisfies more general boundary conditions, is due to Warner [21] .
Our Theorem 5.1 gives a similar extension of the Rauch comparison theorem, which may be used to compare focal points of two submanifolds M , M * along their common orthogonal geodesic γ(t). However, in distinction from Warner's result, we do not need such a strong inequality on the normal curvatures of the submanifolds M , M * . The reason for this state of affairs is that, while Warner's theorem is a metric comparison between Jacobi fields, our result is a topological comparison.
We shall use the same setup here which was used in the last section. Let X denote a Riemannian manifold with tangent bundle T X. The symplectic form on T X is described in Section 3 together with the vertical and horizontal subspaces.
Now let M denote a codimension k submanifold of X, m ∈ M , and p ⊥ T m M . The subspace of T z (T X) such that (ξ) h ∈ T m M and (ξ) v ∈ T m M is a symplectic subspace (with dim = 2n − 2k ) of T z (T X). We will refer to this subspace as the tangential subspace (to M ) of T z (T X). The tangential component of the vertical vector (ξ) v , where ξ ∈ T z (T X), is equal to the vector S p (ξ) h , where S p denotes the Weingarten operator relative to p ⊥ T m M , where
and η belongs to the normal space of T m M (see [12] , pp. 90, 92).
Let M ⊂ X denote a codimension k submanifold, and N (M ) the normal bundle.
, then λ intersects the vertical subspace trivially. 
(t).
The nontrivial intersections of dφ t λ with the vertical space correspond to socalled focal points of the hypersurface M along the geodesic c(t). To compare focal points of M and M * along c(t), we must compute Q (λ, V ; λ * ). For this purpose, notice that if ξ ∈ λ, we can choose ξ
Using the Weingarten formula we discussed earlier, we observe that (ξ 1 ) v , (ξ 1 ) h is the normal curvature of the hypersurface M in the direction (ξ 1 ) h . Therefore, Q (λ, V ; λ * ) ≥ 0 if and only if the normal curvature of M is larger than the normal curvature of M * in the common (ξ) h ∈ T c(0) M . Applying Theorem (5.1), we conclude that if M * has no focal points along c(t), 0 ≤ t ≤ τ , and the normal curvature of M is larger than that of M * along every direction in T c(0) M , then M has no focal points along c(t), 0 ≤ t ≤ τ . This may be compared with Warner [21] .
The Comparison Theorem
To set the stage for our comparison theorem, we note that the general case of the symplectic manifold M = T * X, with canonical symplectic form ω, can be reduced in a tubular neighbourhood of the orbit segment φ t z, a ≤ t ≤ b, to R 2n with ω = dx i ∧ dy i , using the Darboux coordinate along φ t z. 
Proof. Let Σ α denote the singular cycle, This is the same as the Maslov index of a curve in Λ 0 (γ) from β to β , followed by a curve in Λ 0 (γ ) from β back to β. Indeed, as the parameter t moves from 0 to b, the eigenvalues of Q(λ, dφ −t α; λ * ) can only cross zero from negative to positive. By virtue of A2), this implies that crossings cannot occur. Therefore, putting equations (19) and (20) together, we deduce that [Γ; α] = 0, which, in turn, implies that [L; α] = 0, as was to be shown.
