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FUSION RULES OF EQUIVARIANTIZATIONS OF FUSION
CATEGORIES
SEBASTIAN BURCIU AND SONIA NATALE
Abstract. We determine the fusion rules of the equivariantization of a fusion
category C under the action of a finite group G in terms of the fusion rules of C
and group-theoretical data associated to the group action. As an application
we obtain a formula for the fusion rules in an equivariantization of a pointed
fusion category in terms of group-theoretical data. This entails a description
of the fusion rules in any braided group-theoretical fusion category.
1. Introduction
Throughout this paper we shall work over an algebraically closed field k of char-
acteristic zero. Let C be a fusion category over k, that is, C is a semisimple rigid
monoidal category over k with finitely many isomorphism classes of simple objects,
finite-dimensional Hom spaces, and such that the unit object 1 is simple.
Consider an action ρ : G → Aut⊗C of a finite group G by tensor autoequiva-
lences of C and let CG be the equivariantization of C with respect to this action.
Equivariantization under a finite group action, as well as its applications, general-
izations and related constructions, have been intensively studied in the last years
by several authors. See for instance [1, 2, 3, 5, 6, 7, 13, 16].
In the sense of the notions introduced in [2, 3], equivariantization gives rise in a
canonical way to a central exact sequence of tensor categories
repG→ CG → C,
where repG is the category of finite-dimensional representations of G. On the
other hand, combined with the dual notion of (graded) group extension of a fusion
category, equivariantization underlies the notion of solvability of a fusion category
developed in [6].
An important invariant of a fusion category C is its Grothendieck ring, gr(C).
For instance, the knowledge of the structure of the Grothendieck ring allows to
determine all fusion subcategories of C, which correspond to the so-called based
subrings.
Let Irr(C) = {1 = S0, . . . , Sn} denote the set of isomorphism classes of simple
objects of C. Then Irr(C) is a basis of gr(C) and, for all 0 ≤ i, j ≤ n, we have a
relation
(1.1) SiSj =
n∑
l=0
N li,j Sl,
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where N li,j are non-negative integers given by N
l
i,j = dimHomC(Sl, Si ⊗ Sj), 0 ≤
l ≤ n. The relations (1.1) are known as the fusion rules of C. They are determined
by the set Irr(C) and the multiplicities N li,j ∈ Z≥0.
The main result of this paper is the determination of the fusion rules of CG in
terms of the fusion rules of C and certain canonical group-theoretical data associ-
ated to the group action. This is contained in Theorem 3.9. As it turns out, the
structure of the Grothendieck ring of CG resembles that of the rings introduced by
Witherspoon in [17].
As an example, consider a semisimple cocentral Hopf algebra extension H of a
Hopf algebra A by a finite group G, that is, H fits into a cocentral exact sequence
k → A→ H → kG→ k.
As shown in [12] the category RepH of finite-dimensional representations of H is an
equivariantization (RepA)G with respect to an appropriate action of G on RepA.
Thus Theorem 3.9 implies that the fusion rules of the category RepH can be
described in terms of the fusion rules of RepA and the action of G. In particular,
Theorem 3.9 generalizes the results obtained for cocentral abelian extensions of
Hopf algebras in [8] and [17].
We discuss in detail the case where C is a pointed fusion category, that is, when
all simple objects of C are invertible. In this case the fusion rules of CG are described
completely in terms of group-theoretical data. See Theorem 4.1.
It is known that every braided group-theoretical fusion category is an equivari-
antization of a pointed fusion category [10, 11]. Therefore, our results entail the
determination of the fusion rules in any braided group-theoretical fusion category.
In order to establish Theorem 3.9, we give an explicit description of the simple
objects of the equivariantization CG. This is done, more generally, for any action
ρ : G → AutC of the group G by autoequivalences of a k-linear finite semisimple
category C. Such an action induces naturally an action of G on the set Irr(C) of
isomorphism classes of simple objects of C. Let Y ∈ Irr(C) and let GY ⊆ G denote
the inertia subgroup of Y , that is,
(1.2) GY = {g ∈ G | ρ
g(Y ) ≃ Y }.
We show that isomorphism classes of simple objects of CG are parameterized by
pairs (Y, π), where Y runs over the orbits of the action of G on Irr(C), and π is the
equivalence class of an irreducible projective representation of the inertia subgroup
GY with a certain factor set α˜Y ∈ Z
2(GY , k
∗). This result is analogous to the
parameterization of irreducible representations of a finite group in terms of those of
a normal subgroup given by Clifford Theorem. It extends the description obtained
in [14] for the case where CG is the category of representations of an (algebra) group
crossed product (see [12, Subsection 3.1]).
In the case where C is a fusion category, the duality in C gives rise to a ring invo-
lution ∗ : gr(C)→ gr(C). We describe this ring involution for the Grothendieck ring
of CG in Subsection 3.4, more precisely, we use Theorem 3.9 in order to determine
the dual of the simple object in CG corresponding to a pair (Y, π) as above.
We may regard repG as a fusion subcategory of CG under a canonical embedding.
In this way CG becomes a repG-bimodule category under the action given by tensor
product. As another consequence of Theorem 3.9, we give a decomposition of CG
into indecomposable repG-module categories. See Theorem 3.14.
The paper is organized as follows. In Section 2 we recall the definition of the
equivariantization of a semisimple abelian category over k under a finite group
action and give a parameterization of its simple objects. With respect to this
parameterization, we determine in Section 3 the fusion rules in an equivariantization
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of a fusion category. Appart from the main result, Theorem 3.9, we also present in
this section the above mentioned applications to the determination of the dual of a
simple object and the decomposition of CG as a repG-bimodule category. In Section
4 we specialize our main result to the case of an equivariantization of a pointed
fusion category and in particular, to braided group-theoretical fusion categories.
We include an Appendix at the end of the paper, where we give an account of the
relevant facts about projective group representations needed throughout.
2. Simple objects of an equivariantization
The goal of this section is to describe a (mostly well-known) Clifford correspon-
dence entailing a classification of isomorphism classes of simple objects of CG in
terms of the action of G on the set Irr(C) of isomorphism classes of simple objects
of C. By abuse of notation, we often indicate an object of a category C and its
isomorphism class by the same letter.
2.1. Equivariantization under a finite group action. Let C be a finite semisim-
ple k-linear category and let G be a finite group. Let also ρ : G → Aut C be an
action of G on C by k-linear autoequivalences. Thus, for every g ∈ G, we have a
k-linear functor ρg : C → C and natural isomorphisms
ρg,h2 : ρ
gρh → ρgh, g, h ∈ G,
and ρ0 : idC → ρ
e, subject to the following conditions:
(ρab,c2 )X (ρ
a,b
2 )ρc(X) = (ρ
a,bc
2 )X ρ
a((ρb,c2 )X),(2.1)
(ρa,e2 )Xρ
a
ρ0(X)
= (ρe,a2 )X(ρ0)ρa(X),(2.2)
for all objects X ∈ C, and for all a, b, c ∈ G. By the naturality of ρg,h2 , g, h ∈ G, we
have the following relation:
(2.3) ρgh(f) (ρg,h2 )Y = (ρ
g,h
2 )X ρ
gρh(f),
for every morphism f : Y → X in C. For simplicity, we shall assume in what follows
that ρe = idC and ρ0, ρ
g,e
2 , ρ
e,g
2 are identities.
Let CG denote the corresponding equivariantization. Recall that CG is a finite
semisimple k-linear category whose objects are G-equivariant objects of C, that is,
pairs (X,µ), where X is an object of C and µ = (µg)g∈G, such that µ
g : ρgX → X
is an isomorphism, for all g ∈ G, satisfying
(2.4) µgρg(µh) = µgh(ρg,h2 )X , ∀g, h ∈ G, µeρ0X = idX .
A morphism f : (X,µ)→ (X ′, µ′) in CG is a morphism f : X → X ′ in C such that
fµg = µ′
g
ρg(f), for all g ∈ G.
We shall also say that an object X of C is G-equivariant if there exists such a
collection µ = (µg)g∈G so that (X,µ) ∈ C
G. Note that µ is not necessarily unique.
The forgetful functor F : CG → C, F (X,µ) = X , is a dominant functor. The
functor F has a left adjoint L : C → CG, defined by L(X) = (⊕t∈Gρ
tX,µX), where
(µX)g : ⊕t∈Gρ
gρtX → ⊕t∈Gρ
tX is given componentwise by the isomorphisms
(ρg,t2 )X . The composition Tρ = FL : C → C is a faithful k-linear monad on C such
that CG is equivalent to the category CTρ of Tρ-modules in C. See [2, Subsection
5.3].
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2.2. Frobenius-Perron dimensions of simple objects of CG. Let X,Y ∈ C.
Then HomC(ρ
gX, ρgY ) ≃ HomC(X,Y ), for all g ∈ G. Therefore, for all g ∈ G, and
for all objects M of CG, we have
(2.5) HomC(F (M), ρ
gY ) ≃ HomC(F (M), Y ).
The action of the group G on C permutes isomorphism classes of simple objects
of C. Let Y ∈ Irr(C). We shall denote GY := StG(Y ) ⊆ G the inertia subgroup of
Y , that is,
GY = {g ∈ G| ρ
g(Y ) ≃ Y },
Then Y has exactly n = [G : GY ] mutually nonisomorphic G-conjugates Y =
Y1, . . . , Yn. For every 1 ≤ j ≤ n, we have Yj ≃ ρ
gjY , where g1 = e, . . . , gn is a
complete set of representatives of the left cosets of GY in G.
Proposition 2.1. Let M = (X,µ) be a simple object of CG and let Y be a simple
constituent of X in C. Let Y = Y1, . . . , Yn, n = [G : GY ], be the mutually noniso-
morphic G-conjugates of Y . Then X ≃ m⊕ni=1 Yi, where m = dimHomC(X,Y ).
Proof. Consider the object T (Y ) = FL(Y ) = ⊕g∈Gρ
gY . Let Z be a simple object
of C such that Z ≇ Yj , j = 1, . . . , n. Then HomC(Z, T (Y )) = 0. By adjointness, we
have HomCG(L(Y ),M) ≃ HomC(Y,X) 6= 0. Then M is a simple direct summand
of L(Y ) in CG. This implies that X = F (M) is a direct sum of simple subobjects
of FL(Y ) = T (Y ). Therefore HomC(Z,X) = 0.
Hence X ≃ ⊕ni=1miYi, where mi = dimHomC(Yi, X), for all i. By (2.5), we have
mi = m1 = m, for all i = 1, . . . , n. This proves the proposition. 
Corollary 2.2. Let M = (X,µ) be a simple object of CG and let Y be a sim-
ple constituent of X in C. Then FPdimM = m[G : GY ] FPdimY , where m =
dimHomC(Y,X). 
2.3. Equivariantization and projective group representations. Let Y ∈ C
be a fixed simple object. The action ρ of G on C induces by restriction an action of
GY on C by autoequivalences. We may thus consider the equivariantization C
GY .
By definition of GY , there exist isomorphisms c
g : ρg(Y ) → Y , for all g ∈ GY .
For all g, h ∈ GY , the composition c
gρg(ch)(ρg,h2Y )
−1(cgh)−1 defines an isomorphism
Y → Y . Since Y is a simple object, there exist nonzero α˜Y (g, h) ∈ k such that
(2.6) α˜Y (g, h)
−1 idY = c
gρg(ch)(ρg,h2Y )
−1(cgh)−1 : Y → Y.
This defines a map α˜Y : GY ×GY → k
∗ which is a 2-cocycle on GY .
Remark 2.3. The cocycle α˜Y measures the possible obstruction for (Y, c) to be a
GY -equivariant object, where c = (c
g)g∈GY .
Consider another choice of isomorphisms vg : ρg(Y )→ Y , g ∈ GY . Since Y is a
simple object, the composition cg(vg)−1 : Y → Y is given by scalar multiplication
by some f(g) ∈ k∗, for all g ∈ GY . Denoting by β˜Y the 2-cocycle related to (v
g)g,
it easy to see that α˜Y and β˜Y differ by the coboundary of the cochain f : GY → k
∗.
This implies that the cohomology class αY ∈ H
2(GY , k
∗) of α˜Y depends only on
the isomorphism class of the simple object Y .
Lemma 2.4. Let (X,µ) ∈ CG and let Y ∈ Irr(C). Consider, for every g ∈ GY ,
isomorphisms cg : ρg(Y )→ Y and let α˜Y be the associated 2-cocycle on GY . Then
the space HomC(Y,X) carries a projective representation of GY with factor set α˜Y ,
defined in the form
(2.7) π(g)(f) = µgρg(f)(cg)−1 : Y → X,
for all f ∈ HomC(Y,X).
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Proof. The relation π(g)π(h) = α˜Y (g, h)π(gh), g, h ∈ G, follows by straightforward
computation, using the compatibility conditions for ρ. 
Remark 2.5. Suppose that φ : (X,µ) → (X ′, µ′) is an isomorphism in CG. Then
the induced isomorphism HomC(Y,X)→ HomC(Y,X
′), f 7→ φf , is an isomorphism
of projective representations. Similarly, if Y ′ ≃ Y is another representative of
the isomorphism class of Y and c′
g
: ρg(Y ′) → Y ′, g ∈ GY , is a collection of
isomorphisms, then the projective representations HomC(Y,X) and HomC(Y
′, X)
are projectively equivalent.
Proposition 2.6. Let Y ∈ Irr(C). There is a bijective correspondence between iso-
morphism classes of simple objects L = (N, ν) of CGY such that N ≃ HomC(Y,N)⊗
Y and equivalence classes of irreducible αY -projective representations of the group
GY . If the simple object L = (N, ν) corresponds to the projective representation π,
then π ≃ HomC(Y,N) and FPdimL = dimπ FPdimY .
Proof. Let cg : ρg(Y ) → Y , g ∈ GY , be any fixed choice of isomorphisms, and let
α˜Y be the associated 2-cocycle. Let also π be a projective representation of GY on
the vector space V with factor set α˜Y . Then the pair (V ⊗Y, ν) is a GY -equivariant
object, where
(2.8) νg = π(g)⊗ cg : ρg(V ⊗ Y ) = V ⊗ ρg(Y )→ V ⊗ Y.
Conversely, if L = (N, ν) is an object of CGY with N ≃ HomC(Y,N) ⊗ Y , then
V = HomC(Y,N) carries a projective representation π of GY with factor set α˜Y
defined by (2.7).
These assignments are functorial and mutually inverse up to isomorphisms. Then
L = (N, ν) is a simple object of CGY if and only if V = HomC(Y,N) is an irreducible
projective representation. This implies the proposition. 
2.4. The relative adjoint. Consider the forgetful functor FY : C
G → CGY . We
discuss in this subsection the left adjoint LY : C
GY → CG of the functor FY .
Let R be a set of representatives of the left cosets of GY in G. So that G is a
disjoint union G = ∪t∈RtGY .
Set, for all (N, ν) ∈ CGY , LY (N, ν) = L
R
Y (N, ν) = (⊕t∈Rρ
t(N), µ), where, for all
g ∈ G, µg : ⊕t∈Rρ
gρt(N)→ ⊕t∈Rρ
t(N) is defined componentwise by the formula
(2.9) µg,t = ρs(νh)(ρs,h2 )
−1ρg,t2 : ρ
gρt(N)→ ρs(N),
where the elements h ∈ GY , s ∈ R are uniquely determined by the relation
(2.10) gt = sh.
Remark 2.7. We shall show in Proposition 2.9 below that the functor LRY thus
defined is left adjoint of the functor FY . By uniqueness of the adjoint, it will follow
that, up to isomorphism, LRY does not depend on the particular choice of the set of
representatives R.
Lemma 2.8. Let (N, ν) ∈ CGY . Then LY (N, ν) ∈ C
G.
Proof. For every g ∈ G, t ∈ R, let s(g, t) ∈ R, h(g, t) ∈ GY be the elements
uniquely determined by the relation gt = s(g, t)h(g, t). Note that, for all a, b ∈ G,
t ∈ R, the following relations hold:
s(ab, t) = s(a, s(b, t)),(2.11)
h(ab, t) = h(a, s(b, t))h(b, t),(2.12)
s(ab, t)h(a, s(b, t)) = as(b, t).(2.13)
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In order to prove the lemma we shall show that, for all objects (N, ν) ∈ CGY ,
and for all a, b ∈ G, t ∈ R, the following diagram is commutative:
(2.14) ρaρbρt(N)
(ρa,b2 )ρt(N)
//
ρa(µb,t)

ρabρt(N)
µab,t

ρaρs(b,t)(N)
µa,s(b,t)
// ρs(ab,t)(N).
This is done as follows. By (2.9), the relevant maps in diagram (2.14) are given by
µab,t = ρs(ab,t)(νh(ab,t)) (ρ
s(ab,t),h(ab,t)
2 )
−1 ρab,t2 ,(2.15)
µa,s(b,t) = ρs(a,s(b,t))(νh(a,s(b,t))) (ρ
s(a,s(b,t)),h(a,s(b,t))
2 )
−1ρ
a,s(b,t)
2 ,(2.16)
ρa(µb,t) = ρaρs(b,t)(νh(b,t)) ρa(ρ
s(b,t)h(b,t)
2 )
−1 ρa(ρb,t2 ).(2.17)
Using (2.11) and the fact that (N, ν) is GY -equivariant, we compute
ρs(ab,t)(νh(ab,t)) = ρs(a,s(b,t))(νh(a,s(b,t))h(b,t))
= ρs(a,s(b,t))
(
νh(a,s(b,t)) ρh(a,s(b,t))(νh(b,t)) (ρ
h(a,s(b,t)),h(b,t)
2 )
−1
)
= ρs(a,s(b,t))
(
νh(a,s(b,t))
)
ρs(a,s(b,t))ρh(a,s(b,t))
(
νh(b,t)
)
× ρs(a,s(b,t))
(
ρ
h(a,s(b,t)),h(b,t)
2
)−1
Similarly, relations (2.12) and (2.13), together with the defining condition (2.1) on
the isomorphisms ρ2, give(
ρ
s(ab,t),h(ab,t)
2
)−1
= ρs(ab,t)
(
ρ
h(a,s(b,t)),h(b,t)
2
)(
ρ
s(ab,t),h(a,s(b,t))
2
)−1
ρh(b,t)(N)
×
(
ρ
as(b,t),h(b,t)
2
)−1
.
The naturality condition (2.3) on ρg,h2 and relation (2.13) imply that(
ρ
s(ab,t),h(a,s(b,t))
2
)−1
ρh(b,t)(N)
=
(
ρs(ab,t)ρh(a,s(b,t))(νh(b,t))
)−1(
ρ
s(ab,t),h(a,s(b,t))
2
)−1
× ρs(ab,t),h(a,s(b,t))(νh(b,t)).
Hence we get
ρs(ab,t)(νh(ab,t))
(
ρ
s(ab,t),h(ab,t)
2
)−1
= ρs(a,s(b,t))
(
νh(a,s(b,t))
)(
ρ
s(ab,t),h(a,s(b,t))
2
)−1
× ρas(b,t)(νh(b,t))
(
ρ
as(b,t)),h(b,t)
2
)−1
.
Composing this resulting morphism with the inverse of
ρs(a,s(b,t))(νh(a,s(b,t))) (ρ
s(a,s(b,t)),h(a,s(b,t))
2 )
−1,
and using (2.13), we obtain the expression
(2.18) ρas(b,t)(νh(b,t))
(
ρ
as(b,t),h(b,t)
2
)−1
.
Using relation (2.1), we see that commutativity of the diagram (2.14) is equivalent
to
ρas(b,t)(νh(b,t))
(
ρ
as(b,t),h(b,t)
2
)−1
ρa,bt2 ρ
a(ρb,t2 ) = µ
a,s(b,t) ρa(µb,t).(2.19)
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Finally, we compute
ρa,bt2 = ρ
a,s(b,t)h(b,t)
2
= ρ
as(b,t),h(b,t)
2 (ρ
a,s(b,t)
2 )ρh(b,t)(N) ρ
a(ρ
s(b,t),h(b,t)
2 )
−1
= ρ
as(b,t),h(b,t)
2 ρ
as(b,t)(νh(b,t))−1ρ
a,s(b,t)
2 ρ
aρs(b,t)(νh(b,t)) ρa(ρ
s(b,t),h(b,t)
2 )
−1.
Combining this with (2.17) we get relation (2.19). This shows that the diagram
(2.14) is commutative, as claimed, and finishes the proof of the lemma. 
In view of Lemma 2.8 there is a well defined functor LY = L
R
Y : C
GY → CG.
Proposition 2.9. The functor LRY is left adjoint of the functor FY .
Proof. We define natural transformations η : idCGY →FY L
R
Y and ǫ : L
R
Y FY → idCG ,
in the form
η(N,ν) = ie : N = ρ
e(N)→ FY L
R
Y (N, ν) = FY (⊕t∈Rρ
t(N), µ),
ǫ(M,u) = ⊕t∈Ru
t : LRY FY (M,u) = (⊕t∈Rρ
t(M), µ)→ (M,u),
for every (N, ν) ∈ CGY , (M,u) ∈ CG. It is straightforward to verify that η and ǫ
are well-defined and that the compositions
FY
ηFY
→ FY L
R
Y FY
FY ǫ→ FY , L
R
Y
LRY η→ LRY FY L
R
Y
ǫLRY→ LRY
are identities. This implies the proposition. 
Remark 2.10. Note that the restriction of LY to the fusion subcategory repGY of
CGY is isomorphic to the induction functor repGY → repG ⊆ C
G.
As pointed out in Remark 2.7, we have the following:
Corollary 2.11. The functor LRY is, up to isomorphism, uniquely determined by
the subgroup GY . 
2.5. Parameterization of simple objects. The following theorem is the main
result of this section.
Theorem 2.12. Let Y ∈ C be a simple object. Then the functor LY : C
GY → CG
induces a bijective correspondence between isomorphism classes of:
(a) Simple objects (N, ν) ∈ CGY such that HomC(Y,N) 6= 0, and
(b) Simple objects (X,µ) ∈ CG such that HomC(Y,X) 6= 0.
If (X,µ) in CG as in (b) corresponds to (N, ν) in CGY as in (a), then we have
HomC(Y,N) ≃ HomC(Y,X) as projective representations of GY . Moreover, N ≃
HomC(Y,N)⊗ Y .
Proof. Let (N, ν) ∈ CGY be a simple object as in (a). By Proposition 2.1 applied
to GY , N ≃ mY , where m = dimHomC(Y,N). Thus N ≃ HomC(Y,N)⊗ Y .
Let (X,µ) ∈ CG be a simple object such that (N, ν) is a simple direct summand of
FY (X,µ) in C
GY . By adjunction, (X,µ) is a simple direct summand of LY (N, ν) in
CG. Then X is a direct summand of ⊕t∈G/GY ρ
t(N) in C. Since X is G-equivariant,
then HomC(X,N) 6= 0.
Therefore HomC(Y,X) 6= 0 and (X,µ) satisfies the condition in (b).
Again by Proposition 2.1, we get that X ≃ e ⊕ni=1 Yi, where Y = Y1, . . . , Yn,
n = [G : GY ], are the mutually nonisomorphic G-conjugates of Y . Note that
e = dimHomC(Y,X) ≤ dimHomC(Y,N) = m, because the multiplicity of Y in
ρt(N) is 0, for all t /∈ GY .
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Since (N, ν) is a direct summand of FY (X,µ) in C
GY , comparing Frobenius-
Perron dimensions, we obtain
[G : GY ]mFPdimY = FPdimLY (N, ν) ≤ FPdim(X,µ) = e[G : GY ] FPdimY.
Therefore e = m, and necessarily (X,µ) = LY (N, ν). This implies surjectivity of
the map induced by LY from (a) to (b).
Suppose (N ′, ν′) ≇ (N, ν) is a simple summand of FY (X,µ), with (N
′, ν′) as in
(b). Applying the forgetful functor CGY → C and comparing the multiplicity of Y
we get
e = dimHomC(Y,X) ≥ dimHomC(Y,N ⊕N
′) = m+ dimHomC(Y,N
′) > m.
This is a contradiction since e = m. Hence (N, ν) is the unique, up to isomorphisms,
simple object as in (b) such that
HomCG(LY (N, ν), (X,µ)) ≃ HomCGY ((N, ν), FY (X,µ)) 6= 0.
This proves injectivity of the map induced by LY . Thus this map is bijective, as
claimed.
Now suppose that the class of the simple object (X,µ) of CG as in (b) corresponds
to the class of the simple object (N, ν) of CGY as in (a). The proof above shows
that N ≃ HomC(Y,N)⊗ Y .
As we have shown, dimHomC(Y,X) = dimHomC(Y,N). Since N is a direct
summand of X in C, then HomC(Y,N) ⊆ HomC(Y,X), thus these spaces are equal.
Furthermore, the corresponding projective representations given by Formula (2.7)
clearly coincide on both spaces. This finishes the proof of the theorem. 
Combining Theorem 2.12 with Proposition 2.6 we obtain the following:
Corollary 2.13. There is a bijective correspondence between the set isomorphism
classes of simple objects (X,µ) of CG and the set of pairs (Y, π), where Y runs over
the orbits of the action of G on Irr(C) and π runs over the equivalence classes of
irreducible αY -projective representations of the inertia subgroup GY ⊆ G, where
αY ∈ H
2(GY , k
∗) is the cohomology class of the cocycle α˜Y determined by (2.6).
Let (X,µ) be the simple object corresponding to the pair (Y, π). Then we have
X ≃ ⊕t∈G/GY ρ
t(Vπ ⊗ Y ). In particular, FPdim(X,µ) = dimπ[G : GY ] FPdimY .

Let Y ∈ Irr(C)/G and let π be an irreducible αY -projective representation of the
group GY . We shall use the notation SY,π to indicate the isomorphism class of the
simple object of CG corresponding to the pair (Y, π). We shall also say that such
simple object SY,π lies over Y .
Remark 2.14. For every set R of left coset representatives of GY in G and for every
collection of isomorphisms {cg : ρg(Y )→ Y }g∈GY , the class SY,π is represented by
the simple object SR,cY,π := L
R
Y (π ⊗ Y ), with the GY -equivariant structure on π⊗ Y
given by (2.8).
Let us describe more explicitly the dependence of the simple object SR,cY,π on
the choice of the isomorphisms ch : ρh(Y ) → Y . Suppose we are given another
collection of isomorphisms c′ = {c′
g
}. Then, Y being simple, for any g ∈ GY we
can write c′
g
= dc,c′(g)c
g, for some scalar dc,c′(g) ∈ k
∗. It follows from (2.8) that
π ⊗ Y = d−1c,c′π ⊗ Y as objects of C
GY . Hence
(2.20) SR,cY,π = L
R
Y (π ⊗ Y ) = L
R
Y (d
−1
c,c′π ⊗ Y ) = S
R,c′
Y,d−1
c,c′
π
.
Theorem 2.12 implies the following:
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Lemma 2.15. Let Y ∈ Irr(C) and let π be an αY -projective representation of GY .
Then
(2.21) π ≃ HomC(Y, SY,π)
as GY -projective representations.
Proof. Let Vπ denote the vector space of the representation π. We have SY,π ≃
LY (Vπ ⊗ Y, (π(g)⊗ c
g)g∈G), where c
g : ρg(Y )→ Y is a collection of isomorphisms.
It follows from Proposition 2.6 and Theorem 2.12 that π ≃ HomC(Y, Vπ ⊗ Y ) ≃
HomC(Y, SY,π). 
As a consequence we now get:
Proposition 2.16. Let Y ∈ Irr(C) and let π be an irreducible αY -projective repre-
sentation of GY . Then, for all (X,µ) ∈ C
G, we have
dimHomCG(SY,π, (X,µ)) = mGY (π, HomC(Y,X)).
In particular, the simple object SY,π is a constituent of (X,µ) if and only if π is a
constituent of HomC(Y,X).
Here, mGY (π, HomC(Y,X)) denotes the multiplicity of π in HomC(Y,X). See
Section 5.
Proof. We have a decomposition (X,µ) ≃ ⊕(Z,γ)HomCG(SZ,γ , (X,µ))⊗SZ,γ , where
Z runs over a set of representatives of the orbits of the action of G on Irr(C) and γ
is an irreducible αZ-projective representation of GZ . Since HomC(Y, SZ,γ) = 0, for
all Z 6= Y , then, as projective GY -representations,
HomC(Y,X) ≃ ⊕(Z,γ)HomCG(SZ,γ , (X,µ))⊗HomC(Y, SZ,γ)
≃ ⊕γ HomCG(SY,γ , (X,µ))⊗ γ,
the last isomorphism by Lemma 2.15. This implies the proposition. 
2.6. On the choice of isomorphisms in a fixed orbit. Let Y ∈ Irr(C) and let
t ∈ G. Since ρt(Y ) is a constituent of F (SY,π), it follows from Theorem 2.12 that
SY,π ≃ Sρt(Y ),δ, for some irreducible projective representation δ of Gρt(Y ). In this
subsection we discuss the dependence of δ upon π and the choice of the sets of
isomorphisms cY , cρt(Y ).
Let π be a projective representation of GY with factor set α˜Y and let
tπ be
the conjugate projective representation of Gρt(Y ) = tGY t
−1 =: tGY . That is,
V tπ = Vπ and the action is defined as
tπ(h) = π(t−1ht), for all h ∈ GY . Denote
by tα˜Y the 2-cocycle of Gρt(Y ) given by
(2.22) tα˜Y (tht
−1, th′t−1) = α˜Y (h, h
′), h, h′ ∈ GY .
Then tπ is a projective representation of Gρt(Y ) with factor set
tα˜Y .
Note that a given collection of isomorphisms cg : ρg(Y )→ Y , g ∈ GY , determines
canonically a collection of isomorphisms (tc)g : ρg(ρt(Y )) → ρt(Y ), g ∈ tGY , in
the form
(2.23) (tc)g := ρt(ct
−1gt
Y ) (ρ
t,t−1gt
2 )
−1
Y (ρ
g,t
2 )Y .
Indeed, t−1gt ∈ GY since Gρt(Y ) = tGY t
−1.
Remark 2.17. Assume that Y is a simple object representing a class in a fixed orbit
of the action of G. For the objects ρt(Y ), let the isomorphisms tc be given as in
(2.23). Then formula (2.6) gives the 2-cocycle α˜ρt(Y )(tht
−1, th′t−1) = α˜Y (h, h
′) on
the inertia subgroup Gρt(Y ).
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Lemma 2.18. Let H be a subgroup of G and let (M, ν) ∈ CH . Then, for all x ∈ G,
(ρx(M),x ν) ∈ C
xH with equivariant structure (xν)xhx
−1
: ρxhx
−1
ρx(M) → ρx(M)
defined, for every h ∈ H, as the composition
(2.24) ρxhx
−1
(ρx(M))
ρxhx
−1,x
2−−−−−−→ ρxh(M)
(ρx,h2 )
−1
−−−−−→ ρx(ρh(M))
ρx(νh)
−−−−→ ρx(M).
Proof. Consider the 2-cocycle α˜ρx(M) ∈ Z
2(Gρx(M), k
∗) associated to the collection
of isomorphisms xν. Since ν is an equivariant structure on M , it has a trivial
associated 2-cocycle. It follows from Remark 2.17 that α˜ρx(M) = 1 and therefore
xν does define an equivariant structure on ρx(M). 
Corollary 2.19. Let tc be the collection of isomorphisms given by equation (2.23)
and let V tπ ⊗ ρ
t(Y ) be the associated object of CGρt(Y ). Then ρt(Vπ ⊗ Y ) = V tπ ⊗
ρt(Y ) in CGρt(Y ) .
In particular we have an isomorphism of tGY -equivariant objects ρ
t(Vπ ⊗ Y ) ≃
V tπ ⊗ ρ
t(Y ), where the tGY -equivariant structure on V tπ ⊗ ρ
t(Y ) is induced by
any choice of isomorphisms cρt(Y ) for ρ
t(Y ).
Proof. By Lemma 2.18, a Gρt(Y )-equivariant structure on ρ
t(Vπ ⊗ Y ) is given by
ρtht
−1
ρt(Vπ⊗Y )
ρtht
−1,t
2−−−−−→ ρth(Vπ⊗Y )
(ρt,h2 )
−1
−−−−−→ ρtρh(Vπ⊗Y )
π(h)⊗ρt(chY )−−−−−−−−→ Vπ⊗ρ
t(Y ),
for every h ∈ H . Since tπ(tht−1) = π(h), for all h ∈ H , this coincides with the
equivariant structure of V tπ ⊗ ρ
t(Y ) induced by tc. 
Suppose now that for every h ∈ GY we have arbitrary isomorphisms
ctht
−1
ρt(Y ) : ρ
tht−1(ρt(Y ))→ ρt(Y )
These give rise to isomorphisms
ρt(Y )
(ctht
−1
ρt(Y )
)−1
−−−−−−−→ ρtht
−1
(ρt(Y ))
ρtht
−1 ,t
2−−−−−→ ρth(Y )
(ρt,h2 )
−1
−−−−−→ ρt(ρh(Y ))
ρt(chY )−−−−→ ρt(Y ).
Since ρt(Y ) is a simple object, there exist scalars dY (t, h) ∈ k
∗ such that
(2.25) ρt(chY )(ρ
t,h
2 )
−1ρtht
−1,t
2 = dY (t, h)c
tht−1
ρt(Y ),
for all h ∈ H .
3. Fusion rules for CG
In this section we shall assume that C is a fusion category over k and ρ : G →
Aut⊗C is an action of G on C by tensor autoequivalences, that is, ρ
g,h
2 : ρ
gρh → ρgh
are natural isomorphisms of tensor functors, for all g, h ∈ G. Thus, for all g ∈ G,
ρg is endowed with a monoidal structure (ρg2)X,Y : ρ
g(X ⊗ Y ) → ρg(X) ⊗ ρg(Y ),
X,Y ∈ C, and the following relation holds:
(3.1) ρgh2 X,Y ρ
g,h
2 X⊗Y = (ρ
g,h
2 X ⊗ ρ
g,h
2 Y ) ρ
g
2ρhX,ρhY ρ
g(ρh2X,Y ),
for all g, h ∈ G, X,Y ∈ C.
Then CG is also a fusion category with tensor product (X,µX) ⊗ (Y, µY ) =
(X⊗Y, (µX ⊗µY )ρ2X,Y ), where for all g ∈ G, ρ2
g
X,Y : ρ
g(X⊗Y )→ ρg(X)⊗ρg(Y )
is the monoidal structure on ρg.
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Let π : G → GL(V ) be a finite dimensional representation of G on the vector
space V . Then the (trivial) object V ⊗ 1 ∈ C has a G-equivariant structure defined
by π(g)⊗ id1 : ρ
g(V ⊗ 1)→ V ⊗ 1. This induces an embedding of fusion categories
repG→ CG that gives rise to an exact sequence of fusion categories
(3.2) repG→ CG → C.
See [2, Subsection 5.4].
Remark 3.1. Let G(C) be the set of isomorphism classes of invertible objects of C.
The exact sequence (3.2) induces an exact sequence of groups
1→ Ĝ→ G(CG)→ G0(C)→ 1,
where Ĝ ≃ G/[G,G] denotes the group of invertible characters of G and G0(C) is
the subgroup of G(C) consisting of isomorphism classes of invertible objects which
are G-equivariant. Indeed, F preserves Frobenius-Perron dimensions, and thus it
induces a group homomorphism F : G(CG) → G0(C), which is clearly surjective.
The kernel of F coincides with the invertible objects of KerF = repG.
Remark 3.2. Note that if π is an irreducible representation of G = G1 on V , then
the simple object (V ⊗ 1, (π(g) ⊗ id1)g) of C
G is isomorphic to the simple object
S1,π corresponding to the pair (1, π) as in Corollary 2.13.
3.1. Orbit formula for the tensor product of two simple objects. Let
Y, Z, U ∈ Irr(C) and let π, γ, δ, be projective representations of the corresponding
inertia subgroups with factor sets determined by (2.6). Let also SY,π, SZ,γ and SU,δ
be the associated simple objects of CG.
The multiplicity of SU,δ in the tensor product SY,π⊗SZ,γ is given by the dimen-
sion of the vector space HomCG(SU,δ, SY,π ⊗ SZ,γ). In view of Proposition 2.16,
this multiplicity is the same as the multiplicity of δ in the space
(3.3) HomC(U, SY,π ⊗ SZ,γ),
regarded as an αU -projective representation of GU .
Consider the diagonal action of G on G/GY × G/GZ coming from the natural
actions by left multiplication of G on G/GY and G/GZ . The stabilizer of a pair
(t, s) is the subgroup tGY ∩
sGZ ⊆ G.
As objects of C, we have that
SY,π ⊗ SZ,γ ≃ (
⊕
u∈G/GY
ρu(Vπ ⊗ Y ))⊗ (
⊕
v∈G/GZ
ρv(Vγ ⊗ Z))
≃
⊕
(u,v)∈G/GY×G/GZ
ρu(Vπ ⊗ Y )⊗ ρ
v(Vγ ⊗ Z)
=
⊕
O
SO,
where the last summation is over the distinct G-orbits O in G/GY × G/GZ , and
for every G-orbit O,
(3.4) SO := ⊕(u,v)∈O ρ
u(Vπ ⊗ Y )⊗ ρ
v(Vγ ⊗ Z).
The subgroup GU acts on G/GY × G/GZ by restriction and every G-orbit in
G/GY ×G/GZ is a disjoint union of GU -orbits. Note that the stabilizer of (t, s) ∈
G/GY ×G/GZ under the action of GU is the subgroup T = GU ∩tGY t
−1∩sGZs
−1.
Lemma 3.3. For every G-orbit (respectively, GU -orbit) O ⊆ G/GY ×G/GZ , SO
is an equivariant subobject (respectively, a GU -equivariant subobject) of the tensor
product SY,π ⊗ SZ,γ.
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Proof. We shall prove the statement for G-orbits, the proof for GU -orbits being
analogous. Let g ∈ G. The equivariant structure µg := µg
SY,pi⊗SZ,γ
of SY,π ⊗ SZ,γ is
given componentwise by
(µg)u,v = (µg,uSY,pi ⊗ µ
g,v
SZ,γ
)(Vπ ⊗ Vγ ⊗ (ρ
g
2)ρuY,ρvZ),
where, for every (u, v) ∈ G/GY × G/GZ , µ
g,u
SY,pi
and µg,vSZ,γ are given by formula
(2.9). It follows that
(µg)u,v(ρg(Vπ ⊗ Vδ ⊗ ρ
u(Y )⊗ ρv(Z)) ⊆ Vπ ⊗ Vδ ⊗ ρ
u′(Y )⊗ ρv
′
(Z),
where (u′, v′) ∈ G/GY ×G/GZ are uniquely determined by the relations gu = u
′hY
and gv = v′hZ , with hY ∈ GY and hZ ∈ GZ . Therefore, µ
g(SO) ⊆ SO, for all
g ∈ G. This implies the lemma. 
The map G × G → G, (a, b) 7→ a−1b, induces a surjective map p : G/GY ×
G/GZ → GY \G/GZ , such that p(tGY , sGZ) = GY t
−1sGZ .
Let OG(t, s) denote the G-orbit of an element (t, s) ∈ G/GY ×G/GZ . Observe
that for all g ∈ G, we have p−1(GY gGZ) = OG(e, g). Therefore, p induces an
identification between the orbit space of G/GY ×G/GZ under the action of G and
the space of double cosets GY \G/GZ . Combining this with (3.4), we obtain:
Corollary 3.4. We have a decomposition SY,π ⊗ SZ,γ ≃
⊕
D∈GY \G/GZ
SD, where
SD :=
⊕
t−1s∈D ρ
t(Vπ ⊗ Y )⊗ ρ
s(Vγ ⊗Z). Moreover, for all D ∈ GY \G/GZ , SD is
a G-equivariant subobject of SY,π ⊗ SZ,γ . 
3.2. Projective representation on multiplicity spaces. It follows from Lemma
3.3 that for every G-orbit O ⊆ G/GY × G/GZ , the space HO := HomC(U, SO) is
an αU -projective representation of GU .
Let O = O1 ∪ · · · ∪ OnO be the decomposition of O into disjoint GU -orbits
O1, . . . ,OnO . Then, for all 1 ≤ i ≤ nO, the space H(i) = HomC(U, SOi) is also an
αU -projective representation ofGU , where SOi := ⊕(u,v)∈Oi ρ
u(Vπ⊗Y )⊗ρ
v(Vγ⊗Z).
Furthermore, as GU -projective representations,
HomC(U, SY,π ⊗ SZ,γ) ≃ ⊕OHO ≃ ⊕O ⊕
nO
i=1 H(i),
where summation is understood to run over all orbits O = OG(t, s) such that
HomC(U, ρ
t(Y )⊗ ρs(Z)) 6= 0.
For every (t, s) ∈ G/GY ×G/GZ , let
Ht,s := HomC(U, Vtπ ⊗ Vsγ ⊗ ρ
t(Y )⊗ ρs(Z)).
Lemma 3.5. Let t, s ∈ G. Then Ht,s is an αU |T -projective representation of
T = GU ∩
tGY ∩
sGZ . Moreover, for all 1 ≤ i ≤ n, we have
(3.5) H(i) = HomC(U, SOi) =
⊕
(t,s)∈Oi
Ht,s,
as projective representations of T .
Proof. Since Vtπ ⊗ ρ
t(Y ) and Vsγ ⊗ ρ
s(Z) are tGY ∩
sGZ -equivariant objects, so is
their tensor product. Lemma 2.4 implies that Ht,s is an αU |T -projective represen-
tation of T . The decomposition (3.5) follows from the definition of SOi . 
Proposition 3.6. Let U, Y, Z ∈ Irr(C) and let t, s ∈ G. Then the vector space
τ t,sU (Y, Z) := HomC(U, ρ
t(Y )⊗ ρs(Z)) carries an α-projective representation of the
subgroup T := GU ∩Gρt(Y )∩Gρs(Z), where α := αU |Tα
−1
ρt(Y )|Tα
−1
ρs(Z)|T . The action
of g ∈ T is given by
(3.6) g.f = (cgρt(Y ) ⊗ c
g
ρs(Z)) (ρ
g
2)ρt(Y ), ρs(Z) ρ
g(f) (cgU )
−1,
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for all f ∈ HomC(U, ρ
t(Y )⊗ ρs(Z)). Furthermore,
Ht,s ≃
tπ|T ⊗
sγ|T ⊗ τ
t,s
U (Y, Z),
as projective representations of T .
Remark 3.7. Observe that the equivalence class of the projective representation
τ t,sU (Y, Z) is independent on the choice of the isomorphism classes of U, Y, Z as well
as on the choice of isomorphisms cρt(Y ), cρs(Z) and cU .
Proof. Given X ∈ Irr(C), we shall consider in what follows a fixed (but arbi-
trary) collection of isomorphisms cX = {c
g
X : ρ
g(X) → X}g∈GX . Let also α˜X ∈
Z2(GX , k
∗) be the associated 2-cocycles.
We first show that formula (3.6) does define a projective representation of T with
factor set α˜U |T α˜
−1
ρt(Y )|T α˜
−1
ρs(Z)|T . Let g, h ∈ T , f ∈ HomC(U, ρ
t(Y )⊗ ρs(Z)). Using
the definition of the cocycles α˜ given by (2.6) and relation (3.1), we compute:
g.(h.f) = (cgρtY ⊗ c
g
ρsZ) (ρ
g
2)ρtY, ρsZρ
g
(
(chρtY ⊗ c
h
ρsZ) (ρ
h
2 )ρtY, ρsZ ρ
h(f) chU
−1
)
cgU
−1
= (cgρtY ⊗ c
g
ρsZ) (ρ
g
2)ρtY, ρsZ ρ
g(chρtY ⊗ c
h
ρsZ) ρ
g((ρh2 )ρtY, ρsZ)
ρgρh(f) ρg(chU )
−1 cgU
−1
= (cgρtY ⊗ c
g
ρsZ)
(
ρg(chρtY )⊗ ρ
g(chρsZ)
)
(ρg2)ρtY, ρsZρ
g((ρh2 )ρtY, ρsZ) ρ
gρh(f)
ρg(chU )
−1cgU
−1
= (cgρtY ⊗ c
g
ρsZ)
(
ρg(chρtY )⊗ ρ
g(chρsZ)
) (
(ρg,h2 )
−1
ρtY ⊗ (ρ
g,h
2 )
−1
ρsZ
)
(ρgh2 )ρtY, ρsZ
(ρg,h2 )ρtY⊗ρsZ ρ
gρh(f) ρg(chU )
−1 cgU
−1
= α˜−1ρtY (g, h)α˜
−1
ρsZ(g, h)(c
gh
ρtY ⊗ c
gh
ρsZ) (ρ
gh
2 )ρtY, ρsZρ
gh(f)(ρg,h2 )U ρ
g(chU )
−1 cgU
−1
= α˜−1ρtY (g, h)α˜
−1
ρsZ(g, h)α˜U (g, h) (c
gh
ρtY ⊗ c
gh
ρsZ) (ρ
gh
2 )ρtY, ρsZρ
gh(f) cghU
−1
= α˜−1ρtY (g, h)α˜
−1
ρsZ(g, h)α˜U (g, h) (gh.f).
On the other hand, with respect to the given choice of isomorphisms {cgX}g∈GX ,
X ∈ Irr(C), the tGY ∩
sGZ -equivariant structures on Vtπ ⊗ ρ
t(Y ) and Vsγ ⊗ ρ
s(Z)
are given, respectively, by tπ(g) ⊗ cgρt(Y ) : ρ
g(Vtπ ⊗ ρ
t(Y )) → Vtπ ⊗ ρ
t(Y ), and
sγ(g)⊗ cgρs(Z) : ρ
g(Vsγ ⊗ ρ
s(Z))→ Vsγ ⊗ ρ
s(Z), for all g ∈ T .
Thus, the action of g ∈ T on f ∈ Ht,s = HomC(U, Vtπ ⊗ Vsγ ⊗ ρ
t(Y )⊗ ρs(Z)) is
determined by
g.f = (tπ(g)⊗ sγ(g)⊗ cgρt(Y ) ⊗ c
g
ρs(Z)) (Vtπ ⊗ Vsγ ⊗ (ρ
g
2)ρt(Y ),ρs(Z)) ρ
g(f) (cgU )
−1
= tπ(g)⊗ sγ(g)⊗
(
(cgρt(Y ) ⊗ c
g
ρs(Z)) (ρ
g
2)ρt(Y ),ρs(Z)
)
ρg(f) (cgU )
−1.
In view of the k-linearity of the functors ρg, g ∈ G, this implies that the canonical
isomorphism
Vtπ ⊗ Vsγ ⊗HomC(U, ρ
t(Y )⊗ ρs(Z)) ≃ HomC(U, Vtπ ⊗ Vsγ ⊗ ρ
t(Y )⊗ ρs(Z))
is indeed an isomorphism of projective representations of T . This finishes the proof
of the proposition. 
Proposition 3.8. Let (t, s) ∈ Oi, 1 ≤ i ≤ n, and let Ti = GU ∩
tiGY ∩
siGZ be its
stabilizer in GU . Then H(i) ≃ Ind
GU
Ti
Ht,s, as projective GU -representations.
Proof. The proposition follows from Lemma 3.5, in view of Lemma 5.1. Note that
the group GU permutes the set Oi transitively. 
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3.3. Fusion rules. The following theorem gives the fusion rules for the category
CG.
Theorem 3.9. Let U, Y, Z ∈ Irr(C) and let δ, π, γ be irreducible projective repre-
sentations of the inertia subgroups GU , GY , GZ with factor sets determined by
(2.6). Then the multiplicity of SU,δ in the tensor product SY,π ⊗ SZ,γ is given by
the formula
(3.7)
∑
D∈GY \G/GZ
∑
1≤i≤n
t−1i si∈D
HomC(U,ρ
tiY⊗ρsiZ) 6=0
mTi(δ|Ti ,
tiπ|Ti ⊗
siγ|Ti ⊗ τ
si,ti
U (Y, Z)),
where (t1, s1), . . . , (tn, sn) are representatives of the distinct GU -orbits O1, . . . ,On
in G/GY ×G/GZ and, for all 1 ≤ i ≤ n, Ti = GU ∩
tiGY ∩
siGZ , and mTi denotes
the multiplicity form of projective Ti-representations.
Proof. It follows from Proposition 2.16 that
dimHomCG(SU,δ, SY,π ⊗ SZ,γ) = mGU (δ, HomC(U, SY,π ⊗ SZ,γ)).
In view of Corollary 3.4, we have a decomposition
HomC(U, SY,π ⊗ SZ,γ) ≃
⊕
D∈GY \G/GZ
HD,
as projective representations of GU , where
HD :=
⊕
t−1s∈D,
HomC(U,ρ
t(Y )⊗ρs(Z)) 6=0
HomC(U, ρ
t(Vπ ⊗ Y )⊗ ρ
s(Vγ ⊗ Z)).
Consider a decomposition O1∪· · ·∪On of G/GY ×G/GZ into disjoint GU -orbits,
and let H(i) ≃ HomC(U, SOi), 1 ≤ i ≤ n, as in (3.5).
Let also (ti, si) ∈ Oi be a representative of the orbit Oi with stabilizer Ti =
GU ∩
tiGY ∩
siGZ . By Proposition 3.8 we have
HD ≃
⊕
1≤i≤n
t−1i si∈D
H(i) ≃
⊕
1≤i≤n
t−1i si∈D
IndGUTi Hti,si ,
Therefore, using Frobenius Reciprocity and Proposition 3.6, we get
dimHomCG(SU,δ, SY,π ⊗ SZ,γ) =
∑
D∈GY \G/GZ
mGU (δ, HD)
=
∑
D∈GY \G/GZ
∑
1≤i≤n
t−1i si∈D
HomC(U,ρ
tiY⊗ρsiZ) 6=0
mGU (δ, Ind
GU
Ti
Hti,si)
=
∑
D∈GY \G/GZ
∑
1≤i≤n
t−1i si∈D
HomC(U,ρ
tiY⊗ρsiZ) 6=0
mTi(δ|Ti , Hti,si)
=
∑
D∈GY \G/GZ
∑
1≤i≤n
t−1i si∈D
HomC(U,ρ
tiY⊗ρsiZ) 6=0
mTi(δ|Ti ,
tiπ|Ti ⊗
siγ|Ti ⊗ τ
si,ti
U (Y, Z)).
Thus we get formula (3.7). This finishes the proof of the theorem. 
Remark 3.10. As a consequence of Theorem 3.9 we get that the structure of the
Grothendieck ring of CG is similar to that of the rings introduced by Witherspoon
in [17].
FUSION RULES OF AN EQUIVARIANTIZATION 15
Corollary 3.11. A simple object SU,δ is a constituent of a tensor product of simple
objects SY,π ⊗ SZ,γ if and only if there exist t ∈ G/GY and s ∈ G/GZ such that
(a) HomC(U, ρ
t(Y )⊗ ρs(Z)) 6= 0 and
(b) mT (δ|T ,
tπ|T ⊗
s γ|T ⊗ τ
t,s
U (Y, Z)) 6= 0, where T = GU ∩ tGY t
−1 ∩ sGY s
−1.

3.4. The dual of a simple object. Let Y ∈ Irr(C). Then the multiplicity of the
unit object of C in the tensor product Y ⊗ Y ∗ is one. Hence τY := τ
e,e
1
(Y, Y ∗) =
HomC(1, Y ⊗ Y
∗) is a one dimensional (linear) representation of G = G1. In
particular, it follows from Proposition 3.6 that the cohomology class of the product
αY αY ∗ is trivial on GY = GY ∗ .
Recall that the dual π∗ of the GY -projective representation π is defined as V
∗
π
with π∗(h)(f) = f ◦ π(h)−1. This is an α−1Y -projective representation of GY .
Proposition 3.12. The dual object of SY,π ∈ C
G is determined by
S∗Y,π ≃ SY ∗, π∗ .
Proof. Observe that S∗Y,π ≃ SZ,γ , for some Z ∈ Irr(C)/G and some αZ-projective
representation of GZ . On the other hand, S
∗
Y,π ≃ SZ,γ if and only if the unit object
is a constituent of SY,π ⊗ SZ,γ . Since the unit object of C
G is isomorphic to S1,ǫ,
where ǫ denotes the trivial representation of G1 = G, it follows from Corollary
3.11 that S∗Y,π ≃ SY ∗, π∗⊗τ−1
Y
, where τY = HomC(1, Y ⊗ Y
∗). Since τY is a linear
character of GY , then π
∗⊗ τ−1Y ≃ π
∗ as projective GY -representations (see Section
5). Then SY ∗, π∗⊗τ−1
Y
≃ SY ∗, π∗ and the proposition follows. 
Combining Proposition 3.12 with Frobenius Reciprocity we obtain:
Corollary 3.13. Let Y, Z ∈ Irr(C)/G and let π, γ be projective representations
of GY and GZ with factor sets determined by (2.6). Let also δ be an irreducible
representation of G. Then S1,δ is a constituent of SY,π⊗S
∗
Z,γ if and only if Z = Y
∗
and δ is a constituent of (π ⊗ γ∗) ↑GGY . 
3.5. CG as a repG-bimodule category. Let us regard the category repG as a
fusion subcategory of CG via the natural embedding π 7→ (π ⊗ 1, π(g) ⊗ id1). So
that the tensor product of CG makes CG into a repG-bimodule category.
The results in Section 2 imply that there is an equivalence of k-linear categories
CG ≃ ⊕Y∈Irr(C)/G repαY GY , where repαY GY is the category of finite dimensional
αY -projective representations of GY . Under this equivalence, a simple object π of
repαY GY , that is, an irreducible αY -projective representation of GY , corresponds
to the simple object SY,π of C
G. In other words, repαY GY is identified with the full
subcategory of C whose simple objects are lying over Y . An explicit equivalence
is determined, for every Y ∈ Irr(C)/G, by the functors LY : C
GY → CG and
FY : C
G → CGY .
For each Y ∈ Irr(C), the category repαY GY is in a canonical way an indecom-
posable repG-bimodule category via tensor product of projective representations;
see [15, Theorem 3.2]. As a consequence of Theorem 3.9 we obtain:
Theorem 3.14. There is an equivalence of repG-bimodule categories
(3.8) CG ≃
⊕
Y ∈Irr(C)/G
repαY GY .
Moreover, each repαY GY is an indecomposable repG-bimodule category.
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Proof. Let π be an irreducible representation of G, so that π corresponds to the
simple object S1,π ∈ repG, and let SZ,γ ∈ repαZ GZ be another simple object,
where Z ∈ Irr(C)/G. It follows from Corollary 3.11 that if the simple object SU,δ,
U ∈ Irr(C)/G, is a constituent of S1,π ⊗ SZ,γ , then U ≃ ρ
s(Z), for some s ∈
G/GZ . Hence U = Z and thus the group T = GZ ∩ G1 ∩ GZ coincides with
GZ , τU (1, Z) ≃ HomC(Z,Z) is a one dimensional (linear) representation of GZ .
Therefore π|GZ ⊗ γ ⊗ τU (1, Z) ≃ π|GZ ⊗ γ as projective representations of GZ .
By Theorem 3.9, the multiplicity of SU,δ in the tensor product S1,π⊗SZ,γ equals
mGZ (δ, π ⊗ γ). Therefore we obtain
S1,π ⊗ SZ,γ ≃
⊕
δ
mGZ (δ, π|GZ ⊗ γ) SZ,δ,
where δ runs over the equivalence classes of αZ -projective representations of GZ .
Clearly this object corresponds to π|GZ ⊗ γ ∈ repαZ GZ .
Similar arguments apply for the tensor product SZ,γ ⊗S1,π. This completes the
proof of the theorem. 
For any U ∈ Irr(C), let us extend the notation SU,δ = LU (δ ⊗U) to indicate the
object of CG corresponding to an arbitrary αU -projective representation δ of GU .
Remark 3.15. Let Y, Z ∈ Irr(C) and let SY,π, SZ,γ be simple objects of C
G lying
over Y and Z, respectively. So that π is an irreducible αY -projective representation
of GY and γ is an irreducible αZ -projective representation of GZ .
According to Theorem 3.14, the tensor product SY,π⊗SZ,γ has a decomposition
(3.9) SY,π ⊗ SZ,γ ∼=
⊕
U∈Irr(C)/G
SU,δ,
where, for all U ∈ Irr(C)/G, SU,δ ∈ C
G is the sum of simple constituents of SY,π ⊗
SZ,γ lying over U . It follows from Proposition 2.16 that δ ∼= HomC(U, SY,π⊗SZ,γ).
Remark 3.16. The action of G on C induces an action of G on gr(C) by algebra
automorphisms. Let gr(C)G ⊆ gr(C) be the subring of G-invariants in gr(C). For
every Y ∈ Irr(C), let us consider the element
(3.10) S(Y ) :=
∑
t∈G/GY
ρt(Y ) ∈ gr(C).
Clearly, we have S(Y ) ∈ gr(C)G and S(Y ) = S(ρg(Y )), for all Y ∈ Irr(C). Observe
that F !(SY,π) = (dimπ)S(Y ), where F
! : gr(CG) → gr(C) is the ring map induced
by the forgetful functor F : CG → C. Moreover, the set {S(Y ) : Y ∈ Irr(C)/G} is
a basis for gr(C)G and, for all Y, Z ∈ Irr(C)/G, we have
(3.11) S(Y )S(Z) =
∑
U∈Irr(C)/G
mUY,Z S(U),
for some nonnegative integers mUY,Z.
Let Y, Z, U ∈ Irr(C)/G. Consider any fixed simple objects SY,π and SZ,γ of C
G
lying over Y and Z, respectively. Applying the map F ! in formula (3.9), we obtain
that mUY,Z = dim δ/(dimπ)(dim γ), where δ = HomC(U, SY,π ⊗ SZ,γ) ≃ Vπ ⊗ Vγ ⊗
(⊕(t,s)∈G/GY×G/GZ HomC(U, ρ
t(Y )⊗ρs(Z))). Therefore, for all Y, Z, U ∈ Irr(C)/G,
the integers mUY,Z are given by the formula
mUY,Z =
∑
(t,s)∈G/GY ×G/GZ
dimHomC(U, ρ
t(Y )⊗ ρs(Z)).
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4. Application to equivariantizations of pointed fusion categories
We shall consider in this section a pointed fusion category C, that is, all simple
objects of C are invertible. Then there is an equivalence of fusion categories C ≃
C(Γ, ω), where Γ = G(C) is the group of isomorphism classes of invertible objects in
C, ω : Γ×Γ×Γ→ k∗ is an invertible normalized 3-cocycle and C(Γ, ω) = VecΓω is the
category of finite dimensional Γ-graded vector spaces with associativity constraint
induced by ω.
4.1. Group actions on C(Γ, ω) and equivariantizations. Let C = C(Γ, ω) and
let G be a finite group. An action ρ : G → Aut⊗C of G on C is determined by an
action by group automorphisms of G on Γ, that we shall indicate by x 7→ gx, x ∈ Γ,
g ∈ G, and two maps τ : G× Γ× Γ→ k∗, and σ : G×G× Γ→ k∗, satisfying
ω(x, y, z)
ω(gx, gy, gz)
=
τ(g;xy, z) τ(g;x, y)
τ(g; y, z) τ(g;x, yz)
1 =
σ(h, l;x)σ(g, hl;x)
σ(gh, l;x)σ(g, h; lx)
τ(gh;x, y)
τ(g; hx, hy) τ(h;x, y)
=
σ(g, h;x)σ(g, h; y)
σ(g, h;xy)
,
for all x, y, z ∈ Γ, g, h, l ∈ G.
We shall also assume that τ and σ satisfy the additional normalization conditions
τ(g;x, y) = σ(g, h;x) = 1, whenever some of the arguments g, h, x or y is an
identity.
The action ρ : G→ Aut⊗C determined by this data is defined by letting ρ
g(x) =
gx, for all g ∈ G, x ∈ Γ, and ρg = id on arrows, together with the following
constraints:
(4.1) (ρg,h2 )x = σ(g, h;x)
−1 idghx, (ρ
g
2)x,y = τ(g;x, y)
−1 idxy, ρ
g
0 = ide,
for all g, h ∈ G, x, y ∈ Γ. See [16, Section 7].
4.2. Fusion rules for C(Γ, ω)G. Let us denote σx(g, h) := σ(g, h;x) and τx,y(g) :=
τ(g;x, y), x, y ∈ Γ, g, h ∈ G.
For all x ∈ Γ and g ∈ Gx we let the isomorphism cx :
gx = x → x to be the
identity of x. Therefore, the cocycle α˜x : Gx × Gx → k
∗ defined by (2.6) is given
by
(4.2) α˜x(g, h) = σx(g, h)
−1,
for all g, h ∈ Gx.
It follows from Corollary 2.13 that the set of isomorphism classes of simple objects
of CG is parameterized by isomorphism classes of pairs (y, π), where y runs over
the orbits of the action of G on Γ and π is an irreducible projective representation
of the inertia subgroup Gy ⊆ G with factor set σy .
Let O be a G-orbit in G/Gy × G/Gz corresponding to a double coset D ∈
Gy\G/Gz. Then O = OG(e, g), for any g ∈ D, and O contains at most one GU -
orbit, OGU (t, s), t
−1s ∈ D, such that HomC(x,
ty ⊗ sz) 6= 0. Indeed, the condition
HomC(x,
ty⊗sz) 6= 0 amounts in this case to x = tysz. Thus, for all e 6= g ∈ G/GU ,
x 6= gx = gtygsz.
In addition, if x = tysz, then tGy ∩
sGz ⊆ Gx. Therefore, Gx ∩
tGy ∩
sGz =
tGy ∩
sGz .
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In the projective representation of tGy ∩
sGz in HomC(x,
tysz) ≃ k, defined in
Lemma 3.6, the action of an element g ∈ tysz is nothing but scalar multiplication
by τty,sz(g)
−1.
As a consequence of Theorem 3.9, the following theorem gives the fusion rules
for the category C(Γ, ω)G.
Theorem 4.1. Let x, y, z ∈ Γ and let δ, π, γ be irreducible projective representations
of the inertia subgroups Gx, Gy, Gz with factor sets σx, σy, σz, respectively. Then
the multiplicity of Sx,δ in the tensor product Sy,π ⊗ Sz,γ is given by the formula∑
D∈Gy\G/Gz
∑
t−1s∈D
x=tysz
m tGy∩sGz(δ|tGy∩sGz ,
tπ|tGy∩sGz ⊗
sγ|tGy∩sGz τ
−1
ty,sz).
Example 4.2. Consider a cocentral abelian exact sequence of Hopf algebras k →
kΓ → H → kG → k, where Γ and F are finite groups. As special case of [12,
Proposition 3.5], there is an action of G on the category C = C(Γ, 1) of finite
dimensional representations of kΓ such that RepH ≃ CG as fusion categories (see
[12, Remark 2.1]). In this situation, the formula for the fusion rules of RepH given
by Theorem 4.1 specializes to the formula obtained by C. Goff in [8, Theorem 4.5].
See Section 5.
4.3. Braided group-theoretical fusion categories. Recall that a fusion cate-
gory is called group-theoretical if it is Morita equivalent to a pointed fusion category.
In view of [10, Theorem 7.2], a braided fusion category is group-theoretical if and
only if it is an equivariantization of a pointed fusion category.
More precisely, it was shown in [11, Theorem 5.3] that every braided group-
theoretical fusion category is equivalent to an equivariantization C(ξ)G of a crossed
pointed fusion category C(ξ) associated to a quasi-abelian 3-cocycle ξ on a finite
crossed module (G,X, ∂), under a canonical action of G on C(ξ).
Recall that a finite crossed module (G,X, ∂) consists of a finite group G acting
by automorphisms on a finite group X , and a group homomorphism ∂ : X → G
such that
∂(x)y = xyx−1, ∂(gx) = g∂(x)g−1, g ∈ G, x, y ∈ X,
where x 7→g x, x ∈ X , g ∈ G, denotes the action of g on X .
A quasi-abelian 3-cocycle ξ on (G,X, ∂) is a quadruple ξ = (ω, γ, µ, c), where
ω : X ×X ×X → k∗ is a 3-cocycle, γ : G×G×X → k∗, µ : G×X ×X → k∗ and
c : X ×X → k∗ are maps satisfying the compatibility conditions in [11, Definition
3.4].
As a fusion category C(ξ) = C(X,ω), and the action of G on C(ξ) is determined
by the action of G on X and formulas (4.1), with respect to σx(g, h) := γ(g, h;x),
τx,y(g) := µ(g;x, y)
−1, x, y ∈ X , g, h ∈ G. See [11, Subsection 4.1].
Theorem 4.1 gives thus the fusion rules in the category C(ξ)G in terms of group-
theoretical data determined by the crossed module (G,X, ∂) and the quasi-abelian
3-cocycle ξ, entailing the determination of the fusion rules in any braided group-
theoretical fusion category.
Example 4.3. Let ω : G×G ×G → k∗ be a 3-cocycle on G. Consider the crossed
module (G,G, id) with respect to the adjoint action of G on itself. The quadruple
ξ = (ω−1, γ−1, µ−1, 1) is a quasi-abelian 3-cocycle on (G,G, id), where γ and µ are
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defined in the form
γ(g, h;x) =
ω(g, h, x)ω(ghxh−1g−1, g, h)
ω(g, hxh−1, y)
,
µ(g;x, y) =
ω(gxg−1, g, y)
ω(gxg−1, gyg−1, g)ω(g, x, y)
,
for all g, h, x, y ∈ G.
The equivariantization C(ξ)G is equivalent to the category RepDωG of finite
dimensional representations of the twisted quantum double DωG introduced in [4].
See [11, Lemma 6.3].
Simple objects of C(ξ)G are parameterized by Sx,π, where x runs over a set of
representatives of conjugacy classes of G and π is an irreducible projective repre-
sentation of the centralizer Z(x) of x in G with factor set γx. Theorem 4.1 gives
the following formula for the multiplicity of Sx,δ in the tensor product Sy,π ⊗ Sz,γ :∑
D∈Z(y)\G/Z(z)
∑
t−1s∈D
x=tyt−1szs−1
m tZ(y)t−1∩sZ(z)s−1(δ,
tπ ⊗ sγ µ(−; tyt−1, szs−1)−1).
We point out that the fusion rules for the category RepDωG were also deter-
mined in [8, Section 5].
5. Appendix
In this Appendix we give a brief account of the results on projective representa-
tions used in the paper. See for instance [9].
Let G be a finite group and let α˜ : G ×G→ k∗ be a (normalized) 2-cocycle on
G, that is,
α˜(g, h)α˜(gh, t) = α˜(g, ht)α˜(h, t), α˜(g, e) = 1 = α˜(e, g), ∀g, h, t ∈ G.
A projective representation π of G with factor set α˜ on a vector space V is a
map π : G→ GL(V ), such that
π(e) = idV , π(gh) = α˜(g, h)π(g)π(h), ∀g, h ∈ G.
In other words, π is a representation of the twisted group algebra kα˜G on the
vector space V . We shall also use the notation Vπ = V to indicate such a projective
representation.
Two projective representations π and π′ of G are called (projectively) equivalent
if there is a linear isomorphism φ : Vπ → Vπ′ and a map f : G → k
∗ such that
φπ(g) = f(g)π′(g)φ, for all g ∈ G. In this case we shall use the notation π′ ≃ π.
If π′ ≃ π, then the associated cocycles α˜ and α˜′ are related by
α˜(g, h) = α˜′(g, h)f(g)f(h)f(gh)−1, g, h ∈ G,
that is, α˜ and α˜′ are cohomologous cocycles, and thus they belong to the same co-
homology class α ∈ H2(G, k∗). We shall also call π an α-projective representation.
Note that the map f : G → k∗ induces an algebra isomorphism f˜ : kα˜G → kα˜′G
in the form f˜(g) = f(g)g, for all g ∈ G. Thus π and π′ are equivalent projective
representations if and only if Vπ ≃ f˜
∗(Vπ′ ) as kα˜G-modules.
Let π and π′ be projective representations of G with factor sets α˜ and α˜′, re-
spectively. The tensor product π ⊗ π′ is the projective α˜α˜′-representation on the
vector space Vπ⊗Vπ′ defined by (π⊗π
′)(g)(u⊗ v) = π(g)u⊗π′(g)v. In particular,
if π is a representation of G, then π ⊗ π′ is again a projective representation with
factor set α˜.
20 SEBASTIAN BURCIU AND SONIA NATALE
If π1 and π
′
1 are projective representations projectively equivalent to π and π
′,
respectively, then the tensor products π1 ⊗ π
′
1 and π ⊗ π
′ are projectively equiva-
lent. Further, suppose that π′ is a one-dimensional representation, that is, a linear
character of G. Then π and π ⊗ π′ are projectively equivalent via the canonical
isomorphism φ : Vπ → Vπ ⊗ k, v 7→ v ⊗ 1, and the map f : G → k
∗ given by
f(g) = π′(g)−1, for all g ∈ G.
A nonzero projective representation π : G→ GL(V ) of G is called irreducible if
0 and V are the only subspaces of V which are invariant under π(g), for all g ∈ G.
Hence, π is irreducible if and only if it is not projectively equivalent to a projective
representation ρ of the form
ρ(g) =
(
π1(g) ∗
0 π2(g)
)
, g ∈ G,
where π1 and π2 are nonzero projective representations or, equivalently, if V is a
simple kα˜G-module, where α˜ is the factor set of π [9, Theorem 3.2.5].
Let π : G→ GL(V ) be a projective representation of G with factor set α˜. Since
the group algebra kα˜G is semisimple, then V = Vπ is completely reducible, that is,
Vπ ≃ Vπ1 ⊕ · · · ⊕ Vπn , where Vπi is a simple kα˜G-module, for all i = 1, . . . , n. If
π′ is an irreducible projective representation with factor set α˜′, then π′ is called a
constituent of π if π′ is projectively equivalent to πi for some 1 ≤ i ≤ n. In this
case, the multiplicity (or intertwining number) of π′ in π is defined as
mG(π
′, π) := dimHomkα˜G(Vπi , Vπ).
Observe that if π′ is a constituent of π, then the cocycles α˜′ and α˜ belong to
the same class in H2(G, k∗). Letting α˜′df = α˜, with f : G → k∗, we have that
mG(π
′, π) := dimHomkα˜G(f˜
∗(Vπ′), Vπ), where f˜ : kα˜G→ kα˜′G is the isomorphism
associated to f .
The character of a projective representation π : G → GL(V ) is defined as the
map χ = χV : G→ k
∗ given by χ(g) = Tr(π(g)), for all g ∈ G. Let α˜ be the factor
set of π. If π′ is an irreducible projective representation of G with factor set α˜ and
character χ′, then the multiplicity of π′ in π can be computed by the formula
mG(π
′, π) = 〈χ′, χ〉 : =
1
|G|
∑
g∈G
1
α˜(g−1, g)
χ′(g)χ(g−1)
=
1
|G|
∑
g∈G0
1
α˜(g−1, g)
χ′(g)χ(g−1),
G0 ⊆ G is the subset of α˜-regular elements of G. See [9, Chapter 5].
Let α˜ : G × G → k∗ be a 2-cocycle and let H ⊆ G be a subgroup. Consider
a projective representation W of H with factor set α˜|H . The induced projective
representation of G is defined as IndGH W = kα˜G ⊗kα˜H W . This is a projective
representation of G with factor set α˜. By Frobenius reciprocity, we have natural
isomorphisms
Homkα˜G(Ind
G
H W,V ) ≃ Homkα˜H(W,V |H),
for every projective representation V of G with factor set α˜, where V |H denotes
the restricted projective representation of H .
The following lemma gives a characterization of those projective representations
which are induced from a subgroup.
Lemma 5.1. Let α˜ : G×G→ k∗ be a cocycle and let V be a kα˜G-module. Suppose
V = ⊕x∈XVx is a grading of V by a set X and assume that there is transitive action
of G on X, G×X → X, (g, x) 7→ gx, such that g.Vx = Vgx, for all g ∈ G, x ∈ X.
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Let also y ∈ X and Gy ⊆ G the inertia subgroup of y. Then Vy is a kα˜Gy-module
and V ≃ IndGGy Vy as kα˜G-modules.
Proof. See [9, Theorem 5.2.1]. 
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