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1Approximate controllability of the Schro¨dinger
Equation with a polarizability term in higher
Sobolev norms
Nabile Boussaı¨d, Marco Caponigro, and Thomas Chambrion
Abstract—This analysis is concerned with the controllability
of quantum systems in the case where the standard dipolar
approximation, involving the permanent dipole moment of the
system, is corrected with a polarizability term, involving the field
induced dipole moment. Sufficient conditions for approximate
controllability are given. For transfers between eigenstates of the
free Hamiltonian, the control laws are explicitly given. The results
apply also for unbounded or non-regular potentials.
I. INTRODUCTION
A. Control of quantum systems
The state of a quantum system evolving on a Riemannian
manifold Ω is described by its wavefunction ψ, an element of
the unit sphere of L2(Ω,C). When the system is submitted
to an electric field, the time evolution of the wavefunction is
given by the Schro¨dinger equation
i
∂ψ
∂t
= (−∆+ V (x))ψ + µ(u, x)ψ(t), x ∈ Ω, (1)
where∆ is the Laplace–Beltrami operator on Ω, V : Ω→ R is
a potential describing the evolution of the system in absence
of control, u is the scalar function depending on time and
modeling the intensity of the electric field and µ : R × Ω →
R describes the effect of the external field. In the dipolar
approximation we expand µ to the first order in u and we
then represent µ(u, x) as uW (x), where W is a real valued
function.
Although the dipolar approximation usually gives excellent
results for low intensity fields, it is sometimes necessary, when
dealing with stronger fields, to consider a better approximation
of µ involving the first two terms of its expansion in u.
Therefore an approximation of µ(u, x) by uW1(x)+u
2W2(x),
for two real functions W1(x) and W2(x), gives a more
accurate representation of the external field. The need for a
modeling involving the quadratic term appears, for instance,
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in the control of orientation of a rotating HCN molecule, [1]
and [2].
The aim of this work is to present controllability properties
for the controlled Schro¨dinger equation, using the dipolar term
uW1 and the polarizability term u
2W2.
This question has already been tackled by various authors
in [3], [4] (for finite dimensional approximations) and in [5]
(for the infinite dimensional version of the problem, when Ω is
a bounded set of Rn and W1,W2 are smooth functions). All
the results in these contributions rely on Lyapunov methods.
The novelty of our contribution is the use of geometric
methods inspired by finite dimensional geometric control the-
ory [6], in the spirit of [7] and [8]. This point of view allows us
to state the first available positive approximate controllability
results for system (1) in the case where the potentials W1
and W2 are unbounded or noncontinuous. Moreover, when
considering the physically relevant problem of transferring the
quantum system from an energy level to another, our method
is constructive and provides simple fully explicit control laws.
A shorter and simplified version of this analysis has
been presented in 51st Conference on Decision and Control
(see [9]). In this work, we present several extensions with
respect to the proceeding. The main results have been sensibly
improved, providing approximate controllability in higher reg-
ularity norms, improved upper bound of the L1 norm of the
controls and approximate controllability between eigenstates
coupled by a non-trivial chain of connectedness. Moreover,
two applications to rather general examples are discussed.
B. Framework and notations
In order to exploit the powerful tools of functional analysis,
we set the problem in a more abstract framework. In a sep-
arable Hilbert space H , endowed with the Hermitian product
〈·, ·〉, we consider the following control system
d
dt
ψ = (A+ u(t)B + u2(t)C)ψ, (2)
where (A,B,C, k) satisfies Assumption 1 for some k.
Assumption 1. k is a positive number and (A,B,C) is a
triple of (possibly unbounded) linear operators in H such that
1) A with domain D(A) is skew-adjoint, with pure point
spectrum (−iλj)j∈N with λj+1 > λj > 0 for every j in
N and limj→∞ λj =∞ ;
2) for every (u1, u2) in R
2, A+u1B+u2C is skew-adjoint
with domain D(A);
23) for every (u1, u2) inR
2, |A+u1B+u2C|k/2 has domain
D(|A|k/2);
4) sup
ψ∈D(|A|k)\{0}
( |ℜ〈|A|kψ,Bψ〉|
|〈|A|kψ, ψ〉| +
|ℜ〈|A|kψ,Cψ〉|
|〈|A|kψ, ψ〉|
)
<+∞;
5) there exist d > 0 and 0 ≤ r < k such that ‖Bψ‖ ≤
d‖|A|r/2ψ‖ and ‖Cψ‖ ≤ d‖|A|r/2ψ‖ for every ψ in
D(|A|r/2).
If (A,B,C, k) satisfies Assumption 1, we define the cou-
pling constant c(A,B,C,k) as the lower bound of the set of every
real c such that for every ψ in D(|A|k), |ℜ〈|A|kψ,Bψ〉| ≤
c|〈|A|kψ, ψ〉| and |ℜ〈|A|kψ,Cψ〉| ≤ c|〈|A|kψ, ψ〉|.
From Assumption 1 there exists a Hilbert basis (φk)k∈N of
H made of eigenvectors of A. For every j, Aφj = −iλjφj .
Since A is skew-adjoint and diagonalizable in a Hilbert basis
(φk)k∈N, |A| is self-adjoint positive and diagonalizable in the
same basis (φk)k∈N. The eigenvalues of |A| are the moduli
of the eigenvalues of A. We define the k-norm of an element
ψ of D(|A|k) as ‖ψ‖k := ‖|A|kψ‖. When Ω is a compact
Riemannian manifold and A = i∆, the k-norm is equivalent
to the Sobolev H2k(Ω,C) norm on Ω.
In the following, we say that u : R → R is piecewise
constant if there exists a non decreasing sequence (tj)j∈N of
R that tends to +∞ such that u is constant on [tj , tj+1) for
every j in N.
If (A,B,C, k) satisfies Assumption 1, for every u in R,
A+ uB + u2C generates a group of unitary propagators t 7→
et(A+uB+u
2C). By concatenation, one can define the solution
of (2) for every piecewise constant u, for every initial condition
ψ0 given at time t0. We denote this solution t 7→ Υu,(A,B,C)t,t0 ψ0
or simply t 7→ Υut,t0ψ0 when it does not create ambiguities.
We will see in Section III-A below that the mapping u 7→
ΥuT,t0ψ0 admits a unique continuous extension (for the ‖·‖L1+‖·‖L2 norm) to L1(R,R)∩L2(R,R), for every fixed T ≥ 0.
The operators B and C can be seen as infinite dimensional
matrices in the basis (φj)j∈N. For every j, l ∈ N, we denote
bjl = 〈φj , Bφl〉 and cjl = 〈φj , Cφl〉. For every N , the
orthogonal projection piN : H → H on the space spanned
by the first N eigenvectors of A is defined by
piN (x) =
N∑
l=1
〈φl, x〉φl for every x in H.
Let LN be the range of piN . The compressions of A, B and
C at order N are the finite rank operators A(N) = piNA↾LN ,
B(N) = piNB↾LN and C
(N) = piNC↾LN respectively. The
Galerkin approximation of (2) of order N is the system
x˙ = (A(N) + uB(N) + u2C(N))x, x ∈ LN (3)
Physically, the gap λj−λk represents the amount of energy
necessary to jump from the energy level k (i.e., the eigenstate
φk of A associated with eigenvalue −iλk) to energy level
j. Our controllability results rely on the possibility to excite,
independently, different energy gaps λj − λk. More precisely
we have the following set of definitions.
Definition 1. A pair (j, l) in N2 is a weakly non-degenerate
transition of (A,B,C) if |bjl|+ |cjl| 6= 0 and, for every m,n,
|λj − λl| = |λn − λm| implies {j, l} = {m,n} or |bmn| +
|cmn| = 0 or {m,n} ∩ {j, l} = ∅.
Definition 2. A pair (j, l) in N2 is a strongly non-degenerate
transition of (A,B,C) if |bjl|+ |cjl| 6= 0 and, for every m,n,
|λj − λl| = |λn − λm| implies {j, l} = {m,n}.
Definition 3. A pair (j, l) in N2 is a non-resonant transition
of (A,B,C) if |bjl|+|cjl| 6= 0 and, for every m,n, |λj−λl| =
|λn − λm| implies {j, l} = {m,n} or |bmn|+ |cmn| = 0.
Definition 4. A subset S of N2 is a chain of connectedness
of (A,B,C) if there exists α in R such that, for every
m,n ∈ N, there exists a finite sequence s1 = (s11, s21), s2 =
(s12, s
2
2), . . . , sr = (s
1
r, s
2
r) ∈ S such that s11 = m, s2r = n,
s2l = s
1
l+1 for every l = 1, . . . , r − 1 and 〈φs2l , (B +
αC)φs1l 〉 6= 0 for every l = 1, . . . , r. A chain of connectedness
S of (A,B,C) is weakly non-degenerate (resp. strongly non-
degenerate, resp. non-resonant) if every s in S is a weakly non-
degenerate (resp. strongly non-degenerate, resp. non-resonant)
transition of (A,B,C).
Remark 1. The notion of non-degenerate transition is central
in quantum chemistry for several decades, see for instance
[10, C-XIII] or [11], and crucial for our geometric tech-
niques. However, we are still in the early ages of control
of infinite dimensional semi-linear conservative systems and
the terminology is not completely fixed yet. The notion of
“non-resonant” transitions appears in [8]. What we call in
this analysis a “weakly non-degenerate transition” has been
called non-degenerate in [12]. Yet another (much stronger)
notion of non-resonant transition appears in [7]. Let us cite
the promising “Lie-Galerkin” condition recently introduced in
[13] as a possible unifying framework for non-degeneracy in
quantum control.
The main reason for the introduction of the notion of
strongly non-degenerate transitions is the following stability
result.
Lemma 1. Let (A,B,C, k) satisfy Assumption 1. If S is a
strongly non-degenerate chain of connectedness of (A,B,C),
then S is a strongly non-degenerate chain of connectedness of
(A,B + αC, 0) for almost every α in R. In particular S is
a non-resonant chain of connectedness of (A,B + αC, 0) for
almost every α in R.
Proof: Let (p, q) ∈ S ⊂ N2 and α be a real number. The
transition (p, q) is strongly non-degenerate for (A,B+αC, 0)
if and only if bpq + αcpq 6= 0. Hence, for every α in
R
S =
⋂
(j,k)∈S
{β ∈ R|bjk + βcjk 6= 0},
S is strongly non-degenerate chain of connectedness of
(A,B + αC, 0). The set RS is a countable intersection of
complementary to a point subsets of R with full measure,
hence RS has full measure in R as the complementary of a
countable set.
C. Main results
Our main results consist of sufficient conditions for various
notions of approximate controllability for system (2).
3Theorem 2. Assume that (A,B,C, k) satisfies Assumption
1 with k ≥ 1 and that (A,B,C) admits a strongly non-
degenerate chain of connectedness. Then, for every ε > 0,
for every N in N, for every unitary operator Υˆ : H → H ,
for almost every δ > 0, there exist Tε > 0 and a piecewise
constant function uε : [0, Tε]→ {0, δ} such that
‖Υuε,(A,B,C)Tε,0 φj − Υˆφj‖r < ε,
for every j ≤ N and for every r < k/2.
Theorem 3. Assume that (A,B,C, k) satisfies Assumption 1
with k ≥ 1 and let S be a subset of N2. Let δ > 0 be such
that S is a weakly non degenerate chain of connectedness
of (A,B + δC, 0). Then, for every ε > 0 and for every p, q
in N, there exist Tε > 0 and a piecewise constant function
uε : [0, Tε]→ {0, δ} such that
‖Υuε,(A,B,C)Tε,0 φp − φq‖r < ε,
for every r < k/2.
Theorem 4. Assume that (A,B,C, k) satisfies Assumption
1 with k ≥ 1 and that (p, q) is a weakly non-degenerate
transition of (A,B,C). Let δ > 0 be such that bpq+δcpq 6= 0.
Then, for every ε > 0 there exist Tε > 0 and a piecewise
constant function uε : [0, Tε]→ {0, δ} such that
‖uε‖L1 ≤ pi|bpq + δcpq| and ‖Υ
uε,(A,B,C)
Tε,0
φp − φq‖r < ε,
for every r < k/2.
D. Content of our analysis
The first part of this work, Section II, concerns the proof of
some preliminary results in finite dimension. In Section III, we
provide some consequences of Assumption 1 in terms of en-
ergy estimates, definitions of solutions and finite dimensional
approximations for the system (2) (Section III-A). Then, we
use an infinite dimensional tracking result (Section III-B) to
prove Theorems 2, 3, and 4 first in H-norm (Sections III-C
and III-D), and then in r-norm (Section III-E). The results
of Section III are illustrated with two examples. The first one
deals with system (1) involving bounded but irregular (possibly
everywhere discontinuous) potentials on a compact manifold
(Section IV-A) and the second one with a perturbation of the
quantum harmonic oscillator involving unbounded potentials
(Section IV-B).
II. FINITE DIMENSIONAL PRELIMINARY RESULTS
We consider the finite dimensional control problem in LN =
span(φ1, . . . , φN )
x˙ = (A(N) + u(t)B(N))x, x ∈ LN . (4)
Since B(N) is bounded, for every locally integrable u, we
can define the solution (in the sense of Carathe´odory) t 7→
Xu(N)(t, t0)x0 of (4) with initial condition x0 in LN , at time
t0.
A. Time reparameterization
Our results in the following deal with controls in
L1(R,R)∩L2(R,R). We will prove these results for piece-
wise constant control laws, and then extend by density the
results to general (not necessarily piecewise constant) controls.
To this end, we introduce the sets PC of piecewise constant
functions u such that there exists two sequences 0 = t1 <
t2 < . . . < tp+1 and u1, u2, . . . , up 6= 0 with
u =
p∑
j=1
uj1[tj ,tj+1).
Set τj = tj+1 − tj , we identify a function u in PC with the
pair (uj , τj)1≤j≤p.
We define similarly PC+ as the set of functions of PC that
do not assume negative value:
u =
p∑
j=1
uj1[tj ,tj+1) ∈ PC+ ⇔ uj > 0 ∀j ≤ p.
We define the mapping P : PC+ → PC+ by
P ((uj , τj)1≤j≤p) =
(
1
uj
, ujτj
)
1≤j≤p
for every u = (uj , τj)1≤j≤p in PC+.
For every u ∈ PC, let Pu be the cumulative function
of P|u| vanishing at 0, that is Pu(t) = ∫ t
0
P|u|(s)ds. By
construction,
∫ Pu(t)
0
|u(s)|ds = t for every t in [0, ‖u‖L1 ].
The mapping P is a reparameterization of the time with
the L1 norm of the control. Indeed, let X̂u(N)(t, s) be the
propagator of x˙ = P|u|A(N)x+sign(u◦Pu)B(N)x, we have
the following result.
Lemma 5. For every u in PC,
X̂u(N)
(∫ T
0
|u(τ)|dτ, 0
)
= Xu(N)(T, 0). (5)
Proof: For every constant α ∈ R \ {0},
exp(t(A(N) + αB(N))) =
exp
(
t|α|
(
1
|α|A
(N) + sign(α)B(N)
))
.
B. A tracking result
Lemma 6 below is an easy consequence of the celebrated
Poincare´ recurrence theorem, see for instance [14]. Due to
the central role it plays in our analysis, we present below an
elementary proof.
Lemma 6. Let N be an integer and (λ1, . . . , λN ) a sequence
of N real numbers. For every ε > 0, there exists an increasing
sequence (vn)n∈N, such that limn→∞ vn = +∞ and |eiλjvn−
1| < ε, for every n in N, for every j ≤ N .
Proof: Consider the distance on the N -dimensional torus
T
N defined by
d : TN ×TN → R(
(eigj )1≤j≤N , (eihj )1≤j≤N
) 7→ sup1≤j≤N |eigj − eihj |.
4The torus TN endowed with the distance d is compact. Hence
the sequence (Un)n∈N :=
(
(eiλjn)j≤N
)
n∈N accumulates (at
least) in one point that we denote U∞ := (eiθj )1≤j≤N ∈ TN .
We construct a sequence (wn)n∈N of integers by induction, let
w1 be the smallest positive integer n such that d(Un, U∞) <
ε/2. Assuming wn known, we chose wn+1 as the smallest
positive integer n larger that wn + (wn − wn−1) such that
d(Uwn+1 , U∞) < ε/2.
Finally, we define vn = wn+1 − wn. By construction, for
every n, vn ≥ n and
|eiλjvn − 1| ≤ |eiλj(wn+1−wn) − 1|
≤ |eiλjwn+1 − eiλjwn |
≤ d(Un+1, Un)
≤ d(Un+1, U∞) + d(Un, U∞) ≤ ε
for every 1 ≤ j ≤ N .
Lemma 7. For every a, b ∈ R, a < 0 < b, for every
T > 0, for every integrable function u∗ : R → R, there
exists a sequence (un)n∈N of piecewise constant functions
un : [0, Tn] → {a, 0, b} such that Xun(N)(Tn, 0) tends to
Xu
∗
(N)(T, 0) as n tends to infinity and ‖un‖L1 = ‖u∗‖L1 . If,
moreover, u∗ is non-negative, the sequence (un)n∈N can be
chosen such that un takes value in {0, b} for every n.
Remark 2. The approximation result in Lemma 7 is classical
and can be obtained, for instance, with Lie groups techniques,
see [15]. The novelty of Lemma 7 is that the approaching
sequence (un)n is bounded in L
1(R,R). This point is cru-
cial for the derivation of the infinite dimensional results in
Section III below.
Proof of Lemma 7: To simplify the notation for every
u ∈ PC, define the time-varying N × N matrix t 7→ Mu(t)
the entry (j, k) of which is given by
mjk : t 7→ sign(u ◦ v)(t)bjkei(λj−λk)v(t),
where v is the cumulative function of P|u| vanishing at 0, that
is v(t) =
∫ t
0
P|u|(s)ds. Notice that u◦v is defined everywhere
on [0, ‖u‖L1 ].
By density (for the L1 norm) of the set PC in L1(R)
functions, one may assume without loss of generality that
u∗ is piecewise constant not vanishing in [0, T ]. Let v∗(t) =∫ t
0
P|u∗|(s)ds. By construction, ∫ v∗(t)
0
|u∗(s)|ds = t for every
t in [0, ‖u∗‖L1 ]. The solution y∗ of y˙ = Mu∗y with initial
condition y(0) = IN satisfies, by (5), the following relation
ev
∗(t)A(N)y∗(t) = X̂u
∗
(N)(t, 0)
= Xu
∗
(N)(v
∗(t), 0) (6)
for every t in [0, ‖u∗‖L1 ].
Consider, for every η > 0 and r ∈ R the set
Eη(r) = {v ∈ R | |eiλjr − eiλjv| < η
for every 1 ≤ j ≤ N}.
For every r ∈ R, Eη(r) is open and nonempty. Note that
|eiλjr − eiλjv| = 2
∣∣∣∣sin( |λj ||r − v|2
)∣∣∣∣ ,
Fig. 1. Construction of the function vη
l
, when u∗(vl,j) < 0 (left) and
u∗(vl,j) > 0 (right). The set Eη(vl,j) is coloured. The piecewise affine
function vη
l
is discontinuous, with derivative equal to 1/a < 0 (left) or
1/b > 0 (right). Notice that vη
l
is injective in both cases. The derivative
uη
l
of the reciprocal function of vη
l
is piecewise affine and takes value in
{a, 0, b}.
thus each connected component of Eη(r) has measure at least
η
sup1≤j,k≤N |λj |
.
Moreover, by Lemma 6, there exists an increasing sequence
(vn)n∈N of integers tending to +∞, such that, for 1 ≤ j, k ≤
N , |eiλjvn − 1| < η or, equivalently, |eiλj(r+vn) − eiλjr| < η.
Hence, for every n in N, r+vn belongs to Eη(r), which is not
bounded from above. The same argument shows that Eη(r)
contains also r − vn and that it is not bounded from below.
For every l > 0, let v∗l =
∑pl
j=1 vl,jχ[tl,j ,tl,j+1) be a piece-
wise constant approximant of v∗ such that ‖v∗l − v∗‖∞ ≤ l
on [0, ‖u∗‖L1 ] and such that the sign of u∗ ◦ v∗l is constant
on every interval [tl,j , tl,j+1). For every η > 0, there exists a
(possibly discontinuous) piecewise affine function vηl defined
on every interval [tl,j , tl,j+1) by
v˙ηl =
{
1/b if u∗(vl,j) > 0,
1/a if u∗(vl,j) < 0,
and
vηl (t) ∈ Eη(vl,j) for t ∈ [tl,j , tl,j+1).
Thus vηl is increasing (respectively decreasing) on (tl,j , tl,j+1)
if u∗(vl,j) > 0 (respectively u∗(vl,j) < 0), see Figure 1.
By construction, the function vηl is one-to-one on
(tl,j , tl,j+1). Its inverse on (tl,j , tl,j+1), say w
η
l , is a piecewise
affine function. The derivative uηl of the continuous piecewise
linear function wηl is a piecewise constant function taking
value in {a, 0, b}.
Moreover, by construction ‖uηl ‖L1 = ‖u∗‖L1 .
For every n in N, let un = u
η
l with l = η = 1/n, let
vn be the (possibly discontinuous) inverse function of t 7→∫ t
0
|un(s)|ds, and yn the associated solution of y˙ = Muny
with initial condition y(0) = IN .
For every t,
∫ t
0
Mun(τ)dτ tends to
∫ t
0
Mu∗(τ)dτ as n tends
to infinity, uniformly on [0, ‖u∗‖L1 ]. By [6, Lemma 8.2], the
associated solution yn tends uniformly on [0, ‖u∗‖L1 ] to y∗.
In particular, yn(‖u∗‖L1) converge toward y∗(‖u∗‖L1) as n
tends to infinity.
5From (6), we have that for every t in [0, ‖u∗‖L1 ],
‖Xu∗(N)(v∗(t), 0)−Xun(N)(vn(t), 0)‖
≤ ‖ev∗(t)A(N)y∗(t)− evn(t)A(N)yn(t)‖
≤ ‖y∗(t)− yn(t)‖+
∥∥∥ev∗(t)A(N) − evn(t)A(N)∥∥∥ . (7)
Taking t = ‖u∗‖L1 in (7) concludes the first part of the proof.
Finally, notice that if u∗ ≥ 0, then u∗(vl,j) is always
nonnegative, hence vηη is increasing and un takes only the
values 0 and b.
III. INFINITE DIMENSIONAL SYSTEMS
A. Energy estimates for weakly-coupled quantum systems
If (A,B,C, k) satisfies Assumption 1, (A,B,C) is k-
weakly-coupled. We present here some properties of these
systems and refer to [16] for further details.
The notion of weakly-coupled systems is closely related to
the growth of the k/2-norm ‖ψ‖k/2 = 〈|A|kψ, ψ〉. For k = 1,
this quantity is the expected value of the energy of the system.
Next result is a direct application of [16, Proposition 2]
Proposition 8. Let (A,B,C, k) satisfy Assumption 1. Then,
for every ψ0 ∈ D(|A|k/2), K > 0, T ≥ 0, and u piecewise
constant such that ‖u‖L1 + ‖u‖2L2 < K, one has
‖ΥuT (ψ0)‖k/2 ≤ ec(A,B,C,k)K‖ψ0‖k/2. (8)
Equation (8) allows to define the solutions of (2) for controls
u that are not necessarily piecewise constant. Indeed, let u
be in L1(R,R) ∩ L2(R,R) with support in [0, T ] for some
T > 0. There exists a sequence (un)n∈N of piecewise constant
functions with support in [0, T ] such that ‖un‖L1 ≤ ‖u‖L1
and ‖un‖L2 ≤ ‖u‖L2 for every n in N and the sequence
(un)n∈N tends to u both in L1 and in L2 norm. Next result
then guarantees convergence of the propagators.
Lemma 9. Let (un)n∈N be a Cauchy sequence of piecewise
constant functions both in L1 and L2, then for every t in R
and every ψ in D(A), the sequence (Υunt,0ψ)n∈N is a Cauchy
sequence.
Proof: For the sake of simplicity, we define xn : t 7→
Υunt,0ψ. Since ψ belongs to the common domain D(A) of the
operators D(A + αB + α2C), for α ∈ R, the continuous
mapping xn is a strong solution of (2), see [17]. Hence, xn is
differentiable almost everywhere, xn(t) = xn(0)+
∫ t
0
x˙n(s)ds
for every t in R where x˙n(t) = Axn(t) + unBxn(t) +
u2nCxn(t) for almost every t in R.
Let n,m in N. The continuous mapping xn − xm is
differentiable almost everywhere and, for almost every t in
R,
d
dt
(xn − xm)
∣∣
t
=A(xn − xm)(t) + (un(t)− um(t))Bxn(t)
+ um(t)B(xn(t)− xm(t))
+ (u2n(t)− u2m(t))Cxn(t)
+ u2m(t)C(xn(t)− xm(t))
By Duhamel formula, for every t in R,
‖(xn − xm)(t)‖ =
∥∥ ∫ t
0
Υumt,s (un(s)− um(s))Bxn(s)
+ (u2n − u2m)(s)Cxn(s))ds
∥∥
≤‖un − um‖L1 sup
s∈R
‖Bxn(s)‖
+ ‖u2n − u2m‖L1 sup
s∈R
‖Cxn(s)‖ (9)
By Proposition 8, if ‖u‖L1 + ‖u‖2L2 < K then
sup
s∈R
‖|A| k2 xn(s)‖ ≤ ec(A,B,C,k)K‖|A| k2ψ‖.
Notice, and this is crucial for the result, that
the RHS does not depend on n. By Assumption
1.5, supn∈N sups∈R ‖Bxn(s)‖ < +∞ and
supn∈N sups∈R ‖Cxn(s)‖ < +∞.
Since (un)n∈N is a Cauchy sequence for the norms L1 and
L2 then limN→∞ supn,m≥N ‖un − um‖L1 = 0 and
lim
N→∞
sup
n,m≥N
‖u2n − u2m‖L1
≤ lim
N→∞
sup
n,m≥N
‖un − um‖L2‖un + um‖L2
≤ 2 lim
N→∞
sup
n,m≥N
‖u‖L2‖un − um‖L2 = 0,
hence, by (9) we have limN→∞ supn,m≥N ‖xn(t)−xm(t)‖ =
0.
Thanks to Lemma 9 and to the completeness of the Hilbert
space H , one can define Υut,0ψ for ψ in D(A) as the limit
of Υunt,0ψ as n tends to infinity. Notice that this limit is
independent on the chosen approaching sequence (un)n∈N .
For every t ≥ 0, the mapping ψ 7→ Υut,0ψ admits a unique
unitary extension onH . We can therefore define the propagator
associated with a control u which is both L1 and L2, as
summed up in the following result.
Proposition 10. Let (A,B,C, k) satisfy Assumption 1. The
mapping u 7→ Υu,(A,B,C)·,0 which associates with every piece-
wise constant function a continuous curve of unitary transfor-
mations of H bounded for the ‖ · ‖k norm admits a unique
continuous extension for the ‖ · ‖L1 + ‖ · ‖L2 -norm.
Thanks to Proposition 10, one can extend the result of
Proposition 8 to functions in L1(R) ∩ L2(R). Another ap-
plication (instrumental in our study) of Proposition 8 is the
following approximation result, based on [16, Theorem 4].
Proposition 11. Let k in N and (A,B,C, k) satisfy Assump-
tion 1. Then for every ε > 0, s < k, K ≥ 0, n ∈ N, and
(ψj)1≤j≤n in D(|A|k/2)n there exists N ∈ N such that for
every piecewise constant function u we have that
‖u‖L1 +‖u‖2L2 < K ⇒ ‖Υut (ψj)−Xu(N)(t, 0)piNψj‖s/2 < ε,
for every t ≥ 0 and j = 1, . . . , n.
Proof: The result for u piecewise constant is given by [16,
Theorem 4]. Then, by density, (see Proposition 10), the result
holds true for general u in L1(R,R) ∩ L2(R,R).
Remark 3. In Propositions 8 and 11, the upper bound of
the |A|k/2 norm of the solution of (2) or the bound on the
6error between the infinite dimensional system and its finite
dimensional approximation only depend on the L1 and L2
norms of the control, not on the time.
B. An infinite dimensional tracking result
Proposition 11 allows to adapt finite dimensional results to
infinite dimensional systems. Here we present a sort of “Bang-
Bang” Theorem for infinite dimensional systems.
Lemma 12. Let (A,B, 0, k) satisfy Assumption 1 with k in
N, T be a positive number, a, b be two real numbers such that
a < 0 < b, u∗ be a locally integrable function with support
in [0, T ], and N be an integer. Then, for every ε > 0, there
exists a piecewise constant control uε : [0, Tε] → {a, 0, b}
such that, for every j ≤ N , ‖ΥuεTε,0(φj)−Υu
∗
T,0(φj)‖ < ε,
and ‖uε‖L1 ≤ ‖u∗‖L1 . Moreover, if u∗ is positive, then uε
may be chosen with value in {0, b}.
Proof: Let ε > 0. By Proposition 11, there exists N in
N such that, for every piecewise constant function u and for
every j ≤ N ,
‖u‖L1 ≤ ‖u∗‖L1 ⇒ ‖Υut (φj)−Xu(N)(t, 0)piNφj‖ < ε.
From Lemma 7, there exists uε : [0, T ε]→ {a, 0, b} piecewise
constant such that ‖uε‖L1 ≤ ‖u∗‖L1 and
‖Xu∗(N)(T, 0)−Xuε(N)(T, 0)‖ < ε.
Then, for every j ≤ N ,
‖ΥuεTε,0(φj)−Υu
∗
T,0(φj)‖
≤ ‖ΥuεTε,0(φj)−Xuε(N)(t, 0)piNφj‖
+‖Xuε(N)(Tε, 0)piNφj −Xu
∗
(N)(T, 0)piNφj‖
+‖Υu∗T,0(φj)−Xu
∗
(N)(T, 0)piNφj‖
≤ 3ε.
The same proof shows that, if u∗ is positive, uε can be chosen
with values in {0, b}.
C. Simultaneous approximate controllability
We recall here the following result dealing with approximate
controllability for bilinear systems, i.e. when C = 0. Its proofs
is given in [8, Theorem 2.11].
Theorem 13 ([8]). Let (A,B, 0, 0) satisfy Assumption 1. If
there exists a non-resonant chain of connectedness of (A,B, 0)
then, for every N in N, for every ε > 0, for every δ > 0, for
every unitary operator Υˆ : H → H , there exists T > 0 and
a piecewise constant function u : [0, T ] → [0, δ] such that
‖ΥuT,0φj − Υˆφj‖ < ε, for every j ≤ N .
We now proceed to the proof of the Theorem 2.
Proof of Theorem 2 (case r = 0): Assume that
(A,B,C, k) satisfies Assumption 1 for some k in N and
admits a strongly non-degenerate chain of connectedness.
Then, there exists α > 0 such that (A,B + αC, 0) satisfies
Assumption 1 and admits a strongly non-degenerate chain of
connectedness. By analyticity, this property is true for almost
every α in R. From Theorem 13, for every N in N, for every
unitary operator Υˆ : H → H for every ε > 0, and for every
δ > 0, there exist T > 0 and a piecewise constant function
u : [0, T ] → [0, δ] such that ‖Υu,(A,B+αC,0)T,0 φj − Υˆφj‖ < ε.
By Lemma 12, there exists u˜ : [0, Tu˜] → {0, α} such
that ‖Υu˜,(A,B+αC,0)Tu˜,0 φj − Υ
u,(A,B+αC,0)
T,0 φj‖ < ε. Thus, for
j ≤ N , ‖Υu˜,(A,B+αC,0)Tu˜,0 φj − Υˆφj‖ < 2ε. To conclude
the proof of Theorem 2 for r = 0, it is enough to no-
tice that Υ
u˜,(A,B+αC,0)
Tu˜,0
= Υ
u˜,(A,B,C)
Tu˜,0
, since for every t,
u˜(t)B + u˜2(t)C = u˜(t)(B + αC) as u˜ takes only the values
0 and α.
D. Controllability between eigenstates
In this Section, we use averaging techniques to provide
explicit expressions of control laws steering one eigenstate of
the system to another in order to prove Theorems 3 and 4.
Averaging methods consist in replacing an oscillating dy-
namics y˙ = f(t)y by its average z˙ = f¯ z where f¯ =
lim 1T
∫ T
0
f(t)dt. When the dynamics f is regular and small
enough, the solutions y and z have similar behaviors. Av-
eraging theory has grown to a whole theory in itself. We
refer to [18] for an introduction. In quantum mechanics,
averaging theory has been extensively used (under the name
of “Rotating Wave Approximation”) since the 60’s, for finite
dimensional systems. It has recently been extended to the case
of infinite dimensional systems. In the following proposition,
we restate [12, Theorem 1 and Section 2.4] in our framework.
Proposition 14. Let (A,B, 0, k) satisfy Assumption 1. Assume
that (p, q) is a weakly non-degenerate transition of (A,B, 0).
Define N = {n ∈ N | there exists (l1, l2) with bl1,l2 6=
0 and |l1 − l2| = n|λp − λq| and {l1, l2} ∩ {p, q} 6= ∅}. If
u and u2 are locally integrable, 2pi/|λp − λq|-periodic and
satisfies, for every n in N ,∫ 2pi/|λp−λq|
0
ein|λp−λq|tu(t)dt 6= 0 if n = 1 (10)
and ∫ 2pi/|λp−λq|
0
ein|λp−λq|tu(t)dt = 0 if n > 1 (11)
then there exists T ∗ > 0 such that |〈φp,Υu
∗/n,(A,B,0)
nT∗,0 φq〉|
tends to 1 as n tends to infinity. Moreover,
lim
n→∞
1
n
∫ nT∗
0
|u∗(t)|dt ≤ pi
2|bpq|
∫ T
0
|u∗(t)|dt∣∣∣∫ T0 u∗(t)dt∣∣∣ .
Our aim is to extend the result of Proposition 14 to the case
where C 6= 0.
Proposition 15. Let (A,B,C, k) satisfy Assumption 1. As-
sume that (p, q) is a weakly non-degenerate transition
of (A,B, 0). Define N = {n ∈ N | there exists
(l1, l2) with bl1,l2 6= 0 and |l1−l2| = n|λp−λq| and {l1, l2}∩
{p, q} 6= ∅}. If u and u2 are locally integrable, 2pi/|λp−λq|-
periodic and satisfy, for every n in N ,∫ 2pi/|λp−λq|
0
ein|λp−λq|tu(t)dt 6= 0 if n = 1
7and ∫ 2pi/|λp−λq|
0
ein|λp−λq|tu(t)dt = 0 if n > 1
then there exists T ∗ > 0 such that |〈φp,Υu
∗/n,(A,B,C)
nT∗,0 φq〉|
tends to 1 as n tends to infinity.
Proof: For the sake of readability, we define T :=
2pi
|λp−λq| . Let u be a locally integrable and square integrable T -
periodic function satisfying (10) and (11). By Proposition 14
there exists T ∗ > 0 such that |〈φp,Υu
∗/n,(A,B,0)
nT∗,0 φq〉| → 1 as
n→ +∞.
Notice that, for every n in N,∫ nT∗
0
∣∣∣∣u(s)n
∣∣∣∣2 ds ≤ 1n2
(
nT ∗
T
+ 1
)∫ T
0
|u(s)|2ds
=
(
T ∗
nT
+
1
n2
)∫ T
0
|u(s)|2ds. (12)
By Proposition 8,
sup
n∈N
sup
0≤s,t≤nT∗
‖Υu/n,(A,B,C)s,t φq‖k/2 < +∞, (13)
and, by Assumption 1.5,
sup
n∈N
sup
0≤s,t≤nT∗
‖CΥu/n,(A,B,C)s,t φq‖ < +∞. (14)
Since φq belongs to D(A), for every n in N the mapping
t 7→ Υu/n,(A,B,C)t,0 φq is a strong solution of (2). For every
n ∈ N, by Duhamel formula we have,∥∥∥Υu/n,(A,B,C)nT∗,0 φq −Υu/n,(A,B,0)nT∗,0 φq∥∥∥
=
∥∥∥∥∥ 1n2
∫ nT∗
0
u2(s)Υ
u/n,(A,B,0)
nT∗,s CΥ
u/n,(A,B,C)
s,0 φqds
∥∥∥∥∥
≤
(
1
n2
∫ nT∗
0
u2(s)ds
)
sup
n∈N
sup
0≤s,t≤nT∗
‖CΥu/n,(A,B,C)s,t φq‖
From (12) and (14), this last quantity tends to zero as n tends
to infinity, and Proposition 15 follows from Proposition 14.
We now proceed to the proofs of Theorems 3 and Theorems
4 in the case r = 0.
Proof of Theorem 4 (case r = 0): Let ε > 0 and δ > 0
such that bpq+δcpq 6= 0 be given and define T = 2pi/|λp−λq|.
Using u∗ : t 7→ 1 + sin(t2pi/T ) with the system (A,B +
δC, 0), Proposition 14 states that there exists T ∗ such that
|〈φp,Υu
∗/n,(A,B+δC,0)
nT∗,0 φq〉| tends to 1 as n tends to infinity.
By Assumption 1, the real number λp is not zero.
Hence there exists a sequence (tn)n∈N such that
‖etnAΥu∗/n,(A,B+δC,0)nT∗,0 φq − φp‖ tends to zero as n tends to
infinity. Notice that
etnAΥ
u∗/n,(A,B+δC,0)
nT∗,0 φq = Υ
wn,(A,B+δC,0)
nT∗+tn,0
φq,
where wn(s) = u
∗(s)/n for s ≤ nT ∗ and wn(s) = 0 for
s ∈ (nT ∗, nT ∗ + tn).
From Lemma 12, for every n in N, there exists
un : [0, Tn] → {0, δ} such that ‖Υun,(A,B+δC,0)Tn,0 φq −
Υ
wn,(A,B+δC,0)
nT∗+tn,0
φq‖ < ε. Conclusion follows from the fact
that Υ
un,(A,B+δC,0)
Tn,0
φq = Υ
un,(A,B,C)
Tn,0
φq , for every n in N.
While primary oriented to the non-bilinear system (2), The-
orem 4 holds when C = 0 and represents a slight improvement
(by a factor 4/5) of Proposition 2.8 in [8].
Proof of Theorem 3 (case r = 0): Let S be a weakly-
non-degenerate chain of connectedness of (A,B,C). Theorem
3 for r = 0 is a consequence Theorem 4 applied iteratively
on every pair (p, q) in S.
E. Approximate controllability in higher norms
The proofs of Theorems 3 and 4 for the general case
r > 0 are a consequence of an easy and well-known result of
interpolation. We give a proof for the sake of completeness.
Lemma 16. Let s < r be two real numbers, (xn)n∈N be a
sequence that converges to zero inH in s-norm and is bounded
in r-norm. Then (xn)n∈N tends to zero in q-norm for any
q < r.
Proof: We first prove the result for q < (r + s)/2. For
every n in N,
‖xn‖2s+r
2
= 〈|A| s+r2 xn, |A|
s+r
2 xn〉
= 〈|A|sxn, |A|rxn〉
≤ ‖xn‖s sup
n∈N
‖xn‖r,
which tends to zero as n tends to infinity. Replacing s in
the computation above by (s + r)/2 gives the result for q <
r− (r− s)/4. After N iterations of this process, the result is
proved for any q less than r − (r − s)/2N which tends to r
as N tends to infinity.
The general proof of the main results for the general case
r > 0 is then a consequence of this interpolation lemma, of
Proposition 8, and of the uniform bound on the L1 and L2
norm of the controls. Notice that the bound on the square of
the L2 norm of the control taking value in {0, δ} is exactly
δ times the L1 norm, since, for every δ in R, u2 = δu if
u ∈ {0, δ}. The three proof follows exactly the same strategy.
Proof of Theorem 2: The sequence of propagators
ΥuεTε,0φj tends to Υˆφj in the norm of H . The sequence of
controls uε is bounded in the L
1 norm by [8, Remark 5.9],
then we can apply Proposition 8 to have a bound on the k/2-
norm. The result then follows from Lemma 16.
Proof of Theorem 4: The proof follows the proof of
Theorem 2 above. We prove that there exists a sequence
of controls uε : [0, Tε] → {0, δ} such that ‖uε‖L1 ≤
pi/(|bpq + δcpq) and ‖ΥuεTε,0φp − φq‖ tends to 0 as ε tends
to 0. Moreover the sequence ΥuεTε,0φp is bounded for the k/2-
norm by Proposition 8 and Lemma 16 allows to conclude that
‖ΥuεTε,0φp−φq‖r tends to 0 as ε tends to 0 for every r < k/2.
Proof of Theorem 3: It is sufficient to notice that
the bound on L1-norm of the sequence of controls uε is
given by iteratively apply Theorem 4 to every element of
the connectedness chain connecting p to q. The proof then
follows from Proposition 8 and Lemma 16 as in the proof of
Theorems 2 and 4.
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A. Bounded coupling potentials
Let Ω be a compact Riemannian manifold or a bounded
domain in Rn. Let V,W1,W2 : Ω → R be three measurable
bounded functions. We consider the system
i
∂ψ
∂t
(x, t) = (−∆+ V (x))ψ(x, t) + u(t)W1(x)ψ(x, t)
+u2(t)W2(x)ψ(x, t), (15)
with x in Ω and t in R. This system has been studied in [5]
when Ω is a bounded domain of Rn, and the potentials W1
and W2 are C
2.
In order to apply our results, we define H = L2(Ω,C),
A : ψ ∈ D(A) 7→ i(∆ − V )ψ, B : ψ ∈ L2(Ω,C) 7→ −iW1ψ
and C : ψ ∈ L2(Ω,C) 7→ −iW2ψ. By Kato-Rellich
theorem, the domain D(A) of A is equal to H2(0) = {ψ ∈
H2(Ω,C)|ψ|∂Ω = ∆ψ|∂Ω = 0}, the domain of the Laplacian,
if Ω is a bounded domain of Rn and equal to H2(Ω,C) if Ω is
compact manifold. The operators B and C are bounded from
H to H with norms ‖W1‖L∞ and ‖W2‖L∞ , respectively.
We restrict ourselves to the generic case (see [19]) where
A has only simple eigenvalues. Without further regularity
assumptions on W1 and W2, it is not clear if (A,B,C, k)
satisfies Assumption 1 for any k > 0.
By standard regularization procedures for every η > 0, there
exist W1,η,W2,η : Ω → R such that (i) W1,η W2,η are C2
on Ω, (ii) if Ω is a bounded domain of Rn, W1,η and W2,η
tend to zero, with their two first derivatives, on the boundary
of Ω, and (iii) ‖Wj −Wj,η‖L1 ≤ η for j = 1, 2. The linear
operators Bη : ψ 7→W1,ηψ and Cη : ψ 7→W2,ηψ are bounded
from D(A) to D(A). By Proposition 8 of [16], (A,Bη, Cη)
is 1-weakly-coupled or, equivalently, (A,Bη, Cη, 1) satisfies
Assumption 1.
Remark 4. The definition of Υu,(A,Bη,Cη) depends on the
choice of Bη and Cη , which is not unique.
The key point of this section is the following observation.
Lemma 17. For every η > 0, for every u in L1(R,R) ∩
L2(R,R), for every t in R, for every ψ in H ,
‖Υu,(A,B,C)t,0 −Υu,(A,Bη,Cη)t,0 ‖ ≤ η(‖u‖L1 + ‖u‖2L2).
Thanks to Lemma 17, we can apply the results above to
system (15). For instance Theorem 2 applied to system (15)
reads.
Proposition 18. Assume that (A,B,C) admits a strongly non-
degenerate chain of connectedness. Then, for every ε > 0, for
every unitary Υˆ : H → H , for every l in N, for almost every
α > 0 there exists a piecewise constant function uε : [0, Tε]→
{0, α} such that ‖ΥuεTε,0φj − Υˆφj‖ < ε, for every j ≤ l.
Proof: For every α > 0 such that S is a strongly
non-degenerate chain of connectedness of (A,B + αC, 0),
by Theorem 13, there exists a piecewise constant function
u : [0, T ]→ [0, α] such that ‖Υu,(A,B+αC,0)T,0 φj−Υˆφj‖ < ε/3,
for every j ≤ l. Define
η =
1
3
ε
‖u‖L1(1 + α) .
As before choose W1,η,W2,η : Ω → R such that (i) W1,η
W2,η are C
2 on Ω, (ii) if Ω is a bounded domain of Rn, W1,η
and W2,η tend to zero, with their two first derivatives, on the
boundary of Ω, and (iii) ‖Wj−Wj,η‖L1 ≤ η for j = 1, 2. Then
the linear operators Bη : ψ 7→ W1,ηψ and Cη : ψ 7→ W2,ηψ
satisfy ‖B − Bη‖ < η, ‖C − Cη‖ < η and (A,Bη, Cη, 1)
satisfies Assumption 1.
By Lemma 12, there exists a piecewise constant function
uε : [0, Tε] → {0, α} such that ‖uε‖L1 ≤ ‖u‖L1 and
‖Υuε,(A,Bη+αCη,0)Tε,0 φj −Υ
u,(A,Bη+αCη,0)
T,0 φj‖ < ε/3, for every
j ≤ l.
Notice that
Υ
uε,(A,Bη+αCη,0)
Tε,0
= Υ
uε,(A,Bη,Cη)
Tε,0
,
and ‖uε‖2L2 = α‖uε‖L1 since uε takes value in {0, α}.
Finally, for every j ≤ l,
‖Υuε,(A,B,C)Tε,0 φj − Υˆφj‖
≤ ‖Υuε,(A,B,C)Tε,0 φj −Υ
uε,(A,Bη,Cη)
Tε,0
φj‖
+‖Υuε,(A,Bη,Cη)Tε,0 φj −Υ
uε,(A,Bη+αCη,0)
Tε,0
φj‖
+‖Υuε,(A,Bη+αCη,0)Tε,0 φj −Υ
u,(A,Bη+αCη,0)
T,0 φj‖
+‖Υu,(A,Bη+αCη,0)T,0 φj − Υˆφj‖ (16)
≤ ε
3
+ 0 +
ε
3
+
ε
3
= ε. (17)
Proposition 18 follows by observing that S is a strongly
non-degenerate chain of connectedness of (A,B + αC, 0) for
almost every α in R, see Lemma 1.
B. Perturbation of the harmonic oscillator
The quantum harmonic oscillator is among the most im-
portant examples of quantum system (see, for instance, [10,
Complement GV ]). Its controlled bilinear version has been
extensively studied (see, for instance, [20], [21] and references
therein).
We consider here a 1D-model involving, in addition to the
standard bilinear term modeling a constant electric field, a
Gaussian perturbation. Precisely, for given constant a > 0, b,
and c, the dynamics is given, for x in R, by:
i
∂ψ
∂t
= (−∆+ x2)ψ + u(t)xψ + u2(t)e−ax2+bx+cψ (18)
With the notations of Section I-B we have H = L2(R,C),
A : ψ 7→ i(∆ − x2)ψ, B : ψ 7→ −ixψ and C : ψ 7→
−ie−ax2+bx+cψ
A Hilbert basis of H made of eigenvectors of A is given
by the sequence of the Hermite functions (φn)n∈N, associated
with the sequence (−iλn)n∈N of eigenvalues where λn =
n− 1/2 for every n in N. In the basis (φn)n∈N, B admits a
tri-diagonal structure
〈φj , Bφk〉 =

−i
√
k
2 if j = k − 1,
−i
√
k+1
2 if j = k + 1,
0 otherwise.
The operator C couples most of the energy levels of A, see
[7, Proposition 6.4].
9For every k in N, the system (A,B, 0, k) satisfies Assump-
tion 1 (see Section IV.E in [16]) and
ck(A,B, 0) ≤ 3k − 1.
For every k in N, a direct computation shows that C is
bounded fromD(|A|k) toD(|A|k). Hence, by Proposition 6 of
[16], (A, 0, C, k) satisfies Assumption 1 for every k. Finally,
(A,B,C, k) satisfies Assumption 1 for every k.
The quantum harmonic oscillator (A,B, 0) is not control-
lable (in any reasonable sense) as proved in [20]. We aim at
proving the following.
Proposition 19. Assume that
√
1− a and b are algebraically
independent. Then, for every ε > 0, for every j in N, there
exist T > 0 and a piecewise constant function u : [0, T ]→ R
such that ‖ΥuT,0φ1 − φj‖ < ε.
The main tool in the proof of Proposition 19 is the following
analytic perturbation argument (see Chapter VII of [22]).
Proposition 20 ([22]). For every α in R and n in N, there
exist two analytic mappings λαn : R → R and φαn : R →
L2(R,C) such that (i) for every t inR, A+t(B+αC)φαn(t) =
−iλαn(t)φαn(t); (ii) ddtλαn(t)
∣∣
0
= bnn + αcnn; (iii) for every
t in R, (φαn(t))n∈N is a Hilbert basis of L
2(R,C); (iv)
(φαn(0))n∈N = (φn)n∈N.
Proof of Proposition 19: From Proposition 6.4 of [7], for
every n in N, the pair (n, n+1) is a strongly non-degenerate
transition of (A+ µ(B + 2αC), B + αC, 0) for almost every
(α, µ) in R2.
We proceed by induction. For p = 2, choose α and µ
positive small enough such that, with the notations of Propo-
sition 20, ‖φαj (µ) − αj‖ < ε/4 for j = 1, 2, |b12 + αc12| =∣∣∣∣∣1 + αbec− b
2
4(a−1)√
2(1−a)3/2
∣∣∣∣∣ 6= 0 and µ2+2µ+µα < ε4pi‖C‖ By Theorem
4, there exists a piecewise constant function v : [0, T ]→ [0, 1]
such that ‖Υv,(A+µ(B+αC),B,C)T φα1 (µ)−φα2 (µ)‖ < ε/4. Then,
defining u : t ∈ [0, T ] 7→ v(t) + µ:
‖Υu,(A,B,C)T,0 φ1 − φ2‖
≤ ‖Υu,(A,B,C)T,0 φ1 −Υu,(A,B,C)T,0 φα1 (µ)‖
+‖Υu,(A,B,C)T,0 φα1 (µ)−Υv,(A+µ(B+αC),B,C)T,0 φα1 (µ)‖
+‖Υv,(A+µ(B+αC),B,C)T,0 φα1 (µ)− φα2 (µ)‖
+‖φα2 (µ)− φ2‖
≤ ε
4
+
ε
4
+
ε
4
+
ε
4
.
The general step is similar, replacing b12 = −i with bn,n+1 =
−i√(n+ 1)/2, and choosing α small enough such that
bn,n+1 + αcn,n+1 6= 0.
V. CONCLUSIONS AND FUTURE WORKS
A. Conclusions
In this analysis, we present a general approximate control-
lability result for infinite dimensional quantum systems when
a polarizability term is considered in addition to the standard
dipolar one. For the important case of transfer between two
eigenstates of the free Hamiltonian, simple periodic control
laws may be used.
B. Future Works
Many questions concerning the controllability of infinite di-
mensional quantum systems are still open. Among many other
topics, one can cite the extension of the controllability results
to systems involving better approximation of the external field,
involving higher powers of the control, or the existence (and
the estimation) of a minimal time needed to steer a quantum
system from a given source to a given neighborhood of a given
target.
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