In the present contribution we will show that scheduling a lock having at least two identical chambers requires solving the identical parallel machine scheduling problem with unit processing times, release dates and sequence dependent setup times. The lock scheduling problem considers the order in which a number of ships should be transferred through a lock. A lock may have one or more parallel chambers of a different size, each requiring a certain amount of time to transfer any possible feasible set of ships, called a lockage, through the lock. A mathematical model and meta heuristic are proposed for solving this problem.
Introduction
Sea ships often have to pass one or more locks in order to enter a port. These locks guarantee a constant water level at the docks simplifying both loading and unloading of ships. Similarly, inland ships often pass several locks when travelling on waterways. These inland locks keep the water at both sides of the lock at a constant, navigable level.
A lock has at least one chamber, but may consist of multiple parallel chambers of different dimensions. Each chamber has a limited capacity and lockage duration, i.e. the time needed to change the water level in the chamber from one side to the other. Chambers should preferably not go in lockage empty or with only a small part of their capacity used, as this could result in excessive water usage and a possible disruption of the water levels. Changing the levels too infrequently, however, will result in very long waiting times for many ships, resulting in high costs for the shipping companies. The importance of limiting the water usage of a lock may depend on external factors such as the season e.g. increased flow due to heavy rainfall, etc.
Lock scheduling characteristics depend on the type of ship to be transferred. Whereas for sea ships the lockage time depends on both size and maneuverability, the lockage time for inland ships on the other hand, can be considered constant. Both cases, however, share the very same ship placement problem, even though different approaches for scheduling the lockages are required.
The lock scheduling problem, besides scheduling, also considers some bin packing objectives and constraints. It therefore belongs to the category of structured problems, encompassing characteristics of more than one (known) combinatorial optimization problem.
There are only few publications concerning the lock scheduling problem in academic literature. The optimal sequencing of tows/barges for single chamber locks with set-up times (Nauss, 2008) allows one tow/barge to be transferred at a time. It considers all tows/barges present at the lock before the first lockage, while reducing the water usage is not an issue. The applicability of different queuing models for lock capacity analysis (Wilson, 1978) shows that good queuing models exist for single chamber locks, but not for locks with parallel chambers. Different congestion solving strategies for the Upper Mississippi river are discussed by Campbell et al. (2007) and Campbell et al. (2009) . On that river, barges are joined together into tows for transport, which need to be transferred by single chamber locks that are often smaller than the tow itself. The tow is split into different groups of barges and these groups are transferred one at a time, and are then rejoined for the next phase of their travel. Different strategies are considered for increasing the throughput of the locks and a simulation tool is built for validating the strategies. The lock scheduling problem with multiple parallel chambers was introduced by Verstichel and Vanden Berghe (2009) . A problem specific heuristic is used to place ships in a chamber, and lockages are sequenced in a first come first served way. These initial results are improved by applying a late acceptance multiple neighborhood meta heuristic.
In the following contribution, different types of lock scheduling problems with multiple parallel chambers are considered from the scheduling point of view. In the first place, such an approach entails the presentation of a mathematical model and a performance analysis for the scheduling problem. Later on, a meta heuristic approach for solving the problem is presented. In both stages, a high performance packing heuristic for placing ships in chambers (Verstichel et al. 2011 ) is used.
Problem identification
As indicated in the introduction, the lock scheduling problem can be decomposed into a bin packing sub problem and a scheduling sub problem. The scheduling sub problem can be solved by assigning lockages to chambers. The chambers are the physical components of the lock in which ships are transferred from one level of the waterway to the other. Each chamber is defined by its type and initial state. The chamber's type determines its dimensions (length and width), lockage duration (i.e. the time the chamber needs to change its water level) and the set of ships that can be transferred by the chamber. The chamber's initial state defines the first available time of the chamber, and its state at that time (upstream/downstream). A lock may have multiple chambers, several of which can be of the same type. Each chamber type has two associated ship lists (one for each direction) which contain the ships that have to be transferred by the chambers of this type. We call a feasible configuration of ships with respect to the size of the chamber type a lockage. A lockage also has a direction and an earliest processing time, both depending on the ships in the lockage. The initial assignment of ships to the ship lists is based on the width of the ships, but can be changed during the solution optimization. An example of a lock scheduling problem is depicted in Figure 1 . This problem has two identical chambers, six ships travelling upstream and seven ships travelling downstream. From a scheduling point of view, a chamber can be considered as a machine, with chambers of the same type corresponding to identical machines. A lockage can be seen as a job, where each job can be processed on any machine of a particular type. As each lockage can be transferred by one chamber type only, the scheduling sub problem can be identified as an identical parallel machine scheduling problem. When the lock has chambers of different types, this problem will have to be solved for each chamber type individually.
With respect to the processing times, two different cases need to be considered depending on the type of ship that needs to be transferred. When only inland ships need to be transferred, all processing times will be equal, since we can consider the time needed for ships to enter and exit the chamber to be constant. The situation changes when sea ships are taken into consideration. As these ships may require a long time to enter and exit a chamber depending on their size and on the chamber's dimensions, the processing times will depend on the ships present in the lockage.
A lockage cannot be processed before all the ships that have been assigned to that lockage have arrived at the lock. Therefore, release dates have to be added to the model.
Due to physical limitations, the only way to change a chamber's state is by processing a lockage. Therefore, consecutive lockages in the same chamber should be in opposite directions, and the addition of sequence dependent setup times to our model is required: There is no setup time between lockages in opposite directions and a setup time equal to the lockage time of the chamber type between any lockages in the same direction when they are transferred by the same chamber.
Using this information, the scheduling part of the lock scheduling problem for inland ships can be identified as the identical parallel machine scheduling problem with unit processing times, release dates and sequence dependent setup times or P|r i , p i = p, s ij |∑w i T i . When sea ships have to be transferred by the lock, the unit processing times no longer apply.
In order to schedule lockages, ships must be assigned to them first. The set of ships that is assigned to a lockage influences the schedule because the ship arrival times determine the release date of the lockage. Using the example in Figure 1 , a strong reduction of the waiting time for ships 7 and 8 (lockage 4) could be obtained by forcing ship 11 into a later lockage (for example together with ships 12 and 13). It is clear that the scheduling algorithm should be able to influence the ship assignments to lockages.
The packing heuristic used (Verstichel et al., 2011 ) employs a first come first served policy based on the position of the ships in the ship lists. This way, the ship to lockage assignments can be altered by simply changing the ship lists of the different chamber types.
Two different approaches to scheduling-packing interaction are presented, depending on the properties of the scheduling algorithm.
Mathematical model
The scheduling sub problem of the lock scheduling problem was identified as an identical parallel machine scheduling problem with unit processing times, release dates and sequence dependent setup times. As mentioned, solving the sub problem requires solving this parallel machine scheduling problem for each chamber type of the lock. A mathematical model based on the mixed integer linear programming model of Balakrishnan et al. (1999) is explained in detail below. In a lock scheduling setting, their model requires an additional objective term, namely maximum tardiness. By combining this additional objective term with a precedence constraint (see constraint 9), we are able to obtain a 'fair' optimal solution, i.e. the solution with the smallest deviation from the first come first served policy with respect to the arrival times of the ships. These additions are necessary because shippers do not tolerate excessive waiting times for one individual.
Variables: x ij : lockage i precedes lockage j on the same machine y ik : lockage i is transferred by chamber k t i : tardiness of lockage i c i : completion time of lockage i T : maximum tardiness Constants: N : the number of lockages M : the number of chambers (of the current chamber type) r i : release date of lockage i d i : due date of lockage i w i : weight of lockage i, depends on the number of ships that are assigned to lockage i, and their priority l i : size of lockage i, i.e. the number of ships that are assigned to lockage i s ij : setup time between lockage i and lockage j p : processing time of a lockage K T : relative importance of maximum tardiness L : large positive number
The objective (1) minimizes the total weighted tardiness and the maximal tardiness. The weight of each lockage depends on the number of ships that are transferred by this lockage and their priority. Using the example from Figure 1 we can see that lockage 1 contains only normal ships, resulting in a weight that is equal to its size. Lockage 5 on the other hand, contains a priority ship that is 5 times as important as a normal ship, making the lockage's weight equal to 5.
Constraint (2) expresses that each lockage is processed by exactly one chamber, while constraint (3) makes sure that variable x ij can only take the value one when lockages i and j are assigned to the same chamber. This way a 
strong reduction of the number of binary variables is possible, as M times less binary x ij variables are needed, compared to using x ijk .
Constraints (4) and (5) are disjunctive and establish the relationship between the completion times of two lockages i and j iff both lockages are assigned to the same chamber.
For a more detailed explanation of constraints (3), (4) and (5) we refer to the paper of Balakrishnan et al. (1999) . The tardiness of each lockage is calculated using constraint (6). This constraint is valid, as the due date of a lockage is equal to its release date r i incremented with the processing time p of the chamber type. Constraint (7) guarantees that the release dates of the lockages are taken into account, while constraint (8) calculates the maximum tardiness over all lockages. Constraint (9) adds the first come first served rule with respect to the release dates of the lockages between all lockages that travel in the same direction and transfer the same number of ships. This constraint adds fairness to the model, making sure each lockage will be scheduled as close to its release date as possible, even if scheduling it later would not affect the objective. When looking at the example from Figure 1 , this constraint will ensure that lockage 3 is processed before lockage 6.
Finally, constraints (10) and (11) denote that the real variables are non-negative and (12) and (13) define the binary variables.
While this model is able to solve the scheduling problem to optimality, it cannot directly influence the ship to lockage assignments. By changing the ship lists based on the waiting times of each individual ship and the total waiting time induced by each lockage, better ship to lockage assignments, with respect to the waiting times, could be obtained by the packing algorithm. For example, ships could be assigned to a later lockage, despite sufficient spare room in the previous lockage towards the water level aimed at. This could be the case when the arrival time of the ship is much later than the arrival time of the other ships in the lockage. Assigning ships or entire lockages to another chamber type in order to reduce congestion for a certain chamber type is another way to influence the solution quality. However, due to the long calculation times required for solving this mixed integer linear programming model (Section 5) this approach could not be investigated any further.
Meta heuristic approach
Next to the optimal MILP approach, we also developed a 'simple random' meta heuristic. This heuristic randomly selects one neighborhood at each iteration of the search and performs one move from this neighborhood, hence the name 'simple random'. The following neighborhoods are used to influence the ship lists of the different chamber types in order to change the solution that is obtained by the underlying packing heuristic:
SwapShips: two ships in the ship lists are swapped, O(N 2 ) ShiftShip: change the position of a single ship within one ship list, O(N 2 ) ChangeChamberType: move a ship to another ship list, changing its chamber type assignment, O(MN 2 ) AddDummyShip: add a DummyShip to a shiplist, forcing the packing heuristic to close the current lockage RemoveDummyShip: remove a DummyShip from a shiplist Evaluating any of the first three neighborhoods entirely is very time consuming, especially when the problem size increases. Different approaches exist to limit the number of moves that are evaluated at each iteration, without losing the possibility to obtain good results. Using tournament selection, a limited number of moves will be generated randomly for the selected neighborhood and the best of these moves will be applied to the solution. This approach is very fast, but cannot exploit any knowledge of the problem characteristics. Another possibility is the usage of the corridor method (Sniedovich and Voss, 2006) . A time based corridor will reduce the size of the neighborhood by considering only the swaps and moves when the difference in arrival time between the affected ship(s) and their new neighbors does not exceed a certain threshold, thus only generating interesting moves. Although this method reduces the size of the neighborhoods in a very intelligent way, they may still be quite large when taking into account that a new packing must be calculated for every move. A combination of the corridor method and tournament selection tackles the disadvantages of both approaches, while keeping all of their benefits. By performing a tournament selection on the neighborhood after the corridor method has been applied, a small number of interesting moves is generated, allowing a fast and intelligent search. The difference between the three approaches is visualized in Figure 2 . 
Experimental results
The proposed scheduling approaches were tested on both randomly generated test instances and a test instance generated from historical data. The generated test instances from Verstichel and Vanden Berghe (2009) are available online. The instance based on historical data contains 2 different problems. The properties of the instances are added in Table 1 . The exact solutions were obtained using Gurobi 4.0.1 under academic license, the meta heuristic was implemented using Java SDK 1.6. Table 1 . Properties of the test instances.
Initial solution
An initial solution is constructed for each test instance based on the width of the ships. Each ship is assigned to a single chamber type based on the ratio of its width to that of the chamber. Each ship is assigned to the smallest chamber for which this ratio is smaller than the given WidthRatio.
Exact approach
The results on the smallest test instances (20 ships) show that the MILP model is able to decrease the total waiting time of the ships with up to 41%, with an average of 7%, compared to using a simple first come first served scheduling approach. While this model requires less than 10 seconds to solve a single scheduling iteration for the smallest test instances, the solver timed out at 15 hours for most of the medium sized ones (100 ships). Due to these unacceptably long calculation times no further experiments were performed with the exact solution approach.
Meta heuristic approach
With respect to the simple random meta heuristic, the combination of tournament selection and the time based corridor was used to intelligently decrease the size of the neighborhoods. The parameters used for the meta-heuristic search are added in Table 2 . The RangeFactor parameter is multiplied by the average inter arrival time of the problem to obtain the corridor range. A summary of the test results for a width fraction of 0.5 are shown in Table 3 . From this table we can see that there is a significant difference in solution quality between the initial solution (firstcome-first-served) and the solution after optimization, both with respect to the number of lockages and the waiting times. Similar results are obtained for all instances and all parameter settings. No significant differences can be found between the different tournament factors (Table 5) , while the heuristic does seem to favor the larger RangeFactor values (Table 3 ). Using a RangeFactor of either 5 or 11 is significantly better than using a RangeFactor of 3 (p-value = 0.043 and 0.023 respectively). However, within one RangeFactor setting, none of the tournament values proved to be significantly better than the others, and each tournament value obtained at least one best result.
With respect to the calculation times, we can see from Table 4 that a larger tournament factor results in lower calculation times. This difference is significantly larger for the small instances compared to the large ones (42% and 25% difference respectively). The calculation times do however stay below 3 minutes for all instances. The complete results showed that the RangeFactor variable doesn't have a noticeable influence on the calculation time.
Comparable results are obtained when applying the meta heuristic to the real life instances (Table 6 ). results of the meta heuristic approach show that considerable improvements of the solution quality can be obtained in short computation times. A thorough analysis of experiments on both generated and real life instances did however show that there is no specific parameter setting that is significantly better than all others. Such a conclusion entails that the combination of a meta heuristic and a high performance packing heuristic is a promising technique for solving the lock scheduling problem, but further research is required in order to obtain the best results. Further research will first focus on using other meta heuristics and determining the efficiency of each neighborhood. These results will be compared to the other results for the lock scheduling problem, available in literature. Furthermore, other approaches to the mathematical model will be investigated, in order to obtain better relaxations and decrease the computation time.
