After the shell containing the red compound was abandoned, it was covered with aeolian dune sand derived from layer CP, as was the case for Tk-S1.
A small quartzite core (Tk2-L1) rested on the shell nacre close to the anterior edge (figs. S24 and S27). The core was used first to grind ferruginous lutites, composed in one case of goethite, calcite, and quartz, and in the other of hematite, calcite, and quartz (figs. S28 and S29 and table S2). Several flakes were then removed from the utilized area, and the object was again used to grind a type FS1 red ferruginous siltstone. A large fragment of ochre (Tk2-P1) composed of ferruginous siltstone FS1 lay 5 cm southwest of the shell ( fig. S30 ). It was knapped to produce small flakes, similar to those in the red compound from Tk1-S1 and Tk2-S1. The piece was also rubbed against a hard stone to produce ochre powder (figs. S31 and S32).
The two Haliotis shells derive from the infratidal zone, at that time a few hundred meters from the cave (16) . Before their use as containers, the respiratory holes of the Haliotis were possibly plugged. When recovered, these holes were filled with detritus ( fig. S6 ), but this could have occurred postdepositionally. The ochre and silcrete were sourced from at least several kilometers away (9) , and the rest of the objects that make up the toolkits were available in the immediate environment.
We infer that manufacturing proceeded as follows: Pieces of ochre (FS1 and FS2) were rubbed on quartzite slabs to produce a fine red powder, and some were knapped with large lithic flakes. The ochre chips resulting from the latter were crushed with quartz, quartzite, and silcrete hammerstones/grinders. Quartzite grinders were used to crush goethite or hematite-rich lutite. Medium-sized mammal bone was crushed, probably with a stone hammer. The red or reddish brown color and cracked, flaky texture of some of the trabecular bone suggest that it was heated before crushing, probably to enhance the extraction of the marrow fat. The hematite powder, charcoal, crushed trabecular bone, stone chips, and quartz grains and a liquid were then introduced into the Haliotis shells and gently stirred (figs. S5, S25, and S26). Charcoal is rare in the layer-CP matrix, suggesting that it was a deliberate addition to the mix. The quartz and quartzite chips, produced during the action of crushing the ochre, and the quartz grains may have been incidentally incorporated.
The application or use of the compound is not self-evident. No resins or wax were detected that might indicate it was an adhesive for hafting. Possible uses could include painting a surface in order to decorate or protect it, or to create a design. Ochre residues on the bone Tk1-B1 show that it was possibly used as a stirrer and also to transfer some of the compound out of the shell. At least some of the components of the toolkit were reused, suggesting that production was not a one-time event. An example is the first use of the grinder Tk2-L1 to grind yellow goethite, its subsequent reduction by flaking, and then its reuse to grind red ochre. The ochre FS2 is present only in Tk1, and the stone tools found in close association with each shell may have been exclusive to the processing related to that shell. However, the close proximity of the two toolkits suggests that they were used contemporaneously. Because both toolkits were left in situ, and because there are few other archaeological remains in the CP layer, it seems that the site was used primarily as a workshop and was abandoned shortly after the compounds were made. Aeolian sand then blew into the cave from the outside, encapsulating the toolkits (Fig. 2) .
Recent support for a southern African origin for Homo sapiens comes from genomic and phenomic diversity studies (17, 18) . The spatial and temporal control of Hox gene transcription is essential for patterning the vertebrate body axis. Although this process involves changes in histone posttranslational modifications, the existence of particular three-dimensional (3D) architectures remained to be assessed in vivo. Using high-resolution chromatin conformation capture methodology, we examined the spatial configuration of Hox clusters in embryonic mouse tissues where different Hox genes are active. When the cluster is transcriptionally inactive, Hox genes associate into a single 3D structure delimited from flanking regions. Once transcription starts, Hox clusters switch to a bimodal 3D organization where newly activated genes progressively cluster into a transcriptionally active compartment. This transition in spatial configurations coincides with the dynamics of chromatin marks, which label the progression of the gene clusters from a negative to a positive transcription status. This spatial compartmentalization may be key to process the colinear activation of these compact gene clusters. colinear activation is essential for the organization of the body plan (1, 2) . Accompanying this process, a dynamic transition occurs in the chromatin microenvironment, from a repressive (histone H3K27me3) to a transcription-permissive (histone H3K4me3) state (3). Changes in higherorder chromatin organization have been reported to accompany the transcription of developmentally relevant genes (4), and the 3D organization of the HoxA cluster is changed upon gene activation in mammalian cultured cells (5-7). Furthermore, the HoxB and HoxD clusters adopt a decondensed conformation along with gene activation (8, 9) accompanied by modifications of the Polycomb repressive complex 1, as shown in cultured cells (10) . We analyzed the architectures of these genomic loci in embryonic tissues at different stages of the colinear transcriptional activation and describe a bimodal state, where active and inactive genes are found in distinct three-dimensional (3D) domains and genes progressively lose their interactions with the repressive domain to associate with a transcriptionally active structure. We used gene expression microarrays to compare Hox gene activity in three tissue samples obtained from embryonic day 10.5 (E10.5) mouse embryos: "anterior" dorsal trunk cells (from upper forelimb to upper hindlimb levels), "posterior" dorsal trunk cells (from upper forelimb level to tailbud), and forebrain cells. The latter cells do not express any Hox genes and were used as negative control (Fig. 1A, fig. S1 , and table S1). We determined which genes were either transcribed or silent in these samples and positioned the dissection limit between the two trunk samples approximately at the level of the Hoxd10 expression boundary (Fig. 1A, arrowheads (Fig. 1B  and fig. S6 ), a statistical algorithm reliably identified nondynamic long-range interaction landscapes surrounding each locus and extending slightly past the flanking gene deserts (13) , which may reflect a generic organization of Hox clusters and their surroundings in these cells (Fig. 1B,  fig. S6 , and table S5).
We quantified intracluster 3D organization at highest resolution [figs. S5 and S7 (11) (Fig. 1C and fig. S7 ). Likewise, three viewpoints within each of the other Hox clusters uncovered association domains covering the entire clusters plus a few kilobases on either side ( fig. S8) . Therefore, silent Hox clusters form 3D compartments with discrete separation from flanking DNA regions. Little specific organization was scored within these domains, suggesting mostly random contacts. Furthermore, these association domains precisely matched the distribution of H3K27me3 marks decorating these loci (Fig. 1C and figs. S7 to S9) , both in the positions of the borders and in the organization within each cluster, supporting a functional interplay between these two parameters in vivo (10) .
We examined these architectures in "anterior" and "posterior" embryonic tissue samples, where different HoxD genes are transcribed at this stage of development (Fig. 2 and fig. S10 ). In contrast to the single interaction domain observed in brain cells (Fig. 2 , A to C, green), both anterior (in red) and posterior (in blue) trunk cells generated bimodal profiles of association, dividing the gene cluster into two distinct 3D compartments. However, the boundaries between these two compartments were located at different positions in anterior versus posterior trunk samples. In anterior trunk, transcribed genes like Hoxd4 no longer contacted the silent (centromeric) part of the cluster, thus forming an "active domain" (Fig. 2A) . Accordingly, Hoxd13, the most centromeric gene, no longer contacted the telomeric part of the cluster (Fig. 2C, "inactive domain") . The transition of genes from an inactive to an active 3D domain was best exemplified by Hoxd9, expressed strongly in posterior trunk cells but only weakly in the anterior sample (Fig. 2B and fig. S1 ). Contacts of Hoxd9 were stronger with the centromeric part of the cluster in anterior cells (gene mostly off; in the "inactive domain"), but they clearly shifted toward the telomeric part of the cluster in posterior trunk cells (gene on, "active domain"; Fig. 2B, see ratio) . The same was observed for Hoxd11, which strongly contacted the negative domain in anterior trunk cells (off state), whereas most contacts were with the positive domain in posterior trunk cells (on state; fig. S10 ). This bimodal organization also applied to the other three Hox clusters, with slight variations in the location of the internal boundary, depending on the progression of gene activation within each cluster ( fig. S11 ).
In the trunk samples, not only did we observe a coincidence between the inactive 3D domain and the extent of H3K27me3 modifications, as in the brain sample, but the active compartments also matched the presence of H3K4me3 chromatin domains (Fig. 2 , A to C, and figs. S9 to S11). The distribution of these chromatin marks correlated with the 3D organization at these Hox clusters. In this context, the HoxB cluster was particularly interesting because an 80-kb, repeatrich intergenic region separates Hoxb13 from the rest of the cluster (14) . Using viewpoints in the cluster and within this intergenic region, we observed a weak association only (if any) between this region and the rest of the HoxB cluster ( fig. S12 ), suggesting that it loops out from this bimodal architecture. The same interruption was seen in the distribution of H3K27me3 marks ( fig. S12) , illustrating again the precise correspondence between chromatin marks and 3D architecture and showing that these spatial domains do not necessarily involve an uninterrupted linear chromatin fiber. This latter conclusion was further illustrated by strongly increased and targeted associations between the inactive domain of the HoxD cluster (Hoxd13) and the Dlx1 locus, which are separated by a distance of 3 Mb and both heavily decorated with H3K27me3 marks (fig. S13 ). In contrast, such interactions were not scored with the active part of the HoxD cluster.
From these data sets, we propose a model whereby Hox genes move stepwise from an inactive compartment marked by H3K27me3 to another, transcriptionally active domain labeled with H3K4me3 marks (Fig. 3) . We challenged this view by using two deletions in vivo where Hox gene activities are differentially perturbed (15) . Deletion of the Hoxd8 to Hoxd10 DNA fragment [Del(8-10)] does not severely change the expression of Hoxd11 (fig. S14) . However, the additional deletion of the intergenic region i [Del(i8-10)] results in a strong activation of Hoxd11 in anterior tissues ( fig. S14 ). These overlapping deletions thus have distinct transcriptional outcomes, with Hoxd11 ectopically activated in the anterior trunk sample of Del(i8-10) embryos Transcriptionally inactive genes are depicted in red and active genes in blue. Gene activation is paralleled by a transition from one 3D domain, matching the presence of H3K27me3, to another domain of active transcription (marked with H3K4me3). Although the same dynamics are observed for the HoxA, HoxC, and HoxD clusters (left), the HoxB cluster (right) shows a slight variation with a large piece of intergenic DNA looping out from these two domains.
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on October 21, 2011 www.sciencemag.org only. We first assessed whether such deletions had changed the overall cluster architecture in brain cells (Fig. 4A and figs. S15 and S16) and observed that the inactive domains maintained the same borders on both sides, indicating that the mechanism underlying this 3D compartmentalization is likely intrinsic to the gene cluster. We then studied the interaction profiles using Hoxd11 and Hoxd4 as viewpoints in anterior trunk samples (Fig. 4, B and C, and fig. S17 ). In the Del(i8-10) mutant, where Hoxd11 is ectopically activated (15) , the association between Hoxd11 and the "positive" compartment was strongly increased. This was scored either by using Hoxd11 as a viewpoint (Fig. 4B , shaded purple/blue ratio), or Hoxd4 (Fig. 4C , shaded purple/blue ratio). However, contacts remained as in wild-type embryos when the shorter Del(8-10) deletion was analyzed with the same viewpoints (Fig. 4 , B and C, shaded blue/yellow ratios). Ectopic activation, rather than a deletion per se, was thus paralleled by enhanced association between Hoxd11 and the "active" anterior domain. This work suggests that the colinear activation of Hox genes involves a stepwise transition of each gene from a negative to a positive compartment, which display different biochemical properties and thus results in a physical separation of their regulatory modalities. Although it remains to be fully demonstrated whether such a process underlies colinear activation or is a consequence of it, it is noteworthy that the former possibility would provide a mechanistic solution to three crucial problems encountered during the activation of this gene family: (i) to ensure a proper colinear sequence in gene activation, such that axial morphologies are respected [see e.g., (16) ]; (ii) to prevent the most posterior genes from being activated too early, which leads to deleterious phenotypes (17) ; and (iii) to fix and memorize transcriptional states at various body levels. These critical constraints are well addressed by our cis-acting model, whereas other potential mechanisms, such as relying upon trans-acting interactions, may not allow the same level of precision and reliability. mutant anterior tissue, but not in the Del(8-10) mutant (see figs. S14 to S17). Accordingly, increased association frequencies are observed between Hoxd11 and the active part of the cluster in the Del(i8-10) mutant (purple box and ratio), as compared to both wild-type (in blue) and the Del(8-10) mutant embryos (yellow box and ratio). (C) Same experiment as in (B), but with Hoxd4 as a viewpoint (arrowhead). Again, interactions are increased between Hoxd4 and the posterior part of the HoxD cluster (purple box and ratio) containing Hoxd11, which is ectopically expressed in the mutant Del(i8-10) anterior tissue. In contrast, the Del(8-10) mutant tissue, where Hoxd11 is not expressed anteriorly, does not show such increased interactions (yellow box and ratio).
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