survey was acquired to image the reservoir through a gas cloud. Data were acquired with shot lines both along the receiver cables (in-line or parallel shooting) and orthogonal to the receiver cables (cross-line shooting).
This gave us an opportunity to compare the seismic images produced from these shooting geometries to see if there is factual support for the rumors that parallel shooting results in better converted PS-wave images than orthogonal shooting. In the following we use the term C-wave for a wave that propagates as a P-wave from the source to the reflector at which point it converts and propagates to the receiver as an S-wave.
Both techniques have previously been used with success. Orthogonal shooting has been used to image through gas clouds at Valhall Field and Lomond Field. In-line shooting has been used at Alba Field. At Hod, the mobilization cost was fixed, and the incremental cost of adding orthogonal shooting to the parallel shooting was about 25% of the total cost.
Hod Field is in the central graben in the Norwegian sector of the North Sea, approximately 13 km south of Valhall Field and northeast of the major regional Skrubbe fault ( Figure 1 ). The field has two anticlinal structures, East and West Hod. Similar to Valhall, the West Hod structure is obscured by gas in the overburden, although not as severely. The West Hod structure is an elongated anticline, with the major axis in the east-west direction (Figure 2 ). By orienting the receiver cables orthogonal to the major axis of the anticline, the structure was covered with four deploymentseach with four cables. Acquisition parameters are given in Table 1 . Data were not sampled even finer due to the limited number of receiver cables available. (Decreasing the distance between cables and still covering the necessary survey area would have increased the cost significantly). Figure 3 shows P-wave and C-wave images from the survey. The sag caused by the slow V P in the gas-affected area can be seen on the P-wave image and also on some shallow events on the C-wave image. However, while there is no coherent reflector at the target depth on the P-wave image, the same event can be seen as a strong reflection across the crest of the structure on the C-wave image.
The azimuth-offset distribution of the two acquisition geometries differ; the orthogonal acquisition has a more even distribution in the azimuth domain, whereas the parallel acquisition on average has a more restricted azimuth range.
With the increased azimuth distribution of the orthogonal acquisition, illumination of the reservoir should improve because more rays undershoot the gas cloud. Increased azimuth distri- bution is also advantageous for analysis of azimuthal anisotropy and shear-wave splitting. On the other hand, processing parallel geometry data is simpler and faster, because this geometry is very similar to that of streamer data acquisition.
Significant acquisition footprints were expected from both orthogonal and parallel acquisition. Low fold in the near surface will degrade the image of the overburden. During presurvey planning, we did perform ray tracing, processing of synthetic data, and decimation tests on existing 2D OBS data to understand the acquisition footprint. The footprint is primarily due to the mute zones. For the P-wave data, the mute extends down to about 0.5 s but for the Cwave data it extends to about 1.7 s, which is what was predicted in the survey planning. We were hoping that fold variations would not affect the stacks too severely at depth but, unfortunately, this turned out not to be true for both data sets. Figure 4a shows a map of an amplitude extraction around the t150 reflector from the parallel data (1.5 s P-wave TWT, 3.0 s C-wave TWT). An amplitude striping pattern is evident but is more obvious in the C-wave data probably due to the gas charge interfering with the P-wave amplitudes at this level. At target level (2.7 s P-wave TWT, 5.5 s C-wave TWT), this striping is still evident on both the images (Figure 4b ). This acquisition footprint suggests that caution should be exercised before using OBS data for any analysis based on amplitude, for instance AVO. P-wave data. A standard processing flow, including 3D DMO, stack, and migration was applied. Maximum offset processed was 3000 m. Due to the shallow-water setting (70 m), predictive deconvolution works well. Data from the hydrophone and the vertical geophone were combined to remove the receiver side ghost (Soubaras, 1996) . Geophone data were also used to fill in the notches in the hydrophone frequency spectrum.
Final migrated data from the orthogonal and parallel shooting appear very similar. The difference in illumination due to the different azimuth distributions is small. Average frequency content and amplitude level for the two volumes are very similar. The two data sets were stacked together to minimize the effect of the acquisition footprint. Figure 5 shows line 420 from the two volumes and the difference section. The differences are mainly due to different mutes and to different apertures along the edges of survey geometries, but some differences can be seen at the strong top chalk reflector, which we think are due to differences in illumination and reflectivity for different azimuths. Similarly processed towed-streamer data show almost identical imaging of the structure. However, OBS data have a slightly broader frequency spectrum below 1 s (TWT) which may be due to different frequency filtering during processing. All P-wave images show the distortions associated with gas in the overburden.
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C-wave data. Some receiver locations recorded little energy on the horizontal components, while the expected response was observed on the vertical component and hydrophone ( Figure 6 ). All components of the same receivers worked well when moved to a different location. Therefore, we conclude that the data set suffers from localized poor coupling and the data from these receiver locations were excluded from the C-wave processing. This is unfortunate, as the effect of the missing receivers can be seen in the final images.
Significant lateral variation in P-wave velocity associated with the gas cloud poses an additional problem. A number of assumptions in time-domain processing are not met in this situation. Unless the P-wave leg of the C-wave undershoots gas, the gas will also affect the C-wave raypath, as seen on shallow events in the C-wave image in Figure 3 .
To get a fast turnaround product, we started by processing 2D lines along each receiver cable. This was also necessary in order to estimate receiver statics. By comparing lateral shifts of the images from the opposite shooting directions, it is possible to scan for the best V P /V S ratio to use for the initial velocity picking. It turned out to be impossible to find one common C-wave stacking velocity function for the 0°and 180°azimuths (shot points on opposite side of the receiver) in the gas-affected area. Consequently, we were forced to do velocity picking separately for the two shot directions and produce two C-wave images for each 2D line-stacking together data from both azimuths degraded the image. This illustrates the difficulty of applying time processing to C-wave data where the raypaths are nonsymmetric, similar to Thomsen's (1999) observations from Valhall Field.
For each 2D line, we output average C-wave stacking velocities, and from these velocity lines we interpolated a AUGUST 2002 THE LEADING EDGE 797 
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3D stacking velocity cube which was used as the starting point for the 3D velocity work. C-wave data from the parallel and orthogonal data sets were processed separately, and different processing options were tested.
For the parallel data, the processing flows included binning the data into 24 azimuth sectors, application of 2D PS DMO in each sector, and generation of limited azimuth gathers for further velocity picking and stacking. This allowed investigation of azimuthal variations in velocities and creation of azimuth-limited stacks. The four sectors normal to the cables were not used due to low fold.
For the orthogonal shooting, all 24 azimuth sectors were processed. Later this data set was also processed using a full 3D C-wave DMO algorithm. The same velocities were used in both cases. The most visible difference between results from the two DMO approaches applied to the orthogonal data was a more pronounced acquisition footprint in the images from the sector approach. The 3D DMO operator moves energy into the mute zone and reduces the apparent acquisition footprint.
Even if the final stacking velocities were checked separately for the parallel and orthogonal shooting, the two final velocity cubes were practically identical.
Comparison of parallel and orthogonal data did show some distinct differences (Figure 7 ). The parallel image has a far better S/N ratio than the orthogonal data throughout. Attempts to normalize for different fold in the two stacks by resampling the orthogonal data set to match with the in-line cube did not make a big difference. The position and shape of the reflectors from the two cubes seem to match well. The average frequency spectra are also similar.
A comparison of different limited-range stacks also reveals differences. Figure 8 shows the stacks of the parallel and orthogonal data from a 15°azimuth sector around the cable direction. From the orthogonal data we also created a stack in a 15°azimuth sector normal to the cable direction.
So what is causing the big difference in imaging?
Vector fidelity. At neighboring Valhall Field, azimuthal anisotropy, causing shear-wave splitting, has been observed in C-wave data (Granger et al., 2000) . Such an effect will cause degradation of the stack and may affect the limited-azimuth parallel data differently than the full-azimuth orthogonal data.
In Figure 9a we have plotted a collection of traces where the source-receiver azimuth is at 45°to the in-line direction. For such traces we expect the response on the two horizontal geophones to be similar, but this is not the case. The average frequency spectra for the horizontal components ( Figure  9b) show that the in-line component has more energy in the high-frequency part of the spectrum. The cross-line component has a peak around 10 Hz.
To be able to measure shear-wave splitting with any confidence, it is necessary to compensate for this difference. Because the direct arrival will be polarized in the sourcereceiver plane, a matching filter was designed to minimize the energy in the transverse direction (normal to the sourcereceiver direction) using a window around the direct arrival.
Such calibration was applied to the full survey. Figure  10a represents the ratio of energy between the transverse to the radial projections of the data from one receiver. This ratio is noticeably small wherever the radial direction is close to the orientation of one of the horizontal geophones (red values) . This is an indication that there is little crosscoupling between the two geophones. However, energy still remains for radial directions near 45°from the in-line or cross-line 
directions. This energy ratio recomputed after the calibration process has been applied shows globally a much lower energy than the initial values (typically by 6 dB).
A QC measure of the calibration is the crosscorrelation of the raw in-line and calibrated cross-line data (Figure 10c) . Low values indicate dubious receivers (and indeed for the geophones with red color, at least one component, the inline or the cross-line geophone, has very poor S/N). Values above 0.8 indicate a good match between modeling (radial displacement) and reconstructed radial motion. Without calibration, the average correlation is around 0.6. If the calibration is performed by simply scaling the cross-line geophone by a constant, the value of the correlation in general doesn't rise above 0.7.
For this data set, we clearly need to apply spectral calibration to enhance the high-frequency content of the cross-line data as well as compensate for phase differences with the inline data.
Even though the direct arrival window has appealing properties (strong signal, likely to have an isotropic propagation behavior), it does not contain the upgoing C-wave. The question of whether this could lead to calibration which does not properly account for the coupling mechanism of the C-wave was posed by Bagaini et al. (2000) . To check this we did the following:
Assuming the calibration has been successful, it is possible to project the particle motion at a receiver location in any arbitrary direction α. Using this projection of the data only, a proper stacking scheme consists of scaling each trace by 
the cosine of the difference between the radial and the α direction, stack all the individual traces, and divide this sum by the sum of the cosine squared. In the absence of azimuthal anisotropy, the stack should not depend on α. In the presence of anisotropy, we should get a "pure" fast and slow stack when α is aligned with one of the principle directions of the subsurface, and a combination of the fast and slow shear waves when α differs from these directions. The time shift between the fast and slow directions should be noticeable. Figure 11 shows the results from scanning over values of α from 0 to 180°in steps of 9°. For the data without calibration, we can see the effect of the dominant low-frequency resonance on the cross-line component. (Due to the acquisition geometry, the cross-line component has a mute which causes the weaker stack response in the center of the panels for this particular location.) We notice that no discernable time shifts between the scanned directions, which suggests that there is little azimuthal anisotropy at this location. For a more detailed discussion of calibration in presence of azimuthal anisotropy see Gratacos et al., 2002. Having corrected for vector fidelity and verified that birefringence is not a significant effect, we conclude that the main reason for the difference between the quality of the parallel and orthogonal images is variations in the P and S velocities which the time processing algorithms cannot accurately account for. We have already mentioned that the time processing produces different images for the 0 and 180°azimuths of the 2D lines, and that attempts to find one velocity function that images both shooting directions well have failed in the area of lateral velocity variations caused by gas.
In the 3D case all the azimuths are included in the gathers that are used for velocity picking. This approach clearly works better for the parallel data set, where the medium and long offset ranges have a limited azimuth distribution, than for the orthogonal shooting which spans all azimuths for the entire offset range. Using higher-order moveout and tests with dense automated velocity picking along the cable direction did not improve the results significantly.
It seems clear that in order to get a good result what is really needed is a method that can handle rapid lateral velocity variations, such as prestack migration methods, ultimately mapping both P-wave data and C-wave data to the depth domain in a consistent manner. A study using such a method for one of the 2D lines of the Hod data, Broto et al. (2001) 
