We use the local maxima of a redescending M-estimator to identify cluster, a method proposed already by Morgenthaler (1990) for finding regression clusters. We work out the method not only for classical regression but also for orthogonal regression and multivariate location and show that all three approaches are special cases of a general approach which includes also other cluster problems. For the general case we show consistency for an asymptotic objective function which generalizes the density in the multivariate case. The approach of orthogonal regression is applied to the identification of edges in noisy images.
Introduction
Consider a data set with a possibility of different clusters (or subgroups or substructures).
One of the important problems of statistical analysis is to identify all these clusters. For example, in image analysis, each cluster may correspond to a different geometric primitive and finding each geometric primitive is therefore an important step towards identifying and locating an object in the environment. For identifying different regression lines, Späth (1979) was one of the first who proposed an algorithm. This cluster method is based on the least squares method. Morgenthaler (1990) and Meer and Tyler (1998) proposed to use M-estimators with redescending score functions to detect different regression clusters.
Usually the redescending M-estimators have the disadvantage that the objective function has several local maxima (or minima, respectively). But for identifying substructures in the data this is an advantage since each local maximum may correspond to a substructure. This advantage of redescending M-estimators was also used by Hennig (1997 Hennig ( , 2000 Hennig ( , 2003 but in a different approach. He used instead of the usual equation for defining M-estimators a fix point version and estimates simultaneously the regression and scale parameter with an indicator function as score function. The M-estimator with indicator function and fixed scale provides the well known method of Hough transform in computer vision (e.g. Stewart 1997 ). In this paper we follow more the original approach of Morgenthaler and use in particular redescending score functions which satisfy some smoothness conditions. It is known that M-estimators with a smooth score function have many convenient statistical properties like Fréchet differentiability (see e.g. Huber 1981 , p.37, or Bednarski et al. 1991 ).
In the original approach of Morgenthaler, there is the problem that some of the local maxima have no relation to a useful substructure. For example, a local maximum in clusterwise regression can correspond to a line which is orthogonal to the line of a regression cluster. Therefore, Chen et al. (2001) and Arslan (2002) proposed rather complicated additional measures for identifying the local maxima which correspond to real regression cluster. In this paper we show that the problem of identifying the right local maxima is a problem of too few data and a too large scale parameter. Using a too large scale parame-ter means usually that the redescending M-estimators behave more like the least squares estimators so that the largest (or only) local maximum correspond to a fit over all data and not to a fit of a subgroup. This also happens if the scale is simultaneously estimated (see Arslan 2002 ). This can be avoided by using a scale parameter which converges to zero with growing sample size. For this situation, we derive here an asymptotic objective function which is independent of the score function. We demonstrate that the largest local maxima of this asymptotic objective function correspond to the largest regression clusters while small local maxima of this objective function correspond to small clusters or provide features which have no relation to clusters. Moreover, we show consistency to the local maxima of the asymptotic objective function so that the asymptotic behavior should hold also approximately for the finite sample case.
While there exists a huge number of different cluster methods, consistency results for them are rather rare. This is caused by the fact that cluster methods belong more to data mining methods so that it is of less interest what are the true cluster and cluster center points. But once true cluster and cluster center points are given, the question about consistency is important. For cluster methods for multivariate data, consistency results are proved as that of Pollard (1981) for the K-means methods and of Davies (1988) for mixtures of elliptical distributions. Also for clusterwise regression, consistency results exists as those of Kiefer (1978) , Desarbo and Cron (1988) and Hennig (1997 Hennig ( , 2001 Hennig ( , 2003 ). Here we show the consistency for a rather general class of cluster methods which are not restricted to the regression case and may be used for identifying other geometric primitives.
We apply the cluster method based on redescending M-estimators to the problem of identifying edges in noisy images. Cluster methods and redescending M-estimators are widely used in computer vision (e.g. Krishnapuram and Freg 1992 , Roth and Levine 1993 , Stewart 1997 , Müller 2002 ). All these approaches work with the pixel values themselves.
Here we apply the cluster method to points which are calculated from the pixel values by a method proposed by Qiu (1997) . The method of Qiu provides points which are distributed around the true edges so that finding the regression clusters with redescending M-estimators leads to very accurate edge estimates. Moreover, the method of Qiu provides a value for the scale parameter and good starting points for finding the local maxima of the objective function.
We start in Section 2 with the problem of clustering multivariate data coming from a mixture of densities. A main feature of our consistency result is that redescending M-estimators can be regarded as kernel density estimators where the scale parameter is the bandwidth, a connection which recently was used also by Chen and Meer (2002) in computer vision. For multivariate data, it is well known that, letting the scale parameter (bandwidth) go to zero, the objective function converges to the density (see e.g. Scott, 1992) . Hence Section 2 repeats more or less known results. However, this section is important for motivating the approaches for classical (vertical) regression in Section 3, orthogonal regression in Section 4 and the general case in Section 5. In particular our asymptotic objective function is a generalization of the density in the multivariate case.
It turns out in Section 3, that in the case of two regression clusters the asymptotic objective function for classical (vertical) regression has largest local maxima at parameters corresponding to the regression clusters. Other local maxima are significantly smaller if they exist. For orthogonal regression the same result is shown in Section 4. We also show in Section 3 that the classical regression, besides its dependence on the choice of the axis and the special error structure, has the disadvantage that the consistency result does not hold for discrete distributions of the regressors. All these disadvantages disappear for orthogonal regression. This is the reason why we use orthogonal regression for identifying edges in noisy images in Section 6. But before presenting the application in image analysis, we show in Section 5 that the cluster approaches for multivariate location, classical regression and orthogonal regression are special cases of a general approach which includes also other cluster problems as those in multivariate regression. For this general approach, we present in Section 5 the consistency result in detail. All proofs are given in the appendix.
Clustering of multivariate data
Let y 1N , . . . , y N N ∈ IR k be the realization of independent and identically distributed kdimensional random vectors Y 1N , . . . , Y N N , h the density function of the distribution of Y nN for n = 1, . . . , N , and y N = (y 1N , . . . , y N N ). The aim is to find the positions of the local maxima of h. These positions of the local maxima are considered as the true center points of the true clusters and the set of these center points is denoted by M, i.e.
M := {µ ∈ IR k ; h(·) has local maximum at µ}.
Via the center points the true clusters are defined as the sets of those points which are closest to the center point. I.e. the true cluster with respect to a center point µ 0 ∈ M are those points y ∈ IR k so that µ 0 ∈ arg min{ y − µ ; µ ∈ M}.
In particular, if the distribution of Y nN is a mixture of distributions with unimodal densities, then the density of the distribution h of Y nN has several local maxima. For example, if Y nN = µ l + E nN with probability γ l and E nN has density f l with maximum at 0, then h is the mixture of densities f l given by
with γ l > 0 and L l=1 γ l = 1. If the functions f l (· − µ l ) have supports which are not overlapping then the local maxima of h are attained at the µ l . However, if the supports are overlapping as it is the case for multivariate normal distributions, then the local maxima of h do not coincide with the modes of the f l (· − µ l ) but they are closely related if the overlap is not too large. Since in practise the densities f l of the mixture distribution are not known it is better to define center points and clusters not via the modes of the distributions f l (· − µ l ). The above definition of center points and clusters is more appropriate for situations with a general density h. Hence the main aim is to estimate the positions of the local maxima of h.
Having the result that kernel density estimates are consistent estimates of the density h (see e.g. Silverman 1986 ), consistent estimates for the local maxima of h and thus the center points can be defined as the local maxima of the estimated density given by the kernel estimator. This provides automatically also consistent estimates of the clusters.
However, for the consistency of the local maxima, technical problems must be solved.
A kernel density estimator for h(µ) is given by
where µ ∈ IR k , ρ : IR k → IR + is the kernel function and s N ∈ IR + \ {0} is the bandwidth.
If s N converges to zero when N tends to infinity, then H N (µ, y N ) converges to h(µ) in probability under some regularity conditions. Let Usually ρ will be an unimodal density like that of the standard normal distribution,
y y . Hence each y nN is a candidate for a local maximum of H N (µ, y N ). If the bandwidth (scale parameter) s N is small enough and the distance between the y nN are large enough then these candidates can be really local maxima. But usually there is so much overlap of the ρ 1 s N (y nN − µ) that no one of the y nN is a local maxima. However, searching the local maxima in increasing direction starting at any y nN should provide the relevant maxima. This is an approach used also by Chu et al. (1998) for constructing corner preserving M-smoother for image reconstruction. The consistency of these M-smoothers even at jumps was shown by Hillebrand and Müller (2001) . A similar proof can be used here to prove the consistency of the set M N (y N ).
In Section 5 it is shown that the set M N (y N ) is a consistent estimator for the set M.
For that we need not only pointwise convergence of H N (µ, y N ) to h(µ) but also uniform convergence which can be achieved by intersecting M N (y N ) with a compact subset of IR k .
Appropriate compact subsets are given by
3 Clustering of regression data
In the classical regression model with one cluster, we have independent and identically distributed observations
for n = 1, . . . , N , where X nN and E nN are independent, β 0 ∈ IR p , p ≥ 2, is an unknown parameter vector and Y nN and X nN are observed. Let f denote the density function of the distribution of E nN and G 0 the distribution of
The M-estimator for β is defined as a maximum point of the objective function
where ρ : IR → IR + is the score function and s N ∈ IR + \ {0} is a scale parameter (see e.g. Huber 1973 , Hampel et al. 1986 ). If ρ is not convex, that is the derivative of ρ is redescending, then H N (·, z N ) has several local maxima so that we define
The local maxima of H N (·, z N ) can be found by Newton Raphson method starting at any
It is shown in Section 5 that under some regularity conditions for s N → 0, we have
in probability for all β ∈ IR p . The function h plays now the same role as the density h in multivariate density estimation. In particular it is independent of the score function ρ. It would depend on ρ if the scale parameter would not converge to zero, which is in particular the case if the scale is simultaneously estimated as in Arslan (2002) . Moreover, we have the following Fisher consistency result.
Lemma 1 If f is a unimodal density with maximum at 0, then h has only one maximum at β 0 .
Now regard the situation of L regression clusters with different parameter vectors β l ,
Then the n'th observation is given by
if it is coming from the l'th cluster. Since the distribution of the regressors X nN may also depend on the cluster, we use G l for the distribution of X nN coming from the l'th cluster.
In Section 5 it is shown that for s N → 0 we now have
in probability for all β ∈ IR p . Again γ l > 0 denotes the probability that the n'th observation is coming from the l'th cluster and it holds L l=1 γ l = 1. 
) and the case of two parallel lines
Under enough separation the local maxima of h are attained at β 1 , . . . , β L . This is analogous to the multivariate case. Enough separation means here that the density f has a compact support and that the parameter vectors β l and the supports of the distributions G l are enough separated. If the separation is not enough then at least the local maxima are attained close to β 1 , . . . , β L . This can be seen also from the left contour plot of h in Figure 1 in the case of two regression clusters given by two nonparallel lines, where the regressors and the errors have normal distributions, namely
. However, in the case of two parallel lines as given in the right plot in Figure 1 , there appears a third local maximum which correspond to a line more or less orthogonal to the parallel lines depending on the distribution of the regressors. But the height of this third local maximum is much smaller than the height of the other local maxima so that it can be easily separated from the other local maxima. See also Section 6.
Hence as in the multivariate case we will regard the positions of the local maxima of h as the true parameter vectors which shall be estimated. Let M be the set of the positions of these local maxima, i.e.
M := {β ∈ IR p ; h(·) has local maximum at β} .
The regression hyperplanes l(β) := (x , y) ∈ IR p ; y = 1, x β given by maximum points β ∈ M are the true center points (center planes) of the regression clusters. The cluster belonging to a center plane given by β l are all (x , y) ∈ IR p for which l(β l ) is the closest plane, i.e. all (x , y) such that β l ∈ arg min |y − 1, x β|; β ∈ M . Hence, if we can estimate M consistently, then also the regression clusters are consistently estimated.
If some of the local maxima of M are not related to real clusters as the third local maxima in the example of two parallel lines they can be excluded afterwards by the height of the maximum or, another possibility, by the size of the corresponding cluster. But the first step is to estimate consistently all local maxima of h.
The estimate for M is the set M N (z N ) defined by (1) . As for the multivariate case, the consistency of M N (z N ) can be shown in Section 5 only if M N (z N ) is intersected with a compact set which is here
However, here is the compactness of Θ η not always satisfied. In particular, as the following lemma shows, it is not satisfied if one of the distributions G l is discrete so that regression experiments with repetitions at finite design points are excluded. 
Clustering of regression data by orthogonal regression
For orthogonal regression usually an error-in-variable model is assumed. This means that, in the case of one cluster, we have independent and identically distributed observations
ables, and (X nN , Y nN )a 0 = b 0 almost surely for some unknown, but fixed (a 0 , b 0 ) ∈ S 1 × IR where S 1 = {a ∈ IR p ; a a = 1}. Usually it is assumed that (E 1nN , E 2nN ) has a symmetrical, elliptical distribution with density f 0 such that a (E 1nN , E 2nN ) has a distribution with density f for all a ∈ S 1 . Let a = (a 1 , a p ) and a 0 = (a 01 , a 0p ) . W.l.o.g. we can assume that a 0p = 0 so that
a 01 X nN , and G 0 denotes the distribution of the regressor
To avoid working with S 1 , we can use a one-to-one mapping a :
is a compact subset of IR p−1 . In the two-dimensional case, i.e. p = 2, the function a can be given for example by a(α) = (cos(α), sin(α)) with α ∈ [−π, π] = C 1 .
An M-estimator for (a 0 , b 0 ) was proposed by Zamar (1989) and extends the orthogonal least squares regression estimator. It is defined as a maximum point of the objective function
where ρ : IR → IR + is the score function and s N ∈ IR + \ {0} is a scale parameter. As for classical vertical regression, if the derivative of ρ is redescending, then H N (a, b, z N ) has several local maxima so that we define
The local maxima of H N (·, ·, z N ) can be found as for vertical regression, i.e. by Newton
Raphson method starting at any hyperplane through (v n 1 N , w n 1 N ) , . . . , (v npN , w npN )
in probability for all (a , b) ∈ S 1 × IR. Again, as in Section 3, h is independent of ρ. Moreover, in opposite to classical vertical regression, the function h(a, b) can be interpreted as a density and shows therefore more relations to the function h in the multivariate case of Section 2. We have namely the following lemma.
Lemma 3 For every a ∈ S 1 , the distribution of a 1 V nN + a p W nN has the density
If f is unimodal with maximum at 0, then f a 1 X nN +apY nN (b) attains its maximum value at a = a 0 and b = b 0 so that we have again Fisher consistency in the case of one cluster.
This can be seen as in Lemma 1.
Now, we consider a mixture of error-in-variable models. That is (V nN , W nN ) follows with probability γ l an error-in-variable model with parameter (
and The estimate for M is the set M N (z N ) defined by (2) . As before, the consistency of
is intersected with the set
Since a is lying in the compact set S 1 and h(a, ·) is a density function the compactness of Θ η holds here for all distributions G l . Hence, orthogonal regression is also in this sense superior to classical vertical regression where a restriction on the G l is necessary to ensure the compactness of Θ η (see Section 3).
Consistency of the center points of multivariate and regression clusters
The approaches for multivariate data and regression data of the Sections 2, 3, and 4 can be combined by regarding
is the error matrix (vector),
independent with density f : IR k → IR + for E nN and distribution G n for X nN on X for n = 1, . . . , N . We have G n = G l and c n = c l if the n'th observation is coming from the l'th cluster.
For i, j ∈ {1, . . . , q}, let be
where γ l > 0 and
The multivariate case treated in Section 2 is given with q = k, θ = µ, X = {1},
where X nN = 1 for n = 1, . . . , N . The vertical regression is given with q = p, k = 1,
where (a 1 , a p ) : C p−1 → S 1 is a one-to-one mapping from the compact set C p−1 ⊂ IR We are going to show that the set M N (E N , X N ) is a consistent estimate of the set M of local maximum points of h. To show this we have to restrict
We will show that M η N (E N , X N ) is a consistent estimate of M for all η greater a value η 0 so that the intersection provides indeed no restriction.
Under consistency we understand here that M η N (E N , X N ) is lying in a δ neighborhood of M and vice versa with probability converging to one if N tends to infinity. Hence let
analoguously. For the consistency we need some assumptions.
For e = (e 1 , . . . , e k ) and ρ : IR k → IR + let be ρ (e) := (ρ 1 (e), . . . , ρ k (e)) and ρ (e) := (ρ rs (e)) r,s=1,...,k , where ρ r (e) := ∂ ∂er ρ(e) and ρ rs (e) := ∂ ∂er ρ s (e) for r, s = 1, . . . , k.
Define f (e) and f (e) analogously. Also set h (θ) = (h 1 (θ), . . . , h q (θ)) and h (θ) = (h ij (θ)) i,j=1,...,q and use H N and H N analogously. Moreover, let λ max h (θ) be the maximum eigenvalue of h (θ) and A a norm of the matrix A = (A ij ) i,j=1,...,q , for example
ij . Then we make the following assumptions [6] ρ rs (v) 2 dv < ∞ and ρ r (v) 2 dv < ∞ for r, s = 1, . . . , k, 
The proof of the theorem bases on the following three lemmata.
Lemma 4 Under the conditions [2]
- [7] , there exists a constant C such that for all N ∈ IN , θ ∈ IR q and i, j ∈ {1, . . . , q}, we have
Lemma 5 Under the conditions [2] - [7] for all compact sets Θ ⊂ IR q , there exists a constant C such that for all N ∈ IN , θ ∈ Θ and i, j ∈ {1, . . . , q}, we have
These lemmata provide at once pointwise convergence of H N (θ, E N ) to h(θ) in probability for all θ. But pointwise convergence is not enough. We need uniform convergence at least on compact subsets of IR q .
Lemma 6 Under the conditions [1] - [7] for all compact sets Θ ⊂ IR q and all > 0,
for all N ≥ N Θ, ,δ and i, j = 1, . . . , q.
Since we have uniform convergence according to Lemma 6 the heights of the local maxima of H N (·, E N , X N ) converges to the heights of the local maxima of h so that the largest local maxima of H N (·, E N , X N ) converges to the largest local maxima of h and thus to the local maxima related to real clusters.
Application on edge identification in noisy images
As an application of the cluster method, we use it to detect edges in noisy images. We first use a generalized version of the Rotational Density Kernel Estimator (RDKE) introduced by Qiu (1997) to estimate those pixels, which may belong to one of the edges, which correspond to the regression lines (hyperplanes) in our model. Then, these points are used as observations z nN .
We choose the RDKE-method because it does not only estimate the points lying on the edges like other methods do, but also the direction of the jump curve in these points.
This provides canonical start values for the Newton Raphson method, namely the lines given by the estimated points and directions, which we used instead of those given by any two observations (see the remark after (2) in Section 4). For using the RDKE -method, we have to choose the window size h N . In cases like this, where the size of the object which should be detected is known, the window size can be choosen relatively to this size, e.g. 10% of it. The triangle in our example has a diameter of 68 pixels, so we set h N = 6.8.
For every pixel of the image, we used a multiple test (α = 0.05) by using the RDKEmethod with a uniform kernel for four different angles. Figure 5 shows the 2199 points, for which the hypothesis that the point does not lie on a jump curve could be rejected. We see that there is a large dispersion around the true edges.
To avoid boundary problems we only used the points with a sufficiently large distance to the border.
On these points, we applicate our estimator with the density of the standard normal distribution as score function ρ. Again, we have to choose a bandwidth -the scale parameter s N -what could be done with respect to the window size h N of the RDKE-method.
The smaller s N the more different lines are found. But since it is relatively easy to reduce the number of lines afterwards, better results are achieved if s N is not too big.
Otherwise we would get less lines but each with a bigger deviation. Therefore we choose the scale parameter that way that those points, which lie in the corresponding window of the RDKE-method, have 95% = 1 − α of the weight, that is
Since in general the window size h N is not known we also used scale parameters s N = 1.5 and s N = 5 to show the dependence of the choice of the scale parameter. Figure 6 shows the estimated center lines for these three scale parameters.
The number of true clusters is unknown in many applications. Our method provides an easy way to obtain this number, since in general the maxima of the true clusters are considerably larger than the others (see Figure 8 ). This is contrary to the results of Arslan If the number of clusters is known there are several methods to choose the true clusters out of the set M N (z N ). Beside the usual methods like choosing those clusters to which most of the points belong to, our method suggests also in this case to choose the clusters with the largest local maxima of H N (a, b, z N ). In this simulation the three clusters with the most points and those with the largest maximum are the same for all three scale parameteres we used (see Figures 7, 8, 9) . Therefore, the choice of the scale parameter choosen automatically (see Figure 10) . If the method is manually tuned then it finds a fourth cluster containing all points (see Figure 11 ) but without providing a canonical method to choose the right clusters. Beside that, this method is not independent with respect to rotation (see Figure 12 ). Proof of Lemma 1. Let β = β 0 . Then we obtain for the derivative of h
Hence h has only a maximum at β = β 0 . 2
Proof of Lemma 2. Assume that G j has positive mass on a subspace S of IR p−1 . Then there existsβ with 1, x β = 0 for all x ∈ S. This means
then {vβ; v ∈ IR} is a subset of Θ η so that Θ η is not compact. Conversely, assume that none of distributions G l has positive mass on a subspace of IR p−1 . Let η ∈ IN arbitrary and regard any sequence β (n) ∈ Θ η . First assume that β (n) is unbounded. The only possibility to obtain lim sup n→∞ f 1,
is that 1, x β (n) is bounded and this can be only satisfied by x from a subspace of IR p−1 .
Since G l has no positive mass on a subspace we have lim n→∞ f 1,
and therefore a contradiction to
converges also to a member β (0) of Θ η since, with f , also h is continuous. Hence Θ η is compact. 2
Proof of Lemma 3. Let F be the distribution function belonging to the density f .
Since a (E 1nN , E 2nN ) has the density f and
a 01 X nN we have
Differentiation with respect to b provides the assertion. 2
Proof of Lemma 4. We prove the assertion for the most difficult case, that is for
. The other cases follow similarly.
Since ρ(e) → 0 for e r → ±∞ we have in particular ρ e−c l (θ,x) s N f (e) → 0 and
f (e) → 0 for e r → ±∞, r, s = 1, . . . , k. Hence partial integration provides
This implies because of ρ(v)dv = 1, ρ(v) v dv < ∞ and the Lipschitz continuity of f and
where the constants C 0 and C are independent of θ and N . 2
Proof of Lemma 5. Again, we prove the assertion for the most difficult case, that is for var (H N ij (θ, E N , X N ) ). The other cases follow similarly. With Lemma 4, substitution of
, and sup y f (y) < ∞ because of Condition [3] , we obtain
where the constant C is independent of θ and N . 
The Lipschitz continuity and bounds of f , f , ρ , ρ , 1. Condition [10] ensures that there exists 1 > 0 such that |λ max (h (θ))| > 1 for all θ ∈ M 0 ∩Θ η , where Θ η is defined by (3) and M 0 by [10] . Since, with f and H N (θ, e N , x N ) > 3 /2 for all θ ∈ Θ η \ U δ 1 (M 0 ), λ max (H N (θ, e N , x N )) < − 2 /2 for all θ ∈ U δ 1 (M 0 ) ∩ Θ η with λ max (h (θ)) < 0, λ max (H N (θ, e N , x N )) > 2 /2 for all θ ∈ U δ 1 (M 0 ) ∩ Θ η with λ max (h (θ)) > 0.
Hence, the local extrema of H N (·, e N , x N ) within Θ η are all lying in U δ 1 (M 0 ). Moreover, the local maxima are lying in sets U δ 1 ({θ}) where θ is a maximum point of h. Since Lemma 6 implies the existence of N 0 such that P (A N ) ≥ 1 − 2 for all N ≥ N 0 the first assertion is proved.
2. Since M is finite because of [9] , there exists η 0 such that M is included in an open subset of Θ η 0 . Moreover, Condition [9] provides the existence of 0 < δ 1 < δ 2 < δ and 1 > 0 with h(θ) < h(θ 0 ) − 1 for all θ ∈ U δ 2 (M) \ U δ 1 (M) and all θ 0 ∈ M. Additionally, δ 2 can be chosen such that U δ 2 (M) ⊂ Θ η 0 .
For any η > η 0 , let A N denote the set of all e N ∈ IR N ×k and x N ∈ X N with sup θ∈Θη H N (θ, e N , x N ) − h(θ) < 1 /3. Then we have for all (e N , x N ) ∈ A N H N (θ, e N , x N ) < h(θ) + 
