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ABSTRACT 
A map f ( x )  from the finite field Fpn to itself is said to be differentially /c-uniform if k  
is the maximum number of solutions of the equation f(x + a) — f(x) = b where a, 6 G Fpn, 
0. In particular, 2-uniform maps over Fy are called almost perfect nonlinear (APN) maps. 
These maps are of interest in cryptography because they offer optimum resistance to linear 
and differential attacks on certain cryptosystems. They can also be used to construct several 
combinatorial structures of interest. 
In this dissertation, we characterize and classify all known power maps f ( x )  =  x d  over F^, 
which are APN or of low uniformity. We discuss some basic properties of APN maps, collect 
all known APN power maps, and give a classification of APN power maps up to equivalence. 
We also give some insight regarding efforts to find other APN functions or prove that others 
do not exist and classify all power maps according to their degree of uniformity for n up to 13. 
In the latter part of this dissertation, through the introduction of an incidence structure, 
we study how these functions can be used to construct semi-biplanes utilizing the method of 
Robert S. Coulter and Marie Henderson. We then consider a particular class of APN functions, 
from which we construct symmetric association schemes of class two and three. Using the 
result of E. R. van Dam and D. Fon-Der-Flaass, we can see that the relation graphs of some of 
these association schemes are distance-regular graphs. We discuss the local structure of these 
distance-regular graphs and characterize them. 
1 
INTRODUCTION 
0.1 Classification of nonlinear functions 
We will denote the finite prime field with p  elements by Fp and we consider maps / : 
F£ -* F£ defined on the «-dimensional vector space over Fp and let JV/(o, b) be the number of 
solutions x G FJJ of the equation f(x + a) — f(x) = b, where a, b G F£. Let 
A/ = m a x { N f ( a ,  b )  :  a, b  G F£, a / 0}. 
Nyberg [30] defined a map / to be differentially k-uniform if Af — k. Withp = 2, this concept 
is of interest in cryptography because differential and linear cryptanalysis exploit weaknesses 
related to the uniformity of the functions used in Data Encryption Standard (DES) like block 
ciphers. 
In Fg, the solutions of f ( x  +  a )  —  f ( x )  —  b  come in pairs, x  and x  4- a .  Thus, 2 is the 
smallest possible k value; i.e., Ay > 2. In cryptology, 2-uniform maps are referred to as almost 
perfect nonlinear maps (cf. [29, 14]), whereas in geometry, they are often called semi-planar 
functions [13]. Almost perfect nonlinear functions are of interest in cryptography because they 
offer optimum resistance to linear and differential attacks on DES-like cryptosystems [4, 9]. 
We can consider the relationship between the input and output data of an S-box (a round of 
encryption) for a DES-like cryptosystem to be a map. Let / : F£ —> F| be such a map that we 
wish to crypt-analyze. If we use differential cryptanalysis, we will need non-empty sets 
N f ( a ,  b )  =  { x  G F£ : f ( x  + a )  +  f { x )  =  b } ,  
2 
where o E F% - {0} and h  E F|. The efficiency of differential cryptanalysis is measured by the 
cardinality of the set, \Nf(a,b)\ and the resistance of the function /, to differential cryptanal­
ysis, can be measured by Ay = max jNf(a, 6)|. The lower this value is, the more resistant the 
o^0,b 
function / will be to differential cryptanalysis. 
Our purpose in Chapter 1 of this dissertation is to provide a systematic study of almost 
perfect nonlinear power maps on F™. We begin by reviewing basic terms and general results 
that will be needed in the following chapters. In Section 1.1 and 1.2, we recall definitions 
and basic facts about APN functions defined over fields and vector spaces, and then, illustrate 
some representations of maps over vector spaces and the corresponding finite fields. Section 
1.3 contains some specific examples of APN functions over certain binary vector spaces. 
In Section 1.4 we will take a slight detour to review the properties of a special class of APN 
functions known as the Almost Bent (AB) functions. These functions have been studied exten­
sively because they play a role in several topics of information theory such as 'm-sequences' or 
'sequences of low correlation' (cf. [21]), 'resilient functions' (cf. [7]) and 'permutations suitable 
for block ciphers' (cf.[10, 29]). However, we are interested in AB functions because this class 
of APN functions yields an interesting class of semibiplanes which will be explored in the later 
chapters following the direction of van Dam and Fon-Der-Flaass [36]. 
Section 1.5 includes a collection of all known examples of binary APN functions. There 
are several infinite families of APN power maps which have been discovered (and, indeed, 
theoretically proven to be APN functions) by many researchers, including Nyberg [30], Beth 
and Ding [3], Car let, Charpin, and Zinoviev [9], Dobbertin [14, 17, 16, 15], Helleseth, Rong 
and Sandberg [22], etc. We will summarize their findings and then classify the known binary 
APN functions up to equivalence. Our computer search revealed no APN power maps over 
F%% which could not be explained by the theoretical results of the above authors. We include 
a list of all of the binary APN power maps for n < 13. Earlier Helleseth, Rong, and Sandberg 
[22] collected examples of all APN power maps up to n = 11. Our list confirms that the list in 
[22] for n < 11 is complete. 
Section 1.6 focusses on the construction of infinite families of differentially ^-uniform power 
3 
maps for small values of k  and includes a classification of all differentially ^-uniform power 
maps over Fg up to n = 13. 
0.2 Characterization of associated combinatorial structures 
APN functions have also been studied because of their relationship to many interesting 
combinatorial structures. We will discuss some of these structures in Chapter 2. Coulter and 
Henderson [11] used APN functions to construct semi-biplanes. Carlet et al. [9] constructed 
a double-error-correcting binary linear uniformly packed code of length 2" — 1 and dimension 
2" — 1 — 2n over the binary n-dimensional vector space from a certain AB-function. Using a 
certain type of APN functions, van Dam and Fon-Der-Flaass [35] were able to generalize the 
5-class association schemes constructed by de-Caen and van Dam in [12]. They, van Dam and 
Fon-Der-Flass, also constructed a distance-regular graph of diameter 3 from an AB function in 
[36] and Xiang [38] constructed an elementary Hadamard difference set from an AB function. 
These examples indicate that there is a lot more research to do in this direction. Our aim is 
to collect, study, and characterize (if possible) new combinatorial structures associated with 
APN functions. 
Given an APN function, we can obtain an incidence structure S  =  ( V ,  B , l )  as follows. Let 
V = F£, with n > 2 and let / : V —> ¥ be an APN function. Define the incidence structure 
S = 3(n;/) = (7>,g,Z)by 
Points: P  =  ( x ,  a )  €  V  —  V x V 
Blocks: B  =  [ y ,  6] € B  = V x V 
Incidence: ( ( x ,  a ) , [ y , b ] )  €  X  a  +  b  =  f ( x  +  y ) .  
The number of points and blocks of this incidence structure S is \V\ — \B\ = |V x V| = 22". 
Coulter and Henderson [11] observed the following properties of S(n; /): 
(a) Each block is incident with 2n points. 
(b) Each point lies in 2" blocks. 
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(c) It is a self-dual structure. 
(d) Every pair of points occurs in 0 or 2 blocks. 
(e) Every pair of blocks intersect in 0 or 2 points. 
(f) For every point P  €  V  there are exactly 2"(2" — l)/2 other points defined by the blocks 
i n c i d e n t  w i t h  P .  
The properties (a)-(e) make S(n; /) a semi-biplane with parameters (22n, 2n) if the incidence 
structure is connected; otherwise, it consists of two disjoint semi-biplanes with parameters 
(22n~1, 2n). It is known that S is connected if n is odd or if / is a function defined by 
f(x) = x2a+l for (a, n) = 1 [11]. 
Suppose S(n; /) = ( V ,  B , X )  is the semi-biplane with parameters (22n, 2"). Then by defining 
binary relations on V by 
(Pi, Pa) € R \  i f f  P \  and P i  are incident with two common blocks; 
(Pi, P2) € R i  i f f  Pi and P2 are not incident with any common blocks 
we can construct the two-class association scheme X  —  X { n \  f )  =  ( V ,  {j%,Pi,%})- The first 
relation graph F = F(n; /) = (V,Ri) and the second relation graph (V, R2), the complement 
rc of T, are strongly regular graphs with parameters 
F = SRG(22", 2"^(2"-l), 2"-\2"-^ - 1), 2"-^(2"-^-l)) 
and 
F^ = SRG(22", (2"-^ -t-1)(2" - 1), (2"-s + 1)(2"-^ - 1), 2"'^(2"-^ + 1)), 
respectively. 
In Chapters 2 and 4 we investigate the incidence structures and association schemes ob­
tained from APN functions. In the latter, we construct three infinite classes of association 
schemes from a class of APN functions and describe the associated relation graphs. We then 
characterize the structure of strongly regular graphs of the form F(n; x2°+1), for n > 3, by in­
5 
vestigating their local structures. In particular, we will see that F(3; z3) = SRG(64,28,12,12), 
which is co-spectral with rOA(4,8) and TH^2)> is isomorphic to F#(8,2) but not FOA(4j8), where 
FOA(4,8) is the graph obtained from the orthogonal array OA(4,8) and F//(S,2) is the halved-
folded graph of Hamming cube H(8,2). We will also characterize the structure of the strongly 
regular graphs F(q;x3) = SRG(ç2, ; iii'2) ) for some odd q. Chapter 3 serves as 
an introduction to distance-regular graphs and association schemes and provides the necessary 
foundation for the material discussed in Chapter 4. 
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CHAPTER 1. CLASSIFICATION OF NONLINEAR FUNCTIONS 
1.1 Nonlinear functions over Fg 
We will begin with an analysis of nonlinear functions. Let F q  be the finite field with q  
elements where g is a power of a prime number and consider functions / : Fg —> Fg. For 
a,b G Fg, let Nf(a,b) = |{x G Fg : f(x + a) — f(x) = 6}|. Then, we say that a function is 
nonlinear if V/(g) =max{Nf(a,b) : a, b € Fg,o ^ 0} is smaller than q. Let's now consider 
some properties of this quantity we have just defined. 
Proposition 1.1.1. N f ( a , b ) = q 2  
a,b&q 
Proof. 
Y, N / ( a ' b )  = EEN / ( a ' b )  
a,b€Fq aeFq b£Wq 
=  Y L  G : +a) ~  f ( x )  = &)l 
aeFq 6eFg 
but ^2 |{® G F g  : f ( x  +  a )  —  f ( x )  =  b } \  counts all of the elements of Fg 
beVq 
exactly once since every iGF? produces exactly one b ,  so 
ÛÇFq  
—  q 2  since |Fg| = q  
• 
Proposition 1.1.2. ^ N f ( a , b )  =  q 2  —  q  
aeF*,6eF, 
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Proof. Let a  =  0, then N f ( a ,  b )  =  A//(0, b )  =  
q  if b  = 0 
since |Fg| = g, so we must 
0 otherwise 
subtract off the q  solutions corresponding to a  =  0. • 
Proposition 1.1.3. If / is linear, then V/(g) = q .  
Proof, f is linear implies that f ( x )  =  a x  +  / 3 .  Then, 
|{z 6 Fq : f(x + a) - f(x) = b}\ — |{z € F9 : a(x + a) + !3 - (ax + /?) = b}\ 
= |{x € Fg : aa = 6}| 
< g, with equality when a a  = 6 
• 
Definition 1.1.4. For g odd, a function / with N f ( a ,  b )  =  1 for all a  G F*, b  E Fg, is called a 
perfect nonlinear function. 
In a sense, these functions are as nonlinear as possible since V/(g) = 1, whereas for linear 
f u n c t i o n s ,  V / ( g )  =  q .  
Definition 1.1.5. For g even, V/(g) > 2 and those functions for which V/(g) = 2 are called 
almost perfect nonlinear. 
Let us pause briefly to analyze why we call functions that have this property Almost Perfect 
Nonlinear. Notice that if z is a solution of f(x + o) + f(x) — b, then so is x + a. This is where 
the almost perfect part of the definition comes in to play. We would consider the function to 
be perfect if the maximum number of solutions was one, but because of this pairing of the 
solutions, having a maximum of 2 solutions is the best that we can do over fields with even 
characteristic. Now for the nonlinear part. Notice, if / were linear, then f(x+a) = /(x) + /(o), 
so f(x) + f(x + a) = f(x) + f(x) + f(a) = f(a) so for b = /(a), every vector x would satisfy 
the equation. Thus, by our definition, f must be nonlinear. 
As previously mentioned, we will restrict ourselves to q  = 2 and focus our study on the 
almost perfect nonlinear functions that exist in this case. 
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1.2 Binary APN functions 
We are most interested in binary Almost Perfect Nonlinear functions. We are motivated 
to consider APN functions on the vector space F£ because of the resistance that they offer 
against certain types of crypt attacks. As we will see, however, these APN functions over the 
vector space F% become very complex as n increases. Therefore, we will begin our treatment 
of APN functions by studying those expressed over the finite field Fgn. We will then define 
a correspondence between APN functions on the finite field Fgn and the vector space F% and 
perform some analysis of the functions on the vector space. 
1.2.1 APN functions over Fg» 
Definition 1.2.1. Let Fg» with q  = 2n = |F^| and let f  :  Fg» -> Fg* be any function. For 
0/oe Fg™, let 
H a  =  H a ( f )  =  { f ( x )  +  f ( x  +  a )  :  x  €  F2n}. 
Then, / is APN (almost perfect nonlinear) if |-ffa(/)| = \ q  for all 0 ^  a  G Fg». 
An alternate definition of APN functions is: 
Definition 1.2.2. [36] A function f  is APN if and only if the system of equations 
x  +  y  =  a  (1.1) 
/(%) + /(%/) = 6 
has 0 or 2 solutions ( x , y )  for every ( a , b )  £  (0,0). 
The equivalence of these definitions is given in the following Corollary. 
Corollary 1.2.3. If (1.1) has 0 or 2 solutions, (x, y), for all ( a ,  b )  ^ (0,0), then the system 
h a s  2  s o l u t i o n s  p r e c i s e l y  w h e n  b  G  H a ( f ) .  
Proof. (=>): Assume \ H a ( f ) \  =  \ q .  Show the system (1.1) has 0 or 2 solutions. 
|^.(/)| = ^9=» |{/W + /(z + o):zG Fy.}| = 1|F2.| 
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Since the pair x and x+a gives the same value for f ( x ) + f ( x + a ) ,  for all x  with f ( x ) + f ( x + a )  —  
b ,  t h e r e  e x i s t s  a n  x '  =  x  +  a  s u c h  t h a t  f ( x ' )  +  f ( x '  +  a )  =  b .  B u t  x  +  x '  =  a  a n d  f ( x )  +  f ( x ' )  =  b  
so the pair x and x' solves the system of equations. Therefore, the system of equations can 
have 2 solutions, but since \Ha(f)\ = 51^2"I the system cannot have more than 2 solutions. 
Thus, since solutions must occur in pairs, the system (1.1) has 0 or 2 solutions. 
(<=): Assume the system (1.1) has 0 or 2 solutions. Show that \ H a ( f ) \  = 5<7.  
The system (1.1) has 0 or 2 solutions 
=> for all b  G F2«, either f ( x )  +  f ( x  + a) = b  for two x  G F2n or for no x  G Fg». 
=*- |{/(x) + f{x + a) : x G F2n}| < ^|F2n|. 
But b  G V and f ( x )  +  f ( x  +  a )  =  b  
= >  I { f { x )  +  f ( x  +  a )  :  x  £  F2n}| > ~|F2^ |  
=> |{/W + f{x + a) : x E F2n}| - ^|F2« |. 
i^.mt = k 
• 
As we have noted, it is easiest to characterize APN functions over the finite field F2«, 
but because of the cryptographic implications, is useful to work with these functions on the 
corresponding vector space Fg. So, we will now demonstrate the correspondence between 
functions in the finite field and functions in the vector space. 
Theorem 1.2.4. Let V be the standard vector space of row vectors (xi,... , x n ) ,  x ,  G F2. 
Any function / : V —>• V can be represented as a polynomial in the variables xi,..., xn with 
coefficients in V, and since x2 = x in F2, all monomials can be chosen to have degree at most 
1 in each variable. So, the polynomial representation of f is unique and can be found by 
10 
expanding the representation 
Zrn)  =  ^2 /(ai , . . . ,Om) (z i+Ol + 1)  '  ( ln  +  On +  1) .  (12)  
( f  1 ,.»,On)eV 
Proof. The reason why this relationship holds is due to the fact that in the binary space V, 
%%(zj + a-i + 1) = < 1 if x-i = ai for all i  
0 if Xi ^ ai for any i 6 {1,2,3,... ,n} 
• 
Let us consider an example. 
Example 1.2.5. Let F ( x )  = x 5  over F2s and let a be a primitive element in F23. Then, we 
have 
F23 = {0,1, a ,  a 2 ,  a 3 ,  a 4  ,  a5, a6} 
which can be represented, using the irreducible polynomial, a3 + a + 1 = 0, as 
F23 = {0, l,a, a2, a + l,a2 + a,a2 + a + l,a2 + 1}. 
Then the function F ( x )  = x5 gives the permutation of the elements of F2s shown in Table 1.1. 
Table 1.1 Permutation for F ( x )  —  x 5  




a a2 + a + 1 
a2 a  + 1 
a 3  = a  + 1 a 
a4 = a2 -h a a 2  + 1 
a 5  = a 2  +  a  +  1 a 2  + a  
a6 = a2 + 1 a 2  
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Now, since for all x  E  F23, we have x  = a,a'3 \ we define a 6 F3 as o = (01,03,(13). Using 
i=i 
this correspondence, then, we obtain the mapping of the elements of F3 shown in Table 1.2. 
Table 1.2 Mapping of F ( x )  —  x5 over F3 









We can then use these to find the explicit formula for / over Fg. So, we now have: 
f ( x i , x 2 , x 3 )  = (0, 0, 0)(xi + l)(x2 + l)(x3 + 1) + (0, 0, l)(xi + l)(x2 + 1)2:3 
+ (1, 1, l)(xi + l)(x2)(x3 + 1) + (0, 1, 0)(rri + 1)Z2Z3 
+ (0, 1, l)Zl(%2 + 1)(%3 + 1) + (1, 0, 0)xi(x2 + l)x3 
+  ( 1 ,  0 ,  l ) x i x 2 { x 3  +  1 )  +  ( 1 ,  1 ,  0 ) X i X 2 X z  
- (0, 0, 0) + (0, 0, X \ X 2 X Z  + X X X 3  + x2x-i + x3) 
+  ( x i x 2 x 3  +  x i x 2  +  x 2 x 3  +  x 2 ,  X 1 X 2 X 3  + x i x 2  + x2x3 + x2, 
X \ X 2 X 3  +  $ 1 X 2  +  X 2 X 3  +  X 2 )  
+ (0, xix2x3 + x2x3, 0) 
+  ( 0 ,  X i X 2 X 3  +  X \ X 2  +  X 1 X 3  +  X l ,  X 1 X 2 X 3  +  X 1 X 2  +  X 1 X 3  +  XI) 
+ (%1%2X3 +3:1X3, 0, 0) 
+ (X1X2X3 + X1X2, 0, X1X2X3 + X1X2) 
+ (Z1Z2Z3, a:iZ2Z3, 0) 
= (x2 + X1X3 + X2X3, XI + X2 + X1X3, XL + X2 + X3 + X1X2) 
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So, /(ri, 12,23) = (/n/2,/3) given by: 
f l ( x i , X 2 , X 3 )  =  X 2  +X1X3 + X 2X3 
f 2 { x  1 ,  X 2 ,  X 3 )  -  X i  +  X 2  +  X 1 X 3  
h { x i , x 2 ,  £ 3 )  =  X i  +  X 2  +  X 3  +  X i X 2  
is the function over F| which corresponds to F ( x )  =  x 5  over F23. 
A special case of these functions would be APN permutations. It is important to note that 
such permutations can only occur for F2n where n is odd. In the case where n is even, we can 
easily observe that function / maps three-to-one with the exception of 0 which maps to itself. 
This follows since f(x) = x3 is the only APN power function on F2z and it maps onto F2 (i.e. 0 
m a p s  t o  0  a n d  e v e r y t h i n g  e l s e  m a p s  t o  1 ) .  E x t e n d i n g  t h i s  t o  l a r g e r  f i e l d s ,  w e  h a v e  t h a t  n  =  2 m  
but our exponents are determined mod(2n — 1) = mod(4TO — 1) so clearly the functions will 
map three-to-one. We will leave the study of APN permutations to the next section where we 
will consider APN functions over the vector space Fg. 
1.2.2 APN functions over F£ 
As we have seen using Theorem 1.2.4, given a function over the finite field F2", we can find 
a corresponding function over the vector space F%. Our definitions for APN functions over the 
vector space will likewise be analogous to those over the finite field, and we have: 
Definition 1.2.6. [36] Let V be an «-dimensional vector space over the field F2 with q  =  2 n  —  
|V| and let. / : V -> V be any function. For 0 ^ a E V, let 
H a  = H a ( f )  =  { f ( x )  +  f ( x  +  a )  :  x  E  V } .  
Then, f  is APN (almost perfect nonlinear) if \ H a ( f ) \  =  \ q  for all 0 ^  a  E  V. 
as well as: 
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Definition 1.2.7. [36] A function / is APN if and only if the system of equations 
(1.3) 
has 0 or 2 solutions ( x , y )  for every (û, 6) =4 (0,0). 
What we would most like to study on the vector space, however, are those functions which 
correspond to APN permutations. 
Theorem 1.2.8. [3] Let /(x) = (/i(x), f i { x ) , ..., f n ( x ) )  be an APN permutation on V, x  =  
{xi,x2,xn) 6 V. Then none of fi,fi, • • • ,fn is affine. 
Proof. Suppose that one of the component functions, wlog, fx is affine. Then, /i(x) can be 
w r i t t e n  a s  a  l i n e a r  c o m b i n a t i o n  o f  t h e  X i  s  p l u s  a  c o n s t a n t  t e r m .  I n  o t h e r  w o r d s ,  f \ { x )  =  
binxn \-buXi + bo. Then 
f i [ x )  +  f i ( x  + c) = b \ n x n  +  •  •  •  +  6 1 1 X 1  +  6 0  +  b \ n ( x n  + cn) + • • • + b n ( x i  + ci) + b o  
= binxn + binxn + • • • + 611X1 + 611X1 + 6q + 6q + 6inCn + • • • + 6nci 
= 61 ncn + • • • + 6nCl 
So we can find a vector c ^ 0, such that /i(x) + /1 (x + c) = 0. But then, f ( x )  + f ( x  +  c )  =  
(0, /2(x) + /2(x 4- c),..., fn(x) + /„(x + c)). Now, in order for f to be APN, we must have that 
/(x)+/(x+c) takes on 2"-1 (i.e. g|V|) vectors of Fg, but since the first component is now fixed 
at 0, in order for this to hold, there must exist a vector x such that f(x) + f(x + c) = (0,... ,0) 
which contradicts the one-to-one property of f(x). Therefore, each component function of an 
APN permutation cannot be affine. • 
Theorem 1.2.9. [3] Let f ( x )  =  (/i(x), /2(x),... , f n ( x ) )  be an APN permutation on V, x = 
(xi,x2,... ,x„) € V. Then every quadratic term x,xj (i ^ j) must appear in at least one of 
the component functions f\, /2,..., /„. 
n  
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Proof. If / : V -> V is an APN function, then in the representation 
f  (®i, X 2 ,  •  •  •  ;  In) — (/l (-^11 • • • ! X n ) ,  f 2 ( x \  )  •  •  •  ;  ^ n)i  •  •  •  j  f n i x  1)  •  •  •  i  ®n))  
= f]%(3i + <H + l)|/(0i,02,..-,an) 
(ûl  ) t t2v)ûn)EV Xi—1 /  
for each X i X j ,  there exists at G {1,2,... ,n} such that f k ( x i , x 2 , . . .  , x n )  contains the term 
n 
To see this, notice that for any i ,  j  the X i X j  term appears in the expansion of TT(i; + aj +1) 
i = i  
only when o/ = 0 for all I  except i  and j .  In other words, if we consider the expansion 
of f(xi,x2,...,xn) - Y ( TI^1 + + !) 1 /("l,°2,• • •,«n), the only components 
(ûl ï02)---jûn)GV \£=1 ' 
which have an XiXj term are those whose corresponding components in the following sum are 
nonzero. However, 
/ ( 0 , . . .  , 0 ,  0 ,  0 , . . .  , 0 ,  0 ,  0 , . . .  , 0 )  
+ / (0,..., 0, 1, 0,..., 0, 0, 0,..., 0) 
+  f  ( 0 , . . . ,  0 ,  0 ,  0 , . . . ,  0 ,  1 ,  0 , . . . ,  0 )  
+ /(  0, . . . ,0 ,  1 ,  0, . . . ,0 ,  1 ,  0 , . . . ,  0)  
t t 
ith, jth 
0 by the definition of APN permutations. 
• 
Theorem 1.2.10. [3] Let f ( x )  =  ( f i ( x ) ,  f 2 ( x ) , . . .  , f n { x ) )  be an APN permutation on V, 
n  
x  —  { x i , x 2 , . . .  , x n )  € V. Then the term JJ X{ never appears in any component function. 
n 
Proof. Consider our conversion formula (1.2). Each component of the expansion of JJ(xj + 
i=l 
n  
ai + 1) contains the term X{. But / is a permutation of the elements of Fg so for each fk 
2=1 
in f ( x i,...,x n )  —  (/i,..., f n )  it will take on the value 1 an even number of times. Thus, for 
7 1  
each fk, the term JJ is added an even number of times which is equivalent to zero. • 
i = l  
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Let us now consider some examples of APN functions over both the finite field Fy and the 
corresponding vector space Fg • 
1.3 Examples of APN functions 
Example 1.3.1. The function F ( x )  =  x 5  over F2s (Welch's function) and the corresponding 
function /(xi,x2,x3) = (fijijz) over F^ given by: 
/ i  (21,32,23)  =  X 2  + X1X3 +X2X3 
h ( x  l , X 2 , X 3 )  —  X i  +  X 2  +  X \ X 3  
= X X + X 2  +  X 3  + X 1 X 2  
is APN. 
We can see that this function is APN since, for all a  E F2 such that a  0, we can find 
Ha(f) and see that \Ha(f)\ ~ \q so the function is APN. (Note: This is done using the Matlab 
program (B.l) which, given a function / defined on Fg, finds Ha(f) and \Ha{f)\ for all a E Fg). 
Table 1.3 F ( x )  —  x 5  over F2a 
a  la.mi 
(0,0,1) {(0,0,1), (0,1,1) (1,0,1) (1 1,1)} 4 
(0,1,0) {(0,1,0), (0,1,1) (1,1,0) (1 1,1)} 4 
(0,1,1) {(0,0,1), (0,1,0) (1,0,1) (1 1,0)} 4 
(1,0,0) {(0,1,0), (0,1,1) (1,0,0) (1 0,1)} 4 
(1,0,1) {(0,0,1), (0,1,0) (1,0,0) (1 1,1)} 4 
(1,1,0) {(1,0,0), (1,0,1) (1,1,0) (1 1,1)} 4 
(1,1,1) {(0,0,1), (0,1,1) (1,0,0) (1 1,0)} 4 
Example 1.3.2. F ( x )  =  x 3  over F24 is APN. 
Using the irreducible polynomial a4 + a + 1 = 0 and the given relationship, we have that 
F(x) = x3 over Fg< corresponds to the function f(xi,xg,x3,x4) = (/i,/2,/3,/4) over Fg given 
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by: 
/l(*l, 22, £3, X4) = X i  + X 2  +  X 3 +  X \ X 2  +  X \ X $  
F2{X L,X2,X3,X4) = X2 + £L£2 + £1X3 + X1X4 + £2£3 + £2X4 + £3X4 
f3(xi,X2,X3,X4) = Xi + T1T2 + 22Z4 + £3X4 
fi{xi,X2, X3, X4) = X4 + X\X3 + X2X3 + £2£4 
And thus, for all a  G F2, such that a ^ 0, we can find H a ( f )  and see that \ H a ( f ) \  = \ q .  So 
the function must be APN. 
Example 1.3.3. F ( x )  =  x 2 9  over F2s (Dobbertin's function) is APN. Using the irreducible 
polynomial o:5 + a2 + 1 = 0 and the given relationship, we have that F(x) = x29 over F2s 
corresponds to the function f(x\,x2,x3,x4,x5) = (/i,/2,/3,/4,/s) over F| given by: 
fl(xl,X2,X3,X4,X5) = X2 + X\X2 + £1X3 + X2X4 + X3X4 + £3X5 + X4X5 
+  Z1Z2Z3 +  ^ 2X3X5 +  X 2 X 4 X 5  + X1X2X3X4 + £1X3X4X5 
/2(X1,X2,X3,24,X5) = Xl + X2 + X3 + X4 + XlX2 + X1X5 + X2Xg + X3X4 + X4X5 
+ £1X2X4 + X1X3X4 + X1X3X5 + X2X4X5 + £3X4X5 
+ Xl £2X3X4 + £1X2X4X5 + XiX3X4X5 + X2X3X4X5 
f s { X l  )  X 2 ,  £ 3 ,  £ 4 ,  £ 5 )  =  £ 1  +  £ l £ 3  +  £ 2 £ 3  + £ 2 x 4  +  £ 3 2 4  +  £ 4 X 5  + X 1 X 2 X 4  
-T- £1X324 + 21X4X5 + £22425 + £1X22325 4- £223£4£5 
f i ( x i ,  x 2 5 £3j £4) £5) = £1 + 23 + xix2 4- X1X3 4- X1X4 4- £2£3 4- £2£4 4- 13X5 
4- £425 4- XlX2X3 4- £l£2£5 4- £]£3£4 4" X1X3X5 4* £223X4 
4 -  £ i £ 2 £ 3 X 5  4 "  £ i X 2 £ 4 £ 5  4 "  X 2 X 3 X 4 X 5  
/5(2i, £2,£3, 24,X5) = £1 4- x2 4- X3 4- X4 4- £5 4- £i£3 +X1X5 4- X2X3 4- £4X5 4- £i£2£4 
4- £1X4X5 4- X 2 X 3 X 5  4- £2£4£5 4- £I£2£435 4" X1X3X4X5 4" £2£3£4£5 
As we noticed earlier, when we consider APN functions over the vector space F?>, the com-
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Table 1.4 F ( x )  =  x 3  over F24 
a  *.(/) !#,(/)! 
(0,0,0,1) {(0,0,0,0), (0,0,0,1), (0,0,1,0), (0,0,1,1) 
(0,1,0,0), (0,1,0,1), (0,1,1,0), (0,1,1,1)} 
8 
(0,0,1,0) {(0,0,0,0), (0,0,1,1), (0,1,0,1), (0,1,1,0) 
(1,0,0,0),(1,0,1,1),(1,1,0,1),(1,1,1,0)} 
8 
(0,0,1,1) {(0,0,0,0), (0,0,1,0), (0,1,0,0), (0,1,1,0) 
(1,0,0,1),(1,0,1,1),(1,1,0,1),(1,1,1,1)} 
8 
(0,1,0,0) {(0,0,0,0), (0,0,1,0), (0,1,0,1), (0,1,1,1) 
(1,0,0,1), (1,0,1,1), (1,1,0,0), (1,1,1,0)} 
8 
(0,1,0,1) {(0,0,0,0), (0,0,1,1), (0,1,0,0), (0,1,1,1) 
(1,0,0,1), (1,0,1,0), (1,1,0,1), (1,1,1,0)} 
8 
(0,1,1,0) {(0,0,0,0), (0,0,0,1), (0,0,1,0), (0,0,1,1) 
(0,1,0,0), (0,1,0,1), (0,1,1,0), (0,1,1,1)} 
8 
(0,1,1,1) {(0,0,0,0), (0,0,0,1), (0,0,1,0), (0,0,1,1) 
(0,1,0,0), (0,1,0,1), (0,1,1,0), (0,1,1,1)} 
8 
(1,0,0,0) {(0,0,0,0), (0,0,1,1), (0,1,0,0), (0,1,1,1) 
(1,0,0,1), (1,0,1,0), (1,1,0,1), (1,1,1,0)} 
8 
(1,0,0,1) {(0,0,0,0), (0,0,1,0), (0,1,0,0), (0,1,1,0) 
(1,0,0,1),(1,0,1,1),(1,1,0,1),(1,1,1,1)} 
8 
(1,0,1,0) {(0,0,0,0), (0,0,1,0), (0,1,0,0), (0,1,1,0) 
(1,0,0,1), (1,0,1,1), (1,1,0,1), (1,1,1,1)} 
8 
(1,0,1,1) {(0,0,0,0), (0,0,1,0), (0,1,0,1), (0,1,1,1) 
(1,0,0,1),(1,0,1,1),(1,1,0,0),(1,1,1,0)} 
8 
(1,1,0,0) {(0,0,0,0), (0,0,1,1), (0,1,0,1), (0,1,1,0) 
(1,0,0,0),(1,0,1,1),(1,1,0,1),(1,1,1,0)} 
8 
(1,1,0,1) {(0,0,0,0), (0,0,1,1), (0,1,0,0), (0,1,1,1) 
(1,0,0,1), (1,0,1,0), (1,1,0,1), (1,1,1,0)} 
8 
(1,1,1,0) {(0,0,0,0), (0,0,1,1), (0,1,0,1), (0,1,1,0) 
(1,0,0,0), (1,0,1,1), (1,1,0,1), (1,1,1,0)} 
8 
(1,1,1,1) {(0,0,0,0), (0,0,1,0), (0,1,0,1), (0,1,1,1) 
(1,0,0,1), (1,0,1,1), (1,1,0,0), (1,1,1,0)} 
8 
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ponent functions quickly grow in complexity as the length of the vectors increases. Because of 
this, it is generally easier to consider the corresponding functions over the finite field Fy, so 
from this point forward, we will just consider APN functions over the finite field Fy, remem­
bering that we can always use the aforementioned relationship (1.2) to find the corresponding 
function over the related vector space. Before we move on to a characterization of all of 
the known APN functions, we want to take a brief detour to discuss a special class of APN 
functions. 
1.4 Almost bent functions 
1.4.1 Definitions and theorems 
A special class of APN functions are the Almost Bent (AB) functions. 
Definition 1.4.1. [36] Let V be an n-dimensional vector space over the field F% with q  =  2 n  —  
|V| and let / : V -> V be any function. The Fourier transform ju/:VxV—>Rof/is defined 
by the formula 
xev 
and / is AB (almost bent) if H f ( a ,  b )  —  0 , ± y / 2 q  for all ( a ,  b )  ^ (0,0) where (,) denotes the 
standard inner product on V. 
Proposition 1.4.2. AB functions exist only for n  odd. 
Proof. Suppose n is even. Then n = 2k for some k. But if / is AB, then 
b )  = 0, ±1/29 for all (a, b )  ^ (0,0) => H f ( a , b )  = 0, ± V 2  •  2 2 k  = V22fe+1 ÇÉ Z. 
But f if(a, b )  =  ( ~ 1 ) w h i c h  m u s t  b e  a n  i n t e g e r  s i n c e  ( — l ) ^ ° ' I ) + ( f c > / ( 1 ) )  i s  e q u a l  t o  
xev 
±1 for all (a,b). • 
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Theorem 1.4.3. [36] A function / is AB if and only if the system of equations 
x  +  y  +  z  — a  
(1.4) 
/M + /(%) + /(z) =6 
has g — 2 or 3g — 2 solutions ( x , y , z )  for every (a, b ) .  If (1.4) has q  — 2 or 3 q  —  2 solutions, 
(x,y,z), for all (a, b), then the system has 3g — 2 solutions if b = /(a), and q — 2 solutions 
otherwise. 
A sketch of the proof of this theorem is given by van Dam and Fon-Der-Flass in [36]. For 
completeness, we will provide a more detailed proof here. 
Proof. The proof will be given in terms of matrices. We begin by defining several q x q  matrices 
having real entries whose rows and columns are indexed by vectors from V. Let I be the identity 
matrix, J the all-one matrix, E the matrix with a single non-zero entry, Eqo = 1, Eij = 0 for 
(i,j) (0,0). We also define the matrices X, M, F, and S whose entries are defined as 
follows: 
^ = MM 
b) 
3*6 = |{(z, y, z) : z + %/ + z = o; /(z) + /(y) + /(z) = 6}| 
f i  if»- / ( . )  
I 0 otherwise 
Then we have the following equalities: X2 = ql; M = XFX; XJX — q2E. 
Verify that X2 = ql: 









q  if a  +  b  —  0 so that { a  +  b , x )  =0 for ail z G V 
0 if a  +  b  ^  0 so that ( a  +  b ,  x )  =0 for exactly half of the vectors x  € V and 
(a + 6, x) = 1 for the rest of the vectors in V. 
But a + b = 0 if and only if a = b so X2b = < 
q  a  =  b  
0 otherwise 
X2 = ql => X is nonsingular. 
Verify that M  =  X F X :  Since F u v  — 1 only when v = /(«), row a of Ji7 is a permutation of 
row o of X. So, 




= y^(—1 )(a>y)+(b>f(y)) 
y€V 
= /!/(«, 6) 
= Mab 
x,6) 
M = % 
Verify  t h a t  X J X  = q2E: 
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X J X a b  = w 22(_i)(o,=) ... 
xev xev 
= but ^(-1)^> = < 
VZGV / Viev / zev 
g o = 0 
0  a ^ O  
gg(-l)<^ o = 0 
x6V 
0  a ^ O  
g 2  a,b — 0  
0 otherwise 
= (g2s) ab 
X JX = g2£ 
The condition that the system (1.4) has g — 2 or 3g — 2 solutions ( x , y , z )  for every (a, b )  is 
equivalent to the identity S = (q — 2) J + 2qF since 
3 q  —  2  b  = /(a) 
[(g-2)J  + 2gf] ,d= < 
q — 2 otherwise 
The property that / is AB can be stated in terms of matrices as the identity: 
M#) - 2gM = (g3 - 2g%)# 
To see that this is true, consider the following: 
/ is AB => Hf(a, b) € {0, ± y / 2 q }  if (a, b )  (0,0) 
22 
, ^ . (a, 6) = (0,0) 
roots of cubic equation: xA — 2qx = 0 otherwise 
So, 
(Af(3) - 2gM)o& = ju/(o,6)^ - 2g/:/(o,6) 
g3 — 2g2 a — b = 0 
0 otherwise 
— [(<?3 — 2g2)E]o6 
M(3) - 2gM = (g^_ 2g^)E 
Finally, consider the identity: M^3* = XSX. 
Mab = Vf (a'b)3 
— T2(_l)W(_1)(VM) ^(_l)(o,!/)(_l)(6,/(2/)> ^(_l){a.z)(_l)(6./(^)> 
a;GV y€V z£V 
— ^ ( _ 1) (a>I+y+z> ( _ 1) (i>,/(a:)+/(i/)+/(z)> 
x,y,zeV 
—  (_i} ( b > f ( . x ) + f ( y ) + f ( z ) )  
peV x+y+z=p 
For all r  such that r  =  f ( x )  +  f ( y )  + /(z), there will be Spr terms having this sum. So, 
p€V reV 





Then using these identities, we obtain: 
M#) - 2gM - - 2g^)B = X&Y - 2gXf% - (g - 2)g^E 
= - 2g%F% - (» - 2)XJX 
= X(g-2gF-(g-2)J)% 
Which implies that, if — 2qM = (g3 — 2q2)E, then S = 2qF + (g — 2) J. So / is AB is 
equivalent to the system (1.4) having g — 2 or 3g -  2 solutions (x,y,z) for every (a, h). 
the definitions are equivalent. • 
1.4.2 Relationship between AB and APN functions 
Lemma 1.4.4. Every AB function is APN. 
Proof. Assume that / is not APN, and show that / is not AB. 
/ is not APN implies that for some r^0,a/p^a + r, the equality f ( p )  +  f ( p  +  r )  =  
f(a) + f(a + r) holds and the system (1.4) in addition to the "trivial" solutions has the 
solution, x = p,y = p + r,z = a + r. The system has 3g — 2 "trivial" solutions with one variable 
equal to a and the other two variables equal to each other, (i.e. There are q — 1 solutions of the 
form (o, c, c) and three possible ways that a, c, c can be arranged which yields 3g — 3 solutions 
plus the solution (a, a, a), for a total of 3g — 2 "trivial" solutions). So / is not AB. • 
1.5 Known APN functions 
All known binary APN functions are equivalent (see Defn. 1.5.4) to certain power functions 
/ : F'2" -> Fgn of the form f(x) = xk. The first table considers the case when n is odd, 
n — 2m + 1, and lists the values of the exponent k and the type of function obtained. The 
second table considers the case for n even, n = 2m, and lists the values for the exponent k for 
which the function is APN. We should also note that the inverse of an APN or AB function is 
also APN or AB, respectively. 
Table 1.5 Known APN functions xk  on Fyi, n = 2m + 1 
Name Exponent k ref. 
Gold's functions* 21 + 1 with (i, n) = 1, 1 < i < m [20], [2] 
Kasami's functions* 22' — 2 l  + 1 with (i, n) = 1, 2 < i < m [26] 
Field inverse 2" - 2 [30] 
Welch's function* 2™+ 3 [8], [24] 
Niho's function* 2™ + 2™/: - 1 (even m) 2"* + 2^+^)/^ - 1 (odd m) [24] 
Dobbertin's function 2^ + 2^ + 2^ + 2'-l ifn = 5i [15] 
* AB functions 
Table 1.6 Known APN functions xk  on n = 2m 
Name Exponent k ref. 
Gold's functions 2% + 1 with (*, n) = 1, 1 < i < m [20] 
Kasami's functions 22* — 2% + 1 with (i, n) = 1, 2 < i < m [26] 
Dobbertin's function 24i + 23i + 22i + 2< - 1 if n = 5t [15] 
Theorem 1.5.1. Given an APN function /, for any invertible linear transformation A and a 
vector b in V, the function g : V -» V defined by g(x) = f(Ax + b) is APN. 
Proof. Prove g(x) — f(Ax + b) is APN. 
/ is |n.(/)| = |{/(z + o) + /(z) : z e V}| = ||V|. 
\{g{x + a) + g(x) : x 6 V}| = \ { f ( A ( x  +  a )  +  b )  +  f ( A x  +  h )  :  x  €  V}| 
=  \ { f ( A x  +  b  +  A a )  +  f ( A x  +  b )  :  x  £  V } |  
let y = Ax + b and c = Aa, then y = Ax + b varies as x varies over 
V since the transformation Ax + 6 is bijective 
= !{/(% + c) + /(%/) : %/ 6 V}| 
= l^c(/)| 
. ' . g(x) = f(Ax + b) is APN. • 
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Theorem 1.5.2. If / is APN permutation, then / 1 is APN. 
Proof. Prove f~ l  is APN where f  is an APN permutation. Since / is a permutation, f  is 
bijective and since f is APN, if b G Ha(f), then f(x + a) + f(x) = b has exactly 2 solutions. 
Let y = f(x) and y' — f(x + a), then y' — y+ b. So, for given a and b, f(x + o) + f(x) — b has 
e x a c t l y  0  o r  2  s o l u t i o n s .  B u t ,  x  +  a  =  f ~ l { y  +  b )  a n d  x  =  f ~ l ( y ) ,  s o  f ~ l { y  +  b )  +  / _ 1 ( y )  =  a  
which has exactly 0 or 2 solutions since f(x + o) + f(x) = b has exactly 0 or 2 solutions, 
/-i is APN. O 
Theorem 1.5.3. Given an APN function /, for any linear function g ,  f  +  g  is APN. 
Proof. Prove / + g is APN. 
Let h ( x )  = f ( x )  +  g ( x ) .  
\Ha(h)\ = \{h(x + o) + h ( x )  :  x  € V}| = \ { f ( x  +  o) +  g ( x  + o) + f ( x )  +  g ( x )  : x G V}| 
=  \ { f ( x  + a )  +  g ( x )  +  g ( a )  + f ( x )  +  g { x )  :  x  G V}| 
since g  is linear 
=  \ { f ( x  +  a )  + f(x) + g(a) : x G V}| 
=  |{/(x +  a )  +  f ( x )  :  x  G V}| since g  ( a )  is a constant 
= !#.(/)! 
= ||V| 
: . f  +  g  is APN. • 
Since every known APN function is equivalent to one of the power functions listed in Tables 
1.5 and 1.6, we want to further study this notion of equivalence and the relationships between 
APN functions. 
Definition 1.5.4. [18] We say that two functions f and g are equivalent if the lists of values 
Nf(a,b) and Ng(a, b) with a,b G Fç are equal, (i.e. {Nf(a, b) : a, b £ Fg} = {Ng(a,b) : a,b G 
F,}). 
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For power functions, we have that functions whose exponents come from the same cyclo-
tomic coset are equivalent. 
Theorem 1.5.5. Nd{a,b), where f ( x )  =  x d ,  is constant on the cyclotomic coset 
{ d p 1  :  i  = 0,1,... ,n - 1} (i.e. Ndpi  (a, b) = Nd(a ,b) for i  =  0,1,... ,n — 1) 
Proof. 
|{z : (z + o)*' - z*' = 6}| = |{z : (af' + a)'' - (afY = 6}| 
=  \ { y  :  ( y  + a ) d  -  y d  -  6}| with y = xp> 
• 
Because of this, we can classify all APN power functions according the the cyclotomic coset 
from which the exponent came. We present in Table 1.7 a listing of all APN power functions 
organized by the exponent d for the binary fields up to F2IS . These are organized according to 
class and have been verified through the use of the computer programs C.2.1 and C.2.2 which 
can be found in Appendix C. 
This notion of equivalence can be extended to polynomial functions using the following the­
orem. In order to well state this relation, we first need to explore the notion of ^-polynomials. 
Definition 1.5.6. Let L € Fpn [x] be a polynomial. L is called a ^-polynomial if 
' 
Z/(z + w) = ^(3) 4- &(%) 
< 
L ( X x )  =  ÀL(x), A G FP 
(i.e. The map L  :  Fg -> Fç is a linear Fp-mapping.) 
Proposition 1.5.7. [18] L  G Fpn [x] is a ^-polynomial i f f  
71 — 1 
X = diXP% = CLQX + a i X P  + Cl2XP 4 On-lX?" 
t=0 
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Proposition 1.5.8. [18] Suppose L ,  M  are p-polynomials and a  6 F^. Then we have the 
following equivalence. 
1 .  f ( x )  ~  f ( L ( x ) )  +  M ( % )  +  a  
2. f ( x )  ~  L ( f ( x ) }  +  M  ( x )  +  a  
Because of this, we can assume w l o g  that /(0) =0 and /( 1) = 1. 
As was previously mentioned, whether or not the list of binary APN functions given in 
Tables 1.5 and 1.6 is complete (up to equivalence) remains an open question. We will now turn 
our focus to a relaxation of our definition and consider other functions with low uniformity. 
1.6 Functions with low uniformity 
Definition 1.6.1. Let A/ := max{Nf(a, b )  :  a , b  €  F q ,  a ^  0}. 
Then, perfect nonlinear functions are those for which Ay = 1 and APN functions are those 
for which Ay — 2. We are interested in functions with low uniformity, that is, functions for 
which Ay is small. We have previously characterized PN and APN functions, so we will now 
turn our focus to characterizing other functions with low Ay's. In order to classify them, we 
will again need to use the notions of equivalence in nonlinearity and ^polynomials from the 
previous section. 
Theorem 1.6.2. For f ( x )  =  x d  with gcd( d , q  —  1) =  1, f ( x )  =  x d  and g ( x )  —  x d  1 are 
equivalent, where d~l is calculated modulo q — 1. (i.e. Nd(a, b) = Nd-i (&, a) => Aj = Ad-i) 
P r o o f .  
#d(a, 6) = |{z : /(z + o) - /(z) = 6}| 
=  | {z :  ( x  +  a ) d  —  x d  ~  6}j  
=  \ { x  :  x  +  a  =  ( x d  +  b ) d  ^ } |  
= |{z :o = (^ + b)^ 
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=  \ { y  :  a  =  { y  +  b ) d  1  -  y d  '}| with y  =  x d  
= |{« : g(« + &) - 9W)l/ = «}| 
—  N d - i  ( h ,  t i )  
• 
Theorem 1.6.3. N < t ( a , h )  =  N d ( l , b a ~ d )  for a  ^  0 
P r o o f .  
N d { l , b a ~ d )  = |{z : f( x  +  1) - f( x )  =  kx-d}| 
=  \ { x  :  { x  +  l)d —  x d  =  6a_d}| 
= |{# : ad(a: + l)d — a d x d  =  6}| 
=  \ { x  :  { a x  +  a ) d  —  ( a x ) d  = b}j 
= \ { y  :  ( y  +  a ) d  —  y d  =  6 } |  w h e r e  y  =  a x  
= \{v : f(y + a) -  f(y) = b}\ 
-  N d ( a , b )  
• 
My analysis of the results for A d  over the various fields has led me to pursue the possibility 
of classifying the power functions f(x) — xd over Fgn for which Ad = 4. A classification of 
the power functions f(x) = xd by Ad over Fgn for n up to 13 is given in Appendix A. The 
f o l l o w i n g  i s  a  p r o o f  f o r  o n e  o f  t h e  s u b c l a s s e s  o f  t h e s e  f u n c t i o n s  f o r  w h i c h  A d  =  4 .  
Proposition 1.6.4. Let f ( x )  =  x d  be a mapping Fgn —> F2», for n  even. Then = 4 if 
(f = 2"-^ - 1. 
P r o o f .  Since N d ( a ,  b )  —  N d ( l ,  b a ~ d ) ,  we can just consider N d ( l ,  b ) .  Now, 
N d ( l , b )  =  |{z :  f { x  +  1) +  f ( x )  =  6}I 
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= |{x : ( x  + I)2" 1 1 + x2" 1 = b } \  
So, if b  — 1, then x  = 0 and x = 1 are roots of f ( x  +  1) +  f ( x )  —  b .  We will now show that 
/(x + 1) + /(x) = b has exactly two more roots. If x ^ 0 and x ^ 1, then 
(% + + a,:""-! = !<*(% + 1)^-' (z + 1)-' + = 1 
(z + 1)-^ + = 1 
44> (x + l)x[(x + l)-1 + x_1] = (x + l)x 
X + (x + 1) = x2 + X 
4^x2 + x + l = 0 
which has exactly two solutions in Fy since n is even. So N<i( 1,1) = 4. If 6 ^ 1, then x + 1 ^ 0 
and x 0 so 
N d {  1 ,  b )  = |{x : f ( x  + 1) + /(x) = b } \  
= |{x : (x + l)2" 1-1 + x2" 1-1 = 6}| 
=  \ { x  :  (x + I)-1 + x_1 = 6}| 
= |{x : x2 + x + 1 = 0}| 
< 2 
. Aj = 4 • 
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Table 1.7 APN power functions, x d ,  over the field Fy 
F2n d  Ref. 
F22 3 Gold 
F23 3 6 5 Gold, Welch, Niho, Field Inverse 
F24 3 6 12 9 Gold 
F25 3 6 12 24 17 Gold 
5 10 20 9 18 Gold, Niho 
7 14 28 25 19 Welch 
11 22 13 26 21 Kasami 
15 30 29 27 23 Dobbertin, Field Inverse 
F26 3 6 12 24 48 33 Gold 
F27 3 6 12 24 48 96 65 Gold 
5 10 20 40 80 33 66 Gold 
9 18 36 72 17 34 68 Gold 
11 22 44 88 49 98 69 Welch 
13 26 52 104 81 35 70 Kasami 
15 30 60 120 113 99 71 Gold 
23 46 92 57 114 101 75 Kasami 
27 54 108 89 51 102 77 Gold 
29 58 116 105 83 39 78 Niho 
43 86 45 90 53 106 85 Gold 
63 126 125 123 119 111 95 Field Inverse 
3 6 12 24 48 96 192 129 Gold 
9 18 36 72 144 33 66 132 Gold 
39 78 156 57 114 228 201 147 Kasami 
F29 3 6 12 24 48 96 192 384 257 Gold 
5 10 20 40 80 160 320 129 258 Gold 
13 26 52 104 208 416 321 131 262 Kasami 
17 34 68 136 272 33 66 132 264 Gold 
19 38 76 152 304 97 194 388 265 Niho, Welch 
27 54 108 216 432 353 195 390 269 Niho, Welch 
31 62 124 248 496 481 451 391 271 Gold 
47 94 188 376 241 482 453 395 279 Kasami 
59 118 236 472 433 355 199 398 285 Kasami 
87 174 348 185 370 229 458 405 299 Kasami 
103 206 412 313 115 230 460 409 307 Gold 
171 342 173 346 181 362 213 426 341 Gold 
255 510 509 507 503 495 479 447 383 Field Inverse 
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Table 1.7 (Continued) 
F2n d  Ref. 
F2IO 3 6 12 24 48 96 192 384 768 513 Gold 
9 18 36 72 144 288 576 129 258 516 Gold 
57 114 228 456 912 801 579 135 270 540 Kasami 
213 426 852 681 339 678 333 666 309 618 Dobbertin 
F2II 3 6 12 24 48 96 192 384 768 1536 1025 Gold 
5 10 20 40 80 160 320 640 1280 513 1026 Gold 
9 18 36 72 144 288 576 1152 257 514 1028 Gold 
13 26 52 104 208 416 832 1664 1281 515 1030 Kasami 
17 34 68 136 272 544 1088 129 258 516 1032 Gold 
33 66 132 264 528 1056 65 130 260 520 1040 Gold 
35 70 140 280 560 1120 193 386 772 1544 1041 Welch 
43 86 172 344 688 1376 705 1410 773 1546 1045 Kasami 
57 114 228 456 912 1824 1601 1155 263 526 1052 Kasami 
63 126 252 504 1008 2016 1985 1923 1799 1551 1055 Gold 
95 190 380 760 1520 993 1986 1925 1803 1559 1071 Kasami 
107 214 428 856 1712 1377 707 1414 781 1562 1077 Niho 
117 234 468 936 1872 1697 1347 647 1294 541 1082 Welch 
143 286 572 1144 241 482 964 1928 1809 1571 1095 Kasami 
151 302 604 1208 369 738 1476 905 1810 1573 1099 Kasami 
231 462 924 1848 1649 1251 455 910 1820 1593 1139 Gold 
249 498 996 1992 1937 1827 1607 1167 287 574 1148 Niho 
315 630 1260 473 946 1892 1737 1427 807 1614 1181 Kasami 
365 730 1460 873 1746 1445 843 1686 1325 603 1206 Gold 
411 822 1644 1241 435 870 1740 1433 819 1638 1229 Gold 
413 826 1652 1257 467 934 1868 1689 1331 615 1230 Kasami 
683 1366 685 1370 693 1386 725 1450 853 1706 1365 Gold 
1023 2046 2045 2043 2039 2031 2015 1983 1919 1791 1535 Field Inverse 
F212 3 6 12 24 48 96 192 384 768 1536 Gold 
33 66 132 264 528 1056 2112 129 258 516 1032 2064 Gold 
159 318 636 1272 2544 993 1986 3972 3849 3603 3111 2127 Kasami 
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Table 1.7 (Continued) 
®2n d  Ref. 
F213 3 6 12 24 48 96 192 384 768 1536 3072 6144 4097 Gold 
5 10 20 40 80 160 320 640 1280 2560 5120 2049 4098 Gold 
9 18 36 72 144 288 576 1152 2304 4608 1025 2050 4100 Gold 
13 26 52 104 208 416 832 1664 3328 6656 5121 2051 4102 Kasami 
17 34 68 136 272 544 1088 2176 4352 513 1026 2052 4101 Gold 
33 66 132 264 528 1056 2112 4224 257 514 1028 2056 4112 Gold 
57 114 228 456 912 1824 3648 7296 6401 4611 1031 2062 4124 Kasami 
65 130 260 520 1040 2080 4160 129 258 516 1032 2064 4128 Gold 
67 134 268 536 1072 2144 4288 385 770 1540 3080 6160 4129 Welch 
71 142 284 568 1136 2272 4544 897 1794 3588 7176 6161 4131 Niho 
127 254 508 1016 2032 4064 8128 8065 7939 7687 7183 6175 4159 Gold 
171 342 684 1368 2736 5472 2753 5506 2821 5642 3093 6186 4181 Kasami 
191 382 764 1528 3056 6112 4033 8066 7941 7691 7191 6191 4191 Kasami 
241 482 964 1928 3856 7712 7233 6275 4359 527 1054 2108 4216 Kasami 
287 574 1148 2296 4592 993 1986 3972 7944 7697 7203 6215 4239 Kasami 
347 694 1388 2776 5552 2913 5826 33461 6922 5653 3115 6230 4269 Niho 
367 734 1468 2936 5872 3553 7106 6021 3851 7702 7213 6235 4279 Welch 
635 1270 2540 5080 1969 3938 7876 7561 6931 5671 3151 6302 4413 Kasami 
723 1446 2892 5784 3377 6754 5317 2443 4886 1581 3162 6324 4457 Kasami 
911 1822 3644 7288 6385 4579 967 1934 3868 7736 7281 6371 4551 Gold 
1243 2486 4972 1753 3506 7012 5833 3475 6950 5709 3227 6454 4717 Gold 
1245 2490 4980 1769 3538 7076 5961 3731 7462 6733 5275 2359 4718 Kasami 
1453 2906 5812 3433 6866 5541 2891 5782 3373 6746 5301 2411 4822 Gold 
1639 3278 6556 4921 1651 3302 6604 5017 1843 3686 7372 6553 4915 Gold 
1691 3382 6764 5337 2483 4966 1741 3482 6964 5737 3283 6566 4941 Kasami 
2731 5462 2733 5466 2741 5482 2773 5546 2901 5802 3413 6826 5461 Gold 
4095 8190 8189 8187 8183 8175 8159 8127 8063 7935 7679 7167 6143 Field Inverse 
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CHAPTER 2. SEMI-BIPLANES AND APN FUNCTIONS 
In the rest of this dissertation, we study several combinatorial structures, such as semi-
biplanes, distance-regular graphs, and association schemes, which are derived from APN func­
tions. We will begin by considering known results regarding combinatorial structures which 
have been constructed from APN functions. In addition to a rich internal structure, the com­
binatorial structures obtained from APN functions share various interesting properties with 
other structures. We will investigate the structure of combinatorial objects obtained from APN 
functions, examine their connection to known combinatorial objects such as, distance-regular 
graphs and symmetric association schemes, and characterize some of these combinatorial struc­
tures in Chapter 4. 
2.1 Finite incidence structures and semi-biplanes 
Def i n i t i o n  2 . 1 . 1. An incidence structure is a triple S = (V, B,X) where 
1 .  V  is a finite set, the elements of which are called points, 
2. S is a finite set, the elements of which are called blocks (or lines), 
3. I  is an incidence relation between V  and B ,  i.e., X is a subset of P  x B .  
The elements of X are called flags, and, if ( P ,  B )  €  X ,  then we say that the point P  and 
block B are incident. Let 
(P) = {B E B : (P,B) € %} for f € P 
(B) = {P 6 P : (P,B) 61} br B 6 B, 
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and let t p  = |(P)| and k g  = |(B)|; the cardinality of the two sets (P) and ( B ) ,  respectively. 
If rp = r and kn = k are constant, then the incidence structure S = (V, B,I) is called a 
tactical configuration. The constants r and k together with v = \V\ and b = \B\ are called the 
parameters of the incidence structure. 
Proposition 2.1.2. In a tactical configuration, S  =  ( V ,  B , X ) ,  with the parameters v ,  b ,  r ,  and 
k ,  v r  =  b k .  
Proof. This can be shown by counting the total number of flags in X in two ways. There are 
v ways to choose P G V. For each such P, there are r blocks B such that (P, B) belongs to 
X. Hence \X\ = vr. On the other hand, there are b ways to choose a block B G B. For each 
such B, there are k ways to choose P G V such that (P, B) G X. Hence \X\ — bk, and we have 
vr = bk as desired. • 
It is often convenient to represent an incidence structure by means of a matrix., 
Let S  =  ( V ,  B , X )  be an incidence structure with V  =  {Pi,Pg, . . . , P V }  and B  =  { B \ , B 2 ,  
The incidence matrix of S is the v x 6-matrix M = [my], with entries 0 and 1, which is defined 
1 if E% 
0 otherwise 
An incidence structure is called simple if there are no repeated blocks; i.e., (B,)  ^  (Bj) iff 
i ^ j. In this case, a block B is identified with (B) as a subset of V. In what follows only 
simple incidence structures will be discussed. 
Let S  =  ( V ,  B , X )  and S '  —  ( V ,  B ' , X ' )  be two incidence structures. S  and S '  are said to be 
iso morphic if there exists a bijection / : V —> P1 such that {/((B)) : B G B} = {{B') : B' G B'}. 
In general, determining whether or not two incidence structures are isomorphic is a difficult 
computational problem. 
We can also describe the isomorphism of incidence structures in terms of incidence matrices. 
Proposition 2.1.3. Suppose M = [m^] and N = [ny] are the incidence matrices of two 
incidence structures S and S', respectively. Then the two incidence structures are isomorphic 
iff there exist permutations n of Iv = {1,2,..., v} and a of lb = {1,2,..., 6} such that = 
«7T(i)a(j) for all i  G Iv  and j  G Ib .  
by the rule m,,- = < 
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Proof. Straightforward. • 
There are many other structures that can be derived from a given incidence structure. We 
describe three examples of such structures which will be used in our discussion. 
1. (Dual structures.) S  = is called the dual structure of S = ( V ,  S, I) if P = B, B 
=  V  a n d  ( P , B )  E l  i f f  ( B , P )  €  X .  W e  n o t e  t h a t  S  —  S .  
2 .  (Complementary structures.) T = (P, B ,  J )  where J  =  ? x 6 -  X  i s  c a l l e d  t h e  c o m p l e ­
mentary structure of <S = (V, B,X)\ i.e., (P, B) E J in T iff (P, B) X in S. 
3. (Subincidence structures.) T =(Q,C,1) is called a sub(incidence)-structure of a given 
incidence structure S = (P,B,X) if Q C P, £ Ç B, and J = Ifl (Q x £). 
Semi-biplanes were introduced by D. R. Hughes [25] and are studied by many people, 
most notably, P. Wild [37]. Together with biplanes they exhibit interesting geometric and 
combinatorial properties. 
Definition 2.1.4. A semi-biplane is a connected finite incidence structure satisfying 
1. every pair of points is incident with 0 or 2 blocks, and 
2. every pair of blocks is incident with 0 or 2 points. 
Proposition 2.1.5. A semi-biplane has the following properties. 
1. There is a positive integer k  such that every block is incident with k  points and every 
point is incident with k blocks. 
2. The number of points equals the number of blocks. 
3. The dual structure of a semi-biplane is isomorphic to itself; that is, a semi-biplane is 
self-dual. 
Proof. It is straightforward from the definition (cf. [25]). • 
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A semi-biplane has two parameters v  and k  where v  is the number of points. A semi-biplane 
o n  v  p o i n t s  w h e r e  e a c h  b l o c k  i s  i n c i d e n t  w i t h  k  p o i n t s  i s  d e n o t e d  s b p ( v ,  k ) .  
Let be a s b p ( v ,  k )  with V  = { P i , P i , . . .  , P V } .  The c o l l i n e a t i o n  between points 
can be represented conveniently by a v  x v  matrix C  whose rows and columns are indexed by 
points, the (i,j)-entry, Cy, of which is defined by 
{1 if there is a block incident with both R and P, 0 otherwise. 
Proposition 2.1.6. If C is the collineation matrix of sbp(v, k), then 
c j = jc = j 
where J  is the all-1 matrix. 
Proof. There are k blocks incident with a fixed point P € "P. Each of these k blocks is incident 
with k points including the fixed point P. So the total number of points collinear with P is 
k(k — l)/2. The denominator 2 comes from the fact that each pair {P, Q} is incident with 
exactly two blocks for any point Q which is incident with the above k blocks. • 
Proposition 2.1.7. If M  is an incidence matrix of s b p ( v , k ) ,  then 
M J  =  J M  =  k J  
MM* = M*M = + 2M 
Proof. Straightforward from 2.1.5 and the definition of the incidence matrix. • 
Some known constructions of semi-biplanes are iterative and some require the input semi-
biplanes to have special algebraic and geometric properties, such as, divisibility, regular auto­
morphism groups, or polarities. There are two well-known constructions which supply infinite 
families of semi-biplanes with the properties we require. The one is based on involutions in 
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projective planes, and the other uses point and block sets corresponding to vectors from the 
n-dimensional binary vector space (cf. [37]). The families using this latter method can be 
constructed from APN functions. 
2.2 Semi-biplanes obtained from APN functions 
Dembowski and Ostrom [13] introduced a functionally dependent incidence structure. They 
showed that the existence of a perfect nonlinear function was equivalent to the corresponding 
incidence structure representing an affine plane with particular properties. Motivated by their 
results, Coulter and Henderson [11] have used APN functions to construct semi-biplanes as 
follows. 
Definition 2.2.1. Let V  =  F£ be the affine space over the finite field Fg of order 2, and let 
/ : V -* V be a map. Define the incidence structure S(n; f) = (V, B,T) by 
Points: P  =  ( x ,  a )  G V  —  V  x V  
Blocks: B  =  [ y ,  h ]  G B  = V  x V  
Incidence: ((x, a ) ,  [ y ,  h ] )  G 1  4* a  +  b  =  f ( x  + y ) .  
The number of points and blocks of the incidence structure S ( n ;  f )  is the same with \ V \  — 
\B\ — \V x V\ — 22n. It has the following properties. 
Proposition 2.2.2. Let S ( n \  f )  be an incidence structure as defined above. Then, it will 
satisfy the following properties. 
(a) Each block incident with 2n points and each point lies on 2" blocks. 
(b) It is self-dual. 
(c) If ([%i,&i]) H ([1/2,62])  ^0, then 96 Also, if ((zi,oi)) n ((22,02)) f 0, then zi # zg. 
(d) For each point (x,a), there are exactly 2n_1(2n — 1) other points defined by the lines 
through it. 
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Proof. In S ( n ;  f )  = (V ,  B ,  X )  where V  = {(%, a )  :  x , a  e  V }  and B  =  { [ y ,  h ]  :  y, b  G V}, a point 
( x ,  a )  i s  i n c i d e n t  w i t h  t h e  b l o c k  [ y ,  h ]  i f f  f ( x  +  y )  =  a  +  h .  
(a) follows from the following simple counting argument: 
This number k  does not depend on the choice of y  and b ,  so, every block is incident with 2 n  
points. Similarly, for (1,0) 6 V, we can solve for 6 G V in the equation a + b = f(x + y) for 
each y G V; so, every point is incident with 2™ blocks. 
(b) Observe that point (z, a )  is incident with block [ y ,  6] i f f  the point (y, b )  is incident with 
the block [x, a], as a + 6 = f(x + y) iff b + a = f(y + x). So it is self-dual. 
(c) Suppose [ y i , b i ]  and [y%, bg] have a common point, ( x , a ) ,  and suppose that y \  = y i -  Then 
0 + 61 = a + i>2 since f(x + y\) — f(x + y2), which implies that the two lines coincide. The 
second statement follows from the duality. 
(d) By (a), there are 2" blocks which are incident with the given point P ,  and each of these 
blocks contains 2" — 1 points besides P. Since every pair of blocks containing P also contains a 
second point in common, we have that half of the 2n(2n — 1) points lie in the blocks containing 
P. This completes the proof. • 
Proposition 2.2.3. [11] Let V  = Fg, n > 2, and let / : V  — ï  V  be a bijective APN function. 
Then S(n; /) = (P, 5,1) is a semi-biplane. 
Proof. For any ($1,01) ,  (x2,a2) G V, we need to show that either no block or two blocks 
contain both points. Suppose there is a block [y, b] G B that contains both points. Then 
f{x 1 + y) = ax + b and f(x2 + y) = 02 + 6. Let A = (xi + y) + (z2 + y) = %i + 22 and let 
B = f(x 1 + y) + f(x2 + y) = (01 +b) + (a2 + 6) = 01 + o2. 
k  =  \ ( [ y , b ] ) \  = |{(x,a) G V  :  ( ( x , a ) , [ y , b ] )  G J}| 
—  | { ( x , a )  e V  x V  :  a  +  b  —  f ( x  + y)}| 
= 2" since for all x G V, 3! a G F such that a  =  f ( x  +  y )  —  b .  
Then xi+y and x%+y satisfy the system of equations 
x + y = A 
/(%) + /(y) =g 
. But, / is APN, 
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so this system must have no solution or exactly two solutions. Therefore, the points ( x i , a \ )  
and (3:2,02) are either contained together in no blocks or in two blocks. By the duality, each 
block is incident with 0 or 2 points as well. • 
The incidence structure S(n\ f) given by an APN function / yields either sbp(22n,2n) or 
abp(2^-\2"). 
Proposition 2.2.4. [11] The incidence structure S ( n ;  /) is a semi-biplane with parameters 
(22n, 2") if the incidence structure is connected. If S(n; f) is not connected, then it consists of 
two disjoint semi-biplanes with parameters (22n_1,2n). 
Proof. Suppose S(n: f) is not connected. Let q = 2". Then it can have at most two connected 
components, since otherwise, a point P would be collinear with 1 + q(q — l)/2 points which 
exceeds the bound of q2/3 from part (d) of 2.2.2. For each y £ V, define the parallel class of 
lines for y to be the set {[y, b] : b E V}. It is clear that all lines in a parallel class are parallel 
since for a given y and point (x,a), f(x + y) = a + b for only one b. Let t be the number 
o f  l i n e s  f r o m  a  p a r a l l e l  c l a s s  i n  o n e  o f  t h e  c o m p o n e n t s .  T h e n ,  e a c h  o f  t h e s e  t  l i n e s  c o n t a i n s  q  
points. Hence 
and dividing through by q  we have 
So t  —  |, which is an integer, and thus each component contains exactly one half of the lines 
from each parallel class. • 
Proposition 2.2.5. If n > 1 and / is a bijective APN function, then S ( n ;  f )  is connected. 
Proof. Suppose S ( n ; f )  is not connected. Then for distinct y , z  £ V ,  the lines [y, b] and [z, b] 
cannot intersect. Consider one of the connected components. In this component, the sets 
Py = {[y, b] : b € V} form the parallel classes of lines. Every line in Py intersects every line not 
in Py, and never intersects any other line in Py. Let Vy = {b £ V : [y,b] £ Py}. Then clearly, 
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|Vy| = \Py\ = 2n_1. For distinct y , z  6 V, every line in P y  intersects every line in P z  and, since 
/ is bijective, Vy fl Vz = 0 and Vy U Vz = V. If there exists a third parallel line class, we have 
a contradiction since | (J V^| > 2". • 
yev 
Theorem 2.2.6. [11] Let f ( x )  = x2°+\ let n  >  4  be even, and ( n , a )  —  1. Then S ( n ;  f )  is 
connected. 
Proof. Fix b  G V .  Consider a line [ y ,  b ] .  Every point ( x ,  a )  incident with the line [ y , b ]  is 
incident with a line [z,6] with z ^ y, iff f{x + y) = f(x + z). For fixed x E V, x ^ y, there 
will be gcd(2° + 1,2n — 1) = 3 choices of z G V for which this equation holds (one of which 
will he z — y). So for each point (x, a) incident with [y,6], x ^ y, there are two distinct lines 
of the form [z, 6] with z ^ y incident with (x, a). Each such line [z, b], z ^ y, intersecting 
[y, b] does so twice. Thus all 2" — 1 lines [z, fa] with z ^ y intersect [y,b\. This means that 
t h e  e q u a t i o n  / ( i t  +  v )  +  f ( u )  =  0  i s  s o l v a b l e  f o r  a l l  n o n - z e r o  v  G  V  s i n c e  f ( u  +  v )  —  f ( u )  =  
u • y2° + v • u2" + u2""1"1 = v2a+l(uv~l + (u«_1)2° + 1). By dividing by f(v), we can see 
that this is, in turn, equivalent to the solvability of X2" + X = I. The polynomial X2" + X 
has 2n~l distinct images and there are 2n_1 elements x EV which satisfy Tr(x) = 0. Since 
Tr(x2" + x) — 0 for all x E V, it is clear that X2" + X = 1 is solvable iff Tr( 1) = 0. This 
holds since n is even. 
Suppose the structure S(n; /) splits into two semi-biplanes. We use the notation from the 
previous proof. Consider any b G Vy. From an argument above, all q lines [z, 6] must be in this 
connected component. By considering all b G Vy, we can account for ç2/2 lines in this way. 
S i n c e  w e  o n l y  h a v e  q 2 / 2  p o s s i b l e  l i n e s  i n  t h i s  c o m p o n e n t ,  w e  h a v e  V y  =  V z  f o r  a l l  y ,  z  G  V .  
Therefore, for every point (x,a) in our component and every b £ Vy, b ^ a, there are 3 lines 
of the form [z,b] which contain (x, a). In addition, the line [x, a] contains (x,a), so since we 
know that there are 2" lines through any point, we have that 2n = 3(2"-1 — 1) + 1 whereby 
n  =  2 .  •  
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CHAPTER 3. GRAPHS AND ASSOCIATION SCHEMES 
Many combinatorial structures are obtained from semi-biplanes. In order to discuss such 
combinatorial structures, we will first review some preliminary facts about these structures. 
For material not covered in this chapter, as well as more detailed information about distance-
regular graphs and association schemes, refer to [6], [1], or [31]. 
3.1 Graphs and their spectra 
Definition 3.1.1. A graph is an incidence structure F = ( X ,  E , Z )  where each edge e  E  E  can 
be written as an unordered pair of vertices from X. The sets X and E are referred to as the 
vertex set and the edge set, respectively. If e = {x,x}, for some x E X, i.e, e is incident with 
only one vertex, then e is called a loop; otherwise, the edge e is called a link. 
In a graph F = ( X , E , I ) ,  if ( x ,  e )  E  J, then we also say that x  and e  are c o i n c i d e n t  with 
each other, and that x is an end vertex of e. For x,y E X, if there is an e E E such that 
e = {x,y}, then we say that x and y are adjacent. If a graph has no loops, then we say 
that the graph is simple. In this case, we simply denote the graph F as a pair (X, E) as the 
adjacency between the vertices determines the graph. All graphs considered in what follows 
will be simple graphs unless otherwise stated. 
Given a graph F, sometimes, we will use the notation F(F) and E ( F )  for the vertex set and 
the edge set of F, respectively. Let us now fix the number of vertices of F as |X| = |V(F)| = 
v E Z+. Let if be a field. Most often, K will be C or R. Let Matx(K) denote the set of all 
v xv matrices over K. Note that Matx(K) is the full matrix algebra; i.e., Matx(K) is vector 
space over K that also has a ring structure with the usual operations on matrices. 
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Definition 3.1.2. The matrix A  G M a t x ( K )  is called the a d j a c e n c y  m a t r i x  of F if 
1 if {xi,xj} € E ( T )  
Aij — ( A ) i j  — 
0 otherwise 
Definition 3.1.3. The algebra, as a subalgebra of M a t x ( K ) ,  generated by A  is called the 
adjacency algebra, denoted A = A(F), of F. i.e., 
A  : =  {the set of all polynomials of I ,  A ,  A 2 , . . . ,  with their coefficients in if} 
=  { a 0 I  +  û i A  +  C L ^ A ?  +  •  •  •  :  O i  6  K } .  
Note that dimA is finite because of the Cayley-Hamilton Theorem. Let 
y = ir = j 
ax  
\ : ai G K 
CLV 
and let 0, denote the eigenvalues of A  with corresponding eigenspace V i  = {x G V  :  A x  = <9,x}. 
Definition 3.1.4. The spectrum of A(F) (or of F) is the array consisting of two rows, whose 




m o  m i  n\i 
where 6o > 6\ > • • • > 84. 
The spectrum and adjacency algebra of a graph help us to understand the combinatorial 
structure and properties of the given graph. We will now recall some related known results in 
algebraic graph theory. 
Let tz(F) = { x \ , x 2 , . . .  , x v } .  A p a t h  ( w a l k )  of length I in F, from x to y, is a sequence of 
( I  + 1) vertices x = XQ,Xi, • • • ,xi = y such that {xj_x,Xj} G S(F) for all * G {1,2,..., t}. The 
d i s t a n c e ,  d ( x , y ) ,  b e t w e e n  t w o  v e r t i c e s  x  a n d  y  i s  t h e  l e n g t h  o f  a  s h o r t e s t  p a t h  c o n n e c t i n g  x  
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and y. A connected graph is a graph having at least one path between any two vertices of F, 
and the diameter d — d(F) of a graph F is max {d(x, y) : x, y G y (F)}. 
Let V  =  K v ,  the set of column vectors whose coordinates are indexed by X  =  { x i ,  . . . x v } .  
V 
A  C M a t x { K )  acts on V  —  ( x i , x 2 ,  • • • ,af„> where = ;th 
\°/_ 
Let {,) denote the Hermitian inner product ( a ,  b )  =  a t b ,  a ,  h  G V. Given a graph F = 
( X ,  E ) ,  a n d  x  G  X ,  l e t  F ( z )  =  { y  G  X  :  { x , y }  G  E } ,  t h e  s e t  o f  v e r t i c e s  a d j a c e n t  t o  x .  
A  =  A(F) acts on V  by A x  = ^ y  for all x  G X .  Since A is a real symmetric matrix, V  
y e  r(i) 
can be decomposed as V — V\ -\ + Vd for some positive integer d. 
where ôtj = < 
Let Ei G M a t x ( K )  be the orthogonal projection map Ei : V V { .  Then EiEj = ôijEi 
1  i f  i  =  j  
and A = Span^lEo, Si,-- -  ,  E d ) .  
0 otherwise 
Lemma 3.1.5. Let A be the adjacency matrix of F. Then (Az)y indicates the number of 
p a t h s  o f  l e n g t h  I  c o n n e c t i n g  a n d  x j .  
Proof. (We will use induction on I) 
Since A0 = I  and A1 = A, this clearly holds for I  = 0,1. Assume the result is true for I  <  m .  
We will show that it works for I  —  m  + 1. The number of paths of length m + 1 connecting 
X i  a n d  x j  i s  e q u a l  t o  t h e  n u m b e r  o f  p a t h s  o f  l e n g t h  m  c o n n e c t i n g  a n d  a n y  v e r t e x  i n  T ( x j ) .  
V 
Thus, this number equals ^(Am)j/,A/y=(Am+1)y . This completes the proof. • 
h~l 
Lemma 3.1.6. If F is a connected graph with diameter d, then dim A(F) > d  +  1. 
Proof. Since the diameter of F is d ,  there exist x  ,y G y (F) such that d ( x , y )  =  d .  Let 
x  =  x o ,  x i , X d  =  y  b e  a  s h o r t e s t  p a t h  c o n n e c t i n g  x  a n d  y .  F o r  a l l  i  —  1 , 2 , d ,  d ( x o ,  X j )  =  i ,  
and there exists no path of length less than i connecting XQ to xt. That is, (Al)oi ^ 0, and 
(Aà)oi = 0 for all h = 1,2,(i — 1). This means that A1 and {A0, A1,..., A'-1} are linearly 
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independent. Consequently, we have a linearly independent set {A0,.... Ad}, and thus the 
dinVl(r)> d +1. O 
Corollary 3.1.7. If F is a connected graph, and A  = A(F), then the number of distinct 
eigenvalues of A > d + 1. 
As we previously mentioned, the Spec(F) provides a lot of useful information about F itself. 
We will now consider some of the information that it gives us. 
Definition 3.1.8. Let k ( x )  : =  |F(z)| =  \ { y  G V(F) : { x , y }  G E(F)}|; the number of neighbors 
of x, which is called the degree or valency of x. 
Definition 3.1.9. A graph is regular with degree k  if k ( x )  =  k  for all x  G V(F). 
Theorem 3.1.10. With the above notation, we have 
(a) d o  < r n a x { k ( x )  :  x  G V(F)}, 
(b) If F is a regular graph with degree k ,  then 6 Q =  k .  
Proof. Consider V  =  K v .  For each a  G V ,  a  =  ^  a x x  G V .  Since 6 Q is an eigenvalue of A, 
there exists a  E V  such that A a  =  d o  a .  Now, A a  =  A(^ a x x )  a x A x  a x  y  —  
xex x£X xçx yer(i) 
Y.( Oy)x (by switching the order of the sum). On the other hand, 9 o a  — 9q(Y. ax%) — 
xÇX y£T(x) x€X 
( 6 o a x ) x .  Therefore, A a  =  implies that y~]( ^ a y ) x  =  ^  ( 6 o a x ) x ,  and thus, $ o a x  = 
xex xex yer(x) xex 
O y  which gives, \6oax\ < k ( x )  •  \ a x \  where \ax\ is the largest among all x. Hence, we have 
yer(z) 
(a) d o  < k ( x ) .  For (b), we observe that the all-1 vector a  =  ^  x  satisfies A a  =  k a  if F is 
xex 
regular with degree k .  Thus, k  < 0 o  <  m a x { k ( x ) }  = k .  This completes the proof. • 
Definition 3.1.11. A symmetric v x v matrix C is bipartite if there exists a partition 
X+\jX~ = {1,2,...,%} such that C\j — 0 for all i,j G X+ and for all i,j G X~. A graph F 
is bipartite if there exists a partition X+\JX~ = V(F) such that each edge of F consists of 
one vertex from X+ and one vertex from X~. A graph F is called complete bipartite if there 
exists a partition X+|JX~ = V(F) such that edge set of F consists of all two element subsets 
c o n s i s t i n g  o f  a  v e r t e x  i n  X +  a n d  a  v e r t e x  i n  X ~ .  
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Definition 3.1.12. Let F = ( X ,  E )  be a graph. The subgraph of F = (X, E) induced on X '  
is the graph with vertex set X' whose edge set consists of the edges of F that are contained in 
X'. 
Given a graph F, define a relation ~ on V(F) by the existence of path connecting two 
vertices; i.e. x ~ y iff there exists a path connecting x and y. Then ~ is an equivalence 
relation on V(F) and the equivalence classes of ~ are called connected components of F. A 
graph F is said to be connected if F has one component; i.e., any two vertices in F are connected 
by a path. 
Proposition 3.1.13. (Perron-Frobenius Theorem) If F is a connected graph with S p e c ( T )  =  
6 Q  0 I  • • •  O d  \  
, then 
^ m0 mi md ^ 
(a) For any vertex a  € VQ, the coordinates of a  are all positive or all negative. 
(b) dim\o = 1 
(c) For all i = 0,1, ...,d, |0,| < 0q. 
(d) F is bipartite if and only if 9d  — —do-
Proof. This is a corollary of the well-known Perron-Frobenius Theorem proved in Theorem 
3.1.1 of [6]. O 
Definition 3.1.14. A path joining x and y is said to be closed whenever the initial vertex x 
and the terminal vertex y are identical. 
Corollary 3.1.15. Let F be a graph with Spec(T) = 
m o m i • • • md 
is the total number of closed path in F of length I where I 6 Z+ U {0}. 
In particular, 
d  
1. Iff = 0, then ^  = |7(r)| 
i=0 




2. If / = 1, then m*#* = 0 
i=0 
d 
3. If Z = 2, then rriidf = 2|E(F)| 
Definition 3.1.16. A graph is complete if, for each (distinct) pair of vertices, there exists an 
edge connecting them. That is, each vertex is adjacent to every other vertex in the graph. 
Complete graphs are also referred to as cliques and the complete graph on v vertices 
is denoted by Kv. The spectrum of the complete graph on v vertices, then, is given by 
Lemma 3.1.17. Let F = ( X , E )  be a graph. Then F has minimum eigenvalue > —1 { i . e .  
&i > — 1 for all i) iff F is a disjoint union of complete graphs. 
Proof. (<=) Straightforward. 
(=>) Define a relation ~ on X  by x  ~  y  i f f  x  =  y  or { x , y }  6 E .  Let A = A(F). Then 
A + I has nonnegative eigenvalues 1 + (9, as 0* > —1. So A + I is positive semidefxnite and 
thus (A + I)ij = (Ui,Uj) for some vectors u, and Uj. Note that Ui is a unit vector because 
the diagonal entry of A + I is 1. Furthermore, we can show that x ~ y 43- ux — uy. This 
guarantees that ~ is an equivalence relation on V(F). Hence the vertex set X is partitioned 
by the equivalence classes and each class is a clique (i.e. a complete subgraph) as we desired. 
We now verify that x ~ y <$• ux = uy as follows: If x ~ y then (A + I)xy = (ux, uy) = 1, which 
i m p l i e s  t h a t  u x  =  u y  s i n c e  ( u x , u y )  =  | u z | | u y | .  O n  t h e  o t h e r  h a n d ,  i f  x  i s  n o t  e q u i v a l e n t  t o  y ,  
then (A + I)xy = (ux, uy) — 0 which implies that ux ^ uy. This completes the proof. • 
Definition 3.1.18. Let F = ( X ,  E )  be a graph. A line graph L ( T )  of F is a graph whose 
vertex set is the set of edges in F and whose edge set consists of the pairs of edges of F which 
have a common vertex. 
We note that if F is a regular graph with degree k >  2 then L(F) is also regular with degree 
2(k — 1). Due to the following well-known lemma, we can determine the spectrum of a line 
graph in terms of the spectrum of the original graph. 
S p e c ( K v )  
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Lemma 3.1.19. Let F be a regular graph on v  vertices with degree k .  
k 0\ . -. 0$—x 
If S p e c ( T )  =  |, then 
1 • » • Tïlg—% X 
gpec(Z(r)) 
2 k  — 2 k  —  2 +  0i . . .  k  — 2 + 0S_ i —2 
y  1  m i  •  . m s _ i  m  —  v  j  
, where m = \vk 
Let rc be the complement of T. That is, let Fc be the graph which has the same vertex 
s e t  a s  T ,  b u t  t h e  c o m p l e m e n t a r y  e d g e  s e t .  I n  o t h e r  w o r d s ,  t w o  v e r t i c e s  a r e  a d j a c e n t  i n  V e  i f f  
they are not adjacent in F. The spectrum of the complement graph is easily obtained from the 
following theorem by Cretkovic. 
Theorem 3.1.20. If 0  is an eigenvalue of F with multiplicity m  >  2, then Fc has an eigenvalue 
— 1  —  0  w i t h  m u l t i p l i c i t y  m c ,  w h e r e  m  —  1  < m c  < m  +  l  
An induced subgraph A on 14 of F = ( V , E )  is the graph with V (F) = V \  Ç V ,  and all 
e dges between pair of vertices of V\ in F from the edge set of F; i.e., E(A) = E(T) D 
3.2 Distance-regular graphs 
Definition 3.2.1. A strongly regular graph with parameters ( v , k , X , f i )  is a graph, F, with v  
vertices, which is neither complete nor the complement of a complete graph, in which 
f 
k  if x  —  y  
|r(z)nr(%)| = < A if{z,y}6E(r) 
P if{z,y}^E(F) 
Such a graph will be denoted by SRG(v, k ,  A, n ) .  
Lemma 3.2.2. If F is a SRG(v, k ,  A, /i), then k ( k  —  A — 1 )  —  ( v  —  k  —  l)/i. 
Proof. Count |{{y, z }  €  E ( T )  :  y  €  F ( x )  and z  £  F(z)}| in two ways. • 
Lemma 3.2.3. The complement of a SRG(u, k ,  A, n )  is also a strongly regular graph with 
parameters 
(û, k, A, Ji) = (v, v — 1 — k, v — 2 — 2k + p, v — 2k + A). 
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Note 3.2.4. A and p  should be nonnegative integers. Thus, if there exists SRG(v, fc,A,/x), 
Let A be the adjacency matrix of the SRG(u, k ,  \ , p )  F. Then, 
1. the all-1 vector 1 is an eigenvector of A  and J .  
2. Since rank(J) = 1, all eigenvectors of J  corresponding to the eigenvalue 0 are orthogonal 
to 1. 
Eigenvalues, p  k  of A  must satisfy the relation A 2  =  k l  +  AA + p ( J  —  I  —  A ) .  So p2 = 
(k — jj) + (A — p)p. Hence if p — r, s (r > s) then p = \ j(A — p) ± yj(A — p,)2 + A{k - /i)|. To 
find the corresponding multiplicities mj = / and mi — g for 9\ = r and 62 = s, respectively, 
use the identities 
Since / and g  must be integers, the right-hand side of the equation must also correspond to 
an integer value. 
Definition 3.2.5. Let F(F, E )  be a simple connected regular graph. F is called a distance-
regular graph (DRG) with diameter d if it satisfies the following distance-regularity condition: 
For all h,i,j € {0,1, ...,d}, and x,y with d(x,y) = h, the number 
then 
v = /+ g + 1 
0 = T r (A)  =  f r  +  g s  +  k  
Since k  =  A = p  is impossible, 
P& = |{z E F : 8(z, z) = %, ^(2,%/) =;}| 
is constant in that it depends only on h , i , j  but does not depend on the choice of x  and y .  If 
Ft-(a:) = { y  G V  :  d ( x , y )  =  i } ,  then p ^  : =  |F,(z) n rj(y)i for all x ,  y  € F(F) with d ( x , y )  =  h .  
This number is called the intersection number. 
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Let d ( x ,  y )  =  i  and define 
^ = |ri(z)nr,(y)| 
h •= Pi,i+i = |ri(x) nri+i(y)| 
ci == = |ri(z) nr{_i(y)| 
Then 6Q = p?^ = |F(z)| = k ;  the degree of F, and we will define CQ := 0, := 0, and OQ := 0. 




bo a\ CQ 
\ 
c d  
bd-1 O-d 
tto — 0, C \  — 1, h o  — k  
^ ^ ^ Q 
b o  > . . . >  b d  
a  +  a t +  b i  =  k  
The d + 1  intersection matrices B Q,B\,B%, • • -,Bd of F are defined as follows: 
= ((^i)jA) where (B^)^ = 
Given a DRG we also have d + 1 matrices Ao, Ai, ..., Ad, called the adjacency matrices of 
F. Let Ai := A, the (usual) adjacency matrix of the graph F, A0 := I, and define A* for 
i  = 2,..., d  by 
1 if d ( x ,  y )  = i  
0 otherwise 
( A j ) l y  —  <  
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d  
Theorem 3.2.6. AiAj = for all i , j ,  1 <  i , j  <  d .  
h=0 
Proof. By comparing the ( x ,  y)-entry of both sides of the equation, we can count the coordi­
nates. {AiAj) — PijA0 + PyAi + ...+ pfjAtt. • 
The adjacency matrices of F ,  Aq, A%,.. . ,  A j ,  yield a basis for the adjacency algebra A(F) = 
(Ao, Ai,..., Ad> of F. {A0, Ai,..., Ad} and {B0,Bi,... ,Bd} are known to be algebraically anti-
isomorphic. 
Remark 3.2.7. All DRGs with diameter 2 are SRGs. Conversely, all connected SRGs are 
DRGs with diameter 2. 
There are many interesting distance-regular graphs, but the distance-regular graphs we are 
particularly interested in are the Hamming cubes. 
Definition 3.2.8. Let F be a set of (/-elements (q > 2), and let X — Fn\ the set of ordered 
n-tuples of elements of F. A Hamming graph, F = H{n,q), is a graph whose vertex set is 
given by F(r) = X = {x = (zi,zg,... ,xn) 6 Fn}, and whose edge set, E(F), is defined by 
( x ,  y )  6 E ( F) i f f  X i  = y i  for all but one i  
where x  = ( x i , . . . ,  i „ ) ,  y  =  ( y i , . . . ,  y n )  € V(F). The Hamming graph is a DRG with diameter 
d  —  n .  
In F = B(n, g), the degree of F is ^ — |F(z)| = 6q = n(g — 1), and the intersection numbers 
and intersection matrix of if (n, q) are given by 
( H  =  i ,  
6i = (n-%)(g-l), 




n(q — 1) ai 2 
n — 1 
(g - 1) On 
That is, 
Pi,j  b = g(g-2)J+%-(-%,-ir' 
i~o 
w < 
j + 21 — i — h \ >  /  
n — h 
i - l  
When q — 2 and F = Fg = {0,1}, the Hamming graphs are known as Hamming cubes. 
We include the definition of 'cospectral graphs' here for later use in characterizing graphs. 
Definition 3.2.9. Cospectral graphs are the graphs with the same spectrum. 
There are many nonisomorphic cospectral distance-regular graphs. Recently, van Dam and 
Haemers [34] found 100 cospectral graphs on 35 vertices, and no fewer than 33525 cospectral 
graphs on 56 vertices. Among the smallest distance-regular graphs, the Hamming #(2,4) 
graph, which is also known as the 'lattice graph, 1*2(4),' and the line graph L(K4,4) of the 
complete bipartite graph have a cospectral graph known as the 'Shrikhande graph.'(cf. 
p. 105 in [6].) Doob graphs which are obtained by taking the direct product of copies of H(2,4) 
and the Shrikhande graph are all cospectral as long as the number of factors is the same. 
3.3 Halved-folded hamming cubes 
Definition 3.3.1. Suppose F is a bipartite distance-regular graph with bipartition V(F) = 
X UY. Let V (F') = X. For x.y € X, x and y are adjacent in F' iff d(x, y) = 2 in F. F' is 
distance-regular and is called the halved graph of F. 
It might also be interesting to note that F has another halved graph with vertex set Y 
which need not be isomorphic to F', however, this fact has no bearing on what follows. Let 
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the parameters of a bipartite distance-regular graph F be designated as a,. 6*, q. Those of its 
halved graph F' will be designated a'i: Since F is a bipartite graph, it has no odd cycles, 
which forces Oj = 0, for all i. As a result, (% + <% = k, the degree of F. Due to Gardiner [19], 
we get: If eg = c2, then C3 = c2 = 1 and by Hemmeter [23], we also have: 
Lemma 3.3.3. % = and 
Proof. Let x and y be vertices of F' such that x € F2i(y). Count the number of pairs (w,z) 
with w G Fi(y) A F2j+i {x) and z G Fi(io) D r2t+2(£). There are 63, such w, each of which has 
621+1 z. Counting z's first gives &^c2. This implies the former. The latter can be proved in the 
same manner, with x, y being as above, by counting the pairs (w, z) with w 6 Fi(y)nF2j_i(z), 
z e Fi(iy) n r2j_2(x). • 
Lemma 3.3.3. Suppose F' is not a complete graph. Then for every y  £  Y ,  F  ( y )  is a maximal 
clique in F'. Furthermore, if yi ^ y2, then F(yi) ^ F(y2). 
We now introduce another class of distance-regular graphs that are obtained from 'antipodal 
distance-regular graphs.' 
Definition 3.3.4. Let F be a distance-regular graph with diameter d .  For x  and y  in F(F), 
we say that x is opposite y if d(x, y) = d, or x = y. The graph F is called antipodal if being 
opposite is an equivalence relation on F; i.e., x ~ y in T iff x and y are opposite. For an 
antipodal graph F, we can define a graph F whose vertices are the equivalence classes of F. 
If x and y are in Vr(F), we say that x is in F(y) if for some iGi and y G y, x G F(y). F is 
distance regular, and is called the folded graph, or antipodal quotient of F. 
Let F be an antipodal distance-regular graph, and let F be its folded graph. Then we have 
the canonical surjective map (f> defined by x i-> x. 
If]-1 
Lemma 3.3.5. Let x Ç.V(F) and T be the subgraph induced by (J F_, (x). Then <j) restricted 
j—0 
to T is an isomorphism onto <^>(Y). If d > 4, 4>(T) contains all of the neighbors of x. 
Corollary 3.3.6. If d > 4, then the structure of the cliques which contain a vertex x G V(F) 
is isomorphic to the structure of the cliques containing the vertex x G V(F). 
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Example 3.3.7. Halved n-cubes. The halved n-cube Hn  is constructed from a binary code 
consisting of all even weight words of length n. Words are defined to be adjacent if they differ 
in two coordinate entries; i.e., if their Hamming distance is 2. Hn is a distance-regular graph 
which has 2n~1 vertices with degree k = Q) and diameter d = [|]. For n > 3, 
(If n is even, then ma = g(")). By Neumaier [28] and Terwilliger [32], the halved n-cubes are 
characterized by their intersection arrays. That is, all graphs which are cospectral with the 
halved n-cubes are isomorphic. 
Example 3.3.8. Folded n-cubes. Since the Hamming n-cubes H ( n ,  2) are antipodal distance-
regular graphs, they yield folded graphs, which are called 'folded n-cubes.' For n > 3, the 
intersection array of the folded n-cube is given by d = [|] ,bj = n— j, Cj = j (2 j < n), and, if 
n is even, cj = n. The eigenvalues 6j and multiplicities rrij  are 6j = n — 4j  and m,j = ("j)-
Proposition 3.3.9. For n^6, the folded n-cube is uniquely characterized by its intersection 
array and for the folded 6-cube, there are precisely three nonisomorphic cospectral graphs. 
Example 3.3.10. Halved and folded 2Z-cubes. The halved folded 2l-cube, I > 3 an integer, 
bj = - 2j)(n - 2; - 1) 
C j  =  j { 2 j  -  1 )  
Oj = \in ~ 2J)Z - \n 
Proof, cf. [5] or [33]. • 
is a distance-regular graph with diameter d := [|j and parameters 
% =  ( / -  i ) (2 f  -  2i  -  1) ,  A  =  t (2*  -  1) ,  (0  <  :  < d  -  1)  
d(2d — 1), if I is odd; 
2d(2d - 1), if I is even. 
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In particular, the halved and folded 8-cube and 10-cube are strongly regular graphs with 
parameters (v, k, A, fi) — (64,28,12,12) and (256,45,16,6), respectively. These graphs are not 
uniquely determined by their parameters. For example, the block graph of a 'transversal design' 
TD[4; 8] (the graph obtained from the orthogonal array OA[4,8]) or TD[3; 16] is cospectral 
but it is not isomorphic to folded halved 8-cube or 10-cube, respectively. However, it is known 
that folded halved n-cubes are characterized by their parameters if n is sufficiently large. 
3.4 Association schemes 
Definition 3.4.1. Let X be a finite set and R$,R\, ... ,Rd be a (non-empty) binary relation 
of X\ i.e., R4 Ç X x X — {(x,y) : x,y G X}. The configuration (X, {i2i}o<i<d) is called an 
association scheme if it satisfies the following axioms: 
1. jRo = {(x,x) : x G X}, the diagonal relation 
2. RQÙRIÛ ... ÙRd = X x X 
3. Rj — {(y,x )  : ( x , y )  G Ri} must be a member of {JRo, Rd}- Denote Rf = % for 
some i' G {1,2,...,ci} 
4. For any h , i , j  G {1,2,... ,d}, the number p ^ ( x , y )  —  \ { z  G X  :  ( x , z )  G Ri, ( z , y )  G R j } \  
does not depend on the choice of x and y, but depends only on h, where (x,y) G Rh-
Furthermore, if X = (X, {Ri}o<i<d) is an association scheme that satisfies = p^ for all 
h,i,j = 1,2,..., d, then X is called commutative, and if Rj = Ri, then X is called symmetric. 
Definition 3.4.2. If X  =  ( X ,  (R/}o<i<d) is a commutative association scheme of class d ,  and 
1 if ( x ,  y )  G R i  
the matrices AQ, Ax, ..., Ad  are adjacency matrices of X such that (Ai)x y  = < 
then 
1. AQ = / 




3. Af = A^ for some i' G  { 0 , 1 , . . . ,  d} 
d 
4. A^Aj = 
h-0 
5. AiAj = AjAi 
6. X is symmetric Af — Ai for all i. 
A symmetric association scheme X of class d can be viewed as a color partition of a complete 
graph on X satisfying certain properties and each non-diagonal (symmetric) relation Ri of X 
can be thought of as the graph (X, Ri) on X. 
Lemma 3.4.3. Let X  —  ( X ,  (Ri} o <i< d )  be a d-class commutative association scheme and let 
AQ, Ai,  Ad be adjacency matrices, (for convenience, let A_i = Ad+1 = O). Then we have 
the following: 
1 .  Ao, Ax,..., Ad linearly independent 
2. For each x G X, and each i = 0,1,..., d, AjX = ^ y 
yex, (y,x)eRi 
3. Let ki = p%, 0 < i < d. 
(a) For each i G {0,1,..., d}, and each x G X, ki = \{z G X : (x, z) G Ri}\ 
(b) ko = 1 ,  ki > 0 
(c) ki = kii 
d 
(d) |x| = ]Tt 
i=0 
4. The intersection numbers have the following identities: 
( a )  P 0 j  =  ^ h j i  P i O  —  & h i  




(e) khPij — kjpï.fr — kiPhji 
(f) = Ef&Pjr 
a=0 (8=0 
5. Using facts from linear algebra about the positive definite hermitian bilinear form (B, C) := 
trace(BCT), where C is the complex conjugate of C G Mn(C), we also have: 
(a) {Ai,Aj} = ôijki\X\ 
(b) P& = K4, Aj) = (A^, A^Aj) 
(c) A,J = kiJ for all i G {0,1,..., d} 
Proof. (5a) can be proved as follows: (A&, I) = trace(AhP) = trace{Ah) = <foi|X|. 
(4, A,) = (AiA/,f) = (AiAj,,/> = (A&,T) = = 4A|%|. 
h h 
For proofs of the rest of the parts, refer to Bannai and Ito [1] or Brouwer, Cohen, and Neumaier 
[6]. O 
Theorem 3.4.4. Let X = (X, {Ri}o<i<d) be a commutative association scheme and let A — 
{Aq, AI, ..., Ad)c be its Bose-Mesner algebra. Then there exists another basis Eq, E\,..., Ed 
for A(X) such that 
1. Eb = |%|-V 
2. I = Eq + E\ + • • • + Ed 
3. EiEj = SijEi 0 < i < d 
Moreover, {So, E\,..., Ed} = {E G A : E2 = E, dim(AE) — 1}. We refer to Ei as the i t h  
primitive idempotent of X. Eq is called the trivial idempotent. 
Proof. Let L be an ideal in A, that is, let L Ç A be a subspace such that AL Ç L. For 
example, Lq := Span{J} is an ideal of A where AQ, A\,..., Ad is a basis for A. Let L denote 
any ideal in A. Then L is said to be minimal whenever L ^  O, and L contains no ideal of 
A other than O and L. Observe that Lq has dimension 1, so Lq is minimal. Let L denote 
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any ideal in A. Since A is closed under the conjugate transpose, one can easily show that the 
orthogonal complement of L in A, L1- := {B E A : (B, C) — 0 for all C 6 L} is again an 
ideal in A. Beginning with Lq, taking orthogonal complements, and arguing by induction, we 
find that A can be expressed as an orthogonal direct sum Lq + L\ 1- Lr of minimal ideals 
for some r.  Let L denote any minimal ideal of A. We will show that L has dimension 1. To 
see this, we pick any B G A and claim that there exists a 6 G € such that 
(B - = O. (3.1) 
To obtain (3.1), let #i,where v = |X|, denote the eigenvalues of B (including 
multiplicities). By the Cayley-Hamilton theorem from elementary linear algebra 
v 
H(5 - = O. (3.2) 
1=1 
Suppose (3.1) fails. Then (B — 6 i I ) L  ^ O for 1 < i  < v. Since A is commutative, each 
(B — 6iI)L is an ideal of A contained in L, so (B — 9{I)L = L (1 < i < v) by the minimality 
v 
of L. Now JJ(B — 8iI)L = L contradicting (3.2). So we now have (B — 6I)L = O. But 
i-1 
this implies that each element of A acts as a scalar multiple of the identity on L, so any 
1-dimensional subspace of L is an ideal of A. It follows from the minimality of L that L has 
dimension 1. So, since A has dimension (d + 1), 
A = Lq + L\ + • • • + Ld. (3.3) 
Now, by (3.3) and since I € A, there exists an Ei € Li (0 < i  < d) such that I = EQ +E2 H h 
Ed and since Lq, L\,... ,Ld are ideals in A, LjLj Ç LidLj = O if i  ^  j .  In particular, EiEj — O 
if * 96 j. Fbr all i (0 < : < d) and for all B e A, B = B7 = B(% + %+.+%)= B^. 
Picking B ^  O, we find Ei ^  O (0 < i  < d). Picking B = Ei, we find Ef = Ei (0 < i  < d). 
So by (3.3) and the above observation, we see that Eg,... ,Ed makes a basis for A. Using this 
construction, then, we can see that Eq = aJ for some a G C. Since J2 = \X\J and Eq — Eq, 
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we find that a = j^. To verify that {So, E\,... ,Ed} = {E £ A : E2 = S, dim(AE) = 1}, 
we need to check that the left hand side contains the right hand side. Pick any E £ A such 
that E2  — E and AE has dimension 1. We will show that E = Ei, for some i  (0 < i < d). 
d 
Since Eq, E\,..., Ed is a basis for A, E = ai&i for some o% £ C. Since EiEj = SijEi and 
%=0 
E2  = E, we have that a € {0,1} (0 < i  < d).  In fact, ccj = 1 for a unique i  £ {0,1,..., d}. 
d 
To see this, observe that E = «jSj and EiEj = S^Ei. AE = Span{EiE : 0 < i  < d} = 
i—0 
Span{ctiEi : 0 < i < d} = Span{Ei : 0 < i  < d, cti  ^ 0} and the result follows since AE has 
dimension 1. Hence we have the equality and the theorem is proved. • 
Lemma 3.4.5. Let X = (X, {Ri}o<i<d) denote a scheme with primitive idempotents 
and y = C*. 
1. V = EqV + E\V 4 h EjV (direct sum) 
2. For all integers i  (0 < i  < d),Ei acts as the identity on EiV, and vanishes on EjV for 
j i. In other words, E{ : V EiV is an (orthogonal) projection map. 
3. EqV, EiV, ..., EdV are precisely the maximal common eigenspaces of A acting on V. 
Proof. It is enough to show that EqV, SI V,..., EjV are mutually orthogonal, for all i , j  £ 
{0,1,.. . ,d} and u, v £ V. (E{U, Ejv) = (u, Ef Ejvj = (it,  EiEjV) = 0 if i  ^  j .  •  
Lemma 3.4.6. Let X = (X, {fij}o<Kd) be a scheme with primitive idempotents Eq, SI, ..., Ed-
Define rrii := rank{Ei), 0 <i <d. Then 
1. mi = tr(Ei) 
2. mo = 1 
3. nrii> 0 
4. m; = rrii 
d 
5- 1^1 = 
i=0 
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Proof. Ei is a projection map. (1) The eigenvalues of an idempotent (E2  = E) matrix are 0 
or 1 and tr(Ei) = (eigenvalues) = the number of l 's = rank(Ei).  
(2) Eg = r&J and mo = rank(Eo), so mp = 1. • 
• 
Lemma 3.4.7. (Ei, E j )  =  S i j i r i i  
Pnx,/. = (EiEj, 7) = (Ei,T) = ^tr(Ei) 
Lemma 3.4.8. The following are equivalent. 
1. X is symmetric. 
2. all elements of A are symmetric. 
3. Eq, Ei, ..., Ea are symmetric. 
4. i  — i ,  yi .  
5. The entries of Eq, Ei ,..., Ed are real. 
d 
Theorem 3.4.9. There exist pj(i) and qj(i) 6 C such that Aj = S^]pj(i)Ei : eigenvalues of 
i=0 
d 
X and Ej = ^ 9.7(1) A' : dual eigenvalues of X 
i=0 
Definition 3.4.10. For i , j  E {0,1,. . .  , d } ,  let P  and Q  be defined as shown. 





Q = Q { x )  =  
%(*) 
V 




Then P  is called the first eigenmatrix (or "character table") of X  and Q  is called the second 
e i g e n m a t r i x  o f  X .  
Lemma 3.4.11. For P  and Q  as defined above, we have 
1 .  P  and are inverses (P Q  =  |X|I). 
d  
2. ]Pp*(i)<7j(fiO = S i j \ X \ .  
k = 0 
3. y2<lk(i)Pj(k) = Sij\X\. 0 < i , j  <  d .  
k=o 
Proof. Immediate from the previous lemma and the definition of Q and P. 
Lemma 3.4.12. For A* and Ej, as defined in Theorem 3.4.9, we have 
1. 
2. ( A i ,  E j )  =  q j ( i ) k i  
Pnw/. For (1), replace A by ™ = /]T#(/i)#k, jgA. 
h~0 \/i=0 / 
S i n c e (Eh,Ej) = 6hjm.j, we get (1). 
d  








3. %(/) = %U). 
4- %U) = %U)-
d d 





which implies that 
A,' = ^Tpi(h)Eh. 
/t=0 
The proofs for the rest are similar. • 
Now we are ready for the following series of conversion formulas. 
Theorem 3.4.14. 
d 
1- ^Tp/itop/tb')^1  = s i j™j l \x \  
/i—0 
d 









d d d 
1. = 5io|-X"| (row sum of P = 0 except the Oth row) (i.e. ^ ki — |X| — ^Pi(O)) 
A—0 z=0 i=0 
d  d  d  
2. = Wl (i «- = 1^1 -
h~0 h=0 z=0 






Theorem 3.4.16. (Conversion between {p£} and { p j { i ) }  and { q j ( i ) } )  
1. Pi(r)gj(r) = ZLoP&P/iW (0 ^ < 4 
d 
2 P& = n&- E #(r)Pj(rWr)mr 
r=0 
3' P& = Z 9r(*)9r0)9rW/m^ 
Due to the conversion formulas, having one of the sets {p£,}, (pj(z')}, and {%(i)} is equiv­
alent to having them all. That is, association schemes characterized by their parameters are 
also characterized by their eigenmatrices. 
Some of the most important classes of symmetric association schemes are the P- and Q-
polynomial association schemes (also called the metric schemes). These association schemes 
come from distance-regular graphs. Let F = (X, R) be a distance-regular graph with diameter 
d. Then we get a d-class association scheme on X by defining the relations R\, R2,..., Rd by 
Or, y) e Ri 4» d(x, y) = i.  
We now recall how to calculate the eigenvalues of the adjacency matrix of a DRG, and how 
to find a set of parameters py that can define a DRG and its corresponding f-polynomial 
association scheme. 
Lemma 3.4.17. Let F = (X, R) be a DRG with diameter d. Then in terms of adjacency 
matrices (distance matrices) Aq,  Ai, ..., Ad ,  we have A]A, = Cj+i Aj+i + OjAj + 6*_iAj_i (0 < 
i  <  d ) ,  and wlog, we may assume Ad+1 = 0,6_i = ao = 0, and cd + i  = 1. 
d 
Proof. (Indirect) From the definition of DRG, A{Aj — ^p^A/,. 
h=0 
(Direct) Pick x . y  G X. By matrix multiplication, the (x, y)-entry of the right-hand side 
\{z G X : d(x,y) = 1 ,d(x,y) — t}| is equal to the (x,y)-entry of the left-hand side. (Consider 
°i — a i  — Pl,v hi — D 
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Lemma 3.4.18. With the same assumptions as the previous lemma, let A be the Bose-Mesner 
algebra A(F) over M or C. 
1. The distance matrices AQ, Ai, • • • , Ad  form a basis of A. 
2. dimA as a C-vector space is d + 1. 
3. F has d + 1 distinct eigenvalues. 
Proof. (1) Ao, Ai,..., Aa are linearly independent since the (x, y) -entry of A* is 1 i f f  d { x ,  y )  —  
i. It suffices to show that AQ, AI, ..., Ad open A. First, AQ = I E Span(Ao, Ai,..., Ad). By 
the identity AA, = Ci+iA^+i + o,A; + 6j_iAj_i, the Span(Ao,Ai,... ,Ad) is closed under 
multiplication by A. Therefore A Ç Span(A0 ,  A\, . . . ,  Ad)- But since the dimension of A > 
d + 1; the equality holds. (2) and (3) follow from this. • 
Definition 3.4.19. Let F = ( X ,  R )  be a DRG with diameter d .  We define the polynomials 
f o ,  f i ,  •  •  • ,  fd G C[X], by f0 = 1, fi = A, and A fc = ci+ifi+i + Oj/i + 6i_i/i_i(0 <i<d), where 
for convenience, we write cd+ \ = 1. 
Lemma 3.4.20. With the above polynomials /o, /i, • • •, fd+1, 
1. degfi = i(0 < i  < d + 1) 
2. The coefficient of A1 in /,- is (cicg • • • Cj)-1. 
3. f i ( A ) = Aj(0 < i <  d ) .  In particular, fd+\{A) = 0. 
4. The distinct eigenvalues of V are precisely the zeros of fd+\ • 
Proof. For (1), (2), and (3), refer to Section 3.1 of [1]. (4) Let m E C[A] denote the polynomial 
of A, i.e. the monic nonzero polynomial of least degree such that m(A) = 0. Since A is 
diagonalizable, the distinct eigenvalues of A are the zeros of m. Since fd+i (A) = 0, fd+i (A) 
can be divided by m and thus fd+1 is a scalar multiple of m. Since deg(m) = k + 1, the proof 
follows. • 
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Let F(X, R )  be DRG with diameter d, and let AQ, Ai,.. .  , A d  be distance matrices of F. 
d 
Then (AQ, A \ , . . . ,  A d)c — A(F) and there exist pfj such that A*Aj = A j  Aj =  Y . P j . j A j  
/i=0 
Lemma 3.4.21. If F = (X, R) is a DRG with diameter d, then 
1. khPij = kip l h  - =  kjp? i  h(0 <  h , i , j  <  d )  where ki = \z G x : d(x,z) = t| for some x  €  X  
and tg = 1, (= o, + hi + %) = A, ^ 0 (0 < i  < d) for some x G X. 
2. ki-ihi-i — kiCi (1 < % < d). 
Q l. __ 6o6i...6%_i 
* CiC2-..Ci 
Proo/. (1) Count |{(x,y,z) G -X"3 : d ( x , y )  =  h , d ( x , z )  =  i , d ( y , z )  =  j}| and obtain 
(2) ki-ibi-i = ki-ip\~} = = kiCi (consider h = i - 1, j  = 1) 
(3) fe = = b i~ l b i~2k; o = . . .  = b-ib-i-ào n  
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CHAPTER 4. ASSOCIATION SCHEMES AND APN FUNCTIONS 
Given an APN function / on F%n, we can obtain an incidence structure S  =  S ( n ; f )  =  
(V, B,l). S is connected if n is odd or if n > 4 is even and / Ls a Gold function defined by 
f(x) — x2a+1 where (or, n) = 1 (Thm. 2.2.6). Suppose S(n\f) — (V, B,I) is the semi-biplane 
with parameters (22n, 2"). Then, defining binary relations on V by 
((x, a), ( y , b ) )  G R i  i f f ( x , a )  and (y, b )  are incident with two common blocks; and 
((%,a), (y,b)) E i?2 iff(xia) and (y,6) are not incident with any common blocks, 
we have that X  —  X ( n ; f )  = ( P , { R o , R i , R 2 } )  is a two-class association scheme [11]. 
4.1 The association schemes X(n; /) 
In this section, we first describe the association scheme X(n; /) with f( x )  = x2a+1 and n  
odd, and then we construct two three-class association schemes which are fission schemes of 
Theorem 4.1.1. Let f ( x )  =  x2""1"1 be an APN function over F9 where q  —  2" with n  odd. 
Then the relations R\ and R2 define a two-class association scheme X on the points V. The 
parameters and eigenmatrices of X are 
Bi = 
P10 P10 P10 
Pu Pii P11 
P12 P12 P12 
0 1 0 
9(9 - l)/2 9(9 - 2)/4 9(9 - 2)/4 
0 (9^ - 4)/4 9^/4 
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& P20 P&l 0 0 1 
i?2 = 
P21 P21 P21 
= 
0 (9^  - 4)/4 9^/4 
_P22 P22 P22 _ (9 + 2)(g--1)/2 q(q + 2)/4 (9+ 4)(9 -  2)/4 
1 9(9 — l)/2 (9 + 2)(9-l)/2 
P = 1 9/2 -(9 + 2)/2 
1 — q / 2  (9-2)/2 
Proof. Since n is odd, (2Q + 1,2" —1) = 1 and the Gold function /(x) = z2°+1 is a permutation 
over Fg, the relations R\ and i?2 defined above are mutually disjoint and, along with the 
diagonal relation RQ = {((x, a), (x, a)) : (x, a) G P}, form a partition of P. It is also clear that 
R,f = Ri and R% = % so the relations are symmetric. 
In 2.2.2, we have already seen that ki = p^i = 9(9 — l)/2 is constant. In order to calculate 
the intersection numbers for a two class association scheme, it is enough to compute A = ph 
and n = p\ l. 
Without loss of generality, consider the point (0,0) and the line [0,0] which passes through 
the point (0,0). Let (x, a) be an arbitrary point which is different from (0,0). Then, the set 
of lines through the point (x, a) is given by {[y, b] : y G Fg, b = f(x + y) + a}. The line [0, e], 
where e = f(x) + a, is in this set, and is parallel to the line [0,0], so we assume y G F*. Any 
intersection point (z, c) of the lines [0,0] and [y, f(x + y) + a] must satisfy 
c  =  f ( z )  =  z2™+1 
C = /(% + z) + /(z + y) + o 
Solving this system, we obtain 
0 f ( y  +  z ) ~  f ( z )  +  f ( x  +  y )  +  a  
y (z +  x ) 2 °  +  y 2 "  ( z  +  x )  +  f ( x )  +  a  
yw2" + y2<*w + e 
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where w  =  z  +  x  and e  =  f ( x )  +  a ,  which is a constant. 
Since we are counting the common intersection points of (0,0) and (x, a), we may assume 
that w = z + x ^ 0 and w ^ x. If e = 0, then a — f(x) which implies that (x,a) lies on 
[0,0]. Thus the line [0,0] intersects every line through (x.a) and will define q — 2 points of 
i n t e r s e c t i o n  i n  a d d i t i o n  t o  ( 0 , 0 )  a n d  ( x , a ) .  
Now suppose e^0. We want to count the number of y's for which 
Oû O OL yw + y w — e 
is solvable in w. This equation can be converted into 
f ( w  +  y )  -  f ( w )  =  e  +  f ( y )  
which is equivalent to 
/(I +  w / y )  - f ( w / y )  -  e / f { y )  +  1. 
Since / is a permutation with /(0) = 0, we obtain distinct values for e j  f ( y ) as y  varies on F£. 
So we can reduce our problem to that of determining the number of /3's, /9 ^ 1, for which the 
equation 
f { l + w / y )  - f ( w / y )  =  / ?  
is solvable in w  and how many distinct solutions there are in these cases. For 0  E  F q  there 
are q/2 choices of 0 for which this equation has two solutions and q/2 for which it has none. 
For the case when 0 = 1, w/y = 0,1 satisfy the equation. So for 0 £ ¥q — {1} there are 
(q — 2)/2 choices for which the equation will have the solution. When (0,0) and (x, a) are first 
associates w — x will be a solution. In this case we must remove the /? for which w = x is 
a solution (this will not be /? = 1). This leaves (q — 4)/2 possible choices for ft. For each of 
the possible choices of 0 there will be two solutions; i.e., two lines that are intersected by [0,0] 
which gives a total of ç — 4 intersection points if ((0,0), (x,a)) 6 Ri, and q — 2 otherwise. If 
((0,0), (x,a)) 6 Ri, then there will be two lines through (x, a) intersecting [0,0] at (0,0). Each 
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will intersect [0,0] at a second distinct point. In the previous argument, these two points have 
been removed, so we now add them back in. So, overall any line through (0,0) defines q — 2 
intersection points with the line through (x, a) if (0,0) and (x, a) are in the first relation and 
no intersection points if (0,0) and (x, a) are not in the first relation. 
Now we need to determine the number of times we count each intersection point. For 
an arbitrary chosen point (x, a), each of the q lines through (0,0) defines q - 2 intersection 
points with lines through (z, a), giving a count of q(q — 2) points. Since every pair of collinear 
points has exactly two lines which pass through both, each of these points would have been 
counted four times giving q(q — 2)/4 common first associates of (0,0) and (x,a) regardless of 
the relation between (0,0) and (x, a). This gives = pfj = q(q — 2)/4. All of the rest of the 
parameters and the character table follow from the conversion formulas given in Section 3.4. 
This completes the proof. • 
We now show that the association scheme X ( n \ f )  has two symmetric fission schemes of 
class three. These fission schemes are obtained when we split the first relation R\ of X(n\ f) 
into two classes. 
Theorem 4.1.2. Let f ( x )  =  rr2°+1, n  be odd, and S(n; /) = ( V ,  B , T )  be the semi-biplane 
with parameters (22",2n) as before. Then, defining binary relations on V by 
((%,<*), (%,&)) G Âi O /(z + y) = o + 6 ((z,o) # (%,&)); 
((%,a),(y,6)) € Âg /(r +y) 960+ 6, but 
( x ,  a )  and ( y ,  b )  are incident with two common blocks; 
((x, a), (y, b)) € R3 <4- (x, o) and (y, b) are not incident with any common blocks 
we obtain a three class association scheme X — X ( n \  f )  =  ( V ,  { R o , R \ , R 2 , R - i } )  having the 
following parameters and character table. 
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Bi = 
0 1 0 
g- 1 0 2 
0 g-2 
OO i g 
0 0 (g + 2)/2 
0 
0 
- 2 ) ,  
g/2 
.B2 = 
0  0  1 0  
0 g - 2 (g- 8)/2 (g - 2)/2 
(g-2)(g-l)/2 (g-2)(g-8)/4 (g^-6g + 24)/4 (g-2)(g-4)/4 






0 (g + 2)/2 
(g2 - 4)/4 (g + 2)(g — 4)/4 
1 
g/2 
q(q - 2)/4 
(g + 2)(g-l)/2 g(g + 2)/4 g(g + 2)/4 (g + 4)(g-2)/4 
P = 
1 g — 1 (g/2 - l)(g - 1) (g + 2)(g — l)/2 
1 —1 — \/2g g/2 + 1 + V^g —(g + 2)/2 
1 —1 + \/2g —g/2 + 1 — i/2g —(g + 2)/2 
1 —1 —g/2 + 1 (g — 2)/2 
Proof. It is clear that if two distinct points ( x ,  a )  and ( y ,  b )  satisfy the equation f  ( x + y )  =  a + b ,  
then these points are coincident with two lines [x, o] and [y, b]. From the incidence counts given 
i n  P r o p .  2 . 2 . 2 ,  f o r  a  g i v e n  p o i n t  ( x ,  a ) ,  t h e  n u m b e r  o f  p o i n t s  ( y ,  b )  f o r  w h i c h  f ( x  +  y )  —  a  +  b  
is q — 1, so k\ = p°n = g — 1. The rest of the parameters are determined in a manner similar 
to that in the previous theorem. We omit the details. • 
Remark 4.1.3. (1) From the definition of the relations for the association schemes X  and X ,  
it is clear that R\ U R2 = R\ and Ê3 = R2] that is, % is a fusion scheme of X .  
(2) The first intersection matrix of X ( n ;  f )  = (V, {RQ, ÊI, Ê2, Ë3}) is a tridiagonal matrix. 
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This means that the first relation graph is a distance-regular graph and the association scheme 
is a f-polynomial association scheme. This first relation graph is a cospectral graph of the 
distance-regular graph corresponding to the coset graph of the uniformly packed Kasami code 
which was introduced by Delsarte in Chapter 11 of [6]. An alternate description of this coset 
graph is also found in [12] and [36]. 
Theorem 4.1.4. The association scheme X ( n :  f )  =  ( V ,  {RQ,R\ ,R2 } )  where f { x )  —  x 2 " + 1  
and n is odd, also has the three-class fission scheme X(n\f) = ("P, {RQ, Ri, R2, R$}) with the 
following parameters and character table 
Bi = 
0  1 0  0  
(g - 2)(g - l)/2 (g2-6g + 24)/4 (g - 2)(g - 4)/4 (g-2)(g-8)/4 
0  ( q  +  2 ) ( q  — 4)/4 q(q -  2)/4 ( q 2  -  4)/4 
0  (g -8 ) /2  W-2) /2  g -2  
B2 = 
0 0 1 0 
0  ( q  +  2 ) ( q  — 4)/4 q ( q  -  2)/4 (q2 - 4)/4 
(g + 2)(ç-l)/2 g(g + 2)/4 (g + 4)(g-2)/4 g(ç + 2)/4 




0 (g-8) /2  (g-2) /2  g -2  
0 (g + 2)/2 g/2 0 
g-1 2 0 0 
1 (g/2 — l)(g — 1) (g 4-2) (g — l)/2 g-1 
1 g/2 + 1 — y/Zq — (g -f 2)/2 —1 + s/2q 
1 —g/2 + 1 ( q  —  2)/2 —1 
1 g/2 + 1 + \Z2g —(g + 2)/2 —1 — \/2g 
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Proof. This fission scheme of X can be obtained by reordering the relations of X. • 
Remark 4.1.5. While the fission scheme X(n\ f) is a f-polynomial for every odd n > 3, the 
fission scheme X(n; /), in general, is not a f-polynomial since the first intersection matrix of 
X(n;f) = (V, {Rq, Ri,R2, S3}) is not tridiagonal. The first intersection matrix only becomes 
tridiagonal when q — 8. In this case, the first relation graph is a distance-regular graph. We 
will treat the association scheme for q — 8 as a special case in the following section. 
4.2 Characterization of %(3; x3) and Af(3; x3) 
The intersection matrices and the character table of the association scheme X ( d ; x 3 )  are 
given by 
0 1 0 0 0 1 1 28 35 
Bi = 28 12 12 , B2 = 0 15 16 , P = 1 4 -5 
0 15 16 35 20 18 1 - 4  3  
This association scheme has two three-class symmetric fission schemes by 4.1.2 and 4.1.4 
which have the following parameters and character tables. 
4.2.1 The scheme X ( Z ; x 3 )  
B3 = 
0 1 0 0 
7 0 2 0 
0 6 0 3 
0 0 5 4 
0 0 0 1 
0 0 5 4 
0 15 10 12 
35 20 20 18 
B2 = 
f = 
0 0 1 0 
0 6 0 3 
21 0 10 6 
0 15 10 12 
1 7  21 35 
1 -5 9 -5 
1 3 1 -5 
1 -1 -3 3 
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This association scheme is isomorphic to the P-polynomial association scheme that is ob­
tained from the folded 7-cube [6, p.426]. The folded 7-cube has the spectrum 
4.2.2 The scheme <Y(3;x3) 
7  3 - 1 - 5  
1 21 35 7 
Bz = 
0 10 0 0 0 10 
21 10 6 0 0 10 12 15 
, % = 
0 10 12 15 35 20 18 20 
0 0 3 6 0 5 4 0 
0 0 0 1 1 21 35 7 
0 0 3 6 1 1 - 5  3  
, P = 
0 5 4 0 1 -3 3 -1 
7 2 0 0 1 9 -5 -5 
This association scheme is isomorphic to the P-polynomial association scheme that is ob­
tained from the halved 7-cube [6, p.427]. The halved 7-cube has the spectrum 
^ 21 9 1 -3 ^ 
. 1 7 21 35 y 
4.3 Characterization of the relation graphs of % (n; /) 
We now return to the original two class association schemes X(n; /) and study the structure 
of some of their relation graphs. Both the first and second relation graphs of X(n;f) are 
strongly regular graphs, and the first relation graph F = (V, Ri) is the complement of the 
second relation graph. The parameters of these strongly regular graphs are 
r = (?, Al) = SRG(2*", 2"-i(2" - 1), 2"-^(2"-^ - 1), 2"'\2"-^ - 1)), and 
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= (P,%) = SRG(2*\ (2"-^ + 1)(2" - 1), (2"-^ + 1)(2"'^ - 1), 2"-^(2""^ + 1)), 
respectively. This yields an infinite class of strongly regular graphs with such parameters. 
For q  —  2n with an odd integer n > 3 and the Gold function f ( x )  —  x3 (with a = 1), we 
have the following structure theorem for the first relation graph 
T = SRG(<f, g(g - l)/2, g(g - 2)/4, g(g - 2)/4) of f(n; z3). 
Theorem 4.3.1. Let F be the first relation graph of <Y(n;x3) with n  odd and let UQ be a 
vertex of F. Then, 
1. For any vertex w 0  € Fi(ito), the vertices UQ and WQ appear together in exactly two copies 
of Kg, and the set (Fi(it0) A Ft (tuo)) U {tto, WO} of 2g - 2 vertices forms the configuration 
in Figure 4.1. 
2. The induced subgraph H  consisting of the vertex UQ and its neighborhood FI(UQ) contains 
q induced subgraphs that are isomorphic to Kq. 
3. Any adjacent pair of vertices lie together in two cliques of order q ,  and ( q  —  2)2 tetrahedra. 
Proof. (1) The pair of collinear vertices UQ and WQ is incident with exactly two lines, and each 
of these lines makes a clique of size q in the induced subgraph H on the vertex set F(UO)U{UQ}. 
Without loss of generality, let uq = (0,0) and wo = (1,1). Then the two lines that are incident 
with UQ and WQ will be [0,0] and [1,1]. It is clear that the vertices incident with the line [0,0] 
are precisely (x,x3) for x 6 Fg. Also, the points incident with the line [1,1] are those of the 
form (x, 1 + (1 + x)3) for x € ¥q. In order to show that all 2q — 2 vertices lying on these two 
lines [0,0] and [1,1] together form the configuration depicted in Figure 1, it suffices to show 
that 
(i) For each pair of vertices on [0,0], the vertices in that pair are first associates; i.e., they 
are co-incident with another line. 
(ii) For each pair of vertices on [1,1], the vertices in that pair are first associates. 
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(Hi) Every vertex ( x . x 3 )  on [0,0] except for u0 and WQ, is a first associate of exactly one 
vertex on the line [1,1] (from the set {(y, 1 + /(I + y)) : y 6 F*} - {(0,0), (1,1)}). 
(1) and (ii) follow from the fact that the vertices ( x , x 3 )  and (y, y3) are both incident with 
the line [x + y,{x + y)3] as well as [0,0] or [1,1]. For (iii), it is straightforward to verify that 
the vertex (x,x3) on the line [0,0] is a first associate of the vertex (1 + x, 1 + x3) on the line 
[1,1] since both vertices are collinear with the line [x,x3]. This completes the proof of (1). 
(2) Since there are exactly q  lines passing through the vertex UQ, each of the lines is incident 
with q vertices including UQ. The q vertices incident with each of the lines form a clique Kq, 
so the proof of (2) follows. 
(3) The first half of the statement is clear from (2). The second part of (3) follows from 
the fact that every time we choose four vertices including UQ and WQ from a clique, we have a 
tetrahedron. So, from each clique, we have a total of (q — 2)(q — 3) tetrahedra which contain UQ 
and WQ. There are also q — 2 tetrahedra of type {uo = (0,0),u>o = (1,1), (x, x3), (1 1 + x3)}. 
So, for any pair of adjacent vertices in F, there are (q — 2)2 tetrahedra containing the pair. • 
This local structure characterizes the strongly regular graphs F(n; x3) for small n. In 
particular, we will see that F(3;x3) = SRG(64,28,12,12) is isomorphic to the halved-folded 
8-cube. 
4.3.1 The structure of the subconstituent of F(3;x3) 
The first relation graph F of X ( 3 ; x 3 )  is the SRG(64,28,12,12) and it has the following 
structural properties. 
Corollary 4.3.2. Let F be the first relation graph of AF(3;$3). Let UQ be a vertex of F. 
1. For any vertex WQ G Fi(uo), the vertices UQ and WQ appear together in exactly two copies 
of and the set (Fi(uo)nF1(u;o))U{uo, too} of fourteen vertices forms the configuration 
in Figure 4.2. 
2. The induced subgraph H consisting of the vertex UO and its neighborhood Fi (UQ) contains 
e igh t  induced  subgraphs  tha t  a re  i somorph ic  t o  K g .  
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3. For every pair of adjacent vertices, the vertices lie together in two cliques of order 8, and 
36 tetrahedra. 
Proof. This is a particular case of 4.3.1 with n = 3. So we omit the proof. • 
Theorem 4.3.3. The relation graph F(3; x 3 )  = SRG(64,28,12,12) is isomorphic to the halved-
folded 8-cube. 
Proof. The properties described in Cor. 4.3.2 are equivalent to the requirements of the char­
acterization of the halved-folded 8-cube described in [27]. • 
4.3.2 The structure of the subconstituent of F(5;x3) 
We now consider X  =  X ( 5 , x 3), another two class association scheme with the following 
parameters and character table 
0 1 0 0 0 1 
B \  =  496 240 240 , #2 = 0 255 256 
0 255 256 527 272 270 
1 496 527 
P = 1 16 -17 
1 -16 15 
The first and the second relation graphs of X ( 5 ; x 3 )  are the strongly regular graphs 
Ti = SRG(1024,496,240,240) and Fg = SRG(1024,527,270,272). 
Remark 4.3.4. The above graph SRG(1024,496,240,240) is the first known strongly regular 
graph with the given parameters. 
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where UQ = (0,0) 
wo = (1,1) 
i H  (x j ,  ) ,  i  — 1 ,2 , . . . ,  ç  2  
Wi = (1 + Xi, 1 + xf), i = 1,2,... ,g - 2 
s» G Fg 
Figure 4.1 The configuration of (Fi (uq) f) Fi (wq)) (J{"0, ™o} in F(n;x ). 
where UQ = (0,0) 
WQ = (1,1) 
U i  —  ( x j ,  X j  ) ,  i  —  1 , 2 , . . . ,  6  
Wi = (1 + x^ 1 + xf), i = 1,2,...,6 
Xi e Fg 
Figure 4.2 The configuration of (Fi(UQ) f| Fi(WQ)) ^o} in F(3; x3). 
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APPENDIX A. MAXIMUM NUMBER OF SOLUTIONS TABLES 
Table A.l Maximum number of solutions to f ( x  +  a )  +  f ( x )  =  b  for power 
functions, xd, over the field Fg", for n — 2,...,6 
Fgn d  A/ Cyclotomic Cosets References 
F22 3 2 3 Gold 
1 4 (1 2) 
Fgs 3 2 (3 6 5) Gold, Welch, Niho, Field Inverse 
1 8 (12 4) 
Fg4 3 2 (3 6 12 9) Gold 
5 4 (5 10) 
7 4 (7 14 13 11) 
1 16 (1 2 4 8) 
F25 3 2 (3 6 12 24 17) Gold 
5 2 (5 10 20 9 18) Gold, Niho 
7 2 (7 14 28 25 19) Welch 
11 2 (11 22 13 26 21) Kasami 
15 2 (15 30 29 27 23) Dobbertin, Field Inverse 
1 32 (1 2 4 8 16) 
Fy, 3 2 (3 6 12 24 48 33) Gold 
5 4 (5 10 20 40 17 34) 
13 4 (13 26 52 41 19 38) 
31 4 (31 62 61 59 55 47) 
7 6 (7 14 28 56 49 35) 
9 8 (9 18 36) 
15 8 (15 30 60 57 51 39) 
11 10 (11 22 44 25 50 37) 
23 10 (23 46 29 58 53 43) 
27 12 (27 54 45) 
21 20 (21 42) 
1 64 (1 2 4 8 16 32) 
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Table A.2 Maximum number of solutions to f ( x  +  a )  +  f ( x )  =  b  for power 
functions, xd, over the field F2T 
F2" d  A/ Cyclotomic Cosets References 
Fgy 3 2 (3 6 12 24 48 96 65) Gold 
5 2 (5 10 20 40 80 33 66) Gold 
9 2 (9 18 36 72 17 34 68) Gold 
11 2 (11 22 44 88 49 98 69) Welch 
13 2 (13 26 52 104 81 35 70) Kasami 
15 2 (15 30 60 120 113 99 71) Gold 
23 2 (23 46 92 57 114 101 75) Kasami 
27 2 (27 54 108 89 51 102 77) Gold 
29 2 (29 58 116 105 83 39 78) Niho 
43 2 (43 86 45 90 53 106 85) Gold 
63 2 (63 126 125 123 119 111 95) Field Inverse 
19 4 (19 38 76 25 50 100 73) 
47 4 (47 94 61 122 117 107 87) 
7 6 (7 14 28 56 67 97 112) 
21 6 (21 42 84 41 82 37 74) 
31 6 (31 62 124 121 115 103 79) 
55 6 (55 110 93 59 118 109 91) 
1 128 (1 2 4 8 16 32 64) 
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Table A.3 Maximum number of solutions to f ( x  + o) + f ( x )  =  b  for power 
functions, xd, over the field F2s 
F2« d  A/ Cyclotoinic Cosets References 
F28 3 2 (3 6 12 24 48 96 192 129) Gold 
9 2 (9 18 36 72 144 33 66 132) Gold 
39 2 (39 78 156 57 114 228 201 147) Kasami 
5 4 (5 10 20 40 80 160 65 130) 
21 4 (21 42 84 168 81 162 69 138) 
95 4 (95 190 125 250 245 235 215 175) 
111 4 (111 222 189 123 246 237 219 183) 
127 4 (127 254 253 251 247 239 223 191) 
7 6 (7 14 28 56 112 224 193 131) 
25 6 (25 50 100 200 145 35 70 140) 
37 6 (37 74 148 41 82 164 73 146) 
63 6 (63 126 252 249 243 231 207 159) 
11 10 (11 22 44 88 176 97 194 133) 
29 10 (29 58 116 232 209 163 71 142) 
13 12 (13 26 52 104 208 161 67 134) 
55 12 (55 110 220 185 115 230 205 155) 
59 12 (59 118 236 217 179 103 206 157) 
15 14 (15 30 60 120 240 225 195 135) 
45 14 (45 90 180 105 210 165 75 150) 
17 16 (17 34 68 136) 
19 16 (19 38 76 152 49 98 196 137) 
23 16 (23 46 92 184 113 226 197 139) 
31 16 (31 62 124 248 241 227 199 143) 
47 16 (47 94 188 121 242 229 203 151) 
53 16 (53 106 212 169 83 166 77 154) 
61 16 (61 122 244 233 211 167 79 158) 
91 16 (91 182 109 218 181 107 214 173) 
119 22 (119 238 221 187) 
27 26 (27 54 108 216 177 99 198 141) 
43 30 (43 86 172 89 178 101 202 149) 
87 30 (87 174 93 186 117 234 213 171) 
51 50 (51 102 204 153) 
85 84 (85 170) 
1 256 (1 2 4 8 16 32 64 128) 
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Table A.4 Maximum number of solutions to f ( x  +  a )  +  f ( x )  =  b  for power 
functions, xd, over the field F29 
Fgi d Af Cyclotomic Cosets References 
F29 3 2 (3 6 12 24 48 96 192 384 257) Gold 
5 2 (5 10 20 40 80 160 320 129 258) Gold 
13 2 (13 26 52 104 208 416 321 131 262) Kasami 
17 2 (17 34 68 136 272 33 66 132 264) Gold 
19 2 (19 38 76 152 304 97 194 388 265) Niho, Welch 
27 2 (27 54 108 216 432 353 195 390 269) Niho, Welch 
31 2 (31 62 124 248 496 481 451 391 271) Gold 
47 2 (47 94 188 376 241 482 453 395 279) Kasami 
59 2 (59 118 236 472 433 355 199 398 285) Kasami 
87 2 (87 174 348 185 370 229 458 405 299) Kasami 
103 2 (103 206 412 313 115 230 460 409 307) Gold 
171 2 (171 342 173 346 181 362 213 426 341) Gold 
255 2 (255 510 509 507 503 495 479 447 383) Field Inverse 
45 4 (45 90 180 360 209 418 325 139 278) 
125 4 (125 250 500 489 467 423 335 159 318) 
7 6 (7 14 28 56 112 224 448 385 259) 
21 6 (21 42 84 168 336 161 322 133 266) 
35 6 (35 70 140 280 49 98 196 392 273) 
61 6 (61 122 244 488 465 419 327 143 286) 
63 6 (63 126 252 504 497 483 455 399 287) 
83 6 (83 166 332 153 306 101 202 404 297) 
91 6 (91 182 364 217 434 357 203 406 301) 
111 6 (111 222 444 377 243 486 461 411 311) 
117 6 (117 234 468 425 339 167 334 157 314) 
119 6 (119 238 476 441 371 231 462 413 315) 
175 6 (175 350 189 378 245 490 469 427 343) 
9 8 (9 18 36 72 144 288 65 130 260) 
11 8 (11 22 44 88 176 352 193 386 261) 
15 8 (15 30 60 120 240 480 449 387 263) 
23 8 (23 46 92 184 368 225 450 389 267) 
25 8 (25 50 100 200 400 289 67 134 268) 
29 8 (29 58 116 232 464 417 323 135 270) 
39 8 (39 78 156 312 113 226 452 393 275) 
41 8 (41 82 164 328 145 290 69 138 276) 
43 8 (43 86 172 344 177 354 197 394 277) 
51 8 (51 102 204 408 305 99 198 396 281) 
53 8 (53 106 212 424 337 163 326 141 282) 
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Table A.4 (Continued) 
fgn d  A f  Cyclotomic Cosets References 
Fgg 57 8 (57 114 228 456 401 291 71 142 284) 
79 8 (79 158 316 121 242 484 457 403 295) 
85 8 (85 170 340 169 338 165 330 149 298) 
93 8 (93 186 372 233 466 421 331 151 302) 
95 8 (95 190 380 249 498 485 459 407 303) 
107 8 (107 214 428 345 179 358 205 410 309) 
109 8 (109 218 436 361 211 422 333 155 310) 
123 8 (123 246 492 473 435 359 207 414 317) 
127 8 (127 254 508 505 499 487 463 415 319) 
187 8 (187 374 237 474 437 363 215 430 349) 
191 8 (191 382 253 506 501 491 471 431 351) 
239 8 (239 478 445 379 247 494 477 443 375) 
55 20 (55 110 220 440 369 227 454 397 283) 
75 20 (75 150 300 89 178 356 201 402 293) 
77 20 (77 154 308 105 210 420 329 147 294) 
223 20 (223 446 381 251 502 493 475 439 367) 
37 26 (37 74 148 296 81 162 324 137 274) 
183 26 (183 366 221 442 373 235 470 429 347) 
73 72 (73 146 292) 
219 72 (219 438 365) 
1 512 (1 2 4 8 16 32 64 128 256) 
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Table A.5 Maximum number of solutions to f ( x  +  a) +  f ( x )  =  b  for power 
functions, xd, over the field F2IO 
FGN d  A/ Cyclotomic Cosets References 
F210 3 2 (3 6 12 24 48 96 192 384 768 513) Gold 
9 2 (9 18 36 72 144 288 576 129 258 516) Gold 
57 2 (57 114 228 456 912 801 579 135 270 540) Kasami 
213 2 (213 426 852 681 339 678 333 666 309 618) Dobbertin 
5 4 (5 10 20 40 80 160 320 640 257 514) 
13 4 (13 26 52 104 208 416 832 641 259 518) 
17 4 (17 34 68 136 272 544 65 130 260 520) 
21 4 (21 42 84 168 336 672 321 642 261 522) 
29 4 (29 58 116 232 464 928 833 643 263 526) 
69 4 (69 138 276 552 81 162 324 648 273 546) 
79 4 (79 158 316 632 241 482 964 905 787 551) 
87 4 (87 174 348 696 369 738 453 906 789 555) 
103 4 (103 206 412 824 625 227 454 908 793 563) 
149 4 (149 298 596 169 338 676 329 658 293 586) 
181 4 (181 362 724 425 850 677 331 662 301 602) 
205 4 (205 410 820 617 211 422 844 665 307 614) 
223 4 (223 446 892 761 499 998 973 923 823 623) 
237 4 (237 474 948 873 723 423 846 669 315 630) 
247 4 (247 494 988 953 883 743 463 926 829 635) 
367 4 (367 734 445 890 757 491 982 941 859 695) 
375 4 (375 750 477 954 885 747 471 942 861 699) 
511 4 (511 1022 1021 1019 1015 1007 991 959 895 767) 
7 6 (7 14 28 56 112 224 448 896 769 515) 
15 6 (15 30 60 120 240 480 960 897 771 519) 
19 6 (19 38 76 152 304 608 193 386 772 521) 
23 6 (23 46 92 184 368 736 449 898 773 523) 
27 6 (27 54 108 216 432 864 705 387 774 525) 
43 6 (43 86 172 344 688 353 706 389 778 533) 
45 6 (45 90 180 360 720 417 834 645 267 534) 
59 6 (59 118 236 472 944 865 707 391 782 541) 
61 6 (61 122 244 488 976 929 835 647 271 542) 
71 6 (71 142 284 568 113 226 452 904 785 547) 
73 6 (73 146 292 584 145 290 580 137 274 548) 
75 6 (75 150 300 600 177 354 708 393 786 549) 
89 6 (89 178 356 712 401 802 581 139 278 556) 
91 6 (91 182 364 728 433 866 709 395 790 557) 
111 6 (111 222 444 888 753 483 966 909 795 567) 
115 6 (115 230 460 920 817 611 199 398 796 569) 
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Table A.5 (Continued) 
Fyi d Af Cyclotomic Cosets References 
Fgio 117 6 (117 234 468 936 849 675 327 654 285 570) 
119 6 (119 238 476 952 881 739 455 910 797 571) 
127 6 (127 254 508 1016 1009 995 967 911 799 575) 
147 6 (147 294 588 153 306 612 201 402 804 585) 
151 6 (151 302 604 185 370 740 457 914 805 587) 
167 6 (167 334 668 313 626 229 458 916 809 595) 
173 6 (173 346 692 361 722 421 842 661 299 598) 
175 6 (175 350 700 377 754 485 970 917 811 599) 
189 6 (189 378 756 489 978 933 843 663 303 606) 
191 6 (191 382 764 505 1010 997 971 919 815 607) 
207 6 (207 414 828 633 243 486 972 921 819 615) 
215 6 (215 430 860 697 371 742 461 922 821 619) 
235 6 (235 470 940 857 691 359 718 413 826 629) 
239 6 (239 478 956 889 755 487 974 925 827 631) 
245 6 (245 490 980 937 851 679 335 670 317 634) 
255 6 (255 510 1020 1017 1011 999 975 927 831 639) 
347 6 (347 694 365 730 437 874 725 427 854 685) 
379 6 (379 758 493 986 949 875 727 431 862 701) 
439 6 (439 878 733 443 886 749 475 950 877 731) 
479 6 (479 958 893 763 503 1006 989 955 887 751) 
25 8 (25 50 100 200 400 800 577 131 262 524) 
37 8 (37 74 148 296 592 161 322 644 265 530) 
41 8 (41 82 164 328 656 289 578 133 266 532) 
49 8 (49 98 196 392 784 545 67 134 268 536) 
51 8 (51 102 204 408 816 609 195 390 780 537) 
83 8 (83 166 332 664 305 610 197 394 788 553) 
107 8 (107 214 428 856 689 355 710 397 794 565) 
11 10 (11 22 44 88 176 352 704 385 770 517) 
77 10 (77 154 308 616 209 418 836 649 275 550) 
85 10 (85 170 340 680 337 674 325 650 277 554) 
105 10 (105 210 420 840 657 291 582 141 282 564) 
121 10 (121 242 484 968 913 803 583 143 286 572) 
179 10 (179 358 716 409 818 613 203 406 812 601) 
253 10 (253 506 1012 1001 979 935 847 671 319 638) 
351 10 (351 702 381 762 501 1002 981 939 855 687) 
383 10 (383 766 509 1018 1013 1003 983 943 863 703) 
55 12 (55 110 220 440 880 737 451 902 781 539) 
447 12 ( 447 894 765 507 1014 1005 987 951 879 735) 
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Table A.5 (Continued) 
F2" d  A/ Cyclotomic Cosets References 
Fgio 31 30 (31 62 124 248 496 992 961 899 775 527) 
155 30 (155 310 620 217 434 868 713 403 806 589) 
33 32 (33 66 132 264 528) 
39 32 (39 78 156 312 624 225 450 900 777 531) 
63 32 (63 126 252 504 1008 993 963 903 783 543) 
123 32 (123 246 492 984 945 867 711 399 798 573) 
159 32 (159 318 636 249 498 996 969 915 807 591) 
183 32 (183 366 732 441 882 741 459 918 813 603) 
219 32 (219 438 876 729 435 870 717 411 822 621) 
35 34 (35 70 140 280 560 97 194 388 776 529) 
47 34 (47 94 188 376 752 481 962 901 779 535) 
53 34 (53 106 212 424 848 673 323 646 269 538) 
95 34 (95 190 380 760 497 994 965 907 791 559) 
101 34 (101 202 404 808 593 163 326 652 281 562) 
109 34 (109 218 436 872 721 419 838 653 283 566) 
125 34 (125 250 500 1000 977 931 839 655 287 574) 
157 34 (157 314 628 233 466 932 841 659 295 590) 
187 34 (187 374 748 473 946 869 715 407 814 605) 
221 34 (221 442 884 745 467 934 845 667 311 622) 
251 34 (251 502 1004 985 947 871 719 415 830 637) 
231 42 (231 462 924 825 627) 
363 42 (363 726 429 858 693) 
495 42 (495 990 957 891 759) 
99 62 (99 198 396 792 561) 
165 62 (165 330 660 297 594) 
93 92 (93 186 372 744 465 930 837 651 279 558) 
171 122 (171 342 684 345 690 357 714 405 810 597) 
343 124 (343 686 349 698 373 746 469 938 853 683) 
341 340 (341 682) 
1 1024 (1 2 4 8 16 32 64 428 256 512) 
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Table A.6 Maximum number of solutions to f ( x  +  o) +  f ( x )  =  b  for power 
functions, xd, over the field F2u 
F2" d  A/ Cyclotomic Cosets References 
F2II 3 2 (3 6 12 24 48 96 192 384 768 1536 1025) Gold 
5 2 (5 10 20 40 80 160 320 640 1280 513 1026) Gold 
9 2 (9 18 36 72 144 288 576 1152 257 514 1028) Gold 
13 2 (13 26 52 104 208 416 832 1664 1281 515 1030) Kasami 
17 2 (17 34 68 136 272 544 1088 129 258 516 1032) Gold 
33 2 (33 66 132 264 528 1056 65 130 260 520 1040) Gold 
35 2 (35 70 140 280 560 1120 193 386 772 1544 1041) Welch 
43 2 (43 86 172 344 688 1376 705 1410 773 1546 1045) Kasami 
57 2 (57 114 228 456 912 1824 1601 1155 263 526 1052) Kasami 
63 2 (63 126 252 504 1008 2016 1985 1923 1799 1551 1055) Gold 
95 2 (95 190 380 760 1520 993 1986 1925 1803 1559 1071) Kasami 
107 2 (107 214 428 856 1712 1377 707 1414 781 1562 1077) Niho 
117 2 (117 234 468 936 1872 1697 1347 647 1294 541 1082) Welch 
143 2 (143 286 572 1144 241 482 964 1928 1809 1571 1095) Kasami 
151 2 (151 302 604 1208 369 738 1476 905 1810 1573 1099) Kasami 
231 2 (231 462 924 1848 1649 1251 455 910 1820 1593 1139) Gold 
249 2 (249 498 996 1992 1937 1827 1607 1167 287 574 1148) Niho 
315 2 (315 630 1260 473 946 1892 1737 1427 807 1614 1181) Kasami 
365 2 (365 730 1460 873 1746 1445 843 1686 1325 603 1206) Gold 
411 2 (411 822 1644 1241 435 870 1740 1433 819 1638 1229) Gold 
413 2 (413 826 1652 1257 467 934 1868 1689 1331 615 1230) Kasami 
683 2 (683 1366 685 1370 693 1386 725 1450 853 1706 1365) Gold 
1023 2 (1023 2046 2045 2043 2039 2031 2015 1983 1919 1791 1535) Field Inverse 
79 4 (79 158 316 632 1264 481 962 1924 1801 1555 1063) 
109 4 (109 218 436 872 1744 1441 835 1670 1293 539 1078) 
183 4 (183 366 732 1464 881 1762 1477 907 1814 1581 1115) 
251 4 (251 502 1004 2008 1969 1891 1735 1423 799 1598 1149) 
367 4 (367 734 1468 889 1778 1509 971 1942 1837 1627 1207) 
463 4 (463 926 1852 1657 1267 487 974 1948 1849 1651 1255) 
695 4 (695 1390 733 1466 885 1770 1493 939 1878 1709 1371) 
703 4 (703 1406 765 1530 1013 2026 2005 1963 1879 1711 1375) 
7 6 (7 14 28 56 112 224 448 896 1792 1537 1027) 
11 6 (11 22 44 88 176 352 704 1408 769 1538 1029) 
15 6 (15 30 60 120 240 480 960 1920 1793 1539 1031) 
21 6 (21 42 84 168 336 672 1344 641 1282 517 1034) 
29 6 (29 58 116 232 464 928 1856 1665 1283 519 1038) 
31 6 (31 62 124 248 496 992 1984 1921 1795 1543 1039) 
37 6 (37 74 148 296 592 1184 321 642 1284 521 1042) 
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Table A.6 (Continued) 
Fy. d  A/ Cyclotomic Cosets References 
F211 47 6 (47 94 188 376 752 1504 961 1922 1797 1547 1047) 
49 6 (49 98 196 392 784 1568 1089 131 262 524 1048) 
51 6 (51 102 204 408 816 1632 1217 387 774 1548 1049) 
53 6 (53 106 212 424 848 1696 1345 643 1286 525 1050) 
55 6 (55 110 220 440 880 1760 1473 899 1798 1549 1051) 
67 6 (67 134 268 536 1072 97 194 388 776 1552 1057) 
71 6 (71 142 284 568 1136 225 450 900 1800 1553 1059) 
73 6 (73 146 292 584 1168 289 578 1156 265 530 1060) 
75 6 (75 150 300 600 1200 353 706 1412 777 1554 1061) 
81 6 (81 162 324 648 1296 545 1090 133 266 532 1064) 
83 6 (83 166 332 664 1328 609 1218 389 778 1556 1065) 
85 6 (85 170 340 680 1360 673 1346 645 1290 533 1066) 
99 6 (99 198 396 792 1584 1121 195 390 780 1560 1073) 
101 6 (101 202 404 808 1616 1185 323 646 1292 537 1074) 
103 6 (103 206 412 824 1648 1249 451 902 1804 1561 1075) 
111 6 (111 222 444 888 1776 1505 963 1926 1805 1563 1079) 
113 6 (113 226 452 904 1808 1569 1091 135 270 540 1080) 
121 6 (121 242 484 968 1936 1825 1603 1159 271 542 1084) 
125 6 (125 250 500 1000 2000 1953 1859 1671 1295 543 1086) 
127 6 (127 254 508 1016 2032 2017 1987 1927 1807 1567 1087) 
137 6 (137 274 548 1096 145 290 580 1160 273 546 1092) 
139 6 (139 278 556 1112 177 354 708 1416 785 1570 1093) 
149 6 (149 298 596 1192 337 674 1348 649 1298 549 1098) 
153 6 (153 306 612 1224 401 802 1604 1161 275 550 1100) 
155 6 (155 310 620 1240 433 866 1732 1417 787 1574 1101) 
157 6 (157 314 628 1256 465 930 1860 1673 1299 551 1102) 
159 6 (159 318 636 1272 497 994 1988 1929 1811 1575 1103) 
167 6 (167 334 668 1336 625 1250 453 906 1812 1577 1107) 
171 6 (171 342 684 1368 689 1378 709 1418 789 1578 1109) 
173 6 (173 346 692 1384 721 1442 837 1674 1301 555 1110) 





6 (181 362 724 1448 849 1698 1349 651 1302 557 1114) 
185 6 (185 370 740 1480 913 1826 1605 1163 279 558 1116) 
187 6 (187 374 748 1496 945 1890 1733 1419 791 1582 1117) 
189 6 (189 378 756 1512 977 1954 1861 1675 1303 559 1118) 
191 6 (191 382 764 1528 1009 2018 1989 1931 1815 1583 1119) 
201 6 (201 402 804 1608 1169 291 582 1164 281 564 1124) 
203 6 (203 406 812 1624 1201 355 710 1420 793 1586 1125) 
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Table A.6 (Continued) 
F2™ d  A/ Cyclotomic Cosets References 
F2H 205 6 (205 410 820 1640 1233 419 838 1676 1305 563 1126) 
213 6 (213 426 852 1704 1361 675 1350 653 1306 565 1130) 
215 6 (215 430 860 1720 1393 739 1478 909 1818 1589 1131) 
217 6 (217 434 868 1736 1425 803 1606 1165 283 566 1132) 
219 6 (219 438 876 1752 1457 867 1734 1421 795 1590 1133) 
221 6 (221 442 884 1768 1489 931 1862 1677 1307 567 1134) 
223 6 (223 446 892 1784 1521 995 1990 1933 1819 1591 1135) 
229 6 (229 458 916 1832 1617 1187 327 654 1308 569 1138) 
247 6 (247 494 988 1976 1905 1763 1479 911 1822 1597 1147) 
255 6 (255 510 1020 2040 2033 2019 1991 1935 1823 1599 1151) 
293 6 (293 586 1172 297 594 1188 329 658 1316 585 1170) 
295 6 (295 590 1180 313 626 1252 457 914 1828 1609 1171) 
301 6 (301 602 1204 361 722 1444 841 1682 1317 587 1174) 
307 6 (307 614 1228 409 818 1636 1225 403 806 1612 1177) 
309 6 (309 618 1236 425 850 1700 1353 659 1318 589 1178) 
311 6 (311 622 1244 441 882 1764 1481 915 1830 1613 1179) 
317 6 (317 634 1268 489 978 1956 1865 1683 1319 591 1182) 
319 6 (319 638 1276 505 1010 2020 1993 1939 1831 1615 1183) 
331 6 (331 662 1324 601 1202 357 714 1428 809 1618 1189) 
333 6 (333 666 1332 617 1234 421 842 1684 1321 595 1190) 
335 6 (335 670 1340 633 1266 485 970 1940 1833 1619 1191) 
339 6 (339 678 1356 665 1330 613 1226 405 810 1620 1193) 
341 6 (341 682 1364 681 1362 677 1354 661 1322 597 1194) 
343 6 (343 686 1372 697 1394 741 1482 917 1834 1621 1195) 
347 6 (347 694 1388 729 1458 869 1738 1429 811 1622 1197) 
351 6 (351 702 1404 761 1522 997 1994 1941 1835 1623 1199) 
359 6 (359 718 1436 825 1650 1253 459 918 1836 1625 1203) 
371 6 (371 742 1784 921 1842 1637 1227 407 814 1628 1209) 
373 6 (373 746 1492 937 1874 1701 1355 663 1326 605 1210) 
375 6 (375 750 1500 953 1906 1765 1483 919 1838 1629 1211) 
379 6 (379 758 1516 985 1970 1893 1739 1431 815 1630 1213) 
381 6 (381 762 1524 1001 2002 1957 1867 1687 1327 607 1214) 
383 6 (383 766 1532 1017 2034 2021 1995 1943 1839 1631 1215) 
423 6 (423 846 1692 1337 627 1254 461 922 1844 1641 1235) 
427 6 (427 854 1708 1369 691 1382 717 1434 821 1642 1237) 
443 6 (443 886 1772 1497 947 1894 1741 1435 823 1646 1245) 
469 6 (469 938 1876 1705 1363 679 1358 669 1338 629 1258) 
471 6 (471 942 1884 1721 1395 743 1486 925 1850 1653 1259) 
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Table A.6 (Continued) 
F2n d  A/ Cyclotomic Cosets References 
F2U 475 6 (475 950 1900 1753 1459 871 1742 1437 827 1654 1261) 
477 6 (477 954 1908 1769 1491 935 1870 1693 1339 631 1262) 
479 6 (479 958 1916 1785 1523 999 1998 1949 1851 1655 1263) 
491 6 (491 982 1964 1881 1715 1383 719 1438 829 1658 1269) 
493 6 (493 986 1972 1897 1747 1447 847 1694 1341 635 1270) 
495 6 (495 990 1980 1913 1779 1511 975 1950 1853 1659 1271) 
507 6 (507 1014 2028 2009 1971 1895 1743 1439 831 1662 1277) 
511 6 (511 1022 2044 2041 2035 2023 1999 1951 1855 1663 1279) 
687 6 (687 1374 701 1402 757 1514 981 1962 1877 1707 1367) 
727 6 (727 1454 861 1722 1397 747 1494 941 1882 1717 1387) 
731 6 (731 1462 877 1754 1461 875 1750 1453 859 1718 1389) 
735 6 (735 1470 893 1786 1525 1003 2006 1965 1883 1719 1391) 
751 6 (751 1502 957 1914 1781 1515 983 1966 1885 1723 1399) 
763 6 (763 1526 1005 2010 1973 1899 1751 1455 863 1726 1405) 
767 6 (767 1534 1021 2042 2037 2027 2007 1967 1887 1727 1407) 
879 6 (879 1758 1469 891 1782 1517 987 1974 1901 1755 1463) 
887 6 (887 1774 1501 955 1910 1773 1499 951 1902 1757 1467) 
959 6 (959 1918 1789 1531 1015 2030 2013 1979 1911 1775 1503) 
991 6 (991 1982 1917 1787 1527 1007 2014 1981 1915 1783 1519) 
19 8 (19 38 76 152 304 608 1216 385 770 1540 1033) 
25 8 (25 50 100 200 400 800 1600 1153 259 518 1036) 
27 8 (27 54 108 216 432 864 1728 1409 771 1542 1037) 
39 8 (39 78 156 312 624 1248 449 898 1796 1545 1043) 
41 8 (41 82 164 328 656 1312 577 1154 261 522 1044) 
45 8 (45 90 180 360 720 1440 833 1666 1285 523 1046) 
61 8 (61 122 244 488 976 1952 1857 1667 1287 527 1054) 
77 8 (77 154 308 616 1232 417 834 1668 1289 531 1062) 
87 8 (87 174 348 696 1392 737 1474 901 1802 1557 1067) 
91 8 (91 182 364 728 1456 865 1730 1413 779 1558 1069) 
105 8 (105 210 420 840 1680 1313 579 1158 269 538 1076) 
119 8 (119 238 476 952 1904 1761 1475 903 1806 1565 1083) 
123 8 (123 246 492 984 1968 1889 1731 1415 783 1566 1085) 
141 8 (141 282 564 1128 209 418 836 1672 1297 547 1094) 
147 8 (147 294 588 1176 305 610 1220 393 786 1572 1097) 
163 8 (163 326 652 1304 561 1122 197 394 788 1576 1105) 
165 8 (165 330 660 1320 593 1186 325 650 1300 553 1106) 
175 8 (175 350 700 1400 753 1506 965 1930 1813 1579 1111) 
199 8 (199 398 796 1592 1137 227 454 908 1816 1585 1123) 
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Table A.6 (Continued) 
Fg" d  A/ Cyclotomic Cosets References 
F2n 211 8 (211 422 844 1688 1329 611 1222 397 794 1588 1129) 
233 8 (233 466 932 1864 1681 1315 583 1166 285 570 1140) 
235 8 (235 470 940 1880 1713 1379 711 1422 797 1594 1141) 
237 8 (237 474 948 1896 1745 1443 839 1678 1309 571 1142) 
239 8 (239 478 956 1912 1777 1507 967 1934 1821 1595 1143) 
349 8 (349 698 1396 745 1490 933 1866 1685 1323 599 1198) 
363 8 (363 726 1452 857 1714 1381 715 1430 813 1626 1205) 
415 8 (415 830 1660 1273 499 998 1996 1945 1843 1639 1231) 
429 8 (429 858 1716 1385 723 1446 845 1690 1333 619 1238) 
431 8 (431 862 1724 1401 755 1510 973 1946 1845 1643 1239) 
439 8 (439 878 1756 1465 883 1766 1485 923 1846 1645 1243) 
501 8 (501 1002 2004 1961 1875 1703 1359 671 1342 637 1274) 
503 8 (503 1006 2012 1977 1907 1767 1487 927 1854 1661 1275) 
699 8 (699 1398 749 1498 949 1898 1749 1451 855 1710 1373) 
895 8 (895 1790 1533 1019 2038 2029 2011 1975 1903 1759 1471) 
59 10 (59 118 236 472 944 1888 1729 1411 775 1550 1053) 
93 10 (93 186 372 744 1488 929 1858 1669 1291 535 1070) 
169 10 (169 338 676 1352 657 1314 581 1162 277 554 1108) 
243 10 (243 486 972 1944 1841 1635 1223 399 798 1596 1145) 
303 10 (303 606 1212 377 754 1508 969 1938 1829 1611 1175) 
509 10 (509 1018 2036 2025 2003 1959 1871 1695 1343 639 1278) 
245 16 (245 490 980 i960 1873 1699 1351 655 1310 573 1146) 
447 16 (447 894 1788 1529 1011 2022 1997 1947 1847 1647 1247) 
23 22 (23 46 92 184 368 736 1472 897 1794 1541 1035) 
69 22 (69 138 276 552 1104 161 322 644 1288 529 1058) 
115 22 (115 230 460 920 1840 1633 1219 391 782 1564 1081) 
207 22 (207 414 828 1656 1265 483 966 1932 1817 1587 1127) 
253 22 (253 506 1012 2024 2001 1955 1863 1679 1311 575 1150) 
299 22 (299 598 1196 345 690 1380 713 1426 805 1610 1173) 
437 22 (437 874 1748 1449 851 1702 1357 667 1334 621 1242) 
759 22 (759 1518 989 1978 1909 1771 1495 943 1886 1725 1403) 
89 88 (89 178 356 712 1424 801 1602 1157 267 534 1068) 
445 88 (445 890 1780 1513 979 1958 1869 1691 1335 623 1246) 
1 2048 (1 2 4 8 16 32 64 128 256 512 1024) 
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Table A.7 Maximum number of solutions to f ( x  + o) + f ( x )  =  b  for power 
functions, xd, over the field F2i2 
F2n d  A f  Cyclotomic Cosets References 
F212 3 2 (3 6 12 24 48 96 192 384 768 1536) Gold 
33 2 (33 66 132 264 528 1056 2112 129 258 516 1032 2064) Gold 
159 2 (159 318 636 1272 2544 993 1986 3972 3849 3603 3111 2127) Kasami 
5 4 (5 10 20 40 80 160 320 640 1280 2560 1025 2050) 
73 4 (73 146 292 584 1168 2336 577 1154 2308 521 1042 2084) 
731 4 (731 1462 2924 1753 3506 2917 1739 3478 2861 1627 3254 2413) 
2047 4 (2047 4094 4093 4091 4087 4079 4063 4031 3967 3839 3583 3071) 
7 6 (7 14 28 56 112 224 448 896 1792 3584 3073 2051) 
145 6 (145 290 580 1160 2320 545 1090 2180 265 530 1060 2120) 
187 6 (187 374 748 1496 2992 1889 3778 3461 2827 1559 3118 2141) 
327 6 (327 654 1308 2616 1137 2274 453 906 1812 3624 3153 2211) 
341 6 (341 682 1364 2728 1361 2722 1349 2698 1301 2602 1109 2218) 
343 6 (343 686 1372 2744 1393 2786 1477 2954 1813 3626 3157 2219) 
363 6 (363 726 1452 2904 1713 3426 2757 1419 2838 1581 3162 2229) 
425 6 (425 850 1700 3400 2705 1315 2630 1165 2330 565 1130 2260) 
447 6 (447 894 1788 3576 3057 2019 4038 3981 3867 3639 3183 2271) 
489 6 (489 978 1956 3912 3729 3363 2631 1167 2334 573 1146 2292) 
699 6 (699 1398 2796 1497 2994 1893 3786 3477 2859 1623 3246 2397) 
749 6 (749 1498 2996 1897 3794 3493 2891 1687 3374 2653 1211 2422) 
763 6 (763 1526 3052 2009 4018 3941 3787 3479 2863 1631 3262 2429) 
847 6 (847 1694 3388 2681 1267 2534 973 1946 3892 3689 3283 2471) 
853 6 (853 1706 3412 2729 1363 2726 1357 2714 1333 2666 1237 2474) 
943 6 (943 1886 3772 3449 2803 1511 3022 1949 3898 3701 3307 2519) 
957 6 (957 1914 3828 3561 3027 1959 3918 3741 3387 2679 1263 2526) 
959 6 (959 1918 3836 3577 3059 2023 4046 3997 3899 3703 3311 2527) 
1371 6 (1371 2742 1389 2778 1461 2922 1749 3498 2901 1707 3414 2733) 
9 8 (9 18 36 72 144 288 576 1152 2304 513 1026 2052) 
51 8 (51 102 204 408 816 1632 3264 2433 771 1542 3084 2073) 
55 8 (55 110 220 440 880 1760 3520 2945 1795 3590 3085 2075) 
87 8 (87 174 348 696 1392 2784 1473 2946 1797 3594 3093 2091) 
93 8 (93 186 372 744 1488 2976 1857 3714 3333 2571 1047 2094) 
97 8 (97 194 388 776 1552 3104 2113 131 262 524 1048 2096) 
141 8 (141 282 564 1128 2256 417 834 1668 3336 2577 1059 2118) 
177 8 (177 354 708 1416 2832 1569 3138 2181 267 534 1068 2136) 
207 8 (207 414 828 1656 3312 2529 963 1926 3852 3609 3123 2151) 
209 8 (209 418 836 1672 3344 2593 1091 2182 269 538 1076 2152) 
213 8 (213 426 852 1704 3408 2721 1347 2694 1293 2586 1077 2154) 
217 8 (217 434 868 1736 3472 2849 1603 3206 2317 539 1078 2156) 
237 8 (237 474 948 1896 3792 3489 2883 1671 3342 2589 1083 2166) 
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Table A.7 (Continued) 
F21 d  A/ Cyclotomic Cosets References 
F212 249 8 (249 498 996 1992 3984 3873 3651 3207 2319 543 1086 2172) 
251 8 (251 502 1004 2008 4016 3937 3779 3463 2831 1567 3134 2173) 
303 8 (303 606 1212 2424 753 1506 3012 1929 3858 3621 3147 2199) 
311 8 (311 622 1244 2488 881 1762 33524 2953 1811 3622 3149 2203) 
329 8 (329 658 1316 2632 1169 2338 581 1162 2324 553 1106 2212) 
333 8 (333 666 1332 2664 1233 2466 837 1674 3348 2601 1107 2214) 
335 8 (335 670 1340 2680 1265 2530 965 1930 3860 3625 3155 2215) 
339 8 (339 678 1356 2712 1329 2658 1221 2442 789 1578 3156 2217) 
381 8 (381 762 1524 3048 2001 4002 3909 3723 3351 2607 1119 2238) 
427 8 (427 854 1708 3416 2737 1379 2758 1421 2842 1589 3178 2261) 
477 8 (477 954 1908 3816 3537 2979 1863 3726 3357 2619 1143 2286) 
591 8 (591 1182 2364 633 1266 2532 969 1938 3876 3657 3219 2343) 
597 8 (597 1194 2388 681 1362 2724 1353 2706 1317 2634 1173 2346) 
603 8 (603 1206 2412 729 1458 2916 1737 3474 2853 1611 3222 2349) 
671 8 (671 1342 2684 1273 2546 997 1994 3988 3881 3667 3239 2383) 
719 8 (719 1438 2876 1657 3314 2533 971 1942 3884 3673 3251 2407) 
723 8 (723 1446 2892 1689 3378 2661 1227 2454 813 1626 3252 2409) 
727 8 (727 1454 2908 1721 3442 2789 1483 2966 1837 3674 3253 2411) 
755 8 (755 1510 3020 1945 3890 3685 3275 2455 815 1630 3260 2425) 
759 8 (759 1518 3036 1977 3954 3813 3531 2967 1839 3678 3261 2427) 
879 8 (879 1758 3516 2937 1779 3558 3021 1947 3894 3693 3291 2487) 
891 8 (891 1782 3564 3033 1971 3942 3789 3483 2871 1647 3294 2493) 
895 8 (895 1790 3580 3065 2035 4070 4045 3995 3895 3695 3295 2495) 
981 8 (981 1962 3924 3753 3411 2727 1359 2718 1341 2682 1269 2538) 
1023 8 (1023 2046 4092 4089 4083 4071 4047 3999 3903 3711 3327 2559) 
1467 8 (1467 2934 1773 3546 2997 1899 3798 3501 2907 1719 3438 2781) 
1527 8 (1527 3054 2013 4026 3957 3819 3543 2991 1887 3774 3453 2811) 
1783 8 (1783 3566 3037 1979 3958 3821 3547 2999 1903 3806 3517 2939) 
1983 8 (1983 3966 3837 3579 3063 2031 4062 4029 3963 3831 3567 3039) 
11 10 (11 22 44 88 176 352 704 1408 2816 1537 3074 2053) 
37 10 (37 74 148 296 592 1184 2368 641 1282 2564 1033 2066) 
43 10 (43 86 172 344 688 1376 2752 1409 2818 1541 3082 2069) 
59 10 (59 118 236 472 944 1888 3776 3457 2819 1543 3086 2077) 
69 10 (69 138 276 552 1104 2208 321 642 1284 2568 1041 2082) 
81 10 (81 162 324 648 1296 2592 1089 2178 261 522 1044 2088) 
85 10 (85 170 340 680 1360 2720 1345 2690 1285 2570 1045 2090) 
99 10 (99 198 396 792 1584 3168 2241 387 774 1548 3096 2097) 
119 10 (119 238 476 952 1904 3808 3521 2947 1799 3598 3101 2107) 
123 10 (123 246 492 984 1968 3936 3777 3459 2823 1551 3102 2109) 
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Table A.7 (Continued) 
Fg" d  A/ Cyclotomic Cosets References 
F212 133 10 (133 266 532 1064 2128 161 322 644 1288 2576 1057 2114) 
149 10 (149 298 596 1192 2384 673 1346 2692 1289 2578 1061 2122) 
155 10 (155 310 620 1240 2480 865 1730 3460 2825 1555 3110 2125) 
157 10 (157 314 628 1256 2512 929 1858 3716 3337 2579 1063 2126) 
163 10 (163 326 652 1304 2608 1121 2242 389 778 1556 3112 2129) 
179 10 (179 358 716 1432 2864 1633 3266 2437 779 1558 3116 2137) 
183 10 (183 366 732 1464 2928 1761 3522 2949 1803 3606 3117 2139) 
201 10 (201 402 804 1608 3216 2337 579 1158 2316 537 1074 2148) 
283 10 (283 566 1132 2264 433 866 1732 3464 2833 1571 3142 2189) 
291 10 (291 582 1164 2328 561 1122 2244 393 786 1572 3144 2193) 
295 10 (295 590 1180 2360 625 1250 2500 905 1810 3620 3145 2495) 
307 10 (307 614 1228 2456 817 1634 3268 2441 787 1574 3148 2201) 
309 10 (309 618 1236 2472 849 1698 3396 2697 1299 2598 1101 2202) 
313 10 (313 626 1252 2504 913 1826 3652 3209 2323 551 1102 2204) 
359 10 (359 718 1436 2872 1649 3298 2501 907 1814 3628 3161 2227) 
365 10 (365 730 1460 2920 1745 3490 2885 1675 3350 2605 1115 2230) 
371 10 (371 742 1484 2968 1841 3682 3269 2443 791 1582 3164 2233) 
373 10 (373 746 1492 2984 1873 3746 3397 2699 1303 2606 1117 2234) 
431 10 (431 862 1724 3448 2801 1507 3014 1933 3866 3637 33179 2263) 
485 10 (485 970 1940 3880 3665 3235 2375 655 1310 2620 1145 2290) 
491 10 (491 982 1964 3928 3761 3427 2759 1423 2846 1597 3194 2293) 
613 10 (613 1226 2452 809 1618 3236 2377 659 1318 2636 1177 2354) 
629 10 (629 1258 2516 937 1874 3748 3401 2707 1319 2638 1181 2362) 
667 10 (667 1334 2668 1241 2482 869 1738 3476 2857 1619 3238 2381) 
717 10 (717 1434 2868 1641 3282 2469 843 1686 3372 2649 1203 2406) 
831 10 (831 1662 3324 2553 1011 2022 4044 3993 3891 3687 3279 2463) 
877 10 (877 1754 3508 2921 1747 3494 2893 1691 3382 2669 1243 2486) 
925 10 (925 1850 3700 3305 2515 935 1870 3740 3385 2675 1255 2510) 
941 10 (941 1882 3764 3433 2771 1447 2894 1693 3386 2677 1259 2518) 
955 10 (955 1910 3820 3545 2995 1895 3790 3485 2875 1655 3310 2525) 
1003 10 (1003 2006 4012 3929 3763 3431 2767 1439 2878 1661 3322 2549) 
1019 10 (1019 2038 4076 4057 4019 3943 3791 3487 2879 1663 3326 2557) 
1499 10 (1499 2998 1901 3802 3509 2923 1751 3502 2909 1723 3446 2797) 
1535 10 (1535 3070 2045 4090 4085 4075 4055 4015 3935 3775 3455 2815) 
13 12 (13 26 52 104 208 416 832 1664 3328 2561 1027 2054) 
27 12 (27 54 108 216 432 864 1728 3456 2817 1539 3078 2061) 
101 12 (101 202 404 808 1616 3232 2369 643 1286 2572 1049 2098) 
111 12 (111 222 444 888 1776 3552 3009 1923 3846 3597 3099 2103) 
115 12 (115 230 460 920 1840 3680 3265 2435 775 1550 3100 2105) 
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Table A.7 (Continued) 
Fg» d  A/ Cyclotornic Cosets References 
F%12 153 12 (153 306 612 1224 2448 801 1602 3204 2313 531 1062 2124) 
171 12 (171 342 684 1368 2736 1377 2754 1413 2826 1557 3114 2133) 
215 12 (215 430 860 1720 3440 2785 1475 2950 1805 3610 3125 2155) 
223 12 (223 446 892 1784 3568 3041 1987 3974 3853 3611 3127 2159) 
247 12 (247 494 988 1976 3952 3809 3523 2951 1807 3614 3133 2171) 
279 12 (279 558 1116 2232 369 738 1476 2952 1809 3618 3141 2187) 
297 12 (297 594 1188 2376 657 1314 2628 1161 2322 549 1098 2196) 
299 12 (299 598 1196 2392 689 1378 2756 1417 2834 1573 3146 2197) 
367 12 (367 734 1468 2936 1777 3554 3013 1931 3862 3629 3163 2231) 
403 12 (403 806 1612 3224 2353 611 1222 2444 793 1586 3172 2249) 
423 12 (423 846 1692 3384 2673 1251 2502 909 1818 3636 3177 2259) 
461 12 (461 922 1844 3688 3281 2467 839 1678 3356 2617 1139 2278) 
479 12 (479 958 1916 3832 3569 3043 1991 3982 3869 3643 3191 2287) 
493 12 (493 986 1972 3944 3793 3491 2887 1679 3358 2621 1147 2294) 
607 12 (607 1241 2428 761 1522 3044 1993 3986 3877 3659 3223 2351) 
621 12 (621 1242 2484 873 1746 3492 2889 1683 3366 2637 1179 2358) 
627 12 (627 1254 2508 921 1842 3684 3273 2451 807 1614 3228 2361) 
635 12 (635 1270 2540 985 1970 3940 3785 3475 2855 1615 3230 2365) 
703 12 (703 1406 2812 1529 3058 2021 4042 3989 3883 3671 3247 2399) 
747 12 (747 1494 2988 1881 3762 3429 2763 1431 2862 1629 3258 2421) 
927 12 (927 1854 3708 3321 2547 999 1998 3996 3897 3699 3303 2511) 
1375 12 (1375 2750 1405 2810 1525 3050 2005 4010 3925 3755 3415 2735) 
1391 12 (1391 2782 1469 2938 1781 3562 3029 1963 3926 3757 3419 2743) 
1503 12 (1503 3006 1917 3834 3573 3051 2007 4014 3933 3771 3447 2799) 
1791 12 (1791 3582 3069 2043 4086 4077 4059 4023 3951 3807 3519 2943) 
15 14 (15 30 60 120 240 480 960 1920 3840 3585 3075 2055) 
75 14 (75 150 300 600 1200 2400 705 1410 2820 1545 3090 2085) 
89 14 (89 178 356 712 1424 2848 1601 3202 2309 523 1046 2092) 
125 14 (125 250 500 1000 2000 4000 3905 3715 3335 2575 1055 2110) 
165 14 (165 330 660 1320 2640 1185 2370 645 1290 2580 1065 2130) 
243 14 (243 486 972 1944 3888 3681 3267 2439 783 1566 3132 2169) 
255 14 (255 510 1020 2040 4080 4065 4035 3975 3855 3615 3135 2175) 
285 14 (285 570 1140 2280 465 930 1860 3720 3345 2595 1095 2190) 
345 14 (345 690 1380 2760 1425 2850 1605 3210 2325 555 1110 2220) 
375 14 (375 750 1500 3000 1905 3810 3525 2955 1815 3630 3165 2235) 
415 14 (415 830 1660 3320 2545 995 1990 3980 3865 3635 3175 2255) 
435 14 (435 870 1740 3480 2865 1635 3270 2445 795 1590 3180 2265) 
501 14 (501 1002 2004 4008 3921 3747 3399 2703 1311 2622 1149 2298) 
509 14 (509 1018 2036 4072 4049 4003 3911 3727 3359 2623 1151 2302) 
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Table A.7 (Continued) 
®*2n d  A/ Cyclotomic Cosets References 
F212 615 14 (615 1230 2460 825 1650 3300 2505 915 1830 3660 3225 2355) 
669 14 (669 1338 2676 1257 2514 933 1866 3732 3369 2643 1191 2382) 
687 14 (687 1374 2748 1401 2802 1509 3018 1941 3882 3669 3243 2391) 
885 14 (885 1770 3540 2985 1875 3750 3405 2715 1335 2670 1245 2490) 
951 14 (951 1902 3804 3513 2931 1767 3534 2973 1851 3702 3309 2523) 
1005 14 (1005 2010 4020 3945 3795 3495 2895 1695 3390 2685 1275 2550) 
1455 14 (1455 2910 1725 3450 2805 1515 3030 1965 3930 3765 3435 2775) 
17 16 (17 34 68 136 272 544 1088 2176 257 514 1028 2056) 
19 16 (19 38 76 152 304 608 1216 2432 769 1538 3076 2057) 
25 16 (25 50 100 200 400 800 1600 3200 2305 515 1030 2060) 
31 16 (31 62 124 248 496 992 1984 3968 3841 3587 3079 2063) 
47 16 (47 94 188 376 752 1504 3008 1921 3842 3589 3083 2071) 
49 16 (49 98 196 392 784 1568 3136 2177 259 518 1036 2072) 
61 16 (61 122 244 488 976 1952 3904 3713 3331 2567 1039 2078) 
77 16 (77 154 308 616 1232 2464 833 1666 3332 2569 1043 2086) 
83 16 (83 166 332 664 1328 2656 1217 2434 773 1546 3092 2089) 
139 16 (139 278 556 1112 2224 353 706 1412 2824 1553 3106 2117) 
143 16 (143 286 572 1144 2288 481 962 1924 3848 3601 3107 2119) 
167 16 (167 334 668 1336 2672 1249 2498 901 1802 3604 3113 2131) 
173 16 (173 346 692 1384 2768 1441 2882 1669 3338 2581 1067 2134) 
181 16 (181 362 724 1448 2896 1697 3394 2693 1291 2582 1069 2138) 
199 16 (199 398 796 1592 3184 2273 451 902 1804 3608 3121 2147) 
203 16 (203 406 812 1624 3248 2401 707 1414 2828 1561 3122 2149) 
227 16 (227 454 908 1816 3632 3169 2243 391 782 1564 3128 2161) 
229 16 (229 458 916 1832 3664 3233 2371 647 1294 2588 1081 2162) 
241 16 (241 482 964 1928 3856 3617 3139 2183 271 542 1084 2168) 
287 16 (287 574 1148 2296 497 994 1988 3976 3857 3619 3143 2191) 
301 16 (301 602 1204 2408 721 1442 2884 1673 3346 2597 1099 2198) 
349 16 (349 698 1396 2792 1489 2978 1861 3722 3349 2603 1111 2222) 
355 16 (355 710 1420 2840 1585 3170 2245 395 790 1580 3160 2225) 
377 16 (377 754 1508 3016 1937 3874 3653 3211 2327 559 1118 2236) 
383 16 (383 766 1532 3064 2033 4066 4037 3979 3863 3631 3167 2239) 
409 16 (409 818 1636 3272 2449 803 1606 3212 2329 563 1126 2252) 
413 16 (413 826 1652 3304 2513 931 1862 3724 3353 2611 1127 2254) 
437 16 (437 874 1748 3496 2897 1699 3398 2701 1307 2614 1133 2266) 
467 16 (467 934 1868 3736 3377 2659 1223 2446 797 1594 3188 2281) 
475 16 (475 950 1900 3800 3505 2915 1735 3470 2845 1595 3190 2285) 
503 16 (503 1006 2012 4024 3953 3811 3527 2959 1823 3646 3197 2299) 
511 16 (511 1022 2044 4088 4081 4067 4039 3983 3871 3647 3199 2303) 
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Table A.7 (Continued) 
Fyt d  A; Cyclotomic Cosets References 
F212 619 16 (619 1238 2476 857 1714 3428 2761 1427 2854 1613 3226 2357) 
623 16 (623 1246 2492 889 1778 3556 3017 1939 3878 3661 3227 2359) 
661 16 (661 1322 2644 1193 2386 677 1354 2708 1321 2642 1189 2378) 
679 16 (679 1358 2716 1337 2674 1253 2506 917 1834 3668 3241 2387) 
691 16 (691 1382 2764 1433 2866 1637 3274 2453 811 1622 3244 2393) 
829 16 (829 1658 3316 2537 979 1958 3916 3737 3379 2663 1231 2462) 
859 16 (859 1718 3436 2777 1459 2918 1741 3482 2869 1643 3286 2477) 
871 16 (871 1742 3484 2873 1651 3302 2509 923 1846 3692 3289 2483) 
887 16 (887 1774 3548 3001 1907 3814 3533 2971 1847 3694 3293 2491) 
983 16 (983 1966 3932 3769 3443 2791 1487 2974 1853 3706 3317 2539) 
1007 16 (1007 2014 4028 3961 3827 3559 3023 1951 3902 3709 3323 2551) 
1013 16 (1013 2026 4052 4009 3923 3751 3407 2719 1343 2686 1277 2554) 
1021 16 (1021 2042 4084 4073 4051 4007 3919 3743 3391 2687 1279 2558) 
1399 16 (1399 2798 1501 3002 1909 3818 3541 2987 1879 3758 3421 2747) 
1403 16 (1403 2806 1517 3034 1973 3946 3797 3499 2903 1711 3422 2749) 
1519 16 (1519 3038 1981 3962 3829 3563 3031 1967 3934 3773 3451 2807) 
1531 16 (1531 3062 2029 4058 4021 3947 3799 3503 2911 1727 3454 2813) 
639 18 (639 1278 2556 1017 2034 4068 4041 3987 3879 3663 3231 2367) 
685 18 (685 1370 2740 1385 2770 1445 2890 1685 3370 2645 1195 2390) 
21 20 (21 42 84 168 336 672 1344 2688 1281 2562 1029 2058) 
29 20 (29 58 116 232 464 928 1856 3712 3329 2563 1031 2062) 
147 20 (147 294 588 1176 2352 609 1218 2436 777 1554 3108 2121) 
231 20 (231 462 924 1848 3696 3297 2499 903 1806 3612 3129 2163) 
357 20 (357 714 1428 2856 1617 3234 2373 651 1302 2604 1113 2226) 
399 20 (399 798 1596 3192 2289 483 966 1932 3864 3633 3171 2247) 
861 20 (861 1722 3444 2793 1491 2982 1869 3738 3381 2667 1239 2478) 
987 20 (987 1974 3948 3801 3507 2919 1743 3486 2877 1659 3318 2541) 
989 20 (989 1978 3956 3817 3539 2983 1871 3742 3389 2683 1271 2542) 
1407 20 (1407 2814 1533 3066 2037 4074 4053 4011 3927 3759 3423 2751) 
23 22 (23 46 92 184 368 736 1472 2944 1793 3586 3077 2059) 
53 22 (53 106 212 424 848 1696 3392 2689 1283 2566 1037 2074) 
107 22 (107 214 428 856 1712 3424 2753 1411 2822 1549 3098 2101) 
109 22 (109 218 436 872 1744 3488 2881 1667 3334 2573 1051 2102) 
113 22 (113 226 452 904 1808 3616 3137 2179 263 526 1052 2104) 
121 22 (121 242 484 968 1936 3872 3649 3203 2311 527 1054 2108) 
151 22 (151 302 604 1208 2416 737 1474 2948 1801 3602 3109 2123) 
169 22 (169 338 676 1352 2704 1313 2626 1157 2314 533 1066 2132) 
211 22 (211 422 844 1688 3376 2657 1219 2438 781 1562 3124 2153) 
233 22 (233 466 932 1864 3728 3361 2627 1159 2318 541 1082 2164) 
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Table A.7 (Continued) 
Fg" d  A F Cyclotomic Cosets References 
F212 361 22 (361 722 1444 2888 1681 3362 2629 1163 2326 557 1114 2228) 
407 22 (407 814 1628 3256 2417 739 1478 2956 1817 3634 3173 2251) 
421 22 (421 842 1684 3368 2641 1187 2374 653 1306 2612 1129 2258) 
743 22 (743 1486 2972 1849 3698 3301 2507 919 1838 3676 3257 2419) 
767 22 (767 1534 3068 2041 4082 4069 4043 3991 3887 3679 3263 2431) 
863 22 (863 1726 3452 2809 1523 3046 1997 3994 3893 3691 3287 2479) 
893 22 (893 1786 3572 3049 2003 4006 3917 3739 3383 2671 1247 2494) 
991 22 (991 1982 3964 3833 3571 3047 1999 3998 3901 3707 3319 2543) 
35 34 (35 70 140 280 560 1120 2240 385 770 1540 3080 2065) 
175 34 (175 350 700 1400 2800 1505 3010 1925 3850 3605 3115 2135) 
239 34 (239 478 956 1912 3824 3553 3011 1927 3854 3613 3131 2167) 
245 34 (245 490 980 1960 3920 3745 3395 2695 1295 2590 1085 2170) 
275 34 (275 550 1100 2200 305 610 1220 2440 785 1570 3140 2185) 
277 34 (277 554 1108 2216 337 674 1348 2696 1297 2594 1093 2186) 
281 34 (281 562 1124 2248 401 802 1604 3208 2321 547 1094 2188) 
595 34 (595 1190 2380 665 1330 2660 1225 2450 805 1610 3220 2345) 
875 34 (875 1750 3500 2905 1715 3430 2765 1435 2870 1645 3290 2485) 
1015 34 (1015 2030 4060 4025 3955 3815 3535 2975 1855 3710 3325 2555) 
1775 34 (1775 3550 3005 1915 3830 3565 3035 1975 3950 3805 3515 2935) 
1919 34 (1919 3838 3581 3067 2039 4078 4061 4027 3959 3823 3551 3007) 
39 38 (39 78 156 312 624 1248 2496 897 1794 3588 3081 2067) 
411 38 (411 822 1644 3288 2481 867 1734 3468 2841 1587 3174 2253) 
429 38 (429 858 1716 3432 2769 1443 2886 1677 3354 2613 1131 2262) 
507 38 (507 1014 2028 4056 4017 3939 3783 3471 2847 1599 3198 2301) 
663 38 (663 1326 2652 1209 2418 741 1482 2964 1833 3666 3237 2379) 
41 40 (41 82 164 328 656 1312 2624 1153 2306 517 1034 2068) 
103 40 (103 206 412 824 1648 3296 2497 899 1798 3596 3097 2099) 
185 40 (185 370 740 1480 2960 1825 3650 3205 2315 535 1070 2140) 
397 40 (397 794 1588 3176 2257 419 838 1676 3352 2609 1123 2246) 
605 40 (605 1210 2420 745 1490 2980 1865 3730 3365 2635 1175 2350) 
733 40 (733 1466 2932 1759 3538 2981 1867 3734 3373 2651 1207 2114) 
45 44 (45 90 180 360 720 1440 2880 1665 3330 2565 1035 2070) 
135 44 (135 270 540 1080 2160 225 450 900 1800 3600 3105 2115) 
219 44 (219 438 876 1752 3504 2913 1731 3462 2829 1563 3126 2157) 
405 44 (405 810 1620 3240 2385 675 1350 2700 1305 2610 1125 2250) 
495 44 (495 990 1980 3960 3825 3555 3015 1935 3870 3645 3195 2295) 
765 44 (765 1530 3060 2025 4050 4005 3915 3735 3375 2655 1215 2430) 
855 44 (855 1710 3420 2745 1395 2790 1485 2970 1845 3690 3285 2475) 
939 44 (939 1878 3756 3417 2739 1383 2766 1437 2874 1653 3306 2517) 
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Table A.7 (Continued) 
Fg" d  A/ Cyclotomic Cosets References 
F212 137 46 (137 274 548 1096 2192 289 578 1156 2312 529 1058 2116) 
235 46 (235 470 940 1880 3760 3425 2755 1415 2830 1565 3130 2165) 
751 46 (751 1502 3004 1913 3826 3557 3019 1943 3886 3677 3259 2423) 
57 56 (57 114 228 456 912 1824 3648 3201 2307 519 1038 2076) 
459 56 (459 918 1836 3672 3249 2403 711 1422 2844 1593 3186 2277) 
471 56 (471 942 1884 3768 3441 2787 1479 2958 1821 3642 3189 2283) 
499 58 (499 998 1996 3992 3889 3683 33271 2447 799 1598 3196 2297) 
1471 58 (1471 2942 1789 3578 3061 2027 4054 4013 3931 3767 3439 2783) 
63 62 (63 126 252 504 1008 2016 4032 3969 3843 3591 3087 2079) 
189 62 (189 378 756 1512 3024 1953 3906 3717 3339 2583 1071 2142) 
441 62 (441 882 1764 3528 2961 1827 3654 3213 2331 567 1134 2268) 
463 62 (463 926 1852 3704 3313 2531 967 1934 3868 3641 3187 2279) 
487 62 (487 974 1948 3896 3697 3299 2503 911 1822 3644 3193 2291) 
693 62 (693 1386 2772 1449 2898 1701 33402 2709 1323 2646 1197 2394) 
65 64 (65 130 260 520 1040 2080) 
67 64 (67 134 268 536 1072 2144 193 386 772 1544 3088 2081) 
71 64 (71 142 284 568 1136 2272 449 898 1795 3592 3089 2083) 
95 64 (95 190 380 760 1520 3040 1985 3970 3845 3595 3095 2095) 
127 64 (127 254 508 1016 2032 4064 4033 3971 3847 3599 3103 2111) 
191 64 (191 382 764 1528 3056 2017 4034 3973 3851 3607 3119 2143) 
195 64 (195 390 780 1560 3120 2145) 
221 64 (221 442 884 1768 3536 2977 1859 3718 3341 2587 1079 2158) 
253 64 (253 506 1012 2024 4048 4001 3907 3719 3343 2591 1087 2174) 
445 64 (445 890 1780 3560 3025 1955 3910 3725 3355 2615 1135 2270) 
457 64 (457 914 1828 3656 3217 2339 583 1166 2332 569 1138 2276) 
505 64 (505 1010 2020 4040 3985 3875 3655 3215 2335 575 1150 2300) 
599 64 (599 1198 2396 697 1394 2788 1481 2962 1829 3658 3221 2347) 
695 64 (695 1390 2780 1465 2930 1765 3530 2965 1835 3670 3245 2395) 
701 64 (701 1402 2804 1513 3026 1957 3914 3733 3371 2647 1199 2398) 
725 64 (725 1450 2900 1705 3410 2725 1355 2710 1325 2650 1205 2410) 
757 64 (757 1514 3028 1961 3922 3749 3403 2711 1327 2654 1213 2426) 
1387 64 (1387 2774 1453 2906 1717 3434 2773 1451 2902 1709 3418 2741) 
79 76 (79 158 316 632 1264 2528 961 1922 3844 3593 3091 2087) 
197 76 (197 394 788 1576 3152 2209 323 646 1292 2584 1073 2146) 
317 76 (317 634 1268 2536 977 1954 3908 3721 3347 2599 1103 2206) 
319 76 (319 638 1276 2552 1009 2018 4036 3977 3859 3623 3151 2207) 
331 76 (331 662 1324 2648 1201 2402 709 1418 2836 1577 3154 2213) 
347 76 (347 694 1388 2776 1457 2914 1733 3466 2837 1579 3158 2221) 
379 76 (379 758 1516 3032 1969 3938 3781 3467 2839 1583 3166 2237) 
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Table A.7 (Continued) 
F2n d  A/ Cyclotomic Cosets References 
F212 443 76 (443 886 1772 3544 2993 1891 3782 3469 2843 1591 3182 2269) 
473 76 (473 946 1892 3784 3473 2851 1607 3214 2333 571 1142 2284) 
631 76 (631 1262 2524 953 1906 3812 3529 2963 1831 3662 3229 2363) 
949 76 (949 1898 3796 3497 2899 1703 3406 2717 1339 2678 1261 2522) 
2015 76 (2015 4030 3965 3835 3575 3055) 
715 82 (715 1430 2860 1625 3250 2405) 
1495 82 (1495 2990 1885 3770 3445 2795) 
845 84 (845 1690 3380 2665 1235 2470) 
293 88 (293 586 1172 2344 593 1186 2372 649 1298 2596 1097 2194) 
325 88 (325 650 1300 2600 1105 2210) 
439 88 (439 878 1756 3512 2929 1763 3526 2957 1819 3638 3181 2267) 
587 88 (587 1174 2348 601 1202 2404 713 1426 2852 1609 2318 2341) 
1463 88 (1463 2926 1757 3514 2933 1771 3542 2989 1883 3766 3437 2779) 
91 90 (91 182 364 728 1456 2912 1729 3458 2821 1547 3094 2093) 
637 90 (637 1274 2548 1001 2002 4004 3913 3731 3367 2639 1183 2366) 
589 94 (589 1178 2356 617 1234 2468 841 1682 3364 2633 1171 2342) 
1759 94 (1759 3518 2941 1787 3574 3053 2011 4022 3949 3803 3511 2927) 
105 104 (105 210 420 840 1680 3360 2625 1155 2310 525 1050 2100) 
735 104 (735 1470 2940 1785 3570 3045 1995 3990 3885 3675 3255 2415) 
117 116 (117 234 468 936 1872 3744 3393 2691 1287 2574 1053 2106) 
351 116 (351 702 1404 2808 1521 3042 1989 3978 3861 3627 3159 2223) 
975 194 (975 1950 3900 3705 3315 2535) 
205 196 (205 410 820 1640 3280 2465 835 1670 3340 2585 1075 2150) 
821 196 (821 1642 3284 2473 851 1702 3404 2713 1331 2662 1229 2458) 
823 196 (823 1646 3292 2489 883 1766 3532 2969 1843 3686 3277 2459) 
827 208 (827 1654 3308 2521 947 1894 3788 3481 2867 1639 3278 2461) 
273 272 (273 546 1092 2184) 
1911 308 (1911 3822 3549 3003) 
315 314 (315 630 1260 2520 945 1890 3780 3465 2835 1575 3150 2205) 
455 454 (455 910 1820 3640 3185 2275) 
1755 602 (1755 3510 2925) 
683 462 (683 1366 2732 1369 2738 1381 2762 1429 2858 1621 3242 2389) 
1367 462 (1367 2734 1373 2746 1397 2794 1493 2986 1877 3754 3413 2731) 
585 584 (585 1170 2340) 
819 818 (819 1638 3276 2457) 
1365 1364 (1365 2730) 
1 4096 (1 2 4 8 16 32 64 128 256 512 1024 2048) 
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Table A.8 Maximum number of solutions to f ( x  + a )  + f ( x )  =  h  for power 
functions, xd, over the field F2ia 
d A/ Cyclotomic Cosets References 
F213 3 2 (3 6 12 24 48 96 192 384 768 1536 3072 6144 4097) Gold 
5 2 (5 10 20 40 80 160 320 640 1280 2560 5120 2049 4098) Gold 
9 2 (9 18 36 72 144 288 576 1152 2304 4608 1025 2050 4100) Gold 
13 2 (13 26 52 104 208 416 832 1664 3328 6656 5121 2051 4102) Kasami 
17 2 (17 34 68 136 272 544 1088 2176 4352 513 1026 2052 4101) Gold 
33 2 (33 66 132 264 528 1056 2112 4224 257 514 1028 2056 4112) Gold 
57 2 (57 114 228 456 912 1824 3648 7296 6401 4611 1031 2062 4124) Kasami 
65 2 (65 130 260 520 1040 2080 4160 129 258 516 1032 2064 4128) Gold 
67 2 (67 134 268 536 1072 2144 4288 385 770 1540 3080 6160 4129) Welch 
71 2 (71 142 284 568 1136 2272 4544 897 1794 3588 7176 6161 4131) Niho 
127 2 (127 254 508 1016 2032 4064 8128 8065 7939 7687 7183 6175 4159) Gold 
171 2 (171 342 684 1368 2736 5472 2753 5506 2821 5642 3093 6186 4181) Kasami 
191 2 (191 382 764 1528 3056 6112 4033 8066 7941 7691 7191 6191 4191) Kasami 
241 2 (241 482 964 1928 3856 7712 7233 6275 4359 527 1054 2108 4216) Kasami 
287 2 (287 574 1148 2296 4592 993 1986 3972 7944 7697 7203 6215 4239) Kasami 
347 2 (347 694 1388 2776 5552 2913 5826 33461 6922 5653 3115 6230 4269) Niho 
367 2 (367 734 1468 2936 5872 3553 7106 6021 3851 7702 7213 6235 4279) Welch 
636 2 (635 1270 2540 5080 1969 3938 7876 7561 6931 5671 3151 6302 4413) Kasami 
723 2 (723 1446 2892 5784 3377 6754 5317 2443 4886 1581 3162 6324 4457) Kasami 
911 2 (911 1822 3644 7288 6385 4579 967 1934 3868 7736 7281 6371 4551) Gold 
1243 2 (1243 2486 4972 1753 3506 7012 5833 3475 6950 5709 3227 6454 4717) Gold 
1245 2 (1245 2490 4980 1769 3538 7076 5961 3731 7462 6733 5275 2359 4718) Kasami 
1453 2 (1453 2906 5812 3433 6866 5541 2891 5782 3373 6746 5301 2411 4822) Gold 
1639 2 (1639 3278 6556 4921 1651 3302 6604 5017 1843 3686 7372 6553 4915) Gold 
1691 2 (1691 3382 6764 5337 2483 4966 1741 3482 6964 5737 3283 6566 4941) Kasami 
2731 2 (2731 5462 2733 5466 2741 5482 2773 5546 2901 5802 3413 6826 5461) Gold 
4095 2 (4095 8190 8189 8187 8183 8175 8159 8127 8063 7935 7679 7167 6143) Field Inverse 
303 4 (303 606 1212 2424 4848 1505 3010 6020 3849 7698 7205 6219 4247) 
947 4 (947 1894 3788 7576 6961 5731 3271 6542 4893 1595 3190 6380 4569) 
7 6 (7 14 28 56 112 224 448 896 1792 3584 7168 6145 4099) 
15 6 (15 30 60 120 240 480 960 1920 3840 7680 7169 6147 4103) 
21 6 (21 42 84 168 336 672 1344 2688 5376 2561 5122 2053 4106) 
23 6 (23 46 92 184 368 736 1472 2944 5888 3585 7170 6149 4107) 
31 6 (31 62 124 248 496 992 1984 3968 7936 7681 7171 6151 4111) 
35 6 (35 70 140 280 560 1120 2240 4480 769 1538 3076 6152 4113) 
53 6 (53 106 212 424 848 1696 3392 6784 5377 2563 5126 2061 4122) 
61 6 (61 122 244 488 976 1952 3904 7808 7425 6659 5127 2063 4126) 
63 6 (63 126 252 504 1008 2016 4032 8064 7937 7683 7175 6159 4127) 
73 6 (73 146 292 584 1168 2336 4672 1153 2306 4612 1033 2066 4132) 
75 6 (75 150 300 600 1200 2400 4800 1409 2818 5636 3081 6162 4133) 
81 6 (81 162 324 648 1296 2592 5184 2177 4354 517 1034 2068 4136) 
87 6 (87 174 348 696 1392 2784 5568 2945 5890 3589 7178 6165 4139) 
93 6 (93 186 372 744 1488 2976 5952 3713 7426 6661 5131 2071 4142) 
101 6 (101 202 404 808 1616 3232 6464 4737 1283 2566 5132 2073 4146) 
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Table A.8 (Continued) 
F2» A/ Cyclotomic Cosets References 
F3» 107 6 (107 214 428 856 1712 3424 6848 5505 2819 5638 3085 6170 4149) 
111 6 (111 222 444 888 1776 3552 7104 6017 3843 7686 7181 6171 4151) 
117 6 (117 234 468 936 1872 3744 7488 6785 5379 2567 5134 2077 4154) 
121 6 (121 242 484 968 1936 3872 7744 7297 6403 4615 1039 2078 4156) 
125 6 (125 250 500 1000 2000 4000 8000 7809 7427 6663 5135 2079 4158) 
131 6 (131 262 524 1048 2096 4192 193 386 772 1544 3088 6176 4161) 
133 6 (133 266 532 1064 2128 4256 321 642 1284 2568 5136 2081 4162) 
137 6 (137 274 548 1096 2192 4384 577 1154 2308 4616 1041 2082 4164) 
147 6 (147 294 588 1176 2352 4704 1217 2434 4868 1545 3090 6180 4169) 
151 6 (151 302 604 1208 2416 4832 1473 2946 5892 3593 7186 6181 4171) 
155 6 (155 310 620 1240 2480 4960 1729 3458 6916 5641 3091 6182 4173) 
163 6 (163 326 652 1304 2608 5216 2241 4482 773 1546 3092 6184 4177) 
167 6 (167 334 668 1336 2672 5344 2497 4994 1797 3594 7188 6185 4179) 
181 6 (181 362 724 1448 2896 5792 3393 6786 5381 2571 5142 2093 4186) 
183 6 (183 366 732 1464 2928 5856 3521 7042 5893 3595 7190 6189 4187) 
185 6 (185 370 740 1480 2960 5920 3649 7298 6405 4619 1047 2094 4188) 
189 6 (189 378 756 1512 3024 6048 3905 7810 7429 6667 5143 2095 4190) 
197 6 (197 394 788 1576 3152 6304 4417 643 1286 2572 5144 2097 4194) 
203 6 (203 406 812 1624 3248 6496 4801 1411 2822 5644 3097 6194 4197) 
205 6 (205 410 820 1640 3280 6560 4929 1667 3334 6668 5145 2099 4198) 
207 6 (207 414 828 1656 3312 6624 5057 1923 3846 7692 7193 6195 4199) 
211 6 (211 422 844 1688 3376 6752 5313 2435 4870 1549 3098 6196 4201) 
217 6 (217 434 868 1736 3472 6944 5697 3203 6406 4621 1051 2102 4204) 
221 6 (221 442 884 1768 3536 7072 5953 3715 7430 6669 5147 2103 4206) 
225 6 (225 450 900 1800 3600 7200 6209 4227 263 526 1052 2104 4208) 
227 6 (227 454 908 1816 3632 7264 6337 4483 775 1550 3100 6200 4209) 
229 6 (229 458 916 1832 3664 7328 6465 4739 1287 2574 5148 2105 4210) 
231 6 (231 462 924 1848 3696 7392 6593 4995 1799 3598 7196 6201 4211) 
233 6 (233 466 932 1864 3728 7456 6721 5251 2311 4622 1053 2106 4212) 
235 6 (235 470 940 1880 3760 7520 6849 5507 2823 5646 3101 6202 4213) 
239 6 (239 478 956 1912 3824 7648 7105 6019 3847 7694 7197 6203 4215) 
243 6 (243 486 972 1944 3888 7776 7361 6531 4871 1551 3102 6204 4217) 
255 6 (255 510 1020 2040 4080 8160 8129 8067 7943 7695 7199 6207 4223) 
269 6 (269 538 1076 2152 4304 417 834 1668 3336 6672 5153 2115 4230) 
271 6 (271 542 1084 2168 4336 481 962 1924 3848 7696 7201 6211 4231) 
273 6 (273 546 1092 2184 4368 545 1090 2180 4360 529 1058 2116 4232) 
275 6 (275 550 1100 2200 4400 609 1218 2436 4872 1553 3106 6212 4233) 
277 6 (277 554 1108 2216 4432 673 1346 2692 5384 2577 5154 2117 4234) 
281 6 (281 562 1124 2248 4496 801 1602 3204 6408 4625 1059 2118 4236) 
285 6 (285 570 1140 2280 4560 929 1858 3716 7432 6673 5155 2119 4238) 
291 6 (291 582 1164 2328 4656 1121 2242 4484 777 1554 3108 6216 4241) 
295 6 (295 590 1180 2360 4720 1249 2498 4996 1801 3602 7204 6217 4243) 
299 6 (299 598 1196 2392 4784 1377 2754 5508 2825 5650 3109 6218 4245) 
301 6 (301 602 1204 2408 4816 1441 2882 5764 3337 6674 5157 2123 4246) 
305 6 (305 610 1220 2440 4880 1569 3138 6276 4361 531 1062 2124 4248) 
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Table A.8 (Continued) 
F2» A/ Cyclotomic Cosets References 
F%i, 307 6 (307 614 1228 2456 4912 1633 3266 6532 4873 1555 3110 6220 4249) 
309 6 (309 618 1236 2472 4944 1697 3394 6788 5385 2579 5158 2125 4250) 
313 6 (313 626 1252 2504 5008 1825 3650 7300 6409 4627 1063 2126 4252) 
327 6 (327 654 1308 2616 5232 2273 4546 901 1802 3604 7208 6225 4259) 
331 6 (331 662 1324 2648 5296 2401 4802 1413 2826 5652 3113 6226 4261) 
335 6 (335 670 1340 2680 5360 2529 5058 1925 3850 7700 7209 6227 4263) 
339 6 (339 678 1356 2712 5424 2657 5314 2437 4874 1557 3114 6228 4265) 
355 6 (355 710 1420 2840 5680 3169 6338 4485 779 1558 3116 6232 4273) 
357 6 (357 714 1428 2856 5712 3233 6466 4741 1291 2582 5164 2137 4274) 
365 6 (365 730 1460 2920 5840 3489 6978 5765 3339 6678 5165 2139 4278) 
369 6 (369 738 1476 2952 5904 3617 7234 6277 4363 535 1070 2140 4280) 
395 6 (395 790 1580 3160 6320 4449 707 1414 2828 5656 3121 6242 4293) 
397 6 (397 794 1588 3176 6352 4513 835 1670 3340 6680 5169 2147 4294) 
401 6 (401 802 1604 3208 6416 4641 1091 2182 4364 537 1074 2148 4296) 
405 6 (405 810 1620 3240 6480 4769 1347 2694 5388 2585 5170 2149 4298) 
421 6 (421 842 1684 3368 6736 5281 2371 4742 1293 2586 5172 2153 4306) 
433 6 (433 866 1732 3464 6928 5665 3139 6278 4365 539 1078 2156 4312) 
439 6 (439 878 1756 3512 7024 5857 3523 7046 5901 3611 7222 6253 4315) 
441 6 (441 882 1764 3528 7056 5921 3651 7302 6413 4635 1079 2158 4316) 
453 6 (453 906 1812 3624 7248 6305 4419 647 1294 2588 5176 2161 4322) 
461 6 (461 922 1844 3688 7376 6561 4931 1671 3342 6684 5177 2163 4326) 
465 6 (465 930 1860 3720 7440 6689 5187 2183 4366 541 1082 2164 4328) 
467 6 (467 934 1868 3736 7472 6753 6315 2439 4878 1565 3130 6260 4329) 
477 6 (477 954 1908 3816 7632 7073 5955 3719 7438 6685 5179 2167 4334) 
491 6 (491 982 1964 3928 7856 7521 6851 5511 2831 5662 3133 6266 4341) 
495 6 (495 990 1980 3960 7920 7649 7107 6023 3855 7710 7229 6267 4343) 
499 6 (499 998 1996 3992 7984 7777 7363 6535 4879 1567 3134 6268 4345) 
501 6 (501 1002 2004 4008 8016 7841 7491 6791 5391 2591 5182 2173 4346) 
503 6 (503 1006 2012 4024 8048 7905 7619 7047 5903 3615 7230 6269 4347) 
505 6 (505 1010 2020 4040 8080 7969 7747 7303 6415 4639 1087 2174 4348) 
509 6 (509 1018 2036 4072 8144 8097 8003 7815 7439 6687 5183 2175 4350) 
511 6 (511 1022 2044 4088 8176 8161 8131 8071 7951 7711 7231 6271 4351) 
547 6 (547 1094 2188 4376 561 1122 2244 4488 785 1570 3140 6280 4369) 
549 6 (549 1098 2196 4392 593 1186 2372 4744 1297 2594 5188 2185 4370) 
553 6 (553 1106 2212 4424 657 1314 2628 5256 2321 4642 1093 2186 4372) 
555 6 (555 1110 2220 4440 689 1378 2756 5512 2833 5666 3141 6282 4373) 
557 6 (557 1114 2228 4456 721 1442 2884 5768 3345 6690 5189 2187 4374) 
567 6 (567 1134 2268 4536 881 1762 3524 7048 5905 3619 7238 6285 4379) 
575 6 (575 1150 2300 4600 1009 2018 4036 8072 7953 7715 7239 6287 4383) 
581 6 (581 1162 2324 4648 1105 2210 4420 649 1298 2596 5192 2193 4386) 
585 6 (585 1170 2340 4680 1169 2338 4676 1161 2322 4644 1097 2194 4388) 
595 6 (595 1190 2380 4760 1329 2658 5316 2441 4882 1573 3146 6292 4393) 
603 6 (603 1206 2412 4824 1457 2914 5828 3465 6930 5669 3147 6294 4397) 
611 6 (611 1222 2444 4888 1585 3170 6340 4489 787 1574 3148 6296 4401) 
613 6 (613 1226 2452 4904 1617 3234 6468 4745 1299 2598 5196 2201 4402) 
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Table A.8 (Continued) 
FA" d A/ Cyclotomic Cosets References 
F213 617 6 (617 1234 2468 4936 1681 3362 6724 5257 2323 4646 1101 2202 4404) 
623 6 (623 1246 2492 4984 1777 3554 7108 6025 3859 7718 7245 6299 4407) 
627 6 (627 1254 2508 5016 1841 3682 7364 6537 4883 1575 3150 6300 4409) 
631 6 (631 1262 2524 5048 1905 3810 7620 7049 5907 3623 7246 6301 4411) 
633 6 (633 1266 2532 5064 1937 3874 7748 7305 6419 4647 1103 2206 4412) 
639 6 (639 1278 2556 5112 2033 4066 8132 8073 7955 7719 7247 6303 4415) 
653 6 (653 1306 2612 5224 2257 4514 837 1674 3348 6696 5201 2211 4422) 
655 6 (655 1310 2620 5240 2289 4578 965 1930 3860 7720 7249 6307 4423) 
663 6 (663 1326 2652 5304 2417 4834 1477 2954 5908 3625 7250 6309 4427) 
667 6 (667 1334 2668 5336 2481 4962 1733 3466 6932 5673 3155 6310 4429) 
669 6 (669 1338 2676 5352 2513 5026 1861 3722 7444 6697 5203 2215 4430) 
671 6 (671 1342 2684 5368 2545 5090 1989 3978 7956 7721 7251 6311 4431) 
679 6 (679 1358 2716 5432 2673 5346 2501 5002 1813 3626 7252 6313 4435) 
681 6 (681 1362 2724 5448 2705 5410 2629 5258 2325 4650 1109 2218 4436) 
683 6 (683 1366 2732 5464 2737 5474 2757 5514 2837 5674 3157 6314 4437) 
687 6 (687 1374 2748 5496 2801 5602 3013 6026 3861 7722 7253 6315 4439) 
693 6 (693 1386 2772 5544 2897 5794 3397 6794 5397 2603 5206 2221 4442) 
703 6 (703 1406 2812 5624 3057 6114 4037 8074 7957 7723 7255 6319 4447) 
711 6 (711 1422 2844 5688 3185 6370 4549 907 1814 3628 7256 6321 4451) 
713 6 (713 1426 2852 5704 3217 6434 4677 1163 2326 4652 1113 2226 4452) 
715 6 (715 1430 2860 5720 3249 6498 4805 1419 2838 5676 3161 6322 4453) 
717 6 (717 1434 2868 5736 3281 6562 4933 1675 3350 6700 5209 2227 4454) 
719 6 (719 1438 2876 5752 3313 6626 5061 1931 3862 7724 7257 6323 4455) 
725 6 (725 1450 2900 5800 3409 6818 5445 2699 5398 2605 5210 2229 4458) 
729 6 (729 1458 2916 5832 3473 6946 5701 3211 6422 4653 1115 2230 4460) 
739 6 (739 1478 2956 5912 3633 7266 6341 4491 791 1582 3164 6328 4465) 
743 6 (743 1486 2972 5944 3697 7394 6597 5003 1815 3630 7260 6329 4467) 
747 6 (747 1494 2988 5976 3761 7522 6853 5515 2839 5678 3165 6330 4469) 
749 6 (749 1498 2996 5992 3793 7586 6981 5771 3351 6702 5213 2235 4470) 
755 6 (755 1510 3020 6040 3889 7778 7365 6539 4887 1583 3166 6332 4473) 
761 6 (761 1522 3044 6088 3985 7970 7749 7307 6423 4655 1119 2238 4476) 
763 6 (763 1526 3052 6104 4017 8034 7877 7563 6935 5679 3167 6334 4477) 
765 6 (765 1530 3060 6120 4049 8098 8005 7819 7447 6703 5215 2239 4478) 
767 6 (767 1534 3068 6136 4081 8162 8133 8075 7959 7727 7263 6335 4479) 
797 6 (797 1594 3188 6376 4561 931 1862 3724 7448 6705 5219 2247 4494) 
807 6 (807 1614 3228 6456 4721 1251 2502 5004 1817 3634 7268 6345 4499) 
809 6 (809 1618 3236 6472 4753 1315 2630 5260 2329 4658 1125 2250 4500) 
811 6 (811 1622 3244 6488 4785 1379 2758 5516 2841 5682 3173 6346 4501) 
819 6 (819 1638 3276 6552 4913 1635 3270 6540 4889 1587 3174 6348 4505) 
821 6 (821 1642 3284 6568 4945 1699 3398 6796 5401 2611 5222 2253 4506) 
829 6 (829 1658 3316 6632 5073 1955 3910 7820 7449 6707 5223 2255 4510) 
839 6 (839 1678 3356 6712 5233 2275 4550 909 1818 3636 7272 6353 4515) 
841 6 (841 1682 3364 6728 5265 2339 4678 1165 2330 4660 1129 2258 4516) 
855 6 (855 1710 3420 6840 5489 2787 5574 2957 5914 3637 7274 6357 4523) 
857 6 (857 1714 3428 6856 5521 2851 5702 3213 6426 4661 1131 2262 4524) 
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Table A.8 (Continued) 
F2™ d  A/ Cyclotomic Cosets References 
F213 861 6 (861 1722 3444 6888 5585 2979 5958 3725 7450 6709 5227 2263 4526) 
871 6 (871 1742 3484 6968 5745 3299 6598 5005 1819 3638 7276 6361 4531) 
873 6 (873 1746 3492 6984 5777 3363 6726 5261 2331 4662 1133 2266 4532) 
875 6 (875 1750 3500 7000 5809 3427 6854 5517 2843 5686 3181 6362 4533) 
877 6 (877 1754 3508 7016 5841 3491 6982 5773 3355 6710 5229 2267 4534) 
879 6 (879 1758 3516 7032 5873 3555 7110 6029 3867 7734 7277 6363 4535) 
883 6 (883 1766 3532 7064 5937 3683 7366 6541 4891 1591 3182 6364 4537) 
915 6 (915 1830 3660 7320 6449 4707 1223 2446 4892 1593 3186 6372 4553) 
919 6 (919 1838 3676 7352 6513 4835 1479 2958 5916 3641 7282 6373 4555) 
927 6 (927 1854 3708 7416 6641 5091 1991 3982 7964 7737 7283 6375 4559) 
935 6 (935 1870 3740 7480 6769 5347 2503 5006 1821 3642 7284 6377 4563) 
941 6 (941 1882 3764 7528 6865 5539 2887 5774 3357 6714 5237 2283 4566) 
949 6 (949 1898 3796 7592 6993 5795 3399 6798 5405 2619 5238 2285 4570) 
951 6 (951 1902 3804 7608 7025 5859 3527 7054 5917 3643 7286 6381 4571) 
957 6 (957 1914 3828 7656 7121 6051 3911 7822 7453 6715 5239 2287 4574) 
959 6 (959 1918 3836 7672 7153 6115 4039 8078 7965 7739 7287 6383 4575) 
969 6 (969 1938 3876 7752 7313 6435 4679 1167 2334 4668 1145 2290 4580) 
1001 6 (ÎÔOI 2002 4004 8008 7825 7459 6727 5263 2335 4670 1149 2298 4596) 
1005 6 (1005 2010 4020 8040 7889 7587 6983 5775 3359 6718 5245 2299 4598) 
1011 6 (1011 2022 4044 8088 7985 7779 7367 6543 4895 1599 3198 6396 4601) 
1015 6 (1015 2030 4060 8120 8049 7907 7623 7055 5919 3647 7294 6397 4603) 
1017 6 (1017 2034 4068 8136 8081 7971 7751 7311 6431 4671 1151 2302 4604) 
1023 6 (1023 2046 4092 8184 8177 8163 8135 8079 7967 7743 7295 6399 4607) 
1171 6 (1171 2342 4684 1177 2354 4708 1225 2450 4900 1609 3218 6436 4681) 
1173 6 (1173 2346 4692 1193 2386 4772 1353 2706 5412 2633 5266 2341 4682) 
1175 6 (1175 2350 4700 1209 2418 4836 1481 2962 5924 3657 7314 6437 4683) 
1189 6 (1189 2378 4756 1321 2642 5284 2377 4754 1317 2634 5268 2345 4690) 
1195 6 (1195 2390 4780 1369 2738 5476 2761 5522 2853 5706 3221 6442 4693) 
1197 6 (1197 2394 4788 1385 2770 5540 2889 5778 3365 6730 5269 2347 4694) 
1205 6 (1205 2410 4820 1449 2898 5796 3401 6802 5413 2635 5270 2349 4698) 
1211 6 (1211 2422 4844 1497 2994 5988 3785 7570 6949 5707 3223 6446 4701) 
1215 6 (1215 2430 4860 1529 3058 6116 4041 8082 7973 7755 7319 6447 4703) 
1229 6 (1229 2458 4916 1641 3282 6564 4937 1683 3366 6732 5273 2355 4710) 
1239 6 (1239 2478 4956 1721 3442 6884 5577 2963 5926 3661 7322 6453 4715) 
1247 6 (1247 2494 4988 1785 3570 7140 6089 3987 7974 7757 7323 6455 4719) 
1253 6 (1253 2506 5012 1833 3666 7332 6473 4755 1319 2638 5276 2361 4722) 
1255 6 (1255 2510 5020 1849 3698 7396 6601 5011 1831 3662 7324 6457 4723) 
1261 6 (1261 2522 5044 1897 3794 7588 6985 5779 3367 6734 5277 2363 4726) 
1263 6 (1263 2526 5052 1913 3826 7652 7113 6035 3879 7758 7325 6459 4727) 
1269 6 (1269 2538 5076 1961 3922 7844 7497 6803 5415 2639 5278 2365 4730) 
1271 6 (1271 2542 5084 1977 3954 7908 7625 7059 5927 3663 7326 6461 4731) 
1279 6 (1279 2558 5116 2041 4082 8164 8137 8083 7975 7759 7327 6463 4735) 
1323 6 (1323 2646 5292 2393 4786 1381 2762 5524 2857 5714 3237 6474 4757) 
1327 6 (1327 2654 5308 2425 4850 1509 3018 6036 3881 7762 7333 6475 4759) 
1335 6 (1335 2670 5340 2489 4978 1765 3530 7060 5929 3667 7334 6477 4763) 
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Table A.8 (Continued) 
F2» A, Cyclotomic Cosets References 
F2I3 1341 6 (1341 2682 5364 2537 5074 1957 3914 7828 7465 6739 5287 2383 4766) 
1355 6 (1355 2710 5420 2649 5298 2405 4810 1429 2858 5716 3241 6482 4773) 
1357 6 (1357 2714 5428 2665 5330 2469 4938 1685 3370 6740 5289 2387 4774) 
1359 6 (1359 2718 5436 2681 5362 2533 5066 1941 3882 7764 7337 6483 4775) 
1365 6 (1365 2730 5460 2729 5458 2725 5450 2709 5418 2645 5290 2389 4778) 
1367 6 (1367 2734 5468 2745 5490 2789 5578 2965 5930 3669 7338 6485 4779) 
1373 6 (1373 2746 5492 2793 5586 2981 5962 3733 7466 6741 5291 2391 4782) 
1387 6 (1387 2774 5548 2905 5810 3429 6858 5525 2859 5718 3245 6490 4789) 
1389 6 (1389 2778 5556 2921 5842 3493 6986 5781 3371 6742 5293 2395 4790) 
1391 6 (1391 2782 5564 2937 5874 3557 7114 6037 3883 7766 7341 6491 4791) 
1399 6 (1399 2798 5596 3001 6002 3813 7626 7061 5931 3671 7342 6493 4795) 
1405 6 (1405 2810 5620 3049 6098 4005 8010 7829 7467 6743 5295 2399 4798) 
1435 6 (1435 2870 5740 3289 6578 4965 1739 3478 6956 5721 3251 6502 4813) 
1455 6 (1455 2910 5820 3449 6898 5605 3019 6038 3885 7770 7349 6507 4823) 
1463 6 (1463 2926 5852 3513 7026 5861 3531 7062 5933 3675 7350 6509 4827) 
1493 6 (1493 2986 5972 3753 7506 6821 5451 2711 5422 2653 5306 2421 4842) 
1519 6 (1519 3038 6076 3961 7922 7653 7115 6039 3887 7774 7357 6523 4855) 
1523 6 (1523 3046 6092 3993 7986 7781 7371 6551 4911 1631 3262 6524 4857) 
1525 6 (1525 3050 6100 4009 8018 7845 7499 6807 5423 2655 5310 2429 4858) 
1527 6 (1527 3054 6108 4025 8050 7909 7627 7063 5935 3679 7358 6525 4859) 
1643 6 (1643 3286 6572 4953 1715 3430 6860 5529 2867 5734 3277 6554 4917) 
1647 6 (1647 3294 6588 4985 1779 3558 7116 6041 3891 7782 7373 6555 4919) 
1653 6 (1653 3306 6612 5033 1875 3750 7500 6809 5427 2663 5326 2461 4922) 
1661 6 (1661 3322 6644 5097 2003 4006 8012 7833 7475 6759 5327 2463 4926) 
1707 6 (1707 3414 6828 5465 2739 5478 2765 5530 2869 5738 3285 6570 4949) 
1709 6 (1709 3418 6836 5481 2771 5542 2893 5786 3381 6762 5333 2475 4950) 
1719 6 (1719 3438 6876 5561 2931 5862 3533 7066 5941 3691 7382 6573 4955) 
1751 6 (1751 3502 7004 5817 3443 6886 5581 2971 5942 3693 7386 6581 4971) 
1759 6 (1759 3518 7036 5881 3571 7142 6093 3995 7990 7789 7387 6583 4975) 
1771 6 (1771 3542 7084 5977 3763 7526 6861 5531 2871 5742 3293 6586 4981) 
1773 6 (1773 3546 7092 5993 3795 7590 6989 5787 3383 6766 5341 2491 4982) 
1775 6 (1775 3550 7100 6009 3827 7654 7117 6043 3895 7790 7389 6587 4983) 
1781 6 (1781 3562 7124 6057 3923 7846 7501 6811 5431 2671 5342 2493 4986) 
1789 6 (1789 3578 7156 6121 4051 8102 8013 7835 7479 6767 5343 2495 4990) 
1791 6 (1791 3582 7164 6137 4083 8166 8141 8091 7991 7791 7391 6591 4991) 
1883 6 (1883 3766 7532 6873 5555 2919 5838 3485 6970 5749 3307 6614 5037) 
1899 6 (1899 3798 7596 7001 5811 3431 6862 5533 2875 5750 3309 6618 5045) 
1911 6 (1911 3822 7644 7097 6003 3815 7630 7069 5947 3703 7406 6621 5051) 
1915 6 (1915 3830 7660 7129 6067 3943 7886 7581 6971 5751 3311 6622 5053) 
1917 6 (1917 3834 7668 7145 6099 4007 8014 7837 7483 6775 5359 2527 5054) 
1919 6 (1919 3838 7676 7161 6131 4071 8142 8093 7995 7799 7407 6623 5055) 
1951 6 (1951 3902 7804 7417 6643 5095 1999 3998 7996 7801 7411 6631 5071) 
1973 6 (1973 3946 7892 7593 6995 5799 3407 6814 5437 2683 5366 2541 5082) 
1979 6 (1979 3958 7916 7641 7091 5991 3791 7582 6973 5755 3319 6638 5085) 
1981 6 (1981 3962 7924 7657 7123 6055 3919 7838 7485 6779 5367 2543 5086) 
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F2X3 2013 6 (2013 4026 8052 7913 7635 7079 5967 3743 7486 6781 5371 2551 5102) 
2027 6 (2027 4054 8108 8025 7859 7527 6863 5535 2879 5758 3325 6650 5109) 
2037 6 (2037 4074 8148 8105 8019 7847 7503 6815 5439 2687 5374 2557 5114) 
2039 6 (2039 4078 8156 8121 8051 7911 7631 7071 5951 3711 7422 6653 5115) 
2047 6 (2047 4094 8188 8185 8179 8167 8143 8095 7999 7807 7423 6655 5119) 
2735 6 (2735 5470 2749 5498 2805 5610 3029 6058 3925 7850 7509 6827 5463) 
2743 6 (2743 5486 2781 5562 2933 5866 3541 7082 5973 3755 7510 6829 5467) 
2775 6 (2775 5550 2909 5818 3445 6890 5589 2987 5974 3757 7514 6837 5483) 
2795 6 (2795 5590 2989 5978 3765 7530 6869 5547 2903 5806 3421 6842 5493) 
2799 6 (2799 5598 3005 6010 3829 7658 7125 6059 3927 7854 7517 6843 5495) 
2807 6 (2807 5614 3037 6074 3957 7914 7637 7083 5975 3759 7518 6845 5499) 
2811 6 (2811 5622 3053 6106 4021 8042 7893 7595 6999 5807 3423 6846 5501) 
2907 6 (2907 5814 3437 6874 5557 2923 5846 3501 7002 5813 3435 6870 5549) 
2939 6 (2939 5878 3565 7130 6069 3947 7894 7597 7003 5815 3439 6878 5565) 
2991 6 (2991 5982 3773 7546 6901 5611 3031 6062 3933 7866 7541 6891 5591) 
2999 6 (2999 5998 3805 7610 7029 5867 3543 7086 5981 3771 7542 6893 5595) 
3007 6 (3007 6014 3837 7674 7157 6123 4055 8110 8029 7867 7543 6895 5599) 
3067 6 (3067 6134 4077 8154 8117 8043 7895 7599 7007 5823 3455 6910 5629) 
3071 6 (3071 6142 4093 8186 8181 8171 8151 8111 8031 7871 7551 6911 5631) 
3511 6 (3511 7022 5853 3515 7030 5869 3547 7094 5997 3803 7606 7021 5851) 
3519 6 (3519 7038 5885 3579 7158 6125 4059 8118 8045 7899 7607 7023 5855) 
3551 6 (3551 7102 6013 3835 7670 7149 6107 4023 8046 7901 7611 7031 5871) 
3575 6 (3575 7150 6109 4027 8054 7917 7643 7095 5999 3807 7614 7037 5883) 
3823 6 (3823 7646 7101 6011 3831 7662 7133 6075 3959 7918 7645 7099 6007) 
4031 6 (4031 8062 7933 7675 7159 6127 4063 8126 8061 7931 7671 7151 6111) 
11 8 (11 22 44 88 176 352 704 1408 2816 5632 3073 6146 4101) 
19 8 (19 38 76 152 304 608 1216 2432 4864 1537 3074 6148 4105) 
27 8 (27 54 108 216 432 864 1728 3456 6912 5633 3075 6150 4109) 
29 8 (29 58 116 232 464 928 1856 3712 7424 6657 5123 2055 4110) 
39 8 (39 78 156 312 624 1248 2496 4992 1793 3586 7172 6153 4115) 
41 8 (41 82 164 328 656 1312 2624 5248 2305 4610 1029 2058 4116) 
55 8 (55 110 220 440 880 1760 3520 7040 5889 3587 7174 6157 4123) 
69 8 (69 138 276 552 1104 2208 4416 641 1282 2564 5128 2065 4130) 
77 8 (77 154 308 616 1232 2464 4928 1665 3330 6660 5129 2067 4134) 
79 8 (79 158 316 632 1264 2528 5056 1921 3842 7684 7177 6163 4135) 
83 8 (83 166 332 664 1328 2656 5312 2433 4866 1541 3082 6164 4137) 
85 8 (85 170 340 680 1360 2720 5440 2689 5378 2565 5130 2069 4138) 
89 8 (89 178 356 712 1424 2848 5696 3201 6402 4613 1035 2070 4140) 
91 8 (91 182 364 728 1456 2912 5824 3457 6914 5637 3083 6166 4141) 
95 8 (95 190 380 760 1520 3040 6080 3969 7938 7685 7179 6167 4143) 
97 8 (97 194 388 776 1552 3104 6208 4225 259 518 1036 2072 4144) 
99 8 (99 198 396 792 1584 3168 6336 4481 771 1542 3084 6168 4145) 
109 8  (109 218 436 872 1744 3488 6976 5761 3331 6662 5133 2075 4150) 
115 8 (115 230 460 920 1840 3680 7360 6529 4867 1543 3086 6172 4153) 
119 8 (119 238 476 952 1904 3808 7616 7041 5891 3591 7182 6173 4155) 
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F213 123 8 (123 246 492 984 1968 3936 7872 7553 6915 5639 3087 6174 4157) 
135 8 (135 270 540 1080 2160 4320 449 898 1796 3592 7184 6177 4163) 
139 8 (139 278 556 1112 2224 4448 705 1410 2820 5640 3089 6178 4165) 
143 8 (143 286 572 1144 2288 4576 961 1922 3844 7688 7185 6179 4167) 
145 8 (145 290 580 1160 2320 4640 1089 2178 4356 521 1042 2084 4168) 
149 8 (149 298 596 1192 2384 4768 1345 2690 5380 2569 5138 2085 4170) 
157 8 (157 314 628 1256 2512 5024 1857 3714 7428 6665 5139 2087 4174) 
161 8 (161 322 644 1288 2576 5152 2113 4226 261 522 1044 2088 4176) 
165 8 (165 330 660 1320 2640 5280 2369 4738 1285 2570 5140 2089 4178) 
173 8 (173 346 692 1384 2768 5536 2881 5762 3333 6666 5141 2091 4182) 
175 8 (175 350 700 1400 2800 5600 3009 6018 3845 7690 7189 6187 4183) 
179 8 (179 358 716 1432 2864 5728 3265 6530 4869 1547 3094 6188 4185) 
187 8 (187 374 748 1496 2992 5984 3777 7554 6917 5643 3095 6196 4189) 
195 8 (195 390 780 1560 3120 6240 4289 387 774 1548 3096 6192 4193) 
199 8 (199 398 796 1592 3184 6368 4545 899 1798 3596 7192 6193 4195) 
201 8 (201 402 804 1608 3216 6432 4673 1155 2310 4620 1049 2098 4196) 
209 8 (209 418 836 1672 3344 6688 5185 2179 4358 525 1050 2100 4200) 
215 8 (215 430 860 1720 3440 6880 5569 2947 5894 3597 7194 6197 4203) 
219 8 (219 438 876 1752 3504 7008 5825 3459 6918 5645 3099 6198 4205) 
223 8 (223 446 892 1784 3568 7136 6081 3971 7942 7693 7195 6199 4207) 
247 8 (247 494 988 1976 3952 7904 7617 7043 5895 3599 7198 6205 4219) 
249 8 (249 498 996 1992 3984 7968 7745 7299 6407 4623 1055 2110 4220) 
251 8 (251 502 1004 2008 4016 8032 7873 7555 6919 5647 3103 6206 4221) 
253 8 (253 506 1012 2024 4048 8096 8001 7811 7431 6671 5151 2111 4222) 
267 8 (267 534 1068 2136 4272 353 706 1412 2824 5648 3105 6210 4229) 
279 8 (279 558 1116 2232 4464 737 1474 2948 5896 3601 7202 6213 4235) 
283 8 (283 566 1132 2264 4528 865 1730 3460 6920 5649 3107 6214 4237) 
293 8 (293 586 1172 2344 4688 1185 2370 4740 1289 2578 5156 2121 4242) 
311 8 (311 622 1244 2488 4976 1761 3522 7044 5897 3603 7206 6221 4251) 
315 8 (315 630 1260 2520 5040 1889 3778 7556 6921 5651 3111 6222 4253) 
317 8 (317 634 1268 2536 5072 1953 3906 7812 7433 6675 5159 2127 4254) 
319 8 (319 638 1276 2552 5104 2017 4034 8068 7945 7699 7207 6223 4255) 
323 8 (323 646 1292 2584 5168 2145 4290 389 778 1556 3112 6224 4257) 
325 8 (325 650 1300 2600 5200 2209 4418 645 1290 2580 5160 2129 4258) 
329 8 (329 658 1316 2632 5264 2337 4674 1157 2314 4628 1065 2130 4260) 
333 8 (333 666 1332 2664 5328 2465 4930 1669 3338 6676 5161 2131 4262) 
337 8 (337 674 1348 2696 5392 2593 5186 2181 4362 533 1066 2132 4264) 
341 8 (341 682 1364 2728 5456 2721 5442 2693 5386 2581 5162 2133 4266) 
343 8 (343 686 1372 2744 5488 2785 5570 2949 5898 3605 7210 6229 4267) 
345 8 (345 690 1380 2760 5520 2849 5698 3205 6410 4629 1067 2134 4268) 
349 8 (349 698 1396 2792 5584 2977 5954 3717 7434 6677 5163 2135 4270) 
359 8 (359 718 1436 2872 5744 3297 6594 4997 1803 3606 7212 6233 4275) 
361 8 (361 722 1444 2888 5776 3361 6722 5253 2315 4630 1069 2138 4276) 
371 8 (371 742 1484 2968 5936 3681 7362 6533 4875 1559 3118 6236 4281) 
391 8 (391 782 1564 3128 6256 4321 451 902 1804 3608 7216 6241 4291) 
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(393 786 1572 3144 6288 4385 579 1158 2316 4632 1073 2146 4292) 
(399 798 1596 3192 6384 4577 963 1926 3852 7704 7217 6243 4295) 
403 8 (403 806 1612 3224 6448 4705 1219 2438 4876 1561 3122 6244 4297) 
407 8 (407 814 1628 3256 6512 4833 1475 2950 5900 3609 7218 6245 4299) 
409 8 (409 818 1636 3272 6544 4897 1603 3206 6412 4633 1075 2150 4300) 
411 8 (411 822 1644 3288 6576 4961 1731 3462 6924 5657 3123 6246 4301) 
413 8 (413 826 1652 3304 6608 5025 1859 3718 7436 6681 5171 2151 4302) 
415 8 (415 830 1660 3320 6640 5089 1987 3974 7948 7705 7219 6247 4303) 
425 8 (425 850 1700 3400 6800 5409 2627 5254 2317 4634 1077 2154 4308) 
427 8 (427 854 1708 3416 6832 5473 2755 5510 2829 5658 3125 6250 4309) 
431 8 (431 862 1724 3448 6896 5601 3011 6022 3853 7706 7221 6251 4311) 
435 8 (435 870 1740 3480 6960 5729 3267 6534 4877 1563 3126 6252 4313) 
443 8 (443 886 1772 3544 7088 5985 3779 7558 6925 5659 3127 6254 4317) 
445 8 (445 890 1780 3560 7120 6049 3907 7814 7437 6683 5175 2159 4318) 
447 8 (447 894 1788 3576 7152 6113 4035 8070 7949 7707 7223 6255 4319) 
455 8 (455 910 1820 3640 7280 6369 4547 903 1806 3612 7224 6257 4323) 
459 8 (459 918 1836 3672 7344 6497 4803 1415 2830 5660 3129 6258 4325) 
463 8 (463 926 1852 3704 7408 6625 5059 1927 3854 7708 7225 6259 4327) 
473 8 (473 946 1892 3784 7568 6945 5699 3207 6414 4637 1083 2166 4332) 
475 8 (475 950 1900 3800 7600 7009 5827 3463 6926 5661 3131 6262 4333) 
479 8 (479 958 1916 3832 7664 7137 6083 3975 7950 7709 7227 6263 4335) 
485 8 (485 970 1940 3880 7760 7329 6467 4743 1295 2590 5180 2169 4338) 
489 8 (489 978 1956 3912 7824 7457 6723 5255 2319 4638 1085 2170 4340) 
493 8 (493 986 1972 3944 7888 7585 6979 5767 3343 6686 5181 2171 4342) 
497 8 (497 994 1988 3976 7952 7713 7235 6279 4367 543 1086 2172 4344) 
507 8 (507 1014 2028 4056 8112 8033 7875 7559 6927 5663 3135 6270 4349) 
551 8 (551 1102 2204 4408 625 1250 2500 5000 1809 3618 7236 6281 4371) 
559 8 (559 1118 2236 4472 753 1506 3012 6024 3857 7714 7237 6283 4375) 
569 8 (569 1138 2276 4552 913 1826 3652 7304 6417 4643 1095 2190 4380) 
571 8 (571 1142 2284 4568 945 1890 3780 7560 6929 5667 3143 6286 4381) 
573 8 (573 1146 2292 4584 977 1954 3908 7816 7441 6691 5191 2191 4382) 
583 8 (583 1166 2332 4664 1137 2274 4548 905 1810 3620 7240 6289 4387) 
591 8 (5911182 2364 4728 1265 2530 5060 1929 3858 7716 7241 6291 4391) 
599 8 (599 1198 2396 4792 1393 2786 5572 2953 5906 3621 7242 6293 4395) 
601 8 (601 1202 2404 4808 1425 2850 5700 3209 6418 4645 1099 2198 4396) 
605 8 (605 1210 2420 4840 1489 2978 5956 3721 7442 6693 5195 2199 4398) 
615 8 (615 1230 2460 4920 1649 3298 6596 5001 1811 3622 7244 6297 4403) 
621 8 (621 1242 2484 4968 1745 3490 6980 5769 3347 6694 5197 2203 4406) 
629 8 (629 1258 2516 5032 1873 3746 7492 6793 5395 2599 5198 2205 4410) 
659 8 (659 1318 2636 5272 2353 4706 1221 2442 4884 1577 3154 6308 4425) 
661 8 (661 1322 2644 5288 2385 4770 1349 2698 5396 2601 5202 2213 4426) 
637 8 (637 1274 2548 5096 2001 4002 8004 7817 7443 6695 5199 2207 4414) 
675 8 (675 1350 2700 5400 2609 5218 2245 4490 789 1578 3156 6312 4433) 
677 8 (677 1354 2708 5416 2641 5282 2373 4746 1301 2602 5204 2217 4434) 
691 8 (691 1382 2764 5528 2865 5730 3269 6538 4885 1579 3158 6316 4441) 
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F213 695 8 (695 1390 2780 5560 2929 5858 3525 7050 5909 3627 7254 6317 4443) 
697 8 (697 1394 2788 5576 2961 5922 3653 7306 6421 4651 1111 2222 4444) 
699 8 (699 1398 2796 5592 2993 5986 3781 7562 6933 5675 3159 6318 4445) 
701 8 (701 1402 2804 5608 3025 6050 3909 7818 7445 6699 5207 2223 4446) 
727 8 (727 1454 2908 5816 3441 6882 5573 2955 5910 3629 7258 6325 4459) 
731 8 (731 1462 2924 5848 3505 7010 5829 3467 6934 5677 3163 6326 4461) 
733 8 (733 1466 2932 5864 3537 7074 5957 3723 7446 6701 5211 2231 4462) 
741 8 (741 1482 2964 5928 3665 7330 6469 4747 1303 2606 5212 2233 4466) 
745 8 (745 1490 2980 5960 3729 7458 6725 5259 2327 4654 1117 2234 4468) 
751 8 (751 1502 3004 6008 3825 7650 7109 6027 3863 7726 7261 6331 4471) 
759 8 (759 1518 3036 6072 3953 7906 7621 7051 5911 3631 7262 6333 4475) 
795 8 (795 1590 3180 6360 4529 867 1734 3468 6936 5681 3171 6342 4493) 
799 8 (799 1598 3196 6392 4593 995 1990 3980 7960 7729 7267 6343 4495) 
805 8 (805 1610 3220 6440 4689 1187 2374 4748 1305 2610 5220 2249 4498) 
813 8 (813 1626 3252 6504 4817 1443 2886 5772 3353 6706 5221 2251 4502) 
815 8 (815 1630 3260 6520 4849 1507 3014 6028 3865 7730 7269 6347 4503) 
823 8 (823 1646 3292 6584 4977 1763 3526 7052 5913 3635 7270 6349 4507) 
825 8 (825 1650 3300 6600 5009 1827 3654 7308 6425 4659 1127 2254 4508) 
827 8 (827 1654 3308 6616 5041 1891 3782 7564 6937 5683 3175 6350 4509) 
831 8 (831 1662 3324 6648 5105 2019 4038 8076 7961 7731 7271 6351 4511) 
845 8 (845 1690 3380 6760 5329 2467 4934 1677 3354 6708 5225 2259 4518) 
847 8 (847 1694 3388 6776 5361 2531 5062 1933 3866 7732 7273 6355 4519) 
853 8 (853 1706 3412 6824 5457 2723 5446 2701 5402 2613 5226 2261 4522) 
859 8 (859 1718 3436 6872 5553 2915 5830 3469 6938 5685 3179 6358 4525) 
863 8 (863 1726 3452 6904 5617 3043 6086 3981 7962 7733 7275 6359 4527) 
869 8 (869 1738 3476 6952 5713 3235 6470 4749 1307 2614 5228 2265 4530) 
889 8 (889 1778 3556 7112 6033 3875 7750 7309 6427 4663 1135 2270 4540) 
891 8 (891 1782 3564 7128 6065 3939 7878 7565 6939 5687 3183 6366 4541) 
893 8 (893 1786 3572 7144 6097 4003 8006 7821 7451 6711 5231 2271 4542) 
895 8 (895 1790 3580 7160 6129 4067 8134 8077 7963 7735 7279 6367 4543) 
917 8 (917 1834 3668 7336 6481 4771 1351 2702 5404 2617 5234 2277 4554) 
921 8 (921 1842 3684 7368 6545 4899 1607 3214 6428 4665 1139 2278 4556) 
923 8 (923 1846 3692 7384 6577 4963 1735 3470 6940 5689 3187 6374 4557) 
925 8 (925 1850 3700 7400 6609 5027 1863 3726 7452 6713 5235 2279 4558) 
939 8 (939 1878 3756 7512 6833 5475 2759 5518 2845 5690 3189 6378 4565) 
943 8 (943 1886 3772 7544 6897 5603 3015 6030 3869 7738 7285 6379 4567) 
953 8 (953 1906 3812 7624 7057 5923 3655 7310 6429 4667 1143 2286 4572) 
955 8 (955 1910 3820 7640 7089 5987 3783 7566 6941 5691 3191 6382 4573) 
973 8 (973 1946 3892 7784 7377 6563 4935 1679 3358 6716 5241 2291 4582) 
985 8 (985 1970 3940 7880 7569 6947 5703 3215 6430 4669 1147 2294 4588) 
987 8 (987 1974 3948 7896 7601 7011 5831 3471 6942 5693 3195 6390 4589) 
989 8 (989 1978 3956 7912 7633 7075 5959 3727 7454 6717 5243 2295 4590) 
991 8 (991 1982 3964 7928 7665 7139 6087 3983 7966 7741 7291 6391 4591) 
999 8 (999 1998 3996 7992 7793 7395 6599 5007 1823 3646 7292 6393 4595) 
1007 8 (1007 2014 4028 8056 7921 7651 7111 6031 3871 7742 7293 6395 4599) 
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1013 8 (1013 2026 4052 8104 8017 7843 7495 6799 5407 2623 5246 2301 4602) 
1021 8 (1021 2042 4084 8168 8145 8099 8007 7823 7455 6719 5247 2303 4606) 
1179 8 (1179 2358 4716 1241 2482 4964 1737 3474 6948 5705 3219 6438 4685) 
1183 8 (1183 2366 4732 1273 2546 5092 1993 3986 7972 7753 7315 6439 4687) 
1191 8 (1191 2382 4764 1337 2674 5348 2505 5010 1829 3658 7316 6441 4691) 
1199 8 (1199 2398 4796 1401 2802 5604 3017 6034 3877 7754 7317 6443 4695) 
1203 8 (1203 2406 4812 1433 2866 5732 3273 6546 4901 1611 3222 6444 4697) 
1207 8 (1207 2414 4828 1465 2930 5860 3529 7058 5925 3659 7318 6445 4699) 
1213 8 (1213 2426 4852 1513 3026 6052 3913 7826 7461 6731 5271 2351 4702) 
1227 8 (1227 2454 4908 1625 3250 6500 4809 1427 2854 5708 3225 6450 4709) 
1235 8 (1235 2470 4940 1689 3378 6756 5321 2451 4902 1613 3226 6452 4713) 
1259 8 (1259 2518 5036 1881 3762 7524 6857 5523 2855 5710 3229 6458 4725) 
1267 8 (1267 2534 5068 1945 3890 7780 7369 6547 4903 1615 3230 6460 4729) 
1331 8 (1331 2662 5324 2457 4914 1637 3274 6548 4905 1619 3238 6476 4761) 
1333 8 (1333 2666 5332 2473 4946 1701 3402 6804 5417 2643 5286 2381 4762) 
1339 8 (1339 2678 5356 2521 5042 1893 3786 7572 6953 5715 3239 6478 4765) 
1343 8 (1343 2686 5372 2553 5106 2021 4042 8084 7977 7763 7335 6479 4767) 
1363 8 (1363 2726 5452 2713 5426 2661 5322 2453 4906 1621 3242 6484 4777) 
1383 8 (1383 2766 5532 2873 5746 3301 6602 5013 1835 3670 7340 6489 4787) 
1397 8 (1397 2794 5588 2985 5970 3749 7498 6805 5419 2647 5294 2397 4794) 
1403 8 (1403 2806 5612 3033 6066 3941 7882 7573 6955 5719 3247 6494 4797) 
1407 8 (1407 2814 5628 3065 6130 4069 8138 8085 7979 7767 7343 6495 4799) 
1431 8 (1431 2862 5724 3257 6514 4837 1483 2966 5932 3673 7346 6501 4811) 
1437 8 (1437 2874 5748 3305 6610 5029 1867 3734 7468 6745 5299 2407 4814) 
1439 8 (1439 2878 5756 3321 6642 5093 1995 3990 7980 7769 7347 6503 4815) 
1451 8 (1451 2902 5804 3417 6834 5477 2763 5526 2861 5722 3253 6506 4821) 
1459 8 (1459 2918 5836 3481 6962 5733 3275 6550 4909 1627 3254 6508 4825) 
1461 8 (1461 2922 5844 3497 6994 5797 3403 6806 5421 2651 5302 2413 4826) 
1467 8 (1467 2934 5868 3545 7090 5989 3787 7574 6957 5723 3255 6510 4829) 
1469 8 (1469 2938 5876 3561 7122 6053 3915 7830 7469 6747 5303 2415 4830) 
1471 8 (1471 2942 5884 3577 7154 6117 4043 8086 7981 7771 7351 6511 4831) 
1485 8 (1485 2970 5940 3689 7378 6565 4939 1687 3374 6748 5305 2419 4838) 
1487 8 (1487 2974 5948 3705 7410 6629 5067 1943 3886 7772 7353 6515 4839) 
1495 8 (1495 2990 5980 3769 7538 6885 5579 2967 5934 3677 7354 6517 4843) 
1499 8 (1499 2998 5996 3801 7602 7013 5835 3479 6958 5725 3259 6518 4845) 
1501 8 (1501 3002 6004 3817 7634 7077 5963 3735 7470 6749 5307 2423 4846) 
1503 8 (1503 3006 6012 3833 7666 7141 6091 3991 7982 7773 7355 6519 4847) 
1515 8 (1515 3030 6060 3929 7858 7525 6859 5527 2863 5726 3261 6522 4853) 
1517 8 (1517 3034 6068 3945 7890 7589 6987 5783 3375 6750 5309 2427 4854) 
1533 8 (1533 3066 6132 4073 8146 8101 8011 7831 7471 6751 5311 2431 4862) 
1535 8 (1535 3070 6140 4089 8178 8165 8139 8087 7983 7775 7359 6527 4863) 
1655 8 (1655 3310 6620 5049 1907 3814 7628 7065 5939 3687 7374 6557 4923) 
1659 8 (1659 3318 6636 5081 1971 3942 7884 7577 6963 5735 3279 6558 4925) 
1693 8 (1693 3386 6772 5353 2515 5030 1869 3738 7476 6761 5331 2471 4942) 
1695 8 (1695 3390 6780 5369 2547 5094 1997 3994 7988 7785 7379 6567 4943) 
References 
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F213 1703 8 (1703 3406 6812 5433 2675 5350 2509 5018 1845 3690 7380 6569 4947) 
1711 8 (1711 3422 6844 5497 2803 5606 3021 6042 3893 7786 7381 6471 4951) 
1717 8 (1717 3434 6868 5545 2899 5798 3405 6810 5429 2667 5334 2477 4954) 
1723 8 (1723 3446 6892 5593 2995 5990 3789 7578 6965 5739 3287 6574 4957) 
1727 8 (1727 3454 6908 5625 3059 6118 4045 8090 7989 7787 7383 6575 4959) 
1743 8 (1743 3486 6972 5753 3315 6630 5069 1947 3894 7788 7385 6579 4967) 
1749 8 (1749 3498 6996 5801 3411 6822 5453 2715 5430 2669 5338 2485 4970) 
1755 8 (1755 3510 7020 5849 3507 7014 5837 3483 6966 5741 3291 6582 4973) 
1783 8 (1783 3566 7132 6073 3955 7910 7629 7067 5943 3695 7390 6589 4987) 
1787 8 (1787 3574 7148 6105 4019 8038 7885 7579 6967 5743 3295 6590 4989) 
1851 8 (1851 3702 7404 6617 5043 1895 3790 7580 6969 5747 3303 6606 5021) 
1853 8 (1853 3706 7412 6633 5075 1959 3918 7836 7481 6771 5351 2511 5022) 
1855 8 (1855 3710 7420 6649 5107 2023 4046 8092 7993 7795 7399 6607 5023) 
1871 8 (1871 3742 7484 6777 5363 2535 5070 1949 3898 7796 7401 6611 5031) 
1877 8 (1877 3754 7508 6825 5459 2727 5454 2717 5434 2677 5354 2517 5034) 
1879 8 (1879 3758 7516 6841 5491 2791 5582 2973 5946 3701 7402 6613 5035) 
1887 8 (1887 3774 7548 6905 5619 3047 6094 3997 7994 7797 7403 6615 5039) 
1903 8 (1903 3806 7612 7033 5875 3559 7118 6045 3899 7798 7405 6619 5047) 
1909 8 (1909 3818 7636 7081 5971 3751 7502 6813 5435 2679 5358 2525 5050) 
1963 8 (1963 3926 7852 7513 6835 5479 2767 5534 2877 5754 3317 6634 5077) 
1965 8 (1965 3930 7860 7529 6867 5543 2895 5790 3389 6778 5365 2539 5078) 
1967 8 (1967 3934 7868 7545 6899 5607 3023 6046 3901 7802 7413 6635 5079) 
1975 8 (1975 3950 7900 7609 7027 5863 3535 7070 5949 3707 7414 6637 5083) 
1983 8 (1983 3966 7932 7673 7155 6119 4047 8094 7997 7803 7415 6639 5087) 
2005 8 (2005 4010 8020 7849 7507 6823 5455 2719 5438 2685 5370 2549 5098) 
2007 8 (2007 4014 8028 7865 7539 6887 5583 2975 5950 3709 7418 6645 5099) 
2011 8 (2011 4022 8044 7897 7603 7015 5839 3487 6974 5757 3323 6646 5101) 
2029 8 (2029 4058 8116 8041 7891 7591 6991 5791 3391 6782 5373 2555 5110) 
2031 8 (2031 4062 8124 8057 7923 7655 7119 6047 3903 7806 7421 6651 5111) 
2043 8 (2043 4086 8172 8153 8115 8039 7887 7583 6975 5759 3327 6654 5117) 
2045 8 (2045 4090 8180 8169 8147 8103 8015 7839 7487 6783 5375 2559 5118) 
2747 8 (2747 5494 2797 5594 2997 5994 3797 7594 6997 5803 3415 6830 5469) 
2779 8 (2779 5558 2925 5850 3509 7018 5845 3499 6998 5805 3419 6838 5485) 
2783 8 (2783 5566 2941 5882 3573 7146 6101 4011 8022 7853 7515 6839 5487) 
2815 8 (2815 5630 3069 6138 4085 8170 8149 8107 8023 7855 7519 6847 5503) 
2927 8 (2927 5854 3517 7034 5877 3563 7126 6061 3931 7862 7533 6875 5559) 
2935 8 (2935 5870 3549 7098 6005 3819 7638 7085 5979 3767 7534 6877 5563) 
2943 8 (2943 5886 3581 7162 6133 4075 8150 8109 8027 7863 7535 6879 5567) 
3003 8 (3003 6006 3821 7642 7093 5995 3799 7598 7005 5819 3447 6894 5597) 
3035 8 (3035 6070 3949 7898 7605 7019 5847 3503 7006 5821 3451 6902 5613) 
3039 8 (3039 6078 3965 7930 7669 7147 6103 4015 8030 7869 7547 6903 5615) 
3055 8 (3055 6110 4029 8058 7925 7659 7127 6063 3935 7870 7549 6907 5623) 
3063 8 (3063 6126 4061 8122 8053 7915 7639 7087 5983 3775 7550 6909 5627) 
3567 8 (3567 7134 6077 3963 7926 7661 7131 6071 3951 7902 7613 7035 5879) 
3583 8 (3583 7166 6141 4091 8182 8173 8155 8119 8047 7903 7615 7039 5887) 
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Table A.8 (Continued) 
Fg. d  A/ Cyclotomic Cosets References 
F213 3967 8 (3967 7934 7677 7163 6135 4079 8158 8125 8059 7927 7663 7135 6079) 
37 10 (37 74 148 296 592 1184 2368 4736 1281 2562 5124 2057 4114) 
43 10 (43 86 172 344 688 1376 2752 5504 2817 5634 3077 6154 4117) 
45 10 (45 90 180 360 720 1440 2880 5760 3329 6658 5125 2059 4118) 
47 10 (47 94 188 376 752 1504 3008 6016 3841 7682 7173 6155 4119) 
49 10 (49 98 196 392 784 1568 3136 6272 4353 515 1030 2060 4120) 
51 10 (51 102 204 408 816 1632 3264 6528 4865 1539 3078 6156 4121) 
59 10 (59 118 236 472 944 1888 3776 7552 6913 5635 3079 6158 4125) 
103 10 (103 206 412 824 1648 3296 6592 4993 1795 3590 7180 6169 4147) 
105 10 (105 210 420 840 1680 3360 6720 5249 2307 4614 1037 2074 4148) 
113 10 (113 226 452 904 1808 3616 7232 6273 4355 519 1038 2076 4152) 
141 10 (141 282 564 1128 2256 4512 833 1666 3332 6664 5137 2083 4166) 
153 10 (153 306 612 1224 2448 4896 1601 3202 6404 4617 1043 2086 4172) 
169 10 (169 338 676 1352 2704 5408 2625 5250 2309 4618 1045 2090 4180) 
177 10 (177 354 708 1416 2832 5664 3137 6274 4357 523 1046 2092 4184) 
237 10 (237 474 948 1896 3792 7584 6977 5763 3335 6670 5149 2107 4214) 
245 10 (245 490 980 1960 3920 7840 7489 6787 5383 2575 5150 2109 4218) 
265 10 (265 530 1060 2120 4240 289 578 1156 2312 4624 1057 2114 4228) 
297 10 (297 594 1188 2376 4752 1313 2626 5252 2313 4626 1061 2122 4244) 
351 10 (351 702 1404 2808 5616 3041 6082 3973 7946 7701 7211 6231 4271) 
363 10 (363 726 1452 2904 5808 3425 6850 5509 2827 5654 3117 6234 4277) 
381 10 (381 762 1524 3048 6096 4001 8002 7813 7435 6679 5167 2143 4286) 
429 10 (429 858 1716 3432 6864 5537 2883 5766 3341 6682 5173 2155 4310) 
437 10 (437 874 1748 3496 6992 5793 3395 6790 5389 2587 5174 2157 4314) 
469 10 (469 938 1876 3752 7504 6817 5443 2695 5390 2589 5178 2165 4330) 
471 10 (471 942 1884 3768 7536 6881 5571 2951 5902 3613 7226 6261 4331) 
483 10 (483 966 1932 3864 7728 7265 6339 4487 783 1566 3132 6264 4337) 
563 10 (563 1126 2252 4504 817 1634 3268 6536 4881 1571 3142 6284 4377) 
587 10 (587 1174 2348 4696 1201 2402 4804 1417 2834 5668 3145 6290 4389) 
589 10 (589 1178 2356 4712 1233 2466 4932 1673 3346 6692 5193 2195 4390) 
607 10 (607 1214 2428 4856 1521 3042 6084 3977 7954 7717 7243 6295 4399) 
619 10 (619 1238 2476 4952 1713 3426 6852 5513 2835 5670 3149 6298 4405) 
665 10 (665 1330 2660 5320 2449 4898 1605 3210 6420 4649 1107 2214 4428) 
793 10 (793 1586 3172 6344 4497 803 1606 3212 6424 4657 1123 2246 4492) 
843 10 (843 1686 3372 6744 5297 2403 4806 1421 2842 5684 3177 6354 4517) 
851 10 (851 1702 3404 6808 5425 2659 5318 2445 4890 1589 3178 6356 4521) 
885 10 (885 1770 3540 7080 5969 3747 7494 6797 5403 2615 5230 2269 4538) 
887 10 (887 1774 3548 7096 6001 3811 7622 7053 5915 3639 7278 6365 4539) 
933 10 (933 1866 3732 7464 6737 5283 2375 4750 1309 2618 5236 2281 4562) 
937 10 (937 1874 3748 7496 6801 5411 2631 5262 2333 4666 1141 2282 4564) 
975 10 (975 1950 3900 7800 7409 6627 5063 1935 3870 7740 7289 6387 4583) 
1003 10 (1003 2006 4012 8024 7857 7523 6855 5519 2847 5694 3197 6394 4597) 
1019 10 (1019 2038 4076 8152 8113 8035 7879 7567 6943 5695 3199 6398 4605) 
1181 10 (1181 2362 4724 1257 2514 5028 1865 3730 7460 6729 5267 2343 4686) 
1231 10 (1231 2462 4924 1657 3314 6628 5065 1939 3878 7756 7321 6451 4711) 
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Table A.8 (Continued) 
$2" d  A f  Cyclotomic Cosets References 
F213 1237 10 (1237 2474 4948 1705 3410 6820 5449 2707 5414 2637 5274 2357 4714) 
1275 10 (1275 2550 5100 2009 4018 8036 7881 7571 6951 5711 3231 6462 4733) 
1277 10 (1277 2554 5108 2025 4050 8100 8009 7827 7463 6735 5279 2367 4734) 
1325 10 (1325 2650 5300 2409 4818 1445 2890 5780 3369 6738 5285 2379 4758) 
1371 10 (1371 2742 5484 2777 5554 2917 5834 3477 6954 5717 3243 6486 4781) 
1395 10 (1395 2790 5580 2969 5938 3685 7370 6549 4907 1623 3246 6492 4793) 
1491 10 (1491 2982 5964 3737 7474 6757 5323 2455 4910 1629 3258 6516 4841) 
1511 10 (1511 3022 6044 3897 7794 7397 6603 5015 1839 3678 7356 6521 4851) 
1531 10 (1531 3062 6124 4057 8114 8037 7883 7575 6959 5727 3263 6526 4861) 
1645 10 (1645 3290 6580 4969 1747 3494 6988 5785 3379 6758 5325 2459 4918) 
1663 10 (1663 3326 6652 5113 2035 4070 8140 8089 7987 7783 7375 6559 4927) 
1725 10 (1725 3450 6900 5609 3027 6054 3917 7834 7477 6763 5335 2479 4958) 
1757 10 (1757 3514 7028 5865 3539 7078 5965 3739 7478 6765 5339 2487 4974) 
1767 10 (1767 3534 7068 5945 3699 7398 6605 5019 1847 3694 7388 6585 4979) 
1885 10 (1885 3770 7540 6889 5587 2983 5966 3741 7482 6773 5355 2519 5038) 
1901 10 (1901 3802 7604 7017 5843 3495 6990 5789 3387 6774 5357 2523 5046) 
2015 10 (2015 4030 8060 7929 7667 7143 6095 3999 7998 7805 7419 6647 5103) 
2751 10 (2751 5502 2813 5626 3061 6122 4053 8106 8021 7851 7511 6831 5471) 
2911 10 (2911 5822 3453 6906 5621 3051 6102 4013 8026 7861 7531 6871 5551) 
3839 10 (3839 7678 7165 6139 4087 8174 8157 8123 8055 7919 7647 7103 6015) 
25 12 (25 50 100 200 400 800 1600 3200 6400 4609 1027 2054 4108) 
159 12 (159 318 636 1272 2544 5088 1985 3970 7940 7689 7187 6183 4175) 
213 12 (213 426 852 1704 3408 6816 5441 2691 5382 2573 5146 2101 4202) 
419 12 (419 838 1676 3352 6704 5217 2243 4486 781 1562 3124 6248 4305) 
423 12 (423 846 1692 3384 6768 5345 2499 4998 1805 3610 7220 6249 4307) 
457 12 (457 914 1828 3656 7312 6433 4675 1159 2318 4636 1081 2162 4324) 
487 12 (487 974 1948 3896 7795 7393 6595 4999 1807 3614 7228 6265 4339) 
565 12 (565 1130 2260 4520 849 1698 3396 6792 5393 2595 5190 2189 4378) 
597 12 (597 1194 2388 4776 1361 2722 5444 2697 5394 2597 5194 2197 4394) 
651 12 (651 1302 2604 5208 2225 4450 709 1418 2836 5672 3153 6306 4421) 
685 12 (685 1370 2740 5480 2769 5538 2885 5770 3349 6698 5205 2219 4438) 
735 12 (735 1470 2940 5880 3569 7138 6085 3979 7958 7725 7259 6327 4463) 
757 12 (757 1514 3028 6056 3921 7842 7493 6795 5399 2607 5214 2237 4474) 
971 12 (971 1942 3884 7768 7345 6499 4807 1423 2846 5692 3193 6386 4581) 
979 12 (979 1958 3916 7832 7473 6755 5319 2447 4894 1597 3194 6388 4585) 
981 12 (981 1962 3924 7848 7505 6819 5447 2703 5406 2621 5242 2293 4586) 
983 12 (983 1966 3932 7864 7537 6883 5575 2959 5918 3645 7290 6389 4587) 
997 12 (997 1994 3988 7976 7761 7331 6471 4751 1311 2622 5244 2297 4594) 
1375 12 (1375 2750 5500 2809 5618 3045 6090 3989 7978 7765 7339 6487 4783) 
1447 12 (1447 2894 5788 3385 6770 5349 2507 5014 1837 3674 7348 6505 4819) 
1 8192 (1 2 4 8 16 32 64 128 256 512 1024 2048 4096) 
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APPENDIX B. MATLAB PROGRAMS 
Included here are two Matlab programs which were of use in the study of APN functions. 
The first, FcnConverter.m is the precursor to the C++ program PolyFcnConverter.cpp. A 
change from using Matlab to using C++ was necessary in this case because Matlab could 
not support the recursive function calls required to determine the terms in the component 
functions of / over F%. The Matlab program given here only serves to define the corresponding 
map, but is incapable of defining the corresponding functions. The second program given here, 
CyclotomicCoset .m is just a short function that generates the cyclotomic coset for any given 
power d. This was especially useful in classifying all maps with regards to their uniformity. 
B.l FcnConverter.m 
% Program FcnConverter.m 
% the purpose of this program is to take a function F in GF(2~n) and find 
% the corrsponding function in GF(2)~n 
%Let F be the function F(x)=x~k over GF(2"n); 0 < k < 2"n - 1 
function FcnConverter 
n=4; '/.need to specify each time program is run 
k=4; '/«need to specify each time program is run 
primitive=zeros ( 1,n) ; '/.vector rep of primitive poly 
Table=zeros(k*(2~n-2) ,n) ; '/.def. of table containing reps of powers on alpha 
temp=zeros(l,n); % lxn row vector 
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fMat=zeros(2~n,n) ; '/.matrix rep of the map f ; rows are f (row-1) 
not found = 1; '/.boolean variable ; 1 means true. 
alpha = 1 ; '/.initializing the power on alpha to 1 
'/, def ine the row vector corresponding to the primitive polynomial ; powers 
'/, are descending currently it is defined for n=4 
primitive(1,3)=1; 
primitive(1,4)=1 ; 
'/, define the vector rep of alpha to the zero power 
for i = 1:n-l 
alphazero(l.i) = 0; 
end 
alphazerod ,n) = 1 ; 
'/, create the Table of reps of powers on alpha 
'/, multiplying by alpha is the same as shifting every entry 1 unit to the 
7, left and adding the primitive in at the end if a 1 "falls off" the left 
'/, side so that is how the entries of the table are generated 
for pwr = 1:k*(2"n-2) 
if pwr == 1 
temp = alphazero; 
else temp = Table(pwr-1,:); 
end 'Zend if-then-else 
for col = 1:n-l 
Table(pwr, col) = temp( l ,col+l); 
Table(pwr,n) = 0; 
if tempd, 1) == 1 
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Table(pwr,:) = mod(Table(pwr,:) + primitive(1,:),2); 
end '/.end if 
end '/.end for col 
end '/.end for pwr 
% define a matrix for function f (which is over the vector space GF(2)"n) 
'/, such that the entry correpsonds to the vector that the binary rep of (row-1) 
% maps to. need to do this so that row one corresponds to the all 0 vector 
'/. initialize 1st 2 rows. 
for i = 1:n 
fMat(l,i) = 0; 
if i < n 
fMat(2,i) =0; 
else 
fMat(2,i) = 1; 
end 
end 
% main definition 
for row = 3:2~n 
'/. find binary rep of row-1 
tempi = row-1; 
for index = l:n 
power = n-index ; 
if tempi >= 2"power 
binaryrep(1,index)=1; 




end % end if 
end '/, end for index 
% search the table for this binary rep 
e x p o n e n t  = 1 ;  
notfound = 1; 
while notfound == 1 
if Table(exponent,:) == binaryrep(l,:) 
notfound = 0; 
alpha = exponent ; 
else 
exponent = exponent + 1; 
end '/.end if-else 
end '/.end while 
'/. once the binary rep has been found we want to assign the value that it 
'/. maps to under the map F to our map f 
fMat(row,:) = Table(alpha*k,:); 




'/. Program CyclotomicCoset.m 





quit = 0; 
while (quit < 1) 
% get input from user 
rep = input('Enter an element of the desired Cyclotomic Coset: '); 
coset(l,l)=rep; 
% find the cyclotomic coset determined by this value 
for i = 2:n 
coset(l,i) = mod(2*coset(l,i-l),2~n-l) ; 
end '/«end for 
% display the coset 
disp('The Cyclotomic coset is : '); 
disp(coset); 
quit = input('Enter 0 to continue : '); 
end '/.end while 
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APPENDIX C. VISUAL C++ PROGRAMS 
Although we initially sought to utilize Mathlab for most of our computer programming 
needs, we eventually were forced to switch gears and use C++ because of Matlab's inability 
to support our need for recursion in the PolyFcnConverter.cpp program. We will here give a 
brief overview of the programs utilized as well as some instruction on how to best use them. It 
should be noted that we have just included the program code from the main files of our various 
projects. In order to run any of the programs, the user should create a Visual C++ Project 
with the appropriate name, copy the code into the main file, and use the standard header files 
that Visual Studio generates. 
Although the only known binary APN functions are power maps we have included the capa­
bility to handle other polynomial functions in many of our programs. PolyFcnConverter.cpp is 
the extension of the original Matlab program designed to take power maps over the finite field 
Fg" and generate the corresponding function over the vector space ¥%• This program works 
well for small values of n and d. Both PolyFunctionSolCtr.cpp and SolutionCountervfile.cpp 
are programs which are designed to, given a function, determine the maximum number of so­
lutions to the equation f(x + a) + f(x) —h over the finite field Fg». The programs differ in that 
PolyFunctionSolCtr.cpp is designed to test user specified polynomial functions, whereas Solu­
tionCountervfile.cpp is designed to run independent of user input by testing multiple power 
functions whose powers are read-in from a user created file. Both of these programs can be 
useful in testing various functions to determine whether or not they are APN. 
The programs AssociationSchemes.cpp, SearchScheme.cpp, and MultiPointStructFinder.cpp 
should be used in concert to determine the local structure of the graphs generated using the 
defined incidence structure for APN functions. AssociationSchemes.cpp finds the Point-Block 
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pairs that are in Relation 1 according to our defined incidence structure for a given power map 
f(x) = xd over and writes these pairs to a file which can then be used for input into the 
SearchScheme.cpp program. The purpose of this program is to find the "common neighbors" 
of user specified points. In order to efficiently run the MulitPointStructFinder.cpp program, 
which writes all maximal cliques containing the user specified points to a file, we must run the 
SearchScheme.cpp program numerous times. Generally, we run the SearchScheme.cpp program 
for one point to find its neighborhood, then choose one of its neighbors and find the common 
neighborhood of both and continue in this manner until the common neighborhood is of a 
manageable size. Usually, a size in the lower twenties will yield a reasonable running time for 
the MultiPointStructFinder.cpp program. As the length of the " initial segment" (i.e. number 
of common neighbors specified) increases, the running time for the MultiPointStructFinder.cpp 
program decreases. However, the tradeoff is an exponential increase in the amount of work that 
must be done by the user before implementing the program. So there is a rather significant 
balancing act taking place. On one hand, you would like to speed up the running time, but 
on the other, you would like to minimize the amount of work that needs to be done. Because 
of these competing goals, some significant study into how the algorithm could be improved is 
definitely warranted. 
C.l Conversion from functions over F2« to functions over F£ 
// This is the main project file for a VC++ application project 
/**************************************************************************** 
Program: PolyFcnConverter.cpp 
Author : Mandi Maxwell 
Purpose : To take a function F in GF(2"n) and find the corresponding function 
in GF(2)"n 
Input from: Keyboard 
Output to : Screen 












using namespace std; 
// Named constant declaration: 
const short int n = 5; 
const short int numterms = 3; //number of terms in polynomial F(x) 
const short int degree = 12; //degree of the polynomial F(x) 
//const int size = (int) degree*(pow(2,n)-2); 
const int size = 360; //for n=5, degree=12 
//const int 2toN = (int) pow(2,n); 
const int twotoN = 32; 
// Let F be the function F(x)=x~dl+x~d2+...+x*dk over GF(2~n); 0 < di < 2™n - 1 
void mainO 
{ 
cout « "size " « size « endl; 
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cout « "2 raised to the n is " « twotoN « endl; 
// Local variable declarations : 
short int d[numterms]; // vector of exponents of terms in poly F(x) 
short int primitive[n]; // vector rep of primitive poly 
short int Table[size][n]; // def. of table containing reps of powers on alpha 
short int fMap[twotoN][n]; // matrix rep of the map f; rows are f(row) 
short int alphazero[n]; // vector rep of alpha"0 
short int VLM[n][twotoN-1]; // matrix of vertex labels 
short int XMatrix [twotoN][twotoN]; // matrix for X 
short int fMatrix [n][twotoN]; // matrix for function f 
short int 
char rtn; 
// function prototypes : 
void create_alpha_table(short int alphazero[], short int Table[][n], 
short int primitive []); 
void create_f_map(short int fMap[][n], short int Table[][n], short int d[]); 
void create_label_matrix(short int VLM[][twotoN-1]); 
void create_X_matrix(short int VLM[][twotoN-1], short int XMatrix[twotoN] [twotoN]); 
void create_f.matrix(short int fmap[][n], short int XMatrix[] [twotoN], 
short int fMatrix [][twotoN], short int VLM[] [twotoN-1]); 
// zeroing out matrices 
for (i = 0; i < n; i++) 
{ 
for (j = 0; j < size; j++) 
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{ 
Table [j] [i] =0; 
>// end for j 
primitive[i] = 0; 
> //end for i 
for (j =0; j < twotoN; j++) 
for (i = 0; i < n; i++) 
< 
fMap[j] [i] = 0; 
fMatrix[j][i] = 0; 
if (j < twotoN-1) 
VLM[i] [j] = 0; 
} 
// end for 
//end for 
// zero out XMatrix 
for (i = 0; i < twotoN; i++) 
for (j = 0; j < twotoN; j++) 
XMatrix[i][j] = 0; 
// define the row vector for the exponents of the terms in poly F(x) 
// currently F(x) = x~12+x~6+x~3 
d[0] - 12; 
d[1] = 6; 
d[2] - 3; 
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il define the row vector of the primitive polynomial; powers 
// are descending currently it is defined for n=5; x~5+x~2+l=0 
primitive[2] = 1 ; 
primitive[4] = 1 ; 
// define the vector rep of alpha to the zero power 
for (i = 0; i < n-1; i++) 
alphazero[i] = 0; 
alphazero[n-1] = 1; 
// call function to create Table 
create_alpha_table(alphazero, Table, primitive); 
/*// display Table 
for (i = 0; i < size; i++) 
{ 
for (j = 0; j < n; j++) 
cout « setw(l) « Table[i][j] « " 
cout « endl; 
}*/ 
// call a function to create the map for function f 
create_f_map(fMap, Table, d); 
// call a function to create the variable label matrix (VLM) 
create_label_matrix(VLM); 
// call a function to create the matrix 
(++T îu > T î0 = T) JOJ 
SSiqBTXBA eZT-tBT^TUT // 
;I « £ «y «-j-03 « jfld q.nT qjtoqs 
î [n] dmaq quT qjoqs 
SaïqBTJBA -[BDOI // 
} 
([] eAT^ruiTad int q.ioqs 
'[ïï][]exqBX Vil qjtoqs 1 [] ozazBqdiB qui q-ioqs) atqBq""BqdtB~aqBa.iD ptOA 
/************************************************************************** 
axiou ipaiiBo suoiaouiy; 
nrem :Xq paiTBQ 
paqB-iauaS axe a%qBq aqq. jo saTjq.ua aqq. «oq ST qBqq os ap-ps 
q.jax aqq „jjo subj,, ï b ;i pua aqq qB UT sat^tuitzd aqq Su-rppe pue qjai aqq 
oq q.Tun î X.iqua XjaAa SuTq.jTqs SB aunes aqq ST Bqd%B Xq 3uTX%dTq%nm :aqoji 
Bqd%B no sjaaod jo sdaj jo a%qBq aqq. saqBa-io uoTqotmj STqj, : asodjry 
8"[qBq"Bqd%B"aqB8Z3 :aorejt uoTqounj 
***************************************************************************/ 
UTW uoTqounj pue // { 
!uqj « UT3 
fipua » „ anuTquoo oq. D q.TH„ » q.noo 
! (W1A 'xTjqBHJ 'xTjqBHX ' dB«J) XTjqBta-j-aqBeJCD 
j uoTqounj oq Suiçpuodsaxzoo xTjqBtn B aqBaJO oq uoTqotmj B hbo // 
f(xTjqBHX 'W1A)XTjqBm-x~9»y9JO 
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temp[i] = 0; 
for (pwr = 0; pwr < size; pvr++) 
{ 
if (pwr == 0) 
for (i = 0; i < n; i++) 
temp[i] = alphazero[i]; 
else 
for (j = 0; j < n; j++) 
temp[j] = Table[pwr-1][j]; 
// end if-then-else 
for (col = 0; col < n; col++) 
{ 
Table[pwr][col] = temp[col+1]; 
> // end for col 
Table[pwr][n-1] = 0 ; 
if (temp[0] ==1) 
for (1=0; 1 < n; 1++) 
Table[pwr][1] = (Table[pwr][1] + primitive[1]) % 2; 
} // end for pwr 
} // end function create_alpha_table 
/************************************************************************** 
Function Name: create_f_map 
Purpose : Defines a matrix for function f (which is over the vector space 
GF(2)*n) such that each row corresponds to the vector that the binary 
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representation of this row maps to under map £. 
Called by: main 
Functions Called: Binary_Rep 
*************************************************************************/ 
void create.f_map(short int fMap[][n], short int Tablet][n], short int d[]) 
{ 
// function prototypes 
void Binary_Rep(short int binaryrep[], short int num); 
// local variables 
short int exponent, alpha, i, r, j, c; 
short int value, t, tempexp; 
short int binaryrep[n]; 
bool notfound; 
// initialize variables 
alpha = 1; 
notfound = true; 
exponent = 1 ; 
// initialize 1st 2 rows of fMap and binaryrep 
for (i = 0; i < n; i++) 
< 
binaryrep[i] = 0; 
fMap [0][i] = 0 ; 
if (i < n-1) 
fMap[1][i] = 0 ; 
else 
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fMapCl] [i] = 1; 
} // end for 
// main definition 
for (r = 2; r < twotoN; r++) 
< 
// find binary rep of row r 
Binary_Rep(binaryrep, r); 
cout « "binary rep for " « r « " is "; 
for (j = 0; j < n; j++) 
cout « binaryrep [j]; 
cout « endl; 
// search the table for this binary rep 
exponent = 1; 
notfound = true; 
while (notfound) 
{ 
for (c = 0; c < n; c++) 
{ 
if (Table[exponent-1][c] != binaryrep[c]) 
{ 
notfound = true; 
exponent++; 
break; 
} // end 
> // end for c 
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if (c == ii) 
{ 
notfound = false ; 
alpha = exponent ; 
> 
} // end while 
// once the binary rep has been found we want to assign the value that it 
// maps to under the map F to our map f 
for (c = 0; c < n; c++) 
{ 
value = 0; 
for (t=0; t < numterms; t++) 
< 
tempexp = alpha*d[t]-l; 
value = value + Table[tempexp][c]; 
> // end for t 
fMap[r][c] = value % 2 ; 
} // end for c 
} // end for r 
// display fMap 
cout « "fMap " « endl; 
for (r = 0; r < twotoN; r++) 
{ 
for (c = 0; c < n; c++) 
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cout « fMap[r][c] « " "; 
cout « endl; 
> 
> // end function create_f_map 
/***************************************************************************** 
Function Name: create_X_matrix 
Purpose : Create a 2"n by 2"n matrix where rows correspond to the elements of 
GF(2)~n and columns correspond to the terms involving the xi's in the 
prescribed order. (Prescribed order consists of the single terms first 
followed by the (n choose 2) terms involving a product of 2 xi's, etc. 
with the 2nd to last column containing the term containing all n xi's 
and the last column representing the constant 1). 
Called by: main 
Functions Called: Binary_Rep, term_search 
****************************************************************************/ 
void create_X_matrix(short int VLM[][twotoN-1], short int XMatrix[twotoN][twotoN]) 
{ 
// function prototypes 
void Binary_Rep(short int binaryrep[], short int num); 
void term_search(short int VLM[][twotoN-1], short int termlist [], 
short int XMatrix[][twotoN], short int num.nonzero, 
short int row); 
// local variables 
short int termlist[n]; // list of terms in function 
short int X[n]; // binary rep of element of GF(2)~n 
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short int row, i, ptr, j, num_nonzero; 
num_nonzero = 0; 
// zero out X 
for (i = 0; i < n; i++) 
X [i] = 0 ;  
// fill in all l's in row 0 of XMatrix 
for (i = 0; i < twotoN; i++) 
XMatrix [0] [i] = 1 ; 
for (row = 1; row < twotoN; row++) 
{ 
// zero out termlist 
for (i = 0; i < n; i++) 
termlist [i] = 0; 
// get binary rep of current row 
Binary_Rep(X,row); 
// determine what terms are needed 
ptr = 0; 
for (i = 0; i < n; i++) 
{ 
// if X[i] is not zero include term 
if (X[i] != 0) 
{ 
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termlist [ptr] = i+1; 
ptr++; 
> Il end if 
} Il end for 
cout « "termlist for " « row « " is "; 
for (j = 0; j < n; j++) 
cout « termlist [j]; 
cout « endl; 
// call function term_search to search VLM for all terms containing 
// the components of termlist (size of termlist = ptr) 
term_search(VLM, termlist, XMatrix, ptr, row); 
> // end for row 
// display XMatrix 
for (row = 0; row < twotoN; row++) 
{ 
cout « "Row " « row « " of XMatrix is "; 
for (j = 0; j < twotoN; j++) 
cout « XMatrix[row][j]; 
cout « endl; 
> // end for row 
> // end function create_X_matrix 
/******************************************************************************* 
> 
(++D '• Noaoaq. > 0 '.Q = 3) 103: 
g pom xrj:q.-BHduiaq. jo smm%03 ppe // 
'• ( [rnaa] [aoj] XXZYENX) * ( [Too] [AOJ] DWJ) = [MAAA] [ftoz] xxjiBudraaq. 
(++uuaq. !Hoq.0/1^ > outeq. iQ = nureq) JOJ 
(++HOJ :fjoq-onq. > AOJ: ÎQ = aoa) JOJ 
xxjq.BHX jo BOX s SUIT I dBtagp jo %03 jo xx.iq.Bra (u„g)x(u_g) aq.B8J3 // 
> 
(++T03 IN > 103 !Q = TOO) JCOJ 
;9BIJ xooq 
: iBq.oq ' C ' x ' x  'o 'uuai ' n o x  '%os q.ux qjoqs 
! [Noq-oaq.] [Hoq.oaq.] xx.iq.BHdmeq. q.ux qjoqs 
SeiqBTXBA IB30T// 
} 
( [T-Noq.o/ia] []W1A *ux Woqs « [(jo^o/n] [] xxjtq.BHJ »ux qxoqs 
' [Noqonq.] [] xx.iq.BHX Vix q.Joqs ' [u] [] demj q.ux q.Joqs)xxjq.w""g:""aq.B8J3 pxoA 
j******************************************************************************* 
anon rpaxi^O snoiaotm^ 
UXBUI :Xq PAXX^O 
• (j quBqsuos aqq. Snxqnasajcdaj unmxoo qsBX aqq ptre 
3,TI N XIB SuxuxBq.uo3 tmaq. aqq 8nxuxBq.no3 unmxoo Q.SBX oq. pug aqq. qqxa 
• oq.a 's,xx g jo qonpoad B SUXAXOAUX stmaq. (g asooqo n) aqq. Xq paaoxxoj 
qsjxj suuaq. axSuxs aqq. jo sq.sxsuoo japjco paqxaosajj) • zapjto paqxjssajd aqq ux 
s «xi aqq. SUXAXOAUX stmaq. aqq. oq. puodsaxioo s unmxoo aqq. puB s {xj aqq. oq. 
puodsajjoo s no 2. aqq. azaqa j uoxq.ounj aqq JOJ xxjq.Bm u.g Xq u UB eq.B9.13 : asodanj 
xxjyeuf"j:~aq.BaJD :araBjj uoxqounj 
ZEI 
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total = 0; 
for (r = 0; r < twotoN; r++) 
total = total + tempMatrix[r] [c]; 
fMatrix[col][c] = total % 2; 
} // end for c 
} // end for col 
// display fMatrix 
cout « "The vector representation of function f is: " « endl; 
for (i = 0; i < n; i++) 
< 
cout « "f" « i+1 « " is "; 
for (j = 0; j < twotoN; j++) 
cout « fMatrix[i][j]; 
cout « endl; 
> // end for i 
cout « endl; 
//display the fi's in a more user-friendly form 
for (i = 0; i < n; i++) 
< 
cout « "f " « i+1 « " is 11 ; 
flag = false; 
for (j = 0; j < twotoN-1; j++) 
{ 
if (fMatrix[i][j] — 1) 
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{ 
term = 0; 
if (flag) 
cout « "+"; //print a + sign if it's not the 1st term 
while (VLM[term][j] != 0) 
< 
cout « "X" « VLM[term][j]; 
term ++; 
> 
flag = true; 
> //end if 
} // end for j 
if (fMatrix[i][twotoN-1] == 1) 
cout « "+1"; 
cout « endl; 
> // end for i 
cout « endl; 
} // end function create.f_matrix 
/********************************************************************* 
Function Name: create_label_matrix 
Purpose : To create a matrix containing the labels of all possible 
terms representing products of Xi's for 0 < i <=n 
Called by: main 
Functions Called: Binomial_Coeff, AssignValues 
********************************************************************/ 
void create_label_matrix(short int VLM [][twotoN-1]) 
135 
{ 
// function prototypes 
short int Binomial.Coeff(int k, int t); 
int As s ignValue s(short int VLM[][twotoN-1], int k, int i, int col, int row); 
// Local variables 
long int start ; 
short int row, col, t, r, c; 
// intialize variables 
start = -1; 
row = 0; 
col = 0; 
// Creation of the VarLabelMatrix (VLM) which has n rows and 2*n-l columns 
for (t = 1; t <= n; t++) 
< 
start = start + Binomial_Coeff(n,t-l); 
col = AssignValues(VLM,n,t,start,row); 
> //end for 
// display VLM 
cout « "VLM " « endl; 
for (r = 0; r < n; r++) 
{ 
for (c = 0; c < twotoN-1; c++) 
cout « VLM[r] [c] « " " ; 
cout « endl; 
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> 
> // end function create_label_matrix 
/*************************************************************************** 
Function Name: AssignValues 
Purpose : This function is recursive in that given a binomial coeff 
corresponding to a group of terms it will fill in the first row 
corresponding to that grouping and then decompose it into its 
component parts and recursively call itself with these new binomial 
coeff. until all rows 'beneath' a particular grouping are filled. 
Called by: create_label_matrix 
Functions Called: Binomial_Coeff 
Input : VLM,k,i,col,row where k and i are the components of a binomial coeff. 
corresponding to a group of terms of size k choose i. row-col is the 
position where the first value will be assigned. 
Output : col which is the next column in which a value needs to be assigned. 
**************************************************************************/ 
int AssignValues(short int VLM[][twotoN-1], int k, int i, int col, int row) 
{ 
// function prototypes 
short int Binomial_Coeff(int k, int t); 
// local variables 
long int uplim; 
int j,1; 
for ( j  =  1; j  <= k-i+1; j++) 
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{ 
if (i == 1) 
VLM[row][col+j-1] = n-k+j; 
else 
{ 
uplim = Binomial_Coeff(k-j,i—1); 
f o r  ( 1 = 1 ;  1  < =  u p l i m ;  1 + + )  
VLM[row][col+1-1] = n-k+j; 
col = AssignValues(VLM,k-j,i-l,col,row+l); 
> // end else 
> // end for j 




} // end function AssignValues 
********************************************************** 
Function Name : term_search 
Purpose : To search through the matrix VLM to find all terms that contain the 
components of termlist and to change the values in the 
corresponding positions of XMatrix to 1's. 
Called by: create_X_matrix 
Functions Called: Binomial_Coeff 
***************************************************************************/ 
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void term_search(short int VLM[][twotoN-1], short int termlist • , 
short int XMatrix [] [twotoN], short int num.nonzero, short int row) 
{ 
// function prototypes 
short int Binomial_Coeff(int k, int t); 
// local variables 
short int startcol, c, term, coord, j; 
bool match; 
started = 0; 
for (j = 1; j < num_nonzero; j++) 
startcol = startcol + Binomial_Coeff(n,j); 
// loop for search 
for (c = startcol; c < twotoN-1; c++) 
{ 
match = true ; 
term =0; // position in termlist 
coord = 0; // position in a column c of VLM 
while (term < num_nonzero && match) 
{ 
// search in VLM 
if ( (VLM [coord] [c] ==0) I I (coord >= n)) 
match = false; 
else 
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II end if-else search 
} // end while 
// if term was found in this column, need to change the 0 to a 1 
// in this position of XMatrix this should be in column c 
if (match) 
XMatrix[row][c] = 1 ; 
} // end for c 
> // end function term.search 
/*********************************************************************** 
Function Name : Binary_Rep 
Purpose : Finds the binary represent at i on of a number and returns it. 
Called by: create_f_map, create_X_matrix 
Functions Called: none 
**********************************************************************/ 
void Binary_Rep(short int binaryrep[], short int num) 
< 
; (intra q.uT)XBTJoaDBj qui Suox 
sadXqoqojd uoxqarmj // 
> 
(q. qui 'it q.iîT)ïï©oo~iBtmouta qux qjoqs 
j********************************************************************** 
TBTJoq.DB,j : panBo suorqaunj 
qojB9S~uij0q 'saniBAuStssv ' xijq.BW_I9qBT9qBSJ0 :Xq paxx^0 
• qx stunqgj pnB (q asooqo sQ jjaoo XBiraouxq aqq. S9qB%%i3%BQ :9Sodmj 
JJ9O0~IBTXAOUTA :9UIBFL UOiqDUTlJf 
***********************************************************************/ 
day'XjBuxg uoxqDimj pua // { 
C JOJ pue // { 
!q = [Ç] daxliBuxq 
9S%9 
ÏT PU9 // < 
(a9flod'2)nod (qui) - jduraq. = tdmaq. 
! Ï = [Ç] dajjCjBUtq 
> 
((jajiod«2)/iod (q.ui) =< %dmaq) JI 
î x-f-u = zatiod 
> 
(++[ !u > C :Q - P) 
iunra = jdinaq 
îXdraeq 'janod 1C qui qjoqs 
saxqBXJBA x"B00x // 
WÏ 
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// local variables 
long int numerator, denoml, denom2; 
short int value ; 
numerator = Factorial(k); 
denoml = Factorial(t); 
denom2 = Factorial(k-t); 
value = numerator/(denoml*denom2) ; 
return value ; 
}// end function Binomial_Coeff 
/********************************************************************** 
Function Name: Factorial 
Purpose : Calculates the factorial of a given number and returns it. 
Called by: Binomial_Coeff 
Functions Called: none 
*********************************************************************/ 
long int Factorial(int num) 
{ 
// local variables 
int kount; 
long int product ; 
product = 1 ; 
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for (kount = 1; kount <= num; kount++) 
product = product * kount; 
//end for 
return product ; 
>// end function Factorial 
C.2 Solution counting programs 
C.2.1 PolyFunctionSolCtr.cpp 
// This is the main project file for a VC++ application project 
/******************************************************************************** 
Program: PolyFunctionSolCtr.cpp 
Author : Mandi Maxwell 
Purpose : To find the number of solutions of the equation f(x+a)+f(x)=b over 
the field GF(2~n) where f(x) is a polynomial function. 
Input from: Keyboard 
Output to : Screen 
Functions used: create_alpha_table, create_f_map, Find_Haf 
Directions : You must hard code the values for the following constants 
before you run the program. 
n: as in GF(2"n) 
numterms: the number of terms in the polynomial function 
twotoN: which is 2~n 
(%)j X-[od HT sttuaq jo squauodxa jo JoqoaA // : [smjeqnnui] sSep qux q-ioqs 
:suora.BxeiDap axqçxjBA feooq // 
iipne » Menem » „ st u aqq oq. pesr&i z,> » Wod 
} 
()UTBOI pXOA 
T - *_Z > TP > 0 :(n_Z)jO ze^o SP.%+ ' +CP_z+TP_z-(%)j // 
• Z £  » Noao/iq. qux 3uoi qsnoo 
(x) j XBxmotLiiod ax sntzeq. jo jequmn// !g = sm.isq.unra qux qjoqs qsuoo 
:g = u aux qaoqs asuoo 
:noxq.BJB-[Dap qtreqsuoo paureu // 








rsaAxqoajxp jossaDOjdajd // 
/=k******************************************************************************* 
•  (n_g)£9 p x a x j  Bqq z o j .  x^T™onXxod aAxqxraxjd aqq. oq. pnodsaazoo 
oq JoqoaA aAxqxuixjd aqq. aux jap XxaqBXjdojddB osxe qsnm noji 
Gf-Ï 
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short int primitive [11] ; // vector rep of primitive poly 
short int Table[twotoN-1] [n] ; // table of reps of powers on alpha 
short int fMap[twotoN] [n]; // matrix rep of the map f; rows are f(row) 
short int alphazero[n]; // vector rep of alpha"0 
short int alphaToPwr[n]; // vector rep of alpha"pwr 
long int i,j; 
short int rtn; 
// function prototypes : 
void create_alpha_table(short int alphazero[], short int Table[][n], 
short int primitive[]); 
void create_f_map(short int alphazero[], short int primitive D, 
short int fMap[][n], short int Table[][n], short int degs []); 
void Find_Haf(short int fMap[][n]); 
rtn = 1; 
// zeroing out matrices 
for (i = 0; i < n; i++) 
{ 
for (j = 0; j < twotoN; j++) 
£Map[j][i] = 0; 
for (j = 0; j < twotoN-1; j++) 
Table[j] [i] = 0; 
primitive[i] = 0; 
alphaToPwr [i] = 0; 
> //end for i 
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// define the row vector for the exponents of the terms in the poly F(x) 




// define the row vector of the primitive polynomial; powers 
// are descending currently it is defined for n=5; x~5+x~2+l=0 
primitive [2] = 1 ; 
primitive[4] = 1; 
// define the vector rep of alpha to the zero power 
for (i = 0; i < n—1 ; i++) 
alphazero[i] = 0; 
alphazero[n-1] = 1; 
// call function to create Table 
create_alpha_table(alphazero, Table, primitive); 
/* // display Table 
for (i = 0; i < twotoN-1; i++) 
{ 
for (j = 0; j < n; j++) 
cout « setw(l) « Table[i][j] « " "; 
cout « endl; 
} */ 
while (rtn != 0) 
, T « [ «x ' "[OD qux qjoqs 
5 [a] drnez qax qjoqs 
SaiqHTJBA IT8DOI // 
> 
( []3AT5.tinxjd q.ux qjoqs 
' M [] eiq^i qux qaoqs 'QojazsqdxB qux qaoqs) axqBq'BqdxB'eqBaJD pxoA 
/****************************************************************************** 
anon :paxreD suoxqomia 
uxem :Xq pailHQ 
paq.Bj;aua8 axe axq'ea eqq jo saxjq.ua aqq aoq sx qeqq os apxs qjax aqq 
„JJO SIXBJ,, J B JX pua aqq qe ux aAxqxmxzd aqq SuxppB pue qjex aqq oq. 
qxun X Xjq.ua XJ8A8 Suxqjxqs SB earns aqq sx BqdxB Xq SuxXxdxqxtun :aqofl 
• BqdxB uo sjaaod jo sdaj jo axqBq. aqq. saqeajo uoxqounj sxqj, : asodmj 
axqBq~BqdxB~aqB8J:o :auiBN uoxqounj 
******************************************************************************/ 
UXBUI uoxqounj pua // { 
aixqn pua // { 
îuqj « UX3 
fXpns » „ pua oq. o 3-TH» » anoo 
! ((kNf)^R-pnTj 
aoBds JoqoaA aqq. ux B XTE JOj (J)BH XBxdsxp pxie aqeaao oq. uoxqoutij B XI%3 // 
(sSap ' axqsi 'dBWj ' aAxqxraxjd 'ojazBqdxB)dBm~f~aqB8J:o 




long int pwr; 
// initialize variables 
for (i = 0; i < n; i++) 
{ 
temp[i] = 0; 
Table[0][i] = alphazero[i]; 
> 
// Note : Table[pwr][] is actually alpha to the pwr+1 
for (pwr = 1 ; pwr < twotoN-1; pwr++) 
{ 
for (j = 0; j < n; j++) 
temp[j] = Table[pwr-1][j]; 
for (col = 0; col < n; col++) 
Table[pwr][col] = temp[col+1]; 
Table[pwr][n-1] = 0; 
if (temp[0] == 1) 
for (1=0; 1 < n; 1++) 
Table[pwr][1] = (Table[pwr][1] + primitive[1]) % 2; 
} // end for pwr 
> // end function create_alpha_table 
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/******************************************************************************** 
Function Name: create_f_map 
Purpose : Defines a matrix for function f (which is over the vector space 
GF(2)~n) such that each row corresponds to the vector that the binary 
representation of this row maps to under map f. 
Called by: main 
Functions Called: Binary_Rep, power_raiser 
********************************************************************************/ 
void create_f_map(short int alphazero[], short int primitive[], 
short int fMap • [n], short int Table[][n], short int degs[]) 
< 
// function prototypes 
void Binary_Rep(short int binaryrep[], long int num); 
void power_raiser(short int primitive[], short int alphaToPwr[], 
long int alphapwr); 
// local variables 
short int i, j, c, t; 
long int exponent, alpha, alphapwr; 
long int r; 
short int binaryrep[n], alphaToPwr[n], Temp[n]; 
bool notfound; 
// initialize variables 
alpha = 1; 
notfound = true; 
exponent = 1; 
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// initialize 1st 2 rows of fMap and binaryrep 
for (i — 0 ; 1 < n; i++) 
< 
binaryrep [i] = 0; 
fMap[0][i] = 0; 
if (i < n-1) 
fMap[1] [i] = 0; 
else 
{ // if numterms is odd then assign 1 
if ((numterms % 2) == 1) 
fMap[1][n-1] = 1; 
else 
fMap[l] [n-1] = 0; 
} // end else 
} // end for 
// main definition 
for (r = 2; r < twotoN; r++) 
{ 
// find binary rep of row r 
Binary_Rep(binaryrep, r); 
cout « "binary rep for " « r « " is "; 
for (j = 0; j < n; j++) 
cout « binaryrep[j]; 
cout « endl; 
// search the table for this binary rep 
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exponent = 0; 
notfound = true; 
while (notfound) 
< 
for (c = 0; c < n; c++) 
< 
if (Table[exponent][c] != binaryrep[c]) 
{ 
notfound = true; 
exponent++; 
break; 
> // end 
} // end for c 
if (c == n) 
< 
notfound = false; 
alpha = exponent ; 
> 
> // end while 
// once the binary rep has been found we want to assign the value that it 
// maps to under the map F to our map f 
for (i = 0; i < n; i++) 
Temp[i] = 0; 
for(t = 0; t < numterms; t++) 
{ 
for (i = 0; i < n; i++) 
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alphaToPwr[i] = alphazero[i]; 
alphapwr = alpha*degs[t]; 
power_raiser(primitive, alphaToPwr, alphapwr); 
for (c = 0; c < n; c++) 
Temp[c] = (Temp[c] + alphaToPwr[c]) % 2; 
} // end for t 
for (c = 0; c < n; c++) 
fMap[r][c] = Temp[c]; 
} II end for r 
// display fMap 
cout « "fMap " « endl; 
for (r = 0; r < twotoN; r++) 
for (c = 0; c < n; c++) 
cout « fMap[r][c] « " "; 
cout « endl; 
} 
> // end function create_f_map 
/****************************************************************** 
Function Name: power_raiser 
Purpose : This function returns alpha raised to a given power. 
Called by: create_f_map 
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Functions Called: none 
******************************************************************/ 
void power_rai ser(short int primitive[], short int alphaToPwr[], 
long int alphapwr) 
< 
// local variables 
short int temp [n] ; 
short int col, i, j; 
long int pwr; 
// Note : end result of the loop is that we get alpha to the pwr+1 
for (pwr = 0; pwr < alphapwr; pwr++) 
{ 
for (i = 0; i < n; i++) 
temp[i] = alphaToPwr[i]; // stores alpha to pwr in temp 
for (j = 0; j < n-1; j++) 
alphaToPwr[j] = t emp [j+1]; 
alphaToPwr[n-1] = 0; 
if (temp [0] ==1) 
for (col = 0; col < n; col++) 
alphaToPwr[col] - (alphaToPwr[col] + primitive [col]) % 2; 
> // end for pwr 
} // end function power.raiser 
/******************************************************************************* 
ÏQ - 9ZT8JH 
B J09.D8A UT seaoqs pue T JO daj XxBuxq spuTj j  j  ! (T'B)da,H~XjeuTg 
} 
(++T fgoioaq. > T :Q . T) JOf 
.'0 = en%BA 
!0 - ezTBRi 
SSXqBTJBA 8ZTXBT3.TUT // 
îuqj jneqs 
is3«Iî 'SBIJ iooq 
:suoxqrv[osxBui 'aqos 'S3 'Z^ 'T3 *UT 3uoi 
:o ' qods aux qjoqs 
î au%BA 1 x ' jq.3 ' C ' T qux 3uo% 
id 'qxSxp '9ZTSJH WT ÏJoqs 
f [u] [Noaona] ÏH ' [U] draeq. 1 [u]x ' [U]B qux qaoqs 
SdXqBTJBA XB30I // 
: (umu Q.UT 3uo% ' [] dexfijBuxq aux qaoqs ) dayXjreuxg pxoA 
î ( [] zoq.D8A aux qjoqs) Xaeuxg~raojj'anxBA aux 3uo% 
sedXq.oq.ozd uoxqounj // 
} 
([u][]dBW? aux qjoqs)jBH"puxi pxOA 
y******************************************************************************* 
day'XjBuxg ' X JBUX g~rao J j- AN-[B A : PAILBQ suoxqounj 
UXBOI :Xq PAILBQ 
• aoBds JtoqosA aqq ux B N® JOj (J)BR jo azxs aqq aqB%u3%B3 pire puxj oj, :asodjnj 
jBfj"puxj :anrefi uoxqsunj 
EST 
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for (j = 0; j < twotoN; j++) 
{ 
Binary_Rep(x,j); // finds binary rep of j and stores in vector x 
for (spot = 0; spot < n; spot++) 
temp[spot] = (x[spot] + a[spot]) % 2; //calculates x+a 
// end for spot 
value = Value_from_Binary(temp); 
for (c = 0; c < n; c++) //find f(x+a)+f(x) 
Hf [j] [c] = (fMap [value] [c] + fMap [j ] [c] ) '/, 2; 
// loop to calculate the number of different values in H(f) 
ctr = 0; 
while (ctr < j) 
< 
// loop to compare digits in the vectors 
digit = 0; 
flag = true; 
while (flag) 
{ 
if (Hf[ctr][digit] != Hf[j][digit]) 
< 
// not equal so increment counter and keep searching 
flag = false ; 
ctr++; 
> //end if 
else digit++; 
if (digit == n) 
< 
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II equal so it's not a new vector; quit searching 
flag = false; 
ctr = j + 100; 
> 11 end if 
> // end while flag 
> // end while ctr 
if (ctr == j) 
Hfsize = Hfsize++; // none match so j is a new vector 
> // end for j 
// Display a and Ha(f) on the screen 
cout « "a = 11 ; 
for (r = 0; r < n; r++) 
cout « a[r] « " "; 
cout « endl; 
/* cout << "H = " « endl; 
for (r = 0; r < twotoN; r++) 
< 
for (p = 0; p < n; p++) 
cout « Hf [r] [p] « " " ; 
cout « endl; 
> 11 end for r */ 
cout « "Size of Ha(f) = " « Hfsize « endl; 
/* //pause 
cout « "Hit c to continue " « endl; 
cin » rtn; */ 
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// create a loop to determine the max # of 
// solutions to f(x+a)+f(x)=b for the current value of a 
maxsolutions = 0 ; 
for (cl = 0; cl < twotoN; cl++) //cl gives row of Hf 
t 
c2 = cl + 1; 
Sctr = 1; 
while (c2 < twotoN) 
{ 
// loop to compare digits in the vectors 
c3 = 0; 
flag2 = true ; 
while (flag2) 
{ 
if (Hf [cl] [c3] ! = Hf [c2] [c3] ) 
flag2 = false; // vectors are not equal; move to next row 
else c3++; 
if (c3 == n) 
{ 
// vectors are equal; increment Sctr and move to next row 
flag2 = false ; 
Sctr - Sctr++; 
> // end if 
> // end while flag2 
c2++; 
> // end while c2 
if (Sctr > maxsolutions) 
:i = [Ç]de;tXjBUxq 
} 
((je«od'2)/iod (ant) =< %dmaa) JT 
Î t-C-n = J9/iod 
> 
(++F !n > F !0 = P) ao; 
fumu = jdmeq. 
: xdmaa aux 3uox 
; jteAod ' Ç ant aaoqs 
S9iqBTJBA XBDO"[ // 
> 
(nmn aux 3uox ' [] daxXxeutq aux a^oqs) dey~XjBUXg pxoA 
/************************************************************************** 
euou :p9HB0 suoxaounj 
JBH~PUT£ 'dBm~j_9aB9J3 :Xq pexx^D 
• at suanaej pue jgqnmu B JO uoxaBauesajrdej XjBuxq eqa spuxj :esodjuj 
day~XjBuxg :auiBM uoxaounj 
*************************************************************************/ 
jBH~P«Ti uoxaounj pua // { 
x JOJ pua // { 
fxpua » suoxaniosxBin » „ = suoxanxos # XBH„ » anoo 
TO zo; P*8 // { 
ijaos = suoxanxosxBŒ 
1ST 
XxBuxg~mo;rj~9nxBA uoxaounj pue // { 
: en^BA uonq.9JC 
C JOJ pus // 
' [T-f] JOaD9A* ( ( C-U) 'Z)«od (aux) + 9TIXBA = STIXBA 
( + + [  = > [ ! ; .  C )  J O f  
'.Q = 9I1XBA 
: 9T1XBA AUX Suox 
; Ç a ax a-ioqs 
S9Xq^XXBA XBOOX // 
> 
(  []  XO%OBA aux a^ot[s ) XzBuxg~mojg:~9nxBA aux Suox 
/**************************************************************************** 
9uou :p9xreD suoxaounj 
jBH'PUTj :Xq psxi^D 
• sau9s9jd9j aT aeqa SUXBA sqa suanasj ptre aoao®A XjBuxq B ss^BJ, : ssodmj 
X JBuxg~uio J j- snxB A :snren uoxaotm£ 
dsy~XjBuxg uoxaDunj pue // { 
[ jo; pne // { 
!Q = [Ç]dsjXaBUxq 
ssxe 
;x pue // { 




This program is essentially the same as that in C.2.1, only it has been modified to run for 
multiple power functions f(x) = xd and to read the potential values for d in from a file. 
// This is the main project file for a VC++ application project 
/******************************************************************************* 
Program: SolutionCountervFile.cpp 
Author : Mandi Maxwell 
Purpose : To find the number of solutions of the equation f(x+a)+f(x)=b over 
the field GF(2~n). 
Input from: File 
Output to : File 
Functions used: create_alpha_table, create_f_map, Find_Haf 
Directions : You must hard code in the input and output file names and the 
values for the following constants before you run the program. 
n: as in GF(2~n) 
twotoN: which is 2~n 
You must also appropriately define the primitive vector to 
correspond to the primitive polynomial for the given field GF(2"n). 
******************************************************************************/ 










using namespace std; 
// Named constant declaration: 
const short int n = 13; 
const long int twotoN = 8192; 





// open the input file 
in. open("input_data.txt"); 
// open the output file 
out.open("results.txt"); 
cout « "2 raised to the n is " « twotoN « endl; 
// Local variable declarations: 
short int primitive[n]; // vector rep of primitive poly 
short int Table [twotoN-1][n]; // table of reps of powers on alpha 
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short int fMap[twotoN][n]; // matrix rep of the map f; rows are f(row) 
short int alphazero[n]; // vector rep of alpha"0 
short int alphaToPwr[n]; // vector rep of alpha'pwr 
long int i,j; 
long int d, maxsolutions; . 
// function prototypes : 
void create_alpha_table(short int alphazero[], short int Table[][n], 
short int primitive[]); 
void create_f_map(short int alphazero[], short int primitive[], 
short int fMap[][n], short int Table[][n], long int d); 
long int Find_Haf(short int fMap[] [n], long int d); 
// zeroing out matrices 
for (i = 0; i < n; i++) 
< 
for (j = 0; j < twotoN; j++) 
fMap[j] [i] =0; 
for (j = 0; j < twotoN-1; j++) 
Table[j][i] « 0; 
primitive[i] = 0; 
alphaToPwr [i] = 0; 
> //end for i 
// define the row vector of the primitive polynomial; powers 
// are descending currently it is defined for n=13; x~13+x~4+x~3+x+1=0 
primitive[8] = 1; 
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primitive[9] = 1; 
primitive[11] = 1 ; 
primitive[12] = 1; 
H define the vector rep of alpha to the zero power 
for (i = 0; i < n-1; i++) 
alphazero[i] = 0; 
alphazero[n-1] = 1 ; 
// call function to create Table 
create_alpha.table(alphazero, Table, primitive); 
1*1/ display Table 
for (i = 0; i < twotoN-1; i++) 
{ 
for (j = 0; j < n; j++) 
cout « setw(l) « Table[i][j] « " "; 




11 read the input 
in » d; 
// call a function to create the map for function f 
create_f_map(alphazero, primitive, fMap, Table, d); 
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fl call a function to create and display Ha(f) for all a in the vector space 
maxsolutions = Find_Haf(fMap, d); 
// write out something to the output file 
out « "Number of solutions for d = " « d « " is : " « maxsolutions « endl; 
> 
in.closeO ; 
out. closeO ; 
> // end function main 
/***************************************************************************** 
Function Name : create_alpha_table 
Purpose: This function creates the table of reps of powers on alpha. 
Note: multiplying by alpha is the same as shifting every entry 1 unit 
to the left and adding the primitive in at the end if a 1 "falls off" 
the left side so that is how the entries of the table are generated 
Called by: main 
Functions Called: none 
*****************************************************************************/ 
void create_alpha_table(short int alphazero[], short int Table[][n], 
short int primitive[]) 
< 
II local variables 
short int temp[n]; 
short int col, i, j, 1; 
long int pwr; 
164 
// initialize variables 
for (i = 0; i < n; i++) 
< 
temp [i] = 0; 
Table[0] [i] = alphazero[i] ; 
} 
// Note : Table[pwr][] is actually alpha to the pwr+1 
for (pwr = 1; pwr < twotoN-1; pwr++) 
{ 
for (j =0; j < n; j++) 
temp[j] = Table[pwr-1] [j] ; 
for (col = 0; col < n; col++) 
{ 
Table[pwr][col] = temp[col+1] ; 
} // end for col 
Table[pwr][n-1] = 0; 
if (temp [0] — 1) 
for (1=0; 1 < n; 1++) 
Table[pwr][1] = (Table [pwr] [1] + primitive [1]) % 2; 
} // end for pwr 
> // end function create_alpha_table 
/***************************************************************************** 
daxfixeuxq pue dBHï ?° SAOJ g q.sj 8zxxBxq.xux // 
îj = qnanodxa 
ieruq. = ptmojaou 
!f = BqdxB 
SaïqBTXBA SZTXBtqXUT // 
ipunojqou iooq 
! [n] -iadoj,eqd%e ' [n] daxS-reuxq qux qaoqs 
!j ycrx Suox 
! .mdeqdxB 'dut a a 'BqdxB ' q.uauodxa aux 3uo"[ 
i D ' Ç 'x q.ax q.Joqs 
SaïqBXJBA IB30I // 
.«(xfldBqdx® aux Suox 
' [] jMdoXBqdTB aux qjoqs ' [] eAxq.xrax.id q.ux q.aoqs) jasxBJ"za»od pxoA 
f (umu q.ux Suox ' [] daaXxeuxq q.ux q.joqs) dayXjBuxg pxoA 
sadXqoqojd noxq.3unj // 
> 
(p q.ux Suox ' [n] [] exqex q.ux q~ioqs ' [u] [] dew j q.ux qxoqs 
' []8Axqxm%jd qux qjroqs ' []ojezeqdxB qnx qaoqs)dBm~j~aq.Baao pxoA 
y**************************************************************************** 
j88XBJ~jaAod ' deyXjreuxg rpaxX^D suoxq.Dimj 
axem :JÎq pexx^D 
• j dBin zaptm oq. sdem a.ox sxqq. jo uoxq.eq.uasa.id8.i 
XjBuxq aqq. q.eqq. Joq.D8A aqq. oq. spuodsexiOD aox qoBa q.Bqq qons (u_(S)jD 
aoeds Joq.oaA aqq J8ao sx qoxqw) j uoxqounj xoj. xx.iq.Bm B sauxjaQ : asodanj 
dBra~j~aq.Ba.i3 : sihbn uoxqounj 
S9I 
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for (i = 0; i < n; i++) 
{ 
binaryrep[i] = 0; 
fMap[0] [i] = 0 ; 
if (i < n-1) 
fMap[1] [i] = 0; 
else 
fMap[1][i] = 1 ; 
} // end for 
// main definition 
for (r = 2; r < twotoN; r++) 
{ 
// find binary rep of row r 
Binary_Rep(binaryrep, r); 
/•cout « "binary rep for " « r « " is 
for (j = 0; j < n; j++) 
cout « binaryrep [j] ; 
cout « endl; */ 
// search the table for this binary rep 
exponent = 0; 
notfound = true; 
while (notfound) 
{ 
for (c = 0; c < n; c++) 
167 
if (Table[exponent][c] != binaryrep[c]) 
{ 
notfound = true ; 
exponent++; 
break; 
} // end 
> // end for c 
if (c == n) 
{ 
notfound = false; 
alpha = exponent ; 
> 
> // end while 
// once the binary rep has been found we want to assign the value that it 
// maps to under the map F to our map f 
for (i = 0; i < n; i++) 
alphaToPwr[i] = alphazero [i]; 
alphapwr = alpha*d; 
power_raiser(primitive, alphaToPwr, alphapwr); 
for (c = 0; c < n; c++) 
fMap[r][c] - alphaToPwr[c]; 
} // end for r 
// display fMap 
(++T ÏU > X ' . Q  - X) X O }  
} 
(++;md ; jadyqdxB > JM !Q = ZAD) JOJ 
T+jad aqq. o% Bqd%B q.e3 ea q.Bqa st doo% aqq. jo %%nsej pus rsaojj // 
iand aux 3uox 
: C 't ' xoo ant q_ioqs 
î [u] dmeq. aux %zoqs 
SeXq^XXBA IBDOI // 
} 
(jtidyqdiB aux Suoi 
' [] JAjoj.eqd-[s aux a-ioqs ' [] ©AXQ.xmxjd aux aaoqs) j©sxbj~jsnod pxoA 
/***************************************************************** 
euou :p@Tieo suoxq.otmj 
dw~j~9q.eej:3 :Xq paiiBj) 
• JSFLOD U9AX9 B oa pesxBJ BQDJB stunq.9J uoxaoxmj sxqj. : ASODJNJ 
J9SXBJ"J9/lod :9UIBH uoxaDxmj 
********:(= ************************************ *********************/ 
dBtn"j~9q.B9J0 uoxq.3tmj pu9 // { 
/* { 
Tpna » q.noD 
.. » [o] [J]dBHJ » anoo 
(++D iU > 3 iQ = 3) JOJ 
} 
(++j ;Hoaoaa > J :Q = J) JOJ 
!%pue » „ de*),, » laça */ 
891 
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temp [i] = alphaToPwr[i]; // stores alpha to pvr in temp 
for (j = 0; j < n-1; j++) 
alphaToPwr [j] = temp[j+l] ; 
alphaToPwr[n-1] = 0; 
if (temp CO] ==1) 
for (col = 0; col < n; col++) 
alphaToPwr [col] = (alphaToPwr [col] + primitive [col] ) 7, 2; 
> // end for pwr 
> // end function power.raiser 
/***************************************************************************** 
Function Name: Find.Haf 
Purpose : To find and calculate the size of Ha(f) for all a in the vector space. 
Called by: main 
Functions Called : Value_from_Binary, Binary_Rep 
****************************************************************************/ 
long int Find_Haf (short int fMap[] [n] , long int d) 
{ 
// function prototypes 
long int Value_from_Binary(short int vector []); 
void Binary_Rep(short int binaryrep [], long int num) ; 
// local variables 
short int a[n], x[n] » temp[n]» Hf[twotoN][n]; 
short int Hfsize, digit, p; 
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long int i, j, ctr, r, value ; 
short int spot, c; 
long int cl, c2, c3, Sctr, maxsolutions; 
bool flag, flag2; 
char rtn; 
// initialize variables 
Hfsize = 0; 
value = 0; 
for (i = 0; i < twotoN; i++) 
< 
Binary_Rep(a,i); //finds binary rep of i and stores in vector a 
Hfsize = 0; 
for (j =0; j < twotoN; j++) 
{ 
Binary_Rep(x,j); //finds binary rep of j and stores in vector x 
for (spot = 0; spot < n; spot++) 
temp [spot] = (x[spot] + a[spot]) % 2; //calculates x+a 
// end for spot 
value = Value_from_Binary(temp); 
for (c = 0; c < n; c++) // find f(x+a)+f(x) 
Hf [j] [c] = (fMap[value][c] + fMap[j][c]) % 2; 
// loop to calculate the number of different values in H(f) 
ctr = 0; 
while (ctr < j) 
< 
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// loop to compare digits in the vectors 
digit = 0; 
flag = true; 
while (flag) 
{ 
if (Hf[ctr][digit] != Hf[j][digit]) 
{ 
// not equal so increment counter and keep searching 
flag = false; 
ctr++; 
} //end if 
else digit++; 
if (digit == n) 
{ 
// equal so it's not a new vector; quit searching 
flag = false; 
ctr = j + 100; 
> // end if 
> // end while flag 
> // end while ctr 
if (ctr == j) 
Hfsize = Hfsize++; // none match; j is a new vector 
> // end for j 
// Display a and Ha(f) on the screen 
/* cout « "a = "; 
for (r = 0; r < n; r++) 
172 
cout « a[r] « " " ; 
cout « endl; */ 
/* cout « "H = " « endl ; 
for (r = 0; r < twotoN; r++) 
{ 
for (p = 0; p < n; p++) 
cout « Hf[r] [p] « " "; 
cout « endl; 
> // end for r */ 
// cout « "Size of Ha(f) = " << Hfsize « endl; 
/* //pause 
cout « "Hit c to continue " « endl; 
cin » rtn; •/ 
> // end for i 
// create a loop to determine the max # of 
// solutions to f(x+a)+f(x)=b for a given a 
maxsolutions = 0; 
for (cl =0; cl < twotoN; cl++) //cl gives row of Hf 
{ 
c2 = cl + 1; 
Sctr = 1 ; 
while (c2 < twotoN) 
{ 
// loop to compare digits in the vectors 
c3 = 0; 




if (Hf [cl] [c3] !- Hf[c2][c3]) 
flag2 = false ; // vectors are not equal; move to next row 
else c3++; 
if (c3 == n) 
{ 
// vectors are equal; increment Sctr and move to next row 
flag2 = false ; 
Sctr = Sctr++; 
} // end if 
} // end while flag2 
c2++; 
> // end while c2 
if (Sctr > maxsolutions) 
maxsolutions = Sctr; 
> // end for cl 
cout « "d = " « d « endl; 
cout « "Max # solutions = " « maxsolutions « endl; 
return maxsolutions; 
} // end function Find.Haf 
Function Name: Binary_Rep 
Purpose : Finds the binary representation of a number and returns it. 
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Called by: create_f_map, Find_Haf 
Functions Called: none 
************************************************************************/ 
void Binary_Rep(short int binaryrep[], long int num) 
{ 
// local variables 
short int j, power ; 
long int tempi ; 
tempi = num; 
for (j = 0; j < n; j++) 
{ 
power = n-j-1; 
if (tempi >= (int) pow(2,power)) 
{ 
binaryrep[j] = 1; 
tempi = tempi - (int) pow(2,power); 
> // end if 
else 
binaryrep[j] = 0; 
> // end for j 
> // end function Binary_Rep 
/*************************************************************************** 
Function Name: Value_from_Binary 
Purpose : Takes a binary vector and returns the value that it represents. 
Called by: Find.Haf 
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Functions Called: none 
**************************************************************************/ 
long int Value_from_Binary(short int vector[]) 
{ 
// local variables 
short int j; 
long int value ; 
value = 0; 
for (j = 1; j <= n; j++) 
value = value + (int) pow(2,(n-j))«vector[j-1]; 
// end for j 
return value ; " 
} // end function Value_from_Binary 
C.3 Determining the incidence structure 
// This is the main project file for a VC++ application project 
/***************************************************************************** 
Program: AssociationSchemes.cpp 
Author : Handi Maxwell 
Purpose : To determine the association scheme for a given power map over the 
field GF(2"n). Points (x,a) and Blocks (y,b) are in relation 1 if 
f(x+y) = a+b. x is defined to be the 1st n digits in the binary 
representation of Point, a is given by the last n digits in the 
binary representation of Point. Likewise, y is the first n digits in 
the binary rep of Block, b is the last n digits in the bianry rep of 
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block. The output of the program is written to a user specified 
output file in the form (Point, Block) for those Point-Block pairs 
satisfying the above equation. (Note: if the output from this 
program will be used as input to the Search Scheme program, 
the output should instead be written to the user specified output 
file in the alternate (commented out) form which creates a single 
column of numbers with no formatting characters. 
Input from: Keyboard 
Output to: File *** Note: the file name for this file must be hard coded 
into the program before it is run. 
Functions used: create_alpha_table, create.f_map, power.raiser 
Directions : You must hard code in the output file name (within the code for 
the create.AS_Matrix function) and the values for the following 
constants before you run the program. 
n: as in GF(2"n) 
d: as in f (x) = x~d 
twotoN: which is 2~n 
size : which is 2"(2n) 
You must also appropriately define the primitive vector to 





using namespace System; 








using namespace std; 
it Named constant declaration: 
const short int n = 4; 
const long int twotoN = 16; 
const long int size = 256; 
// Let F be the function F(x)=x~d over GF(2~n); 0 < d < 2~n - 1 
const short int d = 3; 
void mainO 
{ 
cout « "2 raised to the n is " « twotoN « endl; 
// Local variable declarations : 
short int primitive [n]; // vector rep of primitive poly 
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short int Table [twotoN-1][n]; // table of reps of powers on alpha 
short int fMap[twotoN][n]; // matrix rep of the map f; rows are f(row) 
short int alphazero[n]; // vector rep of alpha"0 
short int alphaToPwr[n]; // vector rep of alpha'pwr 
long int i,j; 
// function prototypes : 
void create_alpha_table(short int alphazero[], short int Table[][n], 
short int primitive[]); 
void create_f_map(short int alphazero[], short int primitive [], 
short int fMap[][n], short int Table[][n], long int d); 
void create_AS_matrix(short int fMap[] [n]); 
// zeroing out matrices 
for (i = 0; i < n; i++) 
{ 
for (j = 0; j < twotoN; j++) 
fMap[j]Ci] = 0; 
for (j = 0; j < twotoN-1; j++) 
Table Cj]Ci] = 0; 
primitive[i] = 0; 
alphaToPwrCi] = 0; 
} //end for i 
/**************DEFINE PRIMITIVE POLYNOMIAL VECTOR*******#*****»**** 
*******************************************************************/ 
// define the row vector of the primitive polynomial; powers 
'• (p ' AIQ^X 'CIBMJ 'EATQ.TNRÇJCD 1 ojazBqdxB) dBor ï~aq.Ba JD 
J noxiDimg: JOJ dw @q$ aq.Ba.zo oq. uoTq.Dtmj B %%B3 // 
/* { 
iipua » qnoD 
• u ,, » [P] [T]aiqBi » (T)naas » qnoo 
(++[ !n > [ !o . f) jo; 
} 
(++T !?-Moaoaa > % :o - T) 
aiqBi XBidsrp //*/ 
i (aATiTuiTJd ' aiqBX ' ojazBqdxB) eiqBq.~BqdiB~aq.BajD 
aiqBx aqBBJO oq. uoiqDtmj %%B3 // 
fj = [t-u]OJazBqdjB 
'•0 = [T] o JAZBQDIB 
(++T ÎT-u > T îo = T) jo; 
jaAod ojaz aqq oq. BqdxB jo daj joq.oaA aqq. autjap // 
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// call a function to generate the Association Scheme Matrix 
create_AS_matrix(fMap); 
> // end function main 
/*#*************************************************************************** 
Function Name : create_alpha_table 
Purpose : This function creates the table of reps of powers on alpha. 
Note: multiplying by alpha is the same as shifting every entry 1 unit 
to the left and adding the primitive in at the end if a 1 "falls off" 
the left side so that is how the entries of the table are generated 
Called by: main 
Functions Called: none 
****************************************************************************/ 
void create_alpha_table(short int alphazero[], short int Tablet] [n], 
short int primitive[]) 
{ 
// local variables 
short int temp [n]; 
short int col, i, j, 1 ; 
long int pwr; 
// initialize variables 
for (i = 0; i < n; i++) 
{ 
temp[i] = 0; 
Table[0] [i] = alphazero[i]; 
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} 
U Note: Table[pwr] • is actually alpha to the pvr+1 
for (pwr = 1 ; pwr < twotoN-1; pwr++) 
{ 
for (j = 0; j < n; j++) 
tempEj] = Table[pwr-1] [j] ; 
for (col = 0; col < n; col++) 
{ 
Table[pwr] [col] = temp[col+1]; 
} // end for col 
Table[pwr][n-1] = 0; 
if (temp [0] == 1) 
for (1 = 0; 1 < n; 1++) 
Table[pwr][1] = (Table[pwr][1] + primitive[1]) % 2; 
> II end for pwr 
y II end function create_alpha_table 
/***************************************************************************** 
Function Name: create_f_map 
Purpose : Defines a matrix for function f (which is over the vector space 
GF(2)~n) such that each row corresponds to the vector that the binary 
representation of this row maps to under map f. 
Called by: main 
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Functions Called: Binary_Rep, power_raiser 
****************************************************************************/ 
void create_f_map(short int alphazero [], short int primitive[], 
short int fMap[][n], short int Table [] [n], long int d) 
{ 
// function prototypes 
void Binary_Rep(short int binaryrep[], long int num, short int length); 
void power_raiser(short int primitive[], short int alphaToPwr[], 
long int alphapwr); 
// local variables 
short int i, j, c; 
long int exponent, alpha, temp, alphapwr; 
long int r; 
short int binaryrep[n], alphaToPwr [n]; 
bool notfound; 
// initialize variables 
alpha = 1; 
notfound = true; 
exponent = 1 ; 
// initialize 1st 2 rows of fMap and binaryrep 
for (i = 0; i < n; i++) 
{ 
binaryrep[i] = 0; 
fMap[0] [i] = 0 ; 
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if (i < n-1) 
fMap[1] [i] = 0; 
else 
fMap[l] [i] = 1; 
> // end for 
// main definition 
for (r = 2; r < twotoN; r++) 
{ 
// find binary rep of row r 
Binary_Rep(binaryrep, r, n); 
/«cout « "binary rep for " « r « " is "; 
for (j = 0; j < n; j++) 
cout « binaryrep[j]; 
cout « endl; */ 
// search the table for this binary rep 
exponent = 0; 
notfound = true ; 
while (notfound) 
{ 
for (c = 0; c < n; c++) 
{ 
if (Table[exponent][c] != binaryrep[c]) 
{ 




> // end 
> // end for c 
if (c == n) 
{ 
notfound = false; 
alpha = exponent ; 
> 
> // end while 
// once the binary rep has been found we want to assign the value that it 
// maps to under the map F to our map f 
for (i = 0; i < n; i++) 
alphaToPwr[i] = alphazero[i]; 
alphapwr = alpha*d; 
power_raiser(primitive, alphaToPwr, alphapwr); 
for (c = 0; c < n; c++) 
fMap[r][c] = alphaToPwr[c]; 
} // end for r 
// display fMap 
cout « "fMap " « endl; 
for (r = 0; r < twotoN; r++) 
{ 
for (c = 0; c < n; c++) 
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cout « fMap[r][c] « " "; 
cout « endl; 
> 
> // end function create_f_map 
/***************************************************************************** 
Function Name: create_AS_matrix 
Purpose : Creates a 0-1 matrix defining the association scheme and prints to a 
file the row and column coords of associated points and blocks. 
Called by: main 
Functions Called: Binary.Rep, Value_from_Binary 
****************************************************************************/ 
void create_AS_matrix(short int fMap [] [n]) 
{ 
ofstream out; 
/***************SPECIFY OUTPUT FILE******************************** 
******************************************************************/ 
// open the output file 
out.open("inputGF(16)d3.txt"); 
******************************************************************/ 
// function prototypes 
void Binary_Rep(short int binaryrep[], long int num, short int length); 
long int Value_from_Binary(short int vector []); 
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// local variables 
short int i, j; 
long int vertex, block, xyrow; 
short int binrepVert[2*n] , binrepBlok[2*n], sumxy[n], sumab[n], fofxy[n]; 
//short int ASMatrix[size][size]; 
bool match; 
char rtn; 
// initialize variables 
match = true; 
// initialize vectors 
for (i = 0; i < 2*n; i++) 
< 
binrepVert[i] = 0; 
binrepBlok[i] - O; 
> // end for 
for (i = 0; i < n; i++) 
{ 
sumxy[i] = 0; 
sumab[i] = 0; 
> // end for 
/*// zero out ASMatrix 
for (i = 0; i < size; i++) 
for (j = 0; j < size; j++) 
ASMatrix [i] [j] = 0; 
// end for */ 
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// write function and format to output file 
//out « "Power function f(x) = x~" « d « endl; 
//out « "Output is of the form (Vertex, Block)" « endl; 
// main definition 
for (vertex = 0; vertex < size ; vertex++) 
{ 
for (block = 0; block < size ; block++) 
{ 
// find binary reps of vertex and block 
Binary_Rep(binrepVert, vertex, 2*n); 
Binary_Rep(binrepBlok, block, 2*n); 
cout « "binary rep for " « vertex « " is "; 
for (j = 0; j < 2*n; j++) 
cout « binrepVert [j]; 
cout « endl; 
cout « "binary rep for " « block « " is "; 
for (j = 0; j < 2*n; j++) 
cout « binrepBlok[j]; 
cout « endl; 
// calculate x+y and a+b for point : (x,a); block: (y,b) 
// x corresponds to the 1st n digits of binrepVert, a the last 
// y corresponds to the 1st n digits of binrepBlok, b the last 
for (i = 0; i < n; i++) 
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{ 
sumxy[i] = (binrepVert[i] + binrepBlok[i]) % 2; 
sumab[i] = (binrepVert[i+n] + binrepBlok[i+n]) % 2; 
> // end for i 
// find f(x+y); row in fMap corresponding to the binary rep of x+y 
xyrow = Value_from_Binary(sumxy); 
for (i = 0; i < n; i++) 
fofxy[i] = fMap[xyrow][i]; 
// display f(x+y) and a+b 
cout « "f(x+y) is "; 
for (i = 0; i < n; i++) 
cout « fofxy [i]; 
cout « " and a+b is "; 
for (i = 0; i < n; i++) 
cout « sumab [i] ; 
cout « endl; 
//pause 
//cout « "hit c to continue " « endl; 
I !cin » rtn; 
// check to see if f(x+y) = a+b 
match * true; 
j = 0; 
while (match && j < n) 
{ 
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if (fofxy[j] == sumab [j]) 
j++; 
else 
match = false; 
> // end while 
/«WRITING TO OUTPUT FILE - MAKE SURE THE CORRECT FORMAT IS BEING USED* 
*********************************************************************/ 
if (j == n) 
{ 
// the point and block are incident 
//ASMatrix[vertex] [block] = 1 ; 
//out « "(" « vertex « "," « block « ")" « endl; 
out « vertex « endl; // format required when the data will 
out « block « endl; // be input for a SearchScheme program 
} 
//else 
// ASMatrix[vertex][block] = 0; 
// end if-else 
> // end for block 
>// end for vertex 
out.close(); 
> // end function create_AS_matrix 
/********************************************************************* 
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Function Name: power_raiser 
Purpose : This function returns alpha raised to a given power. 
Called by: create_f_map 
Functions Called: none 
*********************************************************************/ 
void power_raiser(short int primitive [], short int alphaToPwr[], 
long int alphapwr) 
{ 
// local variables 
short int temp [n]; 
short int col, i, j; 
long int pwr; 
// Note : end result of the loop is that we get alpha to the pwr+1 
for (pwr = 0; pwr < alphapwr; pwr++) 
{ 
for (i * 0; i < n; i++) 
temp [i] = alphaToPwr[i]; // stores alpha to pwr in temp 
for (j = 0; j < n-1; j++) 
alphaToPwr[j] = temp[j+1]; 
alphaT oPwr[n-1] = 0; 
if (temp [0] ==1) 
for (col = 0; col < n; col++) 
alphaToPwr[col] = (alphaToPwr[col] + primitive [col]) % 2; 
} // end for pwr 
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} // end function power_raiser 
/************************************************************************* 
Function Name: Binary_Rep 
Purpose : Finds the binary representation of a number and returns it. 
Called by: create_f_map, create_AS_matrix 
Functions Called: none 
************************************************************************/ 
void Binary_Rep(short int binaryrep[], long int num, short int length) 
{ 
// local variables 
short int j, power ; 
long int tempi ; 
tempi = num; 
for (j = 0; j < length; j++) 
{ 
power = length-j-1; 
if (tempi >= (int) pow(2,power)) 
< 
binaryrep[j] = 1; 
tempi = tempi - (int) pow(2,power); 
} // end if 
else 
binaryrep[j] = 0; 
> // end for j 
} // end function Binary_Rep 
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/************************************************************************** 
Function Name: Value_from_Binary 
Purpose : Takes a binary vector and returns the value that it represents. 
Called by: create_AS_matrix 
Functions Called: none 
*************************************************************************/ 
long int Value_from_Binary(short int vector[]) 
{ 
// local variables 
short int j; 
long int value ; 
value - 0; 
for (j =1; j <= n; j++) 
value = value + (int) pov(2,(n-j))«vector[j-1]; 
// end for j 
return value ; 
} // end function Value_from_Binary 
C.4 Finding common neighborhoods 
// This is the main project file for a VC++ application project 
/***************************************************************************** 
Program: SearchScheme.cpp 
Author : Mandi Maxwell 
Purpose : To find the " common neighborhood" of k points in the Association 
Scheme corresponding to a given power function over a given field 
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GF(2~n). By commom neighborhood, we mean all points that are 
collinear with the k user specified points. 
Input from: File *** Note : the format for this file is a single column of 
whole numbers. The binary representation of the 1st 
number gives the coords of the Point with x = 1st n binary 
digits and a = 2nd n binary digits. The binary representation of 
the number on the 2nd line gives the corresponding Block in 
the Association Scheme with y = 1st n binary digits and 
b = 2nd n binary digits. This file name also must be hard 
coded into the program before it is run. Generally, this 
file is created as the (appropriately formatted) output of 
the Association Scheme.cpp program. 
Output to: File *** Note: the file name for this file must be hard coded 
into the program before it is run. 
Functions used: create_PBP_Matrix, find_neighborhood, get_points, nbr_search 
Directions : You must hard code in the file names and the values for the 
following constants before you run the program. 
n: as in GF(2~n) 
twotoN: which is 2~n 
maxnbrhood: which is 1"(2n) 
size: which is 2~(3n) 
maxNumPoints: max # points to find the neighborhood of 
maxNumNbrs: max size of a common neighborhood of points 
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// Local variable declarations : 
short int pointVector[maxNumPoints]; // vector of user determined points 
// whose common neighborhood will be found 
short int PointBlockpairs[size][2]; // Matrix of point-block pairs 
short int pointnbrs[maxnbrhood][maxNumPoints]; // matrix in which each 
// column is the sorted vector of neighbors for the 
//corresponding user specified point 
short int neighbors[maxnbrhood]; // vector of neighborhood of point 
short int commonnbrs[maxnbrhood]; // common neighbors of k pts vector 
short int d; // the degree of the power function in question 
long int i, j, k, m; 
short int element ; 
int numnbrs[maxNumPoints]; // vector of # neighbors for points 
int numcnbrs; 
short int numpoints; // # of points used to determine common neighborhood 
char pbfilename[25]; // input file containing point-block pairs 
char outputfile[65]; // output file name 
bool found; 
short int rtn; 
// function prototypes: 
void create_PBP_Matrix(short int PointBlockpairs[][2], char filename[]); 
short int get_points(short int pointVector[]); 
int find_neighborhood(short int PointBlockpairs[][2], 
short int neighbors[], short int point); 
bool nbr_search(int nbrhoodsize, short int element, 
short int neighbors[]); 
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rtn * 1; 
while (rtn != 0) 
{ 
// zeroing out matrices 
for (i = 0; i < size; i++) 
{ 
PointBlockpairs[i] [0] = 0 ; 
PointBlockpairs [i][1] = 0; 
> 
for (i = 0; i < maxnbrhood; i++) 
{ 
neighbors[i] = -1; 
commonnbrs[i] = -1; 
for (j =0; j < maxNumPoints; j++) 
pointnbrs[i] [j] = -1; 
> // end for i 
for (i = 0; i < maxNumPoints; i++) 
{ 
pointVector[i] = -1; 
numnbrs[i] = -1; 
} // end for i 
ofstream out; 
// get the exponent, d, for the power function from the user 
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cout « "For the power function f(x)=x~d over GF(2~" « n; 
cout « "), enter the value of d: "; 
cin » d; 
// get name of file containing point block pairs for this function 
cout « "Enter the name of Association Scheme file for this function: "; 
cin.width(25); 
cin » pbfilename ; 
cout « pbfilename « endl; 
// call a function to open this file and read its contents into 
// the PointBlockpairs matrix 
create_PBP_Matrix(PointBlockpairs, pbfilename); 
// get the name of the output file 
cout « "Enter the name of the output file : "; 
cin.width(65); 
cin » outputfile; 
// open the output file 
out.open(outputfile); 
II get the points whose common neighborhood will be analyzed 
numpoints = get.points(pointVector); 
// loop to find the neighborhood of the user specified points 
for (k = 0; k < numpoints; k++) 
{ 
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// call a function to return the neighborhood of the kth point 
numnbrs[k] = find_neighborhood(PointBlockpairs, neighbors, 
pointVector[k]); 
//write this to the kth column of the pointnbrs matrix 
for (m = 0; m < numnbrs[k]; m++) 
pointnbrs[m][k] = neighbors[m]; 
// write neighborhood of kth point to screen and to a file 
cout « endl; 
cout « "The neighborhood for the point 11 ; 
cout « pointVector[k] « " is: " « endl; 
cout « « pointnbrs[0][k]; 
//out « endl; 
//out « "The neighborhood for the point "; 
//out « pointVector[k] « " is: " « endl; 
//out « « pointnbrs [0] [k] ; 
for (i = 1; i < numnbrs[k]; i++) 
{ 
cout « ", " « pointnbrs [i][k]; 
// out « ", " « pointnbrs[i][k]; 
> // end for 
cout « "}" « endl; 
//out « ">" « endl; 
//out « "The neighborhood of " « pointVector[k] « " contains "; 
//out « numnbrs[k] « " points." « endl; 
> // end for k 
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// find the intersection of all of these neighborhoods 
numcnbrs = 0; 
for (i = 0; i < numnbrs[0]; i++) 
{ 
element = pointnbrs[i][0] ; 
// check to see if this is a neighbor of the other points 
for (k = 1 ; k < numpoints; k++) 
{ 
found = false; 
for (j = 0; j < numnbrs[k]; j++) 
{ 
// read the kth column of pointnbrs into neighbor vector 
neighbors[j]=pointnbrs[j][k]; 
} // end for j 
// call function to determine whether element is nbr of pt k 
found - nbr_search(numnbrs[k], element, neighbors); 
//if element is not a neighbor of point k, break 
if (found ** false) 
break; 
> // end for k 
if (found) 
{ 
// element is a common neighbor to all of the points 
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commonnbrs [numcnbrs] = element ; 
numcnbrs++; 
> // end if found 
> // end for i 
// write common neighborhood of k points to screen and to a file 
cout « endl; 
cout « "The common neighborhood of the 11 « numpoints « " points : " ; 
for (i = 0; i < numpoints - 1; i++) 
cout « pointVector[i] « ", "; 
cout « pointVector[numpoints-1] « " is: " « endl; 
cout « « commonnbrs [0] ; 
//out « endl; 
//out « "The common neighborhood of the " « numpoints « " points: " ; 
//for (i = 0; i < numpoints - 1; i++) 
// out « pointVector[i] « ", " ; 
//out « pointVector[numpoints-1] « " is : " « endl; 
out « commonnbrs [0] « endl ; 
for (i = 1; i < numcnbrs; i++) 
{ 
cout « ", " « commonnbrs[i] ; 
// out « ", " « commonnbrs[i] ; 
out « commonnbrs[i] « endl; 
} // end for 
cout « "}" « endl; 
cout « endl; 
//out « "}" « endl; 
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cout « "It contains " « numcnbrs « " points." « endl; 
out.close(); 
cout « "Hit 0 to end " « endl; 
cin » rtn; 
} // end while 
} // end function main 
/*************************************************************************** 
Function Name: create_PBP_Matrix 
Purpose : To read the contents of the user specified Association Scheme 
matrix into the PointBlockpairs matrix which will be used extensively 
in this program. 
Called by: main 
Functions Called: none 
**************************************************************************/ 
void create_PBP_Matrix(short int PointBlockpairs [][2], char filename[]) 
{ 
ifstream in; 
// local variables 
int row; 
short int pt, bk; 
11 open the input file 
in.open(filename); 
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row = 0; 
do 
{ 
// read the input into the PointBlockpairs matrix 
in » pt; 
in » bk; 
PointBlockpairs[row][0] = pt; 
PointBlockpairs[row][1] = bk; 
//cout « "(" « PointBlockpairs [row][0] « ","; 
//cout « PointBlockpairs[row] [1] « ")" « endl; 
row++; 
> while (!in.eof()); 
in.close(); 
> // end function create_PBP_Matrix 
/*************************************************************************** 
Function Name: get_points 
Purpose: To get from the user the points whose common neighborhood is 
being analyzed and put them into a vector. It returns the number of 
points used to define the common neighborhood. 
Called by: main 
Functions Called: none 
**************************************************************************/ 
short int get_points (short int pointVector Q ) 
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< 
Il local variables 
short int i, point, numpoints; 
cout « "Enter the number of points used to determine the common "; 
cout « "neighborhood : "; 
cin » numpoints; 
cout « endl; 
for (i = 0; i < numpoints; i++) 
< 
cout « "Enter point #" « i+1 « ": "; 
cin » point ; 
pointVector[i] = point ; 
> // end for 
return numpoints; 
} // end function get_ points 
/************************************************************************** 
Function Name: find_neighborhood 
Purpose : To query the user for a point, then generate the neighborhood 
for that point and return the vector of the point's neighborhood 
along with the size of the neighborhood. (i.e. this finds all points 
that are collinear with the user specified point and returns the 
total number of these points along with their names.) 
Called by: main 
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Functions Called: find_point, sort_vector 
*************************************************************************/ 
int find_neighborhood(short int PointBlockpairs[][2], short int neighbors[], 
short int point) 
{ 
// function prototypes 
short int find_point(short int PointBlockpairs[] [2], short int point); 
void sort_vector(short int array_to_sort [], int listsize) ; 
// local variables 
int i, j, k, nindex; 
short int row, block, bkrow, nbr; 
bool newnbr; 
// initialize variables 
nindex = 0; 
block = -1; 
row = -1; 
bkrow = -1; 
nbr = -1; 
for (i = 0; i < maxnbrhood; i++) 
neighbors[i] = -1; 
// search the PointBlockpairs matrix for this point 
row = find_point(PointBlockpairs, point); 
// for each block incident with this point, find the other points 
II incident with this block 
205 
// loop to read in the blocks associated with this point 
for (i = 0; i < twotoN; i++) 
{ 
block = PointBlockpairs[row+i][1]; 
if (block != point) 
{ 
// consider this block as a point and find the blocks incident on 
// this "point"; search the PointBlockpairs matrix for this "point" 
bkrow = find_point(PointBlockpairs, block); 
// add the blocks incident with "point" to the neighbors vector 
for (j = 0; j < twotoN; j++) 
{ 
nbr = PointBlockpairs[bkrow+j][1]; 
//check to make sure nbr != point 
if (nbr != point) 
{ 
// check to see if it is already included in nbr vector 
newnbr = true; 
for (k = 0; k < nindex; k++) 
{ 
if (nbr == neighbors [k]) 
newnbr = false; 
} // end for k 
if (newnbr == true) 
{ 
// add nbr to the neighbors vector 
neighbors[nindex] = nbr; 
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nindex++; 
y II end if newnbr 
} II end if nbr != point 
> // end for j 
> // end if block != point 
> // end for i 
// call function to sort the neighbors vector 
sort.vector(neighbors, nindex); 
return nindex; 
> // end function find_neighborhood */ 
/************************************************************************** 
Function Name: ribr.search 
Purpose : Searches a vector to for a specific value. 
Called by: main 
Functions Called: none 
**************************************************************************/ 
bool nbr_search(int nbrhoodsize, short int element, short int neighbors[]) 
< 
// local variables 
short int i; 
bool found; 
found = false; 
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for (i = 0; i < nbrhoodsize; i++) 
if (neighbors [i] == element) 
< 
found = true; 
break; 
> // end if 
return found; 
} // end nbr_search 
/************************************************************************* 
Function Name: find_point 
Purpose: To find the first row in the PointBlockpairs matrix where this 
point occurs. Takes as input the PointBlockpairs matrix and a point 
and returns the row in which that point first appears. 
Called by: find_neighborhood 
Functions Called: none 
************************************************************************/ 
short int find_point(short int PointBlockpairs[][2], short int point) 
{ 
// local variables 
short int row; 
bool notfound; 
i l  initialize variables 
notfound = true; 
row = 0; 
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// search the PointBlockpairs matrix for the point 
while(notfound) 
{ 
if (PointBlockpairs[row][0] == point) 




} // end while 
return row; 
} // end function find_point 
/************************************************************************* 
Function Name: sort.vector 
Purpose : To take an unsorted vector and return it with the entries in 
ascending numerical order. 
Called by: find_neighborhood 
Functions Called: none 
************************************************************************/ 
void sort.vector(short int array.to.sort[], int listsize) 
< 
// local variables 
short int temp; 
int pass, i; 
bool exchanges ; 
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// initialize variables 
pass = 1; 
exchanges = true; 
while (pass < listsize && exchanges) 
{ 
exchanges = false; 
for (i = 0; i < listsize - pass; i++) 
{ 
if (array_to_sort[i] > array_to_sort [i+1]) 
{ 
temp = array_to_sort[i]; 
array_to_sort[i] = array_to_sort [i+1]; 
array_to_sort[i+1] = temp; 
exchanges = true; 
} // end if 
> // end for 
pas8++; 
> // end while 
> // end function sort.vector 
C.5 Determining neighborhood structures 
// This is the main project file for a VC++ application project 
/******************************************************************************* 
Program: MultiPointStructFinder.cpp 
Author : Mandi Maxwell 
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Purpose : 
Given a user specified number of neighboring points, to find the 
structure determined by the points in their common neighborhood. This 
program requires input from a file containing incident point-block 
for the user specified power function f(x)=x~d. This input generally 
comes from a file output from the program AssociationSchemes.cpp. The 
program writes all maximal cliques containing the user specified points 
to a user specified output file. 
Input from: File and Keyboard 
Output to : File 
Functions used: create_Point.Vector, create_PBP_Matrix, get_points, 
find_initial_neighborhood, find.neighborhood, nbr.search 
Directions: You must hard code the values for the following constants before 
you run the program. 
n: as in GF(2"n) 
twotoN: which is 2~n 
maxnbrhood: which is 2~(2n) 
size: which is 2"(3n) 
maxNumPoints: max # points to find the neighborhood of 




using namespace System; 
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using namespace std; 
// Named constant declaration: 
const short int n = 5; 
const long int twotoN =32; // 2toN = (int) pow(2,n); 
const long int maxnbrhood = 1024; // maxnbrhood = (int) pow(twotoN,2); 
const long int size = 32768; // size = (int) pow(twotoN,3); 
const short int maxNumPoints = 20; //max # points to find the neighborhood of 
const short int maxNumNbrs = 130; // max size of the common neighborhood 
// global variables 
short int initPtNum; 
short int NbrhoodSize; 
short int initPV[maxNumPoints] ; // vector of user determined points whose 
// common neighborhood will be found 
short int PointBlockpairs[size][2]; // Matrix of point-block pairs from file 




// Local variable declarations : 
short int nbrVector[maxnbrhood] ; // neighborhood of user specified points 
short int pointVector [maxNumPoints]; // vector of points whose common 
// neighborhood will be found 
short int d; // the degree of the power function in question 
short int pt, start, end; 
long int i; 
short int numPoints; // # of points used to determine common neighborhood 
char pbfilename[35]; // input file containing point-block pairs 
char rtn; 
// function prototypes : 
void create_Point.Vector(short int pointVector[], short int nbrVector[], 
short int pointNum, short int start, short int end, 
short int numPoints); 
void create_PBP_Matrix(char filename[]); 
short int find_initial.neighborhood(short int nbrVector []); 
int find.neighborhood(short int neighbors[], short int point); 
bool nbr_search(int nbrhoodsize, short int element, short int neighbors[]); 
short int get_points(); 
// zeroing out matrices 
for (i = 0; i < size; i++) 
{ 
PointBlockpairs[i][0] = 0 ; 
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PointBlockpairs[i] [1] = 0 ; 
> 
for (i = 0; i < maxNumPoints; i++) 
< 
initPV[i] = -1 ; 
pointVector[i] = -1; 
nbrVector[i] = -1; 
> // end for i 
// get the exponent, d, for the power function from the user 
cout « "For the power function f(x)=x~d over GF(2~" « n; 
cout « "), enter the value of d: "; 
cin » d; 
// get name of file containing point block pairs for this function 
cout « "Enter the name of Association Scheme file for this function: "; 
cin.width(25); 
cin » pbfilename; 
cout « pbf ilename « endl; 
// call function to read contents of this file into PointBlockpairs matrix 
create_PBP_Matrix(pbfilename); 
// get the name of the output file 
cout « "Enter the name of the output file: "; 
cin.width(65); 
cin » outputfile; 
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// call function to get from user vertices whose nbrhood will be studied 
initPtNum = get.points(); 
// call function to return common nbrhood of user specified points 
NbrhoodSize - find_initial_neighborhood(nbrVector); 
// write the common neighborhood of the user specified points to the screen 
/•cout « endl; 
cout « "The neighborhood for the points is : 11 « endl; 
cout « « nbrVector[0] ; 
for (i = 1; i < NbrhoodSize; i++) 
cout « ", " « nbrVector[i]; 
cout « "}" « endl; 
cin » rtn;*/ 
// loop on the possible value for numPoints 
for (numPoints = 1 ; numPoints <= maxNumPoints; numPoints++) 
{ 
pt = 1; 
start = 0; 
end = NbrhoodSize - numPoints + 1 ; 
// create all possible point vectors of length numPoints and 
// analyze their structures 
create.Point.Vector(pointVector, nbrVector, pt, start, end, numPoints); 
> // end loop on numPoints 
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} // end main 
/****************<^*********************************************************** 
Function Name: create.Point.Vector 
Purpose : To recursively generate all point vectors of a certain length and 
to send them into the Analyze.Structures function so the the structure 
of the common neighborhoods of these points can be studied. 
Called by: main 
Functions Called: Analyze.Structures 
****************************************************************************/ 
void create.Point.Vector(short int pointVector []» short int nbrVector[], 
short int ptNum, short int start, short int end, 
short int numPoints) 
{ 
//local variables 
short int ctr, i; 
char rtn; 
//function prototypes 
void Analyze.Structures(short int pointVector[], short int numPoints, 
short int nbrVector[]); 
for (ctr = start; ctr < end; ctr++) 
< 
pointVector[ptNum-1] = nbrVector[ctr]; 
if (ptNum < numPoints) 
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// do analysis of common neighborhood of elements in pointVector 
Analyze_Structures(pointVector, numPoints, nbrVector); 
// for debugging purposes, print out the contents of the point vector 
/•cout « « pointVector[0]; 
for (i = 1; i < numPoints; i++) 
cout « ", " « pointVector [i]; 
cout « "}" « endl; 
cout « "hit c to continue : "; 
cin » rtn; */ 
} // end else 
} // end for ctr 
> // end function create.Point.Vector 
/***************************************************************************** 
Function Name: create_PBP_Matrix 
Purpose : To read the contents of the user specified Association Scheme 
matrix into the PointBlockpairs matrix which will be used 
extensively in this program. 
Called by: main 
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Functions Called: none 
****************************************************************************/ 
void create_PBP.Matrix(char filename[]) 
{ 
ifstream in; 
// local variables 
int row; 
short int pt, bk; 
// open the input file 
in.open(filename); 
row = 0; 
do 
{ 
// read the input into the PointBlockpairs matrix 
in » pt; 
in » bk; 
PointBlockpairs[row][0] = pt; 
PointBlockpairs[row][1] = bk; 
//cout « "(" « PointBlockpairs[row][0] « ","; 
//cout « PointBlockpairs[row] [1] « ")" « endl; 
row++; 
> while (!in.eof()); 
in.close(); 
218 
} // end function createJPBP_Matrix 
/***************************************************************************** 
Function Name: find_initial_neighborhood 
Purpose : To find the common neighborhood of the user specified points. 
Called by: main 
Functions Called: find_neighborhood, nbr_search 
*****************************************************************************/ 
short int find_initial.neighborhood(short int nbrVector []) 
< 
// local variables 
short int neighbors[maxnbrhood]; // vector of neighborhood of a point 
//short int commonnbrs[maxnbrhood]; // vector of nbrs common to all k pts 
int numnbrs[maxNumPoints]; // vector of # neighbors for cor. pt 
short int pointnbrs[maxnbrhood][maxNumPoints]; // matrix in which each 
// column is the sorted vector of neighbors for the 
// corresponding user specified point 
int numcnbrs; 
long int i, j, k, m; 
short int element ; 
bool found; 
char rtn; 
// function prototypes 
int find_neighborhood(short int neighbors[], short int point); 
bool nbr_search(int nbrhoodsize, short int element, short int neighbors []); 
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// initialize arrays 
for (i = 0; i < maxnbrhood; i++) 
{ 
neighbors [i] = -1; 
//commonnbrs[i] = -1; 
for (j = 0; j < maxNumPoints; j++) 
{ 
pointnbrs[i][j] = -1 ; 
nunmbrs [j] = -1; 
} // end for j 
} // end for i 
// loop to find the neighborhood of the points in the set 
for (k = 0; k < initPtNum; k++) 
{ 
// call a function to return the neighborhood of the kth point 
numnbrs[k] = find.neighborhood(neighbors, initPV[k]); 
//write this to the kth column of the pointnbrs matrix 
for (m = 0; m < maxnbrhood; m++) 
pointnbrs[m][k] = neighbors[m] ; 
> // end for k 
// find the intersection of all of these neighborhoods 
numcnbrs = 0; 
for (i = 0; i < numnbrs[0]; i++) 
{ 
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element = pointnbrs[i][0]; 
// check to see if this is a neighbor of the other points 
for (k = 1; k < initPtNum; k++) 
< 
found = false; 
for (j = 0; j < numnbrs[k]; j++) 
< 
// read the kth column of pointnbrs into neighbor vector 
neighbors[j]-pointnbrs[j][k]; 
> 11 end for j 
// call function to determine whether element is a nbr of pt k 
found = nbr.search(numnbrs[k], element, neighbors); 
// if element is not a neighbor of point k, break 
if (found == false) 
break; 
} 11 end for k 
if (found) 
{ 
// element is a common neighbor to all of the points 
nbrVector[numcnbrs] = element ; 
numcnbrs++; 
} // end if found 
} // end for i 
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// write the common neighborhood of the k points to the screen 
cout « endl; 
cout « "The common neighborhood of the " « initPtNum << " points: "; 
for (i = 0; i < initPtNum-1; i++) 
cout « initPV[i] « ", "; 
cout « initPV[initPtNum-1] « " is : " « endl; 
cout « « nbrVector[0]; 
for (i = 1; i < numcnbrs; i++) 
cout « ", " « nbrVector [i]; 
cout « « endl; 
cout « "It contains " « numcnbrs « " points.11 « endl ; 
cout « "hit c to continue: "; 
cin » rtn; 
return numcnbrs; 
> // end function find_inital_neighborhood 
y***************************************************************************** 
Function Name : Analyze_Structures 
Purpose: To find the common neighborhood of the points in the PointVector 
and analyze the structure of the common neighborhood. 
Called by: create_Point.Vector 
Functions Called: find_neighborhood, nbr.search, Common.Nbrs, 
validate_point_list 
*****************************************************************************/ 
void Analyze.Structures (short int pointVector [] , short int numPoints, 
222 
short int nbrVector []) 
< 
// local variables 
short int neighbors[maxnbrhood]; // vector of neighborhood of a point 
short int commonnbrs [maxnbrhood]; // vector of nbrs common to all k pts 
int numnbrs[maxNumPoints]; // vector of # neighbors for the cor. pt 
short int pointnbrs[maxnbrhood][maxNumPoints]; // matrix in which each column 
// is the sorted vector of neighbors for the 
// corresponding user specified point 
short int vectorA[maxnbrhood], vectorB[maxnbrhood], CNbrsVector[maxnbrhood]; 
int numcnbrs; 
long int i, j, k, m, c; 
short int element, sizeCNbrhood; 
bool validpts, found; 
char rtn; 
ofstream out ; 
// function prototypes 
int find_neighborhood(short int neighbors[], short int point); 
bool nbr_search(int nbrhoodsize, short int element, short int neighbors[]); 
short int Common_Nbrs(short int vectorA[], short int lengthA, 
short int vectorB [], short int lengthB, short int tempCNbrs []); 
bool validate_point_list(short int pointVector[], int numnbrs[], 
short int pointnbrs[][maxNumPoints], short int numPoints); 
// initialize arrays 
for (i = 0;  i  <  maxnbrhood; i++) 
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{ 
neighbors[i] = -1; 
commonnbrs[i] = -1; 
vectorA [i] = -1; 
vectorB[i] = -1; 
CNbrsVector[i] = -1; 
for (j = 0; j < maxNumPoints; j++) 
{ 
pointnbrs[i][j] = -1; 
numnbrs[j] = -1; 
> // end for j 
} // end for i 
// open the output file 
out.open(outputfile, ios: :app); 
// loop to find the neighborhood of the points in the set 
for (k = 0; k < numPoints; k++) 
{ 
// call a function to return the neighborhood of the kth point 
numnbrs[k] = find_neighborhood(neighbors, pointVector[k]); 
//write this to the kth column of the pointnbrs matrix 
for (m = 0; m < maxnbrhood ; m++) 
pointnbrs[m][k] = neighbors[m]; 
} // end for k 
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//cout « "Done finding neighbors of the members of pointVector " << endl; 
validpts = false; 
// check to see if all of the members of pointVector are neighbors 
validpts = validate_point_list(pointVector, numnbrs, pointnbrs, numPoints) ; 
if (validpts) 
{ 
// find the intersection of all of these neighborhoods 
numcnbrs = 0; 
for (i = 0; i < numnbrs[0]; i++) 
{ 
element = pointnbrs[i][0]; 
// check to see if this is a neighbor of the other points 
for (k = 1; k < numPoints; k++) 
{ 
found = false; 
for (j =0; j < numnbrs[k]; j++) 
< 
// read the kth column of pointnbrs into neighbor vector 
neighbors[j]-pointnbrs[j][k]; 
> // end for j 
// call function to determine whether element is a nbr of pt k 
found = nbr_search(numnbrs[k], element, neighbors); 
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II if element is not a neighbor of point k, break 
if (found == false) 
break; 
> II end for k 
if (found) 
{ 
// element is a common neighbor to all of the points 
commonnbrs[numcnbrs] = element ; 
numcnbrs-M- ; 
} // end if found 
} // end for i 
// intersect this common neighbor vector with the neighborhood 
// of the initial points 
sizeCNbrhood = Common_Nbrs(nbrVector, NbrhoodSize, commonnbrs, 
numcnbrs, CNbrsVector); 
// is this a new & complete structure ; if so, write to file 
//cout « "sizeCNbrhood: " << sizeCNbrhood « " common neighbor : "; 
//cout « CNbrsVector[0] « " last element of pointVector: "; 
//cout « pointVector[numPoints-1] « endl; 
//cin » rtn; 
if (CNbrsVector[0] == -1) 
< 
// write this set of points to the file 
out « "The set: {"; 
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for (c = 0; c < initPtNum; c++) 
out « initPV[c] « ", "; 
for (c = 0; c < numPoints-1; c++) 
out « pointVector [c] « ", "; 
out « pointVector[numPoints-1] « "} forms a complete graph ; 
out « numPoints+initPtNum « " vertices" « endl; 
> // end if 
// find the intersection of all of these neighborhoods 
numcnbrs = 0; 
for (j=0; j < maxnbrhood; j++) 
vectorA [j] = pointnbrs[j] [0]; 
lengthA = numnbrs[0]; 
for (i=l; i < numPoints; i++) 
< 
// read in vectorB 
for (j=0; j < maxnbrhood; j++) 
vectorB[j] = pointnbrs[j][i] ; 
// find the common neighborhoods of two vectors 
numcnbrs = Common_Nbrs(vectorA, lengthA, vectorB, numnbrs[i], 
tempCNbrs); 
// read in vectorA 
for (j=0; j < maxnbrhood; j++) 
vectorA[j] = tempCNbrs[j]; 
lengthA = numcnbrs; 
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> // end for i 
for (j=0; j < maxnbrhood; j++) 
commonnbrs[j] = tempCNbrs[j] ; 
// write common nbrhood of k points to screen & to a file 
cout « endl; 
cout « "The common neighborhood of the " « numPoints+1 « " points: "; 
for (i = 0; i < numPoints; i++) 
cout « pointVector[i] « ", " ; 
cout « pointVector[numPoints] « " is : " « endl; 
cout « « commonnbrs[0]; 
//out « endl; 
out « "The common neighborhood of the " « numPoints+1 « " points : "; 
for (i = 0; i < numPoints; i++) 
out « pointVector [i] « ", 11 ; 
out « pointVector[numPoints] « " is : " « endl; 
out « commonnbrs[0] « endl; 
for (i = 1; i < numcnbrs; i++) 
{ 
cout « ", " « commonnbrs[i]; 
out « ", " « commonnbrs [i] ; 
out « commonnbrs[i] « endl; 
> // end for 
cout « "}" « endl; 
cout « "hit c to continue : "; 
cin » rtn; 
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out << « endl; 
out « "It contains " « numcnbrs « " points." « endl;*/ 
} // end if validpts 
out.close(); 
} // end function Analyze.Structures 
/***************************************************************************** 
Function Name: find_neighborhood 
Purpose : To query the user for a point, then generate the neighborhood for 
that point and return the vector of the point's neighborhood along 
with the size of the neighborhood, (i.e. this finds all points that 
are collinear with the user specified point and returns the total 
number of these points along with their names.) 
Called by: main, Analyze_Structures, find.initial.neighborhood 
Functions Called: find.point, sort.vector 
****************************************************************************/ 
int find.neighborhood(short int neighbors [], short int point) 
{ 
// function prototypes 
short int find.point(short int point); 
void sort.vector(short int array.to.sort [], int listsize); 
// local variables 
int i, j, k, m, nindex, ctr; 
short int row, block, bkrow, nbr; 
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short int tempnbrs[maxnbrhood]; 
bool nevnbr, nomatch; 
char rtn; 
// initialize variables 
nindex = 0; 
block = -1; 
row = -1; 
bkrow = -1; 
nbr = -1; 
for (i = 0; i < maxnbrhood; i++) 
{ 
tempnbrs[i] = -1; 
neighbors [i] = -1; 
} // end for i 
// search the PointBlockpairs matrix for this point 
row = find.point(point); 
// for each block incident with this point, 
// find the other points incident with this block 
// loop to read in the blocks associated with this point 
for (i = 0; i < twotoN; i++) 
{ 
block = PointBlockpairs[row+i][1]; 
if (block != point) 
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II consider this block as a point & find blocks incident on it 
II search the PointBlockpairs matrix for this "point" 
bkrow = find_point(block); 
// add the blocks incident with "point" to the neighbors vector 
for (j = 0; j < twotoN; j++) 
{ 
nbr = PointBlockpairs[bkrow+j][1]; 
//check to make sure nbr != point 
if (nbr != point) 
< 
// see if it is already included in neighbor vector 
newnbr = true; 
for (k = 0; k < nindex; k++) 
{ 
if (nbr == tempnbrs[k]) 
newnbr = false; 
} // end for k 
if (newnbr == true) 
{ 
11 add nbr to the neighbors vector 
tempnbrs[nindex] = nbr; 
nindex++; 
> // end if newnbr 
> // end if nbr != point 
> // end for j 
> II end if block != point 
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> // end for i 
// remove any elements from initial point list from neighbors vector 
ctr = 0; 
for (k = 0; k < nindex; k++) 
< 
nomatch = true ; 
for (m = 0; m < initPtNum; m++) 
< 
if (tempnbrs[k] == initPV[m]) 
{ 
nomatch = false; 
break; 
} // end if 
} // end for m 
if (nomatch) 
{ 
neighbors[ctr] = tempnbrs[k]; 
ctr++; 
> // end if 
} // end for k 




/* cout « "The temp vector contains : {"; 
for (k=0; k < nindex-1; k++) 
cout « tempnbrs[k] « ", "; 
cout « tempnbrs[nindex-1] « « endl; 
cout « "The neighbor vector contains : {"; 
for (k=0; k < ctr-1; k++) 
cout « neighbors [k] « ", "; 
cout « neighbors[ctr-1] « "}" « endl; 
cin » rtn; */ 
return ctr; 
> // end function find_neighborhood */ 
/******************************************************************************* 
Function Name : validate_point_list 
Purpose : Determines whether all the points in the list are neighbors or not. 
Called by: Analyze ..Structures 
Functions Called: nbr ..search 
*******************************************************************************j 
bool validate_point_list(short int pointVector[], int numnbrs [], 
short int pointnbrs[][maxNumPoints], short int numPoints) 
{ 
// local variables 
short int i, j, m, c; 
short int element ; 
short int nbrs2[maxnbrhood]; // vector of the neighborhood of a point 
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bool £ound2, validlist; 
char rtn; 
// function prototypes 
bool nbr_search(int nbrhoodsize, short int element, short int nbrs2[]); 
for (i=0; i < maxnbrhood; i++) 
nbrs2[i] = -1 ; 
validlist = false; 
found2 = false; 
//cout « "numPoints: " « numPoints « endl; 
for (i=0; i < numPoints-1; i++) 
{ 
element = pointVector[i]; 
//cout « "element : " « element « endl ; 
for (j-i+1; j < numPoints; j++) 
{ 
found2 = false; 
for (m = 0; m < maxnbrhood ; m++) 
< 
// read the jth column of pointnbrs into neighbor vector 
nbrs2 [m]-pointnbrsCm][j]; 
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} // end for m 
// call function to determine if element is a nbr of point j 
founds = nbr_search(numnbrs[j], element, nbrs2); 
// if element is not a neighbor of point j, break 
if (found2 == false) 
break; 
} // end for j 
if (founds == false) 
break; 
> // end for i 
if (founds) 
{ 
// all of the points in pointVector are neighbors 
validlist = true; 
} // end if found 
cout « ; 
for (c=0; c < numPoints-1; c++) 
cout « pointVector [c] « ", 11 ; 
cout « pointVector [numPoints-1] « « endl ; 
/*if (validlist) 
{ 
cout « "list is valid " « endl; 
cin » rtn; 
}*/ 
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for(i=0; i < lengthA; i++) 
{ 
element = vectorA [i]; 
found = false; 
// call a function to see if this is a neighbor of point B 
found = nbr_search(lengthB, element, vectorB); 
if (found) 
< 
// element is a common neighbor 
tempCNbrs[numcnbrs] = element ; 
numcnbrs++; 
> // end if found 
} // end for i 
return numcnbrs; 
> // end function Common_Nbrs 
/************************************************************************** 
Function Name: nbr_search 
Purpose : Searches a vector to determine if it contains a specific value. 
Called by: Common_Nbrs, validate_point_list, find_initial_neighborhood 
Analyze_Structures 
Functions Called: none 
*************************************************************************/ 
bool nbr_search(int nbrhoodsize, short int element, short int neighbors []) 
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// local variables 
short int i; 
bool found; 
char rtn; 
found = false; 
// write the neighborhood to the screen 
/•cout « endl; 
cout « "The neighborhood is : "; 
cout « "{" « neighbors[0]; 
for (i = 1; i < nbrhoodsize; i++) 
cout « ", 11 « neighbors [i] ; 
cout « "}" « endl;*/ 
for (i = 0; i < nbrhoodsize; i++) 
{ 
//cout « "element : " « element « " compared with 
//cout « neighbors[i] « endl; 
/•if (found) 
cout « " found "; 
cout « "hit c to continue "; 
cin » rtn; */ 
if (neighbors[i] == element) 
< 
found = true; 
} 
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if (PointBlockpairs[row] [0] == point) 




> // end while 
return row; 
> // end function find.point 
/************************************************************************** 
Function Name: sort ..vector 
Purpose : To take an unsorted vector and return it with the entries in 
ascending numerical order. 
Called by: find_neighborhood 
Functions Called: none 
*************************************************************************/ 
void sort_vector(short int array_to_sort [] , int listsize) 
{ 
// local variables 
short int temp; 
int pass, i; 
bool exchanges ; 
// initialize variables 
pass = 1; 
exchanges * true ; 
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while (pass < listsize && exchanges) 
< 
exchanges = false; 
for (i = 0; i < listsize - pass; i++) 
{ 
if (array_to_sort [i] > array_to_sort[i+1]) 
{ 
temp = array_to_sort[i]; 
array_to_sort[i] = array_to_sort[i+1] ; 
array_to_sort[i+1] = temp; 
exchanges = true; 
> // end if 
} // end for 
pass++; 
> // end while 
} // end function sort_vector 
/****************************************************************************** 
Function Name: get.points 
Purpose : To get from the user the points whose common neighborhood is being 
analyzed and put them into a vector. It returns the number of 
points used to define the common neighborhood. 
Called by: main 
Functions Called: none 
*****************************************************************************/ 
short int get.points() 
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{ 
// local variables 
short int i, point, initPtNum; 
cout « "Enter the number of points used to determine the common "; 
cout « "neighborhood: "; 
cin » initPtNum; 
cout « endl; 
for (i = 0; i < initPtNum; i++) 
{ 
cout « "Enter point #" « i+1 « ": "; 
cin » point ; • 
initPV[i] = point ; 
> // end for 
return initPtNum; 
} // end function get. points 
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