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RELATIONAL SYMPLECTIC GROUPOID QUANTIZATION FOR CONSTANT
POISSON STRUCTURES
ALBERTO S. CATTANEO, NIMA MOSHAYEDI, AND KONSTANTIN WERNLI
Abstract. As a detailed application of the BV-BFV formalism for the quantization of field the-
ories on manifolds with boundary, this note describes a quantization of the relational symplectic
groupoid for a constant Poisson structure. The presence of mixed boundary conditions and the glob-
alization of results is also addressed. In particular, the paper includes an extension to space–times
with boundary of some formal geometry considerations in the BV-BFV formalism, and specifically
introduces into the BV-BFV framework a “differential” version of the classical and quantum master
equations. The quantization constructed in this paper induces Kontsevich’s deformation quantiza-
tion on the underlying Poisson manifold, i.e., the Moyal product, which is known in full details.
This allows focussing on the BV-BFV technology and testing it. For the unexperienced reader, this
is also a practical and reasonably simple way to learn it.
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1. Introduction
Deformation quantization of Poisson manifolds as constructed by Kontsevich ([24]), which we
recall in Section 2, corresponds to the perturbative quantization of the Poisson sigma model (PSM)
on a disk with appropriate boundary conditions and boundary observables ([11]), see Section 3.
The associativity of the star product is related to the fact that the PSM is a topological field theory,
see figure 1 for a rough impression. Even though the associativity may be explicitly proved once
one has the explicit formulae, as Kontsevich did, it is useful to put its PSM origin on firmer ground.
This is the goal of this note, even though we only focus on the case of constant Poisson structure.
f g
=
h f g h
(f * g) * h f * (g * h)
Figure 1. Associativity in the Poisson sigma model
The main idea, sketched in ([19]), is to cut the picture in figure 1 and regard its gluing back as
the composition of states for the PSM as a quantum field theory. These states turn out to be the
quantization of a classical construction ([22, 9, 10]) leading to the relational symplectic groupoid
(RSG), roughly speaking a groupoid in the extended symplectic category, associated to the Poisson
manifold. We recap the main facts about the RSG in the first part of Section 5.
For the perturbative construction of the states of the PSM we use the general procedure in-
troduced by the first author together with P. Mne¨v and N. Reshetikhin in ([19]) and called the
quantum BV-BFV formalism, which we recall in Section 4, where we also rely on the fact that the
PSM is an example of an AKSZ theory ([1]). For the classical version of the BV-BFV formalism we
refer to [18], for more details on the BV formalism to ([6, 2, 23]), and for another short introduction
of the quantum BV-BFV formalism to ([20]).
A crucial point of this quantization is that it first requires a choice of background. In the case of
the perturbative PSM, this is just the choice of a constant map or, equivalently, of a point of the
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target Poisson manifold. To keep track of this choice we use formal geometry as in [5]. We recall
this construction in Section 4.
In the second part of Section 5 we then apply the formalism to the construction of the states for
the PSM with constant Poisson structure. In Section 7 and 8 we prove, in the BV-BFV language,
that the states are gauge invariant and background independent and that they define an associative
product on the space of physical states. Finally, in Section 9 we show how the Moyal product is
obtained by the composition of states, which in particular justifies its associativity. In the last
section we present an outlook on the case of general Poisson manifolds.
Acknowledgement. We thank I. Contreras and P. Mne¨v for useful discussions and comments.
We are especially grateful to the referee for pointing out some small errors and for very precious
comments and suggestions.
2. Deformation Quantization
2.1. Rough description. Deformation quantization [7] is a quantization procedure that focuses on
the observables: the classical algebra of observables (smooth functions on a Poisson manifold) gets
deformed into a noncommutative associative algebra.
Definition 2.1 (Formal deformation/star product). A formal deformation (or star product) on an
associative algebra A over a ring k is a k[[ε]]-bilinear map
⋆ : A [[ε]]×A [[ε]]→ A [[ε]],
satisfying ψ ⋆ (φ ⋆ ξ) = (ψ ⋆ φ) ⋆ ξ for all ψ, φ, ξ ∈ A [[ε]], i.e. associativity has to hold for ⋆. If
the algebra is unital, one also requires the unit 1 not to be deformed; i.e., ψ ⋆ 1 = 1 ⋆ ψ = ψ for all
ψ ∈ A [[ε]]. Moreover, the star product should be a deformation of the original, i.e. for f, g ∈ A
we require
f ⋆ g = fg +
∑
k≥1
εkBk(f, g) ∈ A [[ε]].
The product is extended to A [[ε]] by ε-bilinearity.
Remark 2.1. One can show that
{f, g} :=
f ⋆ g − g ⋆ f
ε
∣∣∣
ε=0
defines a Poisson bracket on A . If A = C∞(M) is the algebra of functions on a smooth manifold,
we require the operators Bk to be bidifferential operators. Deformation quantization of a classical
mechanical system encoded by a Poisson manifold (M, {·, ·}) means to find a star product on
A = C∞(M) whose induced Poisson bracket equals the original one. Setting ε = i~2 , one obtains
the canonical commutation relations
[f, g]⋆ =
i~
2
{f, g} +O(~2)
at first order in ~, where [·, ·]⋆ is the commutator with respect to the star product.
2.2. Kontsevich’s star product. In [24], Kontsevich gave a general formula for a deformation
quantization of any finite dimensional Poisson domain.
Theorem 2.1 (Kontsevich). Let α =
∑
1≤i<j≤d α
ij(x)∂i∧∂j ∈ Γ
(∧2 TU) be a Poisson structure1
on an open subset U ⊂ Rd. Then for any two smooth functions f, g ∈ C∞(U), there is an explicit
1We write ∂i for
∂
∂xi
.
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star product, denoted by ⋆K , given by the formula
2
f ⋆K g =
∑
n≥0
εn
n!
∑
Γ∈Gn
wK(Γ)BΓ,α(f, g),
where wK(Γ) ∈ R is the Kontsevich weight of an admissible graph Γ ∈ Gn defined as integration
of some special angle 1-forms on some configuration space of points on the upper half plane H =
{z ∈ C | Im(z) > 0}. Here Gn denotes a special set of graphs (satisfying some conditions), where
the vertex set of such a graph is given by n+2 and the set of edges by 2n elements. The BΓ,α(f, g)
are bidifferential operators acting on f and g, depending on the graph Γ ∈ Gn and the Poisson
structure.
Definition 2.2 (Constant structure). We say that a Poisson structure
α(x) =
∑
i<j
αij(x)∂i ∧ ∂j
is constant if αij is a constant map for all i, j.
Corollary 2.2 (Moyal product). For α = const, the star product of theorem 2.1 coincides with the
Moyal product [27] given by
f ⋆M g = fg + ε
∑
i,j
αij∂i(f)∂j(g) +
ε2
2
∑
i,j,k,ℓ
αijαkℓ∂i∂k(f)∂j∂ℓ(g) +O(ε
3)
=
∑
n≥0
εn
n!
∑
i1,...,in
j1,...,jn
n∏
k=1
αikjk
(
n∏
k=1
∂ik
)
(f)×
(
n∏
k=1
∂jk
)
(g),
where × denotes here the usual product.
Remark 2.2. We can also write ⋆K
∣∣
α=const
= ⋆M . Moreover, one can write the Moyal product of
two smooth functions f, g ∈ C∞(P) as
f ⋆M g(x) = e
εαij ∂
∂xi
∂
∂yj f(x)g(y)
∣∣∣∣
x=y
.
One can then indeed easily check that associativity is satisfied.
3. The Poisson sigma model (PSM) and relation to Deformation Quantization
3.1. Formulation of the model. We want to recall the the Poisson sigma model and its con-
nection to deformation quantization. Let (P, α) be a Poisson manifold with Poisson structure
α ∈ Γ
(∧2 TP) and such that dimP = d. The data for the Poisson sigma model consists of a
connected, oriented, smooth 2-dimensional manifold Σ, called the worldsheet, and two fields. The
fields are given by a map X : Σ → P and a 1-form η ∈ Γ(X∗(T ∗P) ⊗ T ∗Σ). With this data we
are able to define an action.
Definition 3.1 (Poisson sigma model action). The action functional for the Poisson sigma model
is given by
S(X, η) =
∫
Σ
ηi(u) ∧ dX
i(u) +
1
2
αij(X(u))ηi(u) ∧ ηj(u).
In local coordinates we have ηi(u) = ηiµdu
µ for u ∈ Σ.
2This formula seems of course a bit strange without the precise derivation of the underlying objects. To get a full
understanding of these objects we refer to [24] or [17].
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3.2. Path integral formulation of Kontsevich’s star product. In [11], the first author and
G. Felder have shown that Kontsevich’s star product can be written as a path integral by using the
Poisson sigma model action when the worldsheet is a disk. For this the boundary condition for η
is that for u ∈ ∂Σ we get that ηi(u) vanishes on vectors tangent to ∂Σ.
Theorem 3.1. Let (P, α) be a Poisson manifold and let D be the usual 2-disk, i.e. D = {u ∈
R2 | ‖u‖ ≤ 1}, which we choose to be our worldsheet. Moreover, let X and η be the two fields of
the Poisson sigma model described above. Then Kontsevich’s star product of two smooth functions
f, g ∈ C∞(P) is given by the semiclassical expansion of the path integral
f ⋆K g(x) =
∫
X(∞)=x
f(X(1))g(X(0))e
i
~
S(X,η)
D(X, η),
where 0, 1,∞ represent any three cyclically ordered3 points on the unit circle (see figure 2)
10
∞
D
Figure 2. Cyclically ordered points on S1 = ∂D
4. Formal PSM in the BV-BFV formalism
Our goal is to give a perturbative description of the Poisson sigma model where we are allowed
to vary the critical point around which we expand. Also gauge-fixing has to be performed. This has
been discussed in the case of closed source manifolds in the literature (e.g. [13, 5]). We will recall
these methods very briefly and then explain how to generalize them to the case with boundary, and
apply the procedure to the example P = Rd.
4.1. Formal exponential maps and Grothendieck connections. Given a smooth manifold
M , a generalized exponential map is a smooth map ϕ from a neighbourhood U ⊂ TM of the zero
section to M , denoted (x, y) 7→ ϕx(y), with x ∈M,y ∈ TxM ∩U satisfying ϕx(0) = x,dϕx(0) = id.
We identify two such maps if, for all x ∈M , all their partial derivatives in the y direction at the zero
section coincide, and call such an equivalence class a formal exponential map. In local coordinates
{xi} on the base around some point x we can write such a formal exponential map as
(1) ϕix(y) = x
i + yi +
1
2
ϕix,jky
jyk +
1
3!
ϕix,jkℓy
jykyℓ + · · ·
As is explained in [13, 5], such a formal exponential map induces a flat connection DG, called
Grothendieck connection, on Γ(ŜT ∗M), where Ŝ denotes the completed symmetric algebra, with
the property that DGσ = 0 if and only if σ(x) = Tϕ
∗
xf is the Taylor expansion of the pullback of
a function f on M at y = 0. The connection describes how sections of this bundle behave under
infinitesimal shifts on M , and its cohomology is concentrated in degree zero, where it coincides
3Cyclically ordered means that if we start from 0 and move counterclockwise on the unit circle we will first meet 1
and then∞. One can also regard the unit circle here as a projective space of the real line where the point∞ actually
represents the identification of a→∞ and a→ −∞ for a ∈ R.
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with the sections coming from global functions on M . In local coordinates DG = dx
i ∂
∂xi
+ dxiRi
with
Ri =
((
∂ϕx
∂y
)−1)k
j
∂ϕj
∂xi
∂
∂yk
=: Y ki
∂
∂yk
.
4.2. PSM in formal coordinates. The BV action for the Poisson sigma model with target P is
S(X,η) =
∫
Σ
(
ηi(u) ∧ dX
i(u) +
1
2
αij(X(u))ηi(u) ∧ ηj(u)
)
.
where (X,η) ∈ Map(T [1]Σ, T ∗[1]P) are the BV fields coming from the AKSZ formulation of the
PSM (see [1] or [14]). Our goal is to expand around the X-component of the critical points of the
kinetic term of the classical action,4 i.e., a point of
M0 = {(X, η)|X(u) ≡ x ∈ P const.} ∼= P.
The perturbative expansion around such a critical point only depends on a formal neighbourhood
of it. Picking a formal exponential map ϕ on P we can perform a change of coordinates in such a
neighbourhood of this critical point:
X = ϕx(X̂), η = dϕx(X̂)
∗,−1
η̂
where (X̂, η̂) ∈ Map(T [1]Σ, T ∗[1]TxP). This can be interpreted as a formal exponential map on
M0 ⊂ F . In these coordinates the action reads (cf [5])
SϕΣ,x[(X̂, η̂)] =
∫
Σ
(
η̂i ∧ dX̂
i +
1
2
(Tϕ∗xα)
ij(X̂)η̂i ∧ η̂j
)
.
We now want to gauge fix the model5. We first fix an embedding H•(Σ) →֒ Ω•(Σ), and think of
H•(Σ) as a subspace of Ω•(Σ) via this embedding. Now we define the space of residual fields6
VΣ,x = H
•(Σ)⊗ TxP ⊕H
•(Σ)⊗ T ∗xP
and a Lagrangian subspace L of a complement of VΣ,x ⊂ Map(T [1]Σ, T
∗[1]TxP). One can now
formally define the partition function as
ψ̂Σ,x =
∫
L
e
i
~
S
ϕ
Σ,x ∈ Dens
1
2
const(VΣ,x)⊗ Ŝ
•V∗Σ,x[[~]] =: Dens
1
2
formal(VΣ,x).
Under a change of gauge fixing it changes by a △-exact term.
4.3. Globalization. We now look at the collection of the ψ̂Σ,x as a section of the bundle over M0
with fiber over x given by Dens
1
2
formal(VΣ,x). If we vary x, it changes as ([5])
dxψ̂Σ,x =
i
~
∫
L
e
i
~
S
ϕ
Σ,x(SR,S
ϕ
Σ,x)
with
SR =
∫
Σ
Y ji (X̂)η̂j ∧ dM0x
i,
4Note that the whole moduli spaceM of critical points of the kinetic term modulo symmetries is a vector bundle
over P with fiber at x ∈ P given by H1(Σ) ⊗ T ∗xP. The fiber directions will be taken care of completely by the
residual fields to be introduced below. Moreover, there is a canonical choice of background for η, namely, η = 0. For
these reasons we only takeM0 as space of backgrounds.
5One should do this before passing to formal coordinates but the result is the same, see [13].
6As anticipated in footnote 4, the ghost number zero component of the second summand takes care of the η-
direction of the moduli space of critical points. On the other hand, the ghost number zero component of the first
summand in general only sees a formal neighborhood of the X-component of the moduli space.
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where dM0 denotes the de Rham differential on M0. One can summarize the properties of formal
geometry and the BV formalism by defining the differential BV action
S˜ϕΣ,x = S
ϕ
Σ,x + SR
which by construction satisfies the differential classical master equation (dCME)
(2) dxS˜
ϕ
Σ,x +
1
2
(S˜ϕΣ,x, S˜
ϕ
Σ,x) = 0,
and the partition function
ψ˜Σ,x =
∫
L
e
i
~
S˜
ϕ
Σ,x
satisfying the differential quantum master equation (dQME)
(3) dxψ˜Σ,x − i~△ψ˜Σ,x = 0.
We interpret equations (2),(3) as conditions on S˜ϕΣ,x, ψ˜Σ,x to be pullbacks under a formal exponential
map of global objects on BV manifolds, compare also Appendix F in [19].
4.4. Extension to the case with boundary. In the presence of a boundary, equations (2) and
(3) are no longer true. A good way to extend the BV-formalism to manifolds with boundary is the
BV-BFV formalism discussed in [19, 18, 20]. We will now propose7 a generalization of it to the case
of where the perturbative quantization is performed in families over the moduli space of classical
solutions (i.e. suitable for globalization). This can be seen as an extension of the methods used in
Appendix F in [19] to the case with boundary. Namely, on a BV-BFV manifold (F , ω,Q,S, π) over
an exact BFV manifold (F∂ , ω∂ = δα∂ , Q∂), one has the modified classical master equation
ιQω − δS = π
∗α∂ .
We expect the same equation to hold for the PSM on manifolds with boundary if we replace S by
S˜ and Q by Q˜, where Q˜ = Q + R˜ and R˜ is the lift of R to F . Similarly, we expect the modified
quantum master equation
(~2△+Ω)ψ̂ = 0
to hold in a family version over the moduli space of classical solutions. Namely, for any x ∈ P the
PSM in formal coordinates around x is a perturbation of two-dimensional abelian BF theory, so we
can define the boundary BFV complex (HP∂Σ,x,Ω∂Σ,x) and space of states
ĤPΣ,x = H
P
∂Σ,x ⊗Dens
1
2
formal(VΣ,x)
as in [19], and define the bundle Htot →M0 as the union of these fibers. On this bundle we define
a connection8
(4) ∇∂ΣG = d + i~△+
i
~
Ω
which we call the quantum Grothendieck connection, and observe that it is flat, i.e. (∇∂Σ
G
)2 ≡ 0. We
then expect the partition function ψ˜Σ,x to be a flat section with respect to this connection, i.e. to
satisfy (
d + i~△+
i
~
Ω
)
ψ˜Σ,x = 0.
We call this the modified differential quantum master equation. We will return to it in section 7.
7Similar computations were done in [21] for 1-dimensional gravity.
8Note that here d is the de Rham differential onM0.
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4.5. The special case P = Rd. For the case of P = Rd there is a simple formal exponential map
given by (the equivalence class of) ϕx(y) = x+ y. We then get Ri = −
∂
∂yi
, so that
DG = dx
i
(
∂
∂xi
−
∂
∂yi
)
.
The coordinates in a formal neighbourhood of x ∈ M0 are now defined by X = x + X̂ and η = η̂
with (X̂, η̂) ∈ Map(T [1]Σ, T ∗[1]Rd) and the action in these coordinates is
SϕΣ,x[(X̂, η̂)] =
∫
Σ
(
η̂i ∧ dX̂
i +
1
2
αij(x+ X̂)η̂i ∧ η̂j
)
.
Here α(x+ X̂) is to be understood as the Taylor expansion of α in X̂ around x. We have that
SR =
∫
Σ
η̂i ∧ dM0x
i
so that
(5) S˜ϕΣ,x =
∫
Σ
(
η̂i ∧ dΣX̂
i
+
1
2
αij(x+ X̂)η̂i ∧ η̂j + η̂i ∧ dM0x
i
)
,
where we want to emphasize that dΣ is the de Rham differential on Σ and dM0 the one onM0
∼= P.
From now on we write for both differentials just d, where it should be clear from the context which
one belongs to which space. Letting Q0 be the vector field of the BV theory given by S
ϕ
Σ,x and
Q = Q0 +
∫
Σ dx
i δ
δX̂
i , the mdQME
(6) ιQω − δS˜
ϕ
Σ,x = π
∗α∂
holds. Indeed, we have ιQω = ιQ0ω + ι
∫
Σ dx
i δ
δX̂
ω and since ιQ0ω = δS
ϕ
Σ,x + π
∗α∂ we get
ιQω − δS˜
ϕ
Σ,x = ιQ0ω + ι
∫
Σ dx
i δ
δX̂
ω − δSϕΣ,x
= ιQ0ω − δS
ϕ
Σ,x + ι
∫
Σ dx
i δ
δX̂
ω − δSR = π
∗α∂ +
∫
Σ
dxi ∧ δη̂i︸ ︷︷ ︸
δSR
−δSR = π
∗α∂ ,
Identifying tangent spaces to Rd at different points, the bundle Htot becomes trivial (in general one
needs an identification of tangent spaces at different points of P to do this). We can now apply the
BV-BFV quantization procedure over every point x ∈ M0 by splitting the fields F = B
P
∂Σ×VΣ,x×Y
as in [19]
η̂ = E+ e+ E
X̂ = X+ x+X ,
where E,X ∈ BP∂Σ are the boundary fields, e, x ∈ VΣ,x are the residual fields and E ,X ∈ Y are the
fluctuation fields. We then proceed to pick a gauge-fixing Lagrangian L ⊂ Map(T [1]Σ, T ∗[1]Rd) ∋
(X̂, η̂). Finally we are interested in the state
ψ̂Σ,x(E, e,X, x) =
∫
(E ,X )∈L
e
i
~
S˜
ϕ
Σ,x[(X̂,η̂)].
Remark 4.1. Note that this entire section holds for a general smooth Poisson structure on Rd, as
long as one uses the trivial formal exponential map.
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5. The Relational Symplectic Groupoid
5.1. Short description of the RSG. Symplectic groupoids are an important concept in Poisson
and symplectic geometry ([30]). A groupoid is a small category whose morphisms are invertible.
We denote a groupoid by G ⇒ M , where M is the set of objects and G the set of morphisms.
A Lie groupoid is, roughly speaking, a groupoid where M and G are smooth manifolds and all
structure maps are smooth. Finally, a symplectic groupoid is a Lie groupoid with a symplectic
form ω ∈ Ω2(G) such that the graph of the multiplication is a Lagrangian submanifold of (G,ω)×
(G,ω)×(G,−ω). The manifold of objectsM has an induced Poisson structure uniquely determined
by requiring that the source map G → M is Poisson. A Poisson manifold M that arises this way
is called integrable. Not every Poisson manifold is integrable.
The reduced phase space of the PSM on a boundary interval with target an integrable Poisson
manifold P is the source simply connected symplectic groupoid of P ([15]). In general, the reduced
phase space is a topological groupoid arising by singular symplectic reduction. In ([22, 9, 10]) it was
however shown that the space of classical boundary fields always has an interesting structure called
relational symplectic groupoid (RSG). An RSG is, roughly speaking, a groupoid in the “extended
category” of symplectic manifolds where morphisms are canonical relations. Recall that a canonical
relation from (M1, ω1) to (M2, ω2) is an immersed Lagrangian submanifold of (M1, ω1)×(M2,−ω2).
The main structure of an RSG (G, ω) is then given by an immersed Lagrangian submanifold L1 of
(G, ω), which plays the role of unity, and by an immersed Lagrangian submanifold L3 of (G, ω) ×
(G, ω) × (G,−ω), which plays the role of associative multiplication. (In addition, there is also an
antisymplectomorphism I of G that plays the role of the inversion map.) In case M is integrable,
it was also shown that the RSG G is equivalent, as an RSG, to the the symplectic groupoid G.
5.2. Description of the canonical relations. For a boundary interval I and a target Poisson
manifold P, the space of classical boundary fields G of the PSM is the space of bundle maps
TI → T ∗P, which can be identified with (a version of) the cotangent bundle of the path space
Map(I,P) with its canonical symplectic form ω.9 For n ≥ 1, we denote by Ln the disk whose
boundary S1 splits into 2n closed intervals I intersecting only at the end points and with the
boundary condition η̂ = 0 on alternating intervals. The remaining n intervals are free, so the space
of classical boundary fields associated to Ln is F
∂
Ln
:= (G, ω)n if all the intervals are given the induced
orientation. We select however one of the intervals as “outgoing”, meaning that we reverse its
orientation: the corresponding space of classical boundary fields is then F¯ ∂Ln := (G, ω)
n−1×(G,−ω).
(Note that F¯ ∂Ln can also be obtained from F
∂
Ln
by applying to the component corresponding to the
outgoing interval the antisymplectomorphism I given by pulling back the fields by φ : [a, b]→ [a, b],
t 7→ a+ b− t.) Finally, Ln ⊂ F¯
∂
Ln
is defined as the space of restrictions to the boundary of solutions
to the Euler–Lagrange equation on Ln. The main result of ([22, 10]) is that each Ln is a canonical
relation and that the two ways of composing two L3s are identical to each other (and to L4).
Finally, recall that a Lagrangian submanifold (a canonical relation) is the classical version of a
state (an operator). Roughly speaking, in this note we will construct the states ψ̂Ln corresponding
to the quantization of Ln in the case of a constant Poisson structure on the target and we will show
that, in the ∇∂Σ
G
-cohomology, the two ways of composing two ψ̂L3s are identical to each other (and
to ψ̂L4).
5.3. Deformation quantization of the RSG. In [19] a procedure for the deformation quantiza-
tion of the relational symplectic groupoid in the case when the target Poisson manifold is P = Rd
was introduced. Let us repeat the main points. The space of BV boundary fields corresponding to
Ln is F
∂
Ln
= (F∂I )
n with
F∂I = Ω
•(I)⊗ Rd ⊕ Ω•0(I)⊗ (R
d)∗[1],
9If we take smooth maps, then (G, ω) is a weak-symplectic Fre´chet manifold.
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with Ω•0(I) denoting the subcomplex of forms whose restriction to the end points is zero. Choose
a polarization P of F∂I , and denote P the opposite polarization.
Denote by H the vector space which quantizes F∂I in this polarization. Compute the state mx
associated to L3 with polarization P×P×P perturbing around a constant solution X = x. We can
see it as a linear map H⊗H → H (see figure 3). Next we observe that there are two inequivalent
ways to cut L4 into gluings of two L3s. From this we see that mx defines an associative structure
in the (~2△+Ω)-cohomology for L4. This provides a way of defining the deformation quantization
of the relational symplectic groupoid (see figure 6). To compare the result with the deformation
quantization of the Poisson manifold P, we have to “glue caps”, i.e. consider also L1 (see e.g.
figure 11). We view the state σx associated to it as a linear map H → C[[ε]], with ε =
i~
2 . If f is a
function on P, we may also take the expectation value of the observable f(X(u0)), where u0 is a
point in the interior of the interval with the boundary condition. We denote the result by τxf . We
may view τx as a linear map C
∞(P) ⊗ C[[ε]] → H. Kontsevich’s star product is obtained by the
composition
(f ⋆K g)(x) = σx(mx(τxf ⊗ τxg)).
6. The states for the RSG
For a constant Poisson structure we will now show how the Moyal product can be obtained out
of the relational symplectic groupoid by using the BV-BFV quantization formalism.
6.1. Spaces of residual fields. We will begin by briefly discussing spaces of residual fields on Ln.
For this we need the following simple fact. If we denote by D the unit disk and by I ( ∂D a closed
interval, then H•(D, I) = H•(D, ∂D \ I) = {0}, since the disk contracts onto I10. It follows that
as soon as we have one interval on ∂D with boundary condition x = 0 the spaces of residual fields
vanish. This happens if we choose the δ
δE
-polarization on one of the intervals11. If we choose the
δ
δX -polarization on every interval, the space of residual fields will be
VD = H
•(D)⊗ Rd ⊕H•(D, ∂D) ⊗ Rd[1] ∼= T ∗[−1]Rd.
6.2. The state for L3. Let us start with M = L3. Consider the polarization to be given as
in figure 3 such that we have the boundary field X̂
∣∣
∂1M
= X on ∂1M and the boundary fields
η̂
∣∣
∂
(1)
2 M
= E(1) and η̂
∣∣
∂
(2)
2 M
= E(2) on ∂
(1)
2 M and ∂
(2)
2 M respectively, where ∂2M := ∂
(1)
2 M ⊔∂
(2)
2 M .
This actually means that we choose the δ
δX -polarization on ∂2M and the
δ
δE -polarization on ∂1M .
The boundary condition for η̂ is such that it is zero on the black boundary components.
As discussed above in this case the relevant cohomology vanishes and therefore there are no
residual fields. Since α is constant the only Feynman diagrams that we have to compute are given
as in figure 4. Let us denote by ζ a propagator on the disk with the above boundary conditions and
let us go with the convention that indices ij on the propagator ζ represent the points ui and uj on
the disk where ζ is evaluated as a two point function. Moreover, let the index 1 always represent
a point in the bulk and 2, 3 the points on the respective boundary component of ∂2M . Moreover,
let the index 0 always represent a point on ∂1M . Following [19] we compute the effective action.
We start with the diagrams 4(a) and 4(b). These are the free parts of the action
Seff
∂(k)M
= −
∫
∂
(k)
2 M×∂1M
π∗1Ei ∧ ζ0νk ∧ π
∗
2Xi,
10We thank the referee for pointing out this simple argument.
11Recall that X and E denote the X̂ and η̂ components of boundary fields respectively.
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η̂ = 0 η̂ = 0
η̂ = 0
∂
(1)
2 M
E(1)
∂
(2)
2 M
E(2)
∂1M
X
Figure 3. The polarization for L3
with uνk ∈ ∂
(k)
2 M for k ∈ {1, 2}. Here π1 and π2 represent the projection onto the first and second
component respectively. The perturbation term in 4(c) is obtained by the integral
Spert,eff
∂
(1)
2 M
=
1
2
αij
∫
M×C2(∂
(1)
2 M)
ζ12 ∧ ζ13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej ,
where π2,1 is the projection onto the first component of the configuration space C2(∂
(1)
2 M), π2,2 the
projection onto the second component of C2(∂
(1)
2 M). Integration over the bulk vertex gives then
Spert,eff
∂
(1)
2 M
=
1
2
αij
∫
C2(∂
(1)
2 M)
π∗1Ei ∧ ζ̂
∂
23 ∧ π
∗
2Ej
where ζ̂∂ ∈ Ω0(∂2M) is given by ζ̂
∂(u2, u3) =
∫
M
ζ12 ∧ ζ13. Since the propagator is a 1-form, this
function is skew-symmetric. It vanishes if one of its arguments is on the boundary of the interval
(since the propagator does). By Stokes theorem we have dζ̂∂(u2, u3) =
∫
∂1M
ζ02 ∧ ζ03 (since the
propagator is closed) which implies, together with the above, that
lim
s→t−
ζ̂∂(s, t)− lim
s→t+
ζ̂∂(s, t) = 1.
These properties are important for the proof of the mdQME (see A, subsection A.1). Similarly for
4(d) we get the perturbation term
Spert,eff
∂
(2)
2 M
=
1
2
αij
∫
C2(∂
(2)
2 M)
π∗1Ei ∧ ζ̂
∂
23 ∧ π
∗
2Ej.
The perturbation term for 4(e) is given by
Spert,eff
∂
(1)
2 M⊔∂
(2)
2 M
=
1
2
αij
∫
∂
(1)
2 M×∂
(2)
2 M
π∗1Ei ∧ ζ̂
∂
23 ∧ π
∗
2Ej.
The state for L3 is then given by
ψ̂L3 = TL3e
i
~
(
Seff
∂(1)M
+Seff
∂(2)M
+Spert,eff
∂
(1)
2
M
+Spert,eff
∂
(2)
2
M
+Spert,eff
∂
(1)
2
M⊔∂
(2)
2
M
)
= TL3e
i
~
Seff∂M .
Here
TM =
∫
L
e
i
~
(
∫
M
E∧dX ) ∈ C⊗Dens
1
2
const(VM )/{±1}
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is a regularized Gaussian functional integral related to the torsion of M , described in [19]. Since
the disk is simply connected and the relative cohomology for these boundary conditions is trivial,
we have that TL3 = 1.
E(1) E(2)
X
(a) Free term for ∂
(1)
2 M
E(1) E(2)
X
(b) Free term for ∂
(2)
2 M
E(1) E(2)
X
(c) Interaction term for ∂
(1)
2 M
E(1) E(2)
X
(d) Interaction term for ∂
(2)
2 M
E(1) E(2)
X
(e) Interaction term for ∂
(1)
2 M
and ∂
(2)
2 M
Figure 4. The diagrams for L3 which need to be computed. The diagrams (a) and
(b) are the free terms of the action and (c),(d) and (e) are interaction terms.
6.3. The state for L1. On M = L1 one can choose the
δ
δX - or a
δ
δE -polarization, where the
resulting Feynman diagrams are illustrated in figure 5.
For figure 5(e) we get the trivial state, denoted by ψ̂
δ
δE
L1
, since there is no diagram to compute.
The perturbation term of the effective action for figure (a) is given by
Spert,eff∂2M =
1
2
αij
∫
C2(∂2M)
π∗1Ei ∧ ζ̂
∂
23 ∧ π
∗
2Ej,
where ζ̂∂ is again defined as in the setting of L3. Now the free part contains also residual fields, since
with the chosen polarization we get a non vanishing cohomology, namely VL1 = H
•(D)⊕H•(D, ∂D),
generated by 1 and µ respectively, where µ is a normalised volume form on D. The two free terms
in 5(a) and 5(b) sum to Seff∂2M =
∫
∂2M
ziEi+ z
†
i dx
i, since the volume form on the bulk integrates to
1. For the diagram 5(d) we get an additional perturbation term S˜pert,eff∂2M = α
ij
∫
∂2M
z†iEj ∧ τ, where
{zi, z†i } are some chosen coordinates and dual coordinates on the cohomology and τ ∈ Ω
1(∂2M) is
the result of the integral over the bulk vertex of the graph with one bulk vertex connected to one
boundary vertex with the property that
(7) dζ̂∂ = π∗1τ − π
∗
2τ.
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x ∧ E
η̂ = 0
∂2M
(a) Free term appearing due to
cohomology with the δ
δX
-polarization.
e ∧ dx
E
η̂ = 0
∂2M
(b) Free term appearing due to
cohomology with the δ
δX
-polarization.
E
η̂ = 0
∂2M
(c) Usual interaction term
with the δ
δX
-polarization.
µ
E
η̂ = 0
∂2M
(d) Interaction term appearing due to co-
homology with the δ
δX
-polarization.
X
η̂ = 0
∂1M
(e) No diagram for the δ
δE
-polarization.
Figure 5. The diagrams for L1.
Therefore the overall state for L1 is given by ψ̂
δ
δX
L1
. It is given by
ψ̂L1 = ψ̂
δ
δX
L1
= TL1e
i
~
(
S
pert,eff
∂2M
+Seff∂2M
+S˜pert,eff
∂2M
)
= TL1e
i
~
Seff∂M .
Again, one can actually show that TL1 = 1, with respect to the basis of VL1 given by 1 and µ.
7. The mdQME for the canonical relations
Following the BV-BFV formalism, we need to make sure that the mdQME is satisfied for ψ̂Lj ,
i.e.
(8) ∇
∂Lj
G
ψ̂Lj =
(
d + i~△+
i
~
Ω(j)
)
ψ̂Lj = 0
for j ∈ {1, 3}. Here the superscript (j) means that Ω(j) is the corresponding boundary BFV
operator for Lj. This operator splits into a free part Ω
(j)
0 and a perturbation part Ω
(j)
pert, i.e. Ω
(j) =
Ω
(j)
0 +Ω
(j)
pert. The mdQME will look different for different states, depending on the cohomology and
the corresponding effective action.
14 A. S. CATTANEO, N. MOSHAYEDI, AND K. WERNLI
7.1. The mdQME for L3. By the general construction of [19], one can check that Ω
(3) is given
by the sum of
Ω
(3)
pert = −
1
2
αij
(
~2
∫
∂1M
δ
δXi
δ
δXj
−
∫
∂
(1)
2 M⊔∂
(2)
2 M
Ei ∧ Ej
)
(9)
Ω
(3)
0 = i~
(∫
∂1M
dXi
δ
δXi
+
∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δ
δEi
+
∫
∂1M
dxi
δ
δXi
+
∫
∂2M
Ei ∧ dx
i
)
,(10)
since η̂ is quantized as η̂ = −i~ δ
δX
. Also here one should note again the difference between the
differentials of dXi,dEi and dx
i. Since there is no cohomology for the chosen polarization, the
mdQME reduces to Ω(3)ψ̂L3 = 0, which is indeed satisfied (see Appendix A subsection A.1).
7.2. The mdQME for L1. Equation (8) needs to hold for ψ̂L1 . Actually it only has to hold
for ψ̂
δ
δX
L1
, which again represents the state for the diagrams with the δ
δX -polarization, since the
mdQME for ψ̂
δ
δE
L1
is trivially satisfied, we need only to check the case for ψ̂
δ
δX
L1
. Indeed, if we
denote by Ω
(1)
δ
δX
the boundary BFV operator for ψ̂
δ
δX
L1
, then the mdQME for ψ̂L1 is equivalent with(
~2△+Ω
(1)
δ
δX
)
ψ̂
δ
δX
L1
= 0, where
Ω
(1)
δ
δX
=
∫
∂2M
(
i~dEi
δ
δEi
− ~2Ei ∧ dx
i +
1
2
αijEi ∧ Ej
)
(11)
△ =
n∑
i=1
(−1)1+deg z
i ∂
∂zi
∂
∂z†i
,(12)
where deg zi = 1 in our case. One can then check that the mdQME is indeed satisfied (see Appendix
A subsection A.2) .
8. Associativity and gluing
The next step includes the observation that the two different ways of gluing two L3s as in figure
6 produce the same state up to some Ω(3)-exact term, which is responsible for the associativity of
the Moyal product out of the final gluing. To describe the state of the glued manifold as in the left
figure, let Σℓ be the identification of the boundary ∂
(1)
2 M for M being the upper glued L3, which
we call L13, and ∂1M for M being the lower glued L3, which we call L
2
3.
X1
E
(1)
2
E
(1)
1 E
(2)
1
X2
E
(2)
2
Mℓ
E
(1)
2 E
(2)
2
E
(2)
1
E
(1)
1
X2
X1
Mr
Figure 6. The different ways of gluing two L3s
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Let us denote by Mℓ the left glued manifold, i.e. Mℓ := L13 ∪Σℓ L
2
3. Following the gluing
description of [19], formally the state for Mℓ is given by the path integral
(13) ψ̂Mℓ =
∫
XΣ
ℓ
1 ,E
Σℓ
2
e−
i
~
∫
Σℓ
XΣ
ℓ
1 ∧E
Σℓ
2 ψ̂L13ψ̂L23 =
∫
XΣ
ℓ
1 ,E
Σℓ
2
e−
i
~
∫
Σℓ
XΣ
ℓ
1 ∧E
Σℓ
2 e
i
~
(
Seff
∂L13
+Seff
∂L23
)
.
The corresponding state for the right glued manifoldMr := L13∪ΣrL
2
3, where Σ
r is the identification
of the boundary component ∂
(2)
2 M for M being the upper glued L3, denoted by L
1
3 and ∂1M for
M being the lower L3, denoted by L
2
3, is formally given by the path integral
(14) ψ̂Mr =
∫
XΣ
r
2 ,E
Σr
1
e−
i
~
∫
Σr
XΣ
r
2 ∧E
Σr
1 ψ̂L13ψ̂L23 =
∫
XΣ
r
2 ,E
Σr
1
e−
i
~
∫
Σr
XΣ
r
1 ∧E
Σr
2 e
i
~
(
Seff
∂L13
+Seff
∂L23
)
.
Instead of computing the glued states directly, one can consider a more general approach where
associativity for our gluing actually appears as a special case. Therefore we need to describe the
general manifold first.
8.1. General associativity construction. Let us consider the manifold Mn given as in figure
7. Then we can describe
∂2M
n = I1 ⊔ I2 ⊔ · · · ⊔ In−1 ⊔ In
as the disjoint union of the n boundary components as in figure 7.
Mn
I1 I2 In−1 In
∂1M
n
. . .
Figure 7. The more general manifold Mn.
The state for Mn is now easily computed by considering the free and the interaction terms for
the effective action similar as for L3. Hence we get the effective action
SeffMn = −
∫
∂2Mn×∂1Mn
π∗1Ei ∧ ζ
n
0ν ∧ π
∗
2Xi +
1
2
αij
∫
Mn×C2(∂2Mn)
ζn12 ∧ ζ
n
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej,
where C2(∂2M
n) = C2(I1) ⊔ C2(I2) ⊔ · · · ⊔ I1 × I2 ⊔ I1 × I3 ⊔ · · · ⊔ In−1 × In and ζ
n is some bulk
propagator for Mn (e.g. the one corresponding to the Euclidean metric). Now if ζn,
′
is another
bulk propagator on Mn, since ζn is a propagator, there is (see [19] for the propagator construction
or [25] for the computation of deformation of a chain homotopy) a decomposition ζn = ζn,
′
+ dκn,
where κn is some zero form on Mn ×Mn. Generally, the difference of two propagators is given
by an exact term for vanishing cohomology, whereas in the case of nonvanishing cohomology it is
exact up to some terms depending on a basis of representatives for the cohomology classes. For
our purpose, we consider a family ζn,t of these propagators by setting a parametrization given as
ζn,t = ζ + tdκn and look at the effective action for this family, which is given by
(15) SeffMn(t) = −
∫
∂2Mn×∂1Mn
π∗1Ei ∧ ζ
n,t
0ν ∧π
∗
2Xi+
1
2
αij
∫
Mn×C2(∂2Mn)
ζn,t12 ∧ ζ
n,t
13 ∧π
∗
2,1Ei ∧π
∗
2,2Ej.
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The state for this parametrization is thus given by
(16) ψ̂Mn(t) = TMne
i
~
Seff
Mn
(t).
Let us set
A =
∫
∂2Mn×∂1Mn
π∗1Ei ∧ κ
n
0ν ∧ π
∗
2Xi +
1
2
αij
∫
Mn×C2(∂2Mn)
ζn,t12 ∧ κ
n
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
+
1
2
αij
∫
Mn×C2(∂2Mn)
κn12 ∧ ζ
n,t
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej.
Then we get that (see Appendix B)
(17) ∂tψ̂Mn(t) = Ω
(3)
(
ψ̂Mn(t)A
)
,
By taking n = 3 and ζn, ζn,
′
the propagators12 arising from the two different gluings of M3 this
provides a general way of showing that associativity is indeed satisfied, namely, since ψ̂Mn changes
by an Ω(3)-exact term, we can say that ψ̂Mℓ − ψ̂M3 is given by some Ω
(3)-exact term, say Ω(3)(B)
and ψ̂Mr − ψ̂M3 is also given by some other Ω
(3)-exact term, say Ω(3)(A). Hence we can say that
ψ̂Mℓ and ψ̂Mr also differ by an Ω
(3)-exact term since ψ̂Mℓ − ψ̂M3 + ψ̂M3 − ψ̂Mr = Ω
(3)(A+B).
9. Main gluing and the Moyal product
9.1. Flat observables on disks. To retrieve the star product we need to include boundary ob-
servables, namely those that are induced by functions on P. To such a function and point u0 which
lies in some interval with η̂ = 0 boundary condition we can associate the observable X 7→ f(X(u0)).
The expectation value of such an observable is a section of Htot which is constant on boundary
fields. Choose coordinates {z, z†} on the space of residual fields (if it is nonempty, cf the discussion
in 6.1). The result in section 4.5 gives us a Grothendieck connection DG on Γ(ŜT
∗P) as
DG =
d∑
j=1
dxj
(
∂
∂xj
−
∂
∂zj
)
,
Hence for a smooth function f ∈ C∞(P) we get that
DGf(x+ z) = 0,
i.e. functions on T ∗P of this form are flat sections with respect to the connection DG.
9.2. First example of gluing. We will now present the actual gluing and modification that is
needed to recover the Moyal product. Let us therefore first take a look at L1 with the
δ
δX
-polarization
and the difference that we attach a delta function
(
i
~
)d
δx˜, defined on P, on the black boundary
component where we have set η̂ = 0 before, as it is shown in figure 8. The renormalization constant
in front of the delta function will become clear in the following.
Here δx˜(x) = δ(x − x˜), where x˜ and x are points in P. Hence we can obtain the state for this
modified L1 manifold, denoted by L
( i
~
)
d
δx˜
1 , as
ψ̂
L
( i~)
d
δx˜
1
(E, z, z†, x,dx) =
(
i
~
)d
δx˜(x+ z)e
i
~
(
zi
∫
∂2M
Ei+z
†
jdx
j
)
.
We now want to consider a special gluing, which we split into two cases of different structure.
12Recall from [19] that the gluing of two propagators along a common boundary is again a propagator for the
glued manifold.
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E
(
i
~
)d
δx˜
∂2M
Figure 8. L1 with the
δ
δX
-polarization and endowed with a delta function
9.2.1. First case. Let us consider a first important gluing for α = 0, that is that of L
( i
~
)
d
δx˜
1 with an
L1 manifold endowed with the
δ
δE
-polarization, where we attach a smooth function f ∈ C∞(P) at
the black boundary component, where we have set η̂ = 0 before, which we denote by Lf1 . Moreover,
we glue along the boundary components where the fields are attached as it is shown in figure 9.
∂1M
X
f
gluing
E
(
i
~
)d
δx˜
∂2M
Figure 9. The gluing of L
( i
~
)
d
δx˜
1 and L
f
1
We expect to end up with the observable f using this particular gluing. Indeed, first we notice
that the Feynman diagrams that we get for Lf1 are all possible arrows going from ∂1M to the
observable f . Hence, by Wick’s theorem, we get the state
ψ̂
L
f
1
=
∑
n≥0
(−i~)n
n!
∫
Cn(∂1M)
Xi1(u1) · · ·X
in(un)ζ(u1, v0) · · · ζ(un, v0)∂i1 · · · ∂inf(x),
where u1, ..., un are points on ∂1M and v0 a point on the lower boundary component, where f is
attached and Xij are the component fields of X on ∂1M . Using the fact that
∫
∂1M
ζ(uj, v0) = 1 for
all j = 1, ..., n, we can use the gluing principle of identifying the X- with the E-fields to obtain the
glued state
ψ̂f,x˜ =
(
i
~
)d
δx˜(x+ z)
∑
n≥0
1
n!
zi1 · · · zin∂i1 · · · ∂inf(x)e
i
~
z
†
jdx
j
,
which can be written as
ψ̂f,x˜ =
(
i
~
)d
δx˜(x+ z)f(x+ z)e
i
~
z
†
jdx
j
,
by considering the sum as a Taylor expansion of f . Let us now write
ψ̂f,x˜ = ψ̂ρ = ρ(x+ z)e
i
~
z
†
jdx
j
,
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with ρ(x) :=
(
i
~
)d
δ(x− x˜)f(x). Thus we get
△ψ̂ρ =
i
~
d∑
k=1
dxk∂kρ(x+ z)e
i
~
z
†
jdx
j
,
dψ̂ρ =
d∑
k=1
dxk∂kρ(x+ z)e
i
~
z
†
jdx
j
,
and therefore △ψ̂ρ =
i
~
dψ̂ρ. Moreover, since Ωψ̂ρ = 0 we get that the mdQME holds. Let us now
consider the Lagrangian submanifold L = {z = 0} and the corresponding BV integral∫
L
ψ̂ρ
∣∣∣
z=0
dz†1 · · · dz
†
d = ρ(x)
(
~
i
)d
ddx = f(x)δ(x− x˜)ddx.
Now integrating this term over the whole Poisson manifold, we get∫
P
(∫
L
ψ̂ρ
∣∣∣
z=0
dz†1 · · · dz
†
d
)
= f(x˜),
and therefore we end up with our function again.
9.2.2. Second case. If we now consider α to be constant different from zero, we can do the same
computation with the difference that we have an additional perturbation term αij
∫
∂1M
ziEi ∧ τ in
the exponential for the state ψ̂
L
( i~)
d
δx˜
1
. In fact we have now the corresponding diagrams as in figure
5 (a) and (c) with the additional diagram for the δ
δX
-polarization, where we have one bulk vertex
with one arrow going to the boundary ∂2M and with one arrow deriving the function
(
i
~
)d
δx˜ as in
figure 10.
E
(
i
~
)d
δx˜
∂2M
Figure 10. The additional diagram for L
( i
~
)
d
δx˜
1
Therefore one obtains that the glued state ψ̂f,x˜ is actually given by the star product f ⋆M
(
i
~
)d
δx˜.
To consider all points on P, we integrate over all background fields to obtain∫
P
(
f ⋆M
(
i
~
)d
δx˜
)
(x)ddx =
∫
P
(
i
~
)d
f(x)δ(x − x˜)ddx︸ ︷︷ ︸
=f(x˜)
+
(
i
~
)d
αij
∫
P
∂if(x)∂jδ(x− x˜)d
dx︸ ︷︷ ︸
=
(
i
~
)d
αij
∫
P
∂i∂jf(x)δ(x− x˜)d
dx︸ ︷︷ ︸
=0
+···
+ · · ·
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where we have used the fact that α is an antisymmetric tensor to obtain zero for the other terms.
Therefore we end up with the function f for the gluing of Lδx˜1 and L
f
1 . For notational symplicity
we have only delt with the case where f is analytical, but the final result is general.
Remark 9.1. One should note that the computations at the end can also be done with general
Poisson structures, in particular with Kontsevich’s star product.
9.3. Obtaining the Moyal product. Now using this construction, we can recover the Moyal
product by the gluing shown in figure 11.
gluing
gluing gluing
(
i
~
)d
δx˜
f g
X2X1
E
η̂ = 0 η̂ = 0
η̂ = 0
E(1) E(2)
X
Figure 11. The gluing for the Moyal product
According to the notation Lf1 , we consider the same manifold but with f ⋆M g attached to it
when we write Lf⋆M g1 (see figure 13) for any f, g ∈ C
∞(P). The idea of the gluing in figure 11 is
to produce the same result as if one would do the gluing of L
( i
~
)
d
δx˜
1 and L
f⋆M g
1 as before. Therefore
we first compute the state of the appearing Feynman diagrams for the partial gluing as in figure
12, by gluing Lf1 and L
g
1 to ∂
(1)
2 L3 and ∂
(2)
2 L3. The diagrams in figure 12 are those which need
to be evaluated under the exponential map to obtain the state of the glued manifold in figure 12,
which we denote by G.
Using Wick’s theorem, the effective action terms of L3 and the gluing process as in [19], we can
compute the state of the glued manifold G by the same arguments as before. Thus we get
(18) ψ̂G =
∑
n,m,ℓ≥0
(−i~)n+m+ℓ
n!m!ℓ!
∫
Cn+m(∂1G)
n∏
k1=1
m∏
k2=1
Xik1 (uk1)ζ(uk1 , v0)X
jk2 (u˜k2)ζ(u˜k2 , v1)
×
ℓ∏
k3=1
αik3 jk3∂ik1∂ik3f(x)∂jk2∂jk3g(x),
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X
∂1G
f
Σ1 Σ2
g
Figure 12. Appearing diagrams, where Σ1 and Σ2 are corresponding identified
boundaries for the gluing. The red arrows represent the free part terms. We can
also observe that by antisymmetry the two diagrams, where two interaction term
arrows go to the same glued boundary component, vanish. Thus the Moyal product
of f and g will appear in the glued result for the interaction diagram going in both
directions.
where ∂1G is the top boundary, u1, ..., un, u˜1, ..., u˜m are distinct points in ∂1G, the X
ik -fields are the
component fields of the X-field on ∂1G corresponding to the Σ1 gluing and the X
jk-fields are those
corresponding to the Σ2 gluing. Here the propagators are given as before with the difference that
v0 represents a point on the lower boundary component of L
f
1 where f is attached and v1 represents
a point on the lower boundary component of Lg1 where g is attached.
X
f ⋆M g
Figure 13. The manifold Lf⋆M g1
Now by the argument as before, we can consider the gluing as in figure 14, by identifying the
states ψ̂
L
f⋆Mg
1
and ψ̂G with each other by applying the product rule, only with the difference that
we have two different evaluation points for ψ̂G . Then we can glue these states together as in figure
14, which also corresponds then to the gluing of figure 11.
Finally, using the procedure as before for such a gluing, we end up with the integral∫
P
{
(f ⋆M g) ⋆M
(
i
~
)d
δx˜
}
(x)ddx,
which yields f ⋆M g(x˜). Therefore we obtain the Moyal product of f and g as claimed. Moreover,
we have already discussed that associativity is satisfied, since the states of the L3 gluings only differ
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∂1M
X
f ⋆M g
gluing
E
(
i
~
)d
δx˜
∂2M
Figure 14. The cap gluing for the Moyal product
by an Ω(3)-exact term, i.e. the mdQME is directly satisfied and therefore associativity holds for
this construction.
10. Outlook
The construction of the present paper may be generalized to other Poisson structures.
We now briefly list the main peculiarities of the general case.
• If the target Poisson manifold is not an open subset of Rd, the Grothendieck connection
does not have the simple form used in equation (5). A more general form is available, see
[5], and this will lead to changes in the boundary action.
• The boundary operator Ω is not as simple as in the case of a constant Poisson structure.
Still following [19] it can be computed explicitly, it squares to zero, the states solve the
mQME and, under a change of gauge fixing, change by an exact term for the connection
∇∂Σ
G
.
• The computation of the states L1 and L3 requires many more (in general infinitely many)
Feynman diagrams. As a consequence the state corresponding to a function f on the
Poisson manifold has perturbative corrections. Still, by the general results of [19], these
states satisfiy the mQME and change accordingly by a change of gauge fixing. In particular,
L3 still defines a product that is associative up to exact terms for the connection ∇
∂Σ
G
.
• By the general results of [19] the theory is compatible with cutting and gluing. In particular,
the composition in figure 11 yields the star product for the target Poisson structure.
Note that the associativity of Kontsevich’s star product is now a consequence of the gluing formulae
and of the associativity up to an Ω-exact term for the L3s. Having explicit formulae for some other
cases, like the linear one, would be useful.
Appendix A. Computations of the mdQMEs of section 7
A.1. Computation for L3. We want to show the mdQME for L3, i.e.
(19) ∇∂L3
G
ψ̂L3 =
(
d + i~△+
i
~
Ω(3)
)
ψ̂L3 = 0
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As it was already mentioned in section 7, (19) reduces to the equation Ω(3)ψ̂L3 = 0. Moreover,
recall that Ω(3) is given by (see the general construction of [19]) the sum of
Ω
(3)
pert = −
1
2
αij
(
~2
∫
∂1M
δ
δXi
δ
δXj
−
∫
∂
(1)
2 M⊔∂
(2)
2 M
Ei ∧ Ej
)
(20)
Ω
(3)
0 = i~
(∫
∂1M
dXi
δ
δXi
+
∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δ
δEi
+
∫
∂1M
dxi
δ
δXi
+
∫
∂2M
Ei ∧ dx
i
)
,(21)
since η̂ = −i~ δ
δX̂
is the conjugated momentum. Let us also look at some terms of Ω(3) with a
derivative by defining
Ω
(3)
X,pert := −
~2
2
αij
∫
∂1M
δ
δXi
δ
δXj
,(22)
Ω
(3)
X := i~
∫
∂1M
dXi
δ
δXi
,(23)
Ω
(3)
E := i~
∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δ
δEi
(24)
Applying Ω˜ = Ω
(3)
pert +Ω
(3)
X +Ω
(3)
E to the state ψ̂L3 , we get
Ω˜ψ̂L3 = TL3Ω˜e
i
~
Seff∂M = TL3
(
Ω
(3)
pert +Ω
(3)
X +Ω
(3)
E
)
e
i
~
Seff∂M .
Recall also that TL3 = 1. We want to compute each contribution of the different parts of Ω˜. Let
us therefore first apply Ω
(3)
pert and observe
Ω
(3)
perte
i
~
Seff∂M = −
~2
2
αij
∫
∂1M
δ
δXi
δ
δXj
e
i
~
Seff∂M(25)
+
1
2
αij
(∫
∂
(1)
2 M⊔∂
(2)
2 M
Ei ∧ Ej
)
e
i
~
Seff∂M(26)
= −
~2
2
αij
(
i
~
)∫
∂1M
δ
δXi
δSeff∂M
δXj
e
i
~
Seff∂M(27)
+
1
2
αij
(∫
∂
(1)
2 M⊔∂
(2)
2 M
Ei ∧ Ej
)
e
i
~
Seff∂M(28)
= −
~2
2
αij
(
i
~
)2 ∫
∂1M
(
δ2Seff∂M
δXiδXj
e
i
~
Seff∂M +
δSeff∂M
δXi
δSeff∂M
δXj
e
i
~
Seff∂M
)
(29)
+
1
2
αij
(∫
∂
(1)
2 M⊔∂
(2)
2 M
Ei ∧ Ej
)
e
i
~
Seff∂M(30)
= −
~2
2
αij
(
i
~
)2 ∫
∂1M
(
δ2Seff∂M
δXiδXj
+
δSeff∂M
δXi
δSeff∂M
δXj
)
e
i
~
Seff∂M(31)
+
1
2
αij
(∫
∂
(1)
2 M⊔∂
(2)
2 M
Ei ∧ Ej
)
e
i
~
Seff∂M(32)
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Now we need to express the functional derivatives in (31) in terms of the propagator and the
fields. Each term is given by a sum and the only terms which contribute to the derivatives are
δ2Seff∂M
δXiδXj
=
δ2Seff
∂(1)M
δXiδXj
+
δ2Seff
∂(2)M
δXiδXj
(33)
δSeff∂M
δXi
=
δSeff
∂(1)M
δXi
+
δSeff
∂(2)M
δXi
(34)
δSeff∂M
δXj
=
δSeff
∂(1)M
δXj
+
δSeff
∂(2)M
δXj
,(35)
since the other terms of the effective action do not depend on the X-field. Now we get
(36)
δ2Seff
∂(k)M
δXiδXj
= 0,
δSeff
∂(k)M
δXi
=
∫
∂1M×∂
(k)
2 M
ζ02 ∧ π
∗
2Ei,
δSeff
∂(k)M
δXj
=
∫
∂1M×∂
(k)
2 M
ζ03 ∧ π
∗
2Ej
and hence
(37)
δSeff∂M
δXi
δSeff∂M
δXj
=
δSeff
∂(1)M
δXi
δSeff
∂(1)M
δXj
+
δSeff
∂(1)M
δXi
δSeff
∂(2)M
δXj
+
δSeff
∂(2)M
δXi
δSeff
∂(1)M
δXj
+
δSeff
∂(2)M
δXi
δSeff
∂(2)M
δXj
.
This shows that the application of Ω
(3)
pert to the state ψ̂L3 gives
Ω
(3)
perte
i
~
Seff∂M =
1
2
αij
(∫
∂1M×C2(∂
(1)
2 M)
ζ02 ∧ ζ03 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
e
i
~
Seff∂M(38)
+
1
2
αij
(∫
∂1M×[∂
(1)
2 M×∂
(2)
2 M ]
ζ02 ∧ ζ03 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
e
i
~
Seff∂M(39)
+
1
2
αij
(∫
∂1M×[∂
(2)
2 M×∂
(1)
2 M ]
ζ02 ∧ ζ03 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
e
i
~
Seff∂M(40)
+
1
2
αij
(∫
∂1M×C2(∂
(2)
2 M)
ζ02 ∧ ζ03 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
e
i
~
Seff∂M(41)
+
1
2
αij
(∫
∂
(1)
2 M⊔∂
(2)
2 M
Ei ∧ Ej
)
e
i
~
Seff∂M .(42)
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For these terms we get the diagrams as in figure 15. Recall that u0 ∈ ∂1M,u1 ∈M and u2, u3, uν ∈
∂
(k)
2 M for some k ∈ {1, 2}. Now we want to compute the corresponding terms for Ω
(3)
E . We get
Ω
(3)
E e
i
~
Seff∂M = i~
(∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δSeff
∂(1)M
δEi
)
e
i
~
Seff∂M(43)
+ i~
(∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δSeff
∂(2)M
δEi
)
e
i
~
Seff∂M(44)
+ i~
∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δSpert,eff
∂
(1)
2 M
δEi
 e i~Seff∂M(45)
+ i~
∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δSpert,eff
∂
(2)
2 M
δEi
 e i~Seff∂M(46)
+ i~
∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δSpert,eff
∂
(1)
2 M⊔∂
(2)
2 M
δEi
 e i~Seff∂M(47)
E(1) E(2)
X
(a) For ∂
(1)
2 M
E(1) E(2)
X
(b) For ∂
(2)
2 M
E(1) E(2)
X
(c) For ∂
(1)
2 M × ∂
(2)
2 M
Figure 15. The diagrams for the terms of Ω
(3)
pert.
Let us now compute each term individually. We will start with (43) and observe
(48) i~
(∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δSeff
∂(1)M
δEi
)
e
i
~
Seff∂M = i~
(
i
~
)(
−
∫
∂
(1)
2 M×∂1M
π∗1dEi ∧ ζ0ν ∧ π
∗
2Xi
)
e
i
~
Seff∂M .
For (44) we get
(49) i~
(∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δSeff
∂(2)M
δEi
)
e
i
~
Seff∂M = i~
(
i
~
)(
−
∫
∂
(2)
2 M×∂1M
π∗1dEi ∧ ζ0ν ∧ π
∗
2Xi
)
e
i
~
Seff∂M .
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For the term (45) we get
i~
∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δSpert,eff
∂
(1)
2 M
δEi
 e i~Seff∂M(50)
= i~
(
i
~
)
1
2
αij
(∫
C2(∂
(1)
2 M)
π∗1dEi ∧ ζ̂
∂
23 ∧ π
∗
2Ej +
∫
C2(∂
(1)
2 M)
π∗1Ei ∧ ζ̂
∂
23 ∧ π
∗
2dEj
)
e
i
~
Seff∂M .(51)
Now using integration by parts we get
i~
(
i
~
)
1
2
αij
(∫
C2(∂
(1)
2 M)
π∗1dEi ∧ ζ̂
∂
23 ∧ π
∗
2Ej +
∫
C2(∂
(1)
2 M)
π∗1Ei ∧ ζ̂
∂
23 ∧ π
∗
2dEj
)
e
i
~
Seff∂M(52)
= i~
(
i
~
)
1
2
αij
(∫
C2(∂
(1)
2 M)
d(π∗1Ei ∧ π
∗
2Ej) ∧ ζ̂
∂
23
)
e
i
~
Seff∂M(53)
= i~
(
i
~
)
1
2
αij
(∫
∂
(1)
2 M
Ei ∧ Ej
)
e
i
~
Seff∂M(54)
+ i~
(
i
~
)
1
2
αij
(∫
C2(∂
(1)
2 M)
π∗1Ei ∧ π
∗
2Ej ∧ dζ̂
∂
23
)
e
i
~
Seff∂M .(55)
Because of the fact that we have vanishing cohomology, we can use Stokes’ theorem to compute
dζ̂∂. We get
dζ̂∂23 := dζ̂
∂(u2, u3) =
∫
∂1M
ζ02 ∧ ζ03.
Hence (55) can be written as
(56) i~
(
i
~
)
1
2
αij
(∫
∂1M×C2(∂
(1)
2 M)
ζ02 ∧ ζ03 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
e
i
~
Seff∂M .
The same procedure holds for (46) and thus
i~
∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δSpert,eff
∂
(2)
2 M
δEi
 e i~Seff∂M(57)
= i~
(
i
~
)
1
2
αij
(∫
∂
(2)
2 M
Ei ∧ Ej
)
e
i
~
Seff
∂M(58)
+ i~
(
i
~
)
1
2
αij
(∫
∂1M×C2(∂
(2)
2 M)
ζ02 ∧ ζ03 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
e
i
~
Seff
∂M(59)
The boundary propagator ζ̂∂ is no longer in (54) and (55) since we have to integrate over the
fiber of the configuration space, which implies that by the property of ζ̂∂ its value is constant 1 on
the fiber. Moreover, since the diagonal is a copy of the manifold itself, we get that integration over
∂C2(∂
(k)
2 M) is then actually given by integration over ∂
(k)
2 M with the remaining form Ei ∧ Ej, i.e.
evaluated at the same point for k ∈ {1, 2}. For the term (47) we have the same principle and thus
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i~
∫
∂
(1)
2 M⊔∂
(2)
2 M
dEi
δSpert,eff
∂
(1)
2 M⊔∂
(2)
2 M
δEi
 e i~Seff∂M(60)
= i~
(
i
~
)
1
2
αij
(∫
∂[∂
(1)
2 M×∂
(2)
2 M ]
Ei ∧ Ej
)
e
i
~
Seff∂M(61)
+ i~
(
i
~
)
1
2
αij
(∫
∂1M×[∂
(1)
2 M×∂
(2)
2 M ]
ζ02 ∧ ζ03 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
e
i
~
Seff∂M .(62)
Moreover, we can observe that (61) vanishes, since we get integration over the double boundary
and the fields vanish on the endpoints of the boundary. Now we need to compute the terms for
Ω
(3)
X . Therefore we get
ΩXe
i
~
Seff∂M = i~
(
i
~
)(∫
∂1M
dXi
δSeff
∂(1)M
δXi
)
e
i
~
Seff∂M(63)
+ i~
(
i
~
)(∫
∂1M
dXi
δSeff
∂(2)M
δXi
)
e
i
~
Seff∂M .(64)
The term in (63) is then
(65) i~
(
i
~
)(
−
∫
∂
(1)
2 M×∂1M
π∗1Ei ∧ ζ0ν ∧ π
∗
2dXi
)
e
i
~
Seff∂M .
The term in (64) is then
(66) i~
(
i
~
)(
−
∫
∂
(2)
2 M×∂1M
π∗1Ei ∧ ζ0ν ∧ π
∗
2dXi
)
e
i
~
Seff∂M .
Now if we combine (65) with (48) and (66) with (49) and using again integration by parts we get(∫
∂
(1)
2 M×∂1M
π∗1dEi ∧ ζ0ν ∧ π
∗
2Xi +
∫
∂
(1)
2 M×∂1M
π∗1Ei ∧ ζ0ν ∧ π
∗
2dXi
)
e
i
~
Seff∂M(67)
=
(∫
∂
(1)
2 M×∂1M
d(π∗1Ei ∧ π
∗
2Xi) ∧ ζ0ν
)
e
i
~
Seff∂M(68)
=
(∫
∂[∂
(1)
2 M×∂1M ]
π∗1Ei ∧ π
∗
2Xi
)
e
i
~
Seff∂M(69)
+
(∫
∂
(1)
2 M×∂1M
π∗1Ei ∧ dζ0ν ∧ π
∗
2Xi
)
e
i
~
Seff∂M(70)
and
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(∫
∂
(2)
2 M×∂1M
π∗1dEi ∧ ζ0ν ∧ π
∗
2Xi +
∫
∂
(2)
2 M×∂1M
π∗1Ei ∧ ζ0ν ∧ π
∗
2dXi
)
e
i
~
Seff∂M(71)
=
(∫
∂
(2)
2 M×∂1M
d(π∗1Ei ∧ π
∗
2Xi) ∧ ζ0ν
)
e
i
~
Seff∂M(72)
=
(∫
∂[∂
(2)
2 M×∂1M ]
π∗1Ei ∧ π
∗
2Xi
)
e
i
~
Seff∂M(73)
+
(∫
∂
(2)
2 M×∂1M
π∗1Ei ∧ dζ0ν ∧ π
∗
2Xi
)
e
i
~
Seff∂M(74)
respectively. Now again we can use that there is no cohomology and which implies that dζ = 0
and thus the terms (70) and (74) vanish. Moreover, the terms (69) and (73) also vanish because of
the principle we already had before. Now the term (38) cancels with (56), the term (39) cancels with
(62) the term (41) cancels with (59) and finally the term in (42) cancels with the sum of the terms
(54) and (58). Finally, for
∫
∂1M
dxi δ
δXi
we get a term −
∫
∂2M×M
Ei ∧ ζ0ν ∧ dx
i = −
∫
∂2M
Ei ∧ dx
i
which cancels the multiplicative term in Ω
(3)
0 . Now since dψ̂L3 = 0, the mdQME holds for ψ̂L3 ,
because △ = 0 without cohomology.
A.2. Computation for L1. Now we need to do the same computations for M = L1 but with the
difference that we have cohomology which means that △ 6= 0. We need to show the mdQME for
L1, i.e.
(75) ∇∂L1
G
ψ̂
δ
δX
L1
=
(
d + i~△+
i
~
Ω
(1)
δ
δX
+
)
ψ̂
δ
δX
L1
= 0,
where
Ω
(1)
δ
δX
=
∫
∂2M
(
i~dEi
δ
δEi
− ~2Ei ∧ dx
i +
1
2
αijEi ∧ Ej
)
,(76)
△ =
n∑
i=1
(−1)1+deg zi
∂
∂zi
∂
∂z†i
(77)
We can use the formula deg zi = 1− degχi, where {[χi]} is a basis for the cohomology for some
representatives χi (see [19]), and since we have the cohomology of the disk, we get that degχi = 0
and hence deg zi = 1. Therefore we have an even exponent and only the coefficients +1. Now
define Ω
(1)
E := i~
∫
∂2M
dEi
δ
δEi
. Then we get
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Ω
(1)
E ψ̂
δ
δX
L1
= Ω
(1)
E TL1e
i
~
(Seff∂M) = TL1Ω
(1)
E e
i
~
(
S
pert,eff
∂2M
+Seff∂2M
+S˜pert,eff
∂2M
)
(78)
= TL1
(
i~
∫
∂2M
dEi
δ
δEi
e
i
~
(
S
pert,eff
∂2M
+Seff∂2M
+S˜pert,eff
∂2M
))
(79)
= TL1 i~
(
i
~
)∫
∂2M
(
dEi
δSpert,eff∂2M
δEi
+ dEi
δSeff∂2M
δEi
+ dEi
δSpert,eff∂2M
δEi
)
e
i
~
Seff∂M(80)
= TL1 i~
(
i
~
)
1
2
αij
(∫
C2(∂2M)
π∗1dEi ∧ ζ̂
∂
23 ∧ π
∗
2Ej
)
e
i
~
Seff∂M(81)
+ TL1 i~
(
i
~
)
1
2
αij
(∫
C2(∂2M)
π∗1Ei ∧ ζ̂
∂
23 ∧ π
∗
2dEj
)
e
i
~
Seff∂M(82)
+ TL1 i~
(
i
~
)(∫
∂2M
zidEi
)
e
i
~
Seff∂M(83)
+ TL1 i~
(
i
~
)
αij
(∫
∂2M
z†i dEj ∧ τ
)
e
i
~
Seff∂M(84)
Again, with integration by parts, we get that (81) together with (82) gives
(85)
TL1 i~
(
i
~
)
1
2
αij
(∫
∂2M
Ei ∧ Ej
)
e
i
~
Seff∂M + TL1 i~
(
i
~
)
1
2
αij
(∫
C2(∂2M)
π∗1Ei ∧ dζ̂
∂
23 ∧ π
∗
2Ej
)
e
i
~
Seff∂M .
Now we can use (7) and we get that the second term of (85) is given by
(86) TL1 i~
(
i
~
)
1
2
αij
(∫
C2(∂2M)
π∗1Ei ∧ π
∗
1τ ∧ π
∗
2Ej −
∫
C2(∂2M)
π∗1Ei ∧ π
∗
2τ ∧ π
∗
2Ej
)
e
i
~
Seff∂M .
Hence the term which arises from△ cancels with (86). Moreover, we also get a term ~2
∫
∂2M
Ei∧dx
i,
which cancels with the first multiplicative term of Ω
(1)
δ
δX
, and since (83) and (84) vanish, and clearly
dψ̂
δ
δX
L1
= 0, we get that the (75) holds. Recall that the mdQME for ψ̂
δ
δE
L1
is trivially satisfied, and
TL1 = 1.
Appendix B. Computations for the associativity of the gluing of section 8
We want to show (17). We claim that
∂tψ̂Mn(t) = Ω
(3)
(
ψ̂Mn(t)
∫
∂2M×∂1M
π∗1Ei ∧ κ
n ∧ π∗2Xi
)
(87)
+ Ω(3)
(
ψ̂Mn(t)
1
2
αij
∫
M×C2(∂2M)
ζn,t12 ∧ κ
n
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
(88)
+ Ω(3)
(
ψ̂Mn(t)
1
2
αij
∫
M×C2(∂2M)
κn12 ∧ ζ
n,t
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
(89)
= Ω(3)
(
ψ̂Mn(t)A
)
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with
A =
∫
∂2M×∂1M
π∗1Ei ∧ κ
n ∧ π∗2Xi +
1
2
αij
∫
M×C2(∂2M)
ζn,t12 ∧ κ
n
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
+
1
2
αij
∫
M×C2(∂2M)
κn12 ∧ ζ
n,t
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej,
Indeed, we can first observe that
(91) ∂tψ̂Mn(t) =
(
i
~
)
ψ̂Mn(t)(∂tS
eff
Mn(t)),
This shows that we only have to compute ∂tS
eff
Mn(t). Let us first look at the free term S
free,eff
Mn (t) of
the action. We get that its derivative is given by
(92) ∂tS
free,eff
Mn (t) = ∂t
(
−
∫
∂2M×∂1M
π∗1Ei ∧ (ζ + tdκ
n) ∧ π∗2Xi
)
= −
∫
∂2M×∂1M
π∗1Ei∧dκ
n∧π∗2Xi.
The derivative corresponding to the perturabation term Spert,effMn (t) is given by
(93)
∂tS
pert,eff
Mn (t) = α
ij
∫
M×C2(∂2M)
ζn,t12 ∧∂tζ
n,t
13 ∧π
∗
2,1Ei∧π
∗
2,2Ej = α
ij
∫
M×C2(∂2M)
ζn,t12 ∧dκ
n
13∧π
∗
2,1Ei∧π
∗
2,2Ej.
Hence we get that
(94)
∂tψ̂Mn(t) =
(
i
~
)
ψ̂Mn(t)
(
−
∫
∂2M×∂1M
π∗1Ei ∧ dκ
n ∧ π∗2Xi + α
ij
∫
M×C2(∂2M)
ζn,t12 ∧ dκ
n
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
.
Now we want to compute Ω(3)
(
ψ̂Mn(t)A
)
. We get
Ω(3)(ψ̂Mn(t)A) =
(
Ω
(3)
0 +Ω
(3)
pert
)(
ψ̂Mn(t)A
)
(95)
= Ω
(3)
0
(
ψ̂Mn(t)A
)
+Ω
(3)
pert
(
ψ̂Mn(t)A
)
(96)
=
(
Ω
(3)
0 ψ̂Mn(t)
)
A︸ ︷︷ ︸
(⋆)
+
(
Ω
(3)
0 A
)
ψ̂Mn(t)︸ ︷︷ ︸
(⋆⋆)
+Ω
(3)
pert
(
ψ̂Mn(t)A
)
︸ ︷︷ ︸
(⋆⋆⋆)
.(97)
Let us first compute term (⋆ ⋆ ⋆). We get
(98) Ω
(3)
pert
(
ψ̂Mn(t) · A
)
= −
~2
2
αij
∫
∂1M
δ
δXi
δ
δXj
(
ψ̂Mn(t)A
)
+
1
2
αij
∫
∂2M
Ei ∧ Ej
(
ψ̂Mn(t)A
)
(99) = −
~2
2
αij
∫
∂1M
δ
δXi
[(
i
~
)
δSeffMn
δXj
ψ̂Mn(t)A +
δA
δXj
ψ̂Mn(t)
]
+
1
2
αij
∫
∂2M
Ei ∧ Ej
(
ψ̂Mn(t)A
)
= −
~2
2
αij
(
i
~
)2 ∫
∂1M
δSeffMn
δXi
δSeffMn
δXj
ψ̂Mn(t)A(100)
+
~2
2
αij
(
i
~
)∫
∂1M
δA
δXi
δSeffMn
δXj
ψ̂Mn(t)(101)
+
~2
2
αij
(
i
~
)∫
∂1M
δA
δXj
δSeffMn
δXi
ψ̂Mn(t)(102)
+
1
2
αij
∫
∂2M
Ei ∧ Ej
(
ψ̂Mn(t)A
)
(103)
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Analyzing the terms, we get that term (101) is given by
(104) −
~2
2
αij
(∫
∂1M×C2(∂2M)
ζn,t12 ∧ ζ
n,t
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
Aψ̂Mn(t),
term (102) by
(105)
~2
2
αij
(∫
∂1M×C2(∂2M)
ζn,t12 ∧ κ
n
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
ψ̂Mn(t),
and term (103) by
(106)
~2
2
αij
(∫
∂1M×C2(∂2M)
ζn,t13 ∧ κ
n
12 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
ψ̂Mn(t),
We can take the sum of (105) and (106) to obtain
(107) ~2αij
(∫
∂1M×C2(∂2M)
ζn,t12 ∧ κ
n
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
ψ̂Mn(t),
Now we want to compute (⋆). We get
(
Ω
(3)
0 ψ̂Mn(t)
)
A =
(
i
~
)(
Ω
(3)
0 S
eff
Mn
)
ψ̂Mn(t)A
(108)
= −i~
(
i
~
)
integration by parts=
∫
∂2M×∂1M
π∗1Ei∧ζ
n,t
02 ∧π
∗
2Xi=0︷ ︸︸ ︷∫
∂2M×∂1M
π∗1dEi ∧ ζ
n,t
12 ∧ π
∗
2Xi +
∫
∂2M×∂1M
π∗1Ei ∧ ζ
n,t
12 ∧ π
∗
2dXi
 ψ̂Mn(t)A(109)
+ i~
(
i
~
)(
1
2
αij
∫
M×C2(∂2M)
ζn,t12 ∧ ζ
n,t
13 ∧ π
∗
1dEi ∧ π
∗Ej
)
ψ̂Mn(t)A(110)
+ i~
(
i
~
)(
1
2
αij
∫
M×C2(∂2M)
ζn,t12 ∧ ζ
n,t
13 ∧ π
∗
1Ei ∧ π
∗dEj
)
ψ̂Mn(t)A(111)
(112)
= i~
(
i
~
)(∫
∂1M×C2(∂2M)
d(ζn,t02 ∧ ζ
n,t
03 ) ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej︸ ︷︷ ︸
=0
+
(
1
2
αij
∫
∂2M
Ei ∧ Ej
)
ψ̂Mn(t)
)
A.
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The term (⋆⋆) gives us
(
Ω
(3)
0 A
)
ψ̂Mn(t) = i~
(∫
∂2M×∂1M
π∗1dEi ∧ κ
n
01 ∧ π
∗
2Xi +
∫
∂2M×∂1M
π∗1Ei ∧ κ
n
01 ∧ π
∗
2dXi
)
ψ̂Mn(t)
(113)
+ i~
(
αij
∫
M×C2(∂2M)
ζn,t12 ∧ κ
n
13 ∧ π
∗
2,1dEi ∧ π
∗
2,2Ej
)
ψ̂Mn(t)(114)
+ i~
(
αij
∫
M×C2(∂2M)
ζn,t12 ∧ κ
n
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2dEj
)
ψ̂Mn(t)(115)
= i~
(∫
∂2M×∂1M
π∗1Ei ∧ dκ
n
12 ∧ π
∗
2Xi
)
ψ̂Mn(t)(116)
+ i~
(
αij
∫
∂1M×C2(∂2M)
ζn,t02 ∧ κ
n
03 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
ψ̂Mn(t)(117)
+ i~
(
αij
∫
M×C2(∂2M)
ζn,t12 ∧ dκ
n
13 ∧ π
∗
2,1Ei ∧ π
∗
2,2Ej
)
ψ̂Mn(t)(118)
Rearranging the terms, and by the fact that ψ̂Mn(t) satisfies the mdQME, we see that (17)
holds.
References
[1] M. Alexandrov, M. Kontsevich, A. Schwarz, O. Zabronsky, “The Geometry of the Master Equation and Topo-
logical Quantum Field Theory”, Int. J. Mod. Phys. A 12, 1405-1430 (1997)
[2] D. Anselmi, “Background field method, Batalin-Vilkovisky formalism and parametric completeness of renor-
malization”, arXiv:1311.2704, (2013)
D. Anselmi, “Removal of Divergences with the Batalin-Vilkovisky Formalism”, Classical Quantum Gravity 11
(1994), no. 9, 2181-2204.
[3] S. Axelrod, I. M. Singer, “Chern–Simons Perturbation Theory”, in Proceed- ings of the XXth DGM Conference,
edited by S. Catto and A. Rocha (World Scientific, Singapore, 1992), pp. 3–45; “Chern–Simons Perturbation
Theory. II“, J. Diff. Geom. 39 (1994), 173–213.
[4] R. Bott, A. S. Cattaneo, “Integral invariants of 3-manifolds”, J. Diff. Geom. 48, 91-133 (1998)
[5] F. Bonechi, A. S. Cattaneo, P. Mne¨v, “The Poisson Sigma Model on Closed Surfaces”, JHEP 2012, 99, pages
1-27.
[6] I. A. Batalin, G. A. Vilkovisky, “Gauge algebra and quantization”, Phys. Lett. B 102, 1 (1981) 27-31; I. A.
Batalin, G. A. Vilkovisky, “Quantization of gauge theories with linearly dependent generators“, Phys. Rev. D
28, 10 (1983) 2567-2582
[7] F. Bayen, M. Flato, C. Fronsdal, A. Lichnerowicz and D. Sternheimer, “Deformation Theory and Quantization
I, II”,’ Ann. Phys. 111, (1978) 61-110, 111-151.
[8] A. S. Cattaneo, “Formality and Star Products”, Lecture notes taken by Davide Indelicato, arXiv:math/0403135,
(2008)
[9] A. S. Cattaneo, I. Contreras, “Groupoids and Poisson sigma models with boundary”, Geometric, algebraic and
topological methods for quantum field theory, 350-330, World Sci., Hackensack, NJ, (2014).
[10] A. S. Cattaneo, I. Contreras, “Relational symplectic groupoids”, Lett. Math. Phys. 105 (2015), no. 5, 723-767.
[11] A. S. Cattaneo, G. Felder, “A Path Integral Approach to the Kontsevich Quantization Formula”, Commun.
Math. Phys. 212 (2000), no. 3, 591-611.
[12] A. S. Cattaneo, G. Felder, “Poisson Sigma Models and Deformation Quantization”, Modern Phys. Lett. A 16
(2001), no. 4-6, 179-189.
[13] A. S. Cattaneo, G. Felder, “On the globalization of Kontsevich’s star product and the perturbative Poisson
sigma model”, Prog. Theor. Phys. Suppl. 144, 38-53 (2001).
[14] A. S. Cattaneo and G. Felder, “On the AKSZ formulation of the Poisson sigma model”, Lett. Math. Phys. 56
(2001) 163 doi:10.1023/A:1010963926853 [math/0102108].
32 A. S. CATTANEO, N. MOSHAYEDI, AND K. WERNLI
[15] A. S. Cattaneo and G. Felder, “Poisson sigma models and symplectic groupoids”, in “Quantization of Singular
Symplectic Quotients”, (ed. N.P. Landsman, M. Pflaum, M. Schlichenmeier), Progress in Mathematics 198
(Birkha¨user), 61-93, 2001.
[16] A. S. Cattaneo, G. Felder, L. Tomassini, “From local to global deformation quantization of Poisson manifolds”,
Duke Math. J. 115, 329-352, (2002)
[17] A. S. Cattaneo, B. Keller, C. Torossian, A. Bruguie`res, “De´formation, Quantification, The´orie de Lie”, Panora-
mas et Synthe`ses, 20. Socie´tee´ Mathe´matique de France, Paris, 2005. viii+186 pp. ISBN: 2-85629-183-X
[18] A. S. Cattaneo, P. Mne¨v, N. Reshetikhin, “Classical BV theories on manifolds with boundary”, Commun. Math.
Phys. 332 (2014), no. 2, 535-603.
[19] A. S. Cattaneo, P. Mne¨v, N. Reshetikhin, “Perturbative Quantum Gauge Theories on Manifolds with Bound-
ary”, arXiv:1507.01221, (2015) to appear in Commun. Math. Phys.
[20] A. S. Cattaneo, P. Mne¨v, K. Wernli, “Split Chern-Simons theory in the BV-BFV formalism”, arXiv:1512.00588,
(2015)
[21] A. S. Cattaneo, M. Schiavina, “On Time”, arXiv:1607.02412, (2016) to appear in Lett. Math. Phys.
[22] I. Contreras, “Relational symplectic groupoids and Poisson sigma models with boundary”, PhD thesis,
arXiv:1306.3943, (2013)
[23] D. Fiorenza, “An introduction to the Batalin-Vilkovisky formalism”, arXiv:math/0402057, (2004)
[24] M. Kontsevich, “Deformation Quantization of Poisson Manifolds”, Lett. Math. Phys. 66 (2003), no. 3, 157-216.
[25] P. Mne¨v, “Discrete BF theory”, PhD thesis, arXiv:0809.1160, (2008)
[26] N. Moshayedi, “Deformation Quantization of the Relational Symplectic Groupoid for Constant Poisson Struc-
tures”, Master’s thesis, http://user.math.uzh.ch/cattaneo/moshayedi.pdf, (2016)
[27] J. E. Moyal, “Quantum Mechanics as a Statistical Theory”, Proc. Cambridge Phil. Soc. 45, (1949) 99-124.
[28] M. Polyak, “Feynman Diagrams for Pedestrians and Mathematicians”, Graphs and patterns in mathematics
and theoretical physics, 15-42, Proc. Sympos. Pure Math., 73, Amer. Mat. Soc., Providence, RI, 2005.
[29] A. Schwarz, “Geometry of Batalin-Vilkovisky quantization”, Commun. Math. Phys. 155 (1993) 249-260
[30] A. Weinstein, “Symplectic groupoids and Poisson manifolds”, Bull. Amer. Math. Soc. 16 (1987) 101- 104.
Institut fu¨r Mathematik, Universita¨t Zu¨rich, Winterthurerstrasse 190 CH-8057 Zu¨rich
E-mail address, A. S. Cattaneo: alberto.cattaneo@math.uzh.ch
Institut fu¨r Mathematik, Universita¨t Zu¨rich, Winterthurerstrasse 190 CH-8057 Zu¨rich
E-mail address, N. Moshayedi: nima.moshayedi@math.uzh.ch
Institut fu¨r Mathematik, Universita¨t Zu¨rich, Winterthurerstrasse 190 CH-8057 Zu¨rich
E-mail address, K. Wernli: konstantin.wernli@math.uzh.ch
