The complete cascade of bifurcations from steady to chaotic convection, as the Rayleigh number is varied, is considered numerically inside an air-filled differentially heated cavity. The system is assumed to be twodimensional and is invariant under a generalized reflection about the center of the cavity. In the neighborhood of several codimension-two points, two main routes emerge, characterized by different symmetries of the first oscillatory eigenstate. Along these two competing routes, different sequences of bifurcations and symmetry breakings lead from the steady base flow to the hyperchaotic regime. Several families of two-and three-frequency tori have been identified via the computation of the leading Lyapunov exponents. Modal structures extracted from time series reveal the occurrence of slow internal oscillations in the center of the cavity and faster wall modes confined to vertical boundary layers. Further quasiperiodicity windows have been detected on each route. The different regimes eventually disappear in a boundary crisis in favor of a single, globally symmetric, hyperchaotic regime.
I. INTRODUCTION
Natural convection refers to fluid motion driven by temperature differences imposed externally, the origin for the motion being buoyancy forces [1] . The historical archetypal configuration for natural convection is Rayleigh-Bénard convection, the flow between two infinite parallel plates maintained at constant temperatures, the lower plate being hotter, and the gravity being orthogonal to the plates [2] . The fluid properties (kinematic viscosity, thermal diffusivity) define the Prandtl number Pr, while the Rayleigh number Ra is proportional to the imposed temperature difference. The motionless diffusive regime is known to lose its stability at a finite value of Ra independent of Pr. As Ra is further increased, the system cascades supercritically into a chaotic regime characterized by stronger heat transfer [3] . Depending on the other parameters of the problem, many routes to chaotic convection have been identified-period doubling, quasiperiodicity, intermittency, spatiotemporal intermittency-offering together a fascinating illustration of most classical bifurcation scenarios known in nonlinear dynamics [4] [5] [6] [7] . Chaotic regimes are often interpreted as precursors of the genuinely three-dimensional turbulent flows occurring at higher values of Ra. Most coherent structures and/or events that are fundamental in turbulent convection, such as convection rolls, boundary layers, plumes, dislocations, reversals, etc., are typically born in bifurcations occurring at lower Ra. This makes the identification of the routes to chaos more than an illustration of nonlinear dynamics, but also a laboratory for explaining elementary mechanisms embedded into more complex turbulent regimes [2] .
Differential convection is another way of triggering fluid motion by imposing a temperature gradient orthogonal to the gravity [8] . Unlike the Rayleigh-Bénard setting, no diffusive regime exists since buoyancy sets fluid in motion for all values of Ra > 0. In a confined geometry, this results in a recirculation flow. This configuration, usually called a differentially heated cavity, has become a prototype convection flow to understand the onset of unsteadiness in fluid flows [9] [10] [11] [12] and establish rheological properties of fluids [13] , as well as a popular benchmark for numerical methods [14] . The topology of the flow inside a differential cavity depends on other important factors such as the boundary conditions at the walls where the temperature is not imposed (adiabatic, conducting, or any intermediate possibility), the geometry in the transverse direction (confined or extended), and, of course, the Prandtl number. Small Prandtl numbers are typical of metal liquids, for which differential convection is a popular industrial method for the solidification of alloys using the BridgmanStockbarger technique [15] [16] [17] . High Prandtl numbers are more typical of geophysical material and are relevant to mantle convection [18] . The case of air, for which Pr is of order unity, is relevant for applications ranging from microfluidics to ventilation or isolation of buildings, solar collectors, and cooling of nuclear plants.
One dominating feature of differential convection in most confined air-filled geometries is the occurrence, as Ra increases, of a stably stratified core supporting internal oscillations. These low-frequency oscillations, due to buoyancy acting as a restoring force, are excited by boundary layer instabilities, and they represent the main mechanism at play for the primary instabilities in square cavities [10, 19] . For taller cavities, however, the primary instability mechanism is of purely hydrodynamic origin, with negligible thermal effects, and consists of rolls propagating along the boundary layers, with little or no signature inside the stratified core [20] [21] [22] . These two different mechanisms involve different ranges of frequencies and very different associated vortical structures. By tuning the aspect ratio, the Prandtl number, or any other independent parameter, both mechanisms compete with each other in parameter space. This atypical competition is expected to lead to new interesting routes towards chaotic convection. In more mathematical terms, the underlying idea is that in the vicinity of a codimension-two bifurcation point, several routes to unsteadiness can be identified.
In the present study, we model the flow by a twodimensional rectangular air-filled cavity, driven by fixed temperatures at both vertical walls and no heat flux through the horizontal walls, the aspect ratio height/width being fixed to 2. The governing equations are the usual Navier-Stokes equations under the Oberbeck-Boussinesq approximation, associated with realistic no-slip velocity boundary conditions. This simplified configuration is based on the usual equations for fluid motion and corresponds to a high-dimensional phasespace description. It should be seen as a model because, due to the coupled effects of radiation, vapor content, and uncertain thermal boundary conditions, it is experimentally challenging to reproduce accurately the corresponding flow in the laboratory [23, 24] . However, it is conveniently investigated using direct numerical simulation of the governing equations. The Oberbeck-Boussinesq approximation is justified even for reasonably large temperature differences. The twodimensional approximation is chosen primarily for numerical convenience. It is well justified as three-dimensional effects have been reported to be mild, with little quantitative influence on the emerging coherent structures [21] . For instance, if the geometry is infinite in the transverse direction, very lowfrequency modes propagating in the transverse direction have been shown to lose stability before two-dimensional ones [21] . Yet the weak amplitude and low frequency of the associated disturbance make the two-dimensional approximation acceptable in the context of a model flow. Besides, while additional lateral confinement clearly implies three-dimensional flow fields for all values of Ra, it has been argued that the two-dimensional approximation is quantitatively relevant in the central section of the cavity [25] . Transitional features of the two-dimensional configuration have already been investigated numerically by several groups [9, 10, 19] . This paper provides a complete dynamical systems description of the transition from steady to chaotic, especially for the nontrivial cases where several primary instability mechanisms compete. As will become clear, not one, but two, routes to chaos emerge as the control parameter Ra increases, owing both to the Oberbeck-Boussinesq hypothesis and to a Z 2 symmetry argument. These routes host complex dynamics such as three-frequency quasiperiodicity, symmetry breakings, chaotic windows, or frequency lockings. They eventually merge into one single hyperchaotic regime interpreted as a precursor of two-dimensional turbulence.
The structure of the paper is as follows. The exact formulation and the state of the art are presented in Sec. II. The "natural" route, i.e., the route involving earlier symmetry breaking, is discussed in Sec. III, while the initially more symmetric route is discussed in Sec. IV. These findings suggest a general bifurcation scenario, whose generality is discussed in Sec. V.
II. THE DIFFERENTIALLY HEATED CAVITY FLOW

A. Governing equations and numerical method
The cavity is defined as a rectangular domain of height H and height-to-width aspect ratio A = 2. The Prandtl number is defined as Pr = ν/κ, with ν and κ the kinematic and thermal diffusivities, respectively. The Rayleigh number is defined here as Ra = gβ H 3 /νκ, where > 0 is the difference between the temperatures of the hotter and colder lateral walls, respectively, g is the acceleration constant, and β is the thermal expansion coefficient.
As in previous publications [20, 26] , all lengths are nondimensionalized by H , resulting in a reference fluid domain and centered on zero. This nondimensionalization is chosen in order to make the first unstable frequency independent on both Ra and H at leading order [27] . Let u(x,z) = [u,w](x,z) be the velocity field, p(x,z) the reduced pressure field, and e z the unit vector in the vertical direction, the governing Navier-Stokes equations take the following nondimensional form:
Equation (1) is associated here with no-slip boundary conditions u| ∂ = 0 at all walls and with idealized thermal boundary conditions,
The system with the corresponding boundary conditions for the temperature is shown in Fig. 1 .
Let us define the rotation around the center of the cavity R : (x,z) → (A −1 − x,1 − z) and the flip ζ : (u,w,θ,p) → (−u,−w,−θ,p). If we use the notations V = (u,w,θ,p) and X = (x,z), then the system (1)- (2) is equivariant under a generalized reflection , defined such that ( V )(X) = ζ V (R X) for all X. Since 2 = I , the resulting symmetry group is Z 2 = {I, }. This symmetry group determines the possible bifurcations of the system. Any steady solution of the system must verify V = V . Near a Hopf bifurcation, the unstable eigenvector δV solution of the linearized system ∂ t δV = LδV is associated with an eigenvalue μ such that μ 2 = 1. As a consequence, the bifurcated flow field, in the linear approximation, verifies for all times either the instantaneous centrosymmetry condition 
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or the antisymmetry condition
where T is the period of the bifurcated cycle [10, 28] . In the nonlinear regime, the centrosymmetric cycle keeps its symmetry and the antisymmetric limit cycle possesses a global phase-space symmetry property about the fixed point [29] . A Hopf bifurcation from the steady base flow thus either maintains its centrosymmetry or it breaks it. The duality between the two main routes to chaos is a direct consequence of the Z 2 -equivariance property. The system is solved numerically by expanding spectrally all velocity and temperature fields onto a Galerkin basis of Chebyshev polynomials, using a direct Uzawa method for the velocity-pressure coupling. The time-stepping algorithm combines a second-order Adams-Bashforth extrapolation for the convective terms with a second-order backward differentiation for the linear terms. The resulting Helmholtz equations are solved by a direct method based on the diagonalization of the second-order partial derivatives. Based on previous benchmarks, respectively N x = 81 and N z = 101, Chebyshev polynomials have been used in the x and z directions [20] . Doubling and halving both N x and N z has revealed that choice to be accurate for all values of Ra 4 × 10 8 investigated in this study. The collocation points define the physical grid
The time step is t = 10 −3 , as in Ref. [26] . Unstable steady states have been converged numerically using the the selective frequency damping method [30] .
Several observables are considered in this study in order to establish phase portraits and/or bifurcation diagrams. Among them, the kinetic and thermal energies are respectively defined as
From the time series of E k (t) we can define E k = max
where the summation carries over all grid points. s f is defined such that s f = 0 if f (R X) = f (X) for all X. In practice, we use these symmetry indicators for the scalar fields f = u,w and θ . A symmetry indicator s is later defined as
Flow fields with s = 0 are labeled "centrosymmetric" (CS) and form an invariant subspace of the dynamics. Finally, even if the flow field (u,w,θ ) does not satisfy the centrosymmetry s = 0 at all times, the related attractor can, however, possess a globally symmetric representation in a (s u ,s w ,s θ ) projection [16] . This global symmetry is found, for instance, beyond the symmetry-breaking Hopf bifurcation mentioned earlier. This global symmetry property is quantified by S = 0, where the indicator S = s u + s w + s θ is defined over the whole attractor, and denotes time-averaging:
Note that centrosymmetric regimes with s = 0 are also characterized by the global symmetry S = 0. The Lyapunov stability of all attractors found during this investigation has been computed by extracting the three leading Lyapunov exponents λ 1 λ 2 λ 3 ranked in decreasing order. The method is an adaptation of the classical algorithm described in Refs. [31, 32] , based on the linearization of the system (1) around a time-dependent fiducial trajectory on the attractor. The stability of each regime is summarized as a logical triplet (i,j,k) = (sgn(λ 1 ),sgn(λ 2 ),sgn(λ 3 )), where each element takes the value "+", "0", or "−", indicating that the corresponding direction in phase space is, on average, globally expanding, neutrally stable, or contracting, respectively. In the absence of strictly positive Lyapunov exponents, the dynamics is quasiperiodic on a m-torus T m , where the number m of zero exponents indicates the number of incommensurable frequencies. One exponent λ > 0 indicates sensitivity to initial conditions, and hence chaos, while two or more exponents λ > 0 define hyperchaos. As always with the numerical estimation of Lyapunov exponents, one has to carefully define how small |λ| needs to be to correspond to a zero. Tests have been carried out on T 1 dynamics on observation times of ≈10 4 time units [27] . They suggest to identify an exponent as a zero only if its numerical value falls in absolute value below |λ| < 5 × 10 −4 . The description of all the regimes identified here relies on approximatively 1200 simulations, performed over time horizons ranging from 5 × 10 3 to 2 × 10 5 time units, with 10 3 time steps per time unit. Lyapunov stability analysis was performed only occasionally in order to confirm the quasiperiodic, chaotic, or hyperchaotic nature of a given regime, after examination of the corresponding phase portraits based on all observables introduced previously. This amounts to a total of 10 5 CPU hours of simulation.
B. Steady base flow
Due to buoyancy, fluid rises along the hot wall and sinks along the cold wall, inducing a nonzero recirculation irrespective of the value of Ra. For low values of Ra, this recirculation is steady and takes the form of a simple centrosymmetric vortex rotating clockwise inside the cavity. As Ra increases, boundary layers form along the vertical walls and narrow progressively, while a homogeneous stratification appears in the core of the cavity for Ra 10 6 . As discussed in Ref. [10] , the stratified core supports internal gravity waves damped by viscosity. At Ra ≈ 10 7 smaller detached recirculations also form in the vicinity of two of the cavity corners, where the rising (respectively, sinking) boundary layer flow impacts the adiabatic wall. The base flow at Ra = 1.6 × 10 8 is shown in Fig. 1 using visualization of the iso-θ lines.
043020-3 FIG. 2. (Color online)
Linear stability diagram in two-dimensional parameter space (Pr,Ra) for the case A = 2, adapted from Ref. [28] . Codimension-one bifurcations occur along the black lines, codimension-two points are circled (in red online). Nomenclature as in Ref. [28] : I , "internal mode"; W , "wall mode"; A, "antisymmetric"; S, "centrosymmetric" (CS).
III. THE ANTISYMMETRIC ROUTE
A. Codimension-two bifurcation points
The first bifurcations of the system have already been analyzed numerically by Burroughs et al. [28] for comparable numerical accuracy. Their bifurcation diagram in the twodimensional parameter space (Pr,Ra) for the case A = 2 has been reproduced in Fig. 2 using the current definition of Ra. Two families of eigenmodes emerge from linear stability analysis: wall modes and internal modes, with different symmetry configurations within each family. The family of internal modes corresponds to the eigenmodes reported in Ref. [10] and includes both the centrosymmetric and the antisymmetric eigenmodes. These modes correspond to periodic oscillations of the detached boundary layers in the corner regions, either in phase or in phase opposition, coupled with the oscillation of an internal wave in the stratified core at the same frequency. The family of wall modes corresponds to rolls confined to the vertical boundary layers and propagating upstream along the hot wall (respectively downstream along the cold wall). These rolls are analogous to Tollmien-Schlichting waves in boundary layers except that their envelope is localized near the corner regions [22] . Hence, this global instability is possibly the manifestation of a convective instability inside a finite domain. Here again two versions of this eigenmode exist, either centrosymmetric or antisymmetric.
As shown by Burroughs et al., the four corresponding Hopf bifurcations of the steady base flow are in competition in the (Pr,Ra) plane. The corresponding lines in the (Pr,Ra) plane cross by pairs at four special codimension-two points, all occurring near Pr ≈ 0.68 and Ra ≈ 2 × 10 8 , with the present nondimensionalization. Each of the four pairs involves one mode of each family, i.e., one wall mode and one internal mode. Two extra codimension-two points exist in the same parameter region, corresponding to simultaneous bifurcations of modes within a same family. Considering the system for Pr = 0.71 (a common approximation for air) and Ra as the control parameter corresponds to cutting through the (Pr,Ra) plane vertically. As Ra is gradually increased, the first four unstable modes encountered are, in order of appearance, the antisymmetric internal mode, the (centro)symmetric internal mode, the antisymmetric wall mode, and the (centro)symmetric wall mode, labeled, respectively, I A, I S, W A, and W S in Ref. [28] and Fig. 2 . The proximity of the double Hopf points within the same family indicates that the two corresponding frequencies will be very close. However, there is a ratio of ≈11-12 between the fast frequencies of the wall modes and the slow frequencies of the internal modes. We can now compare the results of linear stability of the steady base flow to nonlinear simulations on long observation times of ≈10 4 time units. Such long signals are necessary in order to eliminate long transients associated with decaying internal modes (see, e.g., Ref. [10] ). The coherent structures corresponding to given frequencies in the temporal spectrum, are extracted by bandpass-filtering velocity and temperature signals at every collocation point of the numerical domain [33] .
In principle, one should expect from this linear stability study that the base flow first bifurcates towards a stable limit cycle T 1 , while the second bifurcation at higher Ra of the (already unstable) base flow leads to an unstable limit cycle T branch. While detection of this new state can be technically arduous and has not been attempted here, its dynamical role is important: Y sits on the basin boundary separating the basins of attraction of the two stable cycles T 1 and T 1 C . In other words, Y lies at the edge between the two distinct routes, at least close enough to the values of Ra corresponding to its emergence.
The next bifurcations encountered involve an antisymmetric wall mode on the antisymmetric branch and a CS wall mode on the CS branch, as predicted by linear stability of the steady base flow, These bifurcations occur, respectively, at Ra = 2.075 × 10 8 and Ra = 2.08 × 10 8 . The resulting flow in each case is quasiperiodic with two incommensurate frequencies, as reported for the case A = 1 [10] . The structure of the corresponding wall modes is shown in Fig. 5 .
B. Quasiperiodicity and symmetry breaking
In this section we begin by describing the "antisymmetric" (AS) route, i.e., the route to chaos initiated at the first Hopf bifurcation towards the T 1 attractor. The term AS is chosen by analogy with the symmetry of the first unstable eigenvector of the linearized system [cf. Eq. (4)]; however, it should be kept in mind that none of the nonlinear states encountered exactly possess this symmetry. The whole route is obtained by adiabatically varying the control parameter Ra, sometimes in both decreasing and increasing directions when suspecting hysteresis. By "route" we imply that the successive regimes are stable, can be observed from well chosen initial conditions, and can be reproduced by considering sufficiently small steps in Ra. Yet we do not necessarily imply that symmetry properties are maintained all over the path in parameter space. The sequence of bifurcations encountered for increasing Ra is as follows. At Ra = Ra AS , the steady base flow (T 0 for convenience) loses its stability supercritically to a limit cycle 8 , we have ω BV ≈ 0.82. Note that the height of the stratified region is actually smaller than the unity height of the cavity because of the presence of horizontal thermal boundary layers along the walls z = 0 and z = 1, but it tends towards unity for increasing Ra. We find that ω 1 /ω BV < 1, so that the leading oscillating mode (without its frequency harmonics) of the T 1 regime can safely be interpreted as an internal oscillation of the stratified core phase locked with the oscillating detached corners. The investigation by Thorpe [36] contains a detailed description of internal modes inside a stratified rectangular cavity of finite height. It predicts that the (nondimensional) frequency of low-order internal modes is constant at zeroth order, but decreases as their amplitude increases (i.e., for increasing Ra). If the amplitude saturates, the frequency starts to increase again due to the negative viscous correction in the boundary layers getting smaller (because of narrowing boundary layers). The oscillating structure in the present flow can also be described, as a first approximation, as an internal mode inside a rectangular cavity, with a finite amplitude and viscous corrections needed to take into account the diffusive boundary layers and corner regions. Recall that the small variations of ω 1 with Ra is a direct consequence of the choice of the prefactor Ra (Fig. 7) . Hence, the second mode can appear neither as a resonant internal mode nor as a parametric instability involving internal modes [33] . On the contrary, it is part of the family of wall modes, displayed in Fig. 5 . These frequencies and their evolution are extracted from power spectra of E k and reported graphically in Fig. 12 as a 
C. Three-frequency tori and chaos
Around Ra = 2.301 × 10 8 , the phase portraits in the (s u ,s w ,s θ ) projection become blurred, suggesting that the corresponding regime is no longer a two-torus [see Fig. 8(a) ]. A leading angular frequency very close to former values of ω 1 has been extracted from time series and the trajectories in the (s u ,s w ,s θ ) projection have been strobed at that same angular frequency ω 1 . The resulting attractor, displayed in Fig. 8(b) , is nonsymmetric (S = 0) and looks strongly, if sampled over sufficiently long times, like a smooth differentiable manifold of dimension two. This strongly suggests that the original attractor is a three-frequency torus. This is confirmed in Fig. 9 , where the three leading Lyapunov exponents of the system are shown versus the observation time t: All three exponents tend to zero as t goes large. This result is corroborated by examining recurrences in autocorrelation signals for several observables (not shown). Three-frequency tori are typically rare in autonomous dissipative dynamical systems, yet not impossible [37] . Hydrodynamics examples are scarce, be it in autonomous systems [38] [39] [40] [41] or in periodically forced systems [42] [43] [44] . It is not excluded that many fluid systems investigated in the past actually possess three-tori not recognized as such, because of either experimental noise or computational restrictions. According to the classical RuelleTakens scenario three-tori are predicted theoretically to be structurally unstable. This led in the past to a deep revision of the concept of transition to turbulence by an infinite cascade of bifurcations, originally put forward by Landau [45, 46] . The Newhouse-Ruelle-Takens [47] theorem later refined this statement by actually allowing T 3 to exist and be structurally stable under more regular perturbations to the full system. In the present system, the tori T by continuity, two frequencies extremely close to ω 1 and ω 2 , and an additional low frequency ω 3 ≈ 4 × 10 −3 , such that the ratio ω 1 /ω 3 is close to ≈70. This low frequency is too low to be visible in Fig. 12 . The corresponding modal structure extracted from time series is displayed in Fig. 10 . The departure from the preceding T 2 A regime is contained in the zones z 1/4 and z 3/4 with predominantly horizontal iso-θ lines in the core of the cavity. We recall that, according to the dispersion relation of plane internal waves ω = ±ω BV sin (k,e z ), zero frequency corresponds to vertically propagating waves with horizontal group velocity. Again, as for ω 1 , interpreting the frequency ω 3 now as a quasisteady internal wave is consistent with the spatial structure of the corresponding mode.
The branch of three-frequency tori T 3 A has been followed until Ra = 2.649 × 10 8 , where quasiperiodicity turns into a chaotic regime C A , as attested by the presence of one positive Lyapunov exponent. It is visually impossible to assess the difference between T 3 A and chaotic dynamics from phase portraits such as (s u ,s w ,s θ ) or energy projections.
From the sequence of bifurcations described above, it is tempting to conclude that the transition to chaos is complete after a finite number of oscillatory bifurcations, in the spirit of the Ruelle-Takens scenario (but including three-frequency motions). Such a scenario was conjectured in Refs. [9, 19] for the differential cavity flow with an aspect ratio A = 1, from the observation of only a limited number of values of Ra. In the present study with A = 2, extensive exploration shows that the bifurcation sequence is more complex. The chaotic regime persists from Ra = 2.649 × 10 8 to Ra = 2.90 × 10 8 , where it resorbs into a three-frequency torus again. The criteria to establish the three-frequency nature of the attractor are similar to the procedure followed for its predecessor T A , seemingly due to the resonant triad (ω,ω ,ω 1 ) previously mentioned, as in parametric instabilities [33] . Phase portraits of the new regimes C A , T 3 A2 , and C A2 are displayed in Fig. 11 using the usual symmetry variables. They show no special symmetry. The evolution of these phase portraits with Ra suggest smooth transitions from one regime to the next. The regime C A2 has been tracked until Ra = 3.30 × 10 8 , after which the dynamics seems to undergo an abrupt transition towards a new state H H . This state is hyperchaotic with at least two positive Lyapunov exponents and the global symmetry S = 0. No intermediate state has been detected. We interpret C A2 here as the final state on the AS route to chaos, while the jump towards H H is typical of a hysteretic jump towards another route having evolved in parallel. The reason why this route ceases at this point is unclear. The whole route is summarized in Fig. 12 and is best described as follows:
IV. THE CENTROSYMMETRIC ROUTE
A. The birth of a centrosymmetric route
As discussed in Sec. III, the branch of periodic solutions T 1 C , characterized by centrosymmetry s = 0, is unstable from its genesis at Ra Ra CS . However, it restabilizes for Ra ≈ 1.64 × 10 8 , from which a new route emerges in competition with the AS route. We label this route "centrosymmetric," though, as we will see, the property s = 0 does not always hold as Ra is further increased. The stable limit cycle T 1 C can be continued, by varying Ra in small steps, until Ra = 2.08 × 10 8 , where a Neimark-Säcker bifurcation occurs. The bifurcated state is a two-torus T 2 C maintaining the centrosymmetry. Its first frequency is associated with a modal structure analogous to that shown in Fig. 3(b) , again including detached corner regions and an internal mode inside the stratified core. The second frequency is associated with the modal structure of a symmetric wall mode and is shown in Fig. 5(b) . At Ra = 2.55 × 10 8 , T 
B. Intermittent zone
The disappearance of the two-frequency torus T 2 C2 marks the entrance into a parameter range with a surprisingly complex sequence of bifurcations. This parameter region, which we label for simplicity the "intermittent zone," is as difficult to investigate as to describe and extends approximatively over the range 2.6 × 10 8 Ra 2.66 × 10 8 (see Fig. 13 ). Broadly speaking, the complexity found here results from the competition between two neighboring branches of CS solutions, made more complex by the gain or loss of stability along them, as well as by the possibility for frequency lockings.
The two competing branches of solutions are T symmetry subspace, or within it. We note that the dynamics on the AS route features, for the same range of values of Ra, stable attractors, which do not appear to be visited by the excursions out of the s = 0 subspace. A few quasiperiodicity windows have been detected in the intermittent zone, and it is not excluded that a finer search would reveal additional new states. For instance, two attractors, whose fate and phase portraits seem intimately linked with each other, emerge in the same range 2.615 × 10 
A2
. The dynamical origin of T 2 P has to be sought in the instabilities occurring within the already unstable CS subspace, though. The symmetry s = 0 has again been imposed numerically in order to uncover unstable states, with the hope that they can shed light on this already complex bifurcation structure. The unstable centrosymmetric chaos C X identified previously ceases to exist at Ra ≈ 2.93 × 10 8 , as is also the case for the chaotic branch C A at Ra ≈ 2.9 × 10 8 . It is replaced by a new two-frequency solution T 2 F , which appears stable only within the symmetry subspace. The similarity between the phase portraits of T 2 F and T 2 P , visible, e.g., in Fig. 15(b) suggests a common origin. Since, however, s max (T 2 P ) does not vanish to zero by lowering Ra (see Fig. 16 ), T 2 P is most likely to appear once again as the stable branch in a saddle-node bifurcation of two-frequency tori. The dual unstable branch, under the simplest hypothesis, would arise from a symmetry-breaking subcritical pitchfork along the branch T 2 F . The branch of two-frequency tori T 2 P was tracked until Ra = 3.07 × 10 8 . At Ra = 3.08 × 10 8 , it undergoes a seemingly discontinuous jump to another branch that has been followed until Ra = 3.24 × 10 8 . Estimation of the largest Lyapunov exponent λ 1 ≈ 8 × 10 −5 at Ra = 3.20 × 10 8 suggests, according to our criterion, a three-frequency regime, and the branch is therefore labeled for simplicity T 3 P . T 3 P , unlike T 2 P , generically lacks the global symmetry S. There remains, however, a possibility that the regime is weakly chaotic for at least some values of Ra. Visual inspection of the phase portraits even suggests the presence of several locking windows along that branch, but this has not been investigated in further detail.
D. Transition to hyperchaoticity
The description of the sequence of bifurcations has so far shown evidence for three (rather than two) routes: the AS one starting leading from T 1 to T 3 A2 , the centrosymmetric one leading from T basins of attraction of both laminar and of turbulent states. Now the robustness of this basin boundary is shown in Fig. 17(a H has evolved into a nonattracting set. The most appropriate scenario turning an attractor into a nonattracting set is a boundary crisis [49] . It occurs when, by varying parameters, the former attractor collides with an unstable state (or its stable manifold) sitting on its basin boundary. Trajectories starting in the neighborhood of the former attractor wander along its "ghost" before approaching another genuinely attracting set. This is actually consistent with Fig. 17(a) provided the role of the unstable state is played precisely by the unstable state labeled Y . The implications of a boundary crisis are important: As boundaries between basins of attraction become "leaky," the distinction between the routes becomes blurred. Figure 17 (b) shows that T Fig. 19 ) reveals that H H is a hyperchaotic attractor.
A periodicity window has been found by continuation of H H in the range Ra 3.50-3.65 × 10 8 , dominated by limit cycles with extremely long periods and complicated topologies. As previously noted within the intermittency zone, this nonsymmetric frequency locking within a chaotic range is associated, in the exact same range of parameters, with another frequency locking occurring within the symmetry subspace s = 0. These two asymmetric and centrosymmetric states are labeled, respectively, T Finally, the exit from this periodicity window seems to mark the entrance into the last (and most chaotic) regime of this exploration. At Ra = 3.65 × 10 8 , the stable state T 1 K disappears and turns into a hyperchaotic regime labeled simply H . H , as far as it can be identified given its lack of a distinctive feature, has been identified from 3.56 × 10 8 to 4 × 10 8 (the end value of this numerical exploration). The other attractor C A2 , which is the end state along the AS route, has disappeared (or perhaps become nonattracting) at Ra ≈ 3.30 × 10 8 . Apart from another hyperchaotic regime embedded in the symmetric subspace and transversally unstable by construction, the only remaining attractor for 3.65 × 10 8 < Ra 4 × 10 8 is thus H . Its phase portrait is displayed in Fig. 20(a) . It shows no particular structure, and as a consequence possesses the global symmetry S = 0. Its Lyapunov spectrum contains at least three unstable exponents (Fig. 20) . A priori H can be interpreted as a precursor of turbulent motion restrained to the space of two-dimensional flows. An instantaneous temperature field associated with H is shown in Fig. 21 . Interestingly, the spatial structure of the temperature field (as for the velocity field, not shown) hardly differs from that of the early limit cycles found after the first bifurcations, apart from the lack of instantaneous symmetry: boundary layers near the vertical walls, unsteady detached vortices in the corners coupled with weaker internal oscillations inside the stratified core. Descriptions of three-dimensional turbulent regimes encountered numerically at even higher Ra [25] are also fully consistent with the description of the present hyperchaotic regime H . 
V. DISCUSSION
A large series of numerical simulations of the flow inside a two-dimensional differentially heated cavity have revealed complex sequences of bifurcations from steady to hyperchaotic, as Ra is increased and Pr is fixed to 0.71. Most of the dynamics encountered lie on one of the two routes characterized at their genesis by different symmetry properties (AS or centrosymmetric). The two different possible symmetries of the eigenstates of the base flow are a direct consequence of the Z 2 symmetry of the system [29] . In nonlinear simulations, however, the symmetries encountered are of the type s = 0 (instantaneous centrosymmetry) or S = 0 (globally symmetric attractor). As Ra increases, the trend is to lose progressively all symmetries until, for sufficiently high Ra, the chaotic dynamics restores the global symmetry S = 0. Note that regimes with S = 0 recurrently see their symmetry broken in subcritical pitchfork bifurcations, leading to stable regimes with S = 0. Importantly, the routes to chaos are far from monotonic: Chaotic windows are interspersed with quasiperiodic windows. The existence of windows suggests a generic mechanism of frequency lockings, as in the case of Arnold tongues. Here periodic windows have been detected less regularly than toroidal windows with two-frequency and three-frequency tori. The identification of three-frequency tori is rare phenomenon in autonomous dynamical systems. It has been carefully verified here using computation of the three leading Lyapunov exponents over long time horizons. Their spectrum consists of a noncommensurate interaction between fast internal modes present in the center of the cavity, slow quasisteady internal modes, and traveling waves propagating along the vertical boundary layers. In total, about 30 different regimes have been identified in the course of this exploration. A finer search might even lead to new additional dynamics in narrow ranges of parameters yet unexplored, for instance, narrow frequency locking windows as in Ref. [16] , where bifurcations of tori within the tongues generate new routes to chaos. The multiplicity of routes is resolved after a boundary crisis: The attractor on one route collides with an unstable state on its basin boundary and becomes nonattracting, allowing for bridges from one route to another one. At the upper end of our exploration range in Ra, all routes have merged into a single hyperchaotic attractor H with restored global symmetry. It would be desirable to be able to represent the whole sequence of bifurcations and regimes in a single pedagogic figure. The variety of bifurcations encountered and the complex dynamics of each state both imply that this is not an easy task. Most observables yield complicated diagrams that do not lend themselves easily to analysis; see, for instance, the extrema of the symmetry indicators s(Ra) in Fig. 16 or the kinetic energy fluctuations diagram E k (Ra) in Fig. 22 . Eventually, a well codified schematics turns out to be more useful. The schematic diagram displayed in Fig. 23 is one such possible representation of the bifurcations. A new branch leaning upwards indicates a symmetry-breaking bifurcation (leading to s = 0), while branches leaning downwards indicate no symmetry breaking. Four different regimes emerge from this bifurcation diagram, in increasing values of Ra:
(i) The first zone (1.6 × 10 8 Ra 2.6 × 10 8 ) contains mostly quasiperiodic dynamics with one, two, or three incommensurate frequencies. This zone is characterized by mutistability almost from its onset. It ends with a complex intermittent zone whose study requires significant efforts.
(ii) The second zone (2.65 × 10 (iii) The third zone starts at Ra ≈ 2.9 × 10 8 and can be abusively tagged "global frequency locking" since all chaotic regimes become quasiperiodic again. The ratio between frequency ω 1 and ω 2 is close to the rational 1/23. It is not strictly constant, as in the case of standard frequency locking. Therefore, the hydrodynamic reason for this resorption of chaos remains to be found. This zone ends around 3.1 × 10 8 in a boundary crisis.
(iv) The fourth zone, starting approximatively at 3.1 × 10 8 , features mostly hyperchaotic dynamics and culminates in the globally symmetric preturbulent regime H .
Many open questions and perspectives remain. In three dimensions, would the structure of the bifurcation diagram look entirely different, and if not, which conclusions from the present study would hold? For dimensionally large temperature differences, the Oberbeck-Boussinesq is likely to be only an approximation, destroying the exact Z 2 symmetry. How differently would the system behave in the presence of an imperfect Z 2 symmetry only? Finally, in realistic conditions including radiation effects, three-dimensionality, vapor content, etc., what kind of bifurcation diagram should an experimentalist expect? It is clear that refined modeling, coupled with accurate numerical simulation (see, e.g., Ref. [50] and bifurcation analysis should all contribute to answering such questions.
The differentially heated cavity under the Boussinesq hypothesis, even within the frame of the two-dimensional approximation, proves a rich fluid model for the study of transition to chaos in generic symmetry-breaking systems governed by the Navier-Stokes equations. Along with other canonical flows such as Taylor-Couette flow, minimal flow units of channel flows, or Rayleigh-Bénard configurations, bifurcation studies of well-posed systems in simple geometries appear necessary for progress in our understanding of transitional flows.
