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Abstract
We investigate Martin’s game (as described in Arruda et al. (Eds.), On Random R. E.
Sets, Non-Classical Logics, Model Theory and Computability, North-Holland, Amsterdam, 1977,
p. 283) and prove that the upper bound from the above mentioned reference for the number of
sets needed to construct a winning strategy, is almost tight. c© 2002 Elsevier Science B.V. All
rights reserved.
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Solovay [1] considered two measures of complexity (“information content”) of a
recursively enumerable set E. The >rst, I(E), is the minimal length of a program that
enumerates E. The second, H (E), is the negative log of the probability that a random
probabilistic algorithm will enumerate E. It is easy to see that H (E)6I(E) + O(1).
Solovay proved that
I(E)6 3H (E) + O(logH (E)): (1)
The proof of (1) uses the existence of a winning strategy in a certain game (called
Martin’s game, see below). This game depends on two parameters n and N . The
existence of winning strategy for N = n(n+1)=2 (proved in [1]) implies inequality (1).
Solovay asks whether constant 3 in inequality (1) can be decreased by improving the
winning strategy. If there were a winning strategy for smaller N , the constant 3 in (1)
could be decreased (it is close to 1 + (logN= log n)).
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In this paper we answer Solovay’s question showing that this is impossible (the
number of sets used in the winning strategy for Martin’s game cannot be decreased
signi>cantly). However, this result does not imply that upper bound (1) is tight; this
question remains open.
The Martin’s game, as described in [1] with reference to Martin, is a game between
two parties A and B. The parameters of the game are natural numbers n and N . The
Game uses measurable subsets of [0; 1] (with Lebesgue measure); we call them just
“sets” in the sequel.
A starts the game by choosing a tuple 〈X1; : : : ; XN 〉 of sets each having measure
1=n. In reply, B selects an arbitrary set W of measure 1=n. If all sets Xi have empty
intersection with W , then B wins. Otherwise A changes the N -tuple of sets, choosing
one of the sets Xi that has non-empty intersection with W and replacing it: Xi :=W .
Then B chooses again an arbitrary set W ′ of measure 1=n. If none of (current) Xi has
non-empty intersection with W ′, then B wins. Otherwise, A replaces one of Xi such
that Xi ∩W ′ = ∅ by W ′ and so on. The goal of A is to prevent B from winning (if the
game is in>nite, A is a winner). The game belongs to the class of determined games
[3], it means that for any N , n, there exists a winning strategy either for A or for B.
In the article [1], Solovay describes a winning strategy for A when N =1+ 2+ 3+
· · ·+ n= n(n+ 1)=2. (Obviously, the problem of A becomes easier when N increases,
since additional sets can be left unused.) Let us describe this strategy.
Denote N =1 + 2 + · · ·+ n sets by Xij where 16j6i6n:
X11
X21 X22
: : :
Xn1 Xn2 : : : Xnn:
Initially A chooses Xij in such a way that
for any i; the sets Xi1; : : : ; Xii are disjoint (modulo a null set): (2)
This requirement is the only thing needed; note that Xn1; : : : ; Xnn divide [0; 1] into n
disjoint parts (modulo a null set).
Player A wants condition (2) to be true during the game. A can achieve this goal
as follows. Let W be the next move of B. Then A >nds a minimal k such that one of
the sets in kth row (i.e., Xk1; : : : ; Xkk) has non-null intersection with W . Such k does
exist because Xn1 ∪ · · · ∪Xnn= [0; 1] (modulo a null set).
After that A selects any set Xkl such that Xkl∩W has positive measure and deletes
Xkl from kth row. Then A adds the set W to row k − 1 (and interchanges rows k and
k − 1).
The resulting family of sets satis>es condition (2). Indeed, the sets in row k − 1
(formerly row k) have null intersections (because they have null intersections before).
On the other hand, the sets in row k (former row k−1 and W ) have null intersections
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too, since k was the number of the >rst row that contains the set having non-null
intersection with W .
We should note the special case: if W ∩X11 is not a null set (has positive measure),
then X11 is replaced by W .
It is easy to see that this strategy indeed guarantees that A wins (i.e., prevents B
from winning). Indeed, invariant relation (2) implies that any W will have non-empty
intersection with one of A’s sets. This strategy uses N = n(n+ 1)=2 sets.
One of the (anonymous) referees suggested the following improvement that allows
us to construct a winning strategy for smaller N = n(n − 1)=2 + 1. This strategy uses
(n− 1) rows
X11
X21 X22
: : :
X(n−1)1 X(n−1)2 : : : X(n−1)(n−1)
(and one more set, see below).
We still require sets in each row to be disjoint (have null intersection). This condition
guarantees that the union of (n−1)th row has measure (n−1)=n. So everything is OK
for A except for one case when W is exactly the complement of the union of all sets
in (n− 1)th row.
To deal with this case, we use one more set called Y . We require that Y is not a
subset of the union of all Xij (denoted by X in the sequel); more precisely, Y\X should
have positive measure. This condition implies that X ∪Y covers more than (n − 1)=n
and, therefore, any set W of measure 1=n intersects either some Xij or Y .
It remains to show that A can guarantee that both conditions (called “invariants” in
the sequel) are true during the game.
Assume that B selects some set W . First A checks whether W is a good replacement
for Y . This happens if W ∩Y has positive measure and W\X has positive measure
(here X =
⋃
Xij). Then A replaces Y by W and maintains both invariants.
If this is not possible, then either W is a subset of X (modulo a null set) or W ∩Y
is a null set. In both cases the intersection W ∩X has positive measure (otherwise W
is the complement of X up to a null set, because X has measure at least (n − 1)=n
and W has measure 1=n). Then we can use the same procedure as before (in original
Solovay’s strategy) and replace some Xij that intersects with W by W . If W is a subset
of X , then X can decrease only and, therefore, Y\X still has positive measure after
replacement. If W ∩Y is a null set, then Y\X =Y\(X ∪W ) (up to a null set) and Y\X
still has positive measure after replacement.
The value of N used in this strategy is almost minimal as the following theorem
shows.
Theorem 1. If N¡n(n− 1)=2 then B has a winning strategy.
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Proof. Let {X1; X2; : : : ; XN} be the sets chosen by A. Each Xi has measure 1=n. Divide
[0; 1] into N + 1 disjoint sets F0; F1; : : : ; FN as follows:
F0 = {x ∈ [0; 1] | x =∈ Xi for each i ∈ {1; 2; : : : ; N}}
F1 = {x ∈ [0; 1] | x ∈ Xi for exactly one i ∈ {1; 2; : : : ; N}}
F2 = {x ∈ [0; 1] | x ∈ Xi for exactly two diLerent i ∈ {1; 2; : : : ; N}}
...
FN = X1 ∩ X2 ∩ · · · ∩ XN :
Let fi be the measure of a set Fi (denoted by |Fi|). Let F¡i be the union F0 ∪
F1 ∪ · · · ∪Fi−1 and f¡i be its measure, so f¡i = |F¡i|=f0 + f1 + · · ·+ fi−1.
Lemma 1. If N¡n(n− 1)=2 then for each tuple 〈X1; : : : ; XN 〉 there exists k such that
fk¿1=n+ 1=n3.
Proof. For convenience we denote 1=n3 by . By contradiction suppose that for all
i=0; 1; : : : ; N , we have
06 fi 6 1=n+ : (3)
This condition together with the equation
f0 + f1 + · · ·+ fN = 1 (4)
implies some lower bound for the sum
0 · f0 + 1 · f1 + · · ·+ N · fN (5)
(which equals to the sum of |Xi| that is N=n). Under conditions (3) and (4), expression
(5) is minimal when
f0 =
1
n
+ ; f1 =
1
n
+ ; : : : ; fn−2 =
1
n
+ ; fn−1 =
1
n
− (n− 1);
fn = 0; fn+1 = 0; : : : ; fN = 0;
and its value is
(1 + 2 + · · ·+ (n− 2) + (n− 1))1
n
+ [(1 + 2 + · · ·+ (n− 2))− (n− 1)2];
this quantity is greater than (n− 1)=2− n2=(n− 1)=2− (1=n). So we have
N=n ¿
n− 1
2
− 1
n
;
that is to say
N ¿
n(n− 1)
2
− 1: (6)
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Since N and n(n−1)=2 are integers, if N is less than n(n−1)=2, then n(n−1)=2−N¿1,
which contradicts (6).
Lemma 2. Assume that before B’s move
fk¿
1
n
+ 
for some k¿1 and some ¿0. Then B can make a move that guarantees that after
any reply of A the value of f¡k increases at least by =N and for i=1; 2; : : : ; k − 1
the values f¡i do not decrease.
Proof. (This is an improved version of Lemma 2 and its proof as suggested by one
of the anonymous referees.)
Suppose that B chooses some set W ⊆Fk . Then A has to replace some set Xt by W .
For i¡k any point x∈F¡i does not belong to W . Therefore, the number of sets that
cover x can only decrease. Hence, f¡i cannot decrease for any i=1; 2; : : : ; k − 1 (and
the second part of Lemma 2 is proved).
The value of f¡k increases by the measure of (Fk ∩Xt)\W . It remains to show that
B can choose W ⊆Fk in such a way that |(Fk ∩Xt)\W |¿=N for any Xt that A can
choose (i.e., for any Xt that has non-empty intersection with W ).
Choose for every set Xj, a set Uj ⊆Fk ∩Xj such that the measure of Uj is either
=N if the measure of the intersection Fk ∩Xj is at least =N or Uj =Fk ∩Xj if the
measure of this intersection is below =N . Now player B chooses W to be a subset of
Fk\(U1 ∪U2 ∪ · · · ∪UN ). The set W can be chosen to have measure 1=n since every
Uj has measure at most =N and their union has measure at most .
Now player A replaces W by a set Xj that intersects W . Thus, the intersection of
Fk and Xj must be a superset of Uj and |Uj|= =N . After the replacement, Uj will be
added to Fk−1 and the measure of F¡k increases at least by =N .
Lemmas 1 and 2 suggest the following strategy for B: select k such that fk¿1=n+ 
(where =1=n3) by Lemma 1 and then make a move of “level k” (i.e., inside Fk) as
described in Lemma 2. If k =0, then B wins immediately by choosing W ⊆F0.
This strategy is winning. Any move of level 0 means that B wins. If there are no
moves of level 0, consider all moves of level 1. Each of them increases f0 at least by
=N , and intermediate moves of level 2 (or higher) do not decrease f0. Therefore, only
>nite number of moves of level 1 are possible. After all of them each move of level 2
increases f¡2 =f0 +f1 at least by =N , and intermediate moves of level 3 (or higher)
do not decrease f0. Therefore, only >nite number of moves of level 2 are possible,
and so on. We come to a contradiction that says that eventually B wins.
Remark. We can give an upper bound for the length of the game (if B uses the
strategy described) in the following way. There are at most N= moves of level 1;
between each two subsequent moves of level 1 there are at most N= moves of level 2
and so on. Therefore, the total number of moves is at most (N=+ 1)N =(Nn3 + 1)N .
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The lower bound, we have obtained, does not match the upper bound exactly. Now,
only the case when N = n(n−1)=2 remains unexplored. We show now that in this case
for n=2 and 3, player B has the winning strategy. (These strategies were suggested
by the referee.)
Indeed, if n=2 and N =1 then player B has a straightforward winning strategy by
taking the complement of the set chosen by player A.
If n=3 and N =3 then player B has a winning strategy. Recall that all Xi and W
have measure 13 . Let X =X1∪X2 ∪X3.
• If |X1∩X2|¡ 16 , then player B chooses W ⊆X1∪X2 such that the intersection of W
with each of the sets has measure 16 . Player A cannot replace X3 by W since then
X3⊆X1∪X2 and |X |6 23 permits player B to win immediately. Therefore, player A
replaces X1 or X2 by W and the next step starts with |X1∩X2|¿ 16 .
• Now we may assume that |X1∩X2|¿ 16 . Player B takes W such that |W ∩X1∩
X2|¿ 16 and |W ∩X3|¿ 16 . Then B can win the game. Indeed, three cases are possible:
– Player A replaces the set X1 by W . After that |X2\X1|6 16 and |X3\X1|6 16 . Thus
|X |6|X1|+ 26 = 23 and player B wins.
– Player A replaces the set X2 by W . This case is similar to the previous one.
– Player A replaces the set X3 by W . Then the intersection of all three sets has
measure q with q¿ 16 . It follows that |X |6q+ 3(13 − q)6 23 and player B wins.
So player B wins after at most three rounds.
We do not know which player has the winning strategy if N = n(n− 1)=2 and n¿3
(our guess is that B has the winning strategy).
The author is grateful to R. Solovay, An. Muchnik, A. Shen and to the referees for
useful discussions and suggestions (referees’ improvements are acknowledged in the
text).
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