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ABSTRACT
We present the Solar Bayesian Analysis Toolkit (SoBAT) which is a new easy to use tool for Bayesian
analysis of observational data, including parameter inference and model comparison. SoBAT is aimed
(but not limited) to be used for the analysis of solar observational data. We describe a new Interactive
Data Language (IDL) code designed to facilitate the comparison of user-supplied model with data.
Bayesian inference allows prior information to be taken into account. The use of Markov chain Monte
Carlo (MCMC) sampling allows efficient exploration of large parameter spaces and provides reliable
estimation of model parameters and their uncertainties. The Bayesian evidence for different models can
be used for quantitative comparison. The code is tested to demonstrate its ability to accurately recover
a variety of parameter probability distributions. Its application to practical problems is demonstrated
using studies of the structure and oscillation of coronal loops.
Keywords: methods: data analysis – methods: statistical – Sun: corona – Sun: oscillations
1. INTRODUCTION
The use of Bayesian analysis and Markov chain Monte
Carlo (MCMC) sampling is increasingly common in as-
tronomy (e.g. review by Sharma 2017) and heliosesmol-
ogy (e.g. Broomhall et al. 2010; Howe et al. 2015).
However, it is not widely used in other branches of
solar physics, with exception of magnetohydrodynamic
(MHD) seismology of the solar corona, where the advan-
tages of the Bayesian approach are intensively exploited.
The details can be found in a recent review considering
the use of Bayesian analysis for coronal seismology in
particular (Arregui 2018).
Traditionally, the problem of estimating model param-
eters from observational data (parameter inference) is
solved by the best fitting approach which aims to find in
the parameter space a point giving the best agreement
between the model and observations. This is usually
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done by computing the maximum likelihood estimate
(MLE) or least squares estimate (LSE) which is equal
to MLE in the case of the normally distributed measure-
ment errors. Thus, the aim of the best fitting approach is
to find in the parameter space the global maximum cor-
responding to the best fit of the model to the observed
data. The Bayesian approach is different: instead of
searching for the highest peak in the parameter space,
it implies making a map of the whole parameter space
in the form of posterior probability distribution func-
tion (PDF) representing all information available from
both observations and prior knowledge. This function
gives a probability density for every point in the param-
eter space reaching a global maximum at the position
corresponding to the best fitting combination of model
parameters.
This lead us to the main advantage of the Bayesian ap-
proach which is a correct estimation of the uncertainties.
Although, least squares fitting software often provides
uncertainties estimation based on some assumptions like
the Gaussian shape of a parameter distribution, such an
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estimation became incorrect when these assumptions are
not valid, for example, if the parameter distribution sig-
nificantly differs from the normal one (e.g. asymmetric
or multi-modal). Since the Bayesian analysis is capable
to recover even a complex parameter distribution being
very different from the normal one, it allows for correct
and reliable estimation of the uncertainties for a broad
range of parameter inference problems.
Often, there are more than one models that can ex-
plain observational data. In this case, one needs to have
a possibility to quantitatively compare competing mod-
els. A good model should have the following properties:
1. The best fit produced by the model should be close
to the observed data points.
2. The model should not be over-fitted by having too
many free parameters.
3. It should be confined in the parameter space.
The model parameters should be well constrained
based on the observational data.
4. It should be confined in the observational data
space. The model should not predict observations
far away from the actual data points.
To assess a model within the traditional best fitting ap-
proach the reduced χ2 criterion is mainly used. Though
it allows us to assess the best fits (point 1) and accounts
for the number of model parameters (point 2), it does
not take into account the last two items from the list
above and ignores the model confinement in the param-
eter and data spaces. Opposite to this, the Bayesian
analysis offer a model comparison criterion called Bayes
factor that assesses the whole models but not only the
best fits and transparently accounts for all four proper-
ties mentioned in the list above.
The advantage of the Bayesian approach could be il-
lustrated by the following specific example. In coronal
seismology, one of the standard operations is the de-
termination of parameters of kink oscillations. Suppose
the observations gives us a time series of the oscillat-
ing displacements of a coronal loop. Theory predicts
that the oscillation could be damped by either exponen-
tial or Gaussian law, and that the oscillation could be a
superposition of several harmonics. Thus, the observa-
tionally obtained time series could be approximated by
several different theoretically prescribed functions. For
each specific function, its parameters that best fit the
data could be determined by the MLE or LSE. However,
the Bayesian analysis allows us to compare the quality
of fittings by those different functions with each other.
The aim of this work is to provide the solar physics
community with a reliable and easy to use tool for
Bayesian analysis of observational data, including pa-
rameter inference and model comparison. Although,
there are few efforts to bring Bayesian methodology
to the IDL community (see e.g. idl emcee sampler at
https://github.com/mcfit/idl emcee), according to our
knowledge our IDL code provides unique features such
as high level routines for “fitting” observational data
and numerical tools for Bayesian model comparison.
This paper is organised as follows; the Bayesian
method and techniques used in the code are presented in
Sect. 2. Tests of the sampling algorithm are performed
in Sect. 4. The code is demonstrated by applying it to
simple test problems in Sect. 5, and to practical solar
physics problems in Sect. 6. Concluding remarks are
presented in Sect. 7.
2. BAYESIAN APPROACH TO PARAMETER
INFERENCE
A parameter inference problem implies that the ob-
served data D can be explained in terms of the model M
(i.e. an analytical function such as a sinusoid, a Gaus-
sian, or even an underlying numerical code) having a
parameter set θ = [θ1, θ2, ..., θn]. For example, in the
case of a sinusoidal function, θi can be the values of the
period, amplitude, and phase. Thus, the aim is to find
the value of the parameters θ that gives the best possible
agreement with the observed data D. The formulation
of the Bayesian parameter inference relies on three main
definitions:
1. The prior probability density function (PDF) P (θ)
represents our knowledge about the model param-
eters θ before considering the observational data
D. For example, this could be knowledge from
previous measurements or a requirement that the
particular model parameter lies inside a certain
range.
2. The sampling PDF P (D|θ) describes the condi-
tional probability to obtain the observed data D
given that the model parameters θ are fixed. The
sampling PDF is closely related to the measure-
ment errors. For example, if measurement errors
in our experiment follow (or can be assumed to
follow) the normal distribution, the sampling PDF
would be a normalised Gaussian.
3. The likelihood function is literately the sampling
PDF P (D|θ) considered as a function of θ with
fixed D. We note that in contrast to the sampling
PDF, the likelihood function is not a probability
density. In particular, its integral over θ is not
equal to unity. To become a posterior PDF, the
likelihood function needs to be normalised.
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4. The posterior PDF P (θ|D) describes the condi-
tional probability that the model parameters are
equal to θ under condition of observed data being
equal to D. This function represents our knowl-
edge on the model parameters θ after the obser-
vation, when the observed data D is known and
fixed.
The Bayes theorem connects prior and posterior prob-
ability density functions and describes how the observa-
tional data D affects our knowledge about model pa-
rameters θ
P (θ|D) = P (D|θ)P (θ)
P (D)
. (1)
The normalisation constant P (D) is the Bayesian Ev-
idence or marginalised likelihood
P (D) =
∫
P (D|θ)P (θ)dθ (2)
For our prescribed prior probability P (θ) and likelihood
P (D|θ) functions, the posterior probability distribution
P (θ|D) can be readily computed for any value of the
parameter set θ using the Bayes theorem in Eq. (1).
However, in practical applications, we are interested in
finding an estimate and corresponding uncertainties for
each parameter θi.
The most common choice in Bayesian statistics for
an estimate of unknown parameters θ is a maximum a
posteriori probability (MAP) estimate θMAP which is a
point in the parameter space where the posterior PDF
reaches its global maximum. Other estimates e.g. the
expected value or the median can be also used.
To put uncertainties around the estimate, one needs
to calculate the marginalised (integrated) posteriors
P (θi|D) =
∫
P (θ1, θ2, ..., θN |D)dθk 6=i. (3)
For a simple low-parametric model (2–3 parameters),
the multiple integrals in Eq. (3) can be directly cal-
culated using standard numerical methods. Unfortu-
nately, it is practically impossible to use direct numer-
ical integration for complicated models with a large set
of parameters. Indeed, every additional parameter in-
creases the computation time by several orders of mag-
nitude. Therefore, sampling methods based on MCMC
are preferable for complex models. MCMC allows us to
obtain samples from the posterior probability distribu-
tion P (θ|D). When enough samples are obtained, the
marginalised posterior (Eq. (3)) can be approximated
by a histogram of the corresponding model parameter
θi.
2.1. Posterior Prediction
Once the most credible value θMAP of the model pa-
rameters is determined, one can calculate the predictive
distribution of observational data points (i.e. what the
next observation Dnew could be):
P (Dnew|θMAP) = P (Dnew|θ = θMAP). (4)
However, Equation (4) does not account for the estimate
θMAP being uncertain itself. This uncertainty comes
from the observational errors and model limitations, and
is the width of the Posterior PDF in the vicinity of its
global maximum. To account for all uncertainties cor-
rectly, the Posterior Predictive Distribution
P (Dnew|D) =
∫
P (Dnew|θ)P (θ|D)dθ (5)
is used. It is usually broader than the distribution given
by Equation (4) because of the additional uncertainties
in θ.
The Posterior Predictive Distribution can be used for
two purposes. First one is to forecast future observations
and to provide reliable prediction intervals, if the model
allows for extrapolation in time. The second application
is a so called Posterior Predictive check, which allows for
assessing the consistency of the chosen model with the
observations in terms of confinement of the model in the
data space. A reliable model should produce a narrow
distribution predicting possible observations of the same
process to be close to the actual data points.
2.2. Model comparison
Bayesian analysis allows for quantitative comparison
of two models M1 and M2 by calculating the Bayes fac-
tor (Jeffreys 1961), defined as
B12 =
P (D|M1)
P (D|M2) , (6)
where the evidences P (D|M1) and P (D|M1) are calcu-
lated according to Eq. 2. Traditionally, the doubled
natural logarithm of this factor is used, i.e.
K12 = 2 lnB12, (7)
where values of K12 greater than 2, 6, and 10 correspond
to “positive”, “strong”, and “very strong” evidence for
model M1 over model M2, respectively (Kass & Raftery
1995).
3. DESCRIPTION OF THE CODE
SoBAT consists of the following subroutines and func-
tions;
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• MCMC FIT is a high-level routine used to fit y =
f(x, θ) dependence to the measured data points
[Xi, Yi] with normally distributed measurement er-
rors N(0, σ). The errors σ can either be pro-
vided by the user via the ERRORS keyword or auto-
matically inferred as an additional free parameter.
The input parameters are the observational data
points [Xi, Yi], initial guesses for the free parame-
ters of the model, the IDL function implementing
y = f(x) dependence, and an array of priors for
each parameter. The generated samples will be
returned in the SAMPLE keyword parameter.
• MCMC FIT EVIDENCE function can be used to calcu-
late the Bayesian evidence (2) from the output of
the MCMC FIT subroutine. The input parameters
are generated samples, data points [Xi, Yi], pri-
ors and an IDL function implementing y = f(x)
dependence. The function returns the calculated
evidence as a scalar value.
• MCMC SAMPLE is a low level function which gener-
ates samples from a target function provided by
the user. This function allows the user to sam-
ple a custom posterior PDF and should be used
for the cases where the observed data can not be
modelled as y = f(x, θ) + N(0, σ). The input pa-
rameters of MCMC SAMPLE function are the initial
guess, the IDL function that calculates target PDF
to sample, and the number of samples to generate.
The MCMC SAMPLE returns generated samples as an
array.
• MCMC EVIDENCE function can be used to calculate
the Bayesian evidence (Eq. 2) from the output of
the MCMC FIT subroutine. The input parameters
are the IDL function calculating the posterior PDF
and samples array returned by the MCMC SAMPLE
function. The computed evidence is returned as a
scalar number.
• Functions for constructing priors, namely PRIOR UNIFORM,
PRIOR NORMAL, PRIOR HALFNORMAL, and PRIOR EXPONENTIAL,
allow to setup prior distributions for the free pa-
rameters. SoBAT also provides the PRIOR CUSTOM
routine, which allows to pass a user defined IDL
function as a prior PDF.
3.1. Sampling algorithm
To generate a large number of samples from the poste-
rior distribution, SoBAT uses the Markov chain Monte
Carlo technique. The marginalised posterior PDFs are
than approximated by the histograms of these samples.
The MCMC sampling algorithm is the most important
part of our code. It can generate samples from the pos-
terior distribution using any target function f(θ) which
is proportional to the posterior PDF P (θ|D) and is a
known continuous function that can be calculated for
any value of θ. Thus, the knowledge of the normalisa-
tion constant (Eq. 2) is not required for the inference.
Our sampling algorithm is the classical random walk
Metropolis-Hasting sampler with the multivariate nor-
mal distribution used as a proposal distribution. Its co-
variance matrix σˆ is automatically tuned to keep the ac-
ceptance rate in the range of 10 – 90 % during the whole
sampling procedure. In order to generate the whole se-
quence of samples (chain) with the same proposal dis-
tribution, we restart the sampling procedure every time
when the proposal distribution is tuned. The detailed
description of the algorithm is given below:
1. Initialise the starting point in the parameter space,
Θ0.
2. Estimate the local covariance matrix σˆ for θ = Θ0.
3. Simulate the proposed sample Ξi from the multi-
variate normal distribution N(Θi, σˆ) with the ex-
pected value Θi and covariance matrix σˆ.
4. Compute the ratio R = f(Ξi|D)/f(Θi|D).
5. Peak a random number ε between 0 and 1.
6. Produce a new sample Θi+1:accept : Θi+1 = Ξi; Na = Na + 1; (if ε ≤ R)reject : Θi+1 = Θi; Nr = Nr + 1; (if ε > R).
7. Calculate the acceptance rate r = Na/(Nr +Na).
8. if r < 10 % or r > 90 %1 then set Θ0 = Θi+1 and
go to step 2.
9. Repeat steps 3–8 until the desired number of sam-
ples is generated.
10. Return all collected samples Θi as a result.
After several restarts, the sampling algorithm usually
finds the maximum probability area and stabilise there
with acceptance rate about 10% – 90%. We should note,
that there is no guaranty that the algorithm will find
the global maximum for a given number of iterations.
Therefore, we recommend providing a rather good ini-
tial guess and to generate a sufficiently large number of
samples.
1 For a particular problem this range can be tuned.
Solar Bayesian Analysis Toolkit 5
3.1.1. Burning in stage
The developed code runs the sampling procedure
twice. The first run is so called “burning in” and is
used to allow the chain to explore the parameter space
and to converge to the global probability maximum in
the parameter space. The second chain (main sampling)
starts from the high probability area found during the
burning in stage and may use the samples obtained
during the first run to construct the optimal proposal
distribution. The chain collected during the main sam-
pling is then returned as a sampling result.
3.2. Estimation of the proposal distribution
The selection of the proposal distribution is essential
for constructing an effective Metropolis-Hastings sam-
pler. The developed code uses the multivariate normal
distribution with the expected value µ = Θ0 and the
covariance matrix σˆ, which is tuned to reflect the local
properties of the parameter space and to achieve an op-
timal acceptance rate. The algorithm of the calculation
of the optimal covariance matrix σˆ is given below.
1. Initialise variables.
• Θ0 – a position in the parameter space
• σˆ – an initial guess for the covariance matrix
• S – an array to store generated samples
2. Simulate the proposed sample Ξi from the multi-
variate normal distribution N(Θ0, σˆ) with the ex-
pected value Θ0 and covariance matrix σˆ.
3. Compute the ratio R = min
(
f(Ξi|D)
f(Θ0|D) ,
f(Θ0|D)
f(Ξi|D)
)
.
4. Generate a random number ε between 0 and 1.
5. If ε ≤ R, accept and save sample S ← Ξi; Na =
Na + 1 or reject it Nr = Nr + 1 otherwise.
6. Calculate the acceptance rate r = Na/(Nr +Na).
7. Tune σˆ for better acceptance rate
• if r = 0 during 500 subsequent iterations, set
σˆ = 0.5σˆ
• if r > 50%, set σˆ = 1.1σˆ
8. If more than 500 samples were accepted, set σˆ =
covariance(S)
9. Repeat steps 2–8 until the desired number of sam-
ples is generated.
10. Return covariance(S) as a result.
3.3. Quantitative model comparison
The code allows evidences to be calculated by numeri-
cal evaluation of the integral given by Eq. (2). The ratio
of evidences for two models is the Bayes factor and can
be interpreted as described in Sect. 2.2. The numerical
integration of Eq. (2) is implemented using the impor-
tance sampling Monte-Carlo technique (Hastings 1970).
As an importance function, we use a multivariate Gaus-
sian with the covariance matrix computed from the sim-
ulated MCMC samples from the posterior distribution.
To compute evidence for a given model, SoBAT offers
the MCMC EVIDENCE function. The function has three
required parameters:
• f(θ) – a function computing the natural logarithm
of a target function proportional to the posterior
PDF;
• Si, i = 1..Ns – Samples simulated from the poste-
rior by the MCMC SAMPLE function;
• N – Number of iteration for the Monte-Carlo in-
tegration.
The importance sampling Monte-Carlo integration is in-
terpreted in the following form:
1. Estimate the covariance matrix [σˆ] and the ex-
pected value [µ] from the posterior samples. The
PDF n(θ) of the the multivariate normal distribu-
tion N(µ, σˆ) will be used as the importance func-
tion.
2. Repeat N times (i = 1..N):
(a) Simulate a position2 θi in the parameter
space from the multivariate normal distri-
bution N(µ, σˆ);
(b) Compute the value of the importance func-
tion for the current position gi = n(θi);
(c) Compute the target function f(θ) for the cur-
rent position in the parameter space fi =
f(θi).
3. The integration result is calculated as 1N
∑N
i=1
fi
gi
.
Here, importance sampling is used to improve the con-
vergence of the Monte-Carlo integration. The form of
the specific importance function does not have any im-
plication for the posterior PDF. Therefore, though we
use the multivariate Gaussian as the importance func-
tion, the posterior PDF can still be an arbitrary function
more or less confined in the parameter space.
2 Here θi denotes the full vector of free parameters
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3.4. Fitting functions
One of the most frequent application of the Bayesian
analysis and MCMC is to infer parameters θ of a model
M which is an analytical function that describes the-
oretical dependence of y upon x and has a set of free
parameters θ:
y = M(x, θ)
from the observed data points (D = [Xi, Yi] : i =
1..N) where N is the number of data points, Xi and
Yi are empirically determined values of x and y in the
i-th measurement. The uncertainties of the fitted pa-
rameters θ = [θ1, θ2, · · · , θNp ] have also to be estimated.
SoBAT contains the (MCMC FIT) routine which is aimed
to solve this problem.
MCMC FIT utilises the assumption that the error cor-
responding to Y measurements is normally distributed
with the standard deviation σY . Thus, the likelihood
function is the product of N Gaussians
P (D|θ) = 1
(2piσ2Y )
N
2
N∏
i=1
exp
{
− [Yi −M(X, θ)]
2
2σ2Y
}
. (8)
The measurement error σY is considered as one of the
unknown parameters. It is also assumed to be the same
for all data points and is inferred during the MCMC
simulations together with θ.
As an a priori knowledge, a user can provide a range
of the possible model parameter values θ:
θmini ≤ θi ≤ θmaxi .
Thus, our prior probability distribution can be ex-
pressed as follows
P (θ) =
N∏
i=1
H(θi, θ
min
i , θ
max
i ), (9)
where H(θi, θ
min
i , θ
max
i ) is the PDF of a uniform distri-
bution in the range [θmini , θ
max
i ] which is defined as
H(θi, θ
min
i , θ
max
i ) =
{
1
θmaxi −θmini
, θmini ≤ θi ≤ θmaxi
0, otherwise
(10)
3.5. Posterior predictive check
One of the ways to check the correctness of the pa-
rameter inference is to estimate the Posterior Predictive
Distribution, by sampling from it during the main sam-
pling procedure. In the MCMC FIT routine, Eq. (8) is
used to generate a sample from the posterior predictive
distribution of the measured data [Y ] for every sample
from the posterior distribution [P (θ|D)]. In the case of
a user supplied posterior PDF, the user is responsible
for simulating samples from the predictive distribution
within the user supplied IDL function computing pos-
terior PDF and for returning it in the ppd sample key-
word.
4. TESTS OF THE SAMPLING ALGORITHM
The designed sampling algorithm (see Sect. 3.1) uses a
multivariate normal distribution as a proposal. There-
fore, the robustness of sampling procedure should be
tested on target distributions that are significantly dif-
ferent from the normal distribution. In this section,
we present such tests for univariate and bivariate tar-
get densities.
4.1. 1D target distributions
To test the sampling procedure used in the developed
code, we selected the following 1D distributions: slightly
asymmetrical triangular
f(x) =

2(x−a)
(b−a)(c−a) for a < x ≤ c,
2(b−x)
(b−a)(b−c) for c < x < b,
0 otherwise
with a = 0.5, b = 3, and c = 2.5 (see Fig. 1a); uniform
f(x) =
 1(b−a) for a < x < b,0 otherwise
with a = 0.5 and b = 3 (see Fig. 1b); exponential
f(x) =
λe−λx for x > 0,0 otherwise
with λ = 1 (Fig. 1c); and a bimodal mixture of 2 normal
distributions with different expected values and disper-
sions
f(x) = 0.8
1
2piσ21
e
x−µ1
2σ21 + 0.2
1
2piσ22
e
x−µ2
2σ22
with µ1 = 0, µ2 = 7, σ1 = 2 and σ2 = 1 (see Fig. 1d).
Normalized histograms of the 105 MCMC samples gen-
erated for each distribution are shown in Fig. 1. The
obtained histograms perfectly coincide with the corre-
sponding target densities shown in Fig. 1 with solid
black lines.
4.2. 2D target distributions
To demonstrate the correctness of the sampling pro-
cedure in multi parametric case, we present the testing
Solar Bayesian Analysis Toolkit 7
Figure 1. Normalised histograms of 105 MCMC samples obtained from different univariate target distributions: asymmetric
triangular (a), uniform (b), exponential (c), and mixture of two normal distributions (d). The target distributions are plotted
over histograms with solid black lines.
Listing 1. Model function for the linear dependence
1 function l in mode l , x , params
2 k = params [ 0 ]
3 b = params [ 1 ]
4 return , k ∗ x + b
5 end
results for a set of bivariate target probability densities.
We selected 2D versions of the distributions used in 4.1:
pyramid (Fig. 2a), 2D uniform distribution bounded
by a square (Fig. 2a), 2D exponential distribution, and
a mixture of 3 bivariate normal distributions with dif-
ferent expected values and covariance matrices. The 2D
histograms (see Fig. 2) are perfectly coinciding with the
target densities, shown in Fig. 2 by contours.
5. EXAMPLES OF USAGE
In this section, we demonstrate examples of using So-
BAT library to fit a simple linear dependence and con-
sider an example of the Bayesian model comparison.
5.1. Fitting a linear dependence
Let us consider a simple example of fitting a set of
synthetic data points Xi, Yi by a linear function to illus-
trate the practical usage of SoBAT. The synthetic data
points in our example are generated using the linear de-
pendence with the present of the normally distributed
noise
Yi = kXi + b+N(0, σ),
where k = 0.5, b = 1, and σ = 2.
Firstly, we need to specify the model as a function
describing the linear dependence of y upon x. The model
function for the linear dependence is given in Listing 1.
Then, we define allowed limits as uniform priors and
an initial guess for the model parameters k, b (lines
Listing 2. Running MCMC fitting of the linear dependence
for the data defined by Listing 1
1 ; d e f i n e p r i o r s
2 p r i o r s = objarr (2 )
3 p r i o r s [ 0 ] = prior uniform(−5d , 5d)
4 p r i o r s [ 1 ] = prior uniform(−5d , 5d)
5 ; d e f i n e the i n i t i a l guess
6 pars = [ 1 d , 1d ]
7 ; d e f i n e the number o f samples
8 n samples = 100000
9 ; d e f i n e the number o f burn in samples
10 burn in = 10000
11 ; run MCMC f i t t i n g
12 f i t = mcmc fit (x , y , pars , ” l i n mode l ” , $
13 p r i o r s=pr i o r s , burn in=burn in , $
14 n samples=n samples , samples=samples , $
15 c r e d i b l e i n t e r v a l s=c r e d i b l e i n t e r v a l s )
2 – 6 in Listing 2). After the call of MCMC FIT func-
tion (lines 12 – 14 in Listing 2), the variable fit will
contain the best fitting values for Y . The fitted pa-
rameters values and corresponding uncertainties will be
stored in the pars and credible intervals variables.
The MCMC samples will be returned in the samples
keyword. The latter can be used to plot histograms
approximating the marginalised posterior distributions.
The histograms obtained for the slope (k), bias (b) and
noise level (σ) are given in Figure 3 (b – d). Note,
that the true parameter values (green vertical lines in
Figure 3) do not coincide with global maximum of the
histograms, but lie within the high probability area il-
lustrated by histograms. Such a behaviour is expected
because our inference (as any measurement) is uncer-
tain. The uncertainty is described by the width of the
histograms and can be quantified for an arbitrary level
of significance by computing credible intervals as per-
centiles of the samples generated with the MCMC code.
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Figure 2. 2D histograms (background colour) of 105 MCMC samples obtained from different bivariate target distributions:
pyramid (a), uniform (b), exponential (c), and mixture of three normal distributions (d). The target distributions are shown
by contours.
Figure 3. Panel a: linear dependence y = kx + b (green
line) fitted to the noisy synthetic data points (crosses) us-
ing the MCMC FIT function. Panels b – d: normalised his-
tograms approximating marginalised posterior distributions
of the gradient k (b), bias b (c), and noise level σ (d) ob-
tained from 105 MCMC samples. True values of the param-
eters used to generate synthetic data points are shown by
vertical green lines on panels b–d.
5.2. Example of Bayesian model comparison
To illustrate quantitative comparison of different user-
defined models, we use the same synthetic data set as
in Sect. 5.1 with the linear dependence contaminated by
white noise. Now we attempt to fit it with a second
model with the quadratic dependence:
y = kx+ b+ cx2 +N(0, σ). (11)
Listing 3 shows the IDL representation of this model.
The MCMC Bayesian inference is done for both mod-
els and then the models are compared by calculating the
Bayes factor. Figures 5 and 6 show the MCMC infer-
ence results for the quadratic model given by Eq. (11).
Though the best fits and posterior predictive distribu-
Figure 4. Posterior predictive probability distribution for
a linear dependence fitted to the noisy synthetic data using
the MCMC FIT function. Data points are indicates by white
circles while the white line shows the best fit.
Listing 3. Model function for the quadratic dependence
1 function quad model , x , params
2 k = params [ 0 ]
3 b = params [ 1 ]
4 c = params [ 2 ]
5 return , k ∗ x + b + c ∗ xˆ2
6 end
tions (see Figs 4 and 6) are very similar, the histograms
of marginal posterior distributions are found to be sig-
nificantly broader in comparison with the linear case.
This demonstrates that the additional quadratic term
does not improve the fit. The χ2 and reduced χ2 met-
rics are almost the same for both models (see Table 1)
and do not show any significant advantage of one model
against the other.
SoBAT includes the MCMC EVIDENCE function which
allows us to calculate Bayesian evidences and hence
the Bayes factor for comparing the models as de-
scribed in Listing 4, where samples l and samples q
are the MCMC samples simulated using the linear and
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Listing 4. Calculating the Bayes factor
1 e l = mcmc fit evidence ( samples l , $
2 x , y , p r i o r s , ’ l i n mode l ’ )
3 e q= mcmc fit evidence ( samples q , $
4 x , y , p r i o r s , ’ quad model ’ )
5 Baye s f a c to r = e l / e q
quadratic models, respectively. The computed Bayes
factor (28.8) indicates strong evidence in the favour of
the linear model. This result is expected since we gen-
erated the synthetic data using the linear dependence
with the background normally distributed noise.
Figure 5. Panel a: Normalised histograms approximating
marginalised posterior distributions of the slope k (a), bias
b (b), quadratic term c (c) and noise level σ (d) obtained
from 105 MCMC samples using the quadratic model y =
kx+ b+ cx2. True values of the parameters used to generate
synthetic data points are shown by vertical green lines.
Figure 6. Posterior predictive probability distribution for a
quadratic dependence fitted to the noisy synthetic data using
the MCMC FIT function. Data points are indicates by white
circles while the white line shows the best fit.
6. APPLICATION TO REALISTIC PROBLEMS
In this section we illustrate the application of SoBAT
to problems in solar physics.
6.1. Coronal loop seismology using damped kink
oscillations
Coronal loops are frequently observed to perform
large amplitude, rapidly-damped, transverse oscillations
when perturbed by events such as flares and coronal
mass ejections. Their rapid damping is explained by
resonant absorption which causes a transfer of energy
from the kink mode to the torsional Alfve´n mode (e.g.
see the recent review by De Moortel et al. 2016). Pas-
coe et al. (2013) proposed a method to infer the trans-
verse density profile in the oscillating coronal loop using
the shape of the damping profile of the kink oscillation
(Hood et al. 2013; Pascoe et al. 2012, 2015, 2016a, 2019).
The method was first applied in Pascoe et al. (2016b) us-
ing a Levenberg-Marquardt least-squares fit to the data
using the IDL code MPFIT (Markwardt 2009). It was
extended in Pascoe et al. (2017a) to include additional
physical effects and also use Bayesian inference. Pascoe
et al. (2017c) also included the presence of a large initial
displacement of the loop equilibrium position. A benefit
of the MCMC approach is that we can readily extend
our models in this way, allowing us to investigate further
details in the data.
We note that in previous applications of our MCMC
code to coronal seismology (Pascoe et al. 2017a,b,c;
Goddard et al. 2017), posterior summaries were given
using the median value (and uncertainties by the 95%
credible interval). Here, as well as in Pascoe et al.
(2018), the maximum a posteriori probability (MAP)
estimate is used rather than the median.
In this paper, we use the simplified version of the oscil-
lation profile model published in Pascoe et al. (2017a):
y(t) = ytr(t)+
{
A0e
−( t˜τ )
n
sin
(
2pit˜
P + φ0
)
, t˜ ≥ 0
x0, t˜ < 0
, (12)
where φ0 = arcsin(
x0
A0
) is the initial phase, A0 is the
initial amplitude, t0 is the start time of the oscillation,
t˜ = t− t0, P is the oscillation period, and x0 is the ini-
tial displacement which prescribes the oscillation phase.
The parameter n prescribes the damping profile. The
background trend (ytr) prescribes the equilibrium posi-
tion and is calculated using spline interpolation from the
reference points located at the time instances when the
loop comes through the equilibrium (blue diamonds in
Figure 7). The positions of the reference points are free
parameters of the model and are identified during the
Bayesian inference. [give listings in appendix]
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Table 1. Quantitative comparison of the linear and quadratic models
Model Chi-squared Reduced chi-squared Evidence Bayes factor
M1: Linear 346.8 3.539 4.7 × 10−94 28.8
M2: Quadratic 346.2 3.569 1.6 × 10−95 −28.8
As an example, we consider the time series of the loop
position taken for Event 43 Loop 3 from the catalogue
of oscillations by Goddard et al. (2016). This loop is
also referred to as Loop #1 in the seismological analysis
by Pascoe et al. (2016b, 2017a). The observational data
points and the best fit obtained using the MCMC FIT func-
tion are shown in Figure 7. The histograms approximat-
ing marginal posterior distributions of oscillation period,
amplitude, decay time, initial displacement, start time,
and the position of a trend reference point are given in
Figure 8.
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Figure 7. Best fit (green line) computed for the simpli-
fied model of decaying kink oscillations. Observational data
points are shown by grey circles. The inferred background
trend computed by spline interpolation from the reference
points (blue diamonds) is shown by a blue line. The vertical
red dashed line denotes the oscillation start time.
The Posterior Predictive distribution inferred using
our MCMC code is given in Figure 9. The shaded area
demonstrates the region on the plot where the data
points are predicted to be observed. For a data con-
sistent inversion, the measured data points should be
located inside the shaded region and the shaded area it-
self should not broaden far away from the data points.
That means that a model should predict the observed
data points, but it should not predict observations being
far away from the actually observed data.
7. CONCLUSIONS
In this paper, we have described a new code written
in IDL to perform MCMC sampling and Bayesian infer-
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Figure 8. Histograms approximating marginalised poste-
rior PDF obtained using the MCMC FIT routine for the sim-
plified model of exponentially decaying kink oscilla-
tions. The MAP estimates are indicated with the vertical
red lines, while the dotted lines show 95% credible intervals.
Figure 9. Posterior predictive distribution PDF (back-
ground colour) over-plotted with the observed data points
(circles).
ence for the purpose of testing data against one or more
models. This method and code is applicable to a wide
range of problems. It requires that the user supplies a
function which returns the predicted values of the data
using model parameters, and the prior ranges for these
parameters. These priors may either be prescribed lim-
its for the parameter, or else reasonable estimates for
the data being considered.
Since the method is based on forward modelling of the
data and efficient sampling of the parameter space it is
able to describe model parameters which have arbitrary
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posterior probability distributions. This allows reliable
estimations of the values and uncertainties of model pa-
rameters. Furthermore, it allows the method to accom-
modate both well-posed and ill-posed problems. This is
convenient for attempts to reliably extract the maximum
information from the available data. For example, the
seismological method of determining the density profile
of coronal loops using damped kink oscillations uses the
shape of the damping profile to make the problem well-
posed. In the case of the data not supporting a reliable
determination of the shape, the problem reverts to being
ill-posed and the MCMC sampling recovers an inverse
relationship between the density contrast and inhomo-
geneous layer width (see Pascoe et al. 2018, for further
discussion).
Our code has also been used to estimate the den-
sity profile of a coronal loop (Pascoe et al. 2017b, 2018;
Goddard et al. 2017) using a simple procedure for for-
ward modelling the extreme ultraviolet (EUV) emission
based on the isothermal approximation (e.g. Aschwan-
den et al. 2007), and recently applied to the problem of
analysing quasi-periodic pulsations in solar and stellar
flares (Broomhall et al. 2019).
The Bayesian evidence may be used to compare two
or more competing models for the same data. In com-
parison to other tests such as the (reduced) chi-squared,
its robustness is increased by considering all prior and
posterior information rather than simply the goodness
of the model best fits.
The code is available at GitHub page https://github.
com/Sergey-Anfinogentov/SoBAT. According to our
knowledge it is the only avialable MCMC code written
in IDL which is ready to use out of the box. Exam-
ple of the code usage in appendix and also available at
GitHub.
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supported by the RFBR project No 18-29-21016 (In-
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the European Research Council (ERC) under the Eu-
ropean Union’s Horizon 2020 research and innovation
programme (grant agreement No 724326). The data is
used courtesy of the SDO/AIA team.
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APPENDIX
A. LISTING OF KINK OSCILLATION PARAMETER INFERENCE
Listing 5. Running MCMC fitting of Decaying sinusoid into the observed displacements of the oscillating coronal loop
1 pro kink example data , x , y
2 ; o b s e r v a t i o na l data po in t s
3 x = [ 0 . 0 0 , 0 . 2 0 , 0 . 4 0 , 0 . 6 0 , 0 . 8 0 , 0 . 9 9 , 1 . 1 9 , 1 . 3 9 , 1 . 5 9 , 1 . 7 9 , 1 . 9 9 , 2 . 1 9 , $
4 2 . 3 9 , 2 . 5 9 , 2 . 7 8 , 2 . 9 8 , 3 . 1 8 , 3 . 3 8 , 3 . 5 8 , 3 . 7 8 , 3 . 9 8 , 4 . 1 8 , 4 . 3 8 , 4 . 5 7 , $
5 4 . 7 7 , 4 . 9 7 , 5 . 1 7 , 5 . 3 7 , 5 . 5 7 , 5 . 7 7 , 5 . 9 7 , 6 . 1 6 , 6 . 3 6 , 6 . 5 6 , 6 . 7 6 , 6 . 9 6 , $
6 7 . 1 6 , 7 . 3 6 , 7 . 5 6 , 7 . 7 6 , 7 . 9 5 , 8 . 1 5 , 8 . 3 5 , 8 . 5 5 , 8 . 7 5 , 8 . 9 5 , 9 . 1 5 , 9 . 3 5 , $
7 9 . 5 5 , 9 . 7 4 , 9 . 9 4 , 1 0 . 1 4 , 1 0 . 3 4 , 1 0 . 5 4 , 1 0 . 7 4 , 1 0 . 9 4 , 1 1 . 1 4 , 1 1 . 3 4 , 1 1 . 5 3 , $
8 1 1 . 7 3 , 1 1 . 9 3 , 1 2 . 1 3 , 1 2 . 3 3 , 1 2 . 5 3 , 1 2 . 7 3 , 1 2 . 9 3 , 1 3 . 1 3 , 1 3 . 3 2 , 1 3 . 5 2 , $
9 1 3 . 7 2 , 1 3 . 9 2 , 1 4 . 1 2 , 1 4 . 3 2 , 1 4 . 5 2 , 1 4 . 7 2 , 1 4 . 9 2 , 1 5 . 1 1 , 1 5 . 3 1 , 1 5 . 5 1 , $
10 1 5 . 7 1 , 1 5 . 9 1 , 1 6 . 1 1 , 1 6 . 3 1 , 1 6 . 5 1 , 1 6 . 7 0 , 1 6 . 9 0 , 1 7 . 1 0 , 1 7 . 3 0 , 1 7 . 5 0 , $
11 1 7 . 7 0 , 1 7 . 9 0 , 1 8 . 1 0 , 1 8 . 3 0 , 1 8 . 4 9 , 1 8 . 6 9 , 1 8 . 8 9 , 1 9 . 0 9 , 1 9 . 2 9 , 1 9 . 4 9 , $
12 1 9 . 6 9 , 1 9 . 8 9 , 2 0 . 0 9 , 2 0 . 2 8 , 2 0 . 4 8 , 2 0 . 6 8 , 2 0 . 8 8 , 2 1 . 0 8 , 2 1 . 2 8 , 2 1 . 4 8 , $
13 2 1 . 6 8 , 2 1 . 8 8 , 2 2 . 0 7 , 2 2 . 2 7 , 2 2 . 4 7 , 2 2 . 6 7 , 2 2 . 8 7 , 2 3 . 0 7 , 2 3 . 2 7 , 2 3 . 4 7 , $
14 2 3 . 6 7 , 2 3 . 8 6 , 2 4 . 0 6 , 2 4 . 2 6 , 2 4 . 4 6 , 2 4 . 6 6 , 2 4 . 8 6 , 2 5 . 0 6 , 2 5 . 2 6 , 2 5 . 4 5 , $
15 2 5 . 6 5 , 2 5 . 8 5 , 2 6 . 0 5 , 2 6 . 2 5 , 2 6 . 4 5 , 2 6 . 6 5 , 2 6 . 8 5 , 2 7 . 0 5 , 2 7 . 2 4 , 2 7 . 4 4 , $
16 2 7 . 6 4 , 2 7 . 8 4 , 2 8 . 0 4 , 2 8 . 2 4 , 2 8 . 4 4 , 2 8 . 6 4 , 2 8 . 8 4 , 2 9 . 0 3 , 2 9 . 2 3 , 2 9 . 4 3 , $
17 2 9 . 6 3 , 2 9 . 8 3 , 3 0 . 0 3 , 3 0 . 2 3 , 3 0 . 4 3 , 3 0 . 6 3 , 3 0 . 8 2 , 3 1 . 0 2 , 3 1 . 2 2 , 3 1 . 4 2 , $
18 3 1 . 6 2 , 3 1 . 8 2 , 3 2 . 0 2 , 3 2 . 2 2 , 3 2 . 4 2 , 3 2 . 6 1 , 3 2 . 8 1 , 3 3 . 0 1 , 3 3 . 2 1 , 3 3 . 4 1 , $
19 3 3 . 6 1 , 3 3 . 8 1 , 3 4 . 0 1 , 3 4 . 2 1 , 3 4 . 4 0 , 3 4 . 6 0 ]
20 y = [ 3 . 9 5 , 3 . 7 9 , 3 . 7 8 , 3 . 6 3 , 3 . 8 1 , 3 . 8 8 , 3 . 7 8 , 3 . 7 2 , 3 . 8 8 , 3 . 9 9 , 4 . 1 7 , 4 . 4 9 , $
21 4 . 7 1 , 4 . 8 2 , 4 . 9 6 , 5 . 0 5 , 5 . 0 2 , 5 . 0 0 , 5 . 0 3 , 4 . 8 7 , 4 . 7 3 , 4 . 6 1 , 4 . 3 7 , 4 . 2 3 , $
22 4 . 0 1 , 3 . 8 4 , 3 . 6 7 , 3 . 4 9 , 3 . 4 1 , 3 . 3 4 , 3 . 6 7 , 4 . 1 0 , 4 . 2 7 , 4 . 5 6 , 4 . 8 1 , 5 . 0 8 , $
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23 5 . 1 4 , 5 . 2 8 , 5 . 4 6 , 5 . 4 0 , 5 . 3 7 , 5 . 2 2 , 5 . 1 0 , 4 . 9 7 , 4 . 7 5 , 4 . 4 8 , 4 . 2 7 , 4 . 1 2 , $
24 3 . 8 5 , 3 . 8 5 , 3 . 7 3 , 3 . 7 2 , 3 . 7 8 , 3 . 9 0 , 4 . 1 2 , 4 . 3 5 , 4 . 5 4 , 4 . 7 1 , 4 . 8 7 , 5 . 0 1 , $
25 4 . 9 9 , 5 . 1 5 , 5 . 2 5 , 5 . 2 2 , 5 . 1 2 , 5 . 0 3 , 4 . 9 3 , 4 . 8 8 , 4 . 6 4 , 4 . 5 1 , 4 . 4 0 , 4 . 2 9 , $
26 4 . 1 6 , 4 . 0 9 , 4 . 0 4 , 4 . 1 1 , 4 . 2 0 , 4 . 2 2 , 4 . 2 9 , 4 . 3 6 , 4 . 4 7 , 4 . 6 3 , 4 . 7 8 , 4 . 8 6 , $
27 5 . 0 1 , 5 . 0 2 , 5 . 1 3 , 5 . 0 5 , 5 . 0 2 , 4 . 9 7 , 4 . 9 0 , 4 . 8 7 , 4 . 7 2 , 4 . 6 6 , 4 . 6 4 , 4 . 6 1 , $
28 4 . 5 7 , 4 . 5 3 , 4 . 4 9 , 4 . 4 6 , 4 . 4 3 , 4 . 4 2 , 4 . 4 9 , 4 . 5 0 , 4 . 5 1 , 4 . 5 5 , 4 . 5 5 , 4 . 5 7 , $
29 4 . 6 0 , 4 . 6 6 , 4 . 7 1 , 4 . 7 5 , 4 . 7 7 , 4 . 7 5 , 4 . 6 9 , 4 . 6 7 , 4 . 6 7 , 4 . 6 4 , 4 . 5 9 , 4 . 5 8 , $
30 4 . 5 7 , 4 . 5 3 , 4 . 5 2 , 4 . 5 5 , 4 . 5 4 , 4 . 5 3 , 4 . 5 4 , 4 . 5 8 , 4 . 6 5 , 4 . 7 4 , 4 . 8 0 , 4 . 7 7 , $
31 4 . 8 1 , 4 . 9 0 , 4 . 8 6 , 4 . 8 5 , 4 . 8 6 , 4 . 8 5 , 4 . 8 8 , 4 . 8 9 , 4 . 8 8 , 4 . 8 8 , 4 . 9 0 , 4 . 9 4 , $
32 4 . 8 9 , 4 . 8 7 , 4 . 8 9 , 4 . 8 4 , 4 . 8 0 , 4 . 7 6 , 4 . 5 9 , 4 . 7 1 , 4 . 7 3 , 4 . 7 2 , 4 . 7 0 , 4 . 6 7 , $
33 4 . 6 9 , 4 . 7 0 , 4 . 7 1 , 4 . 7 3 , 4 . 7 4 , 4 . 8 1 , 4 . 6 9 , 4 . 7 7 , 4 . 7 2 , 4 . 7 1 , 4 . 7 3 , 4 . 7 7 , $
34 4 . 6 8 , 4 . 7 5 , 4 . 7 9 , 4 . 7 2 , 4 . 7 0 , 4 . 7 6 , 4 . 6 5 ]
35 end
36
37 ; model f unc t i on accep t s keyword parameter N TREND
38 ; t h a t w i l l be passed to i t
39 function model exp decay , x , a , n trend=n trend
40 t s t a r t = a [ 0 ] ; o s c i l l a t i o n s t a r t time
41 per iod = a [ 1 ] ; o s c i l l a t i o n per iod
42 q f a c t o r = a [ 2 ] ; o s c i l l a t i o n decay t ime
43 amp = a [ 3 ] ; i n i t i a l ampl i tude
44 d i s p l = a [ 4 ]
45 r e f y = a [5 :5+ n trend −1] ; t rend r e f e r ence po in t s
46 r e f x = linspace ( x [ 0 ] , x [−1] , n trend )
47 tau = q f a c t o r ∗ per iod ; decay time
48 to s c = x−t s t a r t
49 omega = 2 . d ∗ ! dpi / per iod
50 phi = asin ( ( d i s p l ) ) ; i n i t i a l phase
51 ; decaying p r o f i l e
52 damp = amp ∗ exp(−( t o s c / tau )ˆ1) ∗ ( x ge t s t a r t )
53 o s c i l l a t i o n = damp ∗ s i n ( omega∗( tosc>0d) + phi )
54 trend = spline ( r e f x , r e f y , x )
55 return , t rend + o s c i l l a t i o n
56 end
57
58 pro example kink
59 kink example data , x , y
60 plot , x , y , /psym
61 ; use 5 r e f e r ence po in t s f o r the trend
62 n trend = 5
63 ; i n i t i a l v a l u e s
64 pars = [ 1 d , 2d , 2d , 1d , 0d , 5d , 5d , 5d , 5d , 5d ]
65 p r i o r s = [ $
66 prior uniform (0d , 5d ) , $ ; s t a r t time
67 prior uniform (1d , 10d ) , $ ; per iod
68 prior uniform (1d , 10d ) , $ ; q f a c t o r
69 prior uniform (0d , 10d ) , $ ; ampl i tude
70 prior uniform(−1d , 1d ) , $ ; i n i t i a l d i sp lacement
71 ; t rend r e f e r ence po in t s
72 r e p l i c a t e (prior uniform ( min ( y ) , max( y ) ) , n trend ) $
73 ]
74 model = ’ model exp decay ’
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75 ; sample p o s t e r i o r d i s t r i b u t i o n us ing the MCMC
76 y f i t = mcmc fit (x , y , pars , model , n samples = 100000 l , p r i o r s=pr i o r s , $
77 burn in =50000 l , samples=samples , n trend=n trend )
78 end
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