Deep generative models (DGMs) have achieved remarkable advances. Semisupervised variational auto-encoders (SVAE) as a classical DGM offer a principled framework to effectively generalize from small labelled data to large unlabelled ones, but it is difficult to incorporate rich unstructured relationships within the multiple heterogeneous entities. In this paper, to deal with the problem, we present a semi-supervised co-embedding model for attributed networks (SCAN) based on the generalized SVAE for heterogeneous data, which collaboratively learns lowdimensional vector representations of both nodes and attributes for partially labelled attributed networks semi-supervisedly. The node and attribute embeddings obtained in a unified manner by our SCAN can benefit for capturing not only the proximities between nodes but also the affinities between nodes and attributes. Moreover, our model also trains a discriminative network to learn the label predictive distribution of nodes. Experimental results on real-world networks demonstrate that our model yields excellent performance in a number of applications such as attribute inference, user profiling and node classification compared to the state-of-the-art baselines.
nodes via leveraging their topological structure and the associated attributes. In this paper, to further enhance the effectiveness of the learned representations, we jointly consider whatever information of the network we have in most real-world scenarios: topological structure and attributes of all nodes, and a few labels associated with some of the nodes. We refer to such kind of networks owning these information as partially labelled attributed networks. Embeddings trained with partially label information can be used to boost the performance of related tasks, where not all the label data are available. For instance, in tag recommendation for social network users, tags manually labelled for the expertise of some users can be utilized to train an embedding model to predict tags of those users missing their tags.
A number of works has been proposed to learn low-dimensional representations for networks either in unsupervised [13; 38; 11] or semi-supervised [37; 21; 23; 6] ways. However, both of the existing unsupervised and semi-supervised attributed network embedding methods learn representations for nodes only, and thus are not able to capture the affinities/similarities between nodes and attributes, which are the key to the success of many attributed network applications, such as attribute inference [35; 9] and user profiling [24] . Moreover, a vast majority of existing works predominately represent node embeddings by a single point in a low-dimensional continuous space, resulting in the fact that the uncertainty of nodes' representations can not be captured.
Deep generative models (DGM) have achieved remarkable advances due to their profound basis in theoretic probability and flexible and scalable optimizing ability of deep neural networks. Semisupervised variational auto-encoders [19; 18] as a classical DGM offer a principled framework to effective generalize from small labelled data to large unlabelled ones, but have limited applicability to incorporate rich unstructured relationships within the multiple heterogeneous entities. To alleviate the aforementioned problems, we introduce a Semi-supervised Co-embedding Attributed Network algorithm, SCAN, built based on the generalized SVAE for the heterogeneous data, that is able to co-embed both attributes and nodes of partial labelled networks in the same semantic space. SCAN collaboratively learns low-dimensional vector representations of both attributes and nodes in the same semantic space in a semi-supervised way, such that the affinities between them can be effectively measured and the partial labels of nodes can be fully utilized. The learned nodes' and attributes' embeddings in the same semantic space are, in turn, utilized to boost the performance of many down-stream applications, e.g., user profiling [24] , where the relevance of users (nodes) and keywords (attributes) can be directly measured by, e.g., cosine similarity. In our SCAN, we infer the embeddings of both nodes and attributes and represent them by means of Gaussian distributions. With the natural property of latent presentations (i.e., Gaussian embeddings in our case), SCAN innately represents their uncertainty with the corresponding variances of the inferred embeddings.
Our contributions can be summarized as follows: 1 (1) We generalize SVAE to the heterogeneous data and propose a novel semi-supervised co-embedding model for attributed networks, SCAN, to collaboratively learn representations of nodes and attributes in the same space such that proximities between nodes as well as affinities between nodes and attributes of networks can be effectively measured. (2) Our SVAE model jointly optimizes a variational evidence lower bound consisting of five atomic observations based on two entities and two relationships, to obtain the Gaussian embeddings of nodes and attributes and a discriminator for node classification, where the mean vectors denote the position of nodes and attributes and the variances capture uncertainty of their representations. (3) We perform extensive experiments on real-world attributed networks to verify the effectiveness of our embedding model in terms of three network mining tasks, and the results demonstrate that our model is able to significantly outperforms state-of-the-art methods.
Another limitation is that they only learn representations for the homogeneous observations, which are generated independently according to a homogeneous prior, ignoring that heterogeneous data observations are ubiquitous in the real world. For example, in recommender system items and users are two independent observations but they are associated with purchase or interaction behaviours. Many efforts have been paid to co-embedding multiple entities for heterogeneous systems in a fully unsupervised learning procedure [27; 22] . However, to our knowledge, no model in the literature can learn embeddings for heterogeneous data with multiple entities in a semi-supervised way. Hence, in the next subsection we will present a model that allows to learn multiple entity observations having arbitrary conditional dependency structures and arbitrary label for each type of entity.
Semi-supervised Learning for Heterogeneous Data
We consider a generalized form of semi-supervised model for heterogeneous data that appear as triples instead of pairs. Let O = (X , Y, R) be a triple set of the heterogeneous observation data, where X = (X 1 , · · · , X T ) is the entity set with multiple types (e.g. T types), R = {r ij | x g i ∈ X g , x h j ∈ X h } is a set containing relationships with r ij being the relationship strength of two entities in same/different types, and Y = (Y 1 , · · · , Y T ) is the partially labelled set for all types of entities.
Without loss of generality, we can formulate the semi-supervised learning model by first considering only two entity types, e.g. X g and X h . We let O ij = (x g i , x h j , r ij , Y l ) be an atomic data point of the observation where Y l are the labels of entities if there are, Z ij = (z g i , z h j , Y u ) be the collection of latent variables of the two entities where Y u are the predicted labels for entities without a label, and Y = (Y u , Y l ). F ij = (φ(x g i ), φ(x h j )) is the conditional variables of variational posterior where φ is a function taking entities' feature as input for filtering posteriors. Then, the logarithm marginal likelihood of O ij can be written as:
where the joint distribution, i.e. p θ (O ij , Z ij ), can be represented as:
In most real-world scenarios, such as recommender systems [33] and network embeddings [27] , people only concern about the reconstruction of relations between entities rather than the feature of the entities, thus p θ (x g i , x h j , r ij | Z ij , Y) can be simplified to be p θ (r ij | Z ij , Y). With the mean-field approximate inference of the variational posterior q φ (Z ij | F ij ), Eq. 3 can be written as:
where L(O ij ) is denoted as the ELBO of O ij . Note that φ can be different types depending on the heterogeneity of the observation entities. Incorporating an additional weighted discriminative component as in Eq. 2 leads to the following lower bound for overall observations:
4 Deep Semi-supervised Attributed Co-embedding
We now turn to the semi-supervised learning problem for the partially labelled attributed networks.
Problem Definition
Let G = (V, A, A, X, Y l ) be a Partially Labelled Attributed Network, with V and A being the sets of nodes and attributes, respectively, A ∈ R N ×N and X ∈ R N ×M being the weighted adjacency matrix and node attribute matrix, respectively, where N = |V| is the number of nodes and M = |A| is the number of attributes. Y l is the label matrix representing the node labels. Since most nodes' labels are unknown, V can be divided into two subsets: labelled nodes V l and unlabelled nodes V u with their label matrix being Y l and Y u respectively.
The problem of Semi-supervised Attributed Network Co-embedding is defined as: 
Input Data Embeddings & Labels Reconstructed Data
Node: The partially labelled attributed networks are obviously heterogeneous data, as the nodes and attributes can be considered as two types of heterogeneous entities, and the adjacency matrix and the attribute matrix can be regarded as the relationships between these two entities. To address the problem, we propose the SCAN, a Semi-supervised Co-embedding model for Attributed Network that semi-supervisedly co-embeds both attributes and nodes in the same semantic space, i.e., learns latent variables/embeddings for both nodes and attributes, allowing for effective generalization of classification from a small number of labelled data sets to a large number of unlabelled ones. In what follows, we first follow the principle of modelling semi-supervised learning for heterogeneous data (Subsection 3.2) to derive an overall lower bound for this problem by splitting the given attributed network observations into five types of atomic data points, then provide a solution for addressing the bottleneck of the marginalization over all K classes. Fig. 1 provides an overview of the framework of our SCAN, and Fig. 2 provides probabilistic graphical perspective of our model. The Variational Evidence Lower Bound. As shown in Fig. 1 , we have two relationship observations: the adjacency matrix A and the node attribute matrix X. The elements in both of matrices (i.e. the edges between nodes and the attribute values of nodes) can be categorized into five cases: (case 1) an edge connecting two labelled nodes; (case 2) an edge connecting two unlabelled nodes; (case 3) an edge connecting a labelled node and an unlabelled node; (case 4) an attribute value associating with a labelled node and an attribute; (case 5) an attribute value associating with an unlabelled node and an attribute. We can easily obtain the ELBOs for these five types of atomic observations according to Eq. 5, namely, L(O ll ij ) for case 1, U(O uu ij ) for case 2, M(O lu ij ) for case 3, B(O la ia ) for case 4 and C(O ua ia ) for case 5, respectively 1 . Once all the ELBOs for the above five cases are obtained, we can obtain the variational bound on the marginal likelihood for the entire adjacency matrix and node attribute matrix as follows:
In the objective function of Eq. 8, the first three terms on right-hand side are the ELBOs on the marginal likelihood of edges, while the other two terms are the bound loss for attributes. To make our model more flexible to govern the loss between the edge data points and the attribute data points, we introduce an adjustable hyper-parameter β that balances reconstruction accuracy between edges and attributes. In addition, similar to [18] , we wish the parameters of our predictive distribution, i.e. q φ c (Y v | φ(F n v )), can also be trained within the labelled nodes based on their feature F n v ; therefore, we add a classification loss to Eq. 8 and introduce a hyper-parameter α to govern the relative weight between generative and purely discriminative models, which results in the following loss:
Optimization. The parameters, i.e. θ = (θ e , θ a ) and φ = (φ n , φ a , φ c ) ( Fig. 2) , of the generative and inference networks are jointly trained by optimizing Eq. 9 using gradient descent 2 .
We assume the priors and the variational posteriors of Z n and Z a to be Gaussian distributions, then the KL-divergence terms in Eq. 9 have analytical forms. However, analytical solutions of expectations w.r.t. these two variational posteriors are still intractable in the general case. To address this problem, we can reduce the problem of estimating the gradient w.r.t. parameters of the posterior distribution to the simpler problem of estimating the gradient w.r.t. parameters of a deterministic function, which is called the reparameterization trick [19; 17] . Specifically, we sample noise ∼ N (0, I D ) and reparameterize Z n i = µ φ n + σ φ n (or Z a i = µ φ a + σ φ a for attributes). By doing so, the value of Z n i (or Z a i ) is deterministic given both the parameters of variational posterior distributions, so that the stochasticity in the sampling process is isolated and the gradient with respect to µ φ n and σ φ n (or µ φ a and σ φ a ) can be back-propagated through the sampled Z n i (or Z a i ). However, this trick is unavailable for optimizing the parameters of the latent label distribution q φ c (Y u i | F n i ), because the categorical distribution is not reparameterizable. Kingma et.al [18] approach this by marginalizing out Y u i over all classes, so that for unlabelled data, inference is still on q φ c (Y u i | F n i ) for each Y u i . As we have mentioned in subsection 3.1, this simple solution is prohibitively expensive for a large number of classes, especially in our case where we have double expectation over
, please refer to Eq. 18 in the supplementary material). In this paper, we alleviate this by applying the Gumbel-Softmax trick.
The Gumbel-Softmax trick [16; 26] provides a continuous and differentiable approximation to draw categorical samples Y u i from a categorical distribution with class probabilities π φ c :
where {g k } K k=1 are i.i.d. samples drawn from the Gumbel(0, 1) distribution, and τ is the softmax temperature which is set to be 0.2 in our experiments. Samples from the Gumbel-Softmax distribution become one-hot when τ → 0 and smooth when τ > 0. With this trick, Gumbel-Softmax allows us to backpropagate through Y u i ∼ q φ c (Y u | F n ) for single sample gradient estimation. 1 The detail derivations of the five ELBOs can be found in the supplementary material. 2 The implementation details of the inference and generative networks are given in our supplementary material. 6 
Experiments
The research questions guiding the remainder of this paper are: (RQ1) How is performance of our SCAN in semi-supervised node classification task? (RQ2) Can our SCAN perform better than other models in the attribute inference task, where capturing the affinities between nodes and attributes is crucial? (RQ3) Can our SCAN learn meaningful embeddings for the task of network visualizations?
Experimental Settings
To evaluate the performance of our SCAN model on semi-supervised node classification task, four state-of-the-art semi-supervised network embedding methods are included for comparisons: Planetoid-T [37] , GCN [21] , SEANO [23] and GraphSGAN [6] . We also evaluate the learned embeddings of SCAN by the attribute inference task, comparing to four attribute inference baselines: SAN [9] , EdgeExp [3] , BLA [35] and CAN [27] . All experiments of this paper are conducted base on three real-world attributed networks, i.e. Pubmed [21] , BlogCatalog [14] and Flickr [14] . For our SCAN model, the inferred embeddings of nodes can be directly used as the input features of a classifier to predict the class labels. Here we apply Support Vector Machine (SVM) as our classifier, which we refer to it as SCAN_SVM. In addition, the inference model of SCAN (i.e. the discriminative network) also infers the latent labels for all the unlabelled nodes during the inference process, which can be used as another classifier, namely the SCAN_DIS. 1 Table 1 : Performance of semi-supervised node classification. The best and the second best performance runs per metric per dataset are marked in boldface and underlined, respectively.
Method
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Results
Semi-supervised Node Classification. To answer (RQ1), we conduct semi-supervised node classification experiments in the three networks. Specifically, we randomly select 10% of nodes as the labelled nodes, train our SCAN model to obtain the embeddings of nodes and predict the labels for the unlabelled nodes by the discriminator, and then feed the obtained embeddings of nodes into an SVM classifier to predict the labels. We repeatedly this process 10 times and report the average performance. As for evaluation metrics, we employ macro F1 (Ma_F1), micro F1 (Mi_F1) and accuracy (ACC) to measure the performance of semi-supervised node classification. Tab. 1 shows the result of our SCAN methods and other four baseline methods on our datasets 2 . As shown in the table, both our SCAN_DIS and SCAN_SVM can outperform the baseline models, and SCAN_DIS always achieves the best performance in all the metrics with significant improvement. It is worth noting that while some baselines like SEANO and GCN perform poorly on BlogCatalog dataset, our methods, both SCAN_DIS and SCAN_SVM, can still achieve significantly better performance. This result shows that our model is not only capable of accurately classifying the nodes by the discriminative network, but also capable of learning effective representations of nodes for the attributed networks.
Attribute Inference. Subsequently, we answer RQ3 and aim at understanding the performance of SCAN and the baselines over attribute inference task. Attribute inference aims at predicting the value of attributes of the nodes. In this task, we take four state-of-the-art attribute inference algorithms, namely SAN [9] , EdgeExp [3] BLA [35] and CAN [27] , as our baselines for performance comparison. We adopt the same experimental setting as in [20; 21] , we randomly divide all edges into three sets, i.e., the training (85%), validating (5%) and testing (10%) sets, and employ area under the ROC curve (AUC) and average precision (AP) scores as evaluation metrics to measure the attribute inference performance. Tab. 2 presents the attribute inference performance of our SCAN and the baseline models in the three attributed networks. We can observe that our model outperforms all the baseline models in all the datasets, and the improvement is significant in Pubmed and BlogCatalog networks. This can be explained by the fact that our SCAN optimizes a loss function consisting of the reconstruction error of all the attributes. This again shows that our co-embedding model can learn effective representations for both nodes and attributes where the infinities between nodes and attributes can be effectively captured and measured. Network Visualization. Finally, to further evaluate the qualities of embeddings in our approach, we make a comparison on the visualization of node representation in Fig. 3 . Specifically, we obtain all the 64-dimensional embeddings of nodes for each comparison methods, then use the t-SNE tool [25] to transfer them into 2-D vectors and plot these vectors on 2-D planes. We can find that our approach can achieve more compact and separated clusters compared with the baseline methods. This result can also explain why our approach achieves better performance on node classification task. We also visualize the variances of each node representation by ellipsoids, where the 2-D variances are obtained by dividing all the dimension into two groups and then calculating average variances of them. We see that some of these nodes have large variances as their features are relatively sparser, resulting in more uncertainty of their representations.
Method

Conclusion
We aim at solving the problem of embedding attributed networks in a semi-supervised way. We showed how the SVAE can be generalized to the heterogeneous data, and proposed a semi-supervised co-embedding model (called SCAN) to solve the problem. Our SCAN learns low-dimensional Gaussian embeddings for both nodes and attributes in the same semantic space in a semi-supervised way, such that the affinities between nodes and their attributes and the similarities among nodes can be effectively measured with the uncertainty can be preserved. Meanwhile, it is also able to learn an effective discriminative model to generalize from small labelled data to large unlabelled ones. Our experiments showed that our SCAN model can yield excellent and better performance compared with the state-of-the-art baselines in various applications, including semi-supervised node classification and attribute inference, and leverage the expressive power to obtain high-quality representations of both nodes and attributes. As to future work, we intend to extend our SCAN model to heterogeneous networks, and embed nodes and attributes for dynamic attributed networks. 
where F a = [X T ] is the input feature of nodes and φ a = [W (0) a ; b (0) a ; W (1) a ; b (1) a ] are trainable parameters for the attribute inference layers, respectively. The predictive label distribution q φ c (Y u i | F n i ) acts as the discriminative model trained for node classification according to the labelled nodes. The latent label distribution for unlabelled nodes is specified as categorical distribution over the K classes:
where π φ c = [π 1 , · · · , π K ] is inferred by the two-layer fully connected layer with a softmax output layer:
where
c ] are the parameters in the discriminative model for nodes' class labels.
The Generative Process
Suppose there are K class labels, the observed data points, i.e. edges in adjacency matrix A and attributes in the node attribute matrix X, are generated by the following process:
(1) For each unlabelled node i, draw label 1 :
where Cat(·) is the Categorical distribution. (2) For each node i and each attribute a, draw latent vectors: Z n i ∼ N (µ φ n , σ 2 φ n I), Z a a ∼ N (µ φ a , σ 2 φ a I).
(3) For each edge A ij in adjacency matrix A, (a) if A ij is binary, draw:
where Ber(·) is Bernoulli distribution. (b) if A ij is real, draw:
A ij ∼ N (µ θ e , σ 2 θ e I).
(4) For each attribute X ia in adjacency matrix X, (a) if X ia is binary, draw:
(b) if X ia is real, draw: X ia ∼ N (µ θ a , σ 2 θ a I).
As all the edges and attributes in our experimental datasets are binary valued, we implement the generative model simply by inner product between latent variables, i.e.,
where ·, · is the inner product operator, and Sigmoid(·) is the sigmoid function. In the situation, to make the inner operation of Eq. 45 valid, we set the dimension of the latent attribute variable to be K + D.
A.4 Details of the Datasets
We conduct experiments on four real-world attributed network datasets, statistics information of which is provided in Tab. 4:
• Cora & Pubmed [21] : These two datasets are citation networks, where nodes are publications and edges are citation links. Attributes of each node are bag-of-words representations of the corresponding publications. • BlogCatalog [14] : This is a network dataset with social relationships of bloggers from the BlogCatalog website, where nodes' attributes are constructed by the keywords of user profiles. The labels represent the topic categories provided by the authors. • Flickr [14] : It is a social network where nodes represent users and edges correspond to friendships among users. The labels represent the interest groups of the users. A.5 Complexity Analysis.
As shown in Appendix A.3, the layer-wise propagation rule for both the encoder and decoder networks is the main time cost of our algorithm, while the two-layer GCN network has the highest computational complexity in the computational propagation flow. The time complexity of the twolayer GCN network for one epoch boils down to 2 sparse-dense-matrix multiplications for a cost of O(|Ã + |(H + D + M + N )), where |Ã + | denotes the number of nonzero entires in the Laplacian matrix, H is the dimension of the first hidden layer, D is the dimension of latent embeddings, M + N is the dimension of node features. Empirically, our SCAN costs around 57s and 290s per 10 epochs on the Flickr and Pubmed datasets, respectively, for training on an Inter i7 3.60GHz CPU computer.
A.6 Parameter Setting
We implement all the baselines with the codes released by the authors and tune the parameters of the baselines to be optimal. For all the comparison methods, the dimension of embeddings is set to be 64 unless specifically stated. We train our model by Adam optimizer with the learning rate being 0.01 in the iterations. The parameter β of our SCAN model is set to be 0.5 in the node classification task, and is task-specific tuned to obtain the best performance for tasks of link prediction and attribute inference. The parameter α is also tuned to obtain the best performance for the node classification task.
A.7 Parameter Sensitivity
In our SCAN, we have introduced a hyper-parameter β to balance the reconstruction accuracy between edges and attributes to get a task-specific model. To verify the effect of parameter β, we conduct experiments on the BlogCatalog dataset: we evaluate RUC and AP scores of link prediction and attribute inference by different β, ranging from 0.1 to 0.9. The result is shown in Fig. 4(a) . We can observe from Fig. 4(a) that, as β increases, the performance of link prediction gets better and the performance of attribute inference gets worse. The result is quite intuitive as β controls weight of reconstructing error between edges and attributes of the overall ELBO. This suggests the effectiveness of β balancing the accuracy between link reconstruction and attribute inference and making our model to be task-specific.
To show the effectiveness of SCAN on semi-supervised node classification, we also evaluate the performance of our model on different ratio of labelled data. We conduct our experiment on BlogCatalog, where we set the other parameters to be optimal, vary the ratio of labelled data from 0.03 to 0.2 and evaluate the corresponding accuracy of SCAN_DIS, SCAN_SVM and Planetoid-T. We take Planetoid-T as our comparison model as it performs best in all the other baseline models on BlogCatalog dataset. The results are shown in Fig. 4(b) . As shown in the figure, the classification accuracy of all the models increase as the number of labelled data increases. But we can notice that as the ratio gets higher, the discriminator of our model outperforms all the other models and achieves the best classification results. The SVM model trained using our learned representations consistently outperforms Planetoid-T and gets the second best classification accuracy. The result again demonstrates the effectiveness of the discriminator in our model on predicting the class of the nodes and capability of learning high-quality embeddings of nodes.
