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Abstract
The 18O(p,α)15N reaction affects the synthesis of 15N, 18O and 19F isotopes, whose abundances can be used to probe the
nucleosynthesis and mixing processes occurring deep inside asymptotic giant branch (AGB) stars. We performed a low-
background direct measurement of the 18O(p,α)15N reaction cross-section at the Laboratory for Underground Nuclear
Astrophysics (LUNA) from center of mass energy Ec.m. = 340 keV down to Ec.m. = 55 keV, the lowest energy measured
to date corresponding to a cross-section of less than 1 picobarn/sr. The strength of a key resonance at center of mass
energy Er = 90 keV was found to be a factor of 10 higher than previously reported. A multi-channel R-matrix analysis
of our and other data available in the literature was performed. Over a wide temperature range, T = 0.01−1.00 GK, our
new astrophysical rate is both more accurate and precise than recent evaluations. Stronger constraints can now be placed
on the physical processes controlling nucleosynthesis in AGB stars with interesting consequences on the abundance of
18O in these stars and in stardust grains, specifically on the production sites of oxygen-rich Group II grains.
Keywords: Stellar hydrogen burning, hydrostatic stellar nucleosynthesis
PACS: 26.20.Cd, 26.20.-f
1. Introduction
The 18O(p,α)15N reaction influences the abundances of
15N, 18O and 19F isotopes [1, 2], critical to constrain a
wide variety of stellar models. For example, the O iso-
topic ratios observed in asymptotic giant branch (AGB)
stars of different masses [3, 4, 5] can be used to probe
the nucleosynthesis and mixing processes in these stars.
Furthermore, the 18O/16O abundance ratio is critical in
classifying stardust oxide and silicate grains that origi-
nally condensed in AGB stars, supernovae, and novae and
can be found preserved in meteorites [6, 7]. One striking
example is given by oxygen-rich Group II grains whose
experimentally measured 18O/16O ratios are significantly
higher than predicted by models, and dilution with matter
of solar composition is currently assumed to explain this
discrepancy (e.g., [8]). A low-background measurement of
the 18O(p,α)15N reaction at energies of astrophysical in-
terest can result in more accurate predictions for the O
isotopic composition and place stronger constraints on the
stellar sites from where these grains originate [8, 9].
The 18O(p,α)15N reaction (Q-value = 3.98 MeV) has
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been studied using both direct [10, 11, 12] and indirect
[13, 14] approaches. At temperatures of astrophysical in-
terest (T = 0.01− 1.00 GK), its rate is dominated by the
interference of three Jpi = 1/2+ resonances at center of
mass energies Er = 143, 610 and 800 keV, respectively.
For the latter two resonances, results on their energy and
partial widths are largely inconsistent [14], and tensions
have also been reported between the cross section of dif-
ferent datasets at energies Ec.m. ≤ 1 MeV [14]. While the
excitation function has been measured directly to energies
as low as Ec.m. = 70 keV [11], significant uncertainties re-
main that affect the cross-section extrapolation to lower
energies. In addition, the energy and partial widths of a
Er = 90 keV resonance were questioned in recent theoret-
ical work [15]. As a consequence, the stellar reaction rate
still contains significant uncertainties.
This letter presents the results of a direct underground
measurement of the 18O(p,α)15N reaction cross-section
from Ec.m. = 340 keV down to Ec.m. = 55 keV, the low-
est energy measured to date. The primary aim of the
present study was to measure the non-resonant compo-
nent of the cross section of the 18O(p,α)15N reaction at
proton beam energies from Ep = 360 to 60 keV, extend-
ing the range of direct measurements to energies of inter-
est for intermediate and low-mass AGB stars. We also
aimed to determine, with improved accuracy, the strength
of three resonances of astrophysical interest at Er = 90,
200, 320 keV, using the thick-target yield approach, in ad-
dition to the Er = 143 keV resonance strength already
reported [24]. The experiment was performed at the un-
derground LUNA-400 accelerator [16, 17] of the Labora-
tori Nazionali del Gran Sasso (LNGS), Italy, within a pro-
gram of reaction studies of hydrogen burning in advanced
CNO cycles [18, 19, 20, 21, 22, 23]. The reduced back-
ground achieved underground [24] allowed us to measure
cross-sections as low as 1 picobarn/sr with unprecedented
precision.
2. Methodology
Full details on the experimental setup are reported in
Ref. [24]. Briefly, a proton beam was accelerated onto
solid Ta2O5 targets enriched (98%) in
18O [26]. Targets
were produced with thicknesses corresponding to energy
losses of 5 or 15 keV at proton beam energy Ep = 151 keV
for cross-section measurements respectively above and be-
low Ep = 103 keV. Alpha particles from the
18O(p,α)15N
reaction were detected at backward angles using an array
of eight silicon detectors: four placed at 135◦ with respect
to the beam axis and four at 102.5◦ (of these, only two
were working properly during data taking) [24] . Protec-
tive aluminized Mylar foils were mounted in front of each
detector. Their thickness (5.5 µm) was chosen so as to stop
elastically scattered protons while at the same time let-
ting the alpha particles pass through with minimal energy
loss (≈ 800 keV). Typical detection energies were about
Eα = 2.3 MeV, depending on the proton beam energy.
For narrow and isolated resonances (as those investi-
gated in this study), the resonance strength ωγ can be
directly obtained from the thick-target yield Y as [27] :
ωγ =
2
λ2
eff
Y
Wη
(1)
where eff is the effective stopping power in units of
eV/(atom/cm2); η is the detection efficiency; λ is the de
Broglie wavelength of the projectile at the resonant en-
ergy; and W takes into account the angular distribution
at the angle of the detector. The W factor (at most 20%
deviation from unity in this study) was calculated using an
R-matrix approach (see later) based on Jpi values reported
in previous experimental studies [11, 13].
At each beam energy, counts in the alpha peak were
obtained by integration [24]. The natural background
(≈ 0.04 counts/h/detector) under the alpha peak of the
18O(p,α)15N reaction (∼ 2 MeV) was negligible at all
beam energies as a result of the ten-fold background re-
duction achieved underground at these energies [24]. The
only source of background was from beam-induced reac-
tions on trace boron contaminants in the target giving rise
to a broad feature around 3 MeV through the 11B(p,α)2α
reaction. Its contribution to the 18O(p,α)15N alpha peak
was estimated using a linear extrapolation and found to
be less than 2% at all energies investigated here. We con-
servatively assigned an asymmetric uncertainty of −3% to
the number of counts in the alpha peak.
3. Results
3.1. Narrow resonances
For the Er = 200 and 320 keV (Fig. 1 top panel) res-
onances we first determined the non-resonant yield con-
tribution from a second-order polynomial fit of the data
points above and below the resonance region, and then
added the polynomial function to a fit of the thick-target
resonance profile [24]:
f(Ep) =
H[
1 + exp
(
ER−E
δL
)] [
1 + exp
(
E−ER−∆E
δR
)] (2)
where H is the plateau height; ER is the resonance energy
in the laboratory system; δL and δR describe, respectively,
the steepness of rising and falling edges of the profile; and
∆E is the energy-equivalent target thickness (in the labo-
ratory). This procedure allowed us to extract the net yield
Y (= H) used to calculate the resonance strength accord-
ing to Eq. 1.
The situation was more complicated for the Er = 90 keV
resonance (Fig. 1 bottom panel) because data were ac-
quired on 5 keV-thick targets for beam energies Ep >
103 keV and on 15 keV-thick targets for beam energies
Ep ≤ 103 keV to increase the counting rate. Non-resonant
yield data taken with both targets were first converted into
cross-section data and these latter were fit with a single R-
matrix calculation [28]. The fitted cross section was then
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Figure 1: Thick-target yield profile of the Er = 320 keV (top) and
90 keV (bottom) resonances in the 18O(p,α)15N reaction. The reso-
nance strength was obtained from a fit (red curves) to the yield pro-
file (Eq. 2) taking into account non-resonant contributions (dashed
lines) obtained from a polynomial fit to the data (top) or an R-matrix
calculation (bottom). Error bars show statistical uncertainties (see
Table 2). The differential yield shown on the ordinate is defined here
as the yield divided by the solid angle.
converted back into a yield curve in order to establish the
non-resonant yield contribution (dashed line in Fig. 1) to
the thick-target resonance yield. A fit to the thick-target
yield plateau (solid line in Fig. 1) was finally performed
to extract the resonance strength value. Note that all fits
to thick-target yield profiles were performed only on data
acquired at 135◦ to minimise systematic uncertainties in
efficiency due to two non-working detectors at 102.5◦ (see
[24] for details).
Resonance strengths obtained in the present study for
all three resonances, as well as for the Er = 146 keV res-
onance already reported in Ref. [24], are shown in Ta-
ble 1, with uncertainties given in Table 2. The ωγ val-
ues for the Er = 200 and 320 keV resonances are in fair
agreement with previous determinations while the strength
of the Er = 90 keV resonance is an order of magni-
tude higher than previously reported in Lorenz-Wirzba
et al. [11] and La Cognata et al. [13]. We note how-
ever that in her PhD thesis [32], Lorenz-Wirzba reports
Table 1: Resonance energies and strengths ωγ for the three reso-
nances in 18O(p,α)15N measured in this work and previously. The
uncertainty on the resonant energies of this work corresponds to our
beam energy resolution [29]. Statistical (st) and systematic (sy) un-
certainties are reported for this work. Other works report total un-
certainties only.
Er [keV] ωγ [meV] Ref.
90± 3 (0.16± 0.05)× 10−3 [11]
96.6± 2.2 (0.18± 0.03)× 10−3 [13]
90.3± 0.3 (1.57± 0.14st ± 0.12sy)× 10−3 this work
143.9± 0.9 170± 20 [11]
142.8± 0.1 167± 12 [30]
143.2± 0.3 164.2± 0.9st ±+12.1−11.7 sy [24]
205± 1 2.3± 0.6 [11]
204.7± 0.3 2.37± 0.12st ± 0.18sy this work
316± 1 57± 10 [11]
317.0± 0.3 85± 9st ± 7sy this work
Table 2: Error budget for statistical (tail asymmetry, background
subtraction, charge integration) and systematic (stopping power, ef-
ficiency) uncertainties.
Source Rel. uncertainty Ref.
Tail asymmetry +2.0% [24]
Background subtraction −3.0% this work
Charge integration ±2.0% [24]
Stopping power ±4.0% [31]
Efficiency ±5.5% [24]
ωγ = 2.1±0.6 µeV in excellent agreement with our present
value. It is unclear why different values for this strength
appear in Refs. [11, 32] but the discrepancy is likely due
to an over-estimate of the poorly-known total width Γtot
of this Er = 90 keV resonance in Ref. [11]. In our study
we have sufficient data to fit the yield (Fig. 1), and we do
not need to assume a Γtot value to arrive at a resonance
strength value.
3.2. R-matrix analysis
The differential cross-section was calculated from our
differential yield data points using the median energy ap-
proach described in Ref. [33]. More details on this de-
convolution analysis can be found in Ref. [34]. Electron
screening corrections (at most 20% here) based on the adi-
abatic limit approximation [35] were applied to each cross-
section data point.
To arrive at a final reaction rate, we performed a global
multi-channel R-matrix [28] analysis on our differential
cross-sections, at both 135◦ and 102.5◦, and the most
recent 18O(p,α)15N and 18O(p,p)18O datasets (Table 3).
The inclusion of elastic-scattering data in the fitting proce-
dure provides strong constraints on the R-matrix fits since
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Figure 2: Global R-matrix fit (solid line) shown together with
18O(p,α)15N differential S-factor data at 135◦ from our study and
from Ref. [11] (top panel); and with 18O(p,p)18O elastic scattering
data at 140◦ from [36] (bottom panel) The red dashed lined in the
inset shows the effect of removing the new state at Er = 106 keV.
the pole energies and proton widths are identical. How-
ever, for the additional datasets considered here we had to
rely on digitized information from the exfor database [37]
because original data were not available. Similarly, error
bars were either unavailable or unreliable (if obtained from
the digitization procedure, e.g. for errors smaller than the
symbol size). Therefore, the statistical uncertainty on all
data points was arbitrarily set to ±10% unless the digi-
tized uncertainty (where available) was higher. Statistical
uncertainties in our cross-section data points were calcu-
lated as a combination in quadrature of Poisson uncer-
tainty, tail asymmetry and background subtraction (see
Table 2). Furthermore, the 0.3 keV uncertainty in the en-
ergy of each data point of this work was converted into an
uncertainty in the corresponding cross-section and added
in quadrature to the other statistical uncertainties.
Our global R-matrix fit is shown in Figure 2 with our
data and those from Ref. [11] (top panel) in the form of the
Table 3: Data sets included in our global R-matrix fit.
Reaction Ec.m [keV] θlab [
◦] Reference
18O(p,α)15N 55 – 320 102.5, 135 this work
18O(p,α)15N 220 – 660 integrated [10]
18O(p,α)15N 70 – 886 90, 135 [11]
18O(p,α)15N 590 – 1670 several [12]
18O(p,p)18O 570–1340 90,140 [36]
(differential) astrophysical S(E) factor1, and with elastic
scattering data from Ref. [36] (bottom panel).
Some tensions between our data and those reported in
Ref. [11] at resonant energies below Ec.m. = 170 keV (Fig.
2 top panel, inset) may be the result of an incorrect (in
the sense of Ref. [33]) deconvolution of the median energy
near the strong Er = 143 and 90 keV resonances. This
deconvolution is less problematic at higher, non-resonant
energies. The tensions observed at resonant energies could
be resolved by increasing the uncertainties in data from
[11], but this strategy would result in a lower reduced chi-
square χ˜2 value without any added physics constraints to
the data. Instead, we decided to discard data from [11]
below Ec.m. = 170 keV for both angles (approximately
10% of the data set).
R-matrix fits were carried out using both AZURE2 [38]
and rmatrix2015 [39] independently. The R-matrix radius
was set to a = 5 fm ' 1.4 fm × (181/3 + 11/3), but we
observed no significant differences using a = 5.5 or 6 fm.
We used a proton (alpha) separation threshold value of
Sp = 7993.599(1) keV (Sα = 4013.799(1) keV) [40]. An-
gular distribution values were taken from [11], except for
the Er = 90 keV resonance for which we used more recent
information in [13] instead. In addition, a background pole
[28] was also included. However, even by adding a back-
ground pole and by optimizing interference effects between
resonances, we were unable to reproduce the broad struc-
ture observed around Ec.m.=110 keV (Fig. 2), unless by
assuming the existence of a hitherto unobserved new reso-
nance at Er = 106 keV. This new resonance is not incom-
patible with previous data from Lorenz-Wirzba et al. [11]
at 135◦ (Fig. 2). Because of our limited angular informa-
tion (detectors were placed at two angles only), we were
only able to tentatively assign a spin-parity of Jpi=1/2− to
this new state based on the lowest χ˜2 value obtained from
the R-matrix fit (see below).
R-matrix results with AZURE2 and rmatrix2015 were
in excellent agreement. However, AZURE2 offers the pos-
sibility of defining scaling factors for each dataset that can
be treated as additional degrees of freedom and optimized
during the fitting procedure [38]. These scaling factors
can help attenuate systematic tensions between datasets
and effectively model their systematic uncertainty. We
1The S(E) factor is defined as S(E) = σ(E) exp(2piη)E, where
σ(E) is the reaction cross section, η is the Sommerfeld parameter,
and E is the interaction energy [27].
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arbitrarily set all scaling factors to a value of ±7%, cor-
responding to the total percent systematic uncertainty in
our data. Using AZURE2 with a proper normalization co-
efficient and increased uncertainties as discussed above, we
minimized the χ˜2 using the MINUIT package included in
AZURE2. Best-fit parameters are given in Table 4.
3.3. Reaction rate calculation
Recent 18O(p,α)15N astrophysical reaction rates avail-
able in the literature [41, 42] are calculated using RatesMC
[43], which can only simultaneously treat interferences be-
tween resonances with the same Jpi two at a time. How-
ever, since the low energy cross section of the 18O(p,α)15N
reaction is determined by the presence of three Jpi = 1/2+
states, rates calculated with RatesMC have to combine dif-
ferent calculations with different pairs of interfering reso-
nances, discarding the influence of one resonance in turn
in each calculation.
A more accurate result can obtained by fully treating
the interference effects of all states simultaneously. To this
end, we numerically integrated the total cross section ob-
tained with AZURE2 using the parameters in Table 4 (in-
cluding the background pole) and adding the Er = 20 keV
resonance following Ref. [42]. Our recommended reaction
rate, normalised to the Iliadis 2010 rate [41] (calculated
with RatesMC), is shown in Figure 3. Uncertainties were
calculated by varying the parameters in Table 4 by ±1
sigma with respect to their central value. To highlight
the difference between the two approaches, we also show
the rate that would be obtained by numerically integrat-
ing the cross sections calculated with AZURE2 using the
parameters in Iliadis et al [41]. This rate (blue dot-dashed
line) is also normalised to the Iliadis 2010 (RatesMC) rate
in Figure 3.
Thanks to the extension of the direct data energy range
down to Ec.m. = 55 keV in the present study, and the sig-
nificant reduction of the uncertainty in the cross-section
below Ec.m. = 340 keV, improved constraints are now
available for the calculation of the interference effects be-
tween the three Jpi = 1/2+ resonances. In particular, at
temperatures T < 0.1 GK, our rate is up to a factor of
2.5 higher than the Iliadis 2010 rate (RatesMC), or about
a factor of 5 higher than the numerically integrated rate
calculated from the parameters in Iliadis 2010. The un-
certainty in our reaction rate is also reduced by up to an
order of magnitude over an extended temperature range,
T = 0.01− 1.0 GK.
4. Astrophysical implications
The reported increase of the 18O(p,α)15N reaction rate
over a wide temperature range (T = 0.01 − 1.0 GK) has
implications in a number of stellar sites. In particular,
using our rate, models predict 18O/16O ratios for oxygen-
rich Group II grains lower than previously assumed [8],
reinforcing the need for dilution with matter of solar com-
position to explain the discrepancy. Fig. 4 shows the
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Figure 3: Reaction rates for the 18O(p,α)15N reaction, calculated by
numerical integration of the total cross-section using the parameters
in Table 4 of this work (black curve, dashed lines show uncertainties),
and Iliadis et al. [41] (blue dashed and dotted line). All curves are
normalised to the rate reported in Iliadis et al. [41], calculated with
RatesMC. Uncertainties for this latter rate are shown as red lines.
evolution of the 18O and 15N abundances during the Ther-
mally Pulsing Asymptotic Giant Branch (TP-AGB) phase
of a star with initial mass M = 4.8 M and solar-like
metallicity Z=0.014, that undergoes a mild Hot Bottom
Burning (HBB) [44]. Nucleosynthesis calculations are car-
ried out with both the reaction rate presented in this work
(right) and in Iliadis 2010 [41] (left). As a result of the
new reaction rate, the 18O mass fraction is reduced by an
order of magnitude, and with significantly reduced uncer-
tainties, at the end of the evolution due to the operation
of HBB compared to the previously adopted rate. This
reduction is observed only for stars undergoing mild HBB
(T' 40− 60 MK), corresponding to a narrow stellar mass
range around M ' 4.5 − 5 M, depending on the stellar
evolution code used and the metallicity. Our new rate in-
troduces stars in this narrow mass range as a potential
new site for the production of some grains, requiring no
dilution with material of Solar System composition. In
particular, AGB stellar models [45] of 5 M and metal-
licity Z=0.03 could produce grains with 18O/16O down to
5×10−4 and 17O/16O = 1.7×10−3. These values are very
close to those reported in corundum grain T84, an outlying
oxygen-rich Group II grain, having 18O/16O = 4.5×10−4,
17O/16O = 1.5 × 10−3, without the need to assume di-
lution with material of solar composition. Data on the
aluminium isotopic ratios of this type of grains is needed
to confirm this new possible production site. Complete as-
trophysical implications of CNO rates recently measured
at LUNA [18, 20, 21, 25], including the rate presented in
this letter, require more in-depth and comprehensive astro-
physical analyses that go beyond the scope of this Letter
and will be the subject of a forthcoming publication.
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Table 4: R-matrix best-fit parameters values (center-of-mass): in bold-face, values obtained from fits to thick-target yields (Table 1) and
included in the calculation, but not optimized by the fit. Note the inclusion of a previously unobserved resonance at Er = 106 keV with
tentative spin-parity assignments in brackets, and the presence of a background pole at 7 MeV. Uncertainties (from MINUIT) are statistical
only. The last column gives the off-diagonal interference sign between resonances.
Jpi Er [keV] Γp Γα Int.
1/2+ 142.8± 0.3 164± 12 meV 150± 1 eV +
1/2+ 612.5± 1.2 7.7± 0.1 keV 163± 1 keV -
1/2+ 799.8± 0.3 24.4± 0.3 keV 26.1± 0.3 keV +
3/2− 597.6± 0.3 36± 2 eV 2.5± 0.1 keV +
3/2+ 89.0± 0.3 797± 57 neV 121± 5 eV +
5/2+ 204.7± 0.3 791± 56 µeV 12± 1 eV +
5/2+ 317.2± 0.3 28.2± 2.0 meV 1.9± 0.1 keV -
(1/2−) 106± 3 120± 10 µeV 86± 1.6 keV +
1/2− 7000 29± 12 MeV 431± 180 MeV +
Figure 4: Evolution of 15 N and 18O surface abundances during the
entire TP-AGB phase of a star with initial mass of 4.8 M and solar
metallicity Z = 0.014, computed with the COLIBRI code [44]. Pre-
dictions obtained with the rate from Iliadis 2010 (left) and the new
one from LUNA (right) are shown together with the corresponding
uncertainty ranges.
5. Conclusions
We reported an improved 18O(p,α)15N reaction mea-
surement extending the reach of direct measurements
down to Ec.m. = 55 keV, the lowest energy to date,
with unprecedented precision. Resonance energies and
strengths for key astrophysical states are in good agree-
ment with previous work, except for the Er = 90 keV
resonance whose strength value of 1.57±0.14stat±0.12syst
µeV is an order of magnitude higher than previously re-
ported [11, 13]. A multi-channel R-matrix analysis of our
new cross-section data and other datasets available in the
literature was performed to extrapolate the cross-section
to energies of astrophysical interest. The R-matrix fit
presented in this work is the first attempt, to our knowl-
edge, at fitting all available datasets, including elastic
scattering, to minimize the statistical and systematic
uncertainties. Thanks to the improved constraints offered
by the new underground measurement, our recommended
18O(p,α)15N reaction rate is more precise than the rate
presented in Ref. [41] over a wide temperature range
(T = 0.01 − 1.00 GK) of interest in AGB stars. In
particular, our results reinforce the need to assume
dilution with matter of solar composition to reproduce
observed abundances of most oxygen-rich Group II grains
originating in intermediate-mass AGB stars [8]. For some
outlying oxygen-rich Group II grains, the present rate
suggests a new potential production site requiring no
dilution to match experimental isotopic ratios. More data
this type of grains is highly desirable.
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