Catalytic and other functionally important residues in proteins can often be mutated to yield more stable proteins. Many of these residues are charged residues that are located in electrostatically unfavorable environments. Here it is demonstrated that because continuum electrostatics methods can identify these destabilizing residues, the same methods can also be used to identify functionally important residues in otherwise uncharacterized proteins. To establish this point, detailed calculations are performed on six proteins for which good structural and mutational data are available from experiments. In all cases it is shown that functionally important residues known to be destabilizing experimentally are among the most destabilizing residues found in the calculations. A larger scale analysis performed on 216 different proteins demonstrates the existence of a general relationship between the calculated electrostatic energy of a charged residue and its degree of evolutionary conservation. This relationship becomes obscured when electrostatic energies are calculated using Coulomb's law instead of the more complete continuum electrostatics method. Finally, in a ®rst predictive application of the method, calculations are performed on three proteins whose structures have recently been reported by a structural genomics consortium.
Introduction
Structural genomics projects, which aim to solve large numbers of protein structures in rapid and largely automated processes, 1 have the potential for dramatically altering the way that the structural and functional properties of proteins are investigated. Until recently, the biochemical function and characteristics of a protein were usually known many years in advance of its structure being solved. Structural genomics initiatives promise to reverse this order of events: in future, structures of proteins will routinely be obtained before their functions are unambiguously determined. As a result of this, there is now an increased demand for methods capable of identifying a protein's function (or its functionally important residues) from examination of its structure.
Of course, for proteins for which there are evolutionarily related (i.e. homologous) sequences already known, functionally or structurally important residues can be identi®ed simply on the basis of their degree of conservation across the family of aligned sequences. 2, 3 However, for structural genomics applications, this approach will often not be useful: many proteins identi®ed as prime candidates for structure determination are chosen precisely because they bear little sequence similarity to known structures, and therefore have an increased likelihood of adopting a novel fold. 4 Now, if the structure of such a target ultimately proves to bear strong similarity to an already known fold, then alignment of the structures can be used to identify important residues by analogy to the structurally similar partner. 5 This strategy will not work, however, if the protein adopts a truly novel fold. For such cases, it is clear that if functional sites or residues are to be predicted at all then this must be done based on an analysis of the structure alone.
There have been a variety of previous efforts in this direction. Herzberg & Moult 6 have shown that residues with backbone dihedral angles in strained conformations are often functionally important, proposing for example that they can be responsible for correctly aligning residues in the active sites of enzymes. Others have shown that the location of active-site residues can be identi®ed by searching for sizeable cavities or clefts in the protein structure (large enough for substrates to bind). 7, 8 Similar types of structural analyses, coupled with measures of surface properties such as hydrophobicity have also been used to identify sites on the surfaces of proteins that are involved in proteinprotein interactions. 9, 10 As a ®nal example, Zhu & Karlin 11 have shown that statistically signi®cant clusters of charged residues can be identi®ed and often shown to be of structural or functional importance.
Here, a different approach is adopted. The aim is to exploit an interesting feature of functionally important residues: namely, that they often destabilize proteins. The most explicit demonstrations of the destabilizing effects of functional residues have come from site-directed mutagenesis experiments on enzymes, where several elegant studies have shown that mutation of catalytic residues can result in more stable (albeit now inactive) proteins. 12 ± 14 Other studies have shown that residues involved in forming interfaces with other proteins or ligands can also be replaced to produce more stable proteins. 15, 16 These results provide the basis for the ®rst part of a hypothesis explored here: functional residues destabilize proteins. The second part of the hypothesis is that destabilizing residues can be identi®ed by a purely computational analysis of the energetics of a protein's structure. Several studies on small proteins provide the support for this suggestion. Using related but different approaches, computational techniques have been used to identify charged residues located in unfavorable electrostatic environments. Subsequent site-directed mutagenesis experiments demonstrated that the residues identi®ed could be converted to neutral or oppositely charged residues to yield proteins of increased stability. 17 ± 19 These studies, together with some additional examples, have been the subject of a review by Sancluz-Ruiz & Makhatadze. 20 Here, the intention is therefore to investigate whether functional residues can be predicted by simply ®nding charged residues that are calculated to electrostatically destabilize the protein. To do this, we ®rst carry out continuum electrostatics calculations (see Methods) on proteins for which experimental results have already shown that residues known to be functionally important can be mutated to increase stability. These proteins serve as a benchmark for assessing the potential strengths and weaknesses of the computational methodology, providing an indication of whether destabilizing residues can be identi®ed with con®-dence and, if so, whether these destabilizing residues are, on average, likely to be functional. In an attempt to demonstrate the validity of the idea in a more general setting, we then conduct a much larger scale analysis of 216 protein structures, and investigate the relationship between the calculated electrostatic energies of charged residues and the extent to which they are evolutionarily conserved. Finally, the method is used in a truly predictive scenario relevant to structural genomics, by application to three protein structures recently solved by a structural genomics consortium. 21 
Results

Detailed analysis of six proteins
As a ®rst example of the potential for predicting functional residues on the basis of electrostatic energetic calculations, the case of retinoic acid binding protein, CRABP, was considered. Sitedirected mutagenesis studies have indicated that two residues (R111 and R131) that are crucial for binding retinoic acid, also destabilize the protein.
15 Figure 1 shows the calculated electrostatic energies of each amino acid side-chain in CRABP. The charged and polar residues generally have positive values of ÁG elec , indicating that from a purely electrostatic perspective, the side-chains are destabilized in the folded protein relative to solution. This is a common result of continuum methods, 19, 22 the usual interpretation of which is that the favorable energetic contributions to folding come from the burial of hydrophobic groups. 22 The more important point here, however, is that of the four most destabilizing residues, two are the crucial R111 and R131 ( Figure 1 ; Table 1 ). Of the other two strongly destabilizing residues, K30 is identi®ed only because it is in an unusual compact conformation that places its charged NH 3 group in a Figure 1 . Calculated electrostatic free energies of folding for side-chains of residues in CRABP. Positive values indicate residues that electrostatically destabilize the protein.
highly hydrophobic pocket formed by M27 and V31. This is almost certainly not a meaningful conformation: in the asymmetric unit of the crystal is a second monomer of CRABP in which K30 adopts a far more extended, solvent-exposed conformation that is calculated not to be destabilizing (data not shown). The fourth destabilizing residue, E136 is identi®ed as unfavorable only because it is the ®nal residue in the polypeptide chain and therefore interacts unfavorably with the adjacent carboxyl terminus. Both K30 and E136 are therefore false positives.
A second example of a protein stabilized by mutation of its ligand-binding residues is barstar, the intracellular inhibitor of the nuclease barnase. In the crystal structure of the barnase-barstar complex, 23 four negatively charged residues on barstar (D35, D39, E76 and E80) are present in the proteinprotein interface. Charge-neutralizing mutations of all four residues have been shown to stabilize barstar, but particularly pronounced effects (> $ 1 kcal/mol; 1 cal 4.184 J) are only observed for mutations of E76 and E80. 16 Figure 2 shows the calculated electrostatic energetics of all side-chains in the crystal structure of uncomplexed barstar. E76 and E80 are calculated to be the two most destabilizing residues in the protein (Table 1) . D39 is also found to be signi®cantly destabilizing, although there are clearly several other residues that are more strongly destabilizing. With the possible exception of E32, none of these other residues is located close to the interface and so they are unlikely to be of functional importance. Interestingly, two uncharged residues are found to have strongly destabilizing effects. Q18 is involved in an unusual contact with E32 in which the hydrogenbonding groups of the two residues are arranged in a face-to-face arrangement. Since this arrangement (which destabilizes both Q18 and E32) does not seem to be present in other crystal structures of barstar, Q18 appears to be a false positive identi®ed not because of errors in the calculations, but because of idiosyncrasies of the structure itself. T63 forms the ®rst part of a type I H b-turn and is destabilized primarily because it is largely desolvated. Again, in calculations on another barstar structure (an NMR minimized structure; PDB code 1bta) this residue is not found to be particularly destabilizing.
Mutagenesis experiments similar to those performed on barstar have also been conducted on its target, barnase. Experimentally, three active-site residues, K27, R59 and H102, can be replaced by neutral residues to produce more stable proteins. 12 As in the above cases, when the crystal structure of uncomplexed barnase is analyzed, we ®nd that these three residues are amongst the most electrostatically destabilizing residues in the protein ( Figure 3 ; Table 1 ). A fourth residue involved in binding to barstar (R87) is also calculated to be one of the eight most destabilizing residues. Although the emphasis here is on identifying destabilizing residues, it is interesting to note in passing that two active-site residues (D54 and E73) that experimentally appear to stabilize the protein 12 are calculated to have favorable electrostatic energies ( Figure 3 ). These two residues, together with E60, have all been shown to reduce the otherwise extremely fast rate of association of barnase with barstar, 24 and therefore from a functional perspec- Calculated ranks of known destabilizing, functional residues in six proteins. Rank (given in parentheses) indicates the position of the residue when all residues are listed in order of decreasing ÁG elec values. e.g. R111 (3) indicates that R111 is calculated to be the third most destabilizing residue of all residues in the protein. Asterisks (*) indicates that these residues are inferred to be destabilizing by analogy to corresponding residues in T4 lysozyme. Prediction of Important Residues tive might be considered detrimental. If one interprets this as suggesting that these residues must therefore be present for reasons of stability, it is encouraging to ®nd that E60 is also calculated to have a favorable electrostatic energy.
A second nuclease that has been the subject of stability/activity studies is RNase HI. At least three active-site residues (D10, D70 and D134) involved in binding Mg 2 have been shown to destabilize the protein relative to charge-neutralizing mutants.
14 Again, these three residues are amongst the eight most electrostatically destabilizing residues identi®ed (out of a total of 45 charged residues in the protein), and one of them, D10, is the most destabilizing residue found (Table 1) . Since the crystal structure used for the calculations is of the Mg 2 -free form of the enzyme, this suggests that these residues are pre-organized, ready to bind the divalent cation, and that the free energy to pay for the pre-organization must be provided by the folding of other residues in the protein. Such an interpretation is consistent with Warshel's arguments concerning preorganization of enzyme active sites. 25, 26 Two ®nal demonstrations of the potential for identifying functionally important residues are provided by phage T4 lysozyme and hen egg-white lysozyme. T4 lysozyme is one of the classic examples for which active-site mutations have been shown to stabilize the protein: 13 two residues implicated in catalysis (E11 and D20) have been shown to be replaceable by more stabilizing neutral residues. The calculations identify these two residues as being amongst the most electrostatically destabilizing residues: in this case, E11 is calculated to be the second most destabilizing residue out of a total of 44 charged residues in the protein (Table 1) . Similar calculations performed on hen egg-white lysozyme also identify the corresponding residues (E35 and D52) as being destabilizing (Table 1) . Experimentally, E35 is known to be destabilizing because its pK a is elevated from the usual value of $4.4 to 6.1 (discussed by Yang & Honig 27 ). It is well known that shifting a pK a value toward the physiological range of around 7 allows catalytic residues to participate more easily in acidbase reactions (for a review of factors affecting pK a values, see Antosiewicz et al. 8 ), but for the present context, it is worth noting that such shifts are not without cost to the overall stability of the protein.
A large-scale study
In some respects, the above examples provide only anecdotal evidence that functionally important residues can be identi®ed by continuum electrostatics calculations. To establish the validity of the idea in a more general way requires a largescale analysis of many structures. Such a study is complicated by the fact that it is dif®cult to develop an automated method for extracting information on which residues are functionally important: there is little agreement on how to denote such residues in the literature. In lieu of a more direct indicator, it was decided simply to interpret the degree of evolutionary conservation of a residue as a measure of its functional importance. This property has the advantage that it is relatively easy to quantify (see Methods) and requires only a suitable alignment of related protein sequences, which can be obtained in an automated fashion. Clearly, implicit in this approach is the assumption that there is a direct relationship between functional importance and evolutionary conservation. It should be remembered that there are prominent examples where this relationship fails: for example, the crucial, enzyme-binding residues of the family of proteins known as Kazal inhibitors, are actually the least conserved residues in the entire protein. 29 For 216 protein structures, electrostatic energies of all the charged residues were calculated with the method used above. For the same residues, the degree of evolutionary conservation has been calculated in terms of its sequence entropy (see Methods): residues with lower sequence entropies are more highly conserved. For each protein, the charged residues were separately ranked in order of increasing entropy and decreasing electrostatic energy. Having obtained ranks for all residues in the protein, a histogram was constructed whose elements i,j contain the number of charged residues found with an electrostatic energy of rank i, and entropy of rank j. Summing results from all 216 proteins results in a histogram in which a total of 13,474 residues are represented. The degree to which the energy and entropy ranks are correlated in this histogram allows us to assess the general validity of our hypothesis. Prior to conducting the analysis, it was hoped it would be found that highly conserved residues would have electrostatic energies that are either highly favorable or highly unfavorable. Obviously, those with favorable energies would be present for reasons of stability; those with unfavorable energies are hypothesized here to be responsible for function. In fact, such a relationship is indeed observed. Figure 4 shows the distribution of electrostatic energies of charged residues that rank amongst the top 10 % in terms of conservation. Results are reported separately for proteins containing 25-49, 50-74, 75-99 and 100 charged residues respectively: the close correspondence between the four distributions indicates that the relationship applies equally to proteins of any size. In all four cases, there is a clear tendency for the top 10 % conserved residues to be either the most stabilizing or (especially) the most destabilizing residues in the protein.
More importantly in the present context, a biased distribution is also observed when the distribution of sequence entropies is plotted for the top 10 % most destabilizing residues ( Figure 5 ). According to our hypothesis, highly destabilizing residues, being functionally important, should be more likely to be conserved than to be non-conserved. Figure 5 shows that this is true: it therefore provides a clear demonstration that the hypothesis investigated here has validity on a broad scale. Having said that, it is also apparent that the extent of the effect is not as dramatic as we might have hoped: strongly destabilizing residues are only twice as likely to be found in the top 10 % of conserved residues than in the bottom 10 %. It is therefore worth questioning whether the signal that we observe is strong enough to be useful in a practical setting. This is dif®cult to demonstrate at this stage, but an indication that this is likely to be true is suggested by the fact that in 158 of the 216 protein structures (i.e. in 73 %), at least one of the residues that ranked amongst the top 10 % most destabilizing residues also ranked amongst the top 10 % most conserved residues.
Predictions for three new structures
A recent report from a structural genomics consortium has described the solution of the ®rst ten structures of a set of 424 proteins selected from a thermophilic archaeon. 21 Seven of the structures could be assigned a function either on the basis of structural similarity to known proteins, or because bound cofactors such as NADH were identi®ed. Three, however, remained with only very loose functional assignments; in order to extend our study into the academically riskier realm of actual prediction, each of these three proteins is examined in turn.
In the structure of protein MTH1184, four positively charged residues stand out as being strongly destabilizing ( Table 2) . Two of these (R11 and R22) map to a region of the protein surface that also 
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contains a high concentration of exposed hydrophobic side-chains: the combination of hydrophobic and destabilizing charged residues may well identify this region as a binding site for some other (unidenti®ed) molecule (Figure 6(a) ). That this region is highly likely to be functionally important is supported by the fact that it is also immediately adjacent to a multiple Cys motif (residues C7, C9, C24 and C26) that has already been suggested to be a metal-binding site (Figure 6 (a) 21 ). A similar situation is also seen in the second of the three proteins, MTH1175, for which the two most destabilizing residues, K67 and K88 (Table 2) , also map to a region occupied by several exposed hydrophobic residues (Figure 6(b) ). Again, a betting scientist might suggest that this is a potential binding site for another molecule. Interestingly, MTH1175 also contains an unstructured argininerich C terminus that has been suggested to be a potential RNA-binding domain. 21 The ®ve arginine residues in this tail (residues 119-124) do not, however, register as being particularly destabilizing in the calculations (Table 2) . From an energetic perspective, this is actually a reasonable result: the interactions between the residues of an unstructured region will be more or less identical in both the folded and unfolded states, so unless they form different interactions with the remainder of the protein when folded or unfolded, they will not make any difference to the protein's stability. Nevertheless, the arginine-rich nature of the tail means that it may well be of functional importance. If it is, then it is not likely to be detectable on the basis of the destabilization criterion investigated here.
A highly charged tail is also found with the third protein, MTH538, a 111 residue protein that bears structural similarity to both the¯avodoxin family of proteins and response regulator proteins of two-component bacterial signaling pathways such as CheY. Despite these similarities, the protein does not appear to bind¯avins and lacks an aspartate residue near the structural position occupied by the phosphate-accepting D52 of CheY. 30 The single most destabilizing residue identi®ed is D91 (Table 2) , which interestingly is located adjacent to residues known to undergo chemical shift changes on binding of Mg 2 (residues 92, 95-97; 29 ). D91 is destabilized primarily because of unfavorable electrostatic interactions with negatively charged residues concentrated in the C-terminal helix (disordered from residue 106 onwards), residues which themselves are destabilized ( Table 2 ; Figure 6 (c)). The destabilizing behavior of the helix/tail in these calculations contrasts with that observed for the arginine-rich tail of MTH1175, and probably re¯ects the fact that aspartate and glutamate residues have considerably shorter sidechains than arginine and are therefore less able to assume conformations in which unfavorable electrostatic interactions are avoided. Again however, similar unfavorable electrostatic interactions will probably also be present in the unfolded state of the protein, so it is unlikely that the tail residues themselves will strongly destabilize the protein.
Because of this, it is probably fair to say that the tail residues stand out in the calculations only because of a shortcoming of the computational methodology; namely, in its idealized description of the unfolded state of the protein. It is, of course, tempting to suggest that the highly charged tail might be of some functional importance, but if it is, then its identi®cation through the current computational methodology must be considered fortuitous.
Discussion
There are two key results presented here. First, from detailed calculations on six well-studied proteins, it has been shown that electrostatic energy calculations can be used to identify functionally important charged residues on the basis of their destabilizing effects. Second, in a broader study of 216 proteins, a clear signal was found that residues calculated to be destabilizing are also more likely to be evolutionarily conserved. This provides a novel, theoretically based extension of the con¯ict-ing relationship, previously identi®ed in anecdotal experimental studies, between the requirements for stability and function in proteins. 12 ± 16 The implication of both results is that calculations can be used to predict functionally important residues in otherwise uncharacterized structures. Of course, the calculations do not tell us what the speci®c functional roles of these residues are: they may be involved in binding or catalysis (or, less likely, some other function), but they do allow us to identify potentially interesting residues for further experimental study. The success of this work is crucially dependent on the method used to describe the electrostatic energetics of side-chains in proteins (see Methods). There are many aspects of the use of continuum electrostatics methods that remain under discussion, not least of which is the meaning and magnitude of the term``dielectric constant'' as it applies to proteins. 31 ± 33 Since the absolute values of ÁG elec can be extremely sensitive to the choice of dielectric constant (e.g. see Hendsch & Tidor 34 ), it is worth stressing the following point. In the current application, very accurate results are not actually required: all that is needed is to know the relative order of stabilities of the residues. In order not to confuse the main issue here, we have deliberately avoided trying to make quantitative comparisons between our calculated numbers and experimental effects of mutations on stability: in fact, there is no straightforward way of doing this, since our calculations do not directly correspond to``real world'' mutations (for a discussion, see Spector et al. 19 ). However, such a comparison would in any case miss the point presented here, which is simply to identify those residues in a structure that (in solely electrostatic terms) make the largest unfavorable (or least favorable) contributions to stability. Intuitively we expect that the relative ordering of residue stabilities would be much less sensitive to the details of the calculations than the absolute values of ÁG elec . 
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In our opinion, the success of the continuum electrostatics method here can be attributed to the fact that it provides at least a qualitative description of the two factors that most affect the stability of charged residues in proteins. The ®rst of these is the screened Coulombic interaction with other charged or polar residues, which may be unfavorable or favorable depending on the sign and proximity of other (partial) charges. The second is the unfavorable desolvation effect that inevitably results when a charged residue is removed from the aqueous environment and placed in the protein interior. It turns out that both contributions can be important for correctly identifying destabilizing residues, and because of this, a simpler electrostatic model such as Coulomb's law may not be as useful as the present methodology for identifying destabilized residues, even though it will probably work well in cases where desolvation effects are unimportant (e.g. see Grimsley et al. 17 ). We base this assertion on two results. First, for several of the six proteins studied in detail here, desolvation effects are far from negligible: in fact, calculations using Coulomb's law conspicuously fail to identify the key residues of T4 lysozyme, hen egg-white lysozyme and CRABP (data not shown). Second, when the large-scale analysis of 216 structures is repeated using Coulomb's law, the relatively strong signal seen in Figure 5 is destroyed: the most destabilizing residues do not now show a tendency to be more conserved (see Figure 7) . That said, it may well prove possible to usefully employ Coulombic calculations if they are combined with some other means of describing desolvation effects, such as measuring (or perhaps visually assessing) the degree of burial of a residue. The advantage of the present methodology of course is that it provides a uni®ed framework for estimating both factors in a single set of calculations.
For the six proteins that we have studied in detail, it is apparent that in addition to the known functional residues, several other residues are identi®ed as being destabilizing. Since the potential for predicting truly functional residues depends on the method's ability to adequately separate out signal from noise, it is clearly important to ask whether these additional residues represent false positives. The answer may be partly a matter of de®nition. If the calculations identify a residue that in reality (i.e. in experiments) turns out to stabilize the protein, then this is an unambiguous false positive. Many of the residues identi®ed here as being destabilizing have not been subjected to mutagenesis studies. We can, however, suggest that a signi®cant proportion will almost certainly turn out to be false positives, and that this can arise because of inadequacies in the computational methodology and because of idiosyncrasies of the structure used in the calculations. In terms of methodology, a clear shortcoming is suggested by the results obtained for the admittedly unusual case of the charged tail of MTH538. The present methodology assumes that side-chains do not interact with each other in the unfolded state. In future, more elaborate treatments of the unfolded state might prove to be useful for dealing with unstructured or highly charged regions. 35 In terms of structural idiosyncrasies, it is clear even from the few structures that we investigate in detail, that not all side-chains in protein structures are correctly positioned; this is in line with large-scale assessments of the quality of protein structures. 36 One way to decrease the sensitivity of results would be to use multiple structures in the analysis. These are routinely provided for proteins solved by NMR techniques (and are utilized here in the calculations on the structural genomics proteins) but can also be obtained for other structures by using molecular dynamics (MD) simulations to sample a range of potential con®gurations.
In addition to potentially labeling a stabilizing residue as being destabilizing, the calculations may also identify a residue that is truly destabilizing, but which is not functionally important. In such a case, the calculations are successful in one sense (identifying destabilizing residues), but unsuccessful in another (identifying functional residues). One way of providing an independent check on the likely functional importance of a residue in the absence of direct experimental evidence is to examine whether it is subject to a high degree of evolutionary conservation. When we use this criterion in a large-scale analysis of proteins we obtain evi- Histogram showing the distribution of sequence entropy ranks for the top 10 % most destabilizing charged residues in proteins of varying sizes, but with electrostatic energies calculated using Coulomb's law. Residues ranked in the 0-10 % range are the most conserved residues, residues ranked in the 90-100 % range are the least conserved.
dence that destabilizing but non-functional charged residues may actually be quite common: although there is a clear preference for highly destabilizing residues to be more conserved, the magnitude of the effect is not dramatic ( Figure 5 ). This is not an unreasonable result: most proteins will be able to tolerate several destabilizing residues without adverse consequences (i.e. unfolding). One interesting direction for the future will be to investigate whether tolerated-but-unimportant destabilizing residues can be more easily identi®ed (and the signal in Figure 5 ampli®ed) by examining hyperthermophilic proteins, which are likely to be much less able to accept such residues. In support of this idea, one recent study has already identi®ed two destabilizing residues that are present in a mesophilic protein but absent from its hyperthermophilic cousin 37 and evidence has been presented that electrostatic interactions in hyperthermophilic proteins in general appear to be more favorable than those in mesophiles. 38 ± 40 Finally, it is worth noting that energetically unfavorable residues include not only those that are destabilized electrostatically, but also residues in strained conformations and (often, but not necessarily) residues with exposed hydrophobic groups. The potential importance of the latter type of residues has been repeatedly demonstrated, as they are often implicated as binding sites for other molecules.
9 ± 10 The mapping of the electrostatically destabilizing residues to the protein surface, where their proximity to hydrophobic groups can be assessed (Figure 6 ), can be considered a ®rst step toward combining the two types of information. It is also worth noting that an alternative method of describing residue energetics has been developed by Freire and co-workers. In their model, the energetics are equated (primarily) with the degree to which the residue is buried. When combined with an intelligent and computationally intensive sampling procedure, their method also appears useful for identifying stabilizing and destabilizing residues, and by implication, binding sites in proteins. 41 An approach that combines the detailed electrostatics of the present approach with the surface area-based energetics of the above, may ultimately prove to be of even better predictive ability.
Methods
Throughout this work, electrostatic energies of charged and polar residues are calculated using continuum electrostatics methods (for a review, see Honig & Nicholls 42 ). These methods, which are based on the Poisson-Boltzmann formalism, are commonly used to investigate questions of protein stability. 19, 34, 39, 40, 43 The approach that is followed here closely mirrors these studies and in particular is more or less identical with that used by Tidor and co-workers, to whose work the reader is referred for further details. 19, 34 Brie¯y, calculations are performed with the aim of quantifying the change in electrostatic free energy ÁG elec , that results when a given amino acid side-chain is transferred from aqueous solution (in which state it is assumed not to interact with other side-chains) into the fully folded protein. Standard expressions are used for calculating the electrostatic free energies in the two environments. Subtracting the two results gives a value for ÁG elec , relative to that obtained in a reference state in which the residue that has all its partial charges set to zero (see Spector et al. 19 and Elcock et al. 33 for further discussion of this subject). Structures of all the proteins investigated here were obtained from the Protein Data Bank{. Missing sidechains and hydrogen atoms were added to all structures using the WhatIf web interface 44 {: the correct positioning of hydrogen atoms can be crucial for reasonable results with continuum methods. 45 All aspartate, glutamate, lysine and arginine residues were assumed to be in their charged forms, whilst the protonation states of histidine residues were assigned on the basis of their potential for hydrogen bonding interactions. Electrostatics calculations were performed with the ®nite difference PB program UHBD, 46 with partial charges and radii for all atoms being assigned from the PARSE parameter set. 47 Note that since this parameter set assigns zero charges to all atoms of hydrophobic side-chains, the electrostatic folding free energies of all such side-chains are zero. The ionic strength was set to 100 mM, and solvent and protein dielectric constants were set to 78.40 and 12.0, respectively. The latter value is in line with the results of recent analyses of the effects of placing charged amino acid side-chains in highly desolvated environments. 48 Depending on the size of the protein, calculations were performed using an initial grid of dimensions 50 A Ê Â50 A Ê Â50 A Ê Â4-6 A Ê , followed by four successive``focusing'' steps to a ®nal grid resolution of 0.25 A Ê . For proteins solved by NMR techniques, the analysis was carried out on all structures and the calculated energies for each residue in turn were Boltzmann-weighted. Since the calculated ÁG elec values can often be sensitive to idiosyncrasies of a solved structure (see Results), this weighting ensures that the results are not overly affected by the presence in the sample of a single structure in which a residue ®nds itself in a highly energetically unfavorable environment.
To test the likely validity of the hypothesis that electrostatically destabilizing charged residues are important for function, a large-scale analysis of 216 proteins was conducted. The structures chosen for analysis are a subset of 969 non-redundant structures identi®ed by Nussinov's group}. 49 Because of maddening inconsistencies in the way that residues are numbered in PDB ®les, it is often dif®cult to correctly match residues with their entries in a sequence ®le. Accordingly, structures for which discrepancies arose were eliminated (this usually involved structures for which residues are missing in the PDB ®le). Also eliminated from consideration were structures with very few similar sequences (see below), and structures with fewer than 25 charged residues. The remaining 216 structures and chain identi®ers are listed in Table 3 . For each protein, similar sequences were identi®ed by a BLAST search 50 of the non-redundant database. 51 Following this search, multiple sequence alignments for each protein were constructed using CLUSTALW. 52 Finally, the sequence entropy, s, at each position in the sequence was then calculated as described: 53 { Available online at http://www.rcsb.org { Available online at http://cmbi1.cmbi.kun.nl:1100/ WIWWWI } Available online at http://protein3d.ncifcrf.gov/tsai
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where p(i) is the probability that the position in the sequence is occupied by a residue of type i. In order to distinguish conservative mutations (e.g. the exchange of isoleucine by valine) from non-conservative changes (e.g. the replacement of isoleucine by arginine), we divide the 20 amino acids into the following six groups: (1) Arg, Lys; (2) Asp, Glu; (3) His, Phe, Trp, Tyr; (4) Asn, Gln, Ser, Thr; (5) Ala, Ile, Leu, Met, Val, Cys; (6) Gly, Pro. This is the grouping scheme used by Mirny & Shakhnovich. 54 The summation in equation (1) is therefore conducted over six residue groups, not over 20 residue types. List of 216 proteins investigated in a large-scale analysis. Protein Data Bank codes are followed by the chain identi®er (where applicable) of the chain for which calculations were conducted.
