Abstract-A standard assumption in traditional (deterministic and stochastic) optimal (minimizing) linear quadratic regulator (LQR) theory is that the control weighting matrix in the cost functional is strictly positive definite. In the deterministic case, this assumption is in fact necessary for the problem to be wellposed because positive definiteness is required to make it a convex optimization problem. However, it has recently been shown that in the stochastic case, when the diffusion term is dependent on the control, the control weighting matrix may have negative eigenvalues but the problem remains well-posed! In this paper, the completely observed stochastic LQR problem with integral quadratic constraints is studied. Sufficient conditions for the wellposedness of this problem are given. Indeed, we show that in certain cases, these conditions may be satisfied, even when the control weighting matrices in the cost and all of the constraint functionals have negative eigenvalues. It is revealed that the seemingly nonconvex problem (with indefinite control weights) can actually be a convex one by virtue of the uncertainty in the system. Finally, when these conditions are satisfied, the optimal control is explicitly derived using results from duality theory.
I. INTRODUCTION

I
N traditional linear quadratic regulator (LQR) theory, it is a standard assumption that the control weighting matrix in the cost functional is strictly positive definite; for example, see Anderson and Moore [1] . In the deterministic case, this is necessary for there to exist a finite optimal cost that is achievable by a unique optimal control. In fact, this assumption means that an energy or penalty cost is associated with the control that tries to drive the system state as close as possible to a desirable position, which is clearly a sensible assumption. Under this assumption, there is a tradeoff between the closeness of the state from the target and the size of the control, and the controller has to carefully balance the two in order to achieve an overall minimum cost. On the other hand, if the control weighting matrix is negative (which means that the control energy is rewarded rather than penalized), then the The authors are with the Department of Systems Engineering and Engineering Management, The Chinese University of Hong Kong, Shatin, N.T., Hong Kong (e-mail: xyzhou@se.cuhk.edu.hk).
Publisher Item Identifier S 0018-9286(99) 05461-6. cost can be made arbitrarily negative by choosing a sufficiently large control input (assuming that there is no restriction on the control size); that is, the larger the control size, the better. Indeed, this is no longer an optimization problem because it does not involve making tradeoffs. The problem is trivial or illposed. Mathematically, the cost functional becomes concave when the control weighting matrix is negative. Minimizing this cost function over the whole space is meaningless (trivial). The extension of deterministic LQR control to the stochastic case, or the so-called linear-quadratic-Gaussian (LQG) problem, has been a notable and active research area in engineering design and applications (see Athans [2] , Bensoussan [4] , Davis [6] , Wonham [13] , and the references therein). In the literature on the stochastic LQR problem, however, positive definiteness of the control weight is generally taken for granted. In such a case, there appears to be little difference between the deterministic and the stochastic LQR problems. Indeed, the optimal control for both of these problems is given by a linear state feedback, the feedback gain being identical in both cases and determined by the solution of a backward Riccati equation.
However, recent results by Chen et al. [5] show that some stochastic LQR problems are nontrivial even when the control weighting matrix is indefinite (in particular, negative definite), if the diffusion term in the state equation is dependent on the control. Such a situation corresponds to the case when the control input influences the variance of the disturbances to the system. Let us illustrate this by taking an example from [5] for the reader's convenience. The following deterministic LQR problem: minimize subject to (1) is not well-posed. In fact, as . Now, consider a stochastic version of (1) minimize subject to (2) 0018-9286/99$10.00 © 1999 IEEE Substituting into the cost functional, we obtain via a simple calculation (3) Thus, the stochastic optimization problem is well-posed with the optimal control . This simple example shows that the LQR problem turns out to be interesting in the stochastic case even when large controls are beneficial rather than costly because the additional uncertainty from using a large control may be "expensive." Indeed, uncertainty leads to an additional cost which should be included in the total cost, as can be seen from (3) in the above example (in which the expected "uncertainty cost" is ). It should be emphasized that this kind of problem is not fictitious, with only mathematical interest or significance. In fact, many real-world problems can be modeled by systems of this type. One such example is the investment versus pollution model which is discussed in [5] . Furthermore, the study of these problems may enable us to obtain a more complete understanding of the deep role that uncertainty is playing in stochastic systems.
Generally speaking, suppose that in a deterministic minimization (respectively, maximization) problem, we have the situation that the cost decreases (respectively, the profit increases) as the activity level of the decision-maker increases.
(A typical example of such a situation is an investment that is "guaranteed" to be profitable if the risk were to be ignored.) Then the problem is trivial or ill-posed. (In this example an "optimal" policy would be to put all the available money into that investment.) In a stochastic environment, however, suppose the uncertainty increases as the magnitude of the activity level increases and that greater uncertainty results in an additional cost. Then there is a tradeoff between the activity level and the uncertainty, and the problem becomes meaningful. (In the above example, if there is risk in the investment and the risk increases with the size of the investment, then investing all the money may no longer be an optimal policy.) Once again the key that makes the problem sensible is the uncertainty. For example, in a bull stock market where investing in most of the stocks seems to have a positive expected return, it is still not wise to put all the money into it ("the larger the better") because the uncertainty is costly and must be taken into account. Needless to say, such phenomena may occur in a much wider class of optimization problems that go beyond linear systems and optimal control problems.
In [5] , a new type of Riccati equation, called a stochastic Riccati equation, is introduced and its solvability is shown to be sufficient for the well-posedness of the stochastic LQR problem with an indefinite control weighting matrix. By virtue of this, one can obtain the allowable values of the control weight for which the LQR problem is well-posed along with an optimal feedback control policy.
The problems considered in [5] are unconstrained. It is notable that while many applications of optimal control theory are constrained problems, the constrained LQR problem has not captured the same attention as the unconstrained LQR case. Developing a deeper understanding of constrained LQR problems, as well as efficient algorithms for solving them, will have a big impact in a number of applications.
One reason for the popularity of unconstrained LQR control is that many design objectives are naturally expressed in terms of minimizing a quadratic cost. In many applications, however, not one but many objectives must be achieved simultaneously. Minimizing a cost function without due consideration to the other specifications is unlikely to yield a satisfactory design. In order to develop a systematic approach to multi-objective problems, each performance specification must be considered explicitly, usually in the form of constraints. More precisely, in order to find the so-called efficient frontier of a multi-objective problem, a common approach is to study a single-objective problem where one of the original objectives is to be optimized subject to constraints in terms of other objectives. Since many objectives can be expressed as integral quadratic cost functions, it is important therefore to study LQR problems subject to integral quadratic constraints.
A good example is given in [7] where the problem of controlling a high-performance aircraft is studied. This is a difficult problem because the aircraft needs to fly in a number of different flying conditions. Furthermore, there are strict performance specifications which must be adhered to in all flying conditions. It is shown in [7] that performance specifications (such as the response of the aircraft to joystick inputs, as well as its response to external disturbances such as wind gusts) can be expressed in the form of integral quadratic constraints. Other applications can be found in the problem of controlling certain space structures as well as industrial process control; for more details see [12] . In general, LQR control with integral quadratic constraints is a useful framework in which to study many problems where there are many distinct performance criteria that must be satisfied concurrently.
Another important reason for studying the LQR optimal control problem with integral quadratic constraints is that the solution to this problem can be used to solve more general constrained optimal control problems. In [11] , it is shown that a large class of constraints can be written as integral constraints (with a generally nonlinear integrand). An algorithm for solving these problems can be obtained by generalizing the so-called sequential quadratic programming algorithm [10] . A key step in sequential quadratic programming is being able to solve the quadratic approximation of the original problem efficiently. In the context of optimal control with integral constraints, these quadratic approximations are precisely LQR problems with integral quadratic constraints.
It should be noted that most of the algorithms for solving LQR optimal control problems with integral quadratic constraints are computationally demanding. However, an efficient algorithm that overcomes this limitation has recently been developed [8] . Using duality theory, the optimal feedback control is obtained for stochastic systems in which the diffusion coefficient is independent of the state and the control, and the control weighting matrices in the cost and constraints are positive definite. Note that duality theory is effective in [8] due to the convexity of the problem, which comes from the positive definiteness of the control weighting matrices.
In this paper, we consider the completely observed stochastic LQR problem with integral quadratic constraints. Unlike [8] , we do not assume that the control weighting matrix in any of the cost or constraint functionals is positive definite. Building on the results of Chen et al. [5] , sufficient conditions under which the optimal control can be determined explicitly are presented via a set of Riccati equations. In fact, it is shown that these conditions are the conditions for strict convexity of the cost and constraint functionals (although the control weighting matrices are indefinite!). Duality theory can then be applied to obtain an optimal control.
The paper is organized as follows. In Section II, the problem formulation is given. In Section III, conditions for strict convexity of the cost and constraint functionals are derived. In Section IV it is shown that under the same conditions the optimal control can be obtained explicitly. We end with a brief conclusion in Section V.
II. PROBLEM STATEMENT
Let
; be a given filtered probability space with a standard one-dimensional Brownian motion on . Consider the following Ito stochastic differential equation: (4) where is the initial state associated with (4) . Note that we assume the Brownian motion to be one-dimensional for notational simplicity only; there is no essential difficulty in the subsequent analysis with a multidimensional Brownian motion.
For a given Hilbert space with norm , , and such that , we define the following Banach space:
is an -valued -measurable process on with (5) with norm (6) In the deterministic case, we shall simply write the space (5) as and its associated norm (6) is . We also denote by the Banach space of -valued continuous functionals on with the max-norm induced by . The class of admissible controls associated with (4) is the set . Given , the pair shall be referred to as an admissible pair if is a solution of the stochastic differential equation (4) associated with .
Given any , , the cost and constraint functionals are given by
Throughout this paper, we shall assume that (8) where and refer to the set of all symmetric and nonnegative symmetric -valued matrices for any positive integer , respectively. Under the above assumption, the system equation (4) admits a unique solution for a given control . We emphasize that unlike the conventional case, the control weighting matrices may be indefinite. Given , the constrained optimal control problem considered in this paper is as follows: minimize subject to . . . satisfies (4).
Since the results of this paper are built on those of [5] , for the reader's convenience let us state some related results in [5] before concluding this section. Consider the following unconstrained stochastic LQR problem: minimize subject to (10) where all the coefficients , etc., satisfy the same conditions as (8) . Consider an associated stochastic Riccati equa-tion 1 introduced in [5] (11) and the conventional Riccati equation (12) where with denoting the set of all symmetric, positive definite -valued matrices. From the classical theory of Riccati equations, (12) 
III. CONVEXITY
At first glance it seems that the optimal control problem (9) is not convex due to the indefiniteness of the control weighting matrices. However, by virtue of the underlying uncertainty it is (under some conditions) indeed a convex optimization problem which can be solved using convex analysis and duality theory. In this section, we derive a set of sufficient conditions under which the cost and constraint functionals defined by (7) 
1 Although the stochastic Riccati equation (11) itself is clearly deterministic, it is actually a nontrivial special case of the equation that is introduced in [5] , which is deterministic under the assumptions of this paper. We still call it stochastic Riccati equation because it corresponds to a stochastic LQR problem. and the process ; be the solution of (4) , then this condition is automatically satisfied. Indeed, taking is sufficient since the solution of the associated Riccati equation (21) is always nonnegative definite. Finally, the result in Proposition 1 shows that the condition for solvability of the unconstrained LQR problem (as studied in [5] ) is actually also a condition for strict convexity of the cost functional associated with the LQR problem.
IV. OPTIMAL CONTROL
By Proposition 1, we have a sufficient condition (22) which guarantees that the cost and constraint functionals , , are strictly convex. In fact, under this condition and the following assumption, (9) can be solved explicitly and the optimal control determined.
Assumption 1: There exists at least one which is feasible for (9) .
In order to prove that (9) has a unique optimal solution, we need to verify (among other things) that the feasible set of (9) is bounded in . The boundedness would hold automatically if at least one of the control weighting matrices , , were positive definite. It is, however, not necessarily true in general when all the are indefinite. Lemma 2: Suppose that there exists and such that . Then the set of all that satisfy the constraints in (9) is a bounded set in ; ; .
Proof: Due to the decomposition (16) we may assume without loss of generality that in the state equation (4), namely, that . By assumption (8) , there is a constant such that every admissible pair must satisfy for all . Therefore, to prove the lemma it suffices to show that the set of all satisfying the constraints in (9) is bounded in . To this end, we first show that for the index specified in the lemma and any satisfying the constraints in (9) , it holds (24) Indeed, fix . Under the condition of the lemma, the stochastic Riccati equation (20) 27) is a strictly convex optimization problem on the Hilbert space . By Assumption 1 and the convexity of , the feasible set for (27) is nonempty and convex. Clearly the feasible set is closed. Moreover, by Lemma 2 the feasible set of (27) is bounded in the norm of . In summary, the constraints of (27) define a nonempty bounded closed convex subset of the Hilbert space . Since every continuous convex functional defined on a Hilbert space achieves its minimum on every nonempty bounded closed convex set [3, Th. 2.6.1], it follows that there exists which is optimal for (27). Furthermore, the uniqueness of follows from the strict convexity of . Clearly, is the unique optimal admissible pair for (9) .
Under the so-called Slater condition, duality theory can be used to determine the optimal control when the cost and each of the constraint functionals satisfies the condition for strict convexity, as stated in Proposition 1. The Slater condition, which we shall assume, is stated as follows.
Assumption 2-Slater Condition: For every , (not all equal to zero), there exists an admissible pair such that A sufficient condition for Assumption 2 to hold is the existence of an admissible pair such that , for every , namely, the feasible set of (9) has an interior point.
To begin, for every , we define the Lagrangian as follows: (28) where . It follows that where and
Note that by assumption (8), and , while may be positive, negative, or indefinite. Given any , we have the associated dual functional
This is an unconstrained LQR problem with an indefinite control weighting matrix in the cost of the form (10) and as studied in [5] . Hence, associated with the minimization in (30) is the following ( -dependent) Riccati equation:
(31) We now consider the existence and uniqueness of solutions of the Riccati equation (31) for any . While one can give a necessary and sufficient condition similar to (22), it is hard to verify and use since it must involve , etc., that are not given a priori in (9) . Fortunately, we will show that the condition of Theorem 1 is necessary and sufficient for the solvability of (31) for any . To this end, consider the mapping where is the solution of the conventional Riccati equation
is a concave mapping from to . Proof: Note first that is a convex set.
Given (32) The result follows from the definition of . [5, Th. 3.2] , the optimal control problem associated with (the right-hand side of) the dual cost functional (30) is well-posed, with the optimal cost given by (43).
It is interesting to note that the set of conditions (35), which ensures the strict convexity of (see Proposition 1), turns out to be necessary and sufficient for the existence of solutions to the Riccati equation (31) (see [5, Th. 4.2] ) based on which the minimization problem in (30) can be explicitly solved.
By the Lagrange Duality theorem [9] , we have the following result.
Theorem 3: Consider the LQR problem with integral quadratic constraints (9) . Suppose that the conditions of Theorem 1 along with the Slater condition are satisfied. Then there exists which is optimal for the problem maximize subject to (44) Furthermore, the unique optimal control for (9) is where is the solution of the Riccati equation in (44) corresponding to .
Proof: Under the conditions of the theorem, it follows from Proposition 1 that (9) is a convex optimization problem over . The existence of a unique optimal control follows from Theorem 1 and the remainder of the result follows from the Lagrange Duality theorem [9, Th. 1, p. 224] which is necessary and sufficient for optimality when the cost and constraint functionals in (9) are convex with respect to and Assumption 2 is satisfied.
Note that the dual problem (44) is concave in . This is a consequence of the convexity of the "primal" problem (9) with respect to . Moreover, the dual problem (44) is a finite-dimensional optimization problem that can be solved using gradient-type optimization algorithms, so long as the gradient of the dual cost functional (43) with respect to can be calculated. These gradients are derived in [8] and are given as follows: where is the optimal control for the dual problem (30) corresponding to the given . By the conditions of the theorem, it follows from Theorem 2 that for every , (31) has a unique solution . Moreover, as shown in [5] , the optimal control for (30) corresponding to this is given by . By Ito's formula, it is easily shown that is given by (45). To conclude this section, we point out that the results in this paper can easily be extended to the case where the system dynamics (4) have additional nonhomogeneous terms in both drift and diffusion. In this case, for the unconstrained problem (10), another ordinary differential equation [in addition to the stochastic Riccati equation (11) ] is required to handle the cross terms in the cost that result from the nonhomogeneous terms. The corresponding minimum cost would also involve an additional first-order term; for details see [14, Ch. 6, Sec. 6] . Based on this, results similar to Theorems 4.2-4.4 for the constrained problem can be obtained, using exactly the same techniques that have been used in this paper.
V. CONCLUSION
In this paper, we have studied the LQR control problem with integral quadratic constraints. In particular, we have shown that a standard assumption, namely that the control weights in the cost functional and each of the constraint functionals are strictly positive definite, is not necessary for us to obtain the optimal control explicitly when the diffusion term in the state equation is dependent on the control term. In fact, the control weighting matrix in any of these functionals may have negative eigenvalues. By showing that the solvability condition for the corresponding stochastic Riccati equation is actually the condition for the strict convexity of the cost or constraint functional, we have derived a set of sufficient conditions for which the optimal control for the constrained problem can be determined explicitly.
It should be emphasized that for a given problem, the key conditions for well-posedness (22) as derived in this paper, are easy to verify as they only involve the solutions of the conventional Riccati equation. The conventional Riccati equation is well understood, and techniques for solving it have been extensively developed (both analytically and numerically). Indeed, by using these results, the allowable ranges of the problem data (especially those of ) can be obtained or estimated; see [5, The study of stochastic LQR control with control-dependent diffusions and the associated stochastic Riccati equation, which was started in [5] , is a new, challenging endeavor.
There are many open problems remaining. For example, what happens if the diffusion term of (4) depends on the state? How can we solve the problem with random coefficients etc.? By studying these problems, a better understanding of the deep nature of uncertainty is expected to be captured. This paper only deals with linear systems with a quadratic cost and quadratic constraints. However, for a class of general constrained nonlinear systems these results may be used to obtain (near-or sub-)optimal controls via the so-called sequential quadratic programming technique (see [10] , for example). In sequential quadratic programming, the original nonlinear optimization problem is tackled by solving a sequence of quadratic approximations, with the solution of each successive approximation being an improved estimate of the optimal solution. This algorithm is well understood in the finitedimensional case. In the context of optimal control, quadratic approximations are the constrained LQR problems that have been studied in this paper. Important questions include determining the conditions under which local/global convergence is guaranteed and the rate at which this occurs. This is the topic of ongoing work.
The results and the methodologies developed in this paper and its preceding paper [5] may also open up a possible way of tackling stochastic nonlinear optimal control problems with possibly concave costs and/or constraints.
