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Abstract— In this paper, we first study a two-user inter-
ference channel with generalized feedback. We establish an
inner bound on its capacity region. The coding scheme that
we employ for the inner bound is based on an appropriate
combination of Han-Kobayash rate splitting and compress-
and-forward at the senders. Each sender compresses the
channel output that is observes using a compression scheme
that is a`-la Lim et al. noisy network coding and Avestimeher
et al. quantize-map-and-forward. Next, we study an injective
deterministic model in which the senders obtain output
feedback only intermittently. Specializing the coding scheme
of the model with generalized feedback to this scenario, we
obtain useful insights onto effective ways of combining noisy
network coding with interference alignment techniques. We
also apply our results to linear deterministic interference
channels with intermittent feedback.
I. Introduction
The interference channel (IC) models situations in which
separate senders communicate with distinct destinations over
a common channel. In this model, the signal transmitted by
one sender constitutes interference in the eyes of other sender-
receiver pairs. The study of the IC was initiated by Shannon
[1] and further studied by Ahlswede [2] and Carleial [3].
The capacity region of the IC is still unknown, and the best
achievable rate region to date is due to Han and Kobayashi
[4].
It is well known that feedback does not increase the capac-
ity of memoryless point-to-point communication channels.
However, feedback can enlarge the capacity in multiuser
channels by enabling statistical cooperation among the trans-
mitters (see, e.g., [5] and references therein). For interference
networks with feedback, the choice of an appropriate form of
users cooperation for managing interference depends highly
on the quality of feedback signals that the transmitters get.
For example, when the feedback is perfect or noiseless users
can perform partial decode-and-forward or variants of it;
and this offers substantial rate gains. In this case, capacity
gains can even be unbounded if the feedback is free of
cost [6]. Partial decode-and-forward type cooperation can
also be exploited for managing interference in certain noisy
feedback settings [7]. For other settings, impairments on the
feedback links may render the feedback signals so weak that
requiring each transmitter to decode all or part of other users
messages may only lead to stringent rate constraints. In such
settings, schemes in which senders perform compressions of
the observed feedback signals may be more appropriate.
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Fig. 1. Memoryless interference channel with generalized feedback
(IC-GF) with two source-destination pairs.
In this paper, we first study a two-user memoryless interfer-
ence channel with generalized feedback (IC-GF). We establish
an inner bound on its capacity region. The coding scheme
that we employ for the proof of the inner bound is based on
an appropriate combination of Block-Markov coding, Han-
Kobayashi rate-splitting [4] and compression at the encoders
[8]. An important ingredient of the coding scheme is how
the compression is performed at the encoders. Note that since
the destinations generally observe distinct outputs signals, for
this model compressions that perform binning at the encoders
and unique decoding of the compression indices, i.e., a`-la
Wyner-Ziv [9], may result in rates that are limited by the worst
side information. For this reason, two important features
of the compression in our coding scheme are 1) standard
compression without Wyner-Ziv binning and 2) non-explicit
decoding of the compression indices. That is, the compression
is a`-la Lim et al. noisy network coding [10] or Avestimeher et
al. quantize-map-and-forward [11].
Next, we apply the results to El Gamal and Costa injective
deterministic IC [12], with additional feedback given only
intermittently to the transmitters. In this model, at each time
instant, each encoder either observes the previous channel
output of its corresponding receiver or an erasure symbol,
depending on a binary valued state variable. Aspects of
intermittence have been studied in some related works in
the literature, such as for a linear deterministic interference
channel in [13], [14] and for a multiaccess channel in [15]. By
specializing the aforementioned inner bound to this model,
we show that the scheme reduces to one in which noisy-
network coding is combined appropriated with interference
alignment.
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II. Problem Setup
Consider the two sender-receiver (2-user) pair discrete
memoryless interference channel with generalized feedback
IC-GF (X1×X2, p(y1, y2, y3, y4|x1, x2),Y1×Y2×Y3×Y4) shown
in Figure 1. It consists of two input alphabets X1, X2, four
output alphabets Y1, Y2, Y3 and Y4, and a collection of
conditional probability mass functions p(y1, y2, y3, y4|x1, x2) on
Y1×Y2×Y3×Y4. All input and output alphabets are assumed
to be finite. Source k, k = 1, 2, has a message Wk that it wants
to transmit to Destination k. The messages W1 and W2 are
independent random variables drawn uniformly from the sets
W1 = {1, · · · ,M1} and W2 = {1, · · · ,M2}, respectively. The
channel is modeled as a memoryless conditional probability
distribution WY1 ,Y2 ,Y3 ,Y4 |X1 ,X2 so that the law governing n-
sequences of output letters is
PYn1 ,Yn2 ,Yn3 ,Yn4 |Xn1 ,Xn2 (y
n
1 , y
n
2 , y
n
3 , y
n
4 |xn1 , xn2)
=
n∏
i=1
WY1 ,Y2 ,Y3 ,Y4 |X1 ,X2 (y1,i, y2,i, y3,i, y4,i|x1i, x2i). (1)
Receiver k, k = 1, 2, guesses the messageWk that is intended
to it using its channel output Ynk+2.
Definition 1: For positive integers n, M1 and M2, an
(M1,M2,n, ) code for the interference channel with gener-
alized feedback consists of sequences of encoder mappings
φk,i :Wk×Yi−1k −→ Xk, k = 1, 2, i = 1, . . . ,n (2)
and decoding maps
ψk : Ynk+2 −→Wk, k = 1, 2 (3)
such that the maximum probability of error among the two
decoders does not exceed ,
max
k∈{1,2}
Pr[Wˆk ,Wk] ≤  (4)
The rate of messages W1 and W2 are defined as
R1 =
1
n
logM1 and R2 =
1
n
logM2,
respectively. A rate pair (R1,R2) is said to be achievable if for
every  > 0 there exists an (2nR1 , 2nR2 ,n, ) code for the channel
WY1 ,Y2 ,Y3 ,Y4 |X1 ,X2 . The capacity region Cic-gf of the interference
channel with generalized feedback (IC-GF) is defined as the
closure of the set of achievable rate pairs.
The results of this paper are only outlined. Detailed proofs
can be found in [16], [17].
III. Interference Channel with Generalized Feedback
A. Inner Bound
Let Pinic-gf stand for the collection of all random variables
(Q,U1,V1,U2,V2,X1,X2,Y1,Y2,Y3,Y4) such thatQ,U1,V1,U2,
V2, X1 and X2 take values in finite alphabets Q, U1, V1, U2,
V2, X1 and X2, respectively, and satisfy
PQ,U1 ,V1 ,U2 ,V2 ,X1 ,X2 ,Y1 ,Y2 ,Y3 ,Y4 (q,u1, v1,u2, v2, x1, x2, y1, y2, y3, y4)
= PQ(q)PU1 ,X1 |Q(u1, x1|q)PU2 ,X2 |Q(u2, x2|q)PV1 |U1 ,Y1 ,Q(v1|u1, y1, q)
·PV2 |U2 ,Y2 ,Q(v2|u2, y2, q)WY1 ,Y2 ,Y3 ,Y4 |X1 ,X2 (y1, y2, y3, y4|x1, x2).
(5)
The relations in (5) imply that V1 ↔ U1 ↔ X1, V2 ↔
U2 ↔ X2 and (U1,U2,V1,V2) ↔ (X1,X2) ↔ (Y1,Y2,Y3,Y4)
are Markov chains.
Define Rinic-gf to be the set of all rate pairs (R1,R2) such that
there exist non-negative numbers R10, R20 satisfying
R1 ≤ I(U1,V1,X1;Y3,U2,V2|Q) − I(V1;Y1|U1,Q) (6a)
R1 + R20 ≤ I(U1,V1,U2,V2,X1;Y3|Q) + I(U2,V2;U1,V1,X1|Q)
− I(V1;Y1|U1,Q) − I(V2;Y2|U2,Q) (6b)
R1 − R10 + R20 ≤ min
{
I(U1,V1,U2,V2,X1;Y3|Q)
− I(V1;Y1|U1,Q), I(U2,V2,X1;Y3|U1,V1,Q)
}
+ I(U2,V2;U1,V1,X1|Q) − I(V2;Y2|U2,Q) (6c)
R1 − R10 ≤ min
{
I(U1,V1,X1;Y3|U2,V2,Q),
I(U2,V2,X1;Y3|U1,V1,Q)
}
+ I(U2,V2;U1,V1,X1|Q)
− I(V1;Y1|U1,Q) − I(V2;Y2|U2,Q) (6d)
R1 − R10 ≤ I(X1;Y3|U1,V1,U2,V2,Q) + I(U2,V2;U1,V1,X1|Q)
(6e)
R2 ≤ I(U2,V2,X2;Y4,U1,V1|Q) − I(V2;Y2|U2,Q) (6f)
R2 + R10 ≤ I(U1,V1,U2,V2,X2;Y4|Q) + I(U1,V1;U2,V2,X2|Q)
− I(V1;Y1|U1,Q) − I(V2;Y2|U2,Q) (6g)
R2 − R20 + R10 ≤ min
{
I(U1,V1,U2,V2,X2;Y4|Q)
− I(V2;Y2|U2,Q), I(U1,V1,X2;Y4|U2,V2,Q)
}
+ I(U1,V1;U2,V2,X2|Q) − I(V1;Y1|U1,Q) (6h)
R2 − R20 ≤ min
{
I(U2,V2,X2;Y4|U1,V1,Q),
I(U1,V1,X2;Y4|U2,V2,Q)
}
+ I(U1,V1;U2,V2,X2|Q)
− I(V1;Y1|U1,Q) − I(V2;Y2|U2,Q) (6i)
R2 − R20 ≤ I(X2;Y4|U1,V1,U2,V2,Q) + I(U1,V1;U2,V2,X2|Q)
(6j)
for some joint distribution of the form (5).
Theorem 1: The capacity region of the interference channel
with generalized feedback satisfies
Rinic-gf ⊆ Cic-gf. (7)
Proof: An outline proof of the coding scheme that we use
for the proof of Theorem 1 is given in Section V. The associated
error analysis may be found in [17].
B. Comments
Remark 1: The proof of Theorem 1 is based on a Block-
Markov coding scheme in which each encoder sends a
compressed version of its output observation to the receivers,
in addition to public and private messages obtained through
rate splitting a`-la Han-Kobayashi [4]. A key ingredient of
our coding scheme is how the compression is performed
at the encoders. Note that since the destinations generally
observe distinct outputs signals, for this model compressions
that perform binning at the encoders and unique decoding of
the compression indices, i.e., a`-la Wyner-Ziv [9], may result
in rates that are limited by the worst side information. For
this reason, two important features of the compression in our
coding scheme are 1) standard compression without Wyner-
Ziv binning and 2) non-explicit decoding of the compression
indices. That is, the compression is a`-la Lim et al. noisy
network coding [10] or Avestimeher et al. quantize-map-and-
forward [11]. More precisely, unlike the original compress-
and-forward scheme by Cover and El Gamal [8] where every
information message is divided into blocks and different
submessages are sent over these blocks and then decoded
one at a time using the same codebook, here the entire public
and private messages are transmitted over all blocks using
codebooks that are generated independently, one for each
block, and the decoding is performed simultaneously using
all blocks. Also, like [10] and [11], at each block the compres-
sion index of the output that is observed at the previous block
is sent using standard rate distortion, not Wyner-Ziv binning.
At the end of the transmission, Receiver k, k = 1, 2, uses its
output from all blocks to perform simultaneous decoding of
the public message wk0 and private message wkk, without
uniquely decoding neither the public message sent by the
other encoder nor the compression indices.
Remark 2: In (11), the random variable Q serves as a time
sharing random variable; the random variable Uk, k = 1, 2,
carries the public message Wk0 sent by Encoder k and the
random variable Vk carries a compression of the output Yk.
The transmission takes place in B blocks. The message Wk,
k = 1, 2, is divided into independent parts, a public message
Wk0, sent at rate Rk0, and a private message Wkk, sent at
rate Rkk. At the beginning of block i, i = 1, . . . ,B, Encoder
k, k = 1, 2, does not compress only the output yk[i − 1]
that is has observed in block i − 1, but also the part of its
input of the last block that carries the public message. More
precisely, denote by uk[i − 1] := uk,i−1(wk0, tk,i−2) the part of
the input of Encoder k that is sent in block i − 1 and carries
the public message wk0 as well as the compression index tk,i−2
of the output yk[i − 2]. In block i, Encoder k first looks for
an appropriate compression index tk,i−1 of (uk[i− 1],yk[i− 1]),
and then sends xk,i[i] := xk,i(wk0, tk,i−1,wkk) generated on top
of uk[i] := uk,i(wk0, tk,i−1). That is, the private message wkk is
superimposed on top of the compression index tk,i−1, which
itself is superimposed on top of the public messagewk0. At the
end of the transmission, Decoder k, k = 1, 2, has collected all its
outputs (yk[1],yk[2], . . . ,yk[B]) from which it decodes jointly
the pair (wk0,wkk) of public and private messages transmitted
by the respective encoder, i.e., Encoder k, without uniquely
decoding neither the compression indices from both encoders
nor the public message from the other encoder.
IV. Injective Deterministic IC with Intermittent
Feedback
Consider the deterministic interference channel depicted in
Figure 2. The channel outputs are given by
Y3 = f3(X1,T2) and Y4 = f4(X2,T1) (8)
where T1 = t1(X1) and T2 = t2(X2) are functions of X1 and
X2, respectively. We assume that the functions f3 and f4 are
injective in t2 and t1, respectively. That is, for every x1 ∈ X1,
f3(x1, t2) is a one-to-one function of t2, and for every x2 ∈ X2,
f4(x2, t1) is a one-to-one function of t1. This class of interference
channels is motivated by noiseless Gaussian IC, where the
functions f3 and f4 are additions.
There are two feedback links, from Decoder 1 to Encoder
1 and from Decoder 2 to Encoder 2. We associate a state
sequence Snk , k = 1, 2, with the feedback link from Decoder
k to Encoder k. The feedback state sequences are possibly
correlated, with
pSn1 ,Sn2 (s
n
1 , s
n
2) =
n∏
i=1
pS1 ,S2 (s1i, s2i). (9)
Let {Sk[i] = 1}, k = 1, 2, i = 1, . . . ,n, denote the feedback
event in the feedback link from Decoder k to Encoder k at
time i, i.e., Yk[i] = Yk+2[i] — (the event {Sk[i] = ∗} then denotes
erasure in this feedback link at time i). We assume that
Pr(S1 = 1) = p1 and Pr(S2 = 1) = p2 (10)
and that the state sequences are revealed in a strictly causal
manner to both encoders.
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Fig. 2. Injective deterministic IC with intermittent feedback. Erasures
in the feedback link from Decoder k to encoder k, k = 1, 2, are governed
by the state sequence Snk .
The input signal from Encoder k, k = 1, 2, at time i,
i = 1, . . . ,n, can depend on all the past observations at the
encoder, i.e., Xk[i] = φk,i(Wk,Si−11 ,S
i−1
2 ,Y
i−1
k ). After n channel
uses, Decoder k, k = 1, 2, guesses an estimate Wˆk of message
Wk from its output Ynk+2.
A. Inner Bound
For convenience, we assume that ∗·0 = ∗·1 = ∗. Let, for
k = 1, 2, Y˜k = Sk·Yk. At time i, we have Y˜k[i] = Sk[i]·Yk[i]. Thus,
Y˜k[i] = Yk[i] if Sk[i] = 1 and Y˜k[i] = ∗ if Sk[i] = ∗. With these
notations, we have that, at time i, i = 2, . . . ,n, Encoder k gets
Y˜k[i−1] by means of the intermittent feedback from Decoder k.
Also, define T˜1 = S2·T1 and T˜2 = S1·T2. At time i, T˜1[i] = T1[i]
if S2[i] = 1 and T˜1[i] = ∗ if S2[i] = ∗. Similarly, T˜2[i] = T2[i]
if S1[i] = 1 and T˜2[i] = ∗ if S1[i] = ∗. Then, it is easy to see
that because the function f3 is injective in t2 for every x1, at
time i, i = 1, . . . ,n, Encoder 1 also knows T˜2[i − 1]. Similarly,
because the function f4 is injective in t1 for every x2, at time i
Encoder 2 knows T˜1[i−1]. Thus, at time i each encoder knows
both T˜1[i− 1] and T˜2[i− 1]. Let T˜ = (T˜1, T˜2) = (S2T1,S1T2). The
above means that, at time i, both encoders know the value of
the pair T˜[i − 1] = (T˜1[i − 1], T˜2[i − 1]).
Applying the coding scheme of Theorem 1 with the choice
Y1 = T˜2, Y2 = T˜1, and V1 = V2 = T˜ = (T˜1, T˜2) we
get the achievable region that will follow for the injective
deterministic IC with intermittent feedback.
Define Rinic-if to be the set of all rate pairs (R1,R2) such that
there exist non-negative numbers R10, R20 satisfying
R1 ≤ H(Y3|T2, T˜1, T˜2,Q) + H(T˜1|Q)
R1 + R20 ≤ H(Y3|Q)
R1 − R10 + R20 ≤ min
{
H(Y3|Q),H(Y3|T1, T˜1, T˜2,Q) + H(T˜2|Q)
}
R1 − R10 ≤ min
{
H(Y3|T2, T˜1, T˜2,Q),H(Y3|T1, T˜1, T˜2,Q)
}
R1 − R10 ≤ H(Y3|T1,T2, T˜1, T˜2,Q) + H(T˜1|Q) + H(T˜2|Q)
R2 ≤ H(Y4|T1, T˜1, T˜2,Q) + H(T˜2|Q)
R2 + R10 ≤ H(Y4|Q)
R2 − R20 + R10 ≤ min
{
H(Y4|Q),H(Y4|T2, T˜1, T˜2,Q) + H(T˜1|Q)
}
R2 − R20 ≤ min
{
H(Y4|T1, T˜1, T˜2,Q),H(Y4|T2, T˜1, T˜2,Q)
}
R2 − R20 ≤ H(Y4|T1,T2, T˜1, T˜2,Q) + H(T˜1|Q) + H(T˜2|Q).
(11)
Theorem 2: The capacity region of the injective determin-
istic interference channel with intermittent feedback satisfies
Rinic-if ⊆ Cic-if. (12)
Remark 3: Note that T1[i − 1] is the interference that Trans-
mitter 1 causes to Receiver 2 at time i − 1. However, because
the feedback from Decoder 2 is intermittent, at time i this
interference is seen by Encoder 2 as if it were (only) T˜1[i − 1].
Similarly, the interference T2[i−1] is seen by Encoder 1 at time
i as if it were (only) T˜2[i − 1]. With the choice V1[i] = V2[i] =
(T˜1[i − 1], T˜2[i − 1]), the coding scheme of Theorem 2 can be
viewed as an appropriate, non-trivial, combination of Lim et al.
noisy network coding [10] or Avestimeher et al.quantize-map-
and-forward [11] and the technique of interference alignment.
B. Linear Deterministic IC with Intermittent Feedback
In this section, we study an important special class of
injective interference channels with intermittent feedback: the
linear deterministic model [11] with intermittent feedback.
Here, X1 = X2 = Fq2 . The input-output relations at time i,
i = 1, . . . ,n, are given by
Y3[i] = H11X1[i] + H12X2[i], Y4[i] = H22X2[i] + H21X1[i]
(13)
where Xk[i], k = 1, 2, are binary vectors of length q denoting
the transmitted signals at time (or block i); Yk+2[i], k = 1, 2, are
binary vectors of same length denoting the received signals;
channel matrices (H11,H12,H21,H22) are such that, for (k, l) ∈
{1, 2}2, Hkl = Hq−nkl with H denoting the q×q shift matrix and
nkl are nonnegative numbers whose values are related to the
channel gains. The summation in (13) is in F2 (modulo 2).
The inner bound of Theorem 2 also applies to the linear de-
terministic model (13) with intermittent feedback, a channel
whose capacity region has been fully characterized recently
in [13, Theorem 3.1].
Define C be the set of all rate pairs (R1,R2) satisfying
R1 ≤ min {max(n11,n12), n11 + p2(n21 − n11)+)} (14a)
R2 ≤ min {max(n22,n21), n22 + p1(n12 − n22)+)} (14b)
R1 + R2 ≤ min
{
max(n11,n12) + (n22 − n12)+,
max(n22,n21) + (n11 − n21)+
}
(14c)
R1 + R2 ≤ max
{
n12, (n11 − n21)+
}
+ max
{
n21, (n22 − n12)+
}
+ p1 min
{
n12, (n11 − n21)+
}
+ p2 min
{
n21, (n22 − n12)+
}
(14d)
2R1 + R2 ≤ max(n11,n12) + max
{
n21, (n22 − n12)+
}
+ (n11 − n21)+ + p2 min
{
n21, (n22 − n12)+
}
(14e)
R1 + 2R2 ≤ max(n22,n21) + max
{
n12, (n11 − n21)+
}
+ (n22 − n12)+ + p1 min
{
n12, (n11 − n21)+
}
. (14f)
As stated [13, Theorem 3.1], the set C characterizes the ca-
pacity region of the linear deterministic interference channel
with intermittent feedback (13).
Remark 4: The coding scheme of Theorem 2 (which, itself,
can be obtained as an instance of that of Theorem 1) is
more general than that of [13]. At high level, however, the
two coding schemes share elements, in that the interferences
are aligned, compressed and then conveyed to the receivers.
However, there are also substantial differences amon the two.
In particular, by opposition to [13], the compression indices
are not uniquely decoded here; and simultaneous decoding
is employed instead of backward decoding.
V. Proof of Achievability (Theorem 1)
For convenience, we consider the case Q = ∅. Achievability
for an arbitrary time-sharing random variable Q can be
proved using the coded time-sharing technique [18].
As we mentioned previously, the transmission takes place
in B blocks. Also, message Wk, k = 1, 2, is divided into a
“public” message Wk0 that is sent at rate Rk0 and a “private”
message Wkk that is sent at rate Rkk. The total rate for message
Wk is then Rk = Rk0 + Rkk. The messages (W10,W11,W20,W22)
are sent over all blocks. We thus have BWk0 = nBRk0, BWkk =
nBRkk, N = nB, RWk0 = BWk0/N = Rk0 and RWkk = BWkk/N = Rkk,
where BWk0 is the number of public message Wk0 bits, BWkk is
the number of private message Wkk bits, N is the total number
of channel uses (over B blocks) and RWk0 and RWkk are the
overall rates of the public message Wk0 and private message
Wkk, respectively.
Codebook Generation: Fix a measure
PU1 ,V1 ,U2 ,V2 ,X1 ,X2 ,Y1 ,Y2 ,Y3 ,Y4 ∈ Pinic-gf. Fix  > 0, η10 > 0, η11 > 0,
η20 > 0, η22 > 0, δ1 > 0, δ2 > 0 and denote M10 = 2nB[R10−η10],
M11 = 2nB[R11−η11], M20 = 2nB[R20−η20], M22 = 2nB[R22−η22],
Mˆ1 = 2n[Rˆ1+δ1] and Mˆ2 = 2n[Rˆ2+δ2].
We randomly and independently generate a codebook for
each block.
1) For each block i, i = 1, . . . ,B, we generate M10Mˆ1 in-
dependent and identically distributed (i.i.d.) codewords
u1,i(w10, t′1,i) indexed by w10 = 1, . . . ,M10, t
′
1,i = 1, . . . , Mˆ1,
each with i.i.d. components drawn according to PU1 .
Similarly, for each block i, i = 1, . . . ,B, we generate
M20Mˆ2 independent and identically distributed (i.i.d.)
codewords u2,i(w20, t′2,i) indexed byw20 = 1, . . . ,M20, t
′
2,i =
1, . . . , Mˆ2, each with i.i.d. components drawn according
to PU2 .
2) For each block i, for each codeword u1,i(w10, t′1,i), we
generate Mˆ1 i.i.d. codewords v1,i(w10, t′1,i, t1,i) indexed
by t1,i = 1, . . . , Mˆ1, each with i.i.d. components drawn
according to PV1 |U1 .
Similarly, for each block i, for each codeword u2,i(w20, t′2,i),
we generate Mˆ2 i.i.d. codewords v2,i(w20, t′2,i, t2,i) indexed
by t2,i = 1, . . . , Mˆ2, each with i.i.d. components drawn
according to PV2 |U2 .
3) For each block i, for each codeword u1,i(w10, t′1,i), we
generateM1 i.i.d. codewords x1,i = (w10, t′1,i,w11)} indexed
by w11 = 1, . . . ,M1, each with i.i.d. components draw
according to PX1 |U1 .
Similarly, for each block i, for each codeword u2,i(w20, t′2,i),
we generate M2 i.i.d. codewords x2,i = (w20, t′2,i,w22)}
indexed by w22 = 1, . . . ,M2, each with i.i.d. components
draw according to PX2 |U2 .
Encoding: Suppose that a message pair (W1,W2) are to be
transmitted, with W1 = (w10,w11) and W2 = (w20,w22). As we
mentioned previously, (w10,w11) and (w20,w22) will be sent
over all blocks. We denote by yk[i− 1], k = 1, 2, i = 1, . . . ,B, the
GF output observed by Encoder k in block i. For convenience,
we let y1[0] = ∅ and t1,−1 = t1,0 = 1 (a default value). Similarly,
we let y2[0] = ∅ and t2,−1 = t2,0 = 1. The encoding at the
beginning of block i, i = 1, . . . ,B, is as follows.
Encoder 1 which has observed the GF output y1[i− 1], knows
t1,i−2 and looks for a compression index t1,i−1 ∈ [1 : Mˆ1] such
that v1,i−1(w10, t1,i−2, t1,i−1) is strongly jointly typical with y1[i−
1] and u1,i−1(w10, t1,i−2). If there is no such index or the GF
output y1[i − 1] is not typical, t1,i−1 is set to 1 and an error is
declared. If there is more than one such index t1,i−1, choose the
smallest. One can show that the encoding error in this step is
small as long as n large and
Rˆ1 > I(V1;Y1|U1). (15)
Encoder 1 transmits the vector x1,i(w10, t1,i−1,w11). Similarly,
Encoder 2 finds the appropriate compression index t2,i−1 as
long as n large and
Rˆ2 > I(V2;Y2|U2). (16)
Encoder 2 then transmits the vector x2,i(w20, t2,i−1,w22).
Decoding: We use simultaneous nonunique decoding. At
the end of the transmission, Decoder 1 has collected all the
blocks of channel outputs (y3[1], . . . ,y3[B]) and Decoder 2 has
collected all the blocks of channel outputs (y4[1], . . . ,y4[B]).
Decoder 1 estimates the pair (w10,w11) using all blocks
i = 1, . . . ,B, i.e., simultaneous joint decoding. It finds
the unique (wˆ10, wˆ11) s.t. u1,i(wˆ10, t1,i−1), v1,i(wˆ10, t1,i−1, t1,i),
x1,i(wˆ10, t1,i−1,w1,1), u2,i(w20, t2,i−1), v2,i(w20, t2,i−1, t2,i), y3[i] are
jointly typical for all i = 1, . . . ,B, for some w20 ∈ [1,M20]
some compression indices t1 = (t1,1, . . . , t1,B) ∈ [1, Mˆ1]B and
t2 = (t2,1, . . . , t2,B) ∈ [1, Mˆ2]B; otherwise it declares an error.
One can show that Decoder 1 obtains the correct (w10,w11) as
long as n and B are large and
R11 + R10 + Rˆ1 ≤ I(U1,V1,X1;Y3,U2,V2) (17a)
R11 + R10 + Rˆ1 + Rˆ2 ≤ I(U1,V1,U2,V2,X1;Y3)
+ I(U2,V2;U1,V1,X1) (17b)
R11 + R10 + R20 + Rˆ1 + Rˆ2 ≤ I(U1,V1,U2,V2,X1;Y3)
+ I(U2,V2;U1,V1,X1) (17c)
and
R11 ≤ I(X1;Y3|U1,V1,U2,V2)
+ I(U2,V2;U1,V1,X1) (18a)
R11 + R20 + Rˆ2 ≤ I(U2,V2,X1;Y3|U1,V1)
+ I(U2,V2;U1,V1,X1) (18b)
R11 + Rˆ1 + Rˆ2 ≤ I(U1,V1,X1;Y3|U2,V2)
+ I(U2,V2;U1,V1,X1) (18c)
R11 + Rˆ1 + Rˆ2 ≤ I(U2,V2,X1;Y3|U1,V1)
+ I(U2,V2;U1,V1,X1) (18d)
R11 + R20 + Rˆ1 + Rˆ2 ≤ I(U1,V1,U2,V2,X1;Y3)
+ I(U2,V2;U1,V1,X1). (18e)
Similarly, Decoder 2 finds the correct pair (w20,w22) if similar
constraints, that are obtained by swapping the indices 1 and
2 and substituting the index 3 with 4 in (17) and (18), hold.
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