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1. Introduction
L’étude du prolongement analytique de produits eulériens a suscité et suscite encore un grand
intérêt auprès de nombreux mathématiciens. En 1952, Dahlquist [6] a prouvé que si F est une
fonction analytique avec des singularités isolées à l’intérieur du cercle unité et vériﬁant F (0) = 1
alors
∏
p2 F (p
−s) possède un prolongement méromorphe au demi-plan s > 0. En 1972, la relation
g(s) =∑n1 φ(n)−s = ζ(s)h(s), où
h(s) =
∏
p2
(
1+ 1
(p − 1)s +
1
ps
)
(1)
fournit à Bateman [4] un prolongement analytique de g(s) au demi-plan s > 0 dont la seule singu-
larité est un pôle simple, de résidu ζ(2)ζ(3)ζ(6)−1, en s = 1.
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g(s) =
∑
(n,Q )=1
μ2(n)
ϕ(n)
σ (n)1−s = ζ(s)h(s),
où σ(d) et ϕ(d) représentent respectivement la somme des diviseurs positifs de l’entier d et la fonc-
tion d’Euler, Q le produit de tous les premiers plus petits que q, avec q premier, et
h(s) =
∏
pq
(
1− 1
ps
)∏
p>q
(
1+ 1
p − 1 (p + 1)
1−s
)(
1− 1
ps
)
,
lui permettant d’obtenir, pour z > 1, les estimations des sommes suivantes :
∑
σ (d)z
(d,Q )=1
μ2(d)
σ (d)
ϕ(d)
(
1− σ(d)
z
)
,
∑
σ (d)z
(d,Q )=1
μ2(d)
1
ϕ(d)
(
1− σ(d)
z
)
,
et
∑
σ (d)z
(d,Q )=1
μ2(d)
1
ϕ(d)
(
1− σ(d)
z
)2
.
Dans une autre direction, en 2006, Bhowmik, Essouabri et Lichtin [5] ont généralisé les proprié-
tés de prolongement méromorphe à des séries de Dirichlet à plusieurs variables qui possèdent un
développement en produit eulérien absolument convergent dans un domaine ouvert de Cn , n 2.
Dans ce papier, nous nous intéressons à une classe différente de séries de Dirichlet à deux va-
riables. Plus précisément, pour p0 un entier  2, 0 <m M , r˜(d), b(d) et q(d) des fonctions bornées
sur les puissances de nombres premiers plus grands que p0, nous considérons la classe de fonctions
C(p0,m,M, r˜,b,q). Nous disons qu’un couple de fonctions (a, r) ∈ C(p0,m,M, r˜,b,q) si a(d) est une
fonction multiplicative positive et r(d) une fonction multiplicative vériﬁant les hypothèses suivantes :
(1) ∀p  p0, ∀k 1, m a(pk) M ;
(2) ∀p  p0, ∀k 1, a(pk)−1 = 1+ b(pk)p ;
(3) ∀p  p0, ∀k 1, r(pk) = r˜(pk) + q(pk)p .
Nous étudions alors, pour s1 = σ1 + it1 et s2 = σ2 + it2, la série de Dirichlet :
g(s1, s2,a, r) =
∑
d1
r(d)
a(d)s1ds2
=
∏
p2
(∑
k0
r(pk)
a(pk)s1 pks2
)
=
∏
p2
gp(s1, s2,a, r). (2)
Concernant les fonctions a et r, nous avons opté pour des conditions individuelles et non en
moyenne sur a(pk) et r(pk) par simplicité et parce que c’est ce que nous trouvons le plus souvent
dans la pratique. Moralement, nous estimons que r˜(d) est un modèle connu de r(d) et que a(d)s1 va
se comporter comme 1. De façon plus précise, la fonction r˜(d) apparaît comme une approximation de
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ramener à ce cas-là.
Notons, pour ν et μ deux entiers  0, α  σ1  β (α, β deux réels) et k 1,
A = max(m−α,m−β,M−α,M−β) sup
pp0,k1
∣∣r(pk)∣∣+ sup
pp0,k1
∣∣r˜(pk)∣∣, (3)
P = max((2A)2μ+1(ν + 1)2μ+2 , Aν+1(3ν)!23ν+2,2(Γ∞(ν)Aν)2μ+1 , p0). (4)
L’expression de Γ∞(ν) sera donnée au cours de la démonstration (section 5, lemme 1). Nous avons,
par exemple Γ∞(1) = Γ∞(2) = 1.
Écrivons alors
g(s1, s2,a, r) =
∏
pP
gp(s1, s2,a, r)
gp(s1, s2,1, r˜)
g(s1, s2,1, r˜)h


P (s1, s2,a, r, r˜).
Voici les théorèmes que nous obtenons :
Théorème 1. Soit (a, r) ∈ C(p0,m,M, r˜,b,q). Pour α  σ1  β , si les produits eulériens
∏
pP
gp(s1, s2,a, r)
gp(s1, s2,1, r˜)
et g(s1, s2,1, r˜) (5)
se prolongent analytiquement jusque s2 > max(2−μ−1, (ν + 1)−1) alors g(s1, s2,a, r) se prolonge analyti-
quement jusque s2 > max(2−μ−1, (ν + 1)−1).
En 2008, Velásquez Castanón [13] démontre que le domaine maximal de méromorphie d’une cer-
taine classe de séries de Dirichlet est un ensemble dense, ouvert et simplement connexe du demi-plan
s > −1 (le demi-plan s > −1 privé d’un système de demi-droites horizontales). Cependant, la
classe de séries de Dirichlet qu’il étudie est plus restreinte que celle que nous considérons ici. En
effet, avec les notations que nous avons choisies ici, Velásquez Castanón [13] s’intéresse à la série de
Dirichlet g(s, s,a,1) où s ∈ C et a(d) une fonction multiplicative positive vériﬁant pour p premier et
k 1 entier
a
(
pk
)= 1− λ
p
+ O
(
1
p2
)
,
où λ est une constante réelle non nulle. Sa technique est similaire à la nôtre : elle consiste à multiplier
le produit eulérien par des puissances de dilatations s → ζ(ns), n > 0 de la fonction zêta de Riemann,
de façon à forcer la convergence du produit résultant dans un domaine plus large.
Théorème 2. Soit (a, r) ∈ C(p0,m,M, r˜,b,q). Si α  σ1  β , σ2  (ν + 1)−1 + η et σ2  1/2μ+1 + η, avec
η > 0, il existe une constante B = B(μ,ν,m,M,α,β,η,b,q, r˜, p0) telle que
∣∣h
P (s1, s2,a, r, r˜)∣∣ B logB(2+ |s1|)exp
(
B
(2+ |s1|)(1−σ2)ν
(1− σ2)ν log(2+ |s1|)
)
si σ2 < 1− log(ν log(2+ |s1|))
ν log(2+ |s1|)
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(
Bν log(2+ |s1|)
log(ν log(2+ |s1|))
)
si σ2  1− log(ν log(2+ |s1|))
ν log(2+ |s1|) .
1.1. Optimalité
Cette majoration est optimale pour ν = 1. En effet, en 1980, Queffélec [10] considère le produit
eulérien G(s) =∏∞n=1 1−n p−s2n−11−n p−s2n où {p1, . . . , pn, . . .} désigne l’ensemble des nombres premiers rangés
dans l’ordre croissant et (n) une suite de variables de Rademacher ∈ {±1} indépendantes. En notant,
pour une fonction f analytique dans un demi-plan vertical,
λ( f ,σ ) = inf{ξ  0/ f (σ + it) = O(eB|t|ξ ) quand |t| → ∞},
pour une certaine constante B , il établit que
λ(G,σ ) =
{
0 si σ > 1,
1− σ si 0 < σ  1.
Ce résultat nous permet ainsi d’aﬃrmer que la majoration concernant notre classe de fonctions
C(p0,m,M, r˜,b,q) obtenue au théorème 2 est optimale jusque s2  1/2. Le problème du caractère
optimal de cette majoration pour 0 < s2  1/2 reste ouvert.
Historiquement signalons que Bateman [4] établit, par une méthode analytique et pour s = σ + it ,
la majoration (h(s) étant déﬁnie par (1))
h(s)  exp{50|t|1−σ log log |t|}
pour |t| 8, 1/3 σ  1. Il en déduit, à l’aide de la formule de Perron, l’estimation
∑
ϕ(n)x
1− ζ(2)ζ(3)
ζ(6)
x  xe−c
√
log x log log x,
pour toute constante c < 1/
√
2.
En 1990, Balazard et Smati [2] ont montré que l’on pouvait retrouver cette majoration par une
autre méthode élémentaire, reposant sur la décomposition canonique n = ab où les facteurs premiers
de a sont tous  y alors que ceux de b sont > y.
Enﬁn, en 1998, Balazard et Tenenbaum [3] améliorent la majoration de h(s) grâce à l’étude de
sommes d’exponentielles du type
SN =
∑
M<pN
(p − 1)it
avec M < N  2M et |t| grand en fonction de M . Ce qui leur permet d’établir le résultat suivant : il
existe une constante positive a telle que
∑
ϕ(n)x
1− ζ(2)ζ(3)
ζ(6)
x  xexp
(
−a (log x)
3/5
(log log x)1/5
)
.
Une hypothèse de rationnalité en p concernant les gp(s1, s2,a, r) permettrait certainement d’amélio-
rer aussi notre résultat. Il est moins évident de pouvoir dire dans quelle mesure.
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Nous pouvons donner une expression complète de la fonction h
P (s1, s2,a, r, r˜). Déﬁnissons
Yk = Yk(p, s1) =
∑
(1,...,k)/∑k
i=1 i=k
C(1, . . . , k)
k∏
i=1
r(pi )
a(pi )s1
, (6)
Y˜k = Y˜k(p) =
∑
(1,...,k)/∑k
i=1 i=k
C(1, . . . , k)
k∏
i=1
r˜
(
pi
)
, (7)
Rν = Rν(p, s1, s2) =
∑
w0
( ∑
(1,...,w+ν+1)/∑w+ν+1
i=1 i=w+ν+1
C(1, . . . , w+ν+1)
w+ν+1∏
i=1
r(pi )
a(pi )s1
)
1
pws2
, (8)
et
R˜ν = R˜ν(p, s2) =
∑
w0
( ∑
(1,...,w+ν+1)/∑w+ν+1
i=1 i=w+ν+1
C(1, . . . , w+ν+1)
w+ν+1∏
i=1
r˜
(
pi
)) 1
pws2
(9)
où les C(1, . . . , k) sont des cœﬃcients entiers universels déﬁnis à la proposition 2. En particulier, ils
sont indépendants des fonctions a, r et r˜, des variables s1 et s2 et des paramètres μ et ν .
Nous avons alors
h
P (s1, s2,a, r, r˜) =
∏
p>P
[(
1+ Rν
p(ν+1)s2
)(
1+ R˜ν
p(ν+1)s2
)−1 ν∏
k=1
(
1− Y˜
2μ+1
k
p2μ+1ks2
)−1
×
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1k (Yk − Y˜k)
p jks2
− YkY˜
2μ+1−1
k
p2μ+1ks2
)]
.
1.3. Applications
Dans les applications que nous verrons par la suite, la forme précise sera rarement utile. Ce sont les
majorations, données dans le théorème ci-dessus, qui seront surtout intéressantes. Mais nous donnons
des exemples explicites à la section 2.
Cette approximation est très utile dans beaucoup de problèmes. Notamment dans la méthode de
convolution, que le lecteur pourra trouver dans [1] : celle-ci consiste à évaluer des moyennes de
fonctions multiplicatives en les approximant par une fonction déjà connue.
Les majorations permettent ensuite de combiner cette approximation à des méthodes de variable
complexe. Nous les utiliserons dans un article à venir pour traiter des sommes comme
∑
dX
σ (d)/dz
μ(d), (10)
où σ(d) représente la somme des diviseurs positifs de l’entier d, μ(d) la fonction de Möbius et 1
z X .
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La méthode utilisée ici est la suivante. Nous écrivons d’abord chaque facteur eulérien déﬁnissant
la série de Dirichlet comme un produit de facteurs élémentaires :
∑
k0
r(pk)
a(pk)s1 pks2
=
ν∏
k=1
(
1+ Yk
pks2
)(
1+ Rν
p(ν+1)s2
)
, (11)
ce qui fait apparaître le produit eulérien h
μ,ν,P (s1, s2,a, r, r˜). Nous réussissons ensuite à approcher
chaque facteur 1 + Ykp−ks2 grâce à l’approximation de r(pk)a(pk)−s1 par r˜(pk). Nos hypothèses
d’approximation font converger suﬃsamment le produit eulérien hμ,ν,P (s1, s2,a, r, r˜). Cette première
approximation par r˜ lorsque k = 1 se retrouve dans le travail de Halász [8], Montgomery [9] et
Ruzsa [11] ; eux ont recours à une première approximation complètement multiplicative. Tenir compte
des puissances successives est plus diﬃcile qu’attendu. Ce phénomène a déjà été observé en 1996 par
Friedlander et Iwaniec [7] qui décident de se restreindre aux entiers sans facteurs carrés pour limiter
les diﬃcultés techniques. La méthode employée dans ce papier permet d’inclure toutes les puissances.
Ce que nous utilisons permet de plus de traiter les deux variables en traitant toute l’uniformité dans
les cœﬃcients. Par ailleurs, la preuve est agencée de telle façon qu’il est assez facile d’évaluer la
constante B qui intervient dans la majoration du théorème 2.
2. Cas des entiers sans facteurs carrés
Notons r∗(d) = μ2(d)r(d) et déﬁnissons, pour ν un entier  0,
g(s1, s2,a, r
∗) =
∑
d1
r∗(d)
a(d)s1ds2
=
∏
p2
(
1+ r
∗(p)
a(p)s1 ps2
)
= hν(s1, s2,a, r∗)
∏
p2
(
1− r˜(p)
ps2
)−1 ∏
p2
ν∏
j=1
(
1+ r˜(p)
2 j
p2 j s2
)−1
.
Dans le cas des entiers sans facteurs carrés, nous obtenons une expression explicite du prolongement
donnée par la proposition suivante :
Proposition 1. Nous avons, pour ν  0,
hν(s1, s2,a, r
∗) =
∏
p2
(
1+
2ν+1−1∑
k=1
(−r˜(p))k−1
pks2
(
r(p)
a(p)s1
− r˜(p)
)
− r(p)r˜(p)
2ν+1−1
a(p)s1 p2ν+1s2
)
. (12)
Preuve. Démontrons cette égalité par récurrence sur ν .
Pour ν = 0, nous avons
h0(s1, s2,a, r
∗) = g(s1, s2,a, r∗)
∏
p2
(
1− r˜(p)
ps2
)
=
∏
p2
(
1+ r(p)
a(p)s1 ps2
)(
1− r˜(p)
ps2
)
=
∏
p2
(
1− r˜(p)
ps2
+ r(p)
a(p)s1 ps2
− r(p)r˜(p)
a(p)s1 p2s2
)
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∏
p2
(
1+ 1
ps2
(
r(p)
a(p)s1
− r˜(p)
)
− r(p)r˜(p)
a(p)s1 p2s2
)
.
Pour ν = 1, nous avons
h1(s1, s2,a, r
∗) = g(s1, s2,a, r∗)
∏
p2
(
1− r˜(p)
ps2
)∏
p2
(
1+ r˜(p)
2
p2s2
)
= h0(s1, s2,a, r∗)
∏
p2
(
1+ r˜(p)
2
p2s2
)
=
∏
p2
(
1+ 1
ps2
(
r(p)
a(p)s1
− r˜(p)
)
− r(p)r˜(p)
a(p)s1 p2s2
)(
1+ r˜(p)
2
p2s2
)
=
∏
p2
(
1+ r˜(p)
2
p2s2
+ p
2s2 + r˜(p)2
p3s2
(
r(p)
a(p)s1
− r˜(p)
)
− r(p)r˜(p)(p
2s2 + r˜(p)2)
a(p)s1 p4s2
)
=
∏
p2
(
1+ 1
ps2
(
r(p)
a(p)s1
− r˜(p)
)
− r˜(p)
p2s2
(
r(p)
a(p)s1
− r˜(p)
)
+ r˜(p)
2
p3s2
(
r(p)
a(p)s1
− r˜(p)
)
− r(p)r˜(p)
3
a(p)s1 p4s2
)
.
Supposons alors l’égalité vraie au rang ν et montrons-la au rang ν + 1. Nous avons
hν+1(s1, s2,a, r∗)
= g(s1, s2,a, r∗)
∏
p2
(
1− r˜(p)
ps2
)∏
p2
ν+1∏
j=1
(
1+ r˜(p)
2 j
p2 j s2
)
= hν(s1, s2,a, r∗)
∏
p2
(
1+ r˜(p)
2ν+1
p2ν+1s2
)
=
∏
p2
(
1+
2ν+1−1∑
k=1
(−r˜(p))k−1
pks2
(
r(p)
a(p)s1
− r˜(p)
)
− r(p)r˜(p)
2ν+1−1
a(p)s1 p2ν+1s2
)(
1+ r˜(p)
2ν+1
p2ν+1s2
)
,
par l’hypothèse de récurrence.
Or
(
1+
2ν+1−1∑
k=1
(−r˜(p))k−1
pks2
(
r(p)
a(p)s1
− r˜(p)
)
− r(p)r˜(p)
2ν+1−1
a(p)s1 p2ν+1s2
)(
1+ r˜(p)
2ν+1
p2ν+1s2
)
= 1+ r˜(p)
2ν+1
p2ν+1s2
+ p
2ν+1s2 + r˜(p)2ν+1
p2ν+1s2
2ν+1−1∑
k=1
(−r˜(p))k−1
pks2
(
r(p)
a(p)s1
− r˜(p)
)
− r(p)r˜(p)
2ν+1−1(p2ν+1s2 + r˜(p)2ν+1)
s1 2ν+2s2a(p) p
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2ν+1
p2ν+1s2
+
2ν+1−1∑
k=1
(−r˜(p))k−1
pks2
(
r(p)
a(p)s1
− r˜(p)
)
+ r˜(p)
2ν+1
p2ν+1s2
2ν+1−1∑
k=1
(−r˜(p))k−1
pks2
(
r(p)
a(p)s1
− r˜(p)
)
− r(p)r˜(p)
2ν+1−1
a(p)s1 p2ν+1s2
− r(p)r˜(p)
2ν+2−1
a(p)s1 p2ν+2s2
= 1+
2ν+1∑
k=1
(−r˜(p))k−1
pks2
(
r(p)
a(p)s1
− r˜(p)
)
+
2ν+1−1∑
k=1
(−r˜(p))k+2ν+1−1
p(k+2ν+1)s2
(
r(p)
a(p)s1
− r˜(p)
)
− r(p)r˜(p)
2ν+2−1
a(p)s1 p2ν+2s2
.
Ce qui, par un changement d’indice dans la deuxième somme, nous donne
1+
2ν+1∑
k=1
(−r˜(p))k−1
pks2
(
r(p)
a(p)s1
− r˜(p)
)
+
2ν+2−1∑
k=2ν+1+1
(−r˜(p))k−1
pks2
(
r(p)
a(p)s1
− r˜(p)
)
− r(p)r˜(p)
2ν+2−1
a(p)s1 p2ν+2s2
soit
1+
2ν+2−1∑
k=1
(−r˜(p))k−1
pks2
(
r(p)
a(p)s1
− r˜(p)
)
− r(p)r˜(p)
2ν+2−1
a(p)s1 p2ν+2s2
,
ce qui représente exactement l’égalité au rang ν + 1. 
Remarque. Cette égalité nous permet d’aﬃrmer que la fonction g(s1, s2,a, r∗) se prolonge analytique-
ment jusque s2 > 0.
Donnons des exemples plus précis de ces prolongements :
Exemple 1. Soit
g1(s) =
∑
d1
μ2(d)
ds
=
∏
p2
(
1+ 1
ps
)
. (13)
Nous avons, pour ν  0,
g1(s) = ζ(s)
∏
p2
ν∏
j=1
(
1+ 1
p2 j s
)−1 ∏
p2
(
1− 1
p2ν+1s
)
. (14)
Exemple 2. Soit
g2(s) =
∑
d1
μ2(d)φ(d)
ds+1
=
∏
p2
(
1+ p − 1
ps+1
)
. (15)
Nous avons, pour ν  0,
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∏
p2
ν∏
j=1
(
1+ 1
p2 j s
)−1 ∏
p2
(
1+
2ν+1∑
k=1
(−1)k
pks+1
− 1
p2ν+1s
)
. (16)
Exemple 3. Soit
g3(s1, s2) =
∑
d1
μ2(d)φ(d)s1
ds1+s2
=
∏
p2
(
1+ (p − 1)
s1
ps1+s2
)
. (17)
Nous avons, pour ν  0,
g3(s1, s2) = ζ(s2)
∏
p2
ν∏
j=1
(
1+ 1
p2 j s2
)−1
×
∏
p2
(
1+
2ν+1−1∑
k=1
(−1)k
pks2
(
1−
(
1− 1
p
)s1) (p − 1)s1
ps1+2ν+1s2
)
. (18)
Nous allons voir que le problème est beaucoup plus délicat lorsque nous passons des entiers sans
facteurs carrés à tous les entiers.
3. Cas des puissances plus grandes
3.1. Énoncé du problème
En considérant la variable s1 comme une constante, il est raisonnable de noter ρ(pk) = r(pk)a(pk)s1 et
d’étudier la série suivante
∑
k0
ρ(pk)
pks2
.
Dans un premier temps, nous ﬁxons le paramètre p et regardons la série
∑
k0 Xkπ
k .
La démarche est la suivante : nous transformons d’abord la somme
∑
k0 Xkπ
k en un produit de
facteurs, que nous qualiﬁons d’élémentaires, puis nous approximons chaque facteur élémentaire.
3.2. Conversion d’une somme en produit de facteurs élémentaires
Soit (Xk)k0 une suite de premier terme 1. Nous désignons par facteur élémentaire tout facteur
de la forme 1+ Ykπk , où Yk est un polynôme homogène de Z[(Xk)k0].
Proposition 2. Pour ν  0, il existe une série Rν ∈ Z[(Xk)k0]π de la forme
Rν =
∑
w0
( ∑
(1,...,w+ν+1)/∑w+ν+1
i=1 i=w+ν+1
C(1, . . . , w+ν+1)
w+ν+1∏
i=1
Xi
)
πw =
∑
w0
ρw,νπ
w (19)
telle que
∑
k0
Xkπ
k =
ν∏
k=1
(
1+ Ykπk
)(
1+ Rνπν+1
)
, (20)
où, pour k 1,
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∑
(1,...,k)/∑k
i=1 i=k
C(1, . . . , k)
k∏
i=1
Xi . (21)
Remarque. Pour ν = 0, nous considérons que le produit ∏0k=1(1+ Ykπk)−1 est égal à 1.
Preuve. Pour ν = 0, nous avons ∑k0 Xkπk = 1+ π R0, avec
R0 =
∑
w0
Xw+1πw .
Pour ν = 1, en choisissant Y1 = X1, nous obtenons
(1+ X1π)−1
∑
k0
Xkπ
k =
(
1+
∑
k1
(−1)k Xk1πk
)
(1+ π R0)
= 1+ π R0 +
∑
k1
(−1)k Xk1πk + π R0
∑
k1
(−1)k Xk1πk
= 1+ π
∑
w0
Xw+1πw +
∑
k1
(−1)k Xk1πk + π
∑
w0
Xw+1πw
∑
k1
(−1)k Xk1πk
= 1+ π
∑
w1
Xw+1πw +
∑
k2
(−1)k Xk1πk
+ π2
∑
w0
Xw+1πw
∑
k0
(−1)k+1Xk+11 πk
= 1+ π2R1,
avec
R1 =
∑
w0
Xw+2πw +
∑
k0
(−1)k Xk+21 πk +
∑
h0
∑
w+k=h
(−1)k+1Xw+1Xk+11 πh,
qui est bien de la forme (19).
Supposons alors les Yk construits pour k allant de 1 à ν satisfaisant la condition
ν∏
k=1
(
1+ Ykπk
)−1∑
k0
Xkπ
k = 1+ Rνπν+1.
En choisissant
Yν+1 = ρ0,ν ,
nous obtenons
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k=1
(
1+ Ykπk
)−1∑
k0
Xkπ
k = (1+ Rνπν+1)(1+ ρ0,νπν+1)−1
= (1+ Rνπν+1)
(
1+
∑
k1
(−1)kρk0,νπk(ν+1)
)
= 1+
∑
k1
(−1)kρk0,νπk(ν+1) + Rνπν+1
+ Rνπν+1
∑
k1
(−1)kρk0,νπk(ν+1)
= 1+
∑
k2
(−1)kρk0,νπk(ν+1) + πν+1
∑
w1
ρw,νπ
w
+ πν+1
∑
w0
ρw,νπ
w
∑
k1
(−1)kρk0,νπk(ν+1)
= 1+ πν+2
∑
k0
(−1)kρk+20,ν π(k+1)ν+k + πν+2
∑
w0
ρw+1,νπw
+ πν+2
∑
w0
ρw,νπ
w
∑
k0
(−1)k+1ρk+10,ν π(k+1)ν+k
= 1+ Rν+1πν+2,
avec
Rν+1 =
∑
k0
(−1)kρk+20,ν π(k+1)ν+k +
∑
w0
ρw+1,νπw +
∑
h0
∑
(k+1)ν+k+w=h
(−1)k+1ρw,νρk+10,ν πh,
qui est bien de la forme (19). 
Nous établissons maintenant quelques inégalités qui vont nous permettre d’obtenir des majorations
des produits eulériens
∏
p>P (1+ Rνp(ν+1)s2 ) et
∏
p>P (1+ R˜νp(ν+1)s2 )−1.
Proposition 3. Supposons notre anneaumuni d’une norme et qu’il existe A  1 tel que ∀k 0, |Xk| A. Alors
∀h  0, ∀ν  0, nous avons
|ρh,ν | (h + ν + 1)2ν(ν + 1)2h Ah+ν+1. (22)
Preuve. Démontrons cette inégalité par récurrence sur ν . Pour ν = 0, nous avons d’après la preuve
précédente :
R0 =
∑
w0
Xw+1πw ,
soit ∀h  0,
ρh,0 = Xh+1
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|ρh,0| = |Xh+1| A  Ah+1.
L’inégalité est ainsi vériﬁée pour ν = 0. Supposons alors que ∀h 0,
|ρh,ν | (h + ν + 1)2ν(ν + 1)2h Ah+ν+1.
La preuve précédente nous dit également que
Rν+1 =
∑
k0
(−1)kρk+20,ν π(k+1)ν+k +
∑
w0
ρw+1,νπw +
∑
h0
∑
(k+1)ν+k+w=h
(−1)k+1ρw,νρk+10,ν πh,
soit
|ρh,ν+1|
∑
(k+1)ν+k=h
|ρ0,ν |k+2 + |ρh+1,ν | +
∑
(k+1)ν+k+w=h
|ρw,ν ||ρ0,ν |k+1

∑
(k+1)ν+k=h
(ν + 1)2ν(k+2)A(ν+1)(k+2) + (h + ν + 2)2ν(ν + 1)2h+2Ah+ν+2
+
∑
(k+1)ν+k+w=h
(w + ν + 1)2ν(ν + 1)2w Aw+ν+1(ν + 1)2ν(k+1)A(ν+1)(k+1)
=
∑
(k+1)ν+k=h
Aνk+2ν+k+2(ν + 1)2ν(k+2) + Ah+ν+2(h + ν + 2)2ν(ν + 1)2h+2
+
∑
(k+1)ν+k+w=h
Aw+2ν+νk+k+2(w + ν + 1)2ν(ν + 1)2w+2ν(k+1).
Or, si (k+1)ν +k = h alors νk+2ν +k+2 = h+ν +2 et 2ν(k+2) 2h+2ν . De même, si (k+1)ν +
k + w = h alors w + 2ν + νk + k + 2 = h + ν + 2 et 2w + 2ν(k + 1) 2h. Ce qui nous donne
|ρh,ν+1| Ah+ν+2
(
(ν + 1)2h+2ν
∑
(k+1)ν+k=h
1+ (h + ν + 2)2ν(ν + 1)2h+2
+ (ν + 1)2h
∑
(k+1)ν+k+w=h
(w + ν + 1)2ν
)
.
Si h < ν , les deux sommes sont nulles et nous obtenons
|ρh,ν+1| Ah+ν+2(h + ν + 2)2ν(ν + 1)2h+2.
Nous remarquons alors que
(h + ν + 2)2ν(ν + 1)2h+2  (h + ν + 2)2ν+2(ν + 2)2h,
puisque
(
ν + 1
h + ν + 2
)2(
ν + 1
ν + 2
)2h
 1,
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|ρh,ν+1| Ah+ν+2(h + ν + 2)2ν+2(ν + 2)2h.
Ceci représente exactement l’inégalité voulue au rang ν + 1.
Si h ν , nous avons
|ρh,ν+1| Ah+ν+2
(
(ν + 1)2h+2ν + (h + ν + 2)2ν(ν + 1)2h+2 + (ν + 1)2h
∑
ν+1w ′h+1
w ′2ν
)
.
Une sommation par parties nous donne
∑
ν+1w ′h+1
w ′2ν =
∑
ν+1w ′h+1
(
(ν + 1)2ν +
w ′∫
ν+1
2νu2ν−1 du
)
= (ν + 1)2ν(h − ν + 1) +
h+1∫
ν+1
( ∑
uw ′h+1
1
)
2νu2ν−1 du
 (ν + 1)2ν(h − ν + 1) + (h + 2)
h+1∫
ν+1
2νu2ν−1 du
 (ν + 1)2ν(h − ν + 1) + (h + 2)(h + 1)2ν
soit
|ρh,ν+1| Ah+ν+2
(
(ν + 1)2h+2ν + (h + ν + 2)2ν(ν + 1)2h+2 + (ν + 1)2h+2ν(h − ν + 1)
+ (ν + 1)2h(h + 2)(h + 1)2ν).
Nous espérons obtenir
(ν + 1)2h+2ν + (h + ν + 2)2ν(ν + 1)2h+2 + (ν + 1)2h+2ν(h − ν + 1)
+ (ν + 1)2h(h + 2)(h + 1)2ν
 (h + ν + 2)2ν+2(ν + 2)2h
soit
(
ν + 1
ν + 2
)2h(
ν + 1
h + ν + 2
)2ν 1
(h + ν + 2)2 +
(
ν + 1
h + ν + 2
)2(
ν + 1
ν + 2
)2h
+
(
ν + 1
h + ν + 2
)2ν( h − ν + 1
(h + ν + 2)2
)(
ν + 1
ν + 2
)2h
+
(
ν + 1
ν + 2
)2h h + 2
(h + ν + 2)2
(
h + 1
h + ν + 2
)2ν
 1.
Notons F (h, ν) le membre de gauche de cette inégalité. Pour h ν , nous avons
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(
ν + 1
ν + 2
)2ν(
ν + 1
2ν + 2
)2ν 1
(2ν + 2)2 +
(
ν + 1
2ν + 2
)2(
ν + 1
ν + 2
)2ν
+
(
ν + 1
2ν + 2
)2ν( 2ν + 1
(4ν + 2)2
)(
ν + 1
ν + 2
)2ν
+
(
ν + 1
ν + 2
)2ν
ν + 2
(2ν + 2)2
 ν
2 + 5ν + 5
(2ν + 2)2 ,
en majorant simplement les termes à la puissance 2ν par 1 et en minorant 4ν + 2 par 2ν + 2.
Cette dernière expression est inférieure à 1 si ν  1. Si ν = 0, nous avons
F (h,0) =
(
1
2
)2h 5+ 2h
(h + 2)2  1,
si h 1. Enﬁn, la preuve précédente nous dit que
R1 =
∑
w0
Xw+2πw +
∑
k0
(−1)k Xk+21 πk +
∑
h0
∑
w+k=h
(−1)k+1Xw+1Xk+11 πh,
soit
ρ0,1 = X2
et
|ρ0,1| = |X2| A  4A2.
Finalement, ∀h 0, ∀ν  0,
|ρh,ν | (h + ν + 1)2ν(ν + 1)2h Ah+ν+1. 
Proposition 4. Pour ν  1, si A(ν + 1)2|π | < 1 alors nous avons
|Rν | Aν+1(3ν)!
(
1− A(ν + 1)2|π |)−3ν−1. (23)
Remarque. Avec |π | = p−σ2 (σ2 > 1/2μ+1 et p  P , où P est déﬁni par (1)), nous avons
|Rν | Aν+1(3ν)!23ν+1. (24)
Ce qui nous donne, si σ2  (ν + 1)−1 + η,∣∣∣∣∏
p>P
(
1+ Rν
p(ν+1)s2
)∣∣∣∣ exp
(
Aν+1(3ν)!23ν+1
∑
p2
1
p1+η
)
.
Preuve. Rappelons que Rν =∑w0 ρw,νπw . La proposition précédente nous permet d’écrire
|Rν | Aν+1
∑
w0
(w + ν + 1)2ν(A(ν + 1)2|π |)w .
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∑
w0(w + ν + 1)2νxw . Pour tout w  0, nous
avons
3ν∑
m=ν+1
log(w +m)
3ν∑
m=ν+1
log(w + ν + 1) 2ν log(w + ν + 1).
Par conséquent,
3ν∏
m=1
(w +m) (w + ν + 1)2ν
et, pour x 0,
∑
w0
(
3ν∏
m=1
(w +m)
)
xw 
∑
w0
(w + ν + 1)2νxw .
Or, pour 0 x < 1, nous avons
∑
k0
(
3ν∏
m=1
(w +m)
)
xw = d
3ν
dx3ν
(
1
1− x
)
= (3ν)!
(1− x)3ν+1 .
Ce qui nous donne la proposition 4 avec x = A(ν + 1)2|π |. 
Proposition 5. Supposons encore qu’il existe A  1 tel que ∀k  0, |Xk|  A. Si σ2  (ν + 1)−1 + η, avec
η > 0, nous avons alors
∣∣∣∣∏
p>P
(
1+ Rν
p(ν+1)s2
)−1∣∣∣∣ exp
(
Aν+1(3ν)!23ν+1
∑
p2
1
p1+η
+ O
(
A2ν+2(3ν)!226ν+2
∑
p2
1
p2+2η
))
.
Preuve. Nous avons
∏
p>P
(
1+ Rν
p(ν+1)s2
)−1
= exp
(
−
∑
p>P
log
(
1+ Rν
p(ν+1)s2
))
.
Rappelons l’estimation
log(1+ α) = α + O(|α|2),
si |α| 1/2. Celle-ci nous donne
∏
p>P
(
1+ Rν
p(ν+1)s2
)−1
= exp
(
−
∑
p>P
Rν
p(ν+1)s2
+ O
( |Rν |2
p2(ν+1)σ2
))
soit
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p>P
(
1+ Rν
p(ν+1)s2
)−1∣∣∣∣ exp
(∑
p>P
Rν
p(ν+1)σ2
+ O
(∑
p>P
|Rν |2
p2(ν+1)σ2
))
 exp
(
Aν+1(3ν)!23ν+1
∑
p2
1
p1+η
+ O
(
A2ν+2(3ν)!226ν+2
∑
p2
1
p2+2η
))
,
si σ2  (ν + 1)−1 + η. 
3.3. Approximation de chaque facteur élémentaire
Proposition 6. Soit K un corps de caractéristique 0. Pour μ 0, Y et Y˜ dans K,
(1+ Yπ) = (1− Y˜π)−1
μ∏
j=1
(
1+ Y˜ 2 jπ2 j )−1
×
(
1+
2μ+1−1∑
j=1
(−1) j−1 Y˜ j−1(Y − Y˜ )π j − Y Y˜ 2μ+1−1π2μ+1
)
. (25)
Preuve. Démontrons alors cette égalité par récurrence sur μ.
Pour μ = 0, nous avons
(1+ Yπ)(1− Y˜π) = 1− Y˜π + Yπ − Y Y˜π2 = 1+ π(Y − Y˜ ) − Y Y˜π2.
Pour μ = 1, nous avons
(1+ Yπ)(1− Y˜π)(1+ Y˜ 2π2)= (1+ π(Y − Y˜ ) − Y Y˜π2)(1+ Y˜ 2π2)
= 1+ Y˜ 2π2 + π(Y − Y˜ ) + π3Y˜ 2(Y − Y˜ ) − Y Y˜π2 − Y Y˜ 3π4
= 1+ π(Y − Y˜ ) − π2 Y˜ (Y − Y˜ ) + π3 Y˜ 2(Y − Y˜ ) − Y Y˜ 3π4.
Supposons alors l’égalité vraie au rang μ et montrons-la au rang μ + 1.
Nous avons
(1+ Yπ)(1− Y˜π)
μ+1∏
j=1
(
1+ Y˜ 2 jπ2 j )
= (1+ Yπ)(1− Y˜π)
μ∏
j=1
(
1+ Y˜ 2 jπ2 j )(1+ Y˜ 2μ+1π2μ+1)
=
(
1+
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1(Y − Y˜ )π j − Y Y˜ 2μ+1−1π2μ+1
)(
1+ Y˜ 2μ+1π2μ+1)
= 1+ Y˜ 2μ+1π2μ+1 +
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1(Y − Y˜ )π j
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2μ+1−1∑
j=1
(−1) j−1Y˜ j−1(Y − Y˜ )π j − Y Y˜ 2μ+1−1π2μ+1 − Y Y˜ 2μ+2−1π2μ+2
= 1+
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1(Y − Y˜ )π j − Y˜ 2μ+1−1(Y − Y˜ )π2μ+1
+
2μ+1−1∑
j=1
(−1) j−1Y˜ j+2μ+1−1(Y − Y˜ )π( j+2μ+1) − Y Y˜ 2μ+2−1π2μ+2 .
Ce qui, par un changement d’indice dans la deuxième somme, nous donne
1+
2μ+1∑
j=1
(−1) j−1 Y˜ j−1(Y − Y˜ )π j +
2μ+2−1∑
j=2μ+1+1
(−1) j−1 Y˜ j−1(Y − Y˜ )π j − Y Y˜ 2μ+2−1π2μ+2
= 1+
2μ+2−1∑
j=1
(−1) j−1Y˜ j−1(Y − Y˜ )π j − Y Y˜ 2μ+2−1π2μ+2 ,
ce qui représente exactement l’égalité au rang μ + 1. 
3.4. Application au prolongement analytique de la série de Dirichlet d’une fonction multiplicative
Soit ρ(d) une fonction multiplicative vériﬁant les hypothèses suivantes :
(5) il existe A  1 tel que ∀p  2 et ∀k 1, |ρ(pk)| A,
(6) il existe un entier p0  2 tel que ∀p  p0 et ∀k  1, il existe une fonction ρ˜(pk) vériﬁant la
propriété suivante
ρ
(
pk
)− ρ˜(pk)= O(1/p).
En conservant les notations des sections précédentes, nous notons
ρw,ν =
∑
(1,...,w+ν+1)/∑w+ν+1
i=1 i=w+ν+1
C(1, . . . , w+ν+1)
w+ν+1∏
i=1
ρ
(
pi
)
(26)
et ρ˜w,ν l’expression similaire associée à ρ˜ .
Les propositions des deux sections précédentes nous permettent d’obtenir le résultat suivant :
Proposition 7. Pour μ et ν deux entiers 0, si les produits eulériens
∏
pP
(∑
k0
ρ(pk)
pks
)
et
∏
p>P
ν∏
k=1
[(
1− ρ˜0,k−1
pks
)−1 μ∏
j=1
(
1+ ρ˜
2 j
0,k−1
p2 jks
)−1]
(27)
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∏
p2
∑
k0
ρ(pk)
pks
(28)
se prolonge analytiquement jusque s > max(2−μ−1, (ν + 1)−1).
Preuve. (1) On décompose chaque facteur :
– d’abord via la proposition 2 ;
– ensuite on approxime.
(2) Les hypothèses de la proposition 7 garantissent le prolongement de chacun des premiers fac-
teurs.
(3) En choisissant Yk = ρ0,k−1 et Y˜k = ρ˜0,k−1, nous avons l’égalité
Yk − Y˜k =
∑
(1,...,k)/∑k
i=1 i=k
C(1, . . . , k)
(
k∏
i=1
ρ
(
pi
)− k∏
i=1
ρ˜
(
pi
))
=
∑
(1,...,k)/∑k
i=1 i=k
C(1, . . . , k)
[
k∏
i=1
(
ρ
(
pi
)− ρ˜(pi ))
+
∑
∅=I{1,...,k}
∏
i∈I
ρ˜
(
pi
) ∏
j∈{1,...,k}\I
(
ρ
(
p j
)− ρ˜(p j ))
]
.
L’hypothèse (6) nous dit alors que le terme résiduel est absolument convergent pour 2μ+1s > 1. 
3.5. Majoration de la série de Dirichlet d’une fonction multiplicative dans un domaine particulier
Nous conservons les notations de la section précédente. Dans la majoration
ρ
(
pk
)− ρ˜(pk)= O(1/p), (29)
il est cependant important de connaître la dépendance en la fonction ρ dans le O. C’est pourquoi
nous supposons de plus qu’il existe deux réels h¯ 0 et A  1 tels que ∀p  p0, ∀k 1,
∣∣ρ(pk)− ρ˜(pk)∣∣ h¯/p, ∣∣ρ(pk)∣∣ A et ∣∣ρ˜(pk)∣∣ A. (30)
Au cours de la démonstration, nous supposons que ∀p < p0 et ∀k 1,
ρ
(
pk
)= ρ˜(pk)= 0. (31)
La variable π dépend maintenant de p, nombre premier  2. Elle est alors notée πp et vériﬁe
∀p  2 : |πp| π˜ . (32)
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B ′′(μ,ν, A, π˜ ) telles que
∣∣∣∣∣
∏
p2
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1k (Yk − Y˜k)π jkp − YkY˜ 2
μ+1−1
k π
2μ+1k
p
)∣∣∣∣∣
 exp
(
B(1+ B ′h¯)ν
∑
p2
|πp|
p
+ B ′′
∑
p2
|πp|2μ+1
)
.
Preuve. Nous avons
Yk =
∑
(1,...,k)/∑k
i=1 i=k
C(1, . . . , k)
k∏
i=1
ρ
(
pi
)
et
Y˜k =
∑
(1,...,k)/∑k
i=1 i=k
C(1, . . . , k)
k∏
i=1
ρ˜
(
pi
)
.
Ce qui nous donne
|Yk|
∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣Ak
et la même majoration pour Y˜k . Par conséquent,
∣∣YkY˜ 2μ+1−1k π2μ+1kp ∣∣
(
Ak
∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣
)2μ+1
|πp|2μ+1k.
À partir de l’égalité
Yk − Y˜k =
∑
(1,...,k)/∑k
i=1 i=k
C(1, . . . , k)
(
k∏
i=1
ρ
(
pi
)− k∏
i=1
ρ˜
(
pi
))
=
∑
(1,...,k)/∑k
i=1 i=k
C(1, . . . , k)
[
k∏
i=1
(
ρ
(
pi
)− ρ˜(pi ))
+
∑
∅=I{1,...,k}
∏
i∈I
ρ˜
(
pi
) ∏
j∈{1,...,k}\I
(
ρ
(
p j
)− ρ˜(p j ))
]
,
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|Yk − Y˜k|
∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣
(
h¯k
pk
+
∑
∅=I{1,...,k}
A|I|
(
h¯
p
)|{1,...,k}\I|)
.
Nous avons
∑
∅=I{1,...,k}
A|I|
(
h¯
p
)|{1,...,k}\I|
= h¯
k
pk
∑
∅=I{1,...,k}
(
Ap
h¯
)|I|
= h¯
k
pk
k−1∑
t=1
(
k
t
)(
Ap
h¯
)t
= h¯
k
pk
[(
1+ Ap
h¯
)k
− 1−
(
Ap
h¯
)k]
.
Ce qui nous donne
h¯k
pk
+
∑
∅=I{1,...,k}
A|I|
(
h¯
p
)|{1,...,k}\I|
= Ak
(
1+ h¯
Ap
)k
− Ak = kAk
1+ h¯Ap∫
1
uk−1 du
soit
h¯k
pk
+
∑
∅=I{1,...,k}
A|I|
(
h¯
p
)|{1,...,k}\I|
 kAk
(
1+ h¯
2A
)k−1 h¯
Ap
et
|Yk − Y˜k|
∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣
(
1+ h¯
2A
)k−1 h¯kAk−1
p
.
Ce qui nous permet d’écrire
∣∣∣∣∣
∏
p2
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1k (Yk − Y˜k)π jkp − YkY˜ 2
μ+1−1
k π
2μ+1k
p
)∣∣∣∣∣
 exp
∑
p2
ν∑
k=1
[
2μ+1−1∑
j=1
( ∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣
) j
Ak( j−1)|πp| jk
(
1+ h¯
2A
)k−1 h¯kAk−1
p
+
(
Ak
∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣
)2μ+1
|πp|2μ+1k
]
.
Nous avons
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k=1
2μ+1−1∑
j=1
( ∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣
) j
Ak( j−1)|πp| jk
(
1+ h¯
2A
)k−1 h¯kAk−1
p
= |πp|h¯
Ap
ν∑
k=1
k|πp|k−1
(
1+ h¯
2A
)k−1 2μ+1−1∑
j=1
( ∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣
) j
A jk|πp|( j−1)k.
Notons maintenant
Γ∞(ν) = max
kν
∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣.
Nous avons alors
log
∣∣∣∣∣
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1k (Yk − Y˜k)π jkp − YkY˜ 2
μ+1−1
k π
2μ+1k
p
)∣∣∣∣∣
 |πp|h¯
Ap
ν∑
k=1
k|πp|k−1
(
1+ h¯
2A
)k−1 2μ+1−1∑
j=1
Γ∞(ν) j A jk|πp|( j−1)k
+
ν∑
k=1
(
AkΓ∞(ν)
)2μ+1 |πp|2μ+1k
 |πp|h¯
Ap
(
1+ h¯
2A
)ν−1 ν∑
k=1
k|πp|k−1
2μ+1−1∑
j=1
Γ∞(ν) j A jk|πp|( j−1)k
+ |πp|2μ+1
ν∑
k=1
(
AkΓ∞(ν)
)2μ+1 |πp|2μ+1(k−1)
 B1h¯
(
1+ h¯
2A
)ν−1 |πp|
p
+ B2|πp|2μ+1
 B1(1+ CAh¯)ν |πp|
p
+ B2|πp|2μ+1 ,
où CA = max(1,1/(2A)),
B1 = 1
A
ν∑
k=1
kπ˜k−1
2μ+1−1∑
j=1
Γ∞(ν) j A jkπ˜ ( j−1)k
et
B2 =
ν∑(
AkΓ∞(ν)
)2μ+1
π˜2
μ+1(k−1).k=1
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Lemme 2. Pour μ 1 et ν  1, il existe une constante B = B(μ,ν, A, π˜ ) telle que
∣∣∣∣∣
∏
p2
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1 Y˜ j−1k (Yk − Y˜k)π jkp − YkY˜ 2
μ+1−1
k π
2μ+1k
p
)∣∣∣∣∣ exp
(
B
∑
p2
|πp|
)
.
Preuve.
log
∣∣∣∣∣
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1k (Yk − Y˜k)π jkp − YkY˜ 2
μ+1−1
k π
2μ+1k
p
)∣∣∣∣∣
 log
ν∏
k=1
(
1+ 2
2μ+1−1∑
j=1
( ∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣Ak
) j
|πp| jk
+
( ∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣Ak
)2μ+1
|πp|2μ+1k
)

ν∑
k=1
(
2|πp|k
2μ+1−1∑
j=1
( ∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣Ak
) j
|πp|( j−1)k
+ |πp|k
( ∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣Ak
)2μ+1
|πp|(2μ+1−1)k
)
 |πp|
ν∑
k=1
|πp|k−1
(
2
2μ+1−1∑
j=1
( ∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣Ak
) j
|πp|( j−1)k
+
( ∑
(1,...,k)/∑k
i=1 i=k
∣∣C(1, . . . , k)∣∣Ak
)2μ+1
|πp|(2μ+1−1)k
)
 |πp|
ν∑
k=1
|πp|k−1
(
2
2μ+1−1∑
j=1
(
Γ∞(ν)Ak
) j|πp|( j−1)k + (Γ∞(ν)Ak)2μ+1 |πp|(2μ+1−1)k
)
 B3|πp|,
où
B3 =
ν∑
k=1
π˜k−1
(
2
2μ+1−1∑
j=1
(
Γ∞(ν)Ak
) j
π˜ ( j−1)k + (Γ∞(ν)Ak)2μ+1 π˜ (2μ+1−1)k
)
.
Nous en prenons l’exponentielle et effectuons le produit sur tous les p  2. 
340 A. Saldana / Journal of Number Theory 130 (2010) 318–346Pour simpliﬁer les notations, posons
h¯′ = h¯′(h¯, A, ν) = (1+ CAh¯)ν . (33)
Nous étudions le cas particulier où πp = p−s avec s = σ + it . Nous avons donc π˜ = 2−σ .
Lemme 3. Si h¯′  ee et σ  1/2μ+1 + η avec η > 0, il existe une constante B = B(μ,ν, A, σ ,η) telle que
∣∣∣∣∣
∏
p2
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1k (Yk − Y˜k)
p jks
− YkY˜
2μ+1−1
k
p2μ+1ks
)∣∣∣∣∣ B.
Preuve. Nous utilisons la majoration du lemme 1 :
∣∣∣∣∣
∏
p2
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1 Y˜ j−1k (Yk − Y˜k)
p jks
− YkY˜
2μ+1−1
k
p2μ+1ks
)∣∣∣∣∣
 exp
(
B1h¯
′ ∑
p2
1
p1+σ
+ B2
∑
p2
1
p2μ+1σ
)
 B4,
où
B4 = exp
(
ee B1
∑
p2
1
p1+η
+ B2
∑
p2
1
p1+2η
)
. 
Lemme 4. Si h¯′  ee et σ  1/2μ+1 + η avec η > 0, il existe trois constantes B = B(μ,ν, A, σ ,η), B ′ =
B ′(μ,ν, A, σ ) et B ′′ = B ′′(μ,ν, A, σ ,η) telles que
∣∣∣∣∣
∏
p2
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1 Y˜ j−1k (Yk − Y˜k)
p jks
− YkY˜
2μ+1−1
k
p2μ+1ks
)∣∣∣∣∣
 B
(
log(1+ CAh¯)ν
)B ′
exp
(
B ′′ (1+ CAh¯)
(1−σ )ν − 1
(1− σ) log(1+ CAh¯)ν
)
.
Preuve. Nous pouvons supposer que σ < 2. En effet, si σ  2,
∣∣∣∣∣
∏
p2
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1 Y˜ j−1k (Yk − Y˜k)
p jks
− YkY˜
2μ+1−1
k
p2μ+1ks
)∣∣∣∣∣ exp
(
B3
∑
p2
1
pσ
)
 exp
(
π2B3
6
)
.
Étudions d’abord le cas où σ  1− log log h¯′/ log h¯′ . Pour p  h¯′ , le lemme 2 nous dit que
∣∣∣∣∣
∏
ph¯′
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1k (Yk − Y˜k)
p jks
− YkY˜
2μ+1−1
k
p2μ+1ks
)∣∣∣∣∣ exp
(
B3
∑
ph¯′
1
pσ
)
.
Nous écrivons alors
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ph¯′
1
pσ
= 1
h¯′σ
∑
ph¯′
1+ σ
h¯′∫
2
(∑
pu
1
)
du
uσ+1
 h¯
′1−σ
log h¯′
+
h¯′∫
2
du
uσ+1 logu
 1+
h¯′∫
2
du
uσ+1 logu
.
Si nous posons v = (1− σ) logu, la dernière intégrale devient
(1−σ ) log h¯′∫
(1−σ ) log2
ev
v
dv.
Si (1− σ) log h¯′  2, nous avons
(1−σ ) log h¯′∫
(1−σ ) log2
ev
v
dv  e(1−σ ) log h¯′
(1−σ ) log h¯′∫
(1−σ ) log2
dv
v
 e2(log log h¯′ − log log2).
Si (1− σ) log h¯′  2, nous séparons l’intégrale en deux :
(1−σ ) log h¯′∫
(1−σ ) log2
ev
v
dv =
( 2∫
(1−σ ) log2
+
(1−σ ) log h¯′∫
2
)
ev
v
dv.
Nous majorons la première intégrale de la façon suivante :
2∫
(1−σ ) log2
ev
v
dv  e2
(1−σ ) log h¯′∫
(1−σ ) log2
dv
v
= e2(log log h¯′ − log log2).
Pour la seconde, une intégration par parties nous donne
(1−σ ) log h¯′∫
2
ev
(
1
v
− 1
v2
)
dv = e
(1−σ ) log h¯′
(1− σ) log h¯′ −
e2
2
.
Or, pour v  2, nous avons l’inégalité suivante :
1
v
 2
(
1
v
− 1
v2
)
.
Ce qui nous permet d’écrire
(1−σ ) log h¯′∫
2
ev
v
dv  2
(1−σ ) log h¯′∫
2
ev
(
1
v
− 1
v2
)
dv = 2e
(1−σ ) log h¯′
(1− σ) log h¯′ − e
2
 2e
(1−σ ) log h¯′
′ −
2e2
′ 
2e2(h¯′1−σ − 1)
′ .(1− σ) log h¯ (1− σ) log h¯ (1− σ) log h¯
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exp
(
B3
∑
ph¯′
1
pσ
)
 B5(log h¯′)e
2B3 si (1− σ) log h¯′  2
 B5(log h¯′)e
2B3 exp
(
2e2B3
h¯′1−σ − 1
(1− σ) log h¯′
)
si (1− σ) log h¯′  2,
où B5 = exp(B3 − B3e2 log log2).
Pour p > h¯′ , nous utilisons la majoration obtenue au lemme 1
exp
(
B1h¯
′ ∑
p>h¯′
1
p1+σ
+ B2
∑
p>h¯′
1
p2μ+1σ
)
pour obtenir
∣∣∣∣∣
∏
p>h¯′
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1k (Yk − Y˜k)
p jks
− YkY˜
2μ+1−1
k
p2μ+1ks
)∣∣∣∣∣ B6 exp
(
B1h¯
′ ∑
p>h¯′
1
p1+σ
)
,
où
B6 = exp
(
B2
∑
p2
1
p1+2η
)
.
De plus,
∑
p>h¯′
1
p1+σ
=
∑
p>h¯′
∞∫
p
1+ σ
u2+σ
du =
∞∫
h¯′
( ∑
h¯′<pu
1
)
1+ σ
u2+σ
du
 (1+ σ)
∞∫
h¯′
du
u1+σ logu
 1+ σ
σ
1
h¯′σ log h¯′
 1+ η
−1
h¯′σ log h¯′
.
Ce qui nous donne
exp
(
B1h¯
′ ∑
p>h¯′
1
p1+σ
)
 exp
(
B1
(
1+ η−1) h¯′1−σ
log h¯′
)
 exp
(
B1
(
1+ η−1)).
Étudions maintenant le cas où σ < 1− log log h¯′/ log h¯′ . Nous commençons de la même façon :
∣∣∣∣∣
∏
p>h¯′
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1 Y˜ j−1k (Yk − Y˜k)
p jks
− YkY˜
2μ+1−1
k
p2μ+1ks
)∣∣∣∣∣ B6 exp
(
B1
(
1+ η−1) h¯′1−σ
log h¯′
)
et
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∏
ph¯′
ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1k (Yk − Y˜k)
p jks
− YkY˜
2μ+1−1
k
p2μ+1ks
)∣∣∣∣∣ exp
(
B3
∑
ph¯′
1
pσ
)
.
Nous écrivons alors
∑
ph¯′
1
pσ
= 1
h¯′σ
∑
ph¯′
1+ σ
h¯′∫
2
(∑
pu
1
)
du
uσ+1
 h¯
′1−σ
log h¯′
+
h¯′∫
2
du
uσ logu
.
Nous étudions alors cette dernière intégrale. Par le changement de variables u = v1/(1−σ) , nous obte-
nons
h¯′∫
2
du
uσ logu
=
h¯′1−σ∫
21−σ
dv
log v
.
Séparons alors cette dernière intégrale de la manière suivante :
h¯′1−σ∫
21−σ
dv
log v
=
e∫
21−σ
dv
log v
+
h¯′1−σ∫
e
dv
log v
.
Or par la majoration du logarithme intégral, nous avons
h¯′1−σ∫
e
dv
log v
 h¯
′1−σ
log(h¯′1−σ )
= h¯
′1−σ
(1− σ) log h¯′ .
Ensuite, nous utilisons l’inégalité (log v)−1  1/(v − 1) valable pour 1< v  e. Ainsi
e∫
21−σ
dv
log v

e∫
21−σ
dv
v − 1 = log
(
e − 1
21−σ − 1
)
.
Or la condition 1 − σ > log log h¯′/ log h¯′ et l’inégalité ex  1 + x pour x  0 donnent 21−σ − 1 
(1− σ) log2. Nous obtenons alors
e∫
21−σ
dv
log v
 log
(
e − 1
log2
)
+ log
(
1
1− σ
)
 log
(
e − 1
log2
)
+ log
(
log h¯′
log log h¯′
)
 log
(
e − 1
log2
)
+ log log h¯′,
soit
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(
B3
∑
ph¯′
1
pσ
)
 exp
(
B3h¯
′1−σ
log h¯′
+ B3h¯
′1−σ
(1− σ) log h¯′ + B3 log
(
e − 1
log2
)
+ B3 log log h¯′
)
 B7(log h¯′)B3 exp
(
2B3h¯
′1−σ
(1− σ) log h¯′
)
,
où
B7 = exp
(
B3 log
(
e − 1
log2
))
. 
Lemme 5. Pour μ 1 et ν  1, il existe une constante B = B(μ,ν, A, π˜ ) telle que
∣∣∣∣∣
∏
p2
ν∏
k=1
(
1− Y˜ 2μ+1k π2
μ+1k
p
)−1∣∣∣∣∣ exp
(
B
∑
p2
|πp|2μ+1
)
.
Preuve. Nous avons
∏
p2
ν∏
k=1
(
1− Y˜ 2μ+1k π2
μ+1k
p
)−1 = exp∑
p2
ν∑
k=1
− log(1− Y˜ 2μ+1k π2μ+1kp )
= exp
∑
p2
ν∑
k=1
(
Y˜ 2
μ+1
k π
2μ+1k
p + O
(|Y˜k|2μ+2π2μ+2kp ))
soit∣∣∣∣∣
∏
p2
ν∏
k=1
(
1− Y˜ 2μ+1k π2
μ+1k
p
)−1∣∣∣∣∣
 exp
∑
p2
(
ν∑
k=1
(
AkΓ∞(ν)
)2μ+1 |πp|2μ+1k + O
(
ν∑
k=1
(
AkΓ∞(ν)
)2μ+2 |πp|2μ+2k
))
 exp
∑
p2
|πp|2μ+1
(
ν∑
k=1
(
AkΓ∞(ν)
)2μ+1
π˜2
μ+1(k−1) + O
(
π˜2
μ+1
ν∑
k=1
(
AkΓ∞(ν)
)2μ+2
π˜2
μ+2(k−1)
))
 exp
(
B8
∑
p2
|πp|2μ+1
)
,
où
B8 =
ν∑
k=1
(
AkΓ∞(ν)
)2μ+1
π˜2
μ+1(k−1) + O
(
π˜2
μ+1
ν∑
k=1
(
AkΓ∞(ν)
)2μ+2
π˜2
μ+2(k−1)
)
. 
Lemme 6. Pour μ 1 et ν  1, il existe une constante B = B(μ,ν, A, π˜ ) telle que
∣∣∣∣∣
∏
p2
ν∏
k=1
(
1− Y˜ 2μ+1k π2
μ+1k
p
)−1∣∣∣∣∣ exp
(
B
∑
p2
|πp|
)
.
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∣∣∣∣∣
∏
p2
ν∏
k=1
(
1− Y˜ 2μ+1k π2
μ+1k
p
)−1∣∣∣∣∣
 exp
∑
p2
(
ν∑
k=1
(
AkΓ∞(ν)
)2μ+1 |πp|2μ+1k + O
(
ν∑
k=1
(
AkΓ∞(ν)
)2μ+2 |πp|2μ+2k
))
 exp
∑
p2
|πp|
(
ν∑
k=1
(
AkΓ∞(ν)
)2μ+1
π˜2
μ+1k−1 + O
(
ν∑
k=1
(
AkΓ∞(ν)
)2μ+2
π˜2
μ+2k−1
))
 exp
(
B9
∑
p2
|πp|
)
,
où
B9 =
ν∑
k=1
(
AkΓ∞(ν)
)2μ+1
π˜2
μ+1k−1 + O
(
ν∑
k=1
(
AkΓ∞(ν)
)2μ+2
π˜2
μ+2k−1
)
. 
Nous pouvons alors énoncer le théorème suivant :
Théorème 3. Pour μ et ν  0, la fonction
∏
p>P
[
ν∏
k=1
(
1− Y˜
2μ+1
k
p2μ+1ks2
)−1 ν∏
k=1
(
1+
2μ+1−1∑
j=1
(−1) j−1Y˜ j−1k (Yk − Y˜k)
p jks2
− YkY˜
2μ+1−1
k
p2μ+1ks2
)]
(34)
est analytique pour σ > max(2−μ−1, (ν + 1)−1). De plus, pour σ  1/2μ+1 + η avec η > 0, il existe trois
constantes B = B(μ,ν, A, σ ,η), B ′ = B ′(μ,ν, A, σ ) et B ′′ = B ′′(μ,ν, A, σ ) telles que, en notant H l’expres-
sion ci-dessus,
|H| B(log(1+ CAh¯)ν)B ′ exp
(
B ′′ (1+ CAh¯)
(1−σ )ν − 1
(1− σ) log(1+ CAh¯)ν
)
. (35)
Conséquence. Avec ρ(pk) = r(pk)a(pk)−s1 et s = s2, nous obtenons les théorèmes 1 et 2.
Références
[1] Tom M. Apostol, Introduction to Analytic Number Theory, Springer, 1976.
[2] Michel Balazard, Abdelhakim Smati, Elementary proof of a theorem of Bateman, in: Progr. Math., vol. 85, Birkhäuser, 1990,
pp. 41–46.
[3] Michel Balazard, Gérald Tenenbaum, Sur la répartition des valeurs de la fonction d’Euler, Compos. Math. 110 (2) (1998)
239–250.
[4] Paul T. Bateman, The distribution of values of the Euler function, Acta Arith. 21 (1972) 329–345.
[5] Gautami Bhowmik, Driss Essouabri, Ben Lichtin, Meromorphic continuation of multivariable Euler products, Forum Math.
19 (6) (2007) 1111–1139.
[6] Germund Dahlquist, On the analytic continuation of Eulerian products, Ark. Mat. 1 (1952) 533–554.
[7] John Friedlander, Henryk Iwaniec, Bombieri’s sieve, in: Bruce C. Berndt, Harold G. Diamond, Adolf J. Hildebrand (Eds.),
Analytic Number Theory, vol. 1. Proceedings of the International Conference in Honor of Heini Halberstam, in: Progr. Math.,
vol. 138, Birkhäuser, Boston, 1996, pp. 411–430.
[8] Gàbor Halász, On the distribution of additive arithmetic functions, Acta Arith. 27 (1975) 143–152.
346 A. Saldana / Journal of Number Theory 130 (2010) 318–346[9] Hugh L. Montgomery, A note on the mean values of multiplicative functions, Institut Mittag-Leﬄer, page Report no. 17,
1978.
[10] Hervé Queffélec, Propriétés presques sûres et quasi-sûres des séries de Dirichlet et des produits d’Euler, Canad. J. Math.
32 (3) (1980) 531–558.
[11] Imre Z. Ruzsa, On the concentration of additive functions, Acta Math. Acad. Sci. Hungar. 36 (3–4) (1980) 215–232.
[12] Atle Selberg, Collected Papers, vol. 2, Springer, 1991.
[13] Oswaldo José Velásquez Castanón, Sur la répartition des zéros de certaines fonctions méromorphes liées à la fonction zêta
de Riemann, Thèse de doctorat, Université Bordeaux I, France, 2008.
