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Abstract
Recently, it has been shown how to perform the quantum hamiltonian reduction in
the case of general s`(2) embeddings into Lie (super)algebras, and in the case of general
osp(1j2) embeddings into Lie superalgebras. In another development it has been shown
that when H and H
0
are both subalgebras of a Lie algebra G with H
0
 H, then classically
the W(G;H) algebra can be obtained by performing a secondary hamiltonian reduction
on W(G;H
0
). In this paper we show that the corresponding statement is true also for
quantum hamiltonian reduction when the simple roots of H
0
can be chosen as a subset of
the simple roots of H.
As an application, we show that the quantum secondary reductions provide a natural
framework to study and explain the linearization of the W algebras, as well as a great









In recent years, we have seen a great activity in the area of extended conformal algebras,
i.e. algebras that contain the Virasoro algebra as a subalgebra, see e.g. [1]. Examples
of this are the well known Kac-Moody algebras and superconformal algebras, but also
the more complicatedW algebras, introduced by Zamolodchikov in 1985, [2]. Apart from
their inherent interest as mathematical objects, such algebras are of interest in many
dierent elds of physics, such as the study of integrable hierarchies [3], string theory [4],
Toda theories [5], quantum Hall eect [6], etc.
Dierent methods have been developed for the construction of extended conformal
algebras. One method is the direct construction, essentially the solution, using algebraic
computation, of a set of consistency equations for a prescribed set of elds, see e.g. [7].
Another method for constructing W -algebras is the coset method, the generalization of
the well-known coset construction in conformal eld theory, for a review see e.g. [1].
However, one of the most powerful methods of constructing extended conformal algebras
is the hamiltonian reduction. The starting point here is an ane Lie (super)algebra, on
which one imposes a suitably chosen set of constraints. The reduced algebra is then an
extended conformal algebra [8, 9, 10, 11]. The quantum version of this reduction has
recently been done using BRST techniques [12, 13, 14, 15, 16, 17, 18].
It has recently been shown [19] that in certain cases one can impose extra constraints
on a W algebra obtained by hamiltonian reduction, and get yet another W algebra;
this procedure is called secondary hamiltonian reduction. In this paper we show how to
quantize this procedure, thus performing the secondary quantum hamiltonian reduction.
As an application of the technique developed, we nd the generalized quantum Miura
transformation corresponding to the secondary reduction. This secondary quantumMiura
transformation leads to a large number of new realizations of W algebras.
As another application, we show that the secondary quantum hamiltonian reduction
yields a general method of constructing linearizations of W algebras; For a large class of
W algebras, we nd that we can use the secondary quantum hamiltonian reduction to
construct linearizations in a systematic way. Recall that a linearization of a W algebra,
introduced in [20] is the embedding of that W algebra into a larger algebra which is
equivalent to a linear algebra.
This paper is organized in the following way: In section 2, we briey remind the
reader of the primary hamiltonian reduction; section 2.1 is a description of the classical
reduction, while section 2.2 gives a brief account of the quantum reduction. In section
2.3 we briey recall the classical secondary reduction. These sections are included with
the purpose of keeping the paper reasonably self-contained.
Sections 3 and 4 are the two main sections of the paper. In these sections we nd the
cohomology corresponding to the secondary quantum hamiltonian reduction. In section





 H, and satisfying certain supplementary conditions, the secondary reduction of
W(G;H
0
) gives as a result W(G;H). In section 4 we give a method to nd explicitly
the cohomology corresponding to W(G;H), i.e. to nd expressions for the generators of
W(G;H) in terms of the generators ofW(G;H
0
). Furthermore we describe the generalized
quantum Miura transformation corresponding to the secondary quantum hamiltonian
reduction, a transformation which gives us numerous new realizations of W algebras.
Section 4.3 is an example of the secondary quantum hamiltonian reduction.
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The main results of these sections are collected in theorem 2 page 10, theorem 3 page
14, and theorem 4 page 16.
In section 5 we show how to use the technique, developed in the preceding sections,
to linearize W algebras. Using the secondary quantum hamiltonian reduction we show
that we can embed many W algebras into larger algebras, which are equivalent to linear
algebras.
Finally we have included two appendices, one on spectral sequences and one on the
use of modied gradings in the hamiltonian reduction.
For all explicit calculations, we have used the OPE mathematica package of K. Thiele-
mans [21]
2 Hamiltonian Reductions: a Reminder
2.1 The Classical Case
Let us briey recall the construction of classical W(G,H) algebras as they appear in
the context of Hamiltonian reduction [9]. We start with a Lie algebra G with generators
t
a






i. Furthermore we consider a regular subalgebra H  G,





















where m is the eigenvalue under the operator ad(M
0
). We denote the ane Lie algebra
corresponding to G as G
(1)












is an element of the dual algebra, g
ab







. We will use greek
letters as indices for currents with negative grades, and barred greek letters for currents














. The constraints that




















. These constraints are chosen
such that they are rst class. This means that the Poisson bracket of two constraints is
weakly zero (i.e. one nds zero when imposing the constraints after computation of the
Poisson bracket). We can then apply the general technique developed by Dirac to take
care of these constraints:
The rst class constraints generate gauge transformations, i.e. they are associated to
a group of symmetries of the physical states of the theory. To eliminate this symmetry,
one imposes new constraints (gauge xing constraints) in such a way that the set of all
constraints becomes second class (i.e. it is no more rst class), and the matrix formed by














)g is invertible. As these
constraints must not interfere with the physical contents of the theory, one constructs new































(t) are the (second class) constraints. These Dirac brackets are dened such that
any quantity has (strongly) zero Dirac brackets with any of the constraints. In other
words, we have decoupled the constraints from the other physical quantities.
In the case of the constraints (2.1), it can be shown that one can choose gauge-
xing constraints such that the remaining generators correspond to the highest weight

















] = 0. As the constraints are decoupled from the other
physical quantities, it is clear that the Dirac bracket of two J
{
's will close (polynomially)
on the J
{
's. These Dirac brackets realize the W algebra W(G,H).
To get a realization of the W generators as polynomials of the currents J
a
, one uses
















































(z) are polynomials in the J
a
's and realize also the W algebra when using
the Poisson brackets.
It can also be shown that one can realize the W algebra by using the zero grade















] = 0 and doing the
gauge transformations as above, one gets the W
{




transformation is called the (classical) Miura transformation.
Finally, let us note that the choice (2.1) of constraints is not unique. We introduce a
new grading operator H = M
0
+ U , where U is an element of the Cartan subalgebra. H























(2.1) leads to the same classical algebra, W(G;H), if U commutes with the s`(2) algebra







2.2 Primary Quantum Hamiltonian Reduction
This section is intended as a brief recapitulation of the method developed in [16] of
quantum hamiltonian reduction. We want to quantize the Hamiltonian reduction which
we have presented in the previous section. To do this, we will use the BRST formalism,
which is a standard procedure in the framework of constrained systems, see e.g. [12].




































 is the operator product algebra generated by the ane currents, the ghosts and
anti-ghosts, and their derivatives and normal ordered products. As usual when using
































































; s) = 
n;0








and the ghosts c

is also a subcomplex, and
in fact using the version of the Kunneth formula which was shown in [16], one can show
















































In order to actually calculate this cohomology and nd explicit expressions for the
































Corresponding to these two operators, we can dene a bigrading of the complex 
 as a














. With this denition s
0
has bigrade (1; 0) and
s
1
has bigrade (0; 1).
Using the technique of spectral sequences (see section 3 and appendix A), one can















































; s), i.e. the generators of W(G;H),
one can use the tic-tac-toe construction with 

hw










































. We nd that
the bi-grade of W

`
is (m   `; `  m), and since s
1
vanishes on terms with bigrade (0; 0)
we see that the sequence stops at ` = m. It is easy to verify that s(W

) = 0.
In principle the operator product algebra of the W 's close only modulo s-exact terms.
However, there are no elements in 

red
with negative ghostnumber, thus there are no
s-exact terms with zero ghostnumber, and therefore the operator products of the W 's
close exactly.
The operator product expansion (ope) preserves the grading, which implies that the
operator product expansions of the zero grade part of the generators must give the same




















, the algebra generated by the \hatted" grade zero ane currents. This is known as
the quantum Miura transformation, and can be used to dene a free eld realization of







Just as in the classical hamiltonian reduction, we can modify the grading operator M
0
by adding a U(1) current obeying the non-degeneracy condition. In that case, the modied
grading operator H = M
0
+ U will lead to a modication of the BRST operator (2.5).
One nds, that the calculation of the cohomology leads to an equivalent but dierent
realization of W(G;H).
2.3 Classical Secondary Reductions
First, we briey recall the framework of secondary reductions as they appear in the
classical case. We start with a W(G;H
0
) algebra (dened as in section 1), with H
0
a
regular subalgebra of G. We suppose now that there is another regular subalgebra H such
that H
0
 H. Since H
0
is embedded in H, it is natural to wonder whether the W(G;H
0
)
algebra can be related to W(G;H). In fact, considering the constraints associated to
both W-algebras, it is clear that we have to impose more constraints on W(G;H
0
) to
get W(G;H); for instance, the number of primary elds (which is directly related to the
number of constraints) is lower inW(G;H) than inW(G;H
0
). These (further) constraints
will be imposed on W elds themselves, so that we will gauge a part of the W(G;H
0
)
algebra. In [19], it has been proved:
Theorem 1 Let G = s`(N) and let H
0





actually this argument shows only that the map is an algebra homomorphism, but one can prove
that the map is also injective.
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Then, there is a set of constraints on the W(G;H
0
) algebra such that the (associated)
Hamiltonian reduction of this algebra leads to the W(G;H) algebra. We will represent
this secondary reduction as
W(G;H
0
) ! W(G;H) (2.10)
The proof of this theorem relies on a general property of the Dirac brackets, which can
be stated as follows:
We start with a Hamiltonian theory on which we impose constraints. Instead of
considering directly the complete set of second class constraints, we can divide this set
into several subsets (of second class constraints) and compute the Dirac brackets at each
steps (using the Dirac bracket of the previous steps as initial Poisson brackets). Then the
last Dirac brackets do not depend on the partition of the second class constraints set we
have used.
Thus, coming back to our W -algebras, it is sucient to nd a gauge xing for the
W(G;H
0
) algebra such that the corresponding set of second class constraints is embedded
into the set of second class constraints forW(G;H) as soon as H
0
 H. Indeed, with such
an embedding, it is clear that the constraints one will impose on theW(G;H
0
) generators
will just be the constraints related to H that are not in the subset associated to H
0
. Such
a gauge has been explicitly constructed for G = s`(N). Because of the generality of the
property of Dirac brackets, and considering the construction of orthogonal and symplectic
algebras from the (folding of) unitary ones [24], it is clear that the theorem is also true
for the other classical Lie algebras.
We present below a quantization of the secondary reduction using the BRST formalism.
Note that the BRST operator involves only rst class constraints, so that the quantization
is not straightforward: in the classical case, we have to embed the sets of second class
constraints one into the other, while in the quantized version it is the sets of rst class
constraints that we will embed.
3 Quantum Secondary Reductions:
Algebra Isomorphism
In order to show that W(G;H) can be obtained from a secondary hamiltonian reduction
of W(G;H
0
), we will use the theory of spectral sequences. For a good introduction see
e.g. [25]; in appendix A we give a brief description of some main points in the theory.
























eigenvalues of the operator ad(M
0













A second grading is dened by M
0
0
, but as described in appendix B we can use the
























We assume the gradings to be integer
2
. We wish to constrain the negative grade parts
















= 0 where the 

are
constants. We denote by  the set of these rst class constraints, and similarly 
0
denotes
the set of constraints corresponding to G
0
 
. We assume that we can choose the constraints
in such a way that 
0
 , and we note that this implies that the following two conditions
are satised:
1) the set of simple roots of H
0








The classication of triples G, H
0
, and H satisfying these conditions are given in appendix





  are very few, the use of modied gradings as described in the appendix gives us
a large class of triples that satisfy 
0
 .

































Note that that the generators t

























is in contradiction with the condition 2) above). Note also that t

is a highest weight
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n
denote the simple roots of H
0










; : : : ; 
m










. On the other hand, since
t

has grade zero under H
0





















































we dene the BRST current j
0


























corresponding to (3.5). The set of
ghosts c
a




is a subset of b
A
; in fact the set c
A
is the union
of the set c
a
and the set c

, and the set b
A
is the union of the set b
a
and the set b

. The





















for the algebras which we consider, it is always possible to choose an integer grading.
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We dene the current j
00




, and we nd
j
00





















































































































































































is actually a generator W

of the algebra W(G;H
0






















Let A denote the algebra generated by the currents as well as their derivatives and
normal ordered products. 
0





(and their derivatives and normal ordered products), 
00








































We can dene a bigrading on the algebra 
 = A










bigrading (1; 0) and s
00
has bigrading (0; 1), namely:


























































is the ghost realization of the constrained part of the algebra. We will
use as basis of 
 the set of \hatted" currents and the ghosts and anti-ghosts f
^
J; c; bg.



















































































































. In our case it will turn out to be convenient to perform this reduction




. We will therefore dene 

red









. The full complex 
















































, and and anti-ghosts b
















































































































(x)] of a given [x] 2 E
1




















































H is a ltration on the cohomology H(

red

































) \ im s
(3.15)
thus we can in principle reconstruct the cohomology H(

red
; s) from the spectral se-
quence, on the condition that we can reconstruct H(

red























































































The spectral sequence collapses here, i.e. [s
00
] is the last non-trivial operator in the
sequence. In fact E
p;q
2
is nontrivial only for p = 0, and since s
r
has bigrade (1   r; r) it
is clear that s
r





























































































is trivial for p < 0. Using






, and that this isomorphism
is in fact an algebra isomorphism.
Let us collect the results of this section in the following




) and W =W(G;H) with H
0
 H. If
we can nd sets of rst class constraints 
0
and  (where W
0
is the result of imposing the




and W is the result of imposing  on G
(1)




1) It is possible to perform a secondary quantum hamiltonian reduction on W
0
. This
secondary reduction consists of imposing a set 
00
of rst class constraints on W
0
.









2) Let A be the algebra generated by currents in G
(1)
and their derivatives and normal
ordered products, and let 
0
be the algebra generated by the ghosts and anti-ghosts
corresponding to the constraints 
0
. If we denote by s
0
and s the BRST operators cor-
responding to the quantum hamiltonian reduction leading to W
0
and W respectively,



















] on an element [x] 2 W
0





3) Let  and 
00
be the algebras generated by the ghosts corresponding to  and 
00




































4 Quantum Secondary Reduction: Direct Calculation
In section 2.2 we explained briey the primary quantum hamiltonian reduction of the
ane Lie algebra G
(1)
that results in the W algebra W(G;H). Let us recall some of the




; s)  H
0
(

















2) There is a vector space isomorphism between the space 

hw
, generated by the hatted
highest weight generators, and W(G;H).
3) We can use the tic-tac-toe construction to construct explicit realizations of the
generators of W in terms of the hatted unconstrained generators. The starting




4) We can show that there exists an algebra isomorphism between the algebraW(G;H),
and the algebra generated by the zero-grade part of theW -generators as constructed
by the tic-tac-toe method. This is the generalized quantum Miura transformation.
In this section we will take the corresponding steps for the secondary quantum hamil-
tonian reduction. Among the consequences will be the secondary quantum Miura trans-
formation and a systematic method of linearization of W algebras.









) to be identical
to the algebra W(G;H); the aim of this section is to construct concrete realizations of
W(G;H)-generators from the generators of W(G;H
0
).
The reduction of the W
0
algebra is dened in terms of the grading (H  H
0
). the fact
that this is actually a well-dened grading of the algebra follows from the fact that the
simple roots ofH
0
has grade 1 both underH andH
0












is a generator ofW
0







which are just the generators with negative grade.





. Just as in the case of the primary reduction, we dene



















. For each , dene  







. We note that  











In the primary quantum hamiltonian reduction, we saw in section 2.2 that it was
possible to split the complex 













where the subcomplex 

red




and the ghosts c

. There are strong arguments that suggests that we can split the complex
  in a similar way. However, we are not yet able to give a complete proof of this. We will
leave it as a conjecture:
Conjecture 1 It is possible to dene a subcomplex  
red








, such that  
red








We have two main arguments that supports this conjecture:






















































































This result supports the conjecture that the cohomology of   is determined uniquely
by the cohomology of  
red
.
2) The conjecture is supported by a number of concrete examples, where we have
explicitly calculated the modied generators.






































































Next step is to split s
00
















































are indeed nilpotent and anti-commuting one can

































are all nilpotent and anti-
commuting.











: ( m;m+ 1) (4.5)




dened by the grading (H H
0




has bigrading (1; 0), while s
00
1
has bigrading (0; 1). We can now dene the spectral















































In the primary hamiltonian reduction one can show that for each ghost c
A
, we can


























































A has non-negative H
0
-grade, then we nd that also B
and C has H
0










































































. In the secondary hamiltonian reduction there is no notion of highest weights,
but  
0





Equation (4.7), together with the fact that the bigrade of the operator s
r
is (1  r; r)
implies that s
r






































































Note that with the bi-gradings dened in (4.5),  
p;q
red


























however, this isomorphism is a vector space isomorphism but not an algebra isomorphism.
We have proven the following (assuming the validity of conjecture 1):































corresponding to the secondary hamiltonian reduction W(G;H
0
) ! W(G;H) can be split








































































). This, together with the fact that we know the number of generators of
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0





4.1 Explicit Construction of Generators.





, we can use the tic-tac-toe construction to






































(i.e. it is the grade of V
k
0
). Note that if V
k
0
has bigrade (p; p), V
k
1














The resulting generators V
k
constitutes a basis of the algebra W . In principle the
operator product expansion of these generators close only modulo s
00
-exact terms; however,
since there are no elements in  
red
with negative ghostnumber, there can be no s
00
-exact
terms with zero ghostnumber, and therefore the algebra of the V
k
closes exactly.
4.2 Generalized Quantum Miura Transformation
Because the operator product expansion preserves the grading, it is clear that the grade














+    + V
k
p
) is an algebra homomorphism. In order to show
that this map is in fact an algebra isomorphism, we need to show that the map is an
injection. To show this, one can consider the so-called \mirror spectral sequence", the




































































































has bi-grade (0; 0). To see this, note that s
00
1


















To see that the opposite is also true, note that for each W

A
with grade larger than zero,


















+   
































































) to its zero grade component is injective, and
therefore indeed an isomorphism of algebras. This proof is essentially identical to the one
given in [16] for the case of the primary hamiltonian reduction.
Still assuming the validity of conjecture 1, we have shown:
Theorem 4 For generators V
k
of W , constructed using the tic-tac-toe construction de-















of the generator to the zero grade part of the generator is an algebra isomorphism.
This mapping is the generalization of the quantum Miura transformation to the case
of the secondary hamiltonian reduction.
This theorem means that we can realize the generators of the algebra W in terms of













always includes the energy-momentum tensor
^
T , since T is always part of the
grade zero subspace of W
0
.
This construction gives us an impressive variety of new realizations of W algebras:






we get a realization of the generators of W(G;H) in terms of the hatted generators of the
grade zero subalgebra of W(G;H
0
).
Similar realizations of W algebras in terms of simpler W algebras have been con-
structed before, see e.g. [26, 27]; however, the present construction gives a systematic
method for constructing a large number of such realizations.
4.3 Example: W(s`(3); s`(2))!W
3
Let us consider the simplest possible example of the secondary quantum hamiltonian
reduction, namely the reduction of the Bershadsky algebra W(s`(3); s`(2)) to the W
3





























As described in section 2.2, we can modify the grading operator H

1
by adding a U(1)

















































































































































































































































































































































































































































Here J is a U(1) eld and G

are primary bosonic spin
3
2





































+   
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) =  (k + 3)Tc
 
2


































) = 0. The \hatted" operators are:
^








































































































in the cohomology of s
00
, and using the tic-tac-toe construction with G
+
as the starting






















































This gives us a realization of the W
3












Using the primary hamiltonian reduction, we can nd expressions for G
+
, T , and J
in terms of the currents of the ane algebra s`(3)
(1)
. Inserting these expressions into
equation (4.19) gives us a realization of W
3
in terms of the currents of the s`(3)
(1)
. Note,
however, that this is not identical to the realization we would get by doing the hamiltonian
reduction to W
3
in one step, using the primary hamiltonian reduction.
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5 Linearization of W-algebras
Very recently, the construction of linearizedW algebras [20] have attracted some attention.
The idea in this construction is to add some extra generators to an algebra W , such that
the resulting larger algebra is equivalent to a linear algebra.
We will show that the secondary quantum hamiltonian reduction gives us a general
method to nd such linearizations of W algebras. In the specic case of the linearization
of W
3
, we nd the same result as [20].
The basic idea of our construction is very simple. Dene W
0
 
to be the subalgebra
of W
0
with negative grading, i.e. the constrained subalgebra of W
0









to be the algebra
generated by the \hatted" generators inW
0
. We have above shown that we can construct





. Let us denote
the number of generators of an algebra A by jAj, and dene














to W, in such a way





















(V is not uniquely dened). It follows from the tic-tac-toe construction that the generators



















is invertible. Assuming conjecture 1, we have


















































is not linear, but we nd that it is actually linear for a large class of reductions:








6= 2; 8 n
can be linearized by the secondary hamiltonian reduction
4






The tic-tac-toe construction gives an algorithmic method for the explicit construction of
these linearizations.
4
We denote by l  s`(2) the direct sum of l copies of s`(2) subalgebras.
19
Let us restrict ourselves to showing this in the case ofW(s`(n); s`(m)) { the general case is
a straightforward generalization. So we consider the secondary reductionW(s`(n); s`(2))!











      
1      








































   G
n 2


































The G's are bosonic spin
3
2
elds. The U(1) operator U commutes with the s`(n 2) Kac-
Moody subalgebra in W(s`(n); s`(2)), while the G's have positive and the

G's negative
U(1)-charge. This shows that the only possible operator product expansions containing
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0 0    1     

























































For the so(n) and sp(2n), due to the few cases that allow the secondary reductions (in
our framework), it is clear that we will not be able to linearize most of the corresponding
W- algebras. In fact, demanding that the starting Walgebra is built on H = ls`(2) and









be linearized (the last one being in fact identical with WA
3
).
Let us remark that the spin of the new elds we add to linearize the algebra are always
positive, since we take the positive grade part of a given W algebra
6
.
The most popularW -algebras are theW(G;G) WG ones: it is natural to see whether
one can linearize these algebras. From the above property, it is easy to deduce:
Property 2 The W-algebras WA
n








algebras, our techniques allows to linearize only the WBC
2
5






) obtained from Hamiltonian reduction of B
n
to distin-
guish it from the Casimir algebraWB
n





as the same spin contents
as WC
n
but dierent structure constants.
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The above method of linearizingW algebras is not limited to the secondary quantum
hamiltonian reduction { it can also be used in the primary quantum hamiltonian reduction.
Following the above procedure in that case, we nd any W algebra W(G;H) can be


































As explicit examples of the linearization using secondary hamiltonian reduction, we
will give the two simplest: the linearization of W
3











(this linearization was already given in [20]), and the linearization of
W
4





Note also that the secondary reduction W(so(5); so(3)) ! W(so(5)) will provide the
linearization of theW
2;4






eld), a secondary reduction of super algebras will have to be performed [28].
5.1 Linearization of W
3
As we already saw in example in section 4.3,W
3






























































If we add the current J =
^
J to the W
3
algebra, then it is clear that the transforma-






























































+ 9k + 11)@
2








  (k + 2)(J@J)
0
z  w
+    (5.3)
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5.2 Linearization of W
4
In order to show an example where the linearization has not been done before, we take
the linearization of the W
4
-algebra. In this case, the algebra W(s`(4); s`(2)) contains T ,










;  = ;  = . G
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(952 + 643k + 108k
2
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3(4 + k)(8 + 3k)(13 + 4k)(184 + 121k + 20k
2
)


































































































































































It is obvious that there is and invertible transformation between this extended algebra,





















In this paper, we have considered secondary quantum hamiltonian reductions, i.e. hamil-






















 H satisfying certain conditions as described in appendix B, we carry out the hamil-
tonian reduction of the W algebra W(G;H
0
) with suitable constraints, and show that the
result is the W algebra W(G,H).
Note that for G=s`(N), the conditions that we impose onH
0
andH in order to perform
the secondary quantum hamiltonian reduction are more restrictive than the conditions
necessary for the classical secondary hamiltonian reduction, see [19]. This should not be
taken as a sign that not all classical secondary hamiltonian reductions can be quantized;
it simply reects the fact that the method that we have used for the quantum secondary
reduction in this paper cannot be applied to all possible secondary reductions. On the
other hand, we have been able to explicitly do some quantum reductions when G = so(N)
or G = sp(2N), while the techniques has not been developped for the classical case.
The quantum secondary reductions show that the W algebras W(G,H) that can be
obtained by the hamiltonian reduction of a certain ane Lie algebra G
(1)
are not only
related by their common \ancestor" G
(1)
, but that they are mutually directly connected
by the hamiltonian reduction. As a simple example, consider this diagram of the possible
hamiltonian reductions connecting the algebras W(s`(4);H); the simple lines symbol-
ize the quantum reductions we have been able to perform, the double lines symbolize
secondary reductions that gives rise to linearizations, and the dashed line the classical



































































There are two important consequences that follows from the secondary quantum hamil-
tonian reduction. One of these is the secondary quantum Miura transformation. The
usual quantum Miura transformation can be used to nd free eld realizations of the
W algebras, and in a similar way the seondary quantum Miura transformation can be
used to nd realizations of W algebras in terms of subalgebras of other W algebras. For
example, in the diagram above there are 4 (5 if the dashed line is included) possible sec-
ondary reductions , and the secondary quantum Miura transformation corresponding to
these gives us realizations of W
4
in terms of W(s`(4); s`(2)) or W(s`(4); s`(3)), and of
W(s`(4); s`(3)) and W(s`(4); 2 s`(2)) in terms of W(s`(4); s`(2)) (and W
4
in terms of
W(s`(4); 2 s`(2)) if the dashed line is included).
The other consequence that follows from the seondary quantum hamiltonian reduction








's are given in section 5, we can nd a secondary hamiltonian reduction and a







which is equivalent to a linear algebra






algebras. To take once again the diagram above as example, this procedure
can give us linearizations of W
4
and W(s`(4); s`(3)). This linearization of W algebras
could be very useful in study of the representation theory ofW algebras. In fact one could
use the linearization to reduce the representation theory of the non-linear W algebras to
the representation theory of the corresponding linear algebras.
Note, however, that the two consequences of the secondary quantum hamiltonian
reductions, the secondary Miura transformation and the linearization procedure, both
rests on a certain conjecture, given on page 12. The arguments for this conjecture seems
so convincing that we do not doubt its validity; nevertheless, it would be of great value to
have an actual proof of the conjecture. In addition, as mentioned above, we have not in
this paper exhausted the possible secondary reductions; a number of classical secondary
reductions cannot be quantized using the present methods, and it would be of interest to
nd a method to quantize these remaining secondary reductions.
Besides these problems, there are other open questions about the secondary quantum
hamiltonian reduction. It would be interesting to generalize the procedure to supersym-
metric W algebras, and to do the secondary quantum Miura transformation and the
linearization also in that case [28]. Another interesting possibility is to study in more
25
detail the linearization of W algebras, and to what extent we can actually reduce the
analysis of the non-linear W algebras to the analysis of the matching linear algebra.
Acknowledgements: The authors would like to thank R. Stora for stimu-
lating discussions. One of the authors (JOM) would like to thank the Niels Bohr Institute,
where this work was started, for nancial support.
Appendices
A Spectral Sequences
In this appendix, we will give a few key denitions that are used in the theory of spectral
sequences. For a good introduction to the theory of spectral sequences see e.g. [25].
We assume that we have a complex (














. We assume furthermore that it is possible to dene













      
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\ im s; (A.2)
and we see that (suppressing the (p; q) indices)












   


















































It is now possible to show that for every space E
r


































With all these denitions, we are now nally in a position to state the main theorems
of the theory of spectral sequences:
The \generalized cohomologies" E
r














If the ltration exhausts all of the space 






































H is the ltration on the cohomology H(












This is the principal result of the theory of spectral sequences. It gives us a way to nd
the cohomology H(










; s). The usefulness of the spectral sequences rests
on the fact that in practical application the spectral sequence often collapses after a few
steps, i.e. s
r




is some low number.
Let us show the following
Lemma 1 If F
q





























































     E
p;0
1
or equivalently (since E
p;q
1



























is in general a
vector space isomorphism. If the space 
 in addition to being a vector space is also an al-
gebra (as in the case that we are interested in here) then if we can dene algebras on all the


















, i.e. [a]; [b] 2 E
0
: [a]  [b] = [a  b] (where  de-






) is induced by the
algebra on E
r













is an algebra isomor-













is an algebra isomorphism, it may be




In the case where the complex (













































The rst element in the spectral sequence, E
0





































































This means that if we identify x 2 E
p;q
0







(x) = (s(x)) { and









































































































and  is again the canonical projection operator. Consider x 2 ker s
0
and let [x] = (x)




([x]) = (s(x)) is just the bigrade








B Shift of the Constraints Using a U(1) Generator
We are looking for couples of W(G;H) algebras such that the sets of rst class con-
straints are embedded one into the other. We rst consider the case G = s`(N), and
to clarify the presentation, we focus on the secondary reductions of type W(G;H) !
W(G;G) W(G).
In s`(N), the subalgebras can always be chosen in such a way that the simple roots of












). We dene as simple roots
















































































The gradation associated to the Cartan generator of the principal s`(2) inH attributes














This implies that the root generators E

n
are constrained in W(G;H) although they are







while not changing the resulting W -algebra. Let H be the gradation we are looking for.
Then, if M
0
is the Cartan generator of the s`(2) embedding we are considering (it has
29
not been changed because we want the W -algebra to be the same), the new gradation is
characterized by the generator U = H  M
0
which commutes with the s`(2) algebra and
which "respects" the highest weight gauge. Thus, classifying the dierent gradations H











denotes the subalgebra of G-generators which have negative grade w.r.t. H.
This technique has been developed in [11, 22], where all the possible gradations leading
to the sameW -algebra have been classied. The procedure goes along the following lines.














when  6=  (B.5)






















's are dierences of two y

's. The eigenvalues of the allowed U(1) generators
will be characterized by the equations
jY
k










Then, the dierent gradations will be M
0
+U , with M
0
the Cartan generator of the s`(2)
under consideration, and U one of the allowed U(1) generators.


















which is clearly satised only if H is simple
7
. In that case, the s`(2)U(1) decomposition
D
j
(y) (N   2j  1)D
0
(z) with y =
j(N   2j   1)
N




indeed gives a gradation where all the simple roots of s`(N) have positive grades, and
whose associated W-algebra is W(s`(N);H).
For the general secondary reduction W(s`(N);H
0
) ! W(s`(N);H), the reasoning
follows along the same lines. We however have to look at the grade of all the roots (since






. This necessary condition is sucent in the case of s`(N) because the






= 1 for H are a subset of the constraints J

i
= 1 for H
0
). After a tedious
calculation, and using non-degenerated U(1) generators both for H and H
0
, one gets the
following property:
7
If H is simple, there will be only one D
j
representation with j 6= 0 in the fundamental of G
30
Property 3 In the case of secondary reductions of type W(s`(N);H
0
) ! W(s`(N);H),
we have the following necessary and sucient condition for the existence of a U(1) gen-
erator which satises both the non-degeneracy (B.4) and the embbeding of the set of con-









































Now, turning to the case of orthogonal and symplectic algebras, we can do the same
calculation. However, for these algebras, the U(1) generator is much more constrained
(see [11], sections 5.2 and 5.3) so that there are less U(1) generators satisfying both the
non-degeneracy and the embedding conditions. Note that one has really to check in each
case that the sets of currents constrained to 1 are also embedded one into the other, since
the simple roots of H
0
are not always simple roots of H.
Apart from these restrictions, the calculation is the same as for s`(N) algebras, so
that one is led to
Property 4 In the case of secondary reductions of type W(G;H
0
) ! W(G;H) with G =
so(N) or sp(N), we have the following necessary and sucient condition for the existence
of a U(1) generator which satises both the non-degeneracy (B.4) and the embedding of
the sets of constraints.
  For so(N), H and H
0




= (n+ 1) so(p)
H = n so(p)  so(p + 2)
with
(
N = (n+ 1)p + 2 ; n  0
N  p [mod 2]
(B.13)
  For sp(N), H and H
0

















Let us remark that in the case G = so(5), the U(1) generator exists for the reduction
W(so(5); so(3)) ! W(so(5)), while in the case G = sp(4) the U(1) generator exists for
the reductionW(sp(4); s`(2)) ! W(sp(4)) which is in agreement with the isomorphism
between the so(5) and sp(4) algebras.
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