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mantic	Web	has, we	might	say, a	‘logical	wing’	and	an	‘information	wing’. These
are	not	primarily	distinguished	by	their	technical	or	organisational	features, but
by	 the	 largely	 disjoint	 research	 questions	 they	 address, and	 by	 their	motiva-










whether	 the	semantic	web	might	appear	 in	technological	 fact. Our	goal	 is	 to
indicate	the	continuities	with	the	textual	web, and	thus	to	indicate	the	novel-
ties	of	the	Semantic	Web, and	so	suggest	why	they	are	important. After	a	brief




transmit	machine-processable	meaning, through	 a	 logical	 framework




















the	‘World	Wide	Web’	is, even	though, nowadays, such	a	question	may	seem	as
odd	as	asking	what	‘air’	is.
The	web	is remarkably homogeneous: it	consists	of one protocol, one bit	of
glue, and	markup.
Everything	on	 the	web	 is	 connected	by the	Hypertext	Transport	 Protocol
(HTTP) [1], and	if	you	look	at	a	web	page, update	a	podcast, talk	on	Jabber, or
download	videos, on	a	computer	or	a	mobile	phone, the	bytes	come	to	your
computer	via	HTTP.	Indeed, a	debatable	but	plausible	deﬁnition	of	the	web	is
as	 the	 set	of	 things	 reachable	 through	an	HTTP request. The	only	bit	of	 that
protocol	you	ever	notice	is	‘404’, which	is	the	HTTP error	code	meaning	‘I don’t
have	anything	by	that	name’.














knows	how	to	format	and	display	as	headings, sidebars, images, and	links. The
link	associates	 some	 text	on	 the	page	with	a URI,	and	clicking	on	 it	 tells	 the
browser	‘go	and	look	at	this	page	instead’. The	browser	then	examines	the	URI
to	discover	which	web	server	is	providing	that	page, then	immediately	makes
another	HTTP request	to	that	server	to	retrieve	the	page, display	it	to	you, and
start	the	cycle	once	more.

















• August	1991: First	public	web	 server. Initially, users	 interacted	with	 the
server	by	using	Telnet	(another	non-Web	internet	protocol)	to	connect	di-
rectly	to	a	client	program	at	CERN,	and	thence	to	the	server.
• December	1991: First	web	 server	outside	Europe, at	 the	Stanford	Linear
Accelerator	Center	(SLAC,	like	CERN an	experimental	high-energy	physics
laboratory).
• April	1993: Mosaic, from	the	(US) National	Center	for	Supercomputing	Ap-
plications	(NCSA),	was	the	ﬁrst	graphical	browser. Mosaic	led	to	Mozilla,
which	 led	 to	 today’s	 Firefox; Mozilla	 also	 led	 to	 the	 Netscape	 browser.
About	the	same	time, NCSA released	their	‘httpd’	web	server, which	even-
tually	mutated	into	the	now-ubiquitous	Apache.5
• October	1994: The	World	Wide	Web	Consortium	(W3C) was	founded, with
Berners-Lee	 as	 its	 director, to	 act	 as	 the	 standards	 body	of	 the	 emerging
system. Early	standards	included	HTML 3.2	(1997),6 the	ﬁrst	version	of	XML
(1998) [5], and	the	ﬁrst	model	and	syntax	for	RDF (1999) [6].
• 2006: Lolcats	 (and	other	 ‘user-generated	 content’). We	 return	 to	 this	 in
Sect. 2





system [7], and	Ted	Nelson’s Xanadu system7 can	probably	lay	claim	to	that),












RDF and	the Semantic Web. One	could	almost	call	the	textual	web	‘Semantic	Web	0.1’.
5Apache	originally	consisted	of	a	set	of	software	‘patches’	to	NCSA httpd, hence	the	(unfortunately
apocryphal, it	seems)	etymology	of	its	name	as	‘a	patchy	server’.





• It	 is	distributed, or	decentralised, so	 that	 there	 is	no centre to	 the	web	–
there	is	no	single	point	which	can	fail, or	be	co-opted, or	which	can	grant
or	refuse	permission.
• It	is	non-proprietary, or	open: the	protocols	which	deﬁne	the	web	are	free
to	obtain, and	may	be	implemented	without	any	inhibitions	from	licences.
Also, the	web’s	governing	body	(which	the W3C is, in	effect)	does	its	work
through	an	open	process.
• The	web	is	simple, in	the	sense	that	it	is	architecturally	simple	(the	notion
of	the	web, as	servers	plus	browsers	plus	links, is	easy	to	comprehend), and
straightforward	in	protocol	 terms	(the	core	protocol	of	 the	web, HTTP,	 is







to	the	web	as	well	as	read	it, and	‘anyone’	can	put	up	a	webpage. Now, ‘anyone’
here	meant	‘anyone	with	access	to	a	unix	box	connected	to	the	internet, who	can
build, conﬁgure	and	install	a	web	server’; so	not	quite	everyone’s	‘anyone’, but














2. links	are all ‘see	also’	(as	opposed	to	‘parent’, ‘next’, ‘author’	or	anything
more	informative);




Xanadu, for	example, guaranteed	link	integrity, had	typed	links, and	tried
to	develop	a	new	intellectual	property	model, all	at	the	same	time. Berners-Lee




8The	HTTP protocol	can	be, and	is, used	to	transport	digital	media	of	all	types	–	plain	text, images,







dan’, you	get	links	about	the	country, the	river, the	glamour	model, the	breakfast
cereal, the	brand	of	shoes, various	small	businesses, the	basketball	player, the
mathematician, and	more. These	are	not	all	the	same	thing.
This	doesn’t	matter, however, because	we	as	humans	know	they’re	different
things, and	we’re	 not	 likely	 to	 get	 confused	 (and	 if	we	 are, brieﬂy, confused










card. In	a	famous	and	seminal	paper, Berners-Lee, Hendler	and	Lassila [8]	de-
scribe	an	extended	scenario	in	which	computers	are	able	to	interact	with	each
other	to	organise	travel	and	other	appointments. This	scenario	has	come	about
to	 some	extent: price-comparison	websites	now	 routinely	 interact	with	other














sponsible	 for	 the	 technical	governance	and	development	of	 the	 internet, by	a
similar	process	of	general	consent). Although	the	core	standards	are	easily	iden-
tiﬁed	– HTTP, URIs and HTML –	these	are	accompanied	by	a	blizzard	of	other
agreements, major	and	minor, ranging	from	the	syntax	of	XML to	consensus	on
the	formatting	of	dates. These	agreements	take	the	form	of	‘W3C Recommen-
dations’,10 collaboratively	authored	by	W3C Working	Groups	 formally	drawn
from	academic	and	commercial	W3C member	organisations, but	with	wide	and
occasionally	noisy	participation	from	interested	individuals	world-wide.
Much	of	 the	 development	work	 for	 the	 semantic	web, in	 particular, has
come	from	universities	and	a	small	number	of	research-active	commercial	organ-
isations, often	with	quite	close	links	to	academia. There	is	a	strong	inheritance
9If	you	actually	search	for	‘jordan’	in, for	example, Google, Bing, and	DuckDuckGo, you	will
ﬁnd	that several of	these	distinct	senses	appear	on	the	ﬁrst	page, so	that	there	is	more	variety	than
would	result	from	simply	listing	the	most	popular	pages	with	that	string	in	them. This	is	because

















to	describe, for	example, a	book’s	bibliographical	details. In	recent	years, the
‘linked	data’	 paradigm	has	 emerged, again	with	 both	 academic	 and	 industry
backing, with	a	focus	on	the	practical	steps	to	bring	about	the	immediate-term


























One	name	 for	 the	River	 Jordan	 is http://dbpedia.org/resource/Jordan_
River. This	derives	from	DBPedia [9], which	is	a	collection	of	Semantic	Web
names	derived	directly	from	Wikipedia. The	name http://sws.geonames.org/















Anyone	can	create	such	a	name: I own	the	domain nxg.me.uk and	decided,





tion. So, for	example, we	might	want	to	say	that http://dbpedia.org/resource/
Jordan_River is	the	same	thing	as http://sws.geonames.org/7874114/. This	will
be	true	in	some	contexts, but	false	in	others. In	this	case, it	turns	out	that	the
geonames.org	designers	have	decided	that http://sws.geonames.org/7874114/
refers	to	the	River	Jordan in	Jordan, and	that	the	‘same’	river	in	Israel	is	named
http://sws.geonames.org/294624/. Therefore, in	 some	 contexts, it	would	 be
simply	false	(and	importantly	false)	to	state	that http://dbpedia.org/resource/
Jordan_River is	 ‘the	 same	 as’	 one	 or	 the	 other, and	 we	might	 ﬁnd	 it	 better




























year	and, say, the	year	the	book	was	ﬁrst	borrowed. I would	have	to	talk	to	you
to	tell	you	which	column	was	which; neither	of	us	would	expect	the	spreadsheet
12I note	parenthetically	–	for	there	is	a very	very	long distraction	possible	here	–	that	the	URIs http:
//dbpedia.org/resource/Jordan_River and http://nxg.me.uk/norman/ are	names	for	 the	physical




those	URLs	by	 typing	 it	 into	a	browser, you	are	 redirected	 to	another	web	page	which	describes
the	resource	(that	is, a	resource	with	a	different	name, which is a	webpage	rather	than	a	person	or







–	about	geography, stars, people, or	 retail	opportunities	–	generally	shareable
and	manipulable	 by	 computers, while	 preserving	 as	many	 as	 possible	 of	 the
(text)	web’s	properties	of	decentralisation	(there	 is	no	permission	or	coordina-
tion	required), openness	(what	we	can	communicate	is	not	limited a	priori), and
simplicity	(there	is	still	only	one	protocol, HTTP).
That	is, the	Semantic	Web	is	not	about	machine understanding, but	about
the	technology	required	to	let	computers	manipulate	these	URI-based	names	in






So	far, so	abstract. How	do	we	actually write	down the	statement	that	‘http:
//dbpedia.org/resource/Jordan_River is	a	 river’? For	 this, we	must	examine
the Resource	Description	Framework	(RDF).
RDF is	a framework for	describing	things, and	their	mutual	relations. It’s
a	rather	abstract	framework	for	thinking	about	the	mechanics	here, and	is	not,







• The	world	is	described	by	a	mixture	of resources and literals.
• Literals are	simply	strings, such	as	“River	Jordan”	or	“Río	Jordán”.
• Resources are	things	in	the	world	such	as	individuals, categories	of	things
(such	as	people	or	rivers), abstract	concepts	(‘world	peace’), things	on	the
web	or	off	it, or	indeed anything	that	can	be	given	a	name.
• Resources	are	given names which	are	all	syntactically	URIs.
• One	can	make statements about	resources, all	of	which	are	of	the	form	of	a











different	technical	levels, at http://www.w3.org/standards/techs/rdf, and	a	broader	collection	of







There	are	two	statements	 (ie, triples)	here, one	stating	that http://nxg.me.uk/
norman/ is	a	Person, and	the	other	stating	that	resource’s	name. In	each	case,
we	can	see	the	structure	of	the	subject-predicate-object triple, with	the	resource
http://nxg.me.uk/norman/ being	 the subject in	 both	 cases, and	 the	 resource
http://xmlns.com/foaf/0.1/Person and	literal "Norman Gray" being	two objects.
The	ﬁrst	predicate	–	stating	the	type	of	the	resource	–	is	one	of	the	predicates	de-
ﬁned	 in	 the	W3C‘s	RDF ‘Schema’	 standard	 (RDFS) [12]; the	 type	 in	question
is	one	deﬁned	by	the	independently	deﬁned Friend	of	a	Friend	(FOAF) schema
(which	we	will	return	to	below). The	FOAF schema	also	deﬁnes	a	‘name’	predi-

























to	translate	a	wide	variety	of	other, possibly	more	natural, formats	into	RDF –	for
example	the	rows	in	a	database	table, or	the	elements	in	an	XML ﬁle; and	they
are	well-enough	deﬁned	that	we	can	use	logical	tools	to	process	the	results	and
draw	out	 their	 implications, while	standing	a	good	chance	of	preserving	their
real-world	meanings	(cf. Sect. 1.6).
Saying	 that	we	need	not	 store	or	 transport	knowledge	 in	 this	 form	 is	not
saying	that	we	should	not	do	so, and	it	is	perfectly	reasonable	to	store	and	trans-
port	RDF if	that	is	what	is	convenient. The	databases	in	which	one	stores	RDF
is	called	a	‘triple-store’, after	 the	subject-predicate-object triples they	contain;
they	are	architecturally	different	 from	 the	 relational	databases	of	 tables, rows
and	columns, with	which	you	might	be	more	familiar, and	although	they	are	not
quite	as	technically	mature	as	relational	databases, they	are	steadily	improving.
As	a	ﬁnal	point, the	statements	of	RDF are	not	required	to	be	true, consistent,
or	even	meaningful	(you	can	say	‘Truth	smells	of	muesli’	if	you	want	to, or	‘the






A brief	logical	excursion, for	the	enthusiast: RDF by	itself	has	an	exceed-
ingly	simple	core	semantics. The	link	between	a	name	(in	the	form	of	a	URI)
and	its	reference	(in	RDF terms, a	‘resource’)	is	made	in	natural	language, and	is
not	expected	to	be	meaningful	to	a	machine. RDF does	not	distinguish	between,
for	example, sense	and	denotation	(in	Frege’s	 terminology), and	is	uncommit-
ted	about	the	identity	or	otherwise	of	resources; thus	it	is	possible	to	name	both
Mark	Twain	and	Samuel	Clemens	with	URIs, and	it	is	not	possible, within	RDF
alone, to	make	statements	about	their	mutual	identity	or	otherwise. OWL on-
tologies	(see	below)	are	able	to	make	statements	about	equivalence, but	even
here	the	framework	is	uncommitted	about	what	equivalence	means	(it	does	not,
for	example, distinguish	sense	and	denotation), and	in	one	context	it	may, and










In	the	Turtle	example	above, I ‘described’	the	resource http://nxg.me.uk/norman/
by	saying	 that	 the	 thing	with	 that	name	is	a foaf:Person, whose foaf:name is
“Norman	Gray”. These	are	 two	 terms	 from	a	 simple ontology (see	Sect. 1.7)
called FOAF.16 The	FOAF ontology	has	a namespace http://xmlns.com/foaf/
0.1/, meaning	that	all	of	its	types	and	predicates	start	with	that URI.	It	includes
a	 number	 of	 types	 such	 as	 ‘Person’	 and	 ‘Project’, and	 a	 number	 of	 relations
such	as	‘name’, ‘mbox’	(email	address), ‘publications’	and	so	on. Another	on-
tology, well-known	in	the	library	community, is Dublin	Core	(DC).	This	 is	de-
scribed	authoritatively	in http://dublincore.org/documents/dcmi-terms/, and
the	RDF expression	of	 this	vocabulary	describes	the	namespace http://purl.
org/dc/terms/, so	that	the	DC ‘title’	predicate	is, in	full, http://purl.org/dc/
terms/title, which	 is	most	often	seen	abbreviated	 to	 just dc:title. The	DC
ontology	is	focused, at	least	initially, on	metadata	for	bibliographic	and	archival
resources, and	includes	relations	such	as	‘title’, ‘creator’, and	so	on.












DC sense	–	that	is, the	object	of	the dc:title predicate	–	is	always	a	bibliographic












foaf:name "Aloysius Naismythe Other".
<http://someone.org/ping>
foaf:mbox <mailto:norman@astro.gla.ac.uk>.
<isbn:????> # XXX INSERT BOOK'S ISBN HERE




Consider	Fig. 1: this	provides	a	FOAF name	and	email	address	 for http:
//nxg.me.uk/norman/, states	that http://example.org/a.n.other is	a	(FOAF) Per-
son, and	 provides	 an	 email	 address	 for	 an	 otherwise	 unidentiﬁed	 something
named http://someone.org/ping. You	might	already	have	a	picture	of	the	enti-
ties	being	described	here, in	terms	of	their	number	and	type.
If	you	were	 to	put	 this	descriptions	 in	Fig. 1 into	a triple-store, and	 then
query	it	to	retrieve	all	of	the	Persons	described, you	would	obtain	only	a	single
Person, namely http://example.org/a.n.other, because	this	is	the	only	resource
which	has	been	explicitly	stated	to	be	of	type foaf:Person. It	is	obvious	to	us
as	humans, however, that	if	something	has	a	name	and	an	email	address, then
it’s	almost	certainly	human, and	the	FOAF speciﬁcation	indeed	makes	this	stip-
ulation, that	a foaf:mbox property	can	be	attached	only	 to	a foaf:Person. In
formal	language, we	can	say	that foaf:Person is	the	‘domain’	of	the foaf:mbox
and foaf:name predicates, meaning	that	only	things	of	type foaf:Person are	per-
mitted	to	have	those	predicates	(this	is	distinct	from	the	use	of	‘domain’	to	name
a	collection	of	machines	on	the	internet, as	in	for	example www.w3.org); simi-
larly, we	can	say	that dc:Agent is	the	‘range’	of	the dc:contributor predicate,
meaning	that	any	object	of	this	predicate	can	be	deduced	to	be	a dc:Agent. In
consequence, an	RDF triple-store with	this	extra	information	(more	precisely, a
triple-store possessed	of	basic	inferencing	capabilities)	can deduce that /norman/
and /ping are	Persons, and	so	would	give	three	answers, when	asked	to	list	the
Persons	it	knows	about.
A further	thing	that	humans	know	is	that, while	individuals	may	have	mul-
tiple	email	addresses, an	address	 is	usually	owned	by	a	single	person. FOAF
agrees: only	a	single foaf:Person can	be	the	subject	of	a foaf:mbox property.
But	both /norman/ and /ping have	this	property	with	the	same	value. The	reso-
lution	is	straightforward: these	two	URIs	can	be	deduced	to	be	merely	different
names	for	the	same	Person. Primed	with	this	extra	information	about	the	domain
of foaf:mbox, a triple-store, asked	how	many	Persons	were	represented	in	Fig. 1,
would	answer	‘two’. Such	a triple-store can	answer	more	complicated	queries
without	getting	confused. Asked	for	the	titles	of	things	to	which	the	person	named
"Norman Gray" has	contributed, a triple-store provided	with	Fig. 1 could	answer
"Transition to the Digital", by	following	the	chain	of	allowed inferences –
it	synthesises	statements, such	as	“http://nxg.me.uk/norman/ is	a foaf:Person”,




The	end	 result, as	may	now	be	clear, is	 that	 a triple-store can	aggregate
information	from	multiple	sources: the	information	in	Fig. 1 might	have	been
gathered	from	a	publisher’s	website, a	membership	database, and	an	individual’s
home	page, and	may	have	started	off	in	any	or	all	of	RDFa, XML,	or	a	relational
database. Once	it	is	gathered, the triple-store can	draw	the	conclusions	which
are	not	apparent	from	any	data	source	by	itself.
Before	going	on	to	describe	brieﬂy	just	how	these	various	relations	are	ar-
ticulated, we	have	a	 few	ﬁnal	 remarks	 to	make. Firstly, when	we	say, above,
that	“a foaf:mbox property	can	be	attached	only	to	a foaf:Person”, we	are	say-
ing	something	different	from	the	apparently	similar	statement	we	might	ﬁnd	in
an	XML schema. In	XML,	such	a	statement	is	a	syntactical	one, saying	that	an
‘mbox’	element	(in	that	example)	is permitted to	be	attached	only	to	a	Person, so
that	if	it	is	attached	to	something	which	isn’t	a	Person, or	at	least	isn’t	known	to
be	a	Person, then	this	is	an	error. In	RDF,	in	contrast, the	statement	means	that
anything	to	which	the foaf:mbox property	is	attached	must	be deduced to	be	a
Person. It	is	not	even	illegitimate	(although	it	is	in	fact	untrue)	to	say	that
<http://nxg.me.uk/norman/> foaf:name "Norman Gray";
dc:bibliographicCitation "Gray (2014)".
even	 though	 the	domain	of dc:bibliographicCitation allows	a triple-store to
deduce	that /norman/ is	of	 type dc:BibliographicResource (that	 is, something
like	 a	 book, that	 can	have	 ‘Gray	 (2014)’	 as	 its	 citation). Only	 if	 the	 store	 is
subsequently	told	that foaf:Person and dc:BibliographicResource are disjoint
will	it	raise	any	objection, and	that	objection	will	not	be	a	syntactic	one, but	the
announcement	of	a	logical	inconsistency.17






not	the	object	of	any foaf:mbox property, for	precisely	the	reason	that	a	library






of	this	statements	depends	in	part	on	what, precisely, ‘is	part	of’	means, and	so
potentially	drags	 in	a	set	of	philosophical	consequences, and	indeed	political
and	cultural	ones; but	the	only	ones	that	matters	to	the	computer	are	the	logical
consequences: given	the	information	that	‘A is	part	of	B’, what	other	statements
is	it	permitted	to	synthesise? That	is	a	largely	technical	problem	concerning	what







lenging. All	that	said, such	exotic	questions	are	largely	irrelevant	to	the users of
17Saying	 that	 the	 two	classes	are disjoint is	 to	 say	 that	 there	are	no	objects	which	are	 in	both


















FOAF and	DC are	relatively	simple	ontologies, with	rather	lightweight	con-
straints; they	are	therefore	very	widely	applicable	for	describing	people	and	arte-
facts, respectively, and, in	consequence, are	very	useful	for	integrating	otherwise
rather	disconnected	input	datasets. In	contrast, a	large	ontology	such	as	the	Gene
Ontology [15, 16]	is	concerned	with	a	logical	structure	which	is	sufﬁciently	in-






















tion. In	Deborah	McGuinness’s	 ‘semantic	spectrum’	 (in [18], and	redrawn	in






















Figure 2: The	semantic	spectrum, simpliﬁed	from	[18]
First, at	the	extreme	left, simply	listing	identiﬁers	for	a	set	of	objects	is	a	sort
of	primitive	shared	conceptualization.
Next, and	marginally	more	 formally, a controlled	vocabulary is	 simply	a
deliberate	restriction	of	the	terms	we	use	to	describe	the	world	in	some	context.
In	the	same	general	category, a folksonomymight	be	deﬁned	as	a	‘collaboratively’
or	‘loosely’	controlled	vocabulary, in	which, ideally, some	consensus	emerges	on
the	terms	to	use	to	describe	some	universe	of	resources. In	both	cases, though,
there	is	no	real	structure	to	(the	relationship	between)	the	terms.
A thesaurus is	 a	controlled	vocabulary	 representing	concepts, plus	 some
declared	relationship	between	the	concepts. Most	typically, a	thesaurus	is	used





over	a	few	shelves. The	relationships	between	these broader and narrower terms
–	for	this	is	the	most	common	structural	relation	in	thesauri	–	is	a	practical	one:
any	 information	 retrieved	by	use	of	a	given	concept	will	also	be	 retrieved	by
use	of	the	‘broader’	concept. These	are	‘is-a’	relations, in	the	sense	that	every
domestic	cat is	a cat, and	each	cat is	a mammal; but	this	is	an	‘informal	is-a’, in










Next, and	stepping	over	the	dividing	line	of	Fig. 2, the	simplest ontologies
are	those	where	this	hierarchy	of	‘is-a’	relations	is	indeed	expected	to	hold	in
a	logically	useful	sense, and	where	labelling	something	with	an	ontology	term
is	 indeed	an	assertion	 that	 that	 thing	 is	 an	 instance	of	 the	 labelled	 type, and
therefore	of	any	supertype. For	example, the	Linnaean	name	for	cats	is Felis	catus;










tics’	–	of	the	statement	in	Fig. 1 that	the	thing	named	by http://example.org/a.
n.other is	of	‘type’ foaf:Person. The	usual	word	for	the	type	in	this	context	is




stances	of	some	classes	may	possess properties (the	term predicates is	generally
interchangeable)	such	as foaf:name. An	ontology	of	this	type	may	declare	the
domain	and	range	of	a	predicate, restricting	the	type	of	subject	or	object	that	the
predicate	may	have. A triple-store can	then	use	this	information	to	make	certain
deductions, as	we	illustrated	in	Sect. 1.6 on	p.11. However, there	is	no	way,
in	this	type	of	simple	ontology, to require that	an	instance	of	a	class	must	have
a	particular	property	(I can	be	a foaf:Person without	having	an	email	address,
for	example, bizarrely	victorian	though	that	notion	may	seem), and	a	reasoner
which	does	not	know	my	email	address, because	it	hasn’t	been	provided	with	an
foaf:mbox property	for	me, is	not	entitled	to	conclude	that	I therefore	don’t	have
one.20





capable	of	more	intricacy. Referring	back	to	the	discussion	around	Fig. 1, such
a	reasoner	would	be	capable	of	concluding	that http://nxg.me.uk/norman/ is
a foaf:Person (because	that	resource	is	asserted	to	have	a foaf:name, implying
that /norman/ is	 in	 that	property’s	domain), and	 it	 could	conclude	 that http:
//someone.org/ping is	a dc:Agent; but	it	could	not	use	the	identity	of	the foaf:
mbox properties	 to	conclude	 that	 these	are	 the	 same	person, and	 it	 could	not
detect	any	inconsistency	in	a	subsequent	assertion	or	discovery	that /norman/ is
a dc:BibliographicResource.
To	get	such	extra	reasoning	power, it	is	necessary	to	go	beyond RDFS to	the
right-hand	side	of	the	ontology	spectrum, towards	more	elaborate	frameworks
such	as	OWL.	The	Web	Ontology	Language	(OWL22) comes	in	several	standard








A reasoner, once	programmed	to	calculate	the	logical	implications	of	the owl:
disjointWith predicate, can	thereafter	conclude	that	if	a	resource	such	as http:
//nxg.me.uk/norman/ has	been	asserted	or	discovered	to	be	in	both	classes, then
it	has	detected	a	logical	inconsistency. This	might	form	part	of	a	longer	chain





department’s	database, then	the	system	will	conclude	that	I am	a	person	without	a	salary, as	opposed
to	a	person	whose	salary	is	unknown	(which	is	the	only	conclusion	possible	in	an	RDF analogue	of
this	database); in	this	case, the	personnel	ofﬁce	is	certain	they’re	not	going	to	pay	me.





database: if	a	mapping	database	discovers	a	 feature	 that	 is	marked	as	both	a
river	deep	and	mountain	high, then	its	curators	can	thereby	discover	they	have
some	repairing	to	do.
1.8 So	what, brieﬂy, is	the	Semantic	Web?
What	we	have	ended	up	with	is	this: in	RDF we	have	a	ﬂexible	model	for	rep-





of	the	primitive triples that	is	key, since	almost	any	reasonably	structured	data










and	 the	Web	of	 Strings	 reassures	us	 that	 the	properties	which	made	 the	web
successful	 (its	openness, fault-tolerance, and	so	on, as	discussed	 in	Sect. 1.2)
will	support	the	Semantic	Web, too.
Once	information	is	 in	RDF form, and	stored	in	a	 ‘triple-store’, it	can	be




of	the	details	of triple-stores and	query	engines, but	that	would	very	quickly	im-
merse	us	 in	a	 level	of	 technical	detail	which	can	verge	on	 the	 impenetrable,
and	which	is	in	any	case	still	in	active	research-level	development. We	could







the	 reader	 to	understand	 the	goals	and	 starting-point	of	 a	project	using	 these
technologies, and	to	understand	the	way	in	which	the	‘Semantic’	Web	relates	to
the	Web	of	Strings	of	our	last	two	decades’	familiar	experience. For	more	details,
the W3C’s	‘Data	Activity’24 provides	useful	links	to	further	reading; and	for	some
practical	details, including	a	rather	more	sceptical	account	of	the	Semantic	Web





















content	of	papers	in	PubMed	Central. Reference [22], is	in	the	‘in-use’	track	of
that	year’s	ESCW conference	proceedings, where	you	might	ﬁnd	other	illustra-
tive	examples; there	are	 further	 illustrations	 in	 the	collection	of	open	datasets
maintained	by	the	Semantic	Web	Journal.25
At	the	time	of	writing	(2014), it	 is	not	yet	clear, at	least	to	me, just	when
the	Semantic	Web	will	be	manifestly	‘working’, nor	how	it	will	get	there; it	is
not	even	transparently	clear	what	‘working’	would	mean. The	highly-integrated
scenario	of [8]	is	still	in	the	future, not	because	it	is	infeasible, but	most	likely
because	it	is	predicated	on	a	good	deal	of	large-scale	coordination	which	is	difﬁ-
cult	to	force	on	a	decentred	web. Linked	Data	(see	Sect. 3, below)	shows	a	path
into	the	future, but	is	not	an	end-point. But	perhaps	we	are	asking	too	much	for	a
grand	design. The	evolution	from	web	pages, to	blogs, to	Twitter	is	obvious	only








cars, face-recognition, and	pocket-sized	machine-translation	devices, it's	clear
that	it's	been	quietly	engineering	its	way	into	successful	deployment	for	decades.































decade, which	were	heavily	oriented	towards	supporting, encouraging, and	ex-
ploiting	user interactivity on	the	web.
Above, I characterised	the	web	as	a	space	where	anyone	can	join	in, but
admitted	that	initially	this	was	more	true	in	principle	than	in	fact. The	web	of
the	90s	was, for	most, a	read-only	medium: the	web	was	full	of	text	and	images,
but	the	only	way	to	talk	back	was	through	email, or	a	few	now-arcane	spaces
such	as	Usenet. Though	both	were	effective, and	though	Usenet	is	still, in	2014,
Not	Quite	Dead	Yet, they	are	hardly	a	free-ﬂowing	world-wide	conversation. In
the	broadest	 sense	of	 the	 term, a	blog	 is	 a	Web 2.0	 thing: it’s	easy	 to	 set	up
for	oneself, and	if	even	that	is	 too	inconvenient, it’s	easy	to	use	a	blog	set	up
by	a	 service	 such	as	Wordpress. With	 that	step	 taken, it’s	merely	a	matter	of








vironment	 rather	 than	appearing	as	a	 simple	block	of	 text	 sent	 from	a	 server.
This	language, and	the	set	of	practices	which	AJAX represents, have	grown	to
the	point	where	a	web	browser	may	now	be	seen	as	a	separate	programming
ecology. Some	web	pages, such	as	a	Google	Mail	page, arrive	as	a	minimal
amount	of HTML,	enclosing	a	Javascript	program	which, running	entirely	within











ging, but	Flickr	and	the	social-bookmarking	site delicious.com are	interesting	for
this	chapter’s	purposes	because	they	were	among	the	ﬁrst	widespread	services















moved, and	so, despite	the	suggestion	of	the	‘Web 2.0’	name	and	some	of	the
accompanying	rhetoric, Web 2.0	has	rather	little	to	do	with	the	Semantic	Web.















An	alternative	approach	 is	 to	use	 the Linked	Data paradigm.27 At	heart,






3. When	someone	looks	up	a URI,	provide	useful	information, using	the	stan-
dards	(RDF*, SPARQL).
4. Include	links	to	other	URIs. so	that	they	can	discover	more	things.”
Notably, these	principles	have	more	to	say	about	HTTP and	URIs	–	that	is, about




of	strings, familiar	 to	us	all, except	 that	 the	raw	materials	are	not HTML ﬁles,
but	ﬁles	 in	one	or	other	RDF syntax	 (so	RDF/XML,	Turtle, or	RDFa). All	 four
points	are	essentially	adaptations	of	the	design	principles	of	Sect. 1.2 and	best
practices	such	as [25], which	were, as	it	turned	out, so	very	effective	in	making
the	web	(of	strings)	so	very	successful. The	third	point	states	that	looking	up	a











Figure 3: The	Linking	Open	Data	cloud	diagram, as	of	April	2014. Although
the	 text	 and	most	 of	 the	 interconnections	 are	 too	 small	 to	make	out	 at	 this
scale, the	two	largest	central	blobs	–	which	act	as	rich	sources	of	consensus
names	for	objects	in	the	world	–	represent	DBPedia	and	GeoNames. The	green-
coloured	clusters	 represent	government	 (left)	and	bibliographic	data	 (right);
other	clusters	represent	providers	of	life	sciences, geographic, social	network-




readable	content, such	as	data	ﬁles	for	analysis	or	PDF ﬁles	for	printing. This	is
not	 the	machine-readability	we	mean	 in	 this	context. Just	as	a	human	might
read	 a	Wikipedia	 article, internalise	 the	 results, and	click	on	a	 link	 for	more
information, a	linked	data	client	–	typically	a	component	of	a	larger	application
–	 is	expected	 to	process	 the	semantic	content	of	 the	data	 it	ﬁnds	at	one	URI,
and	then	follow	further	links	for	further	information. Given	the	RDF of	Fig. 1,






in	Fig. 3. A large	fraction	of	the	data	in	this	cloud	is	in	the	form	of	SKOS vocab-

















practical	 focus	 in [27], and	pointers	 to	current	 information	at http://www.w3.
org/standards/semanticweb/data.
4 Conclusion
















FOAF Friend	of	a	Friend: a	vocabulary	for	attributes	of, and	relationships	be-
tween, people; see http://www.foaf-project.org/.
HTML Hypertext	Markup	Language; see http://www.w3.org/html/wg/.
HTTP Hypertext	Transport	Protocol: the	underlying	language	of	the	web; see [1].
RDFS RDF Schemas: lightweight	ontologies	for	RDF;	see [12].







triple-store A database	designed	to	store	RDF triples, rather	than	the	tabular	data
of	a	more	common	‘relational’	database.
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