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We propose a model for the neuronal implementation of selective visual attention based on the 
temporal structure of neuronal activity. In particular, we set out to explain the electrophysiological 
data from areas V4 and IT in monkey cortex of Moran and Desiione [(1985) Science, 229,7827841 
using the “temporal tagging” hypothesis of Crick and Koch I( l!XXla) Cold Spring Harbor Symposiums 
in Quuntitutiue Biology, LV, 953-%2; (l!BOb) Seminars in the neurosciences (pp. l-36)]. Neurons 
in primary visual cortex respond to visual stimuli with a Poisson distributed spike train with an 
appropriate, stimulus-dependent mean firing rate. The llring rate of neurons whose receptive fields 
overlap with the “focus of attention” is modulated with a periodic function in the 40 Hz range, such 
that their mean firing rate is identical to the mean firing rate of neurons in “non-attended” areas. This 
modulation is detected by inhibitory intemeurons in V4 and is used to suppress the response of V4 
cells associated with non-attended visual sthnuli. Using very simple single-cell models, we obtain 
quantitative agreement with Moran and Desimone’s (1985) experiments. 
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1. INTRODUCTION 
Selective attention is the process whereby a particular 
piece of information is selected from a sensory array for 
further processing, in particular for recognition or 
mnemonic tasks. Visual attention usually manifests itself 
within a single, circumscribed spatial area that can vary 
in size and that scans objects in the visual field at a rate 
of about 3&50 msec per object. Visual attention has 
been postulated to operate by either suppressing all dis- 
tracting information, by enhancing the selected (attended) 
information, or by both [for reviews of the psychophysi- 
cal and cognitive literature on attention see Treisman 
(1988), Julesz (1991) Saarinen and Julesz (1991), Posner 
and Petersen (1990) and Kanwisher and Driver (1992)]. 
At the neuronal level, the cortical areas thought to be 
involved in the control and expression of attention 
include the object recognition pathway, in particular 
extrastriate areas V4 and IT, as well as the posterior 
parietal cortex and parts of prefrontal cortex. Among 
extra-cortical sites, the pulvinar nuclei of the thalamus 
and the superior colliculus in the midbrain have been 
implicated in the control of attention [for reviews of the 
neuroanatomy and neurophysiology of attention see 
Colby (1991), Posner and Petersen (1990) and Posner 
and Driver (1992); for models of attention see Koch and 
Ullman (1985) and Olshausen, Anderson and van Essen 
(1993)]. 
*Computation and Neural Systems Program, California Institute of 
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How attention acts at the level of single neurons in 
extrastriate cortex has been elucidated by Moran and 
Desimone (1985) and Desimone, Wessinger, Thomas 
and Schneider (1991). When two different objects, say a 
red and a green bar, are both located within the receptive 
field of a V4 neuron selective for red, the neuron will 
respond vigorously if the monkey attends to the red 
stimulus, but respond much less if the monkey is attend- 
ing to the green stimulus. The stimulus is identical in 
both cases (a red and a green bar); the difference is only 
in the internal state of the monkey. The Moran and 
Desimone (1985) effect is mainly suppressive, since the 
response of the cell to the attended stimulus does not 
increase significantly over its response if the monkey is 
attending to a stimulus outside the receptive field. In 
other words, the receptive field of such a V4 cell shrinks 
around the attended stimulus. 
Recently, Crick and Koch (1990a, b) outlined a neuro- 
biological theory of awareness. One of the key points of 
this theory is the hypothesis that selective visual atten- 
tion serves to rapidly and transiently bind the neural 
activity of cells in the many different visual areas 
throughout the cortical system, providing the system (i.e. 
the observing subject) with a unitary percept of the 
currently viewed object in the visual field. Crick and 
Koch (1990b) proposed that selective visual attention 
manifests itself at the single cell level via “temporal 
tagging”, that is that attention modulates the detailed 
temporal structure of the neuronal discharge at the level 
of primary visual cortex in response to a visual stimulus. 
This modulation affects only the temporal structure of 
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the spike trains of a VI neuron responding to an 
attended or non-attended stimulus, not its mean firing 
rate, in agreement with neurophysiology. It is possible 
that “temporal tagging” is mediated by the synchro- 
nized oscillatory neuronal activity in the 25-60 Hz 
range (referred to as “40 Hz” oscillations) observed in 
the visual system of the cat and macaque monkey 
(Gray & Singer, 1989; Eckhorn, Bauer, Jordan, Brosch, 
Kruse, Munk & Reitboeck, 1988; Kreiter & Singer, 
l992; Livingstone, 1991; see however, Tovee & Rolls, 
1992; Young, Tanaka & Yamane, 1992 for studies 
failing to find evidence for such oscillations in areas Vl, 
MT and IT of the behaving monkey). 
In the present work, we tested these ideas by studying 
a model of an attentional system which uses oscillatory 
firing activity for the neural implementation of focal 
attention. We presume the existence of a “saliency 
map” a la Koch and Ullman (1985) (see also Treisman, 
1988) which encodes information on where salient (con- 
spicuous) objects are located in the visual field, but not 
what these objects are. Saliency is here meant to be 
understood in terms of simple operations, implemented 
by center-surround type of operations, i.e. a green 
object among many red ones or a moving stimulus in 
an otherwise stationary scene would constitute very 
salient objects. Because in general only a single object 
can be attended at any point in time, the topographic 
saliency map has to select, by some kind of winner- 
take-all mechanism, the currently most conspicuous 
region in the visual field and direct attention to it. After 
a short time, this location becomes inhibited in the 
saliency map and attention switches to the next most 
conspicuous location. 
Possible anatomical sites for this topographic map 
include the superior colliculus and the dorsomedial 
region of the pulvinar (Robinson & Petersen, 1992); 
there is also evidence for multiple or distributed maps 
(Desimone, Wessinger, Thomas & Schneider, 1989). In 
the present work, we assume that salient objects have 
been selected in the visual field by such a mechanism. 
How can such a signal now be used to lead to the 
changes in receptive fields observed by Desimone and 
his colleagues. According to an idea expressed by 
Desimone (1992), competition between cells in area V4 
(e.g. by mutual inhibition) could be biased in favor of 
cells representing attended stimuli. Our basic hypothesis 
is that this is accomplished using different temporal 
structures (but identical average spike rates) of the 
spike trains generated by neurons inside and outside the 
focus of attention, thereby “tagging” or “labeling” all 
neurons in primary visual cortex whose receptive field 
(partially) overlaps with the spotlight of attention. Sig- 
nals along the tagged pathway compete-at the level of 
V4 and beyond-with signals in the untagged pathway, 
leading to an inhibition or reduction in the response of 
neurons in the untagged pathway. ._ - 
*We are here not concerned with the issue of how this color or 
hue-selectivity is obtained, but only in the action of attention. Our 
results do not depend on the simplification of using only two 
features. 
We here present a model where the temporal tagging 
(Crick & Koch, 1990b) is implemented at the single 
cell level using an oscillatory signal in the 3&50 Hz 
range. We have also investigated to what extent 
temporal tagging can be achieved by synchronizing 
the firing rate of a group of neurons without any 
need to invoke oscillations (Niebur & Koch, 1993). 
These models lead to experimentally testable predic- 
tions. We have also to assure that our model is consist- 
ent with known experimental data. In particular, it has 
been found that attentional modulation does not 
change the level of activity in Vl cells. In area V4, 
Moran and Desimone’s data show that (1) a cell’s 
response to a single stimulus in its receptive field is the 
same whether the stimulus is attended or not, (2) when 
a preferred and a non-preferred stimulus are present 
simultaneously in the receptive field of a cell, the cell’s 
response will be suppressed if attention is directed at 
the non-preferred stimulus but unchanged if attention is 
directed at the preferred stimulus, (3) no such suppres- 
sion of activity is observed when the attended stimulus 
is outside the receptive field of a cell, even if the 
distance to the unattended stimulus is the same as in 
case (2). Furthermore, our model should not be in 
contradiction to the vast body of experimental “com- 
mon-sense”. For instance, an oscillation-based model 
which would require levels of modulation that high that 
they could not have failed to be noticed in the course of 
standard electrophysiological experiments would have 
to be discarded. 
2. THE MODEL 
The gross architecture of our model is shown in 
Fig. l(A). Input from the two-dimensional retina is fed 
via the lateral geniculate nucleus (LGN; not shown) 
into area Vl, where the attentional modulation-orig- 
inating in the saliency map in subcortical areas-is 
added. We assume that cells in Vl are only selective to 
one of two different features which we consider to be 
the colors red or green.* The output of our model Vl 
directly projects into our model V4 (neglecting possible 
pathways involving V2). Here it excites two sets of 
neurons, excitatory pyramidal cells as we11 as fre- 
quency-sensitive inhibitory interneurons. These inter- 
neurons inhibit pyramidal cells with opposite feature 
selectivity [Fig. l(B)]. Since temporal modulation is 
restricted to cells in Vl within the spotlight of atten- 
tion, the interneurons will detect this frequency- 
modulation and will inhibit the response of directly 
overlapping pyramidal cells to the non-attended 
stimulus, mimicking the Moran and Desimone (1985) 
experiments. 
In the following we describe each of these elements 
in more detail. For the sake of simplicity of language, 
we will sometimes refer to neurons whose receptive 
fields are inside the focus of attention as “attended 
neurons” and to neurons which are sensitive to red 
or green stimuli as “red” or “green” neurons, 
respectively. 
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FIGURE 1. (A) Architecture of the model. Receptive fields of Vl cells are represented by overlapping circles arranged in a 
two-dimensional array (actual receptive fields in the model are square). White and gray circles represent cells receptive to the 
two features considered (referred to as red and green in the text). Actual overlap is larger than shown in the figure: every point 
is represented in the receptive fields of four cells of each feature type (i.e. by four red and four green cells). Open black circles 
denote the receptive fields of V4 cells, i.e. all green cells in a stack in V4 receive input from all Vl cell in the corresponding 
circle (arrows) and analogously for red cells [see (B) for details of the connectivity]. The shaded open circle indicates the focus 
of attention; the activity of all Vl cells inside this circle is subjected to oscillatory modulation by the saliency map (SM). 
(B) Schematic onnectivity of the model. The two types (white and gray, representing red and green) of VI pyramidal cells 
(triangles) project to a stack of cells in V4. Strong excitatory synapses are made to pyramidal cells (triangles) and smooth 
interneurons (circles) with the same preferred color, weaker connections are made to pyramidal cells of the other color. The 
smooth interneurons project with inhibitory synapses on pyramidal cells of the other color. 
2.1. Striate cortex 
The visual input into each Vl cell is provided by a 
10 x 10 array of pixels. Cells have overlapping receptive 
fields with a coverage factor of 4, i.e. every point in the 
visual field is represented within four receptive fields. 
The output of any Vl cell are action potentials, gener- 
ated using a Poisson process of mean firing rate 1 in 
combination with a refractory period r,, which is chosen 
randomly from a uniform distribution with values be- 
tween 2 and 5 msec. That is, within any given interval of 
the small length At, the neuron will fire an action 
potential with probability p, = LAt if its last spike was 
more than ?r in the past and will otherwise remain 
silent.* Apart from this we assume no other temporal 
dependencies. Bair, Koch, Newsome and Britten (1993), 
analyzing 216 cells recorded from extrastriate area MT 
in the awake and behaving monkey, showed that the 
stochastic properties of about one-third of these cells- 
firing at high discharge frequencies-can best be de- 
scribed on the basis of a Poisson process in combination 
with a short refractory period (see also Softky & Koch, 
1993). 
The total firing rate 1 of any neuron is the sum of the 
spontaneous firing rate &_,, with A,,,, = 2 spikes per 
set, and the stimulus-dependent rate 1,. This rate is 
determined by the properties of the stimulus. If no 
*This is achieved by generating a random number r, uniformly 
distributed between 0 and I; if r <p, and if the cell did not spike 
within the previous r,msec, an output spike is generated. 
preferred stimulus is present (i.e. either a non-preferred 
stimulus or no stimulus at all) in the receptive field of the 
cell under study, 1, = 0. If a preferred stimulus is present, 
I, is chosen to be proportional to the degree of spatial 
overlap of the receptive field of the cell with the stimulus, 
1, = Amax x overlap (stimulus, receptive field) (1) 
where A,,,,, = 200 spikes set’ and the overlap varies 
between zero (no overlap) and unity (complete overlap). 
Thus, the maximal firing rate of any cell is A,,,,, + A,,,, 
(202 Hz in this study). 
The action of attention is to modulate this discharge 
without affecting its mean rate Iz. We achieve this by 
using an inhomogeneous Poisson process, whose mean 
rate L (t ) varies over time and is given by 
1 (t) = &(l + A sin(ot + 4)) + I,,,,, (2) 
where 4 is an arbitrary, time-independent phase shift. 
The modulating frequency w/271 which is imposed by the 
saliency map (see below) is assumed to be in the 
25-60 Hz range (y range). The parameter A, determining 
the strength of the modulation, is proportional to the 
spatial overlap of the receptive field of the cell with the 
focus of attention signal from the saliency map: 
A = A,, x overlap 
(focus of attention, receptive field) (3) 
where A,,, = 0.75 and therefore AE [0,0.75]. The mean 
firing rate 1, averaged over times longer than 27r/w, is 
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always & + Apont, independent of the level of attentional 
modulation. 
We would like to emphasize at this point that, 
although A = 1 is the largest value possible in equation 
(2) [due to the fact that 1 (t ) 2 0 at all times], there 
would be a substantial stochastic omponent in the firing 
rate even for this value. This can be seen, for instance, 
in the power spectrum [not shown, but similar to the 
spectrum for A,, = 0.75 shown in Fig. 8(B)], where only 
a fraction of the total power is concentrated in the 
vicinity of 0. 
2.2. The saliency map 
The task of the saliency map is to select the most 
salient parts of the visual field at any one time. Here we 
are not concerned with the selection mechanism (see 
Koch & Ullman, 1985 for that) but with the mechanisms 
by which the result of the selection process is communi- 
cated to the information-processing occipito-temporal 
pathway. It will be our assumption that subcortical 
structures impose an oscillatory structure on the neural 
signals generated in the various visual cortices. In order 
to simplify matters somewhat, we here assume that this 
modulation only occurs at the level of primary visual 
cortex Vl. The main candidate for such subcortical 
structures are the efferent connections from the different 
visual maps present in the pulvinar nuclei of the 
thalamus (inferior, lateral and medial) into striate and 
extrastriate cortex [for the neuroanatomy of the pulvinar 
and its relationship to saliency see Garey, Dreher and 
Robinson (199 1) and Robinson and Petersen (1992)]. On 
the basis of inactivation and PET studies, parts of the 
pulvinar are known to be involved in the control of 
attention (LaBerge & Buchsbaum, 1990; Petersen et al., 
1987; Desimone et al., 1989; Kubota, Morimoto, 
Kanaseki & Inomata, 1988). 
We are here not concerned with a detailed, biophysi- 
tally plausible, mechanism by which this periodic modu- 
lation is forced upon the Vl neurons; this could be 
implemented, for instance, by oscillatory subthreshold 
input to the Vl neurons. The inferior pulvinar projects 
onto processes in the superficial ayers of striate cortex 
(Jones, 1985). These dendrites are among the most distal 
dendrites for most pyramidal cells, which is in agreement 
with their possible role as receiving modulatory input. It 
has been observed in slices that synaptic input at these 
distal sites can have considerable influence on the re- 
sponse of pyramidal cells, to the point of being sufficient 
to fire cells in the deep layer V (Cauller & Connors, 
1992). These authors also found that the synaptic input 
is mediated by fast, non-NMDA synapses (although 
some cells show an additional, long-lasting NMDA 
mediated depolarization), compatible with their possible 
function of conveying temporal modulation signals. 
2.3. Extrastriate cortex 
Following Crick and Koch (1990b), we assume that 
selective attention activates competition within a “stack” 
or microcolumn of neurons in V4, selective to a variety 
of different stimuli (each stack consists of a set of 
neurons representing all stimulus features and sharing 
similar receptive fields). Thus, in the presence of multiple 
stimuli, the neurons responding to the different stimuli 
will compete against each other. Because we assume that 
attention “labels” neurons in VI within a particular 
spatial location, the postsynaptic targets of these 
“labeled” neurons will win out in the competition at 
the level of V4. 
In particular, we here presume the existence of fre- 
quency-selective inhibitory interneurons (stellate cells) in 
V4. These interneurons are assumed to act like bandpass 
filters, selective to spikes arriving every 25 msec or so. 
Thus, 40 Hz synaptic input optimally excites these cells, 
while higher or lower input frequencies cause a smaller 
response. These interneurons inhibit the pyramidal cells 
of opposing response selectivity [Fig. l(B)]. For instance, 
if the output of VI cells responding to red are frequency 
modulated, their postsynaptic interneurons in V4 will 
inhibit the response of the green pyramidal cell in V4. 
Because green cells in VI are not frequency-modulated 
(they are outside the spotlight of attention), the associ- 
ated V4 inhibitory interneurons will respond only little. 
Thus, in the competition among red and green pyramidal 
cells in V4, red will win out. 
We here assume that each V4 neuron, whether pyra- 
midal or stellate cell, receives overlapping input from 100 
Vl cells. Thus, the receptive fields of V4 cells is much 
larger than those of Vl cell. We assumed an axonal delay 
of 5 msec between cells in different areas and neglected 
any delay within each area. 
2.3.1. Inhibitory interneurons. Llinas, Grace and 
Yarom (1991) recorded in the cortical slice preparation 
neurons optimally selective to intracellular current steps 
in the l&50 Hz range. Because the neurons are located 
in layer IV, and are small, with smooth, aspiny dendrites, 
Llinas et al. (1991) argue that they correspond to 
inhibitory interneurons. Functionally, such cells can be 
thought of as bandpass filters, similar to the frequency- 
selective haircells of the bullfrog, turtle or lizard cochlea 
(Crawford & Fettiplace, 1981; Fettiplace, 1987). 
The electrical behavior of these cells is usually mod- 
eled by describing the different ionic currents underlying 
their behavior using a Hodgkin-Huxley like formalism 
(Yamada, Koch & Adams, 1989). Although this ap- 
proach is quite general and powerful it is computation- 
ally expensive and requires detailed knowledge of the 
relevant channel kinetics. A time-honored simpler 
method consists in linearizing the system of equations 
around the resting potential. Conceptually, this can be 
thought of as replacing the voltage-dependent ionic 
conductances associated with the different ion channels 
by resistances, capacitances and inductances [Fig. 2(A)]. 
One now obtains, both in the case of the original 
Hodgkin-Huxley equations (Mauro, Conti, Dodge & 
Schor, 1970) as well as for the cochlear haircells a linear 
system with a bandpass behavior [Fig. 2(B)], with the 
resonance frequency varying from a few to several 
hundred Hertz, depending on the density and kinetics of 
the various currents (Crawford & Fettiplace, 198 1; Hud- 
speth & Lewis, 1988a). Such bandpass behavior, albeit 
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FIGURE 2. (A) Equivalent electrical circuit of a neuron with quasi- 
active m~brane. The behavior of this circuit is characterized by 
equation (5). (B) Impedance (in Q) of the circuit shown in (A) as a 
function of the frequency (in Hz) of the applied current. The resonance 
frequency is close to 40 Hz. The behavior shown is very similar to that 
of linearized Hodgkin-Huxley membrane (Koch, 1984). 
at lower frequency, has also been observed in neocortical 
neurons (Hutcheon & Puil, 1992). Such a linearized 
membrane description containing inductances (giving 
rise to a non-passive behavior) is sometimes termed 
quasiactive (Koch, 1984). Because knowledge of the ionic 
currents in the frequency-selective interneurons of Llinas 
et al. (1991) is lacking and we are in any case interested 
in the generic behavior of such circuits (rather than in the 
detailed biophysics of the voltage response) we choose to 
model our V4 intemeurons using such a well-established 
linearized description (Fig. 2). 
We assume that each action potential from the Vl 
neurons into these intemeurons gives rise to an exponen- 
tially decaying current input, described by the differen- 
tial equation 
dl 
--f+aCW-t,) 
Z-r, , 
*Note that this is a conservative assumption; the observed frequency 
tuning of cells in the auditory system is much sharper (Fettiplace, 
1987). Our intention here is to show that even relatively unspecific 
mechanisms are sut%%.nt o make our model work. 
where rI = 5 msec corresponds to the decay time of the 
synaptic event and the sum includes all synaptic inputs 
into the cell occurring at time tj. The constant c1 = 10d6 
determines the size of the excitatory synaptic potential 
(EPSP). For our values of a and of the resting conduc- 
tivity (see below), an individual synaptic event leads to 
a voltage change of a fraction of a millivolt, in agreement 
with experimental observations. 
Following Koch (1984), we model the quasi-active 
membrane of the interneurons using a three branch RLC 
circuit [Fig. 2(A)]. The associated equation, describing 
the change in potential Vi(t) in response to synaptic 
current I(t) is 
We here use R=3kfJ, C=lpF, L=15H and 
R, = 1.5 kR, to obtain a resonance frequency close to 
40 Hz with a Q factor (the quotient of the impedances 
at the resonance frequency and at zero frequency) of 
about 2.5 pig. 2(B)].* For the standard 
Hodgkin-Huxley squid axon membrane, one obtains a 
resonance frequency of about 67 Hz and a Q factor of 
about 2.8 (Mauro et al., 1970; Koch, 1984). 
An all-or-none output pulse (spike) is generated if the 
intracell~ar voltage Y exceeds the time-de~ndent 
threshold O(t)= Qo+ 1.5 63,(t) with Q,= 10mV. The 
time-dependent part of the threshold, oi(t ), is deter- 
mined as a gliding average with a time constant 
re = 20 msec, 
dOi = ~(t)-~itt) 
dt %J 
After emitting a spike, the cell’s voltage is reset by 
subtracting 0 from Vi (this corresponds to resetting the 
voltage to zero in neurons with fixed thresholds). Cells 
have an absolute refractory period r, chosen again 
randomly from the interval [2 msec, 5 msec], i.e. a cell 
will not fire if its last spike occurred less than z, ago. 
2.3.2. Pyramidal cells. The interneurons in our simu- 
lated area V4 are presynaptic to excitatory V4 neurons 
which also receive direct input from Vl neurons and 
which are implemented as leaky integrate-and-fire neur- 
ons. Synaptic input is modeled in form of conductance 
changes with different time-courses and reversal poten- 
tials for excitatory and inhibitory synapses. 
The potential JJ, of an excitatory neuron is determined 
by 
dVe(tl 
%I-= -W)+P,(tK?- K(t)) dt 
+ Pitt >(% - ve(t 1) + ? Ct) (I71 
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where the first term of the right-hand side represents the 
transmembrane leakage current, the next two terms the 
time-dependent synaptic inputs and q (t ) is added noise. 
In the following, we will describe each of these terms in 
detail. 
The leakage current is determined by the membrane 
time constant r,,, = 5 msec. This small value takes into 
account the influence of neuronal background activity 
on the membrane parameters for the spontaneous ac- 
tivity we assume (about 4 spikes per set; see Table 1; 
Bernander et al., 1991). 
All synaptic terms are products of a synaptic conduc- 
tivity p and the difference between V, (t ) and the respect- 
ive reversal potential. In the case of excitatory input, the 
reversal potential was set to E, = 100 mV, in the case of 
inhibitory input, to Ei = -25 mV (both relative to the 
resting potential, which we here normalize to 0). Excit- 
atory synapses are assumed to be glutaminergic, of the 
quisqualate or kainate (non-NMDA) subtypes and 
therefore rapidly acting. We model their time-course by 
a decaying exponential with a synaptic time constant 
t exe = 1.5 msec, 
dpdt) Pe(t 1 - = --+ w&qt -fj) 
dt exe z i 
+:x6(1 - tk) (8) 
k 
where tj are the spike times of Vl with the same preferred 
color as the pyramidal neuron under study and We is a 
synaptic weight chosen as We = 0.025. The first sum runs 
over all spike times tj of the excitatory presynaptic 
neurons in VI which are sensitive to the same color (red 
or green) as the pyramidal neuron under study. The 
second sum runs over the spike arrival times tk of the 
excitatory presynaptic neurons in Vl which are sensitive 
to the opposing color. The physiological reason for this 
contribution is the fact that the tuning curves of most 
neurons are not completely sharp. For instance, a red- 
sensitive neuron may respond to some extent to visual 
input with a color other than red. Obviously, this 
response should be weaker than the response to a 
preferred stimulus, which is why the weight of these 
synapses is only W,/4. For this choice, appearance of a 
nonpreferred stimulus in the receptive field of a cell 
enhances its firing rate by about 5-10% (see Table 1). 
We assume that inhibition is mediated by GABAergic 
TABLE 1. Mean firing rates of excitatory V4 cells for different stimulus 
conditions (averaged over 10 set of simulated time) 
Stimulus type Red cell firing rate Green cell firing rate 
No attention 
None (spont. act.) 4 4 
Red 47 7 
Green 7 41 
Red and green 50 50 
Attention on red stimulus 
Red 45 I 
Green 6 47 
Red and green 50 12 
synapses. GABA activates as well GABA, as well as 
GABA, receptors simultaneously, giving rise to an 
inhibition lasting between 10 and 100 msec. The 
time-course of inhibition is modeled as a decaying 
exponential with z,,,, = 40 msec, such that 
dpi (t ) PiCt > 
- = --+ wi-&qt - t,) dt z mh I 
(9) 
with a weight Wi = 40. The sum runs over the spike times 
t, of the inhibitory V4 interneurons with oppposing color 
preference. The inhibitory weight W, has to be consider- 
ably larger than the excitatory weight We in our model, 
given the large number of afferent excitatory Vl connec- 
tions. Furthermore, inhibitory synapses on pyramidal 
cells occur preferably at or close to the soma and are 
expected to have a stronger effect than more distally 
placed excitatory synapses. 
The term q (t ) in equation (7) representing the spon- 
taneous activity of the neuron caused by internal noise 
and background synaptic activity, is implemented as 
Gaussian noise with mean zero and standard deviation 
2 x 10m4. This value was chosen to obtain a spontaneous 
activity of about 4-5 Hz, in agreement with experimen- 
tally observed values for V4 neurons (R. Desimone, 
personal communication). 
The instant at which V,(t) exceeds the threshold 
0, = 10 mV, an output spike is generated and V, is reset 
to zero (assuming that the last spike was generated prior 
to the refractory period t,, chosen randomly from the 
interval [2 msec, 5 msec]). 
3. RESULTS 
The activity of our Vl and V4 neurons is shown in 
Figs 3 and 4. Figure 3(A) shows the spontaneous and the 
visually evoked activity in a Vl cell whose receptive field 
is outside the focus of attention [A = 0 in equation (2)], 
while Fig. 3(B) illustrates the change in activity when it 
receives an attentional modulation from the saliency 
map [A = A,,, = 0.75 in equation (2)]. A key aspect of 
Crick and Koch’s (1990b) “temporally tagging” hypoth- 
esis is evident here: the action of attention does not lead 
to a change in the mean firing rate (the rate is 24.9 Hz 
in Fig. 3(A) and 23.5 Hz in Fig. 3(B), in each case for an 
average over 0.1 set of visual stimulation and 0.9 set of 
spontaneous activity), but to a frequency modulation 
not readily apparent in the spike trains. 
To illustrate the effect of the competition between 
inhibitory populations, Fig. 4 shows the spike activity of 
two excitatory V4 neurons which receive input from 
unattended stimuli and attended stimuli, respectively. 
Although the stimuli have identical strength, the oscil- 
lation-induced competition generates strong inhibition 
of the neuron receiving input from the unattended 
stimulus [Fig. 4(A)], which is nearly absent for the 
neuron whose preferred stimulus is attended [Fig. 4(B)], 
except at stimulus onset. As a result, the spike rates of 
the two neurons differ by about a factor of four, in 
approximate agreement with experimental results. 
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FIGURE 3. Activity in layer Vl. (A) Spike trains of one cell in area 
Vl whose receptive field has no overlap with the focus of attention 
[therefore, A = 0 in equation (2)]. Shown are 12 spike trains, each 
action potential being represented by a dot. In this and in (B), a 
stimulus is presented between t = 0.2 set and t = 0.4 sec. Activity 
outside this period is due to spontaneous firing. The frequency of the 
imposed oscillations is varied across runs in equal steps between 35 and 
45 Hz. The phase 4 in equation (2) is chosen randomly, but remains 
the same during each run. (B) As for (A), but for a cell in the center 
of the focus of attention [A = A,, in equation (2)]. The average spike 
rate is the same as in (A). Note the absence of any obvious periodicity. 
Table 1 shows the spiking rates of pyramidal V4 neurons 
under different stimulus conditions. 
In order to compare our simulations against the 
experiments of Desimone et al., we choose the analogous 
representation in Figs 5 and 6 to that of Fig. 10 of 
Desimone and Ungerleider (1989). Shown is the activity 
of a V4 neuron in response to stimulation by its pre- 
ferred (here red) and non-preferred (green) stimulus. In 
the absence of any attentional modulation, the red bar 
leads to a strong neuronal response, while the green bar 
fails to evoke a statistically reliable response. If both 
stimuli are presented simultaneously in the absence of 
attention, the two stimuli lead to the same response as 
the effective stimulus alone (Table 1). 
Figure 5 illustrates the influence of attention: if atten- 
tion is focused on the ineffective stimulus, the mean 
firing rate of the cell responding to the effective stimulus 
is reduced by a factor of four, comparable to the 
reduction in firing rate reported in Moran and Desimone 
(1985). In other words, the receptive field shrinks around 
the attended stimulus. This suppression cannot be at- 
tributed to the action of an inhibitory (suppressive) 
penumbra around the focus of attention, since focusing 
attention on the ineffective stimulus fails to reduce the 
response to the effective stimulus as long as the attended 
stimulus is not inside the receptive field of the recorded 
cell (right hand side of Fig. 6). Therefore, attentional 
suppression seems to be defined in functional, not in 
spatial terms. This behavior is reproduced in our model. 
Selecting a different part of the visual field, i.e. shifting 
the focus of attention from one object to another one, 
does not occur instantaneously. The required time has 
been determined in psychophysical experiments directly 
(Saarinen & Julesz, 1991) as well as indirectly (Treisman 
& Gelade, 1980) to be in the range of 30-60 msec. These 
results are consistent with the electrophysiological find- 
ings that show that the time between the beginning of the 
shift of attention and the suppression of unattended 
stimuli ranges between 30 and 100 msec (Luck, Chelazzi, 
Hillyard & Desimone, 1992). We simulated a shift of 
attention in our model by turning off the oscillatory 
modulation in one part of the visual scene at a given 
0 
B . . 
. . . . . 
. . . . . 
. . . . - 
. . 
. . . 
. , 
B . . . . . 
. . . . 
. . 
. 
(A) 
. . . 
0 
0 0.2 0.4 0.6 
t 
@V 
. . mm.. . . . 
. . m . . . . . 
N . . . 
. . . . . . . . . . 
. 0 m.. ..” I 
. . . . . . 
. . . m.. . 
. . . ..I . . . . 
. . . . “. . ” 
. . .-. . . . . . 
-..a .m. . . 
. . . . . . . . . . 
0 0.2 0.4 0.6 
t 
FIGURE 4. Activity in excitatory V4 cells. As in Fig. 3, the frequency 
of the imposed oscillations is varied across runs in equal steps between 
35 and 45 Hz and the phase 4 chosen randomly. Between t = 0.2 set 
and t = 0.4 set, two stimuli are presented simultaneously in the 
receptive field of the cell, one being of the preferred kind, the other of 
the non-preferred kind. (A) Attention directed on the non-preferred 
stimulus (as in the right part of Fig. 5). (B) Attention directed on the 
preferred stimulus (as in the left part of Fig. 5). Note the higher firing 
rate in (B) vs (A). 
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FIGURE 5. Effect of selective attention on neural response in V4 in experiment (center row) and model (bottom row). The 
stimulus configuration is shown in the top row. A preferred (hatched) and a non-preferred stimulus were presented 
simultaneously in the receptive field of the cell during two periods of length 200 msec each, indicated by horizontal lines below 
the histograms. The monkey attended to one location (circled) inside the receptive fields (RF) of the cell while maintaining 
fixation at the fixation point (FIX). When the animal attended to the location of the effective stimulus, the cell gave a good 
response (left), but when the animal attended to the location of the ineffective stimulus, the cell gave only a poor response 
(right). Experimental data reproduced, with permission, from (Desimone t Ungerleider, 1989); see there for details of the 
experimental procedure. 
time, simultaneously turning it on in a different part of 
the scene. The underlying assumption is that the sub- 
cortical structures which generate the modulation (and 
which are not simulated in detail in our model) are 
capable of rapidly switching from one postsynaptic 
target population in Vl to another. We can then study 
the time it takes until this results in a switch in the 
response of neurons in area V4. Figure 7(A) shows that 
switching of the attentional modulation leads within 
30 msec to a change in firing rate in V4 neurons. Figure 
7(B) shows that a similar delay is observed at the 
location which has become the new focus of attention 
and where the unattended stimuli have to be suppressed. 
Our model therefore requires a time for a shift of 
attention which is very similar to that found in the 
psychophysical and electrophysiological experiments 
cited above. 
We analyzed our model in the frequency domain. 
Figure 8 shows the power spectra of two model Vl cells, 
one outside the focus of attention [A,, = 0; Fig. 8(A)] 
and one inside A,,, = 0.75; Fig. 8. It is helpful to recall 
that the power spectrum of a Poisson process of mean 
rate 1 is given by 
S(f) = 2 + 2rcA26 (f), (10) 
i.e. no particular frequency is preferred. The spectra 
shown in Fig. 8(A, B) exhibit two departures from this 
behavior. First, the power increases as a function of 
frequency. It has been shown (Bair et al., 1993) that this 
effect is due to the presence of the refractory period: 
Poisson distributed spike trains with a refractory period 
will show a dip at low frequencies. The second deviation 
from the Poisson behavior, present only in the case of the 
attended stimulus [Fig. 8(B)], is the peak around 40 Hz, 
caused by the imposed frequency modulation. 
This relatively subtle difference between the spectra of 
spike trains of attended and unattended neurons gives 
rise to more pronounced differences in the firing of 
inhibitory interneurons in extrastriate cortex. Two fea- 
tures distinguish the spectra of attended [Fig. 8(D)] and 
unattended [Fig. 8(C)] interneurons. The first is the total 
firing activity which is considerably smaller (by about a 
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factor of five) in the unattended interneuron [Fig. 8(C)] 
than in the attended one [Fig. 8(D)]. The second differ- 
ence is the strong peak around 40 Hz (accompanied by 
its first harmonic) in the attended neuron which has no 
counterpart in the unattended neuron. Note that neither 
of the spectra resembles that of a Poisson process very 
closely. This is not to be expected, however, since their 
internal dynamics [equations (5) and (6)] cannot be 
represented by a Poisson process. 
The power spectra of the extrastriate pyramidal cells 
are shown in Fig. 8(E, F) for the non-attended and the 
attended case. Because the attention-driven frequency 
modulation of Vl neurons does not cause the mean rate 
of firing of Vl cells to increase, both V4 cells receive 
overall the same amount of excitatory input from Vl 
neurons. Yet their responses to these two cases differ 
substantially due to the different inhibitory inputs they 
receive. Their spectra resemble that of Poisson processes, 
with the exception of a prominent maximum between 35 
and 45 Hz in the case of the attended neuron and a 
minor peak in the spectrum of the unattended neuron. 
The importance of the 40 Hz peak in the power spectrum 
of the attended neuron is that it allows the system to 
I 
L _ _ W-B v 
LL i -- :
continue to use “temporal tagging” via frequency modu- 
lation to effect the same attentional gating at the next 
cortical site, inferotemporal cortex (IT). Thus, if two 
objects are located within an IT receptive fields (which 
can cover a substantial fraction of the entire visual 
scene), and the monkey is attending to one of them, 
interneurons in IT can pick up the frequency modulation 
of the V4 afferent neurons and inhibit the IT cell selective 
to the non-attended stimulus. Such hierarchies can ex- 
tend possibly throughout the entire visual system. 
The power spectra of spike trains from V4 cells show 
no rise in amplitude with increasing frequency (different 
from the spectra of Vl cells), because the firing rates of 
the latter are considerably smaller (around 50 spikes/set, 
vs around 200 in the former). If no attentional modu- 
lation is present in V4 neurons, their power spectra are 
completely flat (data not shown). 
4. DISCUSSION 
We here simulate the Crick and Koch (1990b) model 
for the neuronal implementation of selective visual 
attention based on the temporal modulation of sensory 
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FIGURE 6. Response of a V4 cell with only one stimulus present in its receptive field, experimental data (center row) and 
simulation results (bottom row); symbols as in Fig. 5. In the experiment shown to the left, the monkey attends to the object 
inside the receptive field, while in the case shown to the right, the attention is directed to an object outside the receptive field. 
In both cases, the cell response is comparable to the response to two stimuli when the monkey attended the preferred stimulus 
(Fig. 5, left) and significantly larger than to the case when the monkey attended the non-preferred of two stimuli (Fig. 5, right). 
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evoked activity in striate cortex. This modulation is 
used to label neurons responding to properties of an 
“attended” object and enables the system to suppress the 
activity to non-attended objects present in close neigh- 
borhood of the “attended” object. The model is compat- 
ible with the known anatomy of the mammalian visual 
system and makes use of simple single neuron models: 
neurons in Vl generate spikes with a Poisson distribu- 
tion (with either a constant or a time-varying mean rate 
of fire) while pyramidal cells in V4 are leaky-integrate 
and fire cells. The only non-standard elements are the 
inhibitory V4 neurons with bandpass characteristics. 
Because no evidence exists that attention acts to boost 
the firing rates of neurons in primary visual cortex 
responding to the attended object (or reduces the firing 
frequency of neurons responding to other stimuli), Crick 
and Koch (1990b) proposed that attention labels the 
temporal structure of the neuronal discharge, for in- 
stance by imposing an oscillatory pattern onto the 
discharge, similar to that observed by a number of 
researchers in cat and monkey visual cortex (Gray & 
Singer, 1989; Eckhorn et al., 1988; Kreiter & Singer, 
1992; Livingstone, 1991). This temporal signal must then 
be “demodulated” by neurons in V4. For this purpose 
we introduce neurons with bandpass properties, similar 
to the haircells in the amphibian cochlea which optimally 
respond only to a band of input frequencies (Crawford 
& Fettiplace, 1981; Fettiplace, 1987). Rather than mod- 
eling the detailed conductances underlying this behavior 
(Hudspeth & Lewis, 1988b), we choose a more generic 
approach, using a circuit description of the neuronal 
membrane of these cells in terms of RLC elements 
derived by linearization around the resting potential 
(Koch, 1984). Such neurons are expected to generate 
damped oscillations in the 40 Hz range when excited 
and, indeed, several classes of (presumed inhibitory) 
interneurons with oscillatory behavior in this frequency 
range have been described in layer 4 of guinea pig 
sensory cortex (Llinas et al., 1991). In our model, these 
cells project to pyramidal cells, and, indeed, 40 Hz 
inhibitory postsynaptic potentials have been identified 
during in uivo intracellular recordings in cat area 17 
pyramidal cells (Ferster, 1988). 
Our model ties together the experimental observation 
of the influence of selective attention on the firing rates 
in areas V4 and higher, but not in Vl (Moran & 
Desimone, 1985) with that of 40 Hz oscillations in 
primary visual cortex. One noteworthy property of these 
oscillations is that they are stimulus-induced (i.e. they 
only appear when a stimulus is present) but not stimulus- 
locked (i.e. they do not have a strict phase relation with 
the stimulus onset) and therefore disappear after averag- 
ing over stimuli. The oscillations in our model have the 
same properties. 
Despite the simplicity of the model, it is capable of 
reproducing electrophysiological and psychophysical re- 
sults quantitatively (Figs 5, 6, and 7, respectively). Noise 
in the form of spontaneous activity was included in all 
stages to demonstrate the robustness of the proposed 
mechanism. The data in Figs 5 and 6 were obtained with 
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FIGURE 7. Shifting the focus of attention. Shown are the averaged 
firing rates of three different pyramidal cells in V4. (A) Cell whose 
receptive field contains both a preferred and a non-preferred stimulus, 
with attention focused on the non-preferred stimulus (right hand side 
of Fig. 5). At t = 0.3 sec. attention is shifted to a stimulus outside the 
cell’s receptive field. The firing rate stabilizes within 30 msec to its new 
value. (B) Here, attention is shifted from a location outside the 
receptive field to the non-preferred stimulus inside the receptive field. 
The shift of attention occurs at t = 0.3 set and the new value is attained 
within 30 msec, mimicking the times estimated using a psychophysical 
paradigm for shifting the focus of attention (Saarinen & Julesz, 1991). 
(C) As in (B), but now the attention is shifted to the preferred stimulus 
inside the receptive field. It is seen that no significant change in the 
firing rate occurs when the attention is shifted (at t = 0.3 set) or 
thereafter, i.e. the attentional state does not alter the firing rate induced 
by an efficient stimulus. All data are averaged over 1000 runs with 
randomly chosen 4 in equation (2) and a frequency uniformly dis- 
tributed between 35 and 45 Hz. 
the frequency imposed on the Vl neurons varied in the 
range 40 f 5 Hz, to show that no very sharp frequency 
tuning is required for the functioning of the model. 
Our model makes specific predictions. In particular, 
both VI and V4 pyramidal cells should have 40 Hz local 
maxima in their power spectra as long as the attended 
object is within their receptive field [Fig. 8(A, F)]. Fur- 
thermore, given the bandpass nature of the inhibitory 
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FIGURE 8. The power spectra of the firing frequency response of Vl and V4 cells. The Fourier transform of the power 
spectrum is identical to the autocorrelation function commonly used by electrophysiologists (e.g. Gray & Singer, 1989). All 
data are averaged over 64 runs of 1024 msec each; the spectra are computed using the FFT routine; the frequency imposed 
on attended Vl neurons was varied across trials in equal steps between 35 and 45 Hz. (A) The spectrum of a VI cell while 
attention is outside its receptive field (A,, = 0) and (B) the spectrum while the spotlight of attention overlaps with its receptive 
field (A, = 0.75). In comparison, the spectrum of a pure Poisson process of rate 1 is constant (of amplitude A) with a delta 
peak at the origin, corresponding to our intuitive notion that a Poisson process favors no particular frequency. A Poisson 
process with refractory period shows a dip at low frequencies (Bair et al., 1993). The action of attention is to impose a peak 
between 35 and 45 Hz. The spectra of the inhibitory V4 cells are- shown in (C) without attention and in (D) with oscillatory 
input. Our model predicts that these cells show a very large peak in the 40 Hz range [a second harmonic around 80 Hz is evident 
in (D)]. The power spectra of the excitatory V4 cells are shown in (E) without and in (F) with attention. Notice the three-fold 
increase in the mean level of the spectrum when going from the non-attended to the attended situation [i.e. from (E) to (F)]. 
The 40 Hz peak is approximately as strong here as in an attended Vl cell, allowing the same temporal “tagging” mechanism 
to be repeated between V4 and its next cortical target IT, in agreement with the experiments of Moran and Desimone (1985). 
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cells, their firing pattern should show a large peak at 
40 Hz during the same condition [Fig. 8(D)]. Llinas et al. 
(199 1) reported that the cortical interneurons with oscil- 
latory activity they observed are small and hard to find 
and would be discriminated against large pyramidal cells 
[which have less oscillatory activity; Fig. 8(E, F)] in 
micro-electrode recordings. If the system is attending a 
location devoid of any stimulus, Vl and V4 cells would 
fire at their spontaneous level and no oscillatory activity 
will be noted. 
We show that moderate levels of modulation (i.e. 
A max = 0.75) are sufficient in our very crude model to 
mimick the experimental result. If a mechanism similar 
to the one proposed here is, in fact, used in the atten- 
tional system, it may be expected that specialized cells 
can make use of much smaller levels of frequency modu- 
lation levels. Therefore, very careful studies of the de- 
tailed temporal structure of neural signals will be 
necessary to detect the presence of such a modulatory 
discharge in single trials. Furthermore, although the 
experiments in cats (Gray & Singer, 1989) and monkeys 
(Kreiter & Singer, 1992; Livingstone, 1991; Murthy & 
Fetz, 1992) clearly show the presence of semi- 
synchronous cortical oscillations in the 25-65 Hz range, 
decisive evidence for or against our model would have to 
come from experiments in which the attentional state of 
the animal is carefully controlled and in which cell 
behavior inside and outside the focus of attention of 
trained monkeys is monitored. Oscillations are only 
expected in our model for neurons whose receptive fields 
overlaps with the focus of attention, usually a small 
fraction of the total visual field. It is well possible 
that the failure of two recent studies to detect 40 Hz 
oscillations in single and multi-unit as well as local 
field potentials in the anesthetized and the awake and 
behaving monkey in areas Vl, MT and IT (Tovee & 
Rolls, 1992; Young et al., 1992) may simply reflect 
the absence of attentional modulation during these ex- 
periments. 
Desimone (1992) suggests a classification of neuronal 
models of attention in two categories, providing examples 
for both types of models. In his terminology, our model 
belongs to the “cell-gating” class, because the activity 
of cells is influenced directly. He outlined a cell-gating 
model which is also based on competition between V4 
cells with preference for different features. As in our 
model, he suggests that attention biases the competition 
in favor of the attended stimuli, but his model is less 
detailed and does not specify the “biasing” or “labeling” 
mechanism. 
Models from Desimone’s second category are called 
“input-gated”, because the cells’ input along the occipito- 
temporal pathway is modified. An example of this class is 
the shifter model of attention proposed by Olshausen 
et al. (1993). In this model, the key action of attention is to 
selectively map (or “route”) parts of the visual scene onto 
cells in V4 and IT. This mapping (using specialized 
“shifter” circuits) preserves spatial relationships within 
the window of attention. Only signals within the atten- 
tional spotlight are transmitted onto higher cortical areas. 
In our language, attentional “labeling” is carried out by 
modulating the mean discharge rate (down to zero in the 
case of signals outside the window of attention). Their 
model is compatible with the Moran and Desimone (1985) 
data (see Fig. 18 in Olshausen et al., 1993) but quite 
distinct from our model which assumes no such preser- 
vation of spatial relationships. 
We here use synchronous oscillations as a tagging 
mechanism, but would like to point out that other tem- 
poral modulation patterns may work as well. For in- 
stance, the action of the saliency map could be to 
synchronize a group of neurons in striate cortex when 
their receptive fields overlap with the focus of attention 
(Niebur & Koch, 1993). While the mean rate of firing of 
VI cells would not vary with attention, all neurons 
within the “spotlight” would have a higher probability 
of firing simultaneously. It is clear that this type 
of temporal synchronization (Milner, 1974; von der 
Malsburg & Schneider, 1986) could not be detected in 
any single-neuron spike train but only in multi-unit 
recordings of neurons inside and outside the focus of 
attention. 
Due to the distributed coding of features in cortex, a 
particular stimulus will induce neural responses at differ- 
ent cortical locations. For instance, in oversimplified 
terms, the motion of the object will activate neurons in 
area MT, its hue neurons in V4 etc. This is not limited to 
features within one modality: if an object emits an audi- 
tory signal, it will generate activity in area Al etc. 
This distributed coding scheme has consequences not 
only for the specific problem of the control of selective 
attention but also, more generally, for the basic mechan- 
isms of perception. Concerning selective attention, it has 
to be ensured that at all levels in the cortical hierarchy, the 
stimuli selected for close scrutiny can be distinguished 
from other stimuli impinging on the sensory system. A 
simple mechanism for accomplishing this would be direct 
suppression of the non-selected stimuli or enhancement of 
the selected stimuli, carried out by direct neural connec- 
tions from a central structure (or multiple structures) to 
the areas to be modulated. Given the multitude of ana- 
tomical connections between cortex and associated sub- 
cortical nuclei, and between different areas of the cortex, 
such a model cannot be ruled out conclusively at our 
present rudimentary state of insight in the function of 
these connections. Nevertheless, this solution would re- 
quire very substantial wiring across nearly all parts of the 
brain which are involved in perception and cognition. One 
decisive advantage of a mechanism such as ours is its 
parsimony: tagging requires only anatomical connections 
from the control structures to the primary sensory struc- 
tures (not to all the higher areas), and the attentional 
modulation is then multiplexed on the neural signals. The 
tag is carried by the neural signals through the whole 
hierarchy and is available at all higher stages. Therefore, 
the same connections are used for conveying information 
about the stimulus qualities and about the attentional 
modulation of the input. We believe that this is a much 
more efficient use of the limited connectivity resources 
than direct modulation of all involved areas. 
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The second consequence of the distributed coding of Gray, C. M. & Singer, W. (1989). Stimulus-specific neuronal oscillations 
features is that the brain must find a way to identify and in orientation columns of cat visual cortex. Proceedings of the 
distinguish objects based on theconjunction of features. It 
National Academy of Sciences, U.S.A., 86, 1698-l 702. 
is clear that there cannot exist a specialized neuron for 
Hudspeth, A. J. & Lewis, R. S. (1988a). Kinetic analysis of voltage- 
and ion-dependent conductances in saccular hair cells of tlte 
every person or object that may appear at some time or bull frog, Rana catesbeiana. Journal of Physiology, London, 400, 
other in the visual field. Psychophysical evidence (Treis- 237-274. 
man & Gelade, 1980) indicates that focal attention is Hudspeth, A. J. &Lewis, R. S. (1988b). Amodel for electrical resonance 
necessary to solve this “binding problem”. In the Crick 
and frequency tuning in saccular hair cells of the bull-frog, Rana 
and Koch model (1990a, b), this is achieved naturally by 
catesbeiana. Journal of Physiology, London, &X7,275-297. 
H u c t h 
imprinting a temporal structure on the neural signals at 
eon, B. & Puil, E. (1992). A low-frequency subthreshold reson- 
ante in neocortical neurons generated mainly by Ih. Society of 
the nerinheral level. which can then be detected in all Neuroscience Abstracts, IS, 1344. 
structures higher in the cortical hierarchy. The represen- 
tations of features of the objects inside the focus of 
attention share a common trait throughout all cortical 
areas, namely their temporal structure, while this is not 
the case for objects outside the focus of attention. 
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