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In this paper, we work on a class of self-interacting nearest neigh-
bor random walks, introduced in [Probab. Theory Related Fields 154
(2012) 149–163], for which there is competition between repulsion of
neighboring edges and attraction of next-to-neighboring edges. Er-
schler, To´th and Werner proved in [Probab. Theory Related Fields
154 (2012) 149–163] that, for any L≥ 1, if the parameter α belongs
to a certain interval (αL+1, αL), then such random walks localize on
L+2 sites with positive probability. They also conjectured that this
is the almost sure behavior. We prove this conjecture partially, stat-
ing that the walk localizes on L+2 or L+3 sites almost surely, under
the same assumptions. We also prove that, if α ∈ (1,+∞) = (α2, α1),
then the walk localizes a.s. on 3 sites.
1. Introduction. Let X := (Xn)n≥0 be a nearest neighbor walk on the
integer lattice Z. Let lk(j) be the local time on the nonoriented edge {j−1, j}
up to time k:
lk(j) :=
k∑
m=1
1{{Xm−1,Xm}={j−1,j}}.
Define the filtration (Fk)k∈N generated by the process, that is, for all
k ∈N, Fk = σ(X0, . . . ,Xk).
Fix a real parameter α and define the following linear combination of local
times on neighboring and next-to-neighboring edges of a site j:
∆k(j) :=−αlk(j − 1) + lk(j)− lk(j +1) +αlk(j +2),(1)
and, with a slight abuse of notation,
∆k := ∆k(Xk).
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Fix another real parameter β > 0. In this paper, we consider the walk in-
troduced in [9], defined by X0 = 0 and the following conditional transition
probabilities:
P(Xk+1 =Xk ± 1|Fk) =
e±β∆k
e−β∆k + eβ∆k
.(2)
The linear combination ∆k can be seen as the local stream felt by the
walker. When this stream is positive (resp., negative), the walk bends toward
the right (resp., toward the left). The value of the parameter β does not affect
very much the behavior of the walk, whereas the value of α plays a crucial
role, as we explain below.
This model is a generalization of the true self-repelling walk (TSRW) in
one dimension. We can recover the TSRW with edge repulsion, by choosing
α= 0, as well as the TSRW with site repulsion, by choosing α=−1. In the
case of edge repulsion, a nondegenerate scaling limit for Xk/k
2/3 is proved
in [19] and the same scaling limit is conjectured for site repulsion; we refer
the reader to [1, 20] for more details. Some interesting work has also been
done concerning the continuous space–time true self-repelling motion, see,
for instance, [6, 7, 21].
A scaling behavior similar to the one of the edge-repelled TSRW is ex-
pected for α ∈ [−1,1/3). Roughly speaking, α is then sufficiently close to
0 and this can be seen as a perturbation of the TSRW. The case α = 1/3
is more mysterious, and the nondegenerate scaling of the walk might be
like k2/5. For α ∈ (−∞,−1), the walker is repelled by its neighboring edges
and even more strongly by its next-to-neighboring edges. In this case, it
seems that the walk self-builds trapping environments, which causes a slow-
ing down of the walk. We refer the reader to [10] for more detailed discussions
and arguments.
In [9], Erschler, To´th and Werner focus on the case where α > 1/3. In
particular, the walker is repelled by its neighboring edges and attracted
by its next-to-neighboring edges. Therefore, there is competition between
repulsion and attraction: the last one might win, resulting in localization of
the walk on an arbitrarily large interval depending on α.
More precisely, let us define subintervals of (1/3,+∞) corresponding, as
we will see later, to different possible features of the walk.
Define the sequence (αL)L≥1 by α1 := +∞ and for all L≥ 2:
αL :=
1
1 + 2cos(2pi/(L+ 2))
,(3)
so that this sequence decreases from +∞ to 1/3 as L increases from 1 to
+∞.
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Define, for all k ∈ N and j ∈ Z, the number of visits to the site j, up to
time k:
Zk(j) :=
k∑
m=1
1{Xm=j} =
lk(j) + lk(j +1) + 1{Xk=j} − 1{j=0}
2
,
and let Z∞(j) be its limit when k goes to infinity. Let R (resp., R
′) be the
set of points that are visited at least once (resp., infinitely often), that is,
R := {j ∈ Z :Z∞(j)> 0},
R′ := {j ∈ Z :Z∞(j) =∞}.
In [9], the authors prove the following result.
Theorem 1.1 (Erschler, To´th and Werner [9]). Suppose that L≥ 1. We
have:
– If α< αL, then, almost surely, |R
′| ≥ L+ 2, or R′ =∅.
– If α ∈ (αL+1, αL), then the probability that |R
′|= L+ 2 is positive.
Moreover, there exists a deterministic real valued vector (v1, . . . , vL+1),
such that, on the event {R′ = {x,x + 1, . . . , x + L + 1}}, we almost surely
have the following law of large numbers:
lim
k→+∞
1
k
(lk(x+1), . . . , lk(x+L+1)) = (v1, . . . , vL+1).
Remark 1.2. As in [9], we will give an explicit form for the vector
(v1, . . . , vL+1) later in this paper: it corresponds to the solutions of a linear
system given by Proposition 4.1 (in the case K = L).
Erschler, To´th and Werner also propose the following conjecture.
Conjecture 1.3 (Erschler, To´th and Werner [9]). If α ∈ (αL+1, αL),
then |R′|=L+2 almost surely.
The main goal of this paper is to prove the following result, which partially
settles the conjecture.
Theorem 1.4. Assume that α ∈ (αL+1, αL), then the walk localizes on
L+2 or L+3 sites almost surely, that is, |R′| ∈ {L+2,L+3} a.s.
We also give, in both cases, the asymptotic behavior of the local times,
which correspond to those obtained in [9]; see Proposition 4.1.
When α > 1, that is, α ∈ (α2, α1), we can improve this result and prove
the conjecture in this case, which is done in Section 7.
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Theorem 1.5. Assume that α ∈ (1,+∞), then the walk localizes on 3
sites almost surely, that is, |R′|= 3 a.s.
Besides, we also believe that, for general α > 1/3 and L ≥ 1 such that
α ∈ (αL+1, αL), the event |R
′|= L+ 3 does not occur as it corresponds to
an unstable limiting behavior.
Another problem is the one of the critical values of α, that is not treated
here, neither in [9]. Nevertheless, Erschler, To´th and Werner give good argu-
ments to make us believe that, if α= αL+1, then the walk will almost surely
not be stuck on L+ 2 sites; see the concluding remarks of [9].
Note also that it is usually quite challenging to obtain an almost sure
behavior for a reinforced random walk and let us mention some interest-
ing results (see also [4, 12, 14]). Tarre`s proved in [17] the localization on 5
sites of the vertex-reinforced random walk (VRRW) with linear reinforce-
ment, which is an important result in the field of reinforced random walks.
In [18], Tarre`s proposed another proof of this result, introducing a variant
of so-called Rubin’s construction, allowing powerful couplings. This variant
was also used by Basdevant, Schapira and Singh who proved in [2] a phase
transition of the behavior of VRRWs, for nondecreasing weight functions of
order n log logn. The same authors, in [3], characterize the behavior of VR-
RWs with sublinear nondecreasing weight functions, thanks to some index
(which is an integer that depends on the weight function) and they prove
an a.s. lower bound for the size of the localization set (which is not sharp),
depending on this index. They propose a conjecture with better bounds,
which they prove with positive probability. In particular, they exhibit walks
that localize on arbitrarily large intervals, as we do in the present paper.
The major difference between the behavior of Stuck walks and VRRWs is
that in the case of VRRWs on Z, only 3 vertices are visited during a positive
proportion of the total time, and the other infinitely often visited sites are
seldom visited, no matter how many they are.
2. Sketch of the proof of Theorem 1.4. Let us describe the techniques
used to prove Theorem 1.4. First, as in [9], we compare the local times of
the walk to the solutions of a linear system. This linear system is not easy
to handle generally but we prove additional results on the solutions of this
system, in order to generalize some results of [9] and to emphasize, through
trigonometric identities, instability properties of some vertices that will force
the walk to localize on one of their sides. Finally, we adapt a variant of
Rubin’s construction, introduced in [18], to a class of nonmonotonic weight
functions.
Fix L≥ 1, and assume that α ∈ (αL+1, αL). Let us first state the following
proposition, proved in Section 5.
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Proposition 2.1. The walk almost surely visits finitely many sites, that
is, |R|<+∞ a.s.
Note that this last proposition discards the possibility of transience of the
walk, that is, R′ 6=∅ a.s.
Knowing from [9] that |R′| ≥ L + 2 a.s., our next goal is to prove that
|R′| ≤ L+ 3. Then, let x ∈ Z be the leftmost infinitely visited site, and let
K ∈N∪ {0} be the number of interior lattice sites of R′, that is,
x := inf{y ∈ Z :y ∈R′},
K := |R′| − 2.
Note that x and K are random variables but that they can take only
countably many values, so we can fix x ∈ Z and K ∈ N ∪ {0} and work on
the event {R′ = {x,x+1, . . . , x+K + 1}}= {x= infR′} ∩ {|R′|=K + 2}.
The following result, proved in Section 6, is crucial.
Proposition 2.2. Let x ∈ Z and let K ∈N. Almost surely, we have
{R′ = {x, . . . , x+K +1}} ⊂
x+K⋂
j=x+1
{
lim
k→+∞
∆k(j)
k
= 0
}
.
The last proposition is a generalization of Proposition 2 of [9], which would
only give this result for K ≤ L, which is not sufficient. Hence, Proposition
2.2 requires a more technical proof, which needs, in particular, results of
Section 4.4.
From Proposition 2.2, we know that the normalized local times eventually
approach the set of solutions (l0, . . . , lK+2) of the linear system defined by
d1 = d2 = · · ·= dK = 0 and
K+1∑
j=1
lj = 1,(4)
where, for all j ∈ {1, . . . ,K}, dj =−αlj−1 + lj − lj+1 + αlj+2, and with the
extra conditions l0 = lK+2 = 0.
So, all the information we can get about this system gives us informa-
tion about the asymptotic behavior of the local times. The sole purpose of
Section 4 is to study this generalized Fibonacci sequence and its solutions.
In fact, we also use some properties of the solutions of this system to prove
Propositions 2.1 and 2.2.
Let us roughly describe the solutions of such a system, which is detailed
in Section 4. First, define d0 =−l1 + αl2 and dK+1 =−αlK + lK+1.
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• If K <L, then the solution to the system is unique, all the lj ’s are positive,
d0 is negative and, by symmetry, dK+1 =−d0 > 0. As ∆k(x)/k and ∆k(x+
K + 1)/k, respectively, approach d0 and dK+1 as k goes to infinity, it
gives us the intuition that we cannot have |R′| < L+ 2, since otherwise
the local streams at the boundaries would strongly push the walker out
of this interval.
• If K = L, then the solution is still unique, with all the lj ’s positive, and we
have d0 =−dL+1 > 0. So, we guess that |R
′|=L+ 2 is a good candidate,
as the local streams on the boundaries would keep the walker inside the
interval.
• If K = L+ 1, the unique solution is similar to the previous one, which
makes |R′|=L+3 another good candidate.
• Otherwise, if K >L+ 1, the solution may not be unique, and we cannot
determine a priori the sign of d0 nor dK+1. Moreover, as it is noticed in
[9] (see also Remark 4.4), we could find many K’s for which the set of
solutions to the system is such that all the lj ’s are nonnegative, d0 > 0 and
dK+1 < 0, that is, the local streams on the boundaries push the walker
inward. In other words, we could find many good candidates for the size
of R′. The goal is then to exclude these larger values of K.
Recall that L≥ 1 and that α ∈ (αL+1, αL), so that α> 1/3. Let ω ∈ (0, pi)
be the unique real number such that
cos(ω) =
1−α
2α
.
The following corollary is a bit less general than Proposition 4.7 which we
state and prove in Section 4.4. As we have already noticed, the linear system
is quite difficult to handle when K is large, but we can prove some useful
results under some convenient assumptions.
Corollary 2.3. Assume that α ∈ (αL+1, αL) and K ≥ L. If (l0, . . . , lK+2)
satisfies the previous system (4) and if l1, . . . , lK+1 ≥ 0, then:
(i) d0 ≥ c(K) and dK+1 ≤−c(K), where c(K) is a positive constant de-
pending only on α and K;
(ii) for the same positive constant c(K), we have
lL+2 −αlL+1 =−
sin(((L+2)/2)ω)
sin((L/2)ω)
l1 + 2α
cos(ω/2) sin(((L+3)/2)ω)
sin((L/2)/ω)
lL+1
≤−c(K).
The first point is used to prove Proposition 2.2, whereas the second point
is used to prove the following series convergence.
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Lemma 2.4. Let x,K ∈ Z such that K ≥ L. Then, almost surely, for any
a > 0,
{R′ = {x, . . . , x+K +1}} ⊂
{
+∞∑
k=1
eaβ[lk(x+L+2)−αlk(x+L+1)] <+∞
}
.
Its proof is simple but needs several technical details to be rigorous, thus
it is set forth in Section 6.2: we use that, on the event {R′ = {x, . . . , x+K+
1}}, the vector of local times (lk(x), . . . , lk(K +2))/k approaches, as k goes
to infinity, the set of solutions to the linear system (4) introduced in the
previous paragraph.
In order to prove Theorem 1.4, we make use of an embedding of the
original walk into a continuous-time process, obtained via a time-line con-
struction similar to the one often used for Markov chains. It was initially
proposed by Herman Rubin, and used in the papers of Davis [5] and Sel-
lke [16], in the context of edge-reinforced random walks. We make use of a
variant of this construction, initially introduced by Tarre`s [18] for the study
of VRRW with nondecreasing weight functions, which allows powerful cou-
plings in the one-dimensional case, in order to prove nonconvergence toward
some unstable limit sets.
However, the nonmonotonic setting studied here does not satisfy the con-
ditions of the results in [18], and we therefore extend the techniques to that
case: this will enable us to eliminate the large unstable intervals as candi-
dates for the localization set.
Let us take advantage of some different ways to write the probability for
the walker to jump on his left when he is on a certain vertex:
P(Xk+1 =Xk − 1|Fk)
=
1
1+ e2β∆k
(5)
=
e2β[−lk(Xk)+αlk(Xk−1)]
e2β[−lk(Xk)+αlk(Xk−1)] + e2β[−lk(Xk+1)+αlk(Xk+2)]
.
It is worth noticing that (5) consists of two terms: one depending only on
the local times on edges on the left of the considered vertex and the second
one depending only on the local times on edges on the right of it. Hence,
after one excursion on the right, or on the left, of this vertex, only one of
the two terms changes. Note that we still do not have any monotonicity.
Before making this construction more precise, let us introduce some defi-
nitions. First, for all y ∈ Z and k ∈N, define the number of times the oriented
edge (y, y ± 1) has been crossed, up to time k:
Nk(y, y± 1) :=
k−1∑
n=0
1{Xn=y,Xn+1=y±1},
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and notice that if Xk = y then we have
Zk(y ± 1) =
lk(y + ((1± 1)/2)) + lk(y + ((1± 3)/2)− 1{y±1=0}
2
,
Nk(y, y ± 1) =
lk(y + ((1± 1)/2))− 1{±y<0}
2
.
Define two functions f+ and f− from Z× (N ∪ {0}) in R+, and a function
w from N∪ {0} to R+, such that, for all n ∈N ∪ {0} and y ∈ Z,
f±(y,n) := exp(2β[2(1 +α)n− α1{y±1=0} + (1 +α)1{±y<0}]),(6)
w(n) := exp(4βαn).(7)
Then, if Xk = y, we have
e2β[−lk(y+1)+αlk(y+2)] =
w(Zk(y +1))
f+(y,Nk(y, y+ 1))
,(8)
e2β[−lk(y)+αlk(y−1)] =
w(Zk(y − 1))
f−(y,Nk(y, y− 1))
,(9)
which enables us to rewrite (5) as
P(Xk+1 =Xk − 1|Fk)
=
w(Zk(Xk − 1))
f−(Xk,Nk(Xk,Xk − 1))
(10) /( w(Zk(Xk − 1))
f−(Xk,Nk(Xk,Xk − 1))
+
w(Zk(Xk +1))
f+(Xk,Nk(Xk,Xk + 1))
)
.
Now, we are going to use Rubin’s construction, which is the following.
Recall that, in our case, the function w is defined as in (7), but this con-
struction can be done for any nondecreasing weight function. The way we
present this construction is very similar to the one in [2]. We will embed the
walk into a continuous-time process, involving time-lines corresponding to
sequences of clocks (see Figure 1). More precisely, fix a collection of positive
real numbers:
ξ := (ξ±k (y), y ∈ Z, k ≥ 0) ∈R
N
+.
We call M the function which maps a collection of positive real numbers
ξ to a continuous-time walk X˜ = (X˜t)t∈R+ =:M(ξ) on Z, constructed as
follows.
For each y ∈ Z and k ∈ N ∪ {0}, the value ξ+k (y) [resp., ξ
−
k (y)] will be
related to the duration of a clock attached to the oriented edge (y, y + 1)
[resp., (y, y − 1)], and given the collection ξ, the evolution of the walk is
deterministic, created as follows:
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Fig. 1. Time-lines around a vertex y. The times τ
(y)
k are times of jumps from y to y±1.
• Set X˜0 = 0 and attach two clocks to the oriented edges (0,−1) and (0,1)
ringing, respectively, at times ξ−0 (0)/w(0) and ξ
+
0 (0)/w(0).
• At time τ1 := (ξ
−
0 (0)/w(0)) ∧ (ξ
+
0 (0)/w(0)), one of the alarms rings, then
the walker crosses instantaneously the corresponding edge and both clocks
are stopped. Then we have set X˜τ1 = ±1 depending on which clock has
rung first. If both clocks ring at the same time, then X˜ stays at 0 forever
and we say that the construction fails.
Now, assume that we have constructed X˜ up to some time t > 0 at which
time the process makes a right jump from y− 1 to y, for some vertex y ∈ Z.
Denote by k the number of jumps from y to y − 1 and by n the number of
visits to y− 1 before time t. We continue the construction according to the
following procedure:
• Start a new clock attached to the oriented edge (y, y− 1), which will ring
after a time ξ−k (y)/w(n).
• If the walker has already been in y previously, then restart the clock
attached to the oriented edge (y, y + 1) that has been stopped (without
ringing) the last time the process left y. Otherwise, start a new clock for
(y, y +1) which will ring after a time ξ+0 (y)/w(0).
• When one of the alarms rings, the walker crosses instantaneously the
corresponding edge, and both clocks are stopped. If both alarms ring
simultaneously, then X˜ stays at y forever and we say that the construction
fails.
We follow the symmetric procedure when the process jumps from y + 1 to
y.
Let us naturally adopt the notations F˜t, l˜t(y), N˜t(y, y ± 1), Z˜t(y), R˜
′
inherited from Fk, lk(y), Nk(y, y± 1), Zk(y), R
′.
Let us define τ0 := 0 and τk the time of the kth jump of X˜ . Then define
the discrete-time embedded walk (X˜τk )k.
Recalling the definitions (6) of f±, (7) of w, and the transition probability
(10), we prove the following proposition.
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Proposition 2.5. Choose ξ to be such that, for all y ∈ Z and k ∈ N ∪
{0}, ξ±k (y) are exponential random variables, independent from each other,
and with mean f±(y, k). Define the continuous-time walk X˜ :=M(ξ) and
its embedded walk (X˜τk).
Then the construction of X˜ does not fail with probability 1. Moreover, the
processes (X˜τk)k≥0 and (Xk)k≥0 have the same distribution.
Proof. Recall that if U and V are two independent exponential random
variables of parameter u and v (i.e., with mean 1/u and 1/v), then P(U <
V ) = u/(u+ v) and P(U = V ) = 0.
Then it suffices to recall (10) and to notice that, conditionally on F˜τk , the
quantities ξ±
N˜τk (X˜τk ,X˜τk±1)
(y)/w(Z˜τk (X˜τk ± 1)) are independent exponential
random variables with respective means
f+(X˜τk , N˜τk(X˜τk , X˜τk + 1))
w(Z˜τk(X˜τk + 1))
and
f−(X˜τk , N˜τk(X˜τk , X˜τk − 1))
w(Z˜τk (X˜τk − 1))
.

Until the end of this section, we work with ξ defined as in this last propo-
sition, which then implies that (X˜τk)k, (Z˜τk(y))k,y, (l˜τk(y))k,y and R˜
′ have
the same laws as (Xk), (Zk(y)), (lk(y)) and R
′.
Define, for each y ∈ Z, the total time consumed by the clocks attached to
the oriented edge (y, y ± 1):
T±y :=
∑
k≥0
1
{X˜τk=y,X˜τk+1=y±1}
ξ±
N˜τk (y,y±1)
(y)
w(Z˜τk(y ± 1))
.(11)
From the time-line construction, it is clear that
{Z˜∞(y − 1) =∞}∩ {Z˜∞(y +1) =∞}∩ {T
+
y ∧ T
−
y <∞}
(12)
⊂ {T+y = T
−
y <∞}
since otherwise, after a certain time, the walk would jump infinitely many
times on one side of y before performing one more jump on the other side.
Section 3.1 is dedicated to proving the next proposition, using monotonic-
ity properties of the time-line construction.
Proposition 2.6. If X˜ is a continuous-time process defined as in Propo-
sition 2.5, then, for any y ∈ Z,
P(T+y = T
−
y <∞, Z˜∞(y− 1) = Z˜∞(y +1) =∞) = 0.
The following proposition is proved in Section 3.2, using martingale ar-
guments.
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Proposition 2.7. If X˜ is a continuous-time process defined as in Propo-
sition 2.5, then, for any y ∈ Z,{
+∞∑
k=0
e2β[l˜τk (y)−αl˜τk (y−1)] <∞
}
⊂ {T−y <∞}.
Before proving all the previous technical results in the following sections,
let us use them in order to prove the main theorem.
Proof of Theorem 1.4. Fix x ∈ Z and fix K ≥ L+ 2, so that {R˜′ =
{x, . . . , x+K +1}} ⊂ {|R˜′| ≥L+4} and
{R˜′ = {x, . . . , x+K + 1}}
⊂ {Z˜∞(x+L+1) =∞}∩ {Z˜∞(x+L+3) =∞}.
Using the series convergence of Lemma 2.4 and Proposition 2.7, we deduce
{R˜′ = {x, . . . , x+K + 1}} ⊂ {T−x+L+2 <+∞}.
Hence, using the inclusion (12),
{R˜′ = {x, . . . , x+K + 1}} ⊂ {T−x+L+2 = T
+
x+L+2 <+∞}.
Therefore, using Proposition 2.6, it implies that
P(R˜′ = {x, . . . , x+K +1}) = 0.
Taking finally the union over x ∈ Z and K ≥ L+ 2, and using Proposition
2.5, we conclude that
P(|R′| ≥ L+4) = P(|R˜′| ≥L+4) = 0. 
3. Monotonicity of the time-line construction and martingale arguments.
In Section 3.1, we prove Proposition 2.6 by taking advantage of some mono-
tonicity properties occurring in the time-line construction. The idea of the
whole proof is due to Tarre`s, [18], but we use, at the end of this proof, a
more convenient argument, due to Basdevant, Schapira and Singh, [2]. In
Section 3.2, we use classical martingale arguments to prove Proposition 2.7.
In these two sections, we generalize some previous results to a class of
dynamics involving nonmonotonic weight function. More precisely, all the
results hold for any positive functions f±(·, ·), and any positive nondecreas-
ing function w(·). Note that w/f± can be nonmonotonic.
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3.1. Proof of Proposition 2.6. Recall the time-line construction intro-
duced in the previous section, in which we have defined the function M
which maps a collection ξ of positive real numbers to a continuous-time
walk M(ξ).
Definition 3.1. Given ξ1 = ((ξ1)±k (y))y∈Z,k≥0 and ξ
2 = ((ξ2)±k (y))y∈Z,k≥0
two collections of random variables on R+, we say that ξ
1 ≫ ξ2 if, for all
k ≥ 0 and y ∈ Z, we have that (ξ1)+k (y)≤ (ξ
2)+k (y) and (ξ
1)−k (y)≥ (ξ
2)−k (y)
almost surely.
Let us define two continuous-time walks X˜1 :=M(ξ1) and X˜2 :=M(ξ2),
adopting the natural notation Z˜1t (y) and Z˜
2
t (y), for any y ∈ Z. For any i ∈N
and any y ∈ Z, let t1{y,y+1}(i) [resp., t
2
{y,y+1}(i)] be the time of the ith crossing
of X˜1 (resp., X˜2) of the nonoriented edge {y, y + 1}, with the convention
that t1{y,y+1}(0) = t
2
{y,y+1}(0) = 0.
Lemma 3.2 (Tarre`s, [18]). Assume that ξ1≫ ξ2 and that the construc-
tions of X˜1 and X˜2 do not fail, then, for any i ∈ N and y ∈ Z, we almost
surely have that
Z˜1t1
{y,y+1}
(i)(y + 1)≥ Z˜
2
t2
{y,y+1}
(i)(y +1)
and
Z˜1t1
{y,y+1}
(i)(y)≤ Z˜
2
t2
{y,y+1}
(i)(y).
Using this last result, here follows the main proof of this section.
Proof of Proposition 2.6. In order to apply the last lemma, fix y ∈ Z
and define the collection:
Hy := ((ξ
±
k (x), k ≥ 0, x 6= y), (ξ
−
k (y), k ≥ 0), (ξ
+
k (y), k ≥ 1)),
where the ξ’s are independent and defined as in Proposition 2.5, that is,
ξ±k (x) is an exponential random variable with mean f
±(x,k).
Then note that the process X˜ defined in Proposition 2.5 has the same
law as M(Hy, ξ
+
0 (y)), where ξ
+
0 (y) is an exponential random variable with
mean 1, independent from Hy. This means that X has the same law as the
embedded walk of M(Hy, ξ
+
0 (y)).
Moreover, we can create a family of walks X˜(u) :=M(Hy, u), u > 0, which
correspond to continuous-time walks defined according to the time-line con-
struction, with ξ+0 (y) = u.
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For all u > 0, in a way similar to (11), define
T±y (Hy, u) =
∑
k≥0
1
{X˜
(u)
τk
=y,X˜
(u)
τk+1
=y±1}
ξ±
N˜
(u)
τk
(y,y±1)
(y)
w(Z˜
(u)
τk (y ± 1))
=
N˜
(u)
∞ (y,y±1)∑
k=0
ξ±k (y)
w(Z˜
(u)
t
(u)
{y,y±1}
(2k+1{±y<0})
(y ± 1))
,
which is the total time consumed by the clocks attached to the oriented edge
(y, y ± 1) for the walk X(u).
Then, Lemma 3.2 implies that, for any u,u′ > 0 such that u > u′, almost
surely on the event {T±y (Hy, u), T
±
y (Hy, u
′)<∞}∩ {Z˜
(u)
∞ (y± 1) = Z˜
(u′)
∞ (y±
1) =∞}, on which the times T±y (Hy, u), T
±
y (Hy, u
′) are all four finite, we
have that
T+y (Hy, u)> T
+
y (Hy, u
′) and T−y (Hy, u)≤ T
−
y (Hy, u
′).
Thus, it implies that, given Hy, there exists at most one value u0 = u0(Hy) of
ξ+0 (y) such that the event {T
+
y = T
−
y <∞}∩{Z˜∞(y+1) = Z˜∞(y− 1) =∞}
occurs. If such a value does not exist, then we use the convention u0 =∞.
Note that {Z˜∞(y + 1) = Z˜∞(y − 1) =∞} implies that the construction
succeed, which is already proved to happen a.s.
Then we conclude with
P(T+y = T
−
y <∞, Z˜∞(y +1) = Z˜∞(y− 1) =∞)
≤ E(P(ξ+0 (y) = u0|Hy)) = 0. 
3.2. Proof of Proposition 2.7. Fix y ∈ Z and assume for simplicity that
y > 0 (but similar arguments hold whenever y ≤ 0). Let θk be the time of
the kth jump from y− 1 to y, and let ik be the number of visits to site y− 1
up to time θk. Define a new filtration G such that, for all n≥ 0, we have
Gn = σ((ξ
±
k (x), k ≥ 0, x 6= y), (ξ
+
k (y), k ≥ 0), (ξ
−
k (y),0≤ k ≤ n)),
and recall that the ξ’s are exponential clocks defined as in Proposition 2.5.
For any n≥ 0, define
Y −y (n) :=
n∑
k=0
1{θk+1<∞}
f−(y, k)
w(ik+1)
,
T−y (n) :=
n∑
k=0
1{θk+1<∞}
ξ−k (y)
w(ik+1)
,
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Mn := T
−
y (n)− Y
−
y (n),
〈M〉n :=
n∑
k=0
E((Mk+1 −Mk)
2|Gk).
Notice that, given Gn, we know the duration of the n + 1 first clocks
attached to the oriented edge (y, y− 1), and the duration of any other clock
attached to any other edge.
Then, as y > 0, θn+2, and thus in+2 are Gn-measurable, whereas ξ
−
n+1(y)
is independent of Gn. We have
E(Mn+1 −Mn|Gn) =
1{θn+2<∞}
w(in+2)
E(ξ−n+1(y)− f
−(y,n+1)) = 0,
E((Mn+1 −Mn)
2|Gn) =
1{θn+2<∞}
(w(in+2))2
E((ξ−n+1(y)− f
−(y,n+1))2)
=
1{θn+2<∞}(f
−(y,n+ 1))2
(w(in+2))2
.
Hence, Mn is a square integrable G-martingale. By a classic result about
square integrable martingales, we know that Mn converges a.s. to a finite
limit on the event {〈M〉∞ <∞}, see [13], Proposition VII-2.3. Thus, on the
event {〈M〉∞ <∞}∩ {Y
−
y (∞)<∞}, we have a.s. T
−
y = limn T
−
y (n)<∞.
Besides, (9) implies
Y −y (∞)≤
+∞∑
k=0
e2β[l˜τk (y)−αl˜τk (y−1)],
〈M〉∞ ≤
+∞∑
k=0
e4β[l˜τk (y)−αl˜τk (y−1)],
so that {Y −y (∞) <∞} ⊂ {〈M〉∞ <∞}. Thus, the following inclusion a.s.
holds: {
+∞∑
k=0
e2β[l˜τk (y)−αl˜τk (y−1)] <∞
}
⊂ {T−y <∞}.
Remark 3.3. Note that, in fact, we do not need the explicit form of f±
and w. More generally, for any positive function f± and w, the inclusions
{Y −y (∞) <∞} ⊂ {〈M〉∞ <∞} and consequently {Y
−
y (∞) <∞} ⊂ {T
−
y <
∞} hold.
4. Trigonometric results.
4.1. Definition of the linear system. Fix L ≥ 1 and assume that α ∈
(αL+1, αL), where (αL)L≥1 is defined in (3).
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We will describe some properties of the set of possible solutions (l0, . . . ,
lK+2) to linear equations that are part of a bi-infinite Fibonacci-type se-
quence. First, we introduce this linear system, then we distinguish between
three cases, depending on the size of the system.
For all K ∈N and for all j ∈ {1, . . . ,K}, let
d0 = l0 − l1 + αl2,
dj =−αlj−1 + lj − lj+1 +αlj+2,(13)
dK+1 =−αlk + lK+1− lK+2.
For all K ∈N, define the linear system:
d1 = d2 = · · ·= dK = 0, l0 = 0 and
K+1∑
j=1
lj = 1.(EK)
Recall that, given α> 1/3, ω ∈ (0, pi) is the unique real number such that
cos(ω) =
1−α
2α
.
Then, using (3),
2pi
L+3
<ω <
2pi
L+2
.
In Section 4.2, we describe the unique solution of the linear system (EK)
with the extra condition lK+2 = 0, when K is small, namely K ∈ {0, . . . ,L+
1}.
In Section 4.3, we prove some properties of an associated affine system
when K =L. In other words, we consider the same system, but with general
dj ’s (i.e., not necessarily equal to 0), and we emphasize some identities.
In Section 4.4, we describe some properties of the solutions of the linear
system (EK), with the conditions l1, . . . , lK+2 ≥ 0, when K is large, that is,
K ≥ L. We also prove Corollary 2.3.
We refer the reader to [11], for instance, for known properties of these
solutions.
4.2. Small-size system: K ∈ {0, . . . ,L + 1}. The following proposition
gives an explicit form for the solution of (EK), with lK+2 = 0, when K
is small, that is, K ∈ {0, . . . ,L+ 1}. As we prove in Section 6, these solu-
tions correspond to the asymptotic normalized local times of the walk, on
the corresponding events.
Proposition 4.1. If α ∈ (αL+1, αL) and K ∈ {0, . . . ,L+ 1}, then the
solution of (EK), with the extra condition lK+2 = 0, is unique and satisfies
lj =
sin(((K +2− j)/2)ω) sin(jω/2)
Z
for all j ∈ {0, . . . ,K +2},(14)
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where Z is a normalisation constant. Moreover,
d0 =−dK+1 =−α
sin(((K + 3)/2)ω) sin(ω/2)
Z
.(15)
The quantities l1, . . . , lK+1 are positive and if K ∈ {0, . . . ,L− 1} (resp., K ∈
{L,L+1}) then d0 < 0 (resp., d0 > 0).
Moreover, (14) and (15) hold when α= αL and K ∈ {1, . . . ,L− 1}.
Remark 4.2. We will later deal with two different systems (EK) and
(EK ′) together, withK 6=K
′. We will then use the notations d0(K), dK+1(K)
and d0(K
′), dK ′+1(K
′) in order to avoid any confusion.
Proof of Proposition 4.1. All the arguments in the beginning of
this proof, until (18), hold for any K ∈N and will be used later.
Let us first emphasize the fact that the set of solutions of the system
d1 = · · ·= dK = 0 is 3-dimensional. Indeed, let (l0, . . . , lK+2) be a real-valued
vector satisfying d1 = · · ·= dK = 0. If we fix l0, l1 and l2, then it is easy to
see that, by induction, we can find a unique solution. It implies that the set
of solutions is 3-dimensional.
Moreover, these solutions satisfy linear recurrence relations with charac-
teristic polynomial P (X) = αX3 −X2 +X − α = α(X − 1)(X − eiω)(X −
e−iω), hence the general solutions to (EK) are such that
lj =A+Be
ijω +Ce−ijω for all j ∈ {0, . . . ,K + 2},(16)
for some constants A,B,C ∈ C. Recall that ω is such that cos(ω) = (1 −
α)/2α.
Then, using the conditions l0 = 0, lK+2 = 0 and
∑
lj = 1, we can compute
A, B and C, which will imply the uniqueness of the solution (l0, . . . , lK+2)
of (EK) with lK+2 = 0.
First, the condition l0 =A+B +C = 0 implies
lj =A(1− e
ijω)−C(eijω − e−ijω).(17)
Now, let us write lj as a function of A and lj0 , for some j0 ∈ {1, . . . , (L+
3) ∧ (K +2)}.
As 2pi/(L+ 3)< ω < 2pi/(L+ 2), we have eij0ω − e−ij0ω 6= 0, for any j0 ∈
{1, . . . , (L+3)∧ (K +2)}. Now fix j0 ∈ {1, . . . , (L+3)∧ (K +2)}, then (17)
applied to j = j0 implies that
C =
A(1− eij0ω)− lj0
eij0ω − e−ij0ω
,
and, for all j ∈ {1, . . . ,K + 2}, we have
lj =A(1− e
ijω) + (A(eij0ω − 1) + lj0)
eijω − e−ijω
eij0ω − e−ij0ω
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=
sin(jω)
sin(j0ω)
lj0 +A
sin(j0ω)− sin((j0 − j)ω)− sin(jω)
sin(j0ω)
(18)
=
sin(jω)
sin(j0ω)
lj0 +A
cos((j0/2)ω)− cos(((j0/2)− j)ω)
cos((j0/2)ω)
=
sin(jω)
sin(j0ω)
lj0 − 2A
sin(((j0 − j)/2)ω) sin(jω/2)
cos((j0/2)ω)
.
The previous arguments hold for any K ∈N, but we now focus on the case
K ∈ {0, . . . ,L+1}. We can apply (18) to j0 =K +2, and use the conditions
lK+2 = 0 and
∑
lj = 1. This yields
lj =
sin(((K +2− j)/2)ω) sin(jω/2)∑K+1
i=1 sin(((K +2− i)/2)ω) sin(iω/2)
(19)
=
cos((((K + 2)/2)− j)ω)− cos(((K +2)/2)ω)∑K+1
i=1 [cos((((K +2)/2)− i)ω)− cos(((K +2)/2)ω)]
.
Notice that, if α ∈ (αL+1, αL) and K ∈ {0, . . . ,L + 1}, then for all j ∈
{1, . . . ,K +1}:
sin
(
K +2− j
2
ω
)
> 0 and sin
(
jω
2
)
> 0.
We have now proved (14).
Let us compute d0 = l0 − l1 + αl2. As the solution is symmetric, that is,
lj = lK+2−j, we have that dK+1 =−d0.
There is an easy way to compute d0. Indeed, let us extend the definition
(14) of lj to j = −1, then, using the fact that the system is a part of a
bi-infinite Fibonacci-type sequence (for which dj = 0 for all j ∈ Z), one can
show that −αl−1 + l0 − l1 +αl2 = 0. Then it implies
d0 = αl−1 =−α
sin(((K + 2+ 1)/2)ω) sin(ω/2)∑K+1
i=1 sin(((K + 2− i)/2)ω) sin(iω/2)
,
which completes the proof. 
Remark 4.3. The critical case α = αL is more difficult to describe.
When K =L, then the conditions l0 = 0 and lL+2 = 0 are equivalent, hence
the solution is not unique anymore, and the set of solutions is in fact 1-
dimensional. More generally, the solution is not unique as soon as (K +2)ω
is a multiple of 2pi.
Remark 4.4. If α ∈ (αL+1, αL) is such that ω/pi is irrational, then the
solution of the system, with extra condition lK+2 = 0, is unique for any
K. Moreover, we can find infinitely many K’s such that l1, . . . , lK+1, d0 are
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positive and dK+1 is negative. Indeed, this occurs when the distance between
(K + 2)ω/2 and (2Z + 1)pi is smaller than the distance between jω/2 and
(2Z+ 1)pi, for all j ∈ {1, . . . ,K,K + 4}. One can convince itself of that fact
by using (20) and drawing a picture of the unit circle. We refer the reader
to [9] for more details.
Nevertheless, when K ≥ L, there can be more than one solution, some lj ’s
can be nonpositive and d0, dK+1 can take arbitrary signs.
4.3. Associated affine medium-size system: K =L. The main purpose of
this section is to prove the following proposition and its corollary, which will
be used to prove Proposition 2.1.
Let us first define the affine version of the system (EL).
Fix L ≥ 1 and assume that α ∈ (αL+1, αL), where (αL)L≥1 is defined
in (3). Fix also L real numbers dj , for j ∈ {1, . . . ,L}. Then consider the
following system on (l0, . . . , lL+2):
AS(d1, . . . , dL)

l0 = lL+2 = 0,
dj =−αlj−1+ lj − lj+1 +αlj+2, for all j ∈ {1, . . . ,L},
L+1∑
j=1
lj = 1.
Define also the quantities
d0 :=−l1 +αl2,
dL+1 :=−αlL + lL+1.
Proposition 4.5. Assume that α ∈ (αL+1, αL). There exists a unique
solution (l0, . . . , lL+2) of AS(d1, . . . , dL), and there exist positive constants
c1, . . . , cL, that do not depend on d1, . . . , dL, such that
dL+1 =−d0(L)−
L∑
k=1
ckdk,
d0 = d0(L)−
L∑
k=1
cL+1−kdk,
where d0(L) is a positive constant defined in Remark 4.2.
Corollary 4.6. Assume that α ∈ (αL+1, αL), and that (l0, . . . , lL+2) is
a solution of the system
l0 = 0, lL+2 ≥ 0,
dj =−αlj−1 + lj − lj+1+αlj+2 for all j ∈ {1, . . . ,L},
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L+1∑
j=1
lj = 1.
Then the following inequality holds:
d0 ≥ d0(L)−
L∑
k=1
cL+1−kdk.
Proof. Define l˜j = lj for j ∈ {0, . . . ,L+1}, and l˜L+2 = 0. Then d˜0 = d0,
and notice that (l˜0, . . . , l˜L+2) is a solution of AS(d1, . . . , dL−1, dL − αlL+2),
hence
d0 = d0(L)−
L∑
k=1
cL+1−kdk + αc1lL+2,
which enables us to conclude, using that lL+2 ≥ 0. 
Proof of Proposition 4.5. First, notice that the matrix associated
to the system AS(d1, . . . , dL) can be written as
M :=

1 0 · · · · · · · · · · · · 0
0 · · · · · · · · · · · · 0 1
0 1 · · · · · · · · · 1 0
−α 1 −1 α 0 · · · 0
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
0 · · · 0 −α 1 −1 α

,
where the size of M is (L+3)2, and AS(d1, . . . , dL) is then rewritten as
M
 l0...
lL+2
=

0
0
1
d1
...
dL
 .
By Proposition 4.1, there exists a unique solution to (EL) with lL+2 = 0,
which is equivalent to AS(0, . . . ,0). Therefore,M has a nonzero determinant,
thus it is invertible.
Now, we first want to prove that, for some constants c1, . . . , cL,
dL+1 =−d0(L)−
L∑
k=1
ckdk,(20)
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which, by symmetry, will imply
d0 = d0(L)−
L∑
k=1
cL+1−kdk,
and we will then prove that these constants are positive. Notice that
dL+1 =−αlL + lL+1 = (0 · · · 0 −α 1 0 )M
−1

0
0
1
d1
...
dL

= (0 · · · 0 −α 1 0 )M−1
(
v3 +
L∑
k=1
dkv3+k
)
,
where (vk)k is the canonical basis of R
L+3. Then, using Proposition 4.1 and
the notations of Remark 4.2, the vector M−1v3 is the solution to (EL) with
lL+2 = 0, which yields
d0(L) =− ( 0 · · · 0 −α 1 0 )M
−1v3,
and we prove (20) by defining, for all k ∈ {1, . . . ,L},
ck =− ( 0 · · · 0 −α 1 0 )M
−1v3+k.
It remains to prove that, for all k ∈ {1, . . . ,L}, ck > 0. Recall that these
constants do not depend on d1, . . . , dL. We proceed by induction on k =
1, . . . ,L.
First, for k = 1, choose d2 = · · ·= dL = 0, and instead of fixing d1 let us fix
l1 = 0. Then the shifted vector (l˜0, . . . , l˜(L−1)+2) := (l1, . . . , lL+2) is the unique
solution of (EL−1) with l˜(L−1)+2 = 0. Therefore, using Proposition 4.1 and
the notation of Remark 4.2, the solution is unique, d1 = d0(L− 1)< 0 and
dL+1 =−d0(L−1)> 0. On the other hand, (20) implies that c1 = (−d0(L)−
dL+1)/d1 > 0, which finishes the case k = 1.
Now, assume that, for some k ∈ {2, . . . ,L}, c1, . . . , ck−1 > 0, and let us
prove that ck > 0. As previously, fix dk+1 = · · · = dL = 0 (except if k =
L), and fix l1 = · · · = lk = 0. Then the shifted vector (l˜0, . . . , l˜(L−k)+2) :=
(lk, . . . , lL+2) is the unique solution of (EL−k) with l˜(L−k)+2 = 0. Thus,
d1 = · · · = dk−2 = 0 (if k ≥ 3), dk−1 = αlk+1 > 0, dk = d0(L − k) < 0 and
dL+1 =−d0(L−k)> 0. On the other hand, (20) implies that ck = (−d0(L)−
dL+1 − ck−1dk−1)/dk > 0, which completes the proof. 
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4.4. Nonnegative solutions of the large-size system, that is, K ≥ L, and
proof of Corollary 2.3. Recall the definition of the system (EK) introduced
in Section 4.1. When K ≥ L, as it is noticed in Remarks 4.3 and 4.4, the
set of solutions can be 1-dimensional, and a priori we cannot determine the
signs of d0 nor dK+1.
But, the following result, which implies Corollary 2.3, is helpful in order
to understand the behavior of the solutions, even without uniqueness.
Proposition 4.7. (i) Assume that α ∈ (αL+1, αL) and K ≥L. Then, if
some real-valued vector (l0, . . . , lK+2) satisfies (EK) and if l1, . . . , lK+2 ≥ 0,
then d0 ≥ c(K)> 0, where c(K) is a positive constant depending only on α
and K.
It implies that if lK+2 = 0, then, by symmetry, we have dK+1 ≤−c(K).
(ii) Assume that α ∈ (αL+1, αL]. If K ≥ L and if (l0, . . . , lK+2) satisfies
(EK), then
lL+2 − αlL+1
(21)
=−
sin(((L+2)/2)ω)
sin((L/2)ω)
l1 + 2α
cos(ω/2) sin(((L+3)/2)ω)
sin((L/2)ω)
lL+1.
Moreover, if α ∈ (αL+1, αL) and if l1, . . . , lK+2 ≥ 0, then lL+2 − αlL+1 <
−c(K), where we can choose c(K) such that it is the same positive constant
as in (i) by convenience.
Proof. Let us prove the first point:
(i) Recall that α ∈ (αL+1, αL). Let us first prove that
∑L+1
k=1 lk > c, for
some positive constant c.
Recall that l0 = 0 and d1 = · · ·= dK = 0. If l1 < c and l2 < c, we can prove,
by induction, that
lj ≤ 6
j−1c for all j ∈ {1, . . . ,K + 2},(22)
which implies, as soon as c is small enough, that
∑K+1
j=1 lj < 1 which contra-
dicts the weight condition. In order to prove (22) by induction, recall that
α > 1/3 and notice that, for all j ∈ {2, . . . ,K + 1}, dj−1 = −αlj−2 + lj−1 −
lj +αlj+1 = 0 and lj−1 ≥ 0, which implies that
lj+1 ≤ lj−2+ lj/α.
Now, define, for all j ∈ {0, . . . ,L+ 2},
l˜j :=
lj∑L+1
k=1 lk
.
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Now, we use Corollary 4.6 with (l˜0, . . . , l˜L+2), which enables us to conclude
d0 ≥ d0(L)×
L+1∑
k=1
lk > d0(L)× c > 0.
(ii) Here, we assume α ∈ (αL+1, αL]. To prove (ii), we consider the sys-
tem (EK), together with the conditions l1, . . . , lK+2 ≥ 0 and let lL+1 be a
parameter in order to show the lj ’s in terms of lL+1.
We can use the arguments at the beginning of the proof of Proposition
4.1. In particular, noticing that sin((L + 1)ω) 6= 0, we can apply (18) to
j0 = L+1, which yields, for all j ∈ {1, . . . ,K +2}, and for some constant A,
lj =
sin(jω)
sin((L+1)ω)
lL+1 − 2A
sin(((L+1− j)/2)ω) sin(jω/2)
cos(((L+ 1)/2)ω)
.(23)
Then we can show A in terms of lL+1 and l1:
2A
sin((L/2)ω) sin(ω/2)
cos(((L+1)/2)ω)
=
sin(ω)
sin((L+1)ω)
lL+1 − l1,(24)
and compute
lL+2 − αlL+1 =
(
sin((L+2)ω)
sin((L+1)ω)
−α
)
lL+1 +2A
sin(((L+2)/2)ω) sin(ω/2)
cos(((L+1)/2)ω)
=
(
sin((L+2)ω)
sin((L+1)ω)
−α+
sin(ω) sin(((L+2)/2)ω)
sin((L+1)ω) sin(Lω/2)
)
lL+1
−
sin(((L+ 2)/2)ω)
sin(Lω/2)
l1.
Now, in order to prove (21), define E such that
sin((L+2)ω)
sin((L+1)ω)
−α+
sin(ω) sin(((L+2)/2)ω)
sin((L+1)ω) sin(Lω/2)
=−
αE
4 sin(Lω/2) sin((L+1)ω)
,
then, using that α−1 = 1 + 2cos(ω) and the exponential forms of sin and
cos, we have
E = (ei(L/2)ω − e−i(L/2)ω)(ei(L+2)ω − e−i(L+2)ω)(1 + eiω + e−iω)
− (ei(L/2)ω − e−i(L/2)ω)(ei(L+1)ω − e−i(L+1)ω)
+ (ei((L+2)/2)ω − e−i((L+2)/2)ω)(eiω − e−iω)(1 + eiω + e−iω)
= e(3/2)Lω(ei2ω + ei3ω) + e−(3/2)Lω(e−i2ω + e−i3ω)
− e(L/2)ω(1 + e−iω)− e−(L/2)ω(1 + eiω)
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= 4cos
(
ω
2
)(
cos
((
3
2
L+
5
2
)
ω
)
− cos
(
L− 1
2
ω
))
=−8cos
(
ω
2
)
sin
(
L+3
2
ω
)
sin((L+1)ω),
which proves (21).
Let us prove the second part of (ii). Assume that α ∈ (αL+1, αL), and
recall that it is equivalent to 2pi/(L+3)< ω < 2pi/(L+2). Here, we use the
notation Cst(α,K) to denote a positive constant, depending on α and K,
which can be different from line to line or between two (in-)equalities.
Let us show that there exists a constant c˜ such that l1 + lL+1 ≥ c˜. It will
imply the conclusion, using (21), that is, lL+2 − αlL+1 ≤ −Cst(α,K)(l1 +
lL+1)≤−Cst(α,K).
By contradiction, assume that l1+ lL+1 < c˜, then we obviously have l1 < c˜
and lL+1 < c˜. Formula (24) implies that
0≤ 2A< Cst(α,K)× c˜,
then (23) implies that
K+1∑
j=1
lj < (K +1)Cst(α,K)× c˜.
Now c˜ small enough would imply
∑K+1
j=1 lj < 1, and thus contradicts the
weight condition. 
5. The walk has finite range: Proof of Proposition 2.1. In the section,
we prove Proposition 2.1, which states that the walk has finite range. The
general strategy of the proof is inspired by the one of [15]. This proof is quite
simple, making use of Corollary 4.6.
Proof of Proposition 2.1. Let us prove that there exists a constant
p > 0 such that, for all x ∈ Z such that x < −L − 1, if the walker visits
x+L+1, then, with probability at least p, the walker does not visit the site
x− 1, that is,
P(x− 1 ∈R|x+L+ 1 ∈R)< 1− p.
Note that p will not depend on x.
This will imply that
P(infR=−∞) = 0.
Then the symmetric argument will hold and imply the conclusion.
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For all y ∈ Z andm ∈N, let um(y) be the first time k such that Zk(y) =m,
that is,
um(y) := inf{k ∈N :Zk(y) =m}.
If Z∞(y)<m, then um(y) = +∞.
Now fix x ∈ Z such that x <−L− 1. For all m ∈N, we have
P(Xk+1 = x+L+1|Fk)≥
1{um(x+L)=k,Zk(x+L−1)=0}
1 + e2(2m−1)β
.
Together with
{Zum(x+L)(x+L− 1) = 0}
=
m−1⋂
k=1
{Xuk(x+L)+1 = x+L+1, uk(x+L)<∞}∪ {uk(x+L) = +∞},
this implies that, for all m ∈N,
P(Zum(x+L)(x+L− 1) = 0|Fu1(x+L))≥ 1{u1(x+L)<∞}ε1,
where ε1 := ε1(m) is a constant depending on m, but not on x.
From now on, we work on the event {Zum(x+L)(x+ L− 1) = 0}. Notice
that, on this event, for any n ∈N, un(x)≥ u1(x)> um(x+L).
Define, for all k ∈N, the time spent in the interval [x,x+L+1], that is,
l
(x)
k := lk(x) + lk(x+ 1) + · · ·+ lk(x+L+ 1),(25)
and notice that l
(x)
um(x+L)
= 2m− 1.
Fix ε2 > 0, and define, for all n ∈ N, the event Un which is such that
the walker performs an upstream jump to the left on {x+ 1, . . . , x+ L} of
intensity at least ε2 between the times um(x+L) and un(x), that is,
Un :=
{
∃k ∈ [um(x+L), un(x)],∃j ∈ {1, . . . ,L} :
∆k(x+ j)
l
(x)
k
> ε2,
Xk = x+ j and Xk+1 = x+ j − 1
}
.
If we define u∞(x) =∞, then
⋃
nUn = U∞.
Now, notice that, on the event {Zum(x+L)(x+L− 1) = 0}, we have
{Z∞(x− 1)> 0}
⊂
∞⋃
n=1
{u1(x− 1) = un(x) + 1} ∩ {un(x)<∞}(26)
⊂
(
∞⋃
n=1
{u1(x− 1) = un(x) + 1} ∩ {un(x)<∞}∩U
c
n
)
∪U∞.
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It is easy to upper-bound the probability of U∞ by writing
P(U∞|Fum(x+L))≤
+∞∑
k=l
(x)
um(x+L)
e−2βε2k.
Then let us focus on the other union of events in (26). Until the conclusion
of the proof, fix n ∈ N, assume that un(x) < +∞ and lun(x)(x) = 0, which
is necessary to have u1(x− 1) = un(x) + 1. Moreover, assume that U
c
n holds
and let us show that, at time un(x), the stream at x is strongly positive,
thus the probability for the walker to jump on x− 1 is small.
For j ∈ {1, . . . ,L}, let kj denote the last time before un(x) such that
Xkj = x+ j, that is,
kj := max{k ≤ un(x) :Xk = x+ j}.
Then, as Xkj+1 = x + j − 1 and U
c
n holds, we have ∆kj(x + j)/l
(x)
kj
≤ ε2.
Therefore, we have that, for any j ∈ {1, . . . ,L},
∆un(x)(x+ j)
l
(x)
un(x)
=
−α(lun(x)(x+ j − 1)− lkj (x+ j − 1)) +∆kj (x+ j) + 1
l
(x)
un(x)
≤ 2ε2,
where the inequality holds as soon as we choose m> (1 + ε2)/(2ε2).
Moreover, recall that lun(x)(x) = 0 and notice, using (25), that
L+1∑
j=1
lun(x)(x+ j)
l
(x)
un(x)
= 1.
Therefore, using Corollary 4.6, with lj := lun(x)(x + j)/l
(x)
un(x)
for all j ∈
{0, . . . ,L+ 2}, we obtain
∆un(x)(x)
l
(x)
un(x)
≥ d0(L)−
L∑
k=1
∆un(x)(x+ k)
l
(x)
un(x)
cL+1−k
≥ d0(L)− 2ε2
L∑
k=1
ck >
d0(L)
2
> 0,
as soon as ε2 is small enough, depending only on the constants ck’s and
d0(L), where the ck’s are positive constants defined in Proposition 4.5 and
d0(L) is defined in Remark 4.2.
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Using (26) and using that l
(x)
um(x+L)
= 2m− 1, we are finally able to con-
clude, as soon as m is large enough, as we have
P(Z∞(x− 1)> 0|Fum(x+L))1{Zum(x+L)(x+L−1)=0}
≤
+∞∑
k=l
(x)
um(x+L)
e−2β(d0(L)/2)k +
+∞∑
k=l
(x)
um(x+L)
e−2βε2k.

6. Asymptotic streams. Given L≥ 1, assume that α ∈ (αL+1, αL) and fix
x ∈ Z and K ∈ N. The goal is here to prove Proposition 2.2 in Section 6.1,
and Lemma 2.4 in Section 6.2.
6.1. Proof of Proposition 2.2. Recall that Proposition 2.2 states that,
almost surely, we have
{R′ = {x, . . . , x+K +1}} ⊂
x+K⋂
j=x+1
{
lim
k→+∞
∆k(j)
k
= 0
}
.(27)
Proposition 2.2 extends to general K ∈N the result of Erschler, To´th and
Werner in [9], initially proved for K <L+1. Its proof is mainly combinato-
rial. Let us first state and prove two lemmas that will be used several times
to prove Proposition 2.2.
The only probabilistic tool of the proof is Borel–Cantelli lemma, which is
used to prove the following result.
Lemma 6.1. Let ε > 0. There exist two random times N1 and N2 de-
pending on ε such that:
(i) For all j ∈ Z, and for all k ≥ N1, if ∆k(j)/k ≥ ε and Xk = j, then
Xk+1 = j + 1, and if ∆k(j)/k ≤−ε and Xk = j, then Xk+1 = j − 1.
(ii) For all k ≥N2, for all j ∈ Z, if Xk < j, then ∆k(j)/k < 3ε/2 and if
Xk > j, then ∆k(j)/k >−3ε/2.
Proof. Let us prove the first point.
Recall that, for all j ∈ Z, we have
P(Xk+1 =Xk +1|Fk) =
1
1+ e−2β∆k(Xk)
,
which yields
P
(
Xk = j,Xk+1 = j +1,
∆k(j)
k
≤−ε
∣∣∣Fk)≤ 1{Xk=j}
1 + e2βεk
.
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Therefore, we have that
P
(⋃
j∈Z
{
Xk = j,Xk+1 = j ± 1,
∓∆k(j)
k
≥ ε
}∣∣∣Fk)≤ 2
1 + e2βεk
,
which is summable. Then, by Borel–Cantelli lemma, there exists a random
N1 ∈N such that for all j ∈ Z, and for all k ≥N1, if ∆k(j)/k ≥ ε and Xk = j,
then Xk+1 = j + 1, and if ∆k(j)/k ≤−ε and Xk = j, then Xk+1 = j − 1.
Let us prove the second point of the lemma. Let N2 be the smallest integer
such that N2 > 2(1 + α)N1/3ε >N1 and N2 > 4/ε.
Assume that k ≥ N2 and Xk < j. Recall that, by definition of N1, the
walker cannot jump from j to j − 1 at some time k ≥ N1 if ∆k(j)/k ≥ ε.
Recall also the definition of the local stream at site j and at time k:
∆k(j) =−αlk(j − 1) + lk(j)− lk(j + 1) + αlk(j +2).
First, if the walker has not visited j between N1 and k, then ∆k(j) ≤
∆N1(j)≤N1 × (1 +α), hence
∆k(j)
k
≤
∆N1(j)
N1
×
N1
N2
<
3ε
2
.
Otherwise, let k′ be the last time before k such that Xk′ = j. Then Xk′+1 =
j − 1, and therefore ∆k′(j)/k
′ < ε. Note that ∆k(j)≤∆k′(j) + 1, hence
∆k(j)
k
<
3ε
2
,
which proves the first part of (ii) and the second part is proved by the
symmetric argument. 
Recall that L≥ 1, α ∈ (αL+1, αL), K ∈N are fixed. The following lemma
uses the results of Section 4 in order to describe the evolutions of the local
times at two sites when the walk is stuck between them.
Lemma 6.2. Fix i1, i2 ∈ Z such that 0 < i2 − i1 < K. Fix two times k
and k′ such that k < k′.
Assume that the walk remains in {i1, . . . , i2 + 1} between the time k and
k′ and define
δmax := max
{∣∣∣∣∆n(i)n
∣∣∣∣ :n ∈ [k, k′], i ∈ {i1 +1, . . . , i2}}.
Then there exist two positive constants d and C1, depending on α and K,
such that
∆k′(i1 +m(i2 − i1))
k′
>
∆k(i1 +m(i2 − i1))
k
×
k
k′
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+ d×
k′ − k
k′
− 2C1δmax,
∆k′(i2 +1−m(i2 − i1))
k′
<
∆k(i2 +1−m(i2 − i1))
k
×
k
k′
− d×
k′ − k
k′
+ 2C1δmax,
where m(k) := (k +1)1{k<L}, for all k ∈N.
Before proving this result, let us emphasize two simple consequences.
First, notice that
∆k′(i1 +m(i2 − i1))
k′
>min
(
∆k(i1 +m(i2 − i1))
k
, d
)
− 2C1δmax,
∆k′(i2 + 1−m(i2 − i1))
k′
<max
(
∆k(i2 + 1−m(i2 − i1))
k
,−d
)
+ 2C1δmax.
Second, if
k′ − k
k
≥
2C1δmax
d
,
then
∆k′(i1 +m(i2 − i1))
k′
>
∆k(i1 +m(i2 − i1))
k
×
k
k′
,(28)
∆k′(i2 +1−m(i2 − i1))
k′
<
∆k(i2 +1−m(i2 − i1))
k
×
k
k′
.(29)
Proof of Lemma 6.2. Define
l˜i =
lk′(i1 + i)− lk(i1 + i)
k′ − k
for all i ∈ {0, . . . , i2 − i1 +2}
and
d˜i =−αl˜i−1 + l˜i − l˜i+1 + αl˜i+2 for all i ∈ {1, . . . , i2 − i1}.
Thus,
l˜0 = l˜i2−i1+2 = 0,
i2−i1+1∑
i=1
l˜i = 1
and
|d˜i|< 2δmax ×
k′
k′ − k
∀i ∈ {1, . . . , i2 − i1}.
Define also d˜0 =−l˜1 +αl˜2 and d˜i2−i1+1 =−αl˜i2 + l˜i2+1.
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Recall the notation d0(K
′) and dK ′+1(K
′) defined in Remark 4.2, c(K ′)
defined in Proposition 4.7 and define
d := min{(dK ′+1(K
′) =−d0(K
′),K ′ = 1, . . . ,L− 1),
(30)
c(L), . . . , c(K)}> 0.
Let us consider (l˜i) as a perturbed solution of the linear system (Ei2−i1)
defined and described in Section 4. Then we have to distinguish two cases:
i2 − i1 ≤L− 1 and i2 − i1 ≥ L.
Indeed, if i2− i1 ≤L− 1, using Proposition 4.1 and using that (Ei2−i1) is
a linear system, there exists a positive constant C1 such that
d˜0 <−d+C1 × 2δmax ×
k′
k′ − k
,
d˜i2−i1+1 > d−C1 × 2δmax ×
k′
k′ − k
.
Otherwise, if i2 − i1 ≥ L, using Proposition 4.7, we have similarly
d˜0 > d−C1 × 2δmax ×
k′
k′ − k
,
d˜i2−i1+1 <−d+C1 × 2δmax ×
k′
k′ − k
.
We can conclude by multiplying these quantities by (k′− k)/k′ and noticing
that, for i ∈ {0, i2 − i1 + 1},
d˜i :=
∆k′(i1 + i)−∆k(i1 + i)
k′ − k
.

Let us now prove Proposition 2.2, that is, (27).
Proof of Proposition 2.2. We assume throughout the proof that
the probability event {R′ = {x, . . . , x+K +1}} holds.
Let us show that there exists a constant M :=M(α,d,C1) such that, for
all j ∈ {1, . . . ,K}, for all ε > 0 small enough, we have
∆k(x+ j)
k
>−3εM j(j−1)/2(31)
as soon as k is large enough. Then the symmetric argument will hold and
enable us to conclude. Note that, in fact, the constant M depends only on
α and K, since d and C1 depend only on α and K.
For reasons that will become clear later, we choose M and ε such that
M >
3× (d+8C1)
d
× (3 +α) and ε <
2(1 + α)∧ d
3MK(K+1)
.(32)
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As R′ = {x, . . . , x + K + 1}, there exists a random N3 ∈ N such that
Z∞(i) = ZN3(i) if i /∈R
′.
Finally, recalling the definitions of N1 and N2 in Lemma 6.1, let us define
the time N := max(N1,N2,N3, (1 + α)/ε). We work at large times k ≥ N ,
and the rest of the proof is only combinatorial.
By definition of R′, there exists k1 ≥N such that Xk1 = x+K+1. There-
fore, using Lemma 6.1, for all j ∈ {1, . . . ,K},
∆k1(x+ j)
k1
>−2ε.
Let us prove by induction on j = 1, . . . ,K, that, for all k ≥ k1, we have
∆k(x+ j)
k
>−3εM j(j−1)/2.
(i) The base case: j = 1. Assume by contradiction that there exists k̂ ≥ k1
such that
∆
k̂
(x+1)
k̂
≤−3ε,
and define
k˜ := max
{
k ∈ [k1, k̂] :
∆k(x+ 1)
k
>−2ε
}
.
Hence, using Lemma 6.1 between k˜ and k̂, the walk remains left-hand from
x+1, and thus stays confined to {x,x+1}, therefore,
∆
k̂
(x+ 1)
k̂
=
∆
k˜
(x+1) + (k̂− k˜)
k˜+ (k̂− k˜)
>−2ε,
which contradicts our assumption.
(ii) Induction step. Assume that j ∈ {1, . . . ,K − 1}, and that, for all i ∈
{1, . . . , j} and k ≥ k1, we have
∆k(x+ i)
k
>−3εM i(i−1)/2.(33)
We want to show that, for all k ≥ k1,
∆k(x+ j +1)
k
>−3εM j(j+1)/2.
By contradiction, assume that there exists a finite integer k∗ such that
k∗ := min
{
k ≥ k1 :
∆k(x+ j + 1)
k
≤−3εM j(j+1)/2
}
<∞.(34)
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Fig. 2. Local stream at x+ j +1.
By definition of R′, there exists k2 > k
∗ such that Xk2 = x +K + 1, and,
using Lemma 6.1,
∆k2(x+ j + 1)
k2
>−2ε.
Define the following times:
k := max
k
{
k1 ≤ k ≤ k
∗ :
∆k(x+ j +1)
k
>−3εM j(j−1)/2
}
,(35)
k¯ := min
k
{
k∗ ≤ k ≤ k2 :
∆k(x+ j + 1)
k
>−3εM j(j−1)/2
}
.(36)
Note that the definitions of k1, k, k
∗, k¯ and k2 will be kept throughout
the proof. All other notation used to define some other times change from
part to part.
We need the following lemma, which will be shown right after this proof.
Lemma 6.3. Under the previous assumptions, in particular assuming
(33) and (34), for all i ∈ {1, . . . , j}, and for all k such that k ≤ k ≤ k¯, we
have ∣∣∣∣∆k(x+ i)k
∣∣∣∣< 3εM (j(j−1)/2)+(j−i).
Assuming that (34) holds, the times k, k∗, k¯ are key-times at which we
know the behavior of the local stream at x + j + 1; see Figure 2. Using
Lemmas 6.3 and 6.2, we will compare the evolution of the local times on
the interval {x, . . . , x+ j +1} to the solution of the system (Ej), defined in
Section 4.1.
This will enable us to emphasize some contradictions about the evolution
of the local streams and conclude that (34) cannot hold.
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Let us distinguish between two cases: j ≤L− 1 and j ≥ L.
First, assume that j ≤L−1. By Lemma 6.1, the walker remains left-hand
from x+ j + 1 on [k, k∗], thus the walk is confined to {x, . . . , x+ j + 1} on
this time-span.
Moreover, notice that, at each time-step, ∆k(x+ j + 1) varies by 0, ±1
or ±α. Using the definitions (35) of k and (34) of k∗, and using (32), this
yields
k∗ − k
k∗
>
1
1 +α
×
−∆k∗(x+ j +1) +∆k(x+ j +1)
k∗
>
1
1 +α
(3εM j(j+1)/2 − 3εM j(j−1)/2)≥
3εM (j(j+1)/2)−1
1 +α
(M − 1)(37)
>
6C1εM
(j(j+1)/2)−1
d
.
Hence, using (28), deduced from Lemma 6.2, with i1 = x, i2 = x+ j, k = k
and k′ = k∗, and using Lemma 6.3, this yields
∆k∗(x+ j +1)
k∗
>
∆k(x+ j +1)
k
×
k
k∗
>−3εM j(j−1)/2,
where we use the definition (35) of k for the last inequality. This contradicts
the definition (34) of k∗ and concludes the first case j ≤ L− 1.
Now, assume that j ≥ L. Similarly, by Lemma 6.1, the walk is confined to
{x, . . . , x+ j + 1} on the time-span [k∗, k¯]. Recall the definition (34) of k∗,
(32), and that d > 3εM j(j+1)/2. Then, using the upper bound of Lemma 6.2
with i1 = x, i2 = x+ j, k = k
∗ and k′ = k¯, and using Lemma 6.3, this yields
∆k¯(x+ j + 1)
k¯
<−3εM j(j+1)/2 +6C1εM
(j(j+1)/2)−1
<−3εM j(j−1)/2.
This contradicts the definition (36) of k¯ and finishes the second case, the
induction step and the proof of Proposition 2.2. 
Proof of Lemma 6.3. By assumption (33), we know that, for all i ∈
{1, . . . , j} and for all k ≥ k1,
∆k(x+ i)
k
>−3εM i(i−1)/2 ≥−3εM (j(j−1)/2)+(j−i).
Thus, it remains to prove that, for all k ∈ [k, k¯],
∆k(x+ i)
k
< 3εM (j(j−1)/2)+(j−i).(38)
We will proceed in the same way as in the previous proof, by induction for
i= j, . . . ,1.
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(i) The base case: i = j. Notice that ∆k(x + j)/k < 2ε as ∆k+1(x +
j)/(k +1)< 0 by definition (35) of k.
Now, let us derive this result on the whole time-span [k, k¯], by proving
that, for all k ∈ [k, k¯], ∆k(x+ j)/k < 3ε. By contradiction, assume that there
exists k̂ ∈ (k, k¯], such that
∆
k̂
(x+ j)
k̂
≥ 3ε,
and let k˜ the last time before k̂ such that ∆
k˜
(x+ j)/k˜ < 2ε, that is,
k˜ := max
{
k ∈ [k, k̂] :
∆
k˜
(x+ j)
k˜
< 2ε
}
.
Thus, using Lemma 6.1, the walk is confined to {j, j + 1} on the time-span
[k˜, k̂]. It implies
∆
k̂
(x+ j)
k̂
=
∆
k˜
(x+ j)− (k̂ − k˜)
k˜+ (k̂− k˜)
< 2ε,
which contradicts our assumptions.
Therefore, for all k ∈ [k, k¯],
∆k(x+ j)
k
< 3ε≤ 3εM j(j−1)/2.
(ii) The induction step. Assume that, for all m ∈ {i+1, . . . , j}, i≥ 1, and
for all k ∈ [k, k¯], ∣∣∣∣∆k(x+m)k
∣∣∣∣< 3εM (j(j−1)/2)+(j−m).(39)
Let us prove this inequality for m= i. More precisely, using (33), it remains
to prove that:
∆k(x+ i)
k
< 3εM (j(j−1)/2)+(j−i) for all k ∈ [k, k¯].(40)
We will now use Lemma 6.2, distinguishing between two cases: j − i ≤
L− 1 and j − i≥ L.
(ii.a) Assume that j − i≤ L− 1.
Let us start by proving that
∆k(x+ i)
k
<
3
2
εM (j(j−1)/2)+(j−i),(41)
and we will then prove (40) by deriving this property on the whole time-span
[k, k¯].
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By contradiction, assume that
∆k(x+ i)
k
≥
3
2
εM (j(j−1)/2)+(j−i).
Note that, using Lemma 6.1 and recalling the definition (35) of k and (36)
of k¯, the walk is confined to {x+ i, . . . , x+ j+1} as long as ∆k(x+ i)/k ≥ ε
and k ≤ k¯. As |∆k+1(x+ i)−∆k(x+ i)| ≤ 1+α, the walk stays on the right
of x+ i at least until the time k̂, which is the integer defined by
k̂ :=
⌊
1 + α+ (3/2)εM (j(j−1)/2)+(j−i)
1 +α+ ε
k
⌋
,(42)
where ⌊·⌋ is the floor function. Using (37), using that k > 1/ε and d < 1, let
us prove that k̂ ∈ (k, k∗):
k∗ − k̂ = (k∗ − k)− (k̂ − k)
> k(6C1εM
(j(j+1)/2)−1 − 32εM
(j(j+1)/2)−i) + εk− 1> 0.
Hence, using Lemma 6.1, the walk is confined to {x+ i, . . . , x+ j +1} on
the time-span [k, k̂]. Moreover, using (42) and (32),
k̂− k
k̂
>
(3/2)εM (j(j−1)/2)+(j−i) − ε
1 +α+ (3/2)εM (j(j−1)/2)+(j−i)
>
(3/2)εM (j(j−1)/2)+(j−i) − ε
2(1 + α)
>
6C1εM
(j(j−1)/2)+(j−i)−1
d
(
M × d
4C1(1 +α)
−
d
12C1(1 +α)
)
>
6C1εM
(j(j−1)/2)+(j−i)−1
d
.
Thus, using (28) with i1 = x+ i, i2 = x+ j, k = k and k
′ = k̂, and using
the hypothesis (39), we obtain
∆
k̂
(x+ j +1)
k̂
>
∆k(x+ j + 1)
k
×
k
k̂
>−3εM j(j−1)/2,
which contradicts the definitions (35) of k and (34) of k∗, and we can con-
clude that (41) holds.
Now, let us derive (41) for the whole time-span [k, k¯]: in other words, let
us prove (40), which states that, for all k ∈ [k, k¯],
∆k(x+ i)
k
< 3εM (j(j−1)/2)+(j−i).
By contradiction, assume that there exists k̂ ∈ [k, k¯] such that
∆
k̂
(x+ i)
k̂
≥ 3εM (j(j−1)/2)+(j−i),(43)
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and define k˜ such that
k˜ := max
{
k ∈ [k, k̂] :
∆
k˜
(x+ i)
k˜
<
3
2
εM (j(j−1)/2)+(j−i)
}
.(44)
Using that |∆k+1(x+ i)−∆k(x+ i)| ≤ 1 +α, we have that
k̂− k˜
k̂
>
1
1 +α
(
3εM (j(j−1)/2)+(j−i) −
3
2
εM (j(j−1)/2)+(j−i)
)
> 3εM (j(j−1)/2)+(j−i)−1 ×
M
2(1 +α)
>
6C1εM
(j(j−1)/2)+(j−i)−1
d
.
Using Lemma 6.1, the walk is confined to {x+ i, . . . , x+ j+1} on the time-
span [k˜, k̂]. Using (29), deduced from Lemma 6.2, with i1 = x+ i, i2 = x+ j,
k = k˜ and k′ = k̂, and using the hypothesis (39), we obtain
∆
k̂
(x+ i)
k̂
<
∆
k˜
(x+ i)
k˜
×
k˜
k̂
<
3
2
εM (j(j−1)/2)+(j−i),
which contradicts assumption (43), proves (40) and finishes the first case
j − i≤ L− 1.
(ii.b) Assume that j − i≥ L.
Here, we directly prove (40). By contradiction, assume that there exists
k˜ ∈ [k, k¯] such that
∆
k˜
(x+ i)
k˜
≥ 3εM (j(j−1)/2)+(j−i),(45)
which implies, by Lemma 6.1, that X
k˜
∈ {x+ i, . . . , x+ j +1}. Let us prove
that the walker stays stuck forever in this interval. In other words, let us
prove by induction that X
k̂
∈ {x+ i, . . . , x+ j + 1} for all k̂ ≥ k˜. This will
contradict the definition of R′ and enable us to conclude.
Assume, for k̂ ≥ k˜, that Xm ∈ {x+ i, . . . , x+ j +1} for all m ∈ [k˜, k̂], and
let us prove that X
k̂+1
∈ {x+ i, . . . , x+ j + 1}.
On one hand, using that d > 3εMK(K+1) by (32), using (45), and ap-
plying Lemma 6.2, with i1 = x+ i, i2 = x+ j, k = k˜ and k
′ = k̂, with the
hypothesis (39), we obtain
∆
k̂
(x+ i)
k̂
≥ 3εM (j(j−1)/2)+(j−i) − 6C1εM
(j(j−1)/2)+(j−i)−1 > ε.
Thus, using Lemma 6.1, if X
k̂
= x+ i then X
k̂+1
= x+ i+1.
On the other hand, if k̂ ≤ k∗, then ∆
k̂
(x+ j + 1)/k̂ <−ε and, therefore,
by Lemma 6.1, if X
k̂
= x+ j + 1, then X
k̂+1
= x+ j. Otherwise, if k̂ > k∗,
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applying Lemma 6.2, with i1 = x+ i, i2 = x+ j, k = k
∗ and k′ = k̂, with the
hypothesis (39), and using (34) and (32), we obtain
∆
k̂
(x+ j + 1)
k̂
<−3εM j(j+1)/2 +6C1εM
(j(j−1)/2)+(j−i)−1 <−3εM j(j−1)/2.
Thus, again using Lemma 6.1, if X
k̂
= x + j + 1 then X
k̂+1
= x + j.
Therefore, by induction, this implies that X
k̂
∈ {x + i, . . . , x + j + 1} for
all k̂ ≥ k˜, which contradicts the definition of R′ and concludes the second
case, j − i≥L, and the proof of the lemma. 
6.2. Proof of Lemma 2.4. Fix L ≥ 1 and α ∈ (αL+1, αL). Let x,K ∈ Z
such that K ≥ L, and fix a > 0. Recall that Lemma 2.4 states that, almost
surely,
{R′ = {x,x+1, . . . , x+K + 1}} ⊂
{
+∞∑
k=1
eaβ[lk(x+L+2)−αlk(x+L+1)] <+∞
}
.
Proof of Lemma 2.4. Let us work on the event {R′ = {x,x+1, . . . , x+
K +1}}, where K ≥ L.
First, note that there exists a.s. N1 ∈N such that, for all k ≥N1, Xk ∈R
′.
Then we use Proposition 2.2, which implies that for all ε > 0, there a.s. exists
N2 ∈N such that for all j ∈ {x+1, . . . , x+K} and for all k ≥N2,∣∣∣∣∆k(j)k
∣∣∣∣< ε4 .
Define N := max(N1,N2).
We need the results on the linear system presented in Proposition 4.7.
Notice that, if (l˜0, . . . , l˜K+2) is such that l˜0 = 0,
∑K+2
j=1 l˜j = 1, and |d˜j | < ε
for all j = 1, . . . ,K, where d˜j is defined as in (13), then this vector can be
seen as a perturbed solution of the linear system (EK). Thus, by Proposition
4.7, l˜L+2 −αl˜L+1 <−c(K)/2 as soon as ε is small enough, depending on K
and α.
Then, for any k ≥ 2N , define for all j ∈ {0, . . . ,K +2},
l˜j =
lk(x+ j)− lN (x+ j)
k−N
.
Then we have l˜0 = l˜K+2 = 0,
∑K+2
j=1 l˜j = 1 and, for all j ∈ {1, . . . ,K},
|d˜j | ≤
|∆k(x+ j)|+ |∆N (x+ j)|
k
×
k
k−N
< ε.
This implies, as soon as ε > 0 is small enough, that
(lk(L+ 2)− lN (L+2))−α(lk(L+1)− lN (L+ 1))
k−N
<−
c(K)
2
,
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therefore, for any a > 0, we can complete the proof with
+∞∑
k=2N
eaβ[lk(L+2)−αlk(L+1)]
≤ eaβ[lN (L+2)−αlN (L+1)] ×
+∞∑
k=2N
e−a(c(K)/2)(k−N) <+∞.

7. Proof of Theorem 1.5. The goal of this section is to prove that if
α > 1 = α2, then the walk localizes on 3 vertices almost surely.
Proof of Theorem 1.5. Fix x ∈ Z. We want to prove that P(R′ =
{x,x+1, x+2, x+3}) = 0. We will then conclude by taking the union over
x and using Theorem 1.4.
Let us first prove the following lemma.
Lemma 7.1. For any constant C > 0, on the event {R′ = x,x+ 1, x+
2, x+ 3}, there a.s. exist infinitely many k’s such that one of the following
statements holds:
• Xk = x+ 1, ∆k(x+1)≤−C and ∆k(x+1) +∆k(x+ 2)≤−C;
• Xk = x+ 2, ∆k(x+2)≥C and ∆k(x+1) +∆k(x+2)≥C.
Let K be the set of those k’s.
Proof. Let us work on the event {R′ = {x,x+1, x+ 2, x+3}}.
Using Proposition 2.2, and solving equation (EK) in the case L= 2, one
can deduce that Zk(x+1)/Zk(x) converges to α+2 (see Proposition 4.1).
Using the conditional Borel–Cantelli lemma [see [8], Chapter 4, (4.11)],
we have, a.s.,
lim
m→∞
∑m
k=1 1{Xk=x+1}P(Xk+1 = x|Fk)
Zm(x)
= 1.
This implies that, for any ε > 0, there exist infinitely many k’s such that
Xk = x+ 1 and P(Xk+1 = x|Fk)>
1
α+2 − ε, and there exist infinitely many
k’s such that Xk = x + 1 and P(Xk+1 = x|Fk) <
1
α+2 + ε. Otherwise, this
would contradict the conditional Borel–Cantelli lemma.
Then, there exists a positive constant cmax (resp., cmin), depending only
on α and β, such that Xk = x+1 and ∆k(x+1)< cmax [resp., ∆k(x+1)>
−cmin] for infinitely many k’s.
If k is large enough, then the walk does not leave the set {x, . . . , x+ 3}.
Therefore, ∆k(x+1) decreases at most by 2β between two times where the
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walker is in x+1. Hence, there exist infinitely many k’s such that Xk = x+1
and
−cmin ≤∆k(x+1)≤ cmax.
Notice that we could give some explicit bounds cmin and cmax but it is not
useful.
Now, notice that, on the event {R′ = {x,x+1, x+2, x+3}}, limk∆k(x) =
+∞. Therefore, on this event, there exist infinitely many k’s such that:
−cmin ≤ ∆k(x + 1) ≤ cmax, Xk = x + 1 and ∆k(x) ≥ C, for any constant
C > 0.
Then assume that
k0 ∈ {k ∈N :−cmin ≤∆k(x+ 1)≤ cmax,Xk = x+1,∆k(x)≥C},
and let us prove that
P(∃k ∈ [k0,M + k0] :k ∈K|Fk0)≥ δ > 0,(46)
where M :=M(C,α,β) and δ := δ(C,α,β) are two positive constants.
To complete this proof, let us consider two cases: ∆k0(x+1)+∆k0(x+2)<
C and ∆k0(x+ 1) + ∆k0(x + 2) ≥ C. Let us show, in each case, that (46)
holds. This will imply the conclusion, by applying again the conditional
Borel–Cantelli lemma.
(i) Assume that ∆k0(x+ 1) +∆k0(x+2)<C. As −cmin ≤∆k0(x+1)≤
cmax, this implies that ∆k0(x+ 2) < cmin + C. Then we have some control
on the conditional probabilities to go from x to x+ 1, from x+ 1 to x and
x+ 2, and to go from x+ 2 to x+ 1. This implies that we can control the
probabilities of the following trajectories: the walker starts at x+1 at time
k0; he crosses, say 2T times, the edge {x,x + 1}, coming back to x + 1;
then the walker crosses roughly 2T +C+ cmax times the edge {x+1, x+2},
coming back to x+1 at some time k1. Note that, on these trajectories, the
walker only visits the sites x, x+1 and x+2 between the times k0 and k1.
We deduce that, with probability bounded below by a constant depending
only on C, α and β, there exists
k1 ∈
[
k0, k0 +C + cmax +4
(
1 +
C
α− 1
)]
,
such that Xk1 = x+ 1 and
lk1(x+1)− lk0(x+ 1)≥ 2C/(α− 1),
lk1(x+2)− lk0(x+ 2)≥ lk1(x+1)− lk0(x+1) +C + cmax,
lk1(x)− lk0(x) = lk1(x+3)− lk0(x+3) = lk1(x+4)− lk0(x+4) = 0.
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Moreover, notice that, for all k,
∆k(x+1) +∆k(x+2)
(47)
=−(α− 1)(lk(x+ 1)− lk(x+3))−αlk(x) +αlk(x+ 4).
We can now conclude that ∆k1(x+1)≤−C and ∆k1(x+1)+∆k1(x+2)≤
−C.
(ii) Assume that ∆k0(x + 1) + ∆k0(x + 2) ≥ C and recall that −cmin ≤
∆k0(x+ 1) ≤ cmax. Let us prove that, with probability bounded below by
a constant depending only on C, α and β, there exists k1 ≥ k0 such that
Xk1 = x+ 2, ∆k1(x+2)>C and ∆k1(x+1) +∆k1(x+ 2)≥C.
First notice, by (47), that the visits to the edge {x + 1, x + 2} do not
change the value of ∆k0(x+1) +∆k0(x+ 2).
If ∆k0(x + 2) > C, then with probability bounded below by a constant
depending only on C, α and β, k1 = k0 + 1 because the walker just needs
to jump from x+1 to x+2. Otherwise, C − cmax ≤∆k0(x+2)≤C and we
have some control on the conditional probabilities to jump from x+ 1 to
x+ 2 and from x+ 2 to x+ 1, and we can lower-bound the probability to
cross only the edge {x+1, x+2}, at least cmax times. Thus, with probability
bounded below by a constant depending only on C, α and β, there exists
k1 ∈ [k0, k0 + cmax + 2] such that Xk1 = x+ 2, ∆k1(x+ 2)>C and ∆k1(x+
1) +∆k1(x+ 2)≥C. 
Let us define by induction a nondecreasing sequence of stopping times.
First, define the time τ0 := infk{k ≥ 0 :k ∈K}, then define, for all n≥ 0:
τ2n+1 := inf
k
{k ≥ τ2n :Xk = (x+ 3)1{Xτ2n=x+1} + x1{Xτ2n=x+2}},
τ2(n+1) := inf
k
{k ≥ τ2n+1 :Xk ∈K}.
Notice that
{R′ = {x,x+1, x+2, x+ 3}} ⊂
⋂
n
{τn <+∞}.
Let us prove that
P(τ2n+1 <∞|Fτ2n)1{τ2n<+∞} < 1− δ,
for some δ > 0, which depends only on α, β and C. This will enable us to
conclude.
First, assume that some vector (l0, l1, l2, l3) is such that l0 ≥ 0, l3 = 0,
−αl0+ l1− l2 = d1 ∈R, and l1+ l2 = 1. Define d2 :=−αl1+ l2, then one can
easily compute d2 as a function of d1 and l0, and prove that, if l0 ≥ 0,
d1 + d2 =−
α− 1
2
−
α− 1
2
d1 −α
1 +α
2
l0 ≤−
α− 1
2
−
α− 1
2
d1.(48)
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Note that this is a particular case of Corollary 4.6.
Now, assume that {τ2n <+∞}, and recall that τ2n ∈K. We will complete
the proof assuming that Xτ2n = x+1, ∆τ2n(x+1)≤−C and ∆τ2n(x+1)+
∆τ2n(x+ 2) ≤−C. The other case, if Xτ2n = x+ 2, is the exact symmetric
of this one.
For any k > τ2n, as long as lk(x + 3) − lτ2n(x + 3) = 0, defining for all
j ∈ {0,1,2,3}
lj =
lk(x+ j)− lτ2n(x+ j)
lk(x+ 1)− lτ2n(x+1) + lk(x+2)− lτ2n(x+2)
,
we deduce, using (48), that
∆k(x+ 1) +∆k(x+ 2) = ∆k(x+ 1) +∆k(x+2)
−∆τ2n(x+1)−∆τ2n(x+2)
+∆τ2n(x+1) +∆τ2n(x+2)
≤−
α− 1
2
(lk(x+1) + lk(x+2))
−
α− 1
2
(−lτ2n(x+ 1)− lτ2n(x+ 2))
−
α− 1
2
(∆k(x+1)−∆τ2n(x+1))−C.
This inequality also holds when k = τ2n. Thus, for any k ≥ τ2n, if
∆k(x+1)−∆τ2n(x+1)
>−12(lk(x+1) + lk(x+2)− lτ2n(x+1)− lτ2n(x+ 2)),
then
∆k(x+1) +∆k(x+2)
<−
α− 1
4
(lk(x+1) + lk(x+2)− lτ2n(x+1)− lτ2n(x+ 2))−C,
otherwise, as ∆τ2n(x+1)≤−C,
∆k(x+1)≤−
1
2(lk(x+ 1) + lk(x+ 2)− lτ2n(x+ 1)− lτ2n(x+2))−C.
To conclude, we just have to notice that
P(τ2n+1 <∞|Fτ2n)1{τ2n<+∞}
≤
∞∑
k=τ2n
E
(
1{Xk=x+1,lk(x+3)=lτ2n (x+3)}
1 + e−2β∆k(x+1)
1
1 + e−2β∆k(x+2)
∣∣∣∣Fτ2n)
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≤
∞∑
k=τ2n
E(1{Xk=x+1,lk(x+3)=lτ2n (x+3)}e
2β∆k(x+1) ∧ e2β[∆k(x+1)+∆k(x+2)]|Fτ2n)
≤
∞∑
k=0
e−2β[((α−1)/4∧1/2)k+C] ≤
e2β((α−1)/4∧1/2)
2β((α− 1)/4 ∧ 1/2)
e−C ≤ 1− δ,
choosing C =C(α,β) large enough and for some δ = δ(α,β)> 0. This com-
pletes the proof. 
8. Generalizations. In [9], interesting generalizations are proposed, in-
cluding a model where the interaction depends on more than four neigh-
bouring edges, that is, replacing the definition of ∆n(j) by
αkln(j− k)+ · · ·+α1ln(j− 1)+α0ln(j)−α0ln(j+1)−· · ·−αkln(j+1+ k),
for some α0, . . . , αk. The techniques of [9], as it is noticed therein, seem to be
adaptable to derive results about such models, by investigating the behavior
of the associated generalized Fibonacci sequence. Moreover, in some cases,
we believe that our techniques are also adaptable. In particular, we could
adapt the variant of Rubin’s construction as it is done in the present paper
and apply it to these models, as soon as α1, . . . , αk are nonpositive. The
parameter α0 could be positive. In these cases, we could recover some sort
of weight function, which could be decreasing with respect to the local times
on neighbouring edges but nondecreasing with respect to local times on edges
further away. More precisely, one could prove a generalized version of Lemma
3.2 and prove that all the results of Section 3 hold for a process X ′ as soon
as it is described by the following transition probability:
P(X ′k+1 =X
′
k − 1|Fk)
=
w˜(Zk(X
′
k − 1), . . . ,Zk(X
′
k − n0))
f˜−(X ′k,Nk(X
′
k,X
′
k − 1))/( w˜(Zk(X ′k − 1), . . . ,Zk(X ′k − n0))
f˜−(X ′k,Nk(X
′
k,X
′
k − 1))
+
w˜(Zk(X
′
k + 1), . . . ,Zk(X
′
k + n0))
f˜+(X ′k,Nk(X
′
k,X
′
k +1))
)
,
for some n0 ∈N and for any k ∈N, where the functions f˜
± are positive and
where w˜ is positive and nondecreasing with respect to each variable. Note
that the resulting term w˜/f˜± can be nonmonotonic.
Finally, we refer the reader to the concluding remarks of [9] that have
been very useful to the author to learn more about some open problems
directly related to the model studied in the current paper.
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