Photodetection using ultrathin metal films by Krayer, Lisa J.
ABSTRACT
Title of dissertation: PHOTODETECTION USING
ULTRATHIN METAL FILMS
Lisa J. Krayer
Doctor of Philosophy, 2019
Dissertation directed by: Professor Jeremy N. Munday
Department of Electrical Engineering
Silicon is the most widely used material for visible photodetection, with exten-
sive applications in both consumer and industrial products. Further, its excellent
optoelectronic properties and natural abundance have made it nearly ideal for micro-
electronic devices and solar cells. However, silicon's lack of absorption in the infrared
limits its use in infrared detectors and imaging sensors, severely constraining its im-
plementation in telecommunications for low–cost integrated optical circuitry. In this
thesis, we show that this limitation can be overcome by exploiting resonant absorp-
tion in ultrathin metal films (< 20 nm). Our approach paves the way to implement
scalable, lithography–free, and low–cost silicon–based optoelectronics beyond the
material bandgap.
Light absorption in metal films can excite hot carriers, which are useful for pho-
todetection, solar energy conversion, and many other applications. However, metals
are highly reflective, and therefore, careful optical design is required to achieve high
absorption in these films. Through appropriate optical design, we achieved a Fabry-
Pérot–like resonance in ultrathin metal films deposited on a semiconductor enabling
> 70% light absorption below the bandgap of the semiconductor. We experimen-
tally demonstrate this phenomenon with four ultrathin planar metal films: Pt, Fe,
Cr, and Ti. These metals were chosen to satisfy the resonant condition for high
absorption over a wide range of wavelengths, and with these designs we realize a
near–infrared imaging detector.
In addition, we utilize an index–near–zero (INZ) substrate to further improve
the absorption to near–unity. By employing aluminum–doped zinc oxide (AZO) as
the INZ medium in the near–infrared range, we enhance the metal film absorption
by nearly a factor of 2. To exploit this absorption enhancement in an optoelectronic
device, we fabricate a Schottky photodiode with a Pt film on Si and find that the
photocurrent generated in the photodiode is enhanced by > 80% with the INZ sub-
strate. The enhancement arises from a combination of improved carrier generation
and carrier transport resulting from the addition of the AZO film.
Finally, we explore the tunability of material properties through alloying met-
als. Alloying of metals provides a vast parameter space for tuning of material,
chemical, and mechanical properties, impacting disciplines ranging from photon-
ics and catalysis to aerospace. We demonstrate that AgAu alloys provide an ideal
model system for controlling the optical and electrical responses in ultrathin metal
films for hot carrier photodetectors with improved performance. While pure Ag and
Au have long hot carrier attenuation lengths > 20 nm, their optical absorption is
insufficient for high efficiency devices. We find that alloying Ag and Au enhances
the absorption by ∼50% while maintaining attenuation lengths > 15 nm, currently
limited by grain boundary scattering. Further, our density functional theory anal-
ysis shows that the addition of small amounts of Au to the Ag lattice significantly
enhances the hot hole generation rate.
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Chapter 1: Introduction
1.1 A brief introduction to Schottky–barrier photodetection
Since Hersche's discovery of infrared (IR) radiation in 1800, the applications of
IR detection have expanded dramatically from their original use only by the military
for missile detection and night vision. The development of fiber optic communica-
tion systems in the late 1960s made IR signal generation and detection essential
for everyday modern life. Long distance optical fiber transmission requires low–cost
fabrication with attenuation >1dB/km; this result was achieved in 1970s–1980s us-
ing vapor axial deposition to fabricate optical fibers with minimum attenuation of
0.2dB/km at 1500 nm, which determined the optical bandwidth for commercial
telecommunications[1]. This invention introduced the need for high–quality inte-
grated systems with hybrid optical and electrical components on a single chip in
order to facilitate efficient communication[1, 2].
Silicon is the most widely used material for commercial electrical and optical
devices because of its natural abundance, low–cost, and beneficial electrical perfor-
mance, but, unfortunately, its optical bandgap, Eg, of 1.1 eV precludes its use for
IR photodetection. In 1973, Shephard and Yang introduced metal–silicide/silicon
Schottky barrier (SB) photon detectors, which generate sub–bandgap photocurrent
1
in the metal–silicide through internal photoemission, marking the first IR photode-
tector that was compatible with very–large–scale integration (VLSI) technology[3].
A Schottky barrier (SB) diode consists of a metal–semiconductor junction where a
potential barrier forms at the interface between the two materials as a result of a
mismatch in their work functions. SB detectors transitioned IR cameras from first
generation, single pixel, scan–to–image detectors to second generation focal plane
arrays with on chip read out[4]. Unfortunately, metal–silicide SB detectors have low
absorption, low quantum efficiency and require cryogenic temperatures for operation
because of their high dark current due to small barrier heights.
In this thesis, methods of increasing absorption and quantum efficiency are
introduced to enhance silicon–based, near–IR (NIR) photodetection at room tem-
perature. Prior to this, silicon–based NIR device performance enhancement relied on
complicated device structures and expensive, unscalable nanofabrication techniques
that are often difficult to integrate into VLSI technology. The more straightforward
methods shown here, involve tailoring the optical and electrical properties of a metal
contact by either choosing metals with ideal properties or through alloying. While
the performance is heavily dependent on the properties of the metal, this thesis also
explores how the surrounding media have a surprisingly significant impact on device
performance.
2
1.2 What is internal photoemission?
In general terms, internal photoemission is the photo-excitation of electrons or
holes in a material to a large enough energy for injection into an adjacent material.
It is common to refer to the excited electrons or holes as “hot electrons” or “hot
holes” respectively, or as “hot carriers” when referring to either excited particle.
Figure 1.1 shows the internal photoemission process for an n–type SB detector: (i)
a photon with energy hν (i.e. Planck's constant times the optical frequency) is
absorbed in the metal, (ii) the absorbed photon excites a hot electron, (iii) the hot
electron then travels to the interface, and (iv) is injected into the semiconductor
provided that its energy is greater than the Schottky barrier, ΦB. The process of
internal photoemission for a p–type SB detector is identical except that the band
bending in the semiconductor is reversed, and the hot carriers emitted over the
barrier are holes, instead of electrons.
In 1967, Cohen et. al. modified Fowler's theory for external photoemission
(hot electron injection into vacuum) to Schottky photodiodes[5, 6]. A general form of
Cohen's modified Fowler equation is now widely used to model the internal quantum
efficiency (IQE) of SB detectors[4, 7–10]. The IQE is defined as the ratio of the
number of collected hot carriers to the number of absorbed photons, and the IQE






Figure 1.1: Internal photoemission in a Schottky photodiode with light absorbed in
the metal contact to an n–type semiconductor. Internal photoemission is a four step
process: (i) Light is absorbed in the metal contact, (ii) the absorbed photon excites a
hot electron, (iii) the hot electron travels to the metal–semiconductor interface (i.e.
Schottky interface), and (iv) the hot electron is injected into the semiconductor to
be collected as photocurrent.
where Cf is a device dependent constant, h is Planck's constant, ν is the optical
frequency of the incident photon, and ΦB is the Schottky barrier height. This
equation was derived assuming the momentum of hot carriers is isotropic and all
hot carriers with momentum in the direction of the Schottky barrier will reach the
interface. Therefore, the modified Fowler equation is simply the probability that a
hot carrier will have a momentum pointed in the direction of the Schottky barrier
and enough energy in order to be injected into the semiconductor.
While the assumption that hot carriers are isotropic is generally accepted to
be reasonable, the assumption that all excited carriers will reach the interface is
dependent on factors such as the direction of illumination, the metal film thickness,
d, and electron mean free path, Le[7, 11]. For example, if d Le and the metal is
illuminated from air, the majority of the hot carriers will be generated far from the
metal–semiconductor interface and will thermalize to an energy below the barrier
height before reaching the interface, decreasing the IQE. Alternatively, if d  Le
4
then the hot electrons can reflect off each interface multiple times before being
injected, increasing the internal quantum efficiency[11]. Therefore, a more complete
equation for IQE is given by:
IQE(hν) = ηt(hν)Yf (hν), (1.2)
where ηt is the probability that a hot carrier will reach the interface with energy
greater than the ΦB. Dalal derived fairly complex equations for the IQE considering
front (from air) and back (from the semiconductor) illumination and carrier mean
free paths[7]. In addition, Vickers developed a model that considers hot carrier
collisions with phonons and impurities in the metal[10]. However, general practice
is to use ηt as a fitting parameter because it is challenging to accurately calculate
in a real system.
1.3 Methods for light absorption in metals
The first step of internal photoemission in a SB detector requires light absorp-
tion in a metal film, which poses a challenge because metals are highly reflective
and therefore have low absorption. The first SB detectors illuminated thin metal–
silicide films through a silicon substrate (see Figure 1.2a), which resulted in less than
30% absorption of sub–bandgap photons[3, 12]. Early attempts to enhance the ab-
sorption in the metal film involved creating a dielectric optical cavity in which the
incident light forms a standing wave (see Figure 1.2b), increasing the light interac-
tions with the metal film[12–14]. This method can enhance the absorption in the
5
Figure 1.2: Three methods of absorbing light in metal films are: (a) direct illumina-
tion through a silicon substrate, (b) using a Fabry–Pérot optical cavity that utilizes
a transparent dielectric and metallic reflector layer to create a standing wave in the
dielectric to increase light interactions with the thin metal film, (c) using nanostruc-
tures or nanoparticles to excite plasmonic resonances for near perfect absorption.
metal to ∼40%; however, this amount of absorption is still relatively low. In spite
of this result, the early SB diode designs had two primary benefits: (i) they are
compatible with VLSI technology and (ii) they extend the detectable bandwidth of
a silicon detector without inhibiting the detector's performance above the bandgap.
A more recent approach of enhancing absorption in metals involves exciting
surface plasmon resonances using nanoantennas[8, 15] or an array of nanostructures[9,
16] (see Figure 1.2c). Surface plasmons are coherent oscillations of electrons in a
metal film that are excited when the momentum of incident light matches the mo-
mentum of the electron oscillations. Geometric nanostructures enable momentum
matching between normal incident light and the electron oscillations[17]. After ex-
citation, the surface plasmons decay to excite hot electrons, which can then be
injected into a semiconductor substrate through the internal photoemission pro-
cess. While plasmonic resonances generally have a narrow absorption bandwidth,
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Figure 1.3: Plasmonic resonant structures with high absorption when illuminated
through the silicon substrate. (a) Schematic showing Si/Au plasmonic photodetector
consisting of 15 nm thick Au bars forming a grid with a 40 nm gap between bars.
(b) As the periodicity of the nano–grid is increased with a fixed gap at 40 nm, the
absorption peaks are red shifted.
multidimensional 3D arrays can be used for broadband absorption[9].
The benefit of using plasmonic resonances for absorption is that near–unity
absorption is achievable within the metal. However, the metal nanostructures typ-
ically are fabricated on the top surface of the silicon substrate causing reduced
device performance for above–bandgap detection. This effect can be mitigated by
illuminating the nanostructures through the silicon substrate as shown in Figure
1.3. This figure is modified from reference [18]. Here a Au nano–grid can be used
for >60% absorption over a narrow bandwidth determined by the periodicity of
the grid. Unfortunately, most plasmonic devices require nanotexturing, which is
both costly to fabricate and difficult to scale to large area devices, and therefore,
plasmonic photodetectors are generally not compatible with VLSI technology.
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1.4 Outline of this thesis
It was recently found that thin, planar, and lossy semiconducting films can
achieve high absorption without nanotexturing due to a Fabry–Pérot (FP)–like cav-
ity effect[19]. This thesis explores how the FP–like cavity effect can be expanded
to metal optical coatings for increasing the absorption and quantum efficiency in
the original SB photodiode device structure of direct illumination of a planar metal
film through a silicon substrate, Figure 1.2a. This device structure does not require
costly and unscalable nanotexturing and has been proven to be compatible with
VLSI technology.
Chapter 2 of this thesis is a proof–of–concept demonstrating that the FP–like
cavity effect can be used with metal films to achieve >70% broadband absorption
in a planar metal film. That chapter explores the theoretical material requirements
for high absorption and experimentally verifies the theory through the realization
of a silicon–based NIR photodetector that can take images at room temperature.
That chapter is based on the published manuscript L.J. Krayer, E.M. Tennyson,
M.S. Leite, & J.N. Munday, “Near–IR Imaging Based on Hot Carrier Generation in
Nanometer–Scale Optical Coatings.” ACS Photonics 2018, 5, 2, 306-311.
Chapter 3 takes a closer look at the theory for the FP–like cavity effect, con-
sidering not only the optical properties of the metal film, but also of the surrounding
media. We present design considerations for achieving near–perfect, broadband ab-
sorption in planar metal films. We find that index–near–zero (INZ) substrates can
be used to obtain near–unity absorption in metal films even without a silicon su-
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perstrate. That chapter is based on the published work L.J. Krayer, J. Kim, and
J.N. Munday, “Near–perfect absorption throughout the visible using ultrathin metal
films on index–near–zero substrates [Invited].” Opt. Mat. Exp. 9, 330-338 (2019).
Chapter 4 experimentally verifies the theory presented in Chapter 3. We find
that INZ substrates not only enhance the absorption in the metal film, but also
improve the carrier dynamics for enhanced IQE of a silicon–based SB photodiode.
That chapter is based on the recently published manuscript L.J. Krayer, J. Kim, J.L.
Garrett, and J.N. Munday, “Optoelectronic devices on index–near–zero Substrates.”
ACS Photonics 2019 6 (9), pp 2238-2244.
Chapter 5 considers the electrical properties of the absorbing metal and ex-
plores metal alloys that can be used for increased absorption and tunable carrier
transport properties. Specifically, we explore AgAu alloys and find that the alloys
improve the absorption in the metal; however, we find that pure Au still has the
highest IQE because of its superior hot electron mean free path. That chapter is
based on the recently submitted manuscript L.J. Krayer, C. Cong, K.J. Palm, A.
Torres, C.E.P Villegas, A.R. Rocha, M.S. Leite, and J.N. Munday, “Near–infrared
photoresponse from ultrathin AgAu alloyed films”.
Finally, Chapter 6 concludes this thesis with future considerations and closing
remarks.
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Chapter 2: Near–IR imaging based on hot carrier generation in nanometer–
scale metal films
Silicon (Si) has emerged as an important material for telecommunications, en-
abling hybrid optical and electrical components to be combined onto a single inte-
grated chip[20–22]. It is a mature, low–cost technology that is dominant throughout
the microelectronics industry. However, the bandgap of Si (Eg = 1.1 eV; λg = 1100
nm) severely constrains its use for generation and detection of light throughout the
telecommunications band (1260-1625 nm). To circumvent this limitation, a sec-
ond semiconducting material is often introduced, such as Ge to produce telecom
lasers[23] and photodetectors[24, 25], III-V materials[26], or GeSn alloys[27, 28];
nevertheless, Si–only approaches are desirable because they can easily be incor-
porated with traditional fabrication methods. Options for Si–only sub–bandgap
photodetection include increased absorption from intrinsic defect states within the
Si bandgap[29], induced defect states by ion implantation[30], or photon absorp-
tion and internal electron emission from a metal film (typically metal silicides such
as PtSi or pure metals such as Au or Cu) across a Schottky barrier[8, 9, 12, 31].
However, one of the key drawbacks of internal electron emission is that it requires
significant absorption within a thin metal film, which is usually highly reflective
10
in the near-infrared (NIR) spectrum[12, 32]. For example, metal silicides generally
have little absorption and require low temperature operation because of high dark
current due to small barrier heights. Nanostructured films and antennas can be used
to increase the absorption but suffer from significant wavelength, polarization, and
angle of incidence dependence.
Recently, it has been shown that ultrathin (∼10 nm) dielectric and semicon-
ducting films can become nearly perfect absorbers based on nontrivial phase accu-
mulation in lossy materials[19, 33–36]. This phenomenon occurs by exciting Fabry-
Pérot–like (FP) resonances in cavities 10-100× smaller than the incident wavelength
of light. Such films have been used to construct ultrathin color filters[19, 35], en-
hance photochemical water splitting efficiency[37], and create near–unity perfect
absorbers[38, 39]. Despite these successes based on dielectric and semiconducting
materials, expanding this concept to ultrathin metal films could enable near perfect
NIR photon absorption for Schottky barrier photodetectors and allow for seamless
integration to CMOS telecommunication applications.
In this chapter, we demonstrate a Si–based photodetector that operates in
the NIR, beyond the semiconductor bandgap, by exploiting a zeroth–order FP–like
resonance in ultrathin metal films. The devices are composed of a Si/metal layer
stack, where the lithography–free, ultrathin metallic layer generates photocurrent
at room temperature in the NIR due to hot carrier (electron) generation. The
devices absorb nearly 80% of the incident radiation beyond the Si bandgap and are
broadband. We identify four metals that satisfy this resonance condition in the
telecom band: Pt, Fe, Ti, and Cr. As a proof–of–concept, we fabricate and test
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Si/Pt photodetectors that outperform commercial Si devices in the NIR (>1.2 µm)
and demonstrate their imaging capability. We foresee the development of low–cost,
Si IR and NIR detectors for next–generation Si photonics based on our findings.
2.1 Calculated absorption in ultrathin metal films
Our device geometry, presented in Figure 2.1a, consists of an n–type Si sub-
strate (368 µm thickness) and an ultrathin film metal (16 nm thick Pt) absorbing
layer. In addition to providing optical absorption and hot carrier generation, the
metal film acts as a Schottky contact for carrier injection. Al is used for the top
Ohmic contact, and a SiNx coating is added to the top of the Si layer to reduce
reflection of the incident light. Figure 2.1b shows the device band diagram, where
NIR photons with energy h̄ω are resonantly absorbed within the metal before ex-
citing hot carriers. These hot carriers are then directly injected into Si, if their
excitation energy is greater than the barrier height, ΦB. We analytically determine
the absorption of ultrathin metal films in contact with Si using Fresnel equations
for a single stack of Si/metal/air varying the metal's refractive index (ñ2 = n+ iκ)
and layer thickness (d) at a wavelength of 1.2 µm (see Appendix A, eqs A.1 – A.6,
for calculation details). While the Fresnel equations are used for all quantitative
analyses, additional insight can be gained by considering the following special case:
(i) the surrounding layers are optically thick and nonabsorbing, (ii) the real (n) and
imaginary (κ) parts of the metal's refractive index are large and approximately equal
to each other (i.e., n ≈ κ 0), (iii) the refractive index of the top layer (ntop, here
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Figure 2.1: Hot carriers for Si photodetection beyond the material's bandgap. (a)
Illustration of device structure, out of scale for clarity. From top to bottom: Al
top Ohmic contact (left side only), antireflection coating (SiNx), n–type Si layer,
ultrathin Pt absorbing contact layer. Sub–bandgap light passes through the device
to be absorbed in the thin back contact. Electrical connections are made to the top
and bottom contacts. (b) Energy band diagram showing the hot carrier absorption
concept: light with energy below the Si bandgap (h̄ω < Eg) is absorbed by the back
metal contact (Pt), which generates hot electrons (e−) that are injected into the
semiconductor when their energy is greater than the barrier height ΦB.
corresponding to Si) is greater than or equal to that of the bottom layer (nbot, which
corresponds to air in our case), and (iv) the optical path length in the metal film is
significantly shorter than the wavelength of incident light (i.e., d  λ0/2π, where
λ0 is the wavelength in air). Under these criteria, the maximum possible absorption





When the top layer is Si and the bottom layer is air, it is possible to obtain significant
light absorption (77.8%) in a metallic film 2 orders of magnitude thinner than the
excitation wavelength.
The specific real and imaginary parts of the refractive indices that satisfy the
requirements for maximum absorption shift to larger values along the n = κ line as
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the film thickness decreases (see Figure 2.2). Note that 77.8% absorption can be
achieved even in a film thickness of 1 nm, see Figure 2.2a. For this thickness, the
optical indices of the material needs to satisfy n ∼ κ ∼ 20, for which there are no
common metals. However, for larger thicknesses, still in the nanoscale regime, many
common materials can meet the resonance condition. For example, at d = 20 nm,
platinum (Pt), iron (Fe), chromium (Cr), and titanium (Ti) lie near the absorption
peak (Figure 2.2e).
Analytical calculations for these materials show broadband absorption >70%
for films as thin as 10 nm over a range of wavelengths throughout the NIR, see
Figure 2.3. The refractive indices for these calculations are taken from refs [40] and
[41], and the refractive index of air is set to be 1. The FP resonance is possible
for these metals as long as d  λ0/2π. Therefore, high absorption is maintained
across a broadband of wavelengths because the metal film thicknesses are ∼ 100×
smaller than the incident light. Note that Pt maintains the highest absorption for
the thinnest film.
2.2 Experimental demonstration of high absorption and photocur-
rent in ultrathin metal films.
We measure the absorption in the four thin metal films with optimized thick-
nesses, as determined by the calculations in Figure 2.3. Each sample is fabricated
with an antireflection coating of 170 ± 5 nm of SiNx on the top surface of a double
sided polished Si wafer to reduce the incident light reflection from the Si, resulting
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Figure 2.2: Light absorption in metallic ultrathin films. (a – d) Absorption contour
plots as a function of n = nm + iκm for thin metal films with variable thicknesses (d
= 1-30 nm) on the backside of bulk Si. Illumination (λ = 1.2 µm) is from free space
through the SiNx/Si layers. (e) Absorption contour plot for metal thin films with
thickness d = 20 nm. Black and white dots denote refractive indices for common
metals at λ = 1.2 µm, showing high absorption of selected metals.
in a minimum at a wavelength of 1.35 µm (see section 2.4.2). The metal is deposited
on the Si surface opposite of the SiNx coating, forming a back Schottky contact, as
depicted in Figure 2.1. Figure 2.4a-d presents the comparison of the experimental
and analytical absorption in all four metals after accounting for the loss due to re-
flection from the SiNx. Each sample is illuminated from the SiNx side. Cr has the
highest absorption with an average value of 73.7%; however, the thickness required
is double that of Pt, which has an average absorption of 71.5% in a thickness of
merely 16 nm.
Pt is the most promising material for a hot carrier photodetector from the
four options we investigated. The electron mean free paths of Pt and Fe are re-
ported to be ∼10 nm[42] and 2-8 nm[42, 43], respectively, and are comparable to
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Figure 2.3: Light absorption as a function of film thickness in Pt, Fe, Cr, and
Ti, respectively. The dotted lines are a guide to the eye indicating the thickness
for maximum absorption. (a) When illuminating the thin film through a silicon
substrate (i.e. ñtop = ñSi and ñbottom = 1), Pt, Fe, Cr and Ti achieve 75.9%,
74.4%, 77.8% and 77.5% at 14.3 nm, 25.0 nm, 22.0 nm, and 37.2 nm thicknesses,
respectively. (b) When illuminating the thin film through air (i.e. ñtop = 1 and
ñbottom = ñSi), the absorption no longer displays a thin film resonance and the
absorption maximum is greater than the film thickness displayed here. For the
same film thickness that maximize absorption in (a) each metal absorbs only 22.2%,
23.1%, 23.7%, and 25.3% respectively.
Figure 2.4: High optical absorption in metals due to a Fabry-Pérot resonance. Mea-
sured (circles) and calculated (lines) absorption for (a) 16 nm of Pt, (b) 26 nm of
Fe, (c) 30 nm of Cr, and (d) 31 nm of Ti in a Si/metal stack. Film thicknesses were
chosen for maximum absorption.
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the thickness of the ultrathin absorbers, whereas the electron mean free paths for
Cr and Ti are expected to be < 1 nm[44]. However, the expected barrier height
for Fe in contact with n–Si is 0.45 eV, significantly lower than Pt, which leads to
a large increase in dark current, thus reducing the photoresponse of the device at
room temperature[32]. Because Pt achieves maximum absorption for thinner layers,
the probability for internal photoemission is potentially larger due to the increased
likelihood of hot carrier reflection from the back surface[7]. Pt also has a larger
Schottky barrier height to n–Si, which reduces the overall dark current, enabling
room temperature detection[32]. In Figure 2.5a,b, we show measured and calcu-
lated absorption for various thicknesses of Pt to verify the optimal layer thickness
for maximum absorption. A thickness of 16 nm results in a maximum, and changing
the thickness by 5 nm reduces the absorption by only ∼2-5%, in excellent agree-
ment with theory. To efficiently generate hot electron photocurrent, the absorbed
radiation should excite electrons to energy levels above ΦB for injection into the
Si. ΦB for each Pt device varied between 0.69 and 0.72 eV, as determined from
dark IV measurements (see section A.3 and Figure 2.11). To demonstrate the effect
of the higher absorption on photoresponse, Figure 2.5c shows the measured pho-
toresponse for devices with Pt thicknesses of 0, 16, and 36 nm. The 16 nm device
has 2-3× larger photocurrent compared to the 36 nm one because of its higher ab-
sorption and greater probability of internal photoemission. The hot carrier devices
are further compared with the photoresponse of bare Si, where the 10−6-10−8 A/W
photoresponse is likely due to trap states or two photon absorption; therefore, the
hot carrier effect in Pt produces a 100× increase in photocurrent compared to the
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Figure 2.5: Ultrathin Pt layer leads to Si photodetection in the NIR. (a) Measured
and (b) calculated absorption for 10, 16, 21, and 36 nm of Pt. Maximum absorption
occurs for a Pt thickness of 16 nm. (c) Device photoresponse using 0, 16, and 36
nm of Pt. As expected, the 16 nm thick layer yields the highest photoresponse.
bare Si device. We also note that while the overall shape of the responsivity curve
is similar for both the bare–Si device and the Pt devices, they result from different
effects. The decrease in responsivity as a function of wavelength for the bare–Si
device results from the continued decrease in the residual absorption beyond the
bandgap. For the Pt devices, the absorption is nearly constant (Figure 2.5a,b);
however, the internal quantum efficiency decreases as lower energy carriers are less
likely to traverse the barrier[45].
As expected, if the sample orientation is reversed so that the metal is illumi-
nated from the air rather than Si, the maximum absorption and photoresponse is
reduced by nearly 3×, in agreement with eq 2.1 for ntop ∼ 1 (air) and nbottom ∼ 3.5
(Si) (see Figure 2.6).
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Figure 2.6: Effect of illumination direction on device operation. (a) Absorption in
the 16 nm Pt hot carrier device illuminated from the Si (blue) and from the air
(red) sides. The circles are experimental data and the lines are from calculations.
(b) Responsivity under illumination from Si (blue) and from air (red).
2.3 Near-infrared photodetector
We realize a NIR imaging photodetector based on the Pt hot carrier concept
discussed in the previous paragraphs, which outperforms commercial Si devices. Fig-
ure 2.7a shows a backside-illuminated optical image of the object used to test our
Si-based Pt photodetector, formed by an optically thick layer of Au in a spiral shape
on top of a quartz substrate. The quartz is transparent for all incident wavelengths
while the Au is opaque. Thus, it is expected that the regions coated by Au will
appear dark to the photodetector, while the quartz appears bright. We compare the
performance of our hot carrier device (Figure 2.7b-e) with a standard commercial Si
detector (Figure 2.7f–i) for illumination near and below the bandgap of Si. Here, we
use identical experimental conditions and place the detectors after an objective lens
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Figure 2.7: NIR imaging with the ultrathin film hot carrier photodetector. (a)
Optical image of Au/Quartz structure, acquired using a 20× objective lens (NA =
0.4). The boxed region indicates the area imaged in (b)-(i). Images obtained by (b-
e) the hot carrier photodetector consisting of 16 nm of Pt and (f-i) a commercial Si
device. Beyond the Si bandgap, the hot carrier device outperforms the conventional
Si photodetector.
used to collect all transmitted light (for a detailed description of the experimental
setup, see Figure 2.13). The hot carrier device produces a detectable and reliable
current signal for λ > 1.25µm, while the signal of the commercial detector fades
dramatically as the wavelength of illumination increases beyond 1.1 µm. Note that
this commercial Si detector generates very little current at λ ∼ 1.30 µm (below Si
bandgap energy, see Figure 2.7g), likely resulting from the presence of trap states
within the semiconductor. These states subsequently increase the device dark cur-
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rent, which is detrimental to its performance. The commercial detector produces
greater photoresponse near the bandgap (see Figure 2.7b,f for comparison), as ex-
pected because the hot carrier detector demonstrated in this paper is not optimized
for wavelengths at or above the bandgap of Si. One strategy to further increase the
performance of the Pt hot carrier device consists of heavily doping the Si layer at
the metalsemiconductor interface to reduce the barrier height (ΦB in Figure 2.1b)
and increase both the bandwidth and responsivity due to improved collection of
photoexcited carriers from d-band states[46]. In this case, there is a trade-off be-
cause the increase in dark current must also be considered. Additionally, shrinking
the overall device area can decrease the capacitance, which in turn, increases carrier
collection efficiency[47]. Concerning alternative materials, metallic alloys could be
used to tune the optical and electrical properties of the metal layer for greater light
absorption and hot carrier collection in thin films[31, 48, 49]. Nevertheless, here
we show a facile approach based on hot carrier generation that surpasses current
commercial Si technology for room temperature, zero–bias, NIR detectors.
2.4 Fabrication methods and experimental details
This section contains additional device characterization and information on
fabrication methods and experimental design.
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2.4.1 Sample fabrication
All devices were fabricated on 368 µm thick, double side polished, < 100 > n–
type silicon wafers (1-10 Ω·cm). Wafers were cleaned in a piranha etch (3:1 sulfuric
acid (H2SO4) and hydrogen peroxide (H2O2)) to remove all organic material. A
buffered oxide etch (BOE) was used to remove the native oxide, and dried under an
N2 stream. Immediately after the cleaning procedure, ohmic contacts were formed
by depositing aluminum (Al) through a shadow mask in a thin strip along the top
surface of each device, which was annealed at 425 ◦C in a forming gas of 96% Ar
and 4% H2. Then a ∼170 nm SiNx antireflection coating was deposited using an
Oxford plasma enhanced chemical vapor deposition (PECVD) system through a
shadow mask, keeping the Al uncoated to enable electrical connection to the device.
Finally, the native oxide was removed from the back surface of the Si with BOE, and
the absorbing ultrathin metal contacts were deposited using an Angstrom e-beam
evaporator at a deposition rate of ∼ 1Å s−1 at a pressure of ∼ 2×10−6 Torr through
a shadow mask, allowing for multiple metal thicknesses to be deposited on the same
device.
2.4.2 Calculated reflection from the antireflection coating
Silicon nitride is a common antireflection coating for Si devices because its
index of refraction is close to ideal for minimizing the reflection from a polished
silicon surface. The thickness, dARC , for minimum reflection is determined by the
quarter-wavelength condition within the SiNx for destructive interference of the
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Figure 2.8: Anti-reflection coating. Analytically calculated reflectance with illumi-







where λ0 is the wavelength in air, and n is the index of refraction of the SiNx.
A thickness of 170 nm gives a minimum reflection at ∼ 1.35 µm. We calculate
the analytical reflectance with the Fresnel equations, as used for determining the
absorption in the thin metal films. Figure 2.8 shows the reflectance calculated
with optical data for Si3N4 taken from ref [50]. Because the reflectance over the
wavelength range 1.1 – 1.6 µm remains below 6%, 170 nm of SiNx was chosen for
the fabricated devices.
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2.4.3 Optical and electrical measurements of Pt/n–Si photodetector
Specific wavelengths were selected from a supercontinuum source (Fianium
WhiteLase) using an acousto-optic tunable filter (AOTF). Absorption measurements
were performed using a 6 in. integrating sphere (Labsphere RTC–060) with illumi-
nation at near-normal incidence of 12◦. One Ge photodiode was used to measure
the light intensity inside the integrating sphere, and a second was used to monitor
power fluctuations of the incident beam.
All electrical and photocurrent measurements were performed using probe con-
nections to the top (Al ohmic contact) and bottom (Pt Schottky contact). The
signal from each photodiode and the photocurrent from the hot carrier detectors
were measured using a SR830 lock-in amplifier. The power incident on the sample
was measured using a calibrated Ge photodiode to calculate the responsivity. All
photocurrent measurements were taken at zero applied bias.
The photocurrent was measured at four positions along the 16 nm thick Pt
device to verify that the photocurrent was uniform and generated within the Pt thin
film (2.9). The first two positions (3.0 mm and 4.5 mm) correspond to illumination
of the Si with a 16 nm Pt layer underneath, which generated 10−3-10−6 A/W from
wavelengths 1.15 - 1.55 µm. The second two positions correspond to illumination
of only the Si (no Pt deposited in this region), which resulted in three orders of
magnitude lower responsivity. The presence of any photocurrent in the pure Si
demonstrates the existence of trap states within the material.
24
Figure 2.9: Responsivity at four positions along the hot carrier device. At 3.0 and
4.5 mm positions, light illuminates the device and is absorbed by the Pt. However,
at 6.0 mm and 7.5 mm, there is no Pt and only Si is illuminated, resulting in a three
orders of magnitude decrease in the response.
Figure 2.10a shows the measured photocurrent of the 16 nm Pt device over a
range of incident powers from 140 – 800 µW at a wavelength of 1.25 µm demon-
strating that the photocurrent generation is a linear process. Figure 2.10b shows the
dark I–V characteristics of the same diode measured with a Keithley 2400 source
meter (the current and voltage was recorded using a custom-built LabVIEW script)
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demonstrating that the device behaves as a Schottky diode.
Figure 2.10: Electrical characteristics of the 16 nm Pt hot carrier device. (a) Pho-
tocurrent for incident wavelength of 1.25 µm verifying a linear relationship with
input power. (b) Dark current density and voltage relationship of the Pt 16 nm hot
carrier device.
Figure 2.11: Thermionic emission fit. The experimental dark I–V data from the 16
nm Pt device are fit to (a) Eq. A.15 and (b) Eq. A.17 to determine the ideality
factor and the barrier height, respectively.
The Schottky barrier height, ΦB, of each device can be extracted from the
forward biased dark I–V curve (Figure 2.10b) using the thermionic emission model.
Cheung, et al, demonstrated that the thermionic emission equation can be broken
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into two linear relationships, d(V )
d(lnJ)
(Eq. A.15) and H(J) (Eq. A.17), which can
be used to determine ΦB, the ideality factor (m), and series resistance (Rs) of the
device (see Appendix A section A.3). Figure 2.11 shows the fits for the 16 nm Pt
hot carrier device. From the fit to d(V )
d(lnJ)
, a resistance of Rs = 211 Ω and an ideality
factor of m = 1.49 was extracted. This high ideality factor suggests that there is
a small layer of Pt diffusion at the Schottky interface. From the fit to H(J), a
resistance of Rs = 209 Ω and a barrier height of ΦB = 0.72 eV was extracted. The
similarity of the resistances between the two fits shows good agreement of the fit
parameters between the two equations.
Specific detectivity, D∗, defined as the minimum signal a photodetector is able











where Aeff is the active area of the device, ∆f is the electrical bandwidth, and NEP
is the noise equivalent power calculated by the ratio of dark current, In, to spectral
responsivity, R(λ). The calculated detectivity is shown in Figure 2.12. The device's
spectral detectivity ranges from 2120 cm Hz1/2 W−1 at 1250 nm to 575 cm Hz1/2
W−1 at 1350 nm. These values are low compared to commercial InGaAs detectors
but are several orders of magnitude higher than other Si devices in this wavelength
range.
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Figure 2.12: Detectivity as a function of wavelength for the 16 nm Pt device.
2.4.4 Imaging detector
The microscope setup for the transmission images in Figure 2.7 of the thesis
are shown in Figure 2.13. Light from a Fianium supercontinuum source laser was
fiber coupled to an acousto-optic tunable filter (AOTF), allowing for wavelength
selection. The light was then reflected into a 60× objective lens (NA = 0.7) to focus
the beam on the Au/quartz sample, which was mounted on a movable piezo scan
stage. Transmitted light was collected by a 20× objective lens (NA = 0.4) and sent
to the photodetector. The current generated by the photodetector was measured
using an SR830 lock–in amplifier. The transmission maps were acquired with our 16
nm photodetector and compared under identical circumstances with a commercial
silicon detector (Thorlabs SM1PD1A).
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Figure 2.13: Microscope setup for images taken with imaging detectors.
2.5 Conclusions
In summary, we demonstrated hot carrier generation from NIR photon ab-
sorption (below the semiconductor bandgap) in ultrathin metal films, which repre-
sents an effective and low-cost solution to extend the bandwidth of semiconductor
photodetectors and other optoelectronic devices. We have shown that by select-
ing materials with approximately equal real and imaginary parts of the refractive
indices, such as Pt, Fe, Cr, and Ti, we can obtain nearly 80% absorption of broad-
band NIR light in a nanometer-scale planar metallic contact to Si. By contrast,
traditional metals used for plasmonics and nanophotonics (e.g., Au, Ag, Cu, and
Al) only allow for ∼ 20% optical absorption. We fabricated hot carrier near–IR
photodetectors by depositing Pt on Si and obtained a 10−4 – 10−6 A/ W photore-
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sponse at zero applied bias for wavelengths of 1.2 - 1.5 µm, respectively, based on
16 nm of metal. Further, we have demonstrated its room temperature operation as
an imaging detector with superior performance (operation below the semiconductor
bandgap) compared to commercial Si detectors. The simplicity of the geometry
and fabrication makes this hot carrier device concept straightforward for incorpo-
ration into current commercial fabrication methods. These concepts could also be
expanded to metal-insulator-metal hot carrier systems to improve visible and ul-
traviolet performance[51–53]. Further, the development of a Si–based NIR detector
for on–chip applications will likely have a significant impact on both Si photonics
and telecommunications devices, where NIR detection is difficult to achieve using a
single semiconductor platform.
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Chapter 3: Near-perfect absorption throughout the visible using ul-
trathin metal films on index-near-zero substrates
Generating optical interference in thin films is a versatile method of control-
ling light absorption, reflection, and transmission in materials. Such interference
is responsible for the rainbow colors seen in oil on water and is incorporated into
many devices for anti-reflection coatings[54, 55], optical filters[55–57], thin film solar
energy conversion[58], and even lasers[59–61]. Traditional interference effects use a
lossless material that is a half or a quarter of the thickness of the incident wavelength
within the material for constructive or destructive interference, respectively. How-
ever, it was recently shown that lossy, reflecting materials can achieve destructive
interference in film thicknesses much less than the quarter wavelength requirement
as a result of accumulated phase shifts upon reflection from each interface[19, 62].
This resonance is a subwavelength Fabry–Pérot–like resonance and is unlike tradi-
tion Fabry–Pérot (FP) resonances because it requires the optical cavity to be both
highly attenuating and 10–100× thinner than the wavelength of light to allow mul-
tiple reflections for destructive interference. This effect is unique because highly
attenuating materials typically are also highly reflective and therefore are generally
not considered useful as an optical cavity. This resonance has been applied to obtain
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high absorption in ultrathin semiconductors on metal substrates such as silicon (Si)
and germanium (Ge) on gold (Au) or silver (Ag)[19, 63], but can also be applied
to metals with large refractive index, such as platinum (Pt) and chromium (Cr) on
dielectric substrates (see Chapter 2).
Significant research has gone into design considerations for the absorption
resonance in thin semiconductors on metal substrates[19, 35, 37, 63–66]; however,
absorption resonances in planar, thin metal films has not been thoroughly investi-
gated. Metals are more reflecting than semiconductors and are therefore commonly
overlooked for efficient absorption. Rensberg et. al. [65] demonstrated that reflec-
tion can be suppressed in thin films when their substrates have a refractive index
less than unity (i.e. ñsubstrate = ns + iκs < 1). Low loss, index–near–zero (INZ) ma-
terials offer high optical contrast to most media, including air and therefore enhance
the FP like resonance in the thin absorbing films. In this chapter, we present design
considerations for obtaining near–perfect absorption in planar, thin metal films by
varying the optical properties of nearly–ideal INZ substrates and incident optical
wavelengths from near–ultraviolet (NUV) to near–infrared (NIR). As expected, we
find that the absorption in the metal film decreases with increasing ns, but we find
that the absorption does not significantly decrease with increasing loss (κs). In
addition, we find that metals commonly used for plasmonics, such as Au and Ag,
can be used to obtain high absorption in NUV and visible wavelengths, while lower
conductive metals such as Pt and Cr have high absorption over a broader range of
wavelengths from visible to NIR.
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3.1 Absorption resonance with an ideal INZ substrate
It was previously shown that the absorption in an ultrathin metal film can be
estimated by the optical contrast of the media surrounding the film[33, 38, 67, 68].
If the surrounding media are optically thick and non–absorbing, the optical path
length in the film is very small (i.e. δ = 2πd/λ  1, where d is the film thickness
and λ is the wavelength in air), and the real and imaginary parts of the thin film's
refractive index are approximately equal (i.e. nf  κf , where nf and κf are the real
and imaginary parts of the refractive index of the metal film, respectively), then the





where ntop and nbot are the real parts of the refractive indices of the media above and
below the metal film respectively. From this approximation there are two methods
of obtaining near–perfect absorption in a thin metal film. The first is to ensure that
ntop  nbot (as shown in Chapter 2), and the second is to reduce nbot to zero. In
this chapter, we consider this second case.
Figure 3.1 shows the absorption resonance within the metal film at four wave-
lengths incident from air on a 5 nm thick film with refractive indices nf + iκf on
a nearly ideal INZ substrate (i.e. ntop = nair = 1 and ñbot = 0.01 + 0.01i). The
absorption maximum for all wavelengths is 99%, which is correctly estimated by
Eq. 3.1. While the value of the absorption maximum is independent of wavelength
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Figure 3.1: Absorption resonance in a 5 nm metal film varying the refractive index,
nf + iκf , for wavelengths 300, 550, 800 and 1300 nm. The black dots show the
optical properties of various materials. The dotted line shows nf = κf . The nf and
κf axes extend from 0 to 5 for wavelengths 300 and 550 nm and are increased from
0 to 10 for wavelengths 800 to 1300 nm due to the increased size of the resonance.
Some metals do not show up in all plots because their refractive indices lie outside
of the values shown.
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and film thickness, the optical properties of the thin films that achieve the maxi-
mum absorption is dependent on these parameters. In Fig. 3.1, we see that the
range of nf and κf values that achieve ultra–high absorption decreases and moves
closer to the origin with decreasing wavelength. Note that in the previous chapter
we demonstrated that the resonance decreases in this same manner with increasing
film thickness at a fixed wavelength (see Figure 2.2)[33]. The optical properties of
various metals as well as Si and Ge are shown to determine what common mate-
rials will satisfy the absorption resonance. The optical properties were taken from
references[40, 69–72].
Pt and Fe remain in the absorption resonance corresponding to > 90% ab-
sorption at all wavelengths, while Pd remains just outside the resonance maxima at
∼80% absorption. Cr lies in the absorption maxima for all but the shortest wave-
lengths, whereas Au and Ag only show high absorption for short wavelengths. At
300 nm, Ag lies outside the resonance but is close to the nf = κf line suggesting
that it would lie at the center for the resonance for film thickness larger than 5 nm.
Ge and Si are both close to the absorption resonance at 300 nm and Ge remains
close to the absorption maxima at 550 nm. While Si is outside the resonance at
300 nm, it is close to the nf = κf line, suggesting that Si will lie at the center of
the absorption resonance for films thinner than 5 nm. This behavior is because Si
has higher loss and therefore higher dampening of the incident light compared to
the other materials listed at λ = 300 nm. Therefore, to obtain multiple reflections
within the film for destructive interference, the Si film must be thinner than the
other materials (see Figure 3.2).
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Figure 3.2: Contour plots of absorption as a function of wavelength and thickness
for various materials on a nearly ideal INZ substrate (ñbot = 0.01 + 0.01i). The
white dashed lines show the thickness where the absorption is maximized in each
material. Al and Si achieve maximum absorption at 1–2 nm film thicknesses. Ge
and Pt achieve maximum at 3 nm. All other metals achieve maximum absorption
between 5 and 15 nm film thicknesses. Pt and Fe maintain high absorption across
all wavelengths.
We verify the absorption resonance on a nearly ideal INZ substrate as a func-
tion of film thickness in eight materials in Figure 3.2. As expected, Ag achieves
maximum absorption at a film thickness larger than that required for Au. The
maximum absorption for each material is 97% for Au, 99% for Ag, 74% for Al, 98%
for Cu, 99% Si, 99% for Ge, 96% for Pt and 98% for Fe. The film thicknesses and
wavelengths at maximum absorption are, respectively, 8 nm and 320 nm for Au, 12
nm and 282 nm for Ag, 2 nm and 816 nm for Al, 9 nm and 284 nm for Cu, 1 nm
and 295 nm for Si, 3 nm and 377 nm for Ge, 3 nm and 1300 nm for Pt and finally
5 nm and 653 nm for Fe.
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3.2 Effect of non-ideal INZ optical properties
While Figure 3.1 shows the absorption resonance in thin films on a nearly ideal
INZ substrate, real INZ materials generally have higher optical loss because of the
free carrier dampening required to obtain a low refractive index. Therefore, it is
important to understand how the resonance shifts with the varied optical properties
of INZ substrates with optical loss. Figure 3.3 shows the changes in the location
and value of the absorption maxima in nf–κf space varying the INZ complex re-
fractive index, nINZ + iκINZ , for three values of the effective optical path length,
δ = 2πd/λ. Each data point was calculated numerically using the transfer matrix
method. As expected, with decreasing δ, either due to decreasing thickness or in-
creasing wavelength, the maximum absorption occurs at larger values of nf and
κf .
We find that the maximum absorption is predominately determined by the real
part of the INZ material's refractive index, nINZ , and remains relatively constant
as the optical loss, κINZ , increases for constant nINZ . The absorption maxima
calculated using Eq. 3.1 for nINZ values of 0.01, 0.4 and 0.8 are 99.0%, 71.4% and
55.6%, respectively, and the exact numerically calculated values in Figure 3.3 agree
with these values within ± 4%. This result demonstrates that Eq. 3.1 can be used
to estimate the value of the absorption maximum even in the presence of optical loss
in the substrate. However, the values of nf and κf that correspond to maximum
absorption change significantly with the optical properties of the INZ substrate. As
nINZ increases, the maximum absorption occurs at larger values of nf and κf , and
37
as κINZ increases, the location of the absorption maximum moves away from the
nf = κf line and instead requires nf > κf (Figure 3.3).
As the absorption in the INZ substrate increases, i.e. as κINZ increases, the
peak of the absorption resonance shifts to larger values of nf and smaller values of
κf , moving the high absorption region away from the optical properties of common
metals as shown in Figure 3.1. However, metals that lie closer to the nf = κf line are
likely to remain in the absorption resonance, provided that κINZ < 1. For example,
at 300 nm incident wavelength, Au, Ag, and Pt will all remain in the absorption
resonance for κINZ < 1, allowing them to obtain >90% absorption if nINZ ≤ 0.11
and their film thicknesses are optimized (i.e. d ∼5nm).
Currently, INZ materials with the lowest refractive index reported in litera-
ture have minimum nINZ ∼ 0.2, and it is important to note that there is only a
small optical bandwidth where both nINZ and κINZ remain low[73–78]. Due to
the dispersive properties of INZ materials, at short wavelengths nINZ is too large
for high absorption while κINZ is approximately 0. At long wavelengths, nINZ will
decrease, but κINZ will increase and move the absorption resonance away from all
common materials. Therefore, the optical bandwidth useful for maximizing absorp-
tion in thin metal films is around the wavelength where nINZ = κINZ , or λn=κ. INZ
materials such as Al:ZnO or In:SnO have recently been of great interest because
of the ability to tune λn=κ by varying deposition parameters such as doping and
annealing temperatures[74, 75, 79, 80]. These materials have previously reported
tunable λn=κ in mid–IR wavelengths, but recently they have achieved λn=κ in the
NIR. For example, Kim et al. in ref [75] reports INZ optical properties in 2 wt%
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Figure 3.3: Absorption maxima in thin films are shown as a function of their optical
properties (nf + iκf ), the optical properties of the INZ substrate (nINZ + iκINZ),
and of the effective optical path length, δ = 2πd/λ. The color of the dots represents
the value of the absorption maxima in the thin film as determined by the color bar.
The dashed grey line corresponds to nf = κf . The three boxed regions represent
calculated values for δ = 0.25, 0.06, and 0.025 varying nINZ and κINZ . The boxed
region at δ = 0.025 shows the values for nINZ and κINZ , and this trend is consistent
for all δ regions, but not shown for simplicity.
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Al:ZnO with λn=κ at 1290.5 nm. The optical properties at this wavelength are nINZ
= κINZ ∼ 0.39. However, nINZ reaches a minimum of ∼ 0.2 with κINZ > 1 for
λ > 1435 nm. Therefore, a thin metal film deposited on this substrate would reach
an absorption maximum of 70-80% absorption for a narrow bandwidth between 1290
and 1435 nm.
3.3 Ultra-high absorption in common thin metal films
Figures 3.1 and 3.3 show that it is necessary for the INZ substrate to have
small real and imaginary parts of its refractive index to enhance absorption in com-
mon metals. There are currently no reported INZ materials in visible wavelengths;
however, designing materials to have INZ behavior in this region has been a topic
of considerable interest in recent years. Assuming it will be possible to find an INZ
material with low refractive index that is tunable to any wavelength, it would be
useful to look at which common metals will benefit from the enhanced absorption
resonance. The results in Chapter 2 show that Pt, Cr, Fe and Ti obtain high ab-
sorption from 1100 - 1600 nm. Here, we consider the absorption in various metals
from 250 - 900 nm. Figure 3.4 shows the numerically calculated absorption in eight
common metals on INZ substrates with nearly ideal INZ (ñbot = 0.01 + 0.01i) and
low loss values (ñbot = 0.25 + 0.25i) for the optical properties assuming no disper-
sion in the INZ substrate. The film thicknesses are optimized at each wavelength.
Because dispersion prevents real INZ materials from maintaining low loss and low
refractive index over this large bandwidth, Figure 3.4 should be considered a refer-
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ence for selecting materials with high absorption given an INZ substrate with λn=κ
between 250 and 900 nm. The absorption spectra for each metal on a real, disper-
sive INZ substrate would reach the maximum values plotted here only for a narrow
bandwidth around λn=κ.
Figure 3.4: Maximized absorption in various thin film metals on a nearly ideal, non-
dispersive INZ substrate (orange) with ñbot = 0.01 + 0.01i, a low loss, non-dispersive
INZ substrate (green) with ñbot = 0.25 + 0.25i, and a glass substrate (blue). The
refractive index, nf (solid) + iκf (dashed), is plotted below the absorption. The
transmission into the substrate is shown by the dashed lines and shaded regions. At
each wavelength the film thickness, d, is optimized, and the optimized values are
plotted.
Because Pt, Pd and TiN remain close to the nf = κf line, these metals are
useful for high absorption throughout the NUV to NIR spectrum. Note that in-
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creasing the difference between nf and κf reduces the absorption in the thin film.
For example, Mg will never have absorption larger than 30% because κMg  nMg
at all wavelengths. Similarly, the absorption in Cr decreases for visible wavelengths
where κCr > nCr. The only metal that does not follow this trend is Al. This result
is because nAl becomes relatively large at ∼800 nm, allowing it to lie just outside
the absorption resonance for > 50% absorption, which can also be seen in Figure
3.1.
When the optimized film thickness is > 30 nm, the absorption is no longer
maximized by the thin film FP resonance and instead is maximized by the bulk
material absorption. Note that for a glass substrate, the optimized absorption is
often from the bulk rather than the thin film resonance because of the reduced
optical contrast. The absorption in Ag at ∼350 nm is not due to a thin film FP
resonance either, because at this wavelength Ag behaves more like a dielectric instead
of a metal, and nAg and κAg are too small to lie within the thin film absorption
resonance.
While there is negligible transmission into the ideal INZ substrate for all met-
als, the maximum transmission into the lossy INZ substrate is 31% at the crossover
wavelength for Ag. Because the INZ substrate is optically thick, it can be assumed
that all light transmitted into the substrate will eventually be absorbed. However,
the BK7 glass substrate has no absorption beyond 400 nm, and therefore most of
the transmitted light will eventually exit the substrate into free space. Finally, we
find that illumination with TM polarized light enables near angular independence of
enhanced absorption in the metal film. Figure 3.5 shows the absorption in Pt, Au,
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Figure 3.5: Absorption in four metals varying the incident angle for TM (solid)
and TE (dashed) illumination. The absorption in each metal is compared when
using a glass substrate (blue), a nearly ideal INZ substrate with ñbot = 0.01 +
0.01i (orange), and a low loss INZ substrate with ñbot = 0.25 + 0.25i (green). The
absorption is calculated numerically using the transfer matrix method with the
specified parameters for wavelength, λ, and film thickness, d, denoted within the
plots. The film thickness and wavelengths were chosen to maximize the absorption.
Al and TiN, at wavelengths and film thicknesses chosen to maximize the absorption
at normal incidence, varying the incident angle and polarization of illumination.
For the nearly ideal INZ substrate with ñbot = 0.01 + 0.01i and the glass substrate,
the absorption with TM illumination remains constant until θ > 60◦. Interestingly,
the metals on the INZ substrate with higher refractive index, ñbot = 0.25 + 0.25i,
increase in absorption for θ > 30◦ before decreasing at θ > 60◦. This is because
the lossy INZ substrate will not have perfect reflection at the metal/INZ interface
for normal incidence allowing some of the light to transmit into the INZ substrate.
However, after the critical angle, the reflectivity at the metal/INZ interface will
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increase and enhance the absorption within the thin metal film.
3.4 Conclusions
In conclusion, we have shown design considerations for obtaining nearly per-
fect absorption in ultrathin metal films on INZ substrates throughout the visible
spectrum. Provided that the optical loss in the INZ substrate is low, the optimum
thin film will have nf ∼ κf . However, as the optical loss in the INZ substrate
increases, an optimum thin film would have nf > κf . We find that while metals
such as Pt, Cr, and Fe will have high absorption for NIR wavelengths, metals that
are more commonly used for hot carrier and plasmonic devices such as Au and
Ag can obtain high absorption in NUV and visible wavelengths. In addition, Al
films as thin as 2 nm can have > 50% absorption on an INZ substrate at wave-
lengths near 800 nm. Presently, it is rare to find INZ materials in the visible to NIR
wavelengths. Most INZ materials have INZ properties in NUV or mid–IR wave-
lengths. However, recently significant research has been done to fabricate bulk INZ
materials or design metamaterials that act as effective INZ substrates in this wave-
length region[75, 81, 82]. Further opportunities exist for tailoring the properties
of the thin-film metals either through alloying[48] or dynamically switching their
refractive indices in the visible[83]. Future work in materials design could enable
ultra–high absorption throughout a wide spectral range for optoelectronic devices
such as hot carrier detectors and energy convertors[49, 52], as well as color pixels
and optical filters.
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Chapter 4: Optoelectronic Devices on Index–near–Zero Substrates
Interest in materials with refractive index–near–zero (INZ) has exploded in
the past few years as researchers have discovered novel applications for the semi–
infinite wavelengths and phase velocities of electromagnetic waves within these mate-
rials. INZ materials allow electromagnetic waves to “squeeze” through narrow chan-
nels of arbitrary geometry[84, 85], funnel light through subwavelength apertures[86,
87], further metamaterial design parameters for cloaking technology[88], enhance
optical nonlinear effects[73, 84, 89, 90], “pin” plasmonic resonances to a desired
bandwidth[77], and enable coherent perfect absorption at nanoscale film thicknesses[91].
In particular, the unique optical properties of INZ materials may be useful for op-
toelectronic devices by increasing the absorption in quantum–well detectors[92], en-
hancing local electric fields for greater free carrier absorption for electro–optical
modulation[93, 94], and coupling to metamaterial resonators for electrically tunable
optical sensing[95]. While various optical effects of INZ materials have been ex-
plored, few optoelectronic devices have been fabricated to determine the combined
optical and electrical impacts of INZ materials in the device design. In this chatper
we experimentally demonstrate that INZ materials can enhance both optical and
electrical performance in a hot carrier photodetector.
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We designed a silicon–based, near–infrared (NIR) photodetector in which the
photocurrent is generated within a thin metal film because of a Fabry–Pérot (FP)–
like absorption resonance (see Chapter 2)[96], and we experimentally verify the
absorption and photoresponse enhancement from an INZ substrate. To achieve INZ
properties, a material must simultaneously be conductive and have low optical loss
(i.e. low imaginary part of the permittivity)[65, 75]. INZ properties have been
achieved in conductive materials where the real part of the permittivity transitions
from positive to negative with low Drude damping. Feasible INZ materials include
transparent conducting oxides whose carrier concentrations are suitable to achieve
INZ behavior in NIR wavelengths by adjusting the metal doping concentration dur-
ing deposition[73, 74, 77, 78]. For our device, we use Al:ZnO (AZO) as a low–loss
INZ substrate.
A near–ideal INZ substrate with no loss (i.e. nINZ = 0.01) allows for near–
perfect absorption in FP–like resonant thin metal films, such as Pt (see Chapter 3
and reference [65]). Further, we find that low levels of optical loss in the INZ sub-
strate do not significantly impact the maximum obtainable absorption allowing for
high absorption using realistic materials. In this chapter, we experimentally deter-
mine both the absorption enhancement in ultrathin Pt films and the photoresponse
enhancement in a Si/Pt Schottky photodiode resulting from the INZ properties of
the AZO substrate.
46
4.1 Absorption in metal films using ideal and nonideal INZ substrates
In the previous chapters we demonstrated that a FP–like cavity can be made
from planar absorbing films 10-100× thinner than the wavelength of incident light[19,
33]. The optical loss in the films gives rise to nontrivial interference allowing for
broadband absorption determined by the optical properties of the surrounding me-
dia. This concept was applied to obtain high absorption in nanometer scale semi-
conductor films on metallic substrates[63, 66, 97] and in the previous chapters we
showed that it can be adapted to metallic films on semiconducting substrates and
exploited for hot carrier based photodetection[33, 98]. Provided that the real (n)
and imaginary (κ) parts of a metal's refractive index are approximately equal (i.e.,
n ∼ κ) and the optical path length within the thin film is significantly shorter than
the optical wavelength in free space (i.e. 2πd/λ0  1, where d is the film thickness
and λ0 is the wavelength in free space), the absorption within a nanoscale metal





where ntop and nbot are the real part of the refractive indices of the top and bottom
layers, respectively.
According to eq 4.1, there are two methods of maximizing the absorption
in a nanoscale metal film. The first is to ensure that ntop  nbot. For example,
when resonant films are illuminated with sub–bandgap light through silicon (i.e.
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ntop = nSi and nbot = nair = 1), which has a refractive index of ∼3.5 in the NIR,
it is possible to obtain ∼78% absorption in 15-30 nm films. The second method of
maximizing absorption in a resonant film is to decrease the refractive index of the
bottom material, such that nbot approaches 0. In this case, Amax will approach 1 for
any ntop. Here, we demonstrate this second method of maximizing absorption in a
thin metal film with two examples of ntop: (i) ntop = nair and (ii) ntop = nSi.
Figure 4.1 shows the FP–like absorption mechanism for both a traditional
substrate (ntop = nair) and one whose index approaches zero. The incident light
undergoes multiple reflections within the thin film while being critically dampened,
thus, requiring the film to be ultrathin. Upon partial reflection at each interface,
the phase shifts accumulate to interfere with the initially reflected and transmitted
waves, effectively reducing the overall reflectivity and transmittivity (Figure 4.1a).
When an INZ substrate is used, the impedance mismatch at the metal/INZ interface
increases. The high impedance mismatch both prevents any light from being trans-
mitted into the INZ substrate and alters the phase accumulation of the partially
reflected waves resulting in an increase of absorption within the metal film (Figure
4.1b). This absorption mechanism is the same for the case where ntop = nSi; how-
ever, the initial reflection from the metal is reduced because of the lower impedance
mismatch between silicon and the metal. Therefore, there is higher absorption for
ntop = nSi, even without the INZ substrate.
Pt, Cr, Ti, and Fe all satisfy the resonance conditions of eq 4.1 for high ab-
sorption (see Chapter 2), and thus, they are all good candidates for near–perfect
absorption with an INZ substrate. Figure 4.1c,d shows that the calculated absorp-
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Figure 4.1: Near–perfect absorption in real metals on nearly ideal INZ substrates.
(a) Absorption mechanism in a thin metal film suspended in air and (b) on an INZ
substrate. The calculated absorption in thin film Cr, Ti, Fe and Pt illuminated
from (c) air or (d) Si is near unity with an INZ substrate (n = 0.01). Solid and
dashed lines are the absorption with and without the INZ substrate, respectively.
The gradient in color depicts the different metals. The red arrows in the diagrams
show illumination direction.
49
tion in these thin, resonant metals can be enhanced to near–perfect absorption with a
no–loss INZ substrate (n = 0.01 + 0i). All absorption calculations in this manuscript
were performed using the transfer matrix method[99], and the optical properties of
the metals are obtained from refs [40, 41, 69] (see section A.2 for a description of
the transfer matrix method). With light incident from free–space (ntop = nair) and
when an INZ substrate is used, the optimized metal film thicknesses for maximum
absorption in Pt, Cr, Ti, and Fe are 3, 5, 6, and 6 nm, respectively. The INZ
substrate enhances the absorption in the metal films by over a factor of 2 (Figure
4.1c). When light is incident from a higher index substrate (ntop = nSi) rather than
air, the ideal metal film thicknesses are slightly increased to 11, 16, 22, and 19 nm,
respectively, and the absorption enhancement is ∼30% with the addition of the INZ
substrate.
Even though we approach 100% absorption in metal thin films with a nearly
ideal INZ substrate, there are few known low–loss materials that have a refractive
index < 0.1. In addition, such low refractive index requires the presence of optical
loss from free carrier dampening and, due to dispersion, there will only be a small
spectral region where both the optical loss and the real part of the refractive index
are relatively low. Therefore, for realistic device considerations, it is necessary to
explore the absorption enhancement from physically relevant optical properties of
more realistic INZ materials.
Figure 4.2 shows that the presence of optical loss in the INZ substrate does
not significantly change the maximum absorption, but it does impact the thin film
material properties that satisfy the resonance condition. The contour plots show the
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numerically calculated absorption versus real and imaginary refractive indices of a
5 nm film on various INZ substrates (ranging from ñINZ = 0.01 + 0.01i to ñINZ =
0.75 + 0.75i), assuming illumination (λ = 1300 nm) through air (i.e. ntop = nair).
Both the thin film and INZ substrates have complex refractive indices labeled as
ñf = nf + iκf and ñINZ = nINZ + iκINZ , respectively.
For low nINZ and κINZ , metals such as Cr, Fe, Ti, Pt, and V all lie within
the absorption resonance. However, as κINZ increases (i.e. the INZ material be-
comes lossy) the absorption resonances move to larger nf , shifting away from the
metals listed. Interestingly, the value of the maximum absorption is independent of
κINZ ; instead, it is mainly dependent on nINZ . As nINZ increases, the maximum
absorption decreases. When illumination is incident from a high index material,
such as silicon, the effects of nINZ and κINZ on absorption are similar (Figure 4.3).
Further, using the optical properties of real metals (Cr, Fe, Ti, and Pt) and INZ
materials (ITO, AZO, and GZO) from literature[73–78], we calculate that the thin
film absorption can surpass ∼75% when illuminated through air and ∼90% when
illuminated through silicon (see Figures 4.4 and 4.5).
4.2 Measured absorption in metal films on INZ substrates
We experimentally demonstrate the absorption enhancement in thin Pt films
using a thick (>500 nm) AZO INZ substrate that was deposited using pulsed laser
deposition both on glass and silicon substrates. A 2 cm × 2 cm silicon substrate was
prepared with Al ohmic contacts and a 190 ± 5 nm Al2O3 antireflection coating on
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Figure 4.2: Effect of nonideal INZ on the absorption resonance. Numerically calcu-
lated absorption in a thin film (nf + iκf ) on an INZ substrate with nINZ + iκINZ .
The film is illuminated from air (see schematic). The diagonal line in each plot is
the nf = κf line. Absorption is calculated for normal incidence at λ = 1300 nm
for 5 nm thick films. Maximum absorption moves to higher nf as κINZ increases,
and the value of maximum absorption decreases with increasing nINZ . The closed
circles depict the optical indices of real materials, showing that the absorption peak
moves away from common metals (toward higher nf and lower κf ) when there is
high optical loss in the INZ material.
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Figure 4.3: Effect of nonideal INZ on the absorption resonance when ntop = nSi.
The metal film (nf +iκf ) on an INZ substrate (nINZ+iκINZ) is illuminated through
silicon, and the absorption is determined within the thin film. The diagonal line in
each contour plot corresponds to nf = κf . Absorption is calculated for 17 nm thick
films at normal incidence with λ = 1300 nm. The maximum absorption moves to
higher nf as κINZ increases, and the value of maximum absorption decreases with
increasing nINZ . The dots represent the optical indices of real materials showing
that the absorption peak moves away from common materials for high optical loss
in the INZ material.
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Figure 4.4: Optical design considerations for INZ materials to enhance absorption
in Pt and Cr. The grey contour lines show increments of 10% absorption with
the line closest to the origin showing 90% absorption. Refractive indices of INZ
materials at λ = 1300 nm from literature are shown by the white dots[73–78]. Of
these materials, the absorption at λ = 1300 nm is maximized by ITO from reference
[78], GZO from reference [76], AZO from reference [77] and GZO from reference
[75]. When deposited on these substrates, the calculated absorption in thin film
Cr and Pt is >70% and >60% when illuminated through air and ≥90% and >84%
when illuminated through silicon, respectively. The absorption within the metal is
calculated for optimized film thickness at each data point. For illumination through
air, the optimized thicknesses ranged from 4 to 12 nm for Cr and 3 to 7 nm for Pt.
The 90% absorption contour line for Cr and Pt intersects the nINZ axis at 0.11 and
0.07 and intersects the κINZ axis at 0.65 and 0.24, respectively. For illumination
through silicon, the optimized thicknesses ranged from 17 to 25 nm for Cr and from
11 to 14 nm for Pt. The 90% absorption contour line for Cr and Pt intersects
the nINZ axis at 0.38 and 0.19, respectively. For Cr, the 90% absorption contour
line does not intersect with the κINZ axis in this range, however, for Pt, the line
intersects the κINZ axis at 0.66.
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Figure 4.5: Absorption in Pt, Ti, Cr, and Fe on INZ substrates with optical prop-
erties found in literature. (a) Optical properties for ITO from reference [84] (blue),
ITO from reference [73] (green), and the AZO fabricated for this paper (red). Ab-
sorption in Pt, Ti, Cr and Fe was calculated, and the range of absorption obtained
using these four metals is shown for (b) illumination from air (ntop = nair) and
(c) illumination from silicon (ntop = nSi). The shaded regions span the calculated
absorption maximized for film thickness in all four metals when placed on the three
examples of INZ materials from literature. These metals obtain ∼75% absorption on
INZ substrates when illuminated through air and ∼90% when illuminated through
silicon. The absorption reaches maximum at a wavelength 50–70 nm longer than
λn=κ (i.e. the wavelength where nINZ = κINZ) and then decreases because κINZ
increases and moves the absorption resonance away from the optical properties of
the thin metal films. As expected, the ITO with larger nINZ has lower absorption.
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the top surface and Pt was deposited over the entire back surface. Part of the wafer
was covered during the AZO deposition so the measurements with and without AZO
were made on the same wafer, changing only the area of illumination (see Figure
4.6c for an image of the device).
To characterize the optical properties of AZO on the n–type Si/Pt wafer, we
deposited AZO on a separate, bare Si substrate using identical deposition param-
eters. For absorption calculations, the AZO on Si was assumed to have the same
properties as that deposited on the Si/Pt substrate. The thickness and refractive
indices of the AZO were determined from ellipsometry fits using a general oscil-
lator model, incorporating both Tauc-Lorentz and Drude models (Figure 4.6d,b).
The AZO deposition created a thickness gradient, and the optical properties are
dependent on the film thickness [100]. However, we found that the AZO thickness
changes do not significantly impact the absorption within the Pt other than to shift
the wavelength of maximum absorption because of the changes in the refractive
indices of the AZO. Therefore, for the purposes of this work, we only consider the
maximum thickness of the AZO on each device (note: the large area size and rel-
ative thickness uniformity of the maximum thickness regions allowed for easy laser
alignment for absorption and responsivity measurements). After determining the
optical properties of the AZO on glass, 5 ± 1 nm of Pt was deposited onto the AZO
(note: for the Si substrates, 21 ± 2 nm of Pt was used to achieve the resonance
condition).
The measured and calculated absorption of these devices shows a strong en-
hancement resulting from the INZ substrate (Figure 4.7). Note that the calculated
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Figure 4.6: AZO has index–near–zero behavior. Images of AZO deposited on (a)
glass and (c) silicon show the thickness gradient on each substrate. The real (solid
lines) and imaginary (dashed lines) refractive indices of all thicknesses of AZO on
(b) glass and (d) silicon as determined from ellipsometry analysis. λn=κ is blue
shifted for decreasing thickness on glass and red shifted on silicon.
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Figure 4.7: Measured (circles) and calculated (lines) absorption enhancement re-
sulting from an index–near–zero substrate. Total absorption in thin film Pt without
(left) and with (right) AZO when illuminated from (a) air and (b) silicon. The green
dashed lines show absorption expected in only the Pt.
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absorption includes the reflection loss from the antireflection coating on the top of
the silicon surface. The experimental data (open circles) agree well with the cal-
culated results for the total absorption in the devices both with AZO (blue solid
lines) and without AZO (gray solid lines). The green dashed lines represent the
calculated absorption within only the Pt for samples with AZO (note: both the
glass and Si are transparent to NIR illumination). On average, AZO enhances the
total absorption for the thin film Pt on glass by over a factor of 2 and by 26% for
the Si/Pt photodiode.
For the sample illuminated from air, the calculations accurately determined
the measurement results. However, the measured and calculated results for the
n–Si/Pt photodiode have an absolute difference of ∼5% with higher measured ab-
sorption. This is likely due to slight differences in the AZO when deposited on Pt.
Nevertheless, there is a clear enhancement in absorption within the Pt.
4.3 Enhanced hot electron photodetection with an INZ substrate
Photon absorption within the Pt film can lead to hot carrier generation and
injection across the Si/Pt barrier, resulting in photocurrent. NIR radiation passes
through the silicon wafer and is absorbed by the Pt contact (Figure 4.7a). The
absorbed photons excite hot electrons, which travel to the interface and are injected
into the silicon if it has energy larger than the Schottky barrier. The electrons then
travel to the Al contact (which only covers a small region of the top surface) and are
collected. Likewise, holes are collected through the Pt contact. Because the diodes
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Figure 4.8: Enhanced hot carrier photocurrent with an index–near–zero substrate.
(a) Schematic shows the photoresponse mechanism and band diagram for the Pt
Schottky junction device. An absorbed photon excites a hot electron. The electron
is injected into the silicon and collected through the ohmic Al contact. The hole is
collected through the Pt contact. (b) Measured responsivity of the photodiode with
(green) and without (gray) AZO. The photoresponse with the AZO is enhanced by
>80%.
with and without AZO are on the same device, both measurements use the same
contacts for consistency.
While the addition of an AZO layer to the back of the n–Si/ Pt photodiode
increases the absorption by 26%, the responsivity is enhanced by >80% (see Figure
4.8b), showing that the AZO layer is also affecting transport and carrier collection.
The probability that a photoexcited electron will be collected is given by the internal
quantum efficiency (IQE):
IQE(hν) = A(hν)ηt(hν)Yf (hν), (4.2)
where A is the absorption at photon energy hν, ηt is the probability that the hot
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electron will reach the Schottky interface, and Yf is the probability that the electron
will have enough energy to traverse the barrier into the silicon substrate once it
reaches the interface. Yf is known as the Fowler emission probability and is often





where Cf is the Fowler coefficient and ΦB is the Schottky barrier height. ηt is
dependent on factors such as electron mean free path, film thickness, and probability
of multiple reflections from the film interfaces. Cf is a constant dependent on device
geometry and Fermi energy. Therefore, the IQE is proportional to (hν − ΦB)2 and
can be used to determine the barrier height (Figure 4.9a), resulting in ΦB = 0.84 ±
0.01 eV for both devices with and without the AZO.
A second method is also used to determine the barrier height from the forward
current-voltage characteristic using thermionic emission theory, which results in a
barrier height of 0.7 eV and an ideality factor of 3.56 (Figure 4.10)[101, 102]. This
discrepancy between these two methods (and large ideality factor) along with the
reduced barrier height from the expected 0.9 eV for a Pt/n–Si junction suggests that
there is an interfacial region of PtSi and Pt2Si reducing the quality of the junction
and, hence, the responsivity[102]. However, the photodiodes with and without AZO
will have the same interface because they were fabricated simultaneously on the
same substrate. The consistency of the Schottky junctions is verified by their shared
measured barrier height in Figure 4.9a.
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Figure 4.9: Barrier height and transport probability of the Si/Pt photodiode with
and without AZO. (a) A barrier height of 0.84 ± 0.01 eV was determined from the
linear fit to the Fowler yield (i.e., the square root of internal quantum efficiency).
(b) The AZO contact nearly doubles the carrier transport probability.
Figure 4.10: Current–voltage relationship for the Si/Pt photodiode. The data was
recorded using a Keithley 2400 source meter with a LabView script that swept
voltage and read current and resistance. The barrier height extracted from the
forward bias region using thermionic emission theory is 0.7 eV with an ideality
factor of 3.56. This result suggests that there is a PtSi or Pt2Si region at the
interface reducing the quality of the junction.
62
We also extract Cf × ηt(hν) from the IQE characteristic and find that AZO
enhances the probability that electrons will reach the Pt/n–Si Schottky interface
by ∼70% on average (Figure 4.9b). Because the Pt film is very thin, the improved
transport probability is likely due to a decrease in electron energy loss after reflection
from the Pt/AZO interface. The carrier mean free path (MFP) in Pt is expected
to be 10-20 nm[42, 103–105]; therefore, our Pt film thickness is approximately equal
to the MFP. Without the AZO, the carriers generated closer to the back of the Pt
film are unlikely to reach the Si/Pt interface if they lose energy after scattering from
absorbates or other contaminants at the Pt/air interface. However, with enhanced
elastic scattering from the AZO Schottky barrier, carriers generated at the back of
the film are more likely to reach the Si/Pt interface and traverse the barrier, effec-
tively increasing the carrier transport probability[11]. We used heterodyne Kelvin
probe force microscopy (H–KPFM) to determine the work function difference be-
tween the two materials[106], and we find that AZO has 131 ± 75 mV larger work
function than Pt (Figure 4.11). Additional work will be needed to determine the
long–term stability of this effect, as the Pt will likely diffuse into the AZO over
time[107].
4.4 Methods
This section describes the fabrication, experimental and calculation details for
the data displayed in this chapter.
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Figure 4.11: Kelvin probe force microscopy scan of Pt and AZO edge. (a) Topogra-
phy and, (b) work function difference between Pt and AZO. Using a Pt probe, the
work function was measured using the H–KPFM method. (c) The histogram of the
H–KPFM data showing a 131 ± 75 mV work function difference between Pt and
AZO.
4.4.1 Sample fabrication
The platinum/n–type silicon photodiode was fabricated on a 370 µm thick,
double–side polished, < 100 > n–type silicon wafer (<1 Ω·cm). Wafers were cleaned
in a piranha etch (3:1 sulfuric acid (H2SO4) and hydrogen peroxide (H2O2)) to
remove all organic material, a buffered oxide etch (BOE) to remove the native
oxide, and dried under a N2 stream. Immediately after the cleaning procedure,
ohmic contacts were formed by depositing aluminum (Al) through a shadow mask
in a thin strip along the top surface of each device, which was annealed at 425 ◦C in a
forming gas of 96% Ar and 4% H2. A ∼190 nm Al2O3 antireflection coating was then
deposited using atomic layer deposition, keeping the Al uncoated to enable electrical
connection to the device. The native oxide was removed from the back surface of
the Si with BOE, and 21 nm of Pt was deposited using an Angstrom electron beam
evaporator at a deposition rate of ∼1.4 Å s−1 and a base pressure of ∼ 2 × 10−6
Torr. Finally, 530 nm of AZO was deposited over ∼80% of the Pt area using pulsed
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laser deposition. The 2 wt % AZO target were purchased from the Kurt J. Lesker
Corp. with purities of 99.99% or higher. The energy density of the laser beam at
the target surface was maintained at 1.0 J/cm2 and the substrate temperature was
400 ◦C. For illumination from air, 660 nm of AZO was deposited on a standard
glass microscope slide using pulsed laser deposition. After optical characterization,
5 nm of Pt was deposited over the top of the AZO using an Angstrom electron beam
evaporator at a deposition rate of ∼1 Å s−1 at a base pressure of ∼3.7 ×10−6 Torr.
4.4.2 Material characterization
During each Pt deposition, a microscope slide was included in the deposition
to determine the thickness and refractive index of the deposited metal. All material
refractive indices and thicknesses were determined using a J. A. Woollam M–2000D
Spectroscopic Ellipsometer, 8 in. (190-1690 nm).
4.4.3 Optical and electrical measurements
Absorption measurements were performed using a 6 in. integrating sphere
(Labsphere RTC–060) with illumination at near–normal incidence of 12◦. Two Ge
photodiodes were used to measure the light intensity inside the integrating sphere
and to monitor power fluctuations of the incident beam. Specific NIR wavelengths
were selected from a supercontinuum source (Fianium WhiteLase) using an acousto–
optic tunable filter (AOTF), and the incident light was chopped using a rotating
disk chopper. The signals from the photodiodes were measured using a SR830 lock–
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in amplifier with the reference frequency matched to the frequency of the optical
chopper. The uncertainty of the measured absorption is ±0.5%. To determine
the responsivity of the fabricated photodiode, the sample was mounted on a vertical
stage with copper probes forming electrical contact to the Al ohmic and Pt contacts.
The incident light was focused on the sample at normal incidence and the power
incident on the sample was determined by a calibrated InGaAs photodiode. The
incident power was on the order of 1 µW for all wavelengths. The signals from the
sample and each photodiode were measured using a SR830 lock–in amplifier with
the reference frequency matched to the frequency of the optical chopper. There is
a 2-3% uncertainty in the measured responsivity.
4.4.4 Optical calculations
The theoretical absorption was calculated for near-normal incidence, that is,
∼12◦, using the transfer matrix method assuming that the glass and silicon sub-
strates are infinite. To account for the incident reflection from the air/Al2O3/silicon
interface, the calculated total absorption for the Si/Pt device was corrected to accu-
rately describe the measured absorption using AcorT = AT −RARC where AcorT is the
corrected total absorption, AT is the total uncorrected absorption of the device as-
suming illumination through infinitely thick silicon, and RARC is the reflection from
the Al2O3 antireflection coating (ARC). RARC is determined from optical properties
of Al2O3 measured using ellipsometry. The calculated absorption within the Pt when
there is an AZO back contact (green dotted line in Figure 4.7b) is also corrected for
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the initial reflection loss using the following equation: AcorP t =
APt
AT
×AcorT , where AcorP t
is the absorption in the thin film Pt corrected for reflection from the ARC coating
and APt is the uncorrected absorption in Pt calculated with the assumption that it
is illuminated through infinitely thick silicon.
4.4.5 KPFM measurements
The heterodyne Kelvin probe force microscopy measurements were performed
using a Cypher atomic force microscope with a CSC37/Pt probe. An AC voltage
of 3 V was applied to generate a potential difference between the probe and the
sample's surface at a frequency of 226.97 kHz. The frequencies at which the H–
KPFM signal was detected and the probe was oscillated to control the topography
are 195.9 kHz and 31.075 kHz, respectively.
4.5 Conclusion
In summary, we have demonstrated that materials with refractive index–near–
zero enhance the subwavelength FP–like resonance in ultrathin metallic films and
can lead to increased hot carrier photocurrent. We experimentally verify a > 2× ab-
sorption enhancement in Pt relative to a glass substrate and a 26% increase relative
to a Si/Pt photodiode. We also found that the electrical response of the photodiode
is enhanced by >80% due to a combination of increased absorption and improved
carrier transport. To further enhance the responsivity of silicon–based, NIR hot
carrier photodiodes, the diodes should be fabricated with significantly smaller sur-
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face area with consideration of edge effects by doping the silicon around the active
area with a p–type dopant[108]. Reducing the temperature of the Pt and AZO
deposition will also reduce the diffusion of the Pt into the silicon, improving the
diode IV characteristics. Finding metals with similar optical properties to Pt, but
with a longer mean free path would additionally enhance the photoresponse because
of the increased probability of carrier collection after multiple reflections. Further,
metals with appropriately chosen or tailored density of electron states can also im-
prove hot carrier generation prior to transport and result in further photocurrent
enhancements[49].
Finally, this work further elucidates the physical mechanisms involved in en-
hancing the device response, which are important for optimal photodiode design. In
addition to silicon–based diodes, the > 2× enhancement in the Pt absorption on an
AZO substrate illuminated from air suggests that it may be possible to design high
efficiency metal-insulator-metal (MIM) NIR detectors with Pt and AZO. The high
absorption also requires significantly thinner Pt (4 nm as opposed to 17-20 nm) for
the Si device. Therefore, an MIM device is likely to have higher emission proba-
bility after multiple hot carrier reflections because of the dual purposed (improved
absorption and carrier transport) effects of the AZO layer[52].
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Chapter 5: Near–infrared photoresponse from ultrathin AgAu alloyed
films
While the material properties of pure metals are well understood and char-
acterized, they are not necessarily ideal for certain applications, and the ability to
tune the mechanical strength, conductivity, and optical response is important for
many technologies. For example, absorbing metal contacts at semiconductors junc-
tions, i.e. Schottky photodiodes, have an incredible range of uses including solar
energy conversion[7, 9, 109], water splitting[110], biosensing[111, 112] and nano–
optoelectronics[113], but are limited by the predetermined response of the pure
metals. For each of these applications, the metal contact needs to absorb light
and subsequently generate photocurrent. Efficient photocurrent generation and col-
lection requires (i) high absorption within the metal film, (ii) preferential carrier
excitation to energy levels above the Schottky barrier (SB) height, (iii) lossless
transport of the excited carriers to the metal interface, (iv) emission of the carriers
over the potential barrier at the interface, and (v) collection of the excited carriers
at an ohmic contact[7, 31, 49, 109, 114]. Unfortunately, pure elemental metals gen-
erally have limitations in one or more of the above mentioned criteria, and there is
thus a need for improvement through new materials development.
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Au and Ag both have long electron transport attenuation lengths on the order
of ∼ 30 nm and are commonly used to obtain high absorption by exciting plasmonic
resonances. However, both metals have a peak electron density of states well below
the Fermi energy, which reduces the probability that hot electrons will be excited to
energies above a SB height[115]. Further, Ag is unstable in air, and Au is not com-
patible with commercial semiconductor devices due to its diffusion into surrounding
media at room temperature[9, 49, 115, 116]. In addition, high absorption with Au
or Ag requires nanotexturing, because their optical properties are not suitable for
planar, thin film cavity resonances (see Chapter 2). An alternative metal is needed
that can yield more absorption, while maintaining the electrical response.
Fortunately, alloying enables tunability of the material properties ranging from
structural and thermal to optical and electrical[49, 66, 115–120]. The parameter
space of possible metal alloys is extensive and the resulting material properties
cannot be easily predicted. In particular, AgAu alloys have already been thoroughly
researched for optimizing both catalytic reactions and plasmonic performance[48, 49,
115, 116, 118, 121–125]. Au and Ag have similar lattice constants, Fermi energy and
electron effective mass; however their optical properties and interband transition
energies are different, making them prime candidates for alloying to achieve new
optical responses without harming their thermal or electrical behavior[115, 123, 124].
Mixing Au and Ag causes a linear transition of the peak plasmon resonance and
interband transition energy, but the optical properties cannot be explained by a
linear combination of dielectric constants[48, 115, 121, 122, 125, 126]. While the
optical properties of Au and Ag have been recently explored, there remains a lack
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of understanding of how well these alloys will behave for hot carrier photodetection,
particularly for near–infrared (NIR) applications.
In this chapter, we explore the NIR optical properties and, to the best of
our knowledge, are the first to characterize the photo-electrical properties of co–
sputtered Au and Ag alloys. We find that the alloys have an enhanced thin film
absorption with respect to the pure metals, while maintaining similar hot carrier
distributions for electrons and holes throughout the NIR spectrum. The d–band
transitions significantly impact the hot carrier distributions at visible wavelengths,
suggesting that hot carrier photodetectors should be designed to extract hot holes
instead of hot electrons for visible photodetection. Finally, we find that the electron
attenuation length (EAL) of pure Au outperforms pure Ag as well as all of the alloys
investigated here, suggesting that despite low thin film absorption, pure Au remains
the highest efficiency metal for hot carrier based photodetection in the NIR.
5.1 Impact of alloying on thin film absorption
Illuminating a metal film through a high index material (n > 2) reduces re-
flectivity and increases absorption in nanoscale films (see Chapter 2). Achieving >
50% absorption requires that the thin metal film have approximately equal real and
imaginary parts of the refractive indices (i.e. nm ∼ κm, where ñ = nm + iκm) in or-
der to satisfy the conditions for a thin film resonance. For example, it is possible to
absorb > 70% in a 10–20 nm metal film with nm ∼ κm when illuminating the metal
through a Si substrate (Figure 5.1(a)). Rioux et. al., developed an analytical expres-
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sion to predict the optical properties of AgAu alloys from the atomic percentage of
Au based on their band structure[125]. From the predicted optical properties, it ap-
pears that while pure Au and Ag do not satisfy the thin film resonance requirements
for high absorption, AgAu alloys are likely to have higher absorption than the pure
metals at NIR wavelengths because of their increased Drude dampening[48, 125].
To test this hypothesis, we sputtered thin films of Au, Ag and AgxAu100−x
with x = 32, 59, and 77 on Si and glass substrates for characterization (Figure 5.1).
Energy–dispersive X–ray spectroscopy (EDS) was used to determine the alloy com-
position for samples on the glass substrate with an error of ±2% (see Table 5.1).
The optical properties were determined from fits to spectroscopic ellipsometry data
measured for samples deposited on the glass substrate. Figure 5.1(b) shows the mea-
sured optical response of each metal film from the ultraviolent (UV) to NIR. The
refractive index minimum in the near–UV shifts from Ag to Au with increasing Au
concentration. This result is in agreement with the shift in transmission maximum
observed by Gong[48] and is due to the progressive increase in interband transition
energy with increasing Au concentration[115, 125, 126]. At NIR wavelengths the
optical properties no longer demonstrate this behavior, as the real part of the re-
fractive index, nm, for all alloys becomes larger than the pure metals beyond ∼1000
nm. The optical loss, κm, is also non–linear, with Ag having the maximum and
Ag32Au68 having the minimum values after ∼1000 nm. We compared the measured
refractive indices with the predicted values from Rioux's model (see Figure 5.2) and
found that the measured values of nm are larger for all the metal films in the NIR.
This behavior is most likely due to an increase in Drude dampening from increased
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Figure 5.1: Optical response of AgxAu100−x alloys compared to the pure metals.
(a) Schematic showing illumination of a thin metal film with complex refractive
index, ñ = nm + iκm, through a Si substrate. (b) The measured refractive indices
of each metal film. (c) Calculated absorption for varied gold concentration using
optical properties determined from the analytical expression of Ref [125] (black line),
and the measured optical properties of the fabricated thin film alloys (circles). (d)
Calculated absorption varying the optical properties of a 10 nm thin metal film.
The colored dots represent the optical properties of each metal film and the dotted
lines show the absorption values of 20%, 40%, and 60%.
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Goal Location Ag Au













Table 5.1: EDS results for the 10 nm thick AuAg alloys. EDS measurements were
taken in three different locations across each sample. The composition we report is
the average of the three measurements.
grain boundary and surface scattering with decreasing film thickness[127].
We calculated the expected absorption for 10 nm metal films at a wavelength
of 1300 nm using the transfer matrix method[99] for illumination through a silicon
substrate. Figure 5.1(c) shows the calculated absorption varying Au concentration
using the optical properties predicted by Ref[125](black line) and our measured
optical properties (circles). Based on this model, the alloy with the maximum ab-
sorption is Ag53Au47. The measured absorption in the alloys follows a similar trend;
however, the absolute difference between the measured and predicted absorption is
∼10% for pure Au and Ag77Au23. By plotting the absorption versus the optical
properties of the metal film (Figure 5.1(d)) we can see that the absorption increases
with increasing refractive index, nm. From Figures 5.1(c) and (d), we find that all
the metals absorb < 30% with Ag having the lowest absorption despite having the
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Figure 5.2: Modeled and measured refractive index. Comparison of the measured
real (solid) and imaginary (dashed) parts of the refractive indices (green–blue) with
the calculated values from Rioux's model[125] (grey).
highest optical loss. Ag59Au41 and Ag32Au68 absorb ∼20% more than Ag and ∼10%
more than Au, with Ag32Au68 having the highest absorption. While all the alloys
have larger absorption than the pure metals, Ag77Au23 has approximately equal
absorption to Au with only a 1–2% absolute difference.
5.2 Impact of alloying on hot carrier distribution
Light absorption in the metal excites hot carriers, and the energy distribution
of those carriers can be determined from the electron density of states (EDOS) and
the wavelength of the incident light. Efficient hot electron collection requires the
hot carriers to be excited to an energy level greater than the interfacial potential
barrier (i.e. Schottky barrier). This means that the metal should have a high
electron density close to the Fermi energy[49]. We calculated the reciprocal lattice
dependent (i.e. k–dependent) EDOS for Au, Ag and alloys assuming an fcc lattice
using density functional theory (DFT). The alloys were modeled with a 108–atom
super cell with the arrangement of the atoms following the quasi–random structure
(SQS, see 5.3)[128]. Au and Ag have nearly identical lattice constants and therefore
all AgAu alloys have the same crystal structure[123, 125, 129].
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Figure 5.3: Quasi–random super cell arrangement used for DFT calculations. The
blue spheres represent Ag atoms and the yellow spheres represent Au atoms.
Figure 5.4(a)–(e) shows the unfolded, k–dependent EDOS along the Γ, X, W,
K and L symmetry points of the Brillouin zone. The thicknesses of the lines are
correlated with the electron density while the color determines the electron contri-
bution from each element. In agreement with previously reported band structures
for AgAu alloys[125, 129], the interband transition energies are determined by the
band structure at the X and L symmetry points. States above (below) Fermi energy
are vacant (occupied). We find that the energy of the maximum occupied states
at the X symmetry points is matched with the onset energy of the high density
regions in the total EDOS values in Figure 5.4(f)–(j). We define this onset energy
as the energy below the Fermi energy (EF ) where the total EDOS is 5% of its max-
imum value. The onset energies are 2.86, 2.41, 2.18, 2.01, and 1.78 eV in order of
increasing Au molar fraction, which are consistent with the onset binding energy of
the d5/2 bands measured from the valence band and transmission spectra of AgAu
alloys by Gong[129].
The joint density of states, jDOS, of electrons in a metal after absorption of
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Figure 5.4: Density of states and hot carrier distribution in AgxAu100−x alloys. (a)–
(e) k–dependent density of states along the X, Γ, and L Brillouin zones for an fcc
lattice. The line thicknesses are determined by the density of electrons and the color
shows the electron contribution from each element. (f)–(j) Calculated total EDOS
for Au, Ag and alloys. Hot carrier distribution for electrons (red) and holes (blue)
under (k)–(o) 400 nm and (p)–(t) 1300 nm illumination.
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Figure 5.5: Hot carrier distribution for various wavelengths for the alloys and pure
metals. The electron distribution peaks from 300 nm - 600 nm are due to d–
band transitions. Notice that the d–band transition energies decrease with Au
concentration. Below the d–band transition energy there is no significant difference
in hot carrier distribution with wavelength as seen by comparing 700 nm and 1300
nm.
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a photon with energy Eph is determined by:
jDOS(E) ∝ D(E − Eph)f(E − Eph)D(E)[1− f(E)] (5.1)
where f(E) is the Fermi distribution function andD(E) is the total EDOS. Similarly,
the hot hole distribution is determined by:
jDOS(E) ∝ D(E)f(E)D(E + Eph)[1− f(E + Eph)] (5.2)
The hot carrier distributions, calculated for wavelengths from 300 to 1300 nm (Fig-
ure 5.5), for the AgAu metals show peaks in the distribution corresponding to carrier
excitation from the d–band. Note that the total density of states, D(E), is normal-
ized for these calculations such that the EDOS maximum is equal to 1.
Valenti, et. al., measured the photoresponse of AgAu alloy nanoparticles on a
TiO2 substrate under visible illumination and found that Ag has the highest pho-
toresponse despite having similar maximum absorption to pure Au and an AgAu
alloy. They hypothesized that the discrepancy was likely because Ag has a larger in-
terband transition energy and therefore the carriers excited by wavelengths between
400–600 nm are more likely to be excited to energies above the barrier height[115].
To determine how d–band excitations impact the probability of hot carrier
collection, we calculated the jDOS starting at 450 nm, which corresponds to the
absorption maximum for the AgAu alloy nanoparticles in Ref[115], Figure 5.4(k)–










where ΦB is the SB height. Because of the work function difference between
Au and Ag, ΦB for each metal cannot be expected to be the same on similar
substrates[102, 130]. However, for the sake of simplicity, we calculate the percent-
age of electrons that are excited above a barrier height of 0.6 eV for all metals.
For 450nm (i.e. visible) illumination, the percentage of electrons that will be ex-
cited above the barrier height are 78%, 46%, 35%, 33% and 41% for Ag, Ag77Au23,
Ag59Au41, Ag32Au68 and Au respectively. This confirms that the d–band transi-
tions are parasitic to the photoresponsivity when collecting hot electrons (i.e. using
an n–type substrate). Alternatively, Figure 5.4(k)–(l) shows that d–band excita-
tions are beneficial for hot hole collection. The percentage of hot holes excited
to an energy above the barrier height are 77%, 87%, 90%, 93% and 93% for Ag,
Ag77Au23, Ag59Au41, Ag32Au68 and Au respectively. This suggests that SB photo-
diodes designed to absorb photons from UV to visible should use p–type substrates
(as opposed to n–type substrates) in order to collect hot holes instead of electrons.
For NIR illumination, the hot carrier distribution is roughly even across EF <
E < Eph for all metals with Ag and Au having a slightly favorable distribution for
hot electrons and holes, respectively (Figure 5.4(p)–(t)). For a barrier height of 0.6
eV, under 1300 nm illumination, the probability that hot electrons will be excited to
an energy above the barrier is 35–37% for all metals. Similarly, the probability for
hot holes ranges from 33–36% for all metals. Because these values are similar, there
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is little difference between selecting a p–type or n–type substrate for absorption of
light with energy less than the d–band transition.
5.3 Measured device performance
For experimental determination of absorption and photoresponse for NIR illu-
mination, the Au, Ag and alloy films were deposited on an n–type silicon substrate.
Prior to depositing the metal films, Al ohmic contacts and a Si3N4 anti–reflection
coating were deposited on the opposing side of each substrate. The Si3N4 thicknesses
were 165±5 nm for all samples, except for the pure Au sample, which was 145±5
nm resulting in a shift in the reflection minimum from ∼1350 nm to ∼1200 nm.
The metal film thicknesses were calculated from fits to the measured ellipsometry
reflection and transmission data and all film thicknesses were 10±2 nm. Because
Au does not properly adhere to silicon, a ∼1 nm Ti adhesion layer was deposited
prior to the pure Au deposition. The pure Ag and alloys did not require an adhesion
layer. This was verified by inspection using a scattering electron microscope (SEM).
SEM images for pure Ag and Ag59Au41 are shown in Figure 5.6.
While the measured absorption in Figure 5.7 is consistent with the calculations
showing that the Au rich (Au68Ag32) alloy will have the highest absorption, pure
Au has the highest measured responsivity. With the exception of pure Au, the
responsivity of the photodiodes follows the trend of their measured absorption with
Ag having the lowest and Au68Ag32 the highest. This leaves the question of why
the Au film has the highest photoresponse when it does not present the highest
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Figure 5.6: SEM images of Ag and Ag59Au41 deposited on silicon.
absorption.
Factors that impact the photoresponse, other than absorption, are the SB
height, EDOS and hot carrier attenuation length. According to the modified Fowler
theory, the internal quantum efficiency (i.e. the ratio of extracted carriers to ab-
sorbed photons) can be approximated by IQE ∝ (Eph − φB)2/Eph, and therefore a
decrease in barrier height would lead to an increase in photoresponse[6, 102, 109]. A
linear fit to
√
IQE × Eph can be used to determine the SB height of each photodi-
ode, and we find that the Au sample has the largest barrier height ( φB = 0.66±0.02
eV, see Figure 5.8). As a result, the only likely explanation for the higher measured
photoresponse is a greater hot carrier attenuation length in the Au (with respect
to Ag and the alloys), because the EDOS distribution in this wavelength region is
approximately the same for Au, Ag and all alloys.
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Figure 5.7: Absorption and photoresponse. (a) Measured and (b) calculated absorp-
tion of Au, Ag and AgxAu100−x metal films when illuminated through a Si substrate.
(c) Band diagram of the AgxAu100−x Schottky photodiodes. Sub–bandgap photons
(i.e. hν < Eg) are absorbed in the back metal contact and excite hot electrons.
The electrons travel to the interface, are injected into the n–Si substrate and are
collected at the Al ohmic contact. (d) Measured photoresponse of all photodiodes.
The photoresponse is measured using a lock–in amplifier.
Figure 5.8: Fit to Fowler yield to determine Schottky barrier height for all metals.
The barrier height increases with Au concentration.
83
5.4 Determining the hot carrier attenuation length
Under many circumstances, the EAL can be determined by measuring the IQE
of a metal film while varying the film thickness, as discussed below. For clarity, we
define the EAL as the hot electron decay length as a result of all scattering events
including electron–electron and electron–phonon scattering. The EAL should not be
confused with the inelastic mean free path, which only considers the average distance
between electron–electron collisions. Under front illumination (i.e. illuminating the










where α is the optical absorption constant determined by 4πκm/λ, L is the electron
attenuation length, and C is a device dependent constant of proportionality that
depends on the quality of the Schottky junction. If the film thickness and EAL are
greater than the optical penetration depth (i.e. αL > 1 and αt > 1, where 1/α is
















therefore the slope of ln(IQE) versus thickness yields the EAL. Equations 5.4 and
5.5 have been derived assuming the incident illumination is exponentially attenuated
within the metal (i.e. the amplitude of the incident EM wave decays as e−αz where
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z is the incident axis), the probability of collecting a hot electron that is excited at
a distance (t− z) from the Schottky interface is proportional to e−(t−z)/L, and that
the quality of the SB (i.e. the proportionality constant, C) is the same for all films.
In addition, it is assumed that the metal film is thick enough that optical reflection
from the metal/semiconductor interface and multiple reflections of the hot electrons
can be neglected[131, 132].
The EAL of pure Au and Ag have previously been measured using this method,
but the results have varied depending upon analysis and deposition conditions. Mea-
surements performed by Crowell et. al.[132] obtained L ∼ 74 nm and 44 nm for Au
and Ag respectively. Soshea et. al. later pointed out that Crowell determined IQE
using absorption measured from glass substrates as opposed to the silicon substrates
that were used to measure the photoresponse[133]. Because the substrate can sig-
nificantly impact the absorption, these values were found to be incorrect. Soshea et.
al. found that the corrected EAL for Au was L ∼ 33 nm, but they did not measure
the corrected EAL for Ag. Leder et. al.[134] claimed to have measured L ∼ 45
nm for Ag, which is consistent with Crowell's measurements, however, to the best
of our knowledge, Leder never officially published their measurements. Gould et.
al.[135] later measured L = 20–30 nm and 30–40 nm for Ag and Au respectively
and Bernardi et. al.[136] calculated that the EAL for low energy photons is also
influenced by the crystallographic direction, with the [110] direction leading to the
longest EAL and [111] the lowest.
We measured the EAL of AgxAu100−x for x = 100, 65, 54, 39, and 0 by
depositing multiple thicknesses of each metal on large Si substrates (see Figure
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Film thickness (nm) Atomic Weight Standard
(Ag–Au %) devation(%)
28 64.89 – 35.11 0.53
37 62.84 – 37.16 0.47
46 63.51 – 36.49 0.38
55 63.92 – 36.08 0.58
63 63.47 – 36.53 0.32
79 67.42 – 32.58 4.58
Total Average: 64.55 – 65.45 2.66
Table 5.2: EDS results for all thicknesses of the Ag65Au35 alloy. EDS measurements
were taken in multiple locations across each sample. Here we show the average
and standard deviation of all measurements. The total average is the average of all
measurements from every film thickness.
5.9(a–e)). An Al ohmic contact was deposited on the reverse side of each substrate.
Because all of the metal films are on the same substrate, we can assume that the
carrier collection properties (i.e. device resistance, resistance of the ohmic contact,
etc) will be consistent. Prior to deposition the substrates were chemically cleaned,
and all metals were co–sputtered through a shadow mask without breaking vacuum.
Each film was also simultaneously deposited on a glass substrate. Immediately
after deposition, the film thicknesses and optical properties were determined from
fits to measured reflection and transmission ellipsometry data and the chemical
composition was measured using EDS (see Tables 5.2–5.4 and Figure 5.10). Both
the ellipsometry and EDS measurements were done on the glass substrate.
The absorption, A, in each metal film was calculated from measured reflection,
R, and transmission, T , on the Si substrate using A = 1−R−T , Figure 5.9(f–j). We
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Figure 5.9: Measuring the hot electron attenuation length. (a)–(e) Optical images
of the samples taken immediately after deposition. The film thicknesses are color
coded from light to dark in order of increasing film thickness, dm. (f)–(j) Raw data
of measured absorption for all film thicknesses. (k)–(o) Calculated Fowler yield
(circles) for all film thicknesses and their line fits (black lines) used to determine
barrier height. (p)–(t) Logarithmic plot IQE versus film thickness for Eph = 0.9
eV. The data was fit to a line (solid, black line) in order to extract the hot electron
attenuation length.
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Film thickness (nm) Atomic Weight Standard
(Ag–Au %) devation(%)
16 56.96 – 44.71 1.54
23 55.77 – 44.23 1.06
29 55.48 – 44.52 0.71
35 53.67 – 44.63 0.65
49 53.46 – 44.54 0.87
56 52.53 – 47.47 0.71
64 51.45 – 48.55 1.81
Total Average: 54.39 – 45.61 2.1
Table 5.3: EDS results for all thicknesses of the Ag54Au46 alloy. EDS measurements
were taken in multiple locations across each sample. Here we show the average
and standard deviation of all measurements. The total average is the average of all
measurements from every film thickness.
Atomic Weight Standard
Film thickness (nm) (Ag–Au %) devation(%)
19 38.50 – 61.50 1.25
24 39.95 – 60.05 3.0
30 39.93 – 60.07 1.03
36 36.23 – 63.76 0.74
41 37.77 – 61.23 0.67
47 36.77 – 62.23 0.65
Total Average: 38.62 – 61.38 2.56
Table 5.4: EDS results for all thicknesses of the Ag39Au61 alloy. EDS measurements
were taken in multiple locations across each sample. Here we show the average
and standard deviation of all measurements. The total average is the average of all
measurements from every film thickness.
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Figure 5.10: Optical properties of all metal films used to determine electron at-
tenuation length. Increasing film thickness, dm, is represented by increasing color
darkness. The film thicknesses range from 20-80 nm.
find that, even for illumination through air, the alloys absorb ∼5–10% more than the
pure metals. Note that we exclude the thinnest film thickness on all samples from
the measurements because these film thicknesses are below the optical penetration
depth (i.e. 1/α) and therefore does not satisfy the αt > 1 requirement for Equation
5.5. We also excluded the maximum film thicknesses for Ag, Ag65Au35 and Ag39Au61
because the films were too thick causing the photoresponse to be too low to measure.
The IQE was calculated from the measured responsivity and absorption,







where Eph is the photon energy, q is the charge of an electron, R is the measured
responsivity in units of Ampere/Watt and A is the measured absorption. The
measured absorption for the thicker Ag films is below the signal to noise ratio of
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Figure 5.11: Comparing measured (filled circles) and calculated (solid lines) (a–e)
reflectivity, (f–j) transmission, and (k–o) absorption for all metal films.
our measurements, however the measured absorption closely matches the expected
absorption calculated using the optical properties determined from ellipsometry (see
Figure 5.11). We therefore use the calculated absorption for determining the IQE
for each Ag film thickness. For all other alloys the IQE was determined from
the measured absorption using a Savitzky–Golay filter to reduce the noise in the
measurements (see Figure 5.12). The source of the noise in the measurements was
predominantly due to laser power fluctuations.
The barrier height for each photodiode was determined using a linear fit to
the Fowler yield,
√
(IQE × Eph), for each photodiode. The variation in the barrier
heights can be seen as the x–intercept of the linear fits in Figure 5.9(k–o). The
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Figure 5.12: Comparing the measured absorption (filled circles) and the smoothed
absorption data as a result of applying a Savitzky–Golay filter (solid lines) to reduce
noise.
Figure 5.13: Material and thin film properties. (a) Measured barrier heights from
a fit to the modified Fowler equation. (b) Crystal size (green, dashed) was mea-
sured using X–ray diffraction. The crystal size increases Drude dampening, which
increases the imaginary part of the dielectric function of each metal (orange mark-
ers and dotted line). (c) The RMS roughness of each metal was measured using an
AFM.
barrier heights for each metal are consistent with relative differences < 5%, except
for pure Ag which has a larger spread (< 9%). The average barrier height for each
metal increases almost linearly from 0.58 eV to 0.72 eV with increasing Au content,
Figure 5.13(a).
Maintaining the slope from the linear fits to the Fowler yield, the IQE for
each film thickness was determined using the average barrier height for each metal
at a photon energy of 0.9 eV, Figure 5.9(p–t). The EAL is determined by the slope
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Figure 5.14: AFM z–scan topography images used to determine RMS roughness in
Figure 5.13(c)
of the linear fit to ln(IQE(t)). The extracted EAL is shown in Figure 5.15. We find
that Au has the highest attenuation length and Ag65Au35 has the lowest, however
Ag65Au35 and Ag54Au46 have similar EAL's within error. The error is defined as one
standard deviation error as determined by the covariance matrix in the linear fit to
ln(IQE(t)). Au has the largest error because it has poor adhesion to Si resulting in
reduced film quality, but the measured EAL is consistent with previously reported
results within error. AFM topography scans verified that Au has the largest crystal
sizes and surface roughness resulting in poor film quality (see Figures 5.13 and 5.14).
The thin film Au device shown in Figure 5.7 has significantly greater performance
as a result of improved film quality because of the Ti adhesion layer.
While alloys with > 70% Au may result in higher EAL compared to pure Ag,
all the measured alloys have reduced EAL compared to the pure metals. There
are many material dependent factors that impact the EAL, including the Fermi
velocity of the electron gas, plasma frequency, atomic radius and crystal orientation;
however, most of these factors are similar between the Au and Ag films with the
exception of the plasma frequency[44, 137, 138]. (Note that X-ray diffraction (see
Figure 5.16) shows that the preferred crystal orientation for all the metals was [111]
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Figure 5.15: Hot electron attenuation length. Measured EAL varying Au concen-
tration compared to the optical penetration depth.
with only Ag showing a small percentage of crystals in the [100] direction.) If only
the plasma frequency was impacting the EAL of the alloys, the EAL would likely
increase almost linearly with increasing Au concentration. Because this is not the
trend that the data shows, the most likely factor impacting the EAL of the AgAu
alloys is an increase in scattering sites for the electrons as opposed to an intrinsic
electrical property of the metals.
Enhanced electron scattering can arise from grain boundaries and surface
roughness. In our case we find that the most significant contributing factor is
grain boundary scattering. Using X–ray diffraction we found that Ag54Au46 and
Ag65Au35 have the smallest and second smallest grains, respectively (Figure 5.13(b)
and Figure 5.16). Reduced grain sizes result in a shorter path length between elec-
tron scattering events resulting in a decrease in electron mean free path. Even the
Drude dampening, which is also influenced by electron scattering, follows the trend
of the metal grain size (Figure 5.13(b)). In addition, AFM surface scans show that
the alloys have lower surface roughness and therefore are less likely to be impacted
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Figure 5.16: X–ray diffraction data for all alloys. Data from 2Θ = 34− 47◦ showing
the varying peaks from pure Au to Ag. The data was taken using a D8 Advance
powder diffractometer. The data was fit using the LeBail method to extract the
crystal sizes.
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by surface scattering than the pure metals (Figure 5.13(c)).
5.5 Fabrication methods and experimental details
This section contains additional device characterization and information on
fabrication methods and experimental design used in this chapter.
5.5.1 Sample Fabrication
All the photodiodes were fabricated on 370 µm thick, double side polished,
< 100 > n–type silicon wafers (< 1 Ωcm). The wafers were chemically cleaned
using piranha (3:1 sulfuric acid (H2SO4) and hydrogen peroxide (H2SO4)) and a
buffered oxide etch (BOE) prior to depositing a thin Al ohmic contact through a
shadow mask using electron beam evaporation (Angstrom). The Al contacts were
annealed at 425◦C in forming gas (96% Ar and 4% H2).
All alloys were co–sputtered using pure metal targets with > 99.99% purity.
Immediately prior to deposition, a thick photoresist layer was spin–coated over the
entire Si surface with the Al contacts. The opposing side of the substrates were then
cleaned with BOE to remove the oxide growth resulting from the Al contact anneal.
The metals in Figure 5.7 were sputtered through a shadow mask on 1 cm2 n–Si
wafers using an AJA ATC 1800 sputtering unit. The metals for the EAL (Figures
5.9 and 5.15) were sputtered through a circular shadow mask with 0.3 inch diameter
on a 3.2 × 3.2 cm2 n–Si substrate using an AJA ATC Orion 8 sputtering unit. The




For each metal deposition, a glass slide was included in the deposition to
determine the thickness, refractive index and alloy composition of the deposited
metal. All material refractive indices and thicknesses were determined using a J.A.
Woollam M–2000D Spectroscopic Ellipsometer, 8–inch (190–1690 nm). The alloy
composition was measured in a Hitachi S–3400 variable pressure SEM fitted with an
EDS analyzer. The measurements were taken using a 6 kV beam with 75 A current.
Surface roughness measurements were taken in a Cypher Atomic Force Micro-
scope (Asylum Research) under ambient atmosphere. For each metal, three 1×1µm
scans were taken. The reported roughnesses are all root mean square roughnesses
(RMS) and are calculated by taking the RMS value of each line of the AFM image
and taking the median of these values.
5.5.3 Optical and electrical measurements
Absorption measurements in Figure 5.7 were performed using a 6–inch inte-
grating sphere (Labsphere RTC–060) with illumination at ∼ 12◦ incidence. Two
Ge photodiodes were used to measure the light intensity inside the integrating
sphere and to monitor power fluctuations of the incident beam. Specific NIR wave-
lengths were selected from a supercontinuum source (Fianium WhiteLaseTM) using
an acousto–optic tunable filter (AOTF) and the incident light was chopped using
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a rotating disk chopper. The signals from the photodiodes were measured using a
SR830 lock–in amplifier with the reference frequency matched to the frequency of
the optical chopper. The uncertainty of the measured absorption is ±0.5%.
To determine the responsivity of the fabricated photodiodes, the samples were
mounted on a vertical stage with copper probes forming electrical contact to the Al
ohmic and AgAu contacts. The incident light was focused on the sample at normal
incidence and the power incident on the sample was determined by a calibrated Ge
photodiode. The signals from the sample and each photodiode were measured using
a SR830 lock–in amplifier. There is a 2–3% uncertainty in the measured responsivity.
The absorption of the alloys for the EAL measurements were measured on the
same stage used to measure responsivity. The absorption was determined from mea-
suring the transmission and reflection. The transmission was measured by mounting
a calibrated Ge photodiode directly behind the sample aligned to the incident beam.
The reflection was measured by reflecting the incident light off the sample at a near–
normal incident angle of 10±2◦ into a calibrated Ge photodiode. The reflected and
transmitted power was compared to the total power hitting the sample as measured
by a reference calibrated Ge photodiode to determine the percent reflection and
transmission.
5.5.4 Density functional theory
The DFT calculations were performed on a supercell containing 108 atoms
of Au and Ag in different concentrations. The disordered alloys were obtained by
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constructing a special quasi–random structure converging the correlation function
of the disordered alloy up to third nearest neighbors, using the ATAT package[139].
Using these coordinates the density of states and band structures were obtained
calculated with the SIESTA code[140] with a double–ζ atomic basis set with polar-
ization orbitals, norm conserving relativistic pseudo potentials and the PBE–flavor
of the generalized gradient approximation (GGA) for the exchange and correlation
potential. The structures were fully relaxed to a target pressure of 0 kbar, and a
maximum for of 0.01 eV/Å−1 using a 500 Ry real space mesh cutoff, and a 30×30×30
(7 × 7 × 7) k–point grid for the pure metals (alloys). In the case of the density of
states the k–point grid was increased threefold. Finally the unfolding of the bands
follows a generalization of the work by Mayo et al.[141] for orbital–projected bands.
5.6 Discussion and conclusions
Because the EAL appears to be significantly impacted by the grain bound-
aries, it is likely possible to improve the EAL by finding methods of increasing the
grain sizes. The EAL could also be lower in these films because of the preferred
crystal orientation[136]. Increasing the grain size and reorienting the crystals to the
[110] or [100] directions could be accomplished through thermal evaporation of a
pre–alloyed target or exploring other deposition methods such as pulsed laser depo-
sition. However, a decrease in electron scattering will also result in a decrease in
Drude dampening and will subsequently reduce the thin film absorption. Rioux's
model shows that the alloys will always have higher intrinsic defect scattering com-
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pared to the pure metals suggesting that their EAL will not surpass pure Au. In
fact, the difference between the expected absorption for the alloys and our measured
absorption in Figure 5.1c is likely because of enhanced scattering from grain bound-
aries resulting from co–sputtered deposition. Therefore, it is reasonable to assume
that increasing grain sizes would only reduce the thin film absorption by ∼10%. As
a result, it may be possible to increase the EAL of the alloys to lengths longer than
pure Ag.
In summary, we have shown that AgxAu100−x alloys have 10–20% higher ab-
sorption compared to the pure metals in the NIR. Yet, even though their hot carrier
distributions are equivalent, pure Au outperforms Ag and the alloys for efficient hot
carrier photodetection. The beneficial performance of Au appears to be correlated
with electron scattering from grain boundaries; because Au has the largest grain
boundaries, it has the lowest volume of scattering sites and therefore the longest
EAL. We observe an inverse relationship between the Drude dampening (i.e. the
imaginary part of the dielectric function) and the EAL, which is expected because
both are impacted by electron scattering. Therefore, it may be possible to pre-
dict whether alloying will reduce or increase the EAL with respect to pure metals
through simply measuring the imaginary part of the dielectric function. Further
investigation is required to find an alloy that has high absorption, ideal hot car-
rier distribution and a long EAL. Because metals such as Pt and Cr have high
absorption (see Chapter 2), it may be possible to find alloys with these metals that
will increase their EAL. Gong and Munday showed that it is possible to improve
the hot hole distribution for efficient carrier injection in Pt through alloying with
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Au[49]. Further, alloys involving three or more metals may provide additional op-
portunities to customize both the material's optical and electrical response and to
maximize the hot carrier generation and injection, leading to higher efficiencies and
new photodetector architectures.
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Chapter 6: Conclusions and outlook
This thesis has described our latest work using ultrathin, planar metal films as
a low–cost solution for photodetection below the bandgap of semiconductors that is
also compatible with VLSI technology. In Chapter 2, we demonstrated that carefully
selecting the optical properties of ultrathin metal films illuminated through a high
index superstrate, such as silicon, can result in > 70% absorption. Metals such as Pt,
Fe, Ti and Cr satisfy the optical properties of the FP–like cavity resonance required
for high absorption. Using this principle, we realized a room temperature, Si–based
NIR imaging detector with photocurrent generated from a ∼16 nm back contact of
Pt. This device had a photoresponsivity of 0.1–0.001 mA/W for wavelengths 1.2–
1.5 µm at zero–bias. Because the maximum absorption is determined by the optical
properties of the surrounding media, a thin metal film sandwiched between a high
index superstrate and an INZ substrate will have near–perfect absorption, which
was shown in Chapter 3. In Chapter 4, we demonstrated that the responsivity of
the Pt/Si SB photodiode is enhanced by > 80% with an INZ substrate because of
both an increase in absorption and a doubling of the carrier transport probability.
We investigated using metal alloys to modify absorption, hot carrier density of states
and carrier transport in Chapter 5. To conclude this thesis, this chapter considers
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future improvements for these devices along with considerations for integration with
other optical devices.
6.1 Future considerations for improving device IQE
While the FP–like cavity effect greatly improves the absorption of SB photo-
diodes from the early maximum of 30–40% to near–perfect absorption, there is still
room for improvement to increase the IQE. It will be important to further study the
effects of INZ substrates on the carrier dynamics in absorbing metals in order to fully
utilize the performance enhancement. Schultz, et. al. studied the migration of Pt
into INZ substrates and their results suggest that the SB photodiode performance
enhancement seen in Chapter 4 degrades with time; however, a blocking layer could
prevent this migration[107]. Other INZ substrates such as In:SnO or Ga:ZnO, as
opposed to AZO, might also be used to explore how the material properties of the
INZ substrate impact the carrier dynamics in the absorbing metal film[75, 78, 142].
The IQE of these SB photodiodes could also be further improved by tailoring
the optical and electrical properties of metals through alloying for high absorption,
optimal EDOS, and long carrier mean free paths (MFPs), as demonstrated in Chap-
ter 5. While alloying Au and Ag did not improve the electron MFP with respect
to pure Au, the MFP of the alloys with greater Au content had longer MFPs com-
pared to pure Ag. This suggests that finding the right alloy could lead to improved
material properties for SB photodiodes. Considering the extensive parameter space
for alloying, there is an exciting opportunity to explore alloys with two or more
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elements to find an ideal metal. Alloying metals with long carrier MFPs, such as
Au and Ag, with metals that satisfy the optical properties for a FP–like resonance,
such as Pt and Fe, would be a good place to start the exploration.
Experimentally exhausting all alloy possibilities may no longer be necessary
as advances in machine learning could be incorporated with DFT calculations to ac-
curately predict optical properties, EDOS, and carrier MFPs of any alloy[119, 137,
143]. In addition, there are many methods that have emerged to accurately study
hot carrier dynamics in metal films including, but not limited to, ultrafast pump–
probe microscopy[144–146], BEEM[104, 147], and heterodyne Kelvin probe force
microscopy[106]. The study of materials for hot carrier generation and collection is
an exciting topic of interest with entire conferences dedicated to the exploration of
novel materials because the applications extend from SB photodetection to photo-
catalysis, solar energy conversion, and biosensing[148].
It may be noted that the detectivity of the Pt/n–Si diode shown in this
manuscript is significantly lower than that of commercial, small bandgap, semi-
conductor detectors such as InGaAs (Thorlabs - DET05D/M has D∗ = 5.96 ×
1010cmHz1/2/W ). Fortunately, it is possible to increase the detectivity of Schot-
tky photodiodes through applying an external bias to enhance the IQE. An applied
bias increases the responsivity by several orders of magnitude, and a Schottky diode
device with mA/W responsivity under zero–bias was shown to obtain detectivi-
ties on the order of 108 cmHz1/2/W when under bias[16]. While this detectivity
is lower than the higher performing, semiconductor commercial IR detectors, it is
comparable with commercial photoconductive IR detectors. The early PtSi detec-
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tors developed in the 1980s–1990s often operated under an applied bias ranging from
1–10 V when integrated into a focal plane array[4, 12]; a similar read–out scheme
will be required for commercial operation of the diodes presented in this manuscript.
6.2 Integrating hot carrier injection into solar cells
While the applications for hot carrier generation and collection are extensive,
one further application that we would like to highlight is the integration of hot carrier
injection into solar cells. Considering only carrier generation and collection from
the metal contact, calculated theoretical efficiency limits show that the maximum
obtainable solar conversion efficiency for a SB solar cell is <10%[109, 149]. However,
an alternative approach is to incorporate hot carrier diodes into a multi–junction
solar cell configuration as shown in Figure 6.1[18]. High energy photons that are
commonly lost in a standard solar cell can be absorbed using a metal–insulator–
metal (MIM) device. A traditional solar cell can be used to generate power from
above bandgap photons. Finally, a SB photodiode can be used to generate power
from sub–bandgap photons.
In this device configuration, the FP–like effect can be used for high absorption
in both the MIM and SB devices. As shown in Chapter 4, ultrathin metal films can
obtain near–perfect absorption using an INZ substrate at any wavelength. Including
a thin insulating layer between the metal and INZ films would preserve the optical
absorption enhancement while creating a potential barrier for photocurrent collec-





















Figure 6.1: A suggested design for incorporating hot carrier generation into a tradi-
tional solar cell in order to generate power from the full solar spectrum. This image
is taken from reference [18]. High energy photons are absorbed in an MIM device, a
tradition solar cell (i.e. photovoltaic cell) absorbs the usual bandwidth, and finally
all low energy, sub–bandgap photons are collected in the SB photodiode.
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to visible wavelength range; however, a few materials already have this property.
For example, Ag can be used as an INZ substrate for UV illumination at ∼350 nm
(3.5 eV)[40].
There are various methods to split the solar spectrum into each device and
connect the device either in series or tandem. Therefore, it would be beneficial
to develop a model either using the principles of detailed balance or general de-
vice physics to determine the conversion efficiency limits of this and similar device
structures[102, 150].
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Appendix A: Calculation details
A.1 Fresnel equations for absorption
All analytical calculations for absorption in Chapter 2 were performed using
the complex form of the Fresnel equations at normal incidence[99]. The reflection
(r) and transmission (t) at an interface with light incident from a material with










The overall reflection and transmission at normal incidence from a homogeneous
thin film between two dielectric layers is given by:
r̃ =
r̃12 + r̃23 exp 2iβ̃













where λ0 is the wavelength in air, ñ2 is the complex refractive index of the ultrathin
film, and d is the thin film thickness. The absorption is calculated by subtracting
the sum of the thin film's reflectivity and transmissivity from unity:
A = 1−R− T = 1− |r̃|2 − ñ3
ñ1
|t̃|2. (A.6)
A.2 The transfer matrix method
Maxwell's equations for light traveling through stratified media can be solved
using a method called the transfer matrix method[99]. In this method, the charac-
teristic matrix for each layer, M j, is multiplied together to form the characteristic















where pj = ñjcosθj, ñj is the complex refractive index of the jth layer, θj is the
angle that the electromagnetic wave makes with the normal axis as determined by
Snell's law, λ0 is the optical wavelength in free space, and hj is the film thickness
of the jth layer. The total characteristic matrix, M, that describes all N distinct
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where 1 and N represent the first and last media in the stratified stack, and E0, Er
and Et are the amplitudes of the incident, reflected, and transmitted waves, respec-
































Finally, the reflectivity, R, and transmittivity, T, are determined by:
R = |r|2 and T = pN
p1
|t|2. (A.12)
For a TM wave, a simple modification is made to the above equations by replacing




A.3 Thermionic emission model
The barrier height, ΦB, of a SB device can be calculated from the dark current–













where Aeff is the effective area of the device, A
∗∗ is the Richardson constant (110
Acm−2K−2 for n–Si[102]), k is the Boltzmann constant, Ta is the absolute temper-
ature, V is the applied voltage, m is the ideality factor, and Rs is the diode series
resistance. Solving for V , we have:







where β = q/kTa. Taking the derivative with respect to J and making use of a








which is independent of ΦB and is linear with J . The intercept then gives the






) = RsAeffJ +mΦB (A.16)





we can determine ΦB from:
H(J) = RsAeffJ +mΦB. (A.17)
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Appendix B: Optical properties of commercial transparent conduc-
tive oxide substrates
In this appendix, I document the optical properties of four transparent conduc-
tive substrates purchased from MSE Supplies LLC and SPI Supplies. The optical
properties and material thicknesses were calculated from the reflection intensity at
three different angles as well as the measured transmission using a J. A. Woollam M–
2000D Spectroscopic Ellipsometer. These measurements were made in a search for
commercially available index–near–zero (INZ) materials with low refractive index in
the 1100–1700 nm wavelength range. Only one of these materials had favorable INZ
properties in this wavelength range, however this film was too thin to obtain the INZ
absorption enhancement effect. To achieve the complete absorption enhancement
from an INZ substrate, the INZ material must be > 300 nm thick.
The four films measured here are In:SnO (ITO), Al:ZnO (AZO), and F:SnO
(FTO) from MSE Supplies LLC and ITO from SPI Supplies. The optical data
for each of the films were fit using a Tauc–Lorentz and Drude model using the
CompleteEASE software by J.A. Woollam Ellipsometry Solutions. The full equation
used for the fit to the dielectric function is as follows:
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ε(Eph) = εinf + εpole(Eph) + εT−L(Eph) + εDrude(RT )(Eph), (B.1)
where Eph is the photon energy, εinf is the macroscopic or background permittivity,
εpole is a Lorentz oscillator with zero broadening used to describe the real part of
the dielectric function, εT−L is the Tauc–Lorentz oscillator function and εDrude(RT )
is the Drude function determined by the resistivity, R, and mean scattering time,





where En is the central energy of the oscillator and Amp is the oscillator amplitude.
The fitting parameters are therefore En and Amp. The four fitting parameters
for the Tauc–Lorentz oscillator model are the amplitude, Amp, central energy, Eo,
broadening, Br, and optical bandgap, Eg, of the oscillator. The equation used to
define this oscillator is:
εT−L(Eph) = ε1 + iε2, (B.3)
where























Finally, the Drude model is calculated using:
εDrude(RT )(Eph) =
−h̄2
ε0ρ(τ · E2ph + ih̄Eph)
, (B.6)
where the fitting parameters are the scattering time, τ (in units of fs), and resistivity
ρ (in units of Ω · cm). The constants are the reduced Planck's constant, h̄, and the
vacuum dielectric constant, ε0.
The other fitting parameters used to obtain the optical properties of these films
are the film thickness, roughness, and the average number of reflections through the
substrate in order to account for depolarization of the reflected intensity. Below are
the results from the fits for each measured film. Note that the thicker films have
higher margins of error. This is common when fitting thick films. The error is likely
due to thickness dependent optical defects or other inconsistencies in the film that
become more significant as the film thickness increases.
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Figure B.1: The fit results for AZO from MSE Supplies, LLC. (a) Delta and (b)
Psi values extracted from the reflected intensity measured at angles of 65◦ (teal
triangles), 70◦ (maroon stars), and 75◦ (purple squares). The markers indicate the
measured results and the solid lines indicate the fit results. (c) The measured (green
circles) and fit (black line) transmission. (d) The real (blue solid) and imaginary
(red dashed) parts of the refractive indices extracted from the fit. The thickness
determined from the optical fit is ∼ 904 nm with ∼ 13.5 nm roughness. The mean
squared error of the fit is 34.35.
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Figure B.2: The fit results for FTO from MSE Supplies, LLC. (a) Delta and (b)
Psi values extracted from the reflected intensity measured at angles of 65◦ (teal
triangles), 70◦ (maroon stars), and 75◦ (purple squares). The markers indicate the
measured results and the solid lines indicate the fit results. (c) The measured (green
circles) and fit (black line) transmission. (d) The real (blue solid) and imaginary
(red dashed) parts of the refractive indices extracted from the fit. The thickness
determined from the optical fit is ∼ 300 nm with ∼ 21 nm roughness. The mean
squared error of the fit is 25.94.
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Figure B.3: The fit results for ITO from MSE Supplies, LLC. (a) Delta and (b)
Psi values extracted from the reflected intensity measured at angles of 60◦ (teal
triangles), 65◦ (maroon stars), and 70◦ (purple squares). The markers indicate the
measured results and the solid lines indicate the fit results. (c) The measured (green
circles) and fit (black line) transmission. (d) The real (blue solid) and imaginary
(red dashed) parts of the refractive indices extracted from the fit. The thickness
determined from the optical fit is ∼ 45 nm and no roughness was used in this fit.
The mean squared error of the fit is 13.083.
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Figure B.4: The fit results for ITO from SPI Supplies. (a) Delta and (b) Psi values
extracted from the reflected intensity measured at angles of 60◦ (teal triangles), 65◦
(maroon stars), and 70◦ (purple squares). The markers indicate the measured results
and the solid lines indicate the fit results. (c) The measured (green circles) and fit
(black line) transmission. (d) The real (blue solid) and imaginary (red dashed) parts
of the refractive indices extracted from the fit. The thickness determined from the
optical fit is ∼ 61 nm and no roughness was used in this fit. The mean squared error
of the fit is 13.664.
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ε∞ 1.485 # Reflections 1
εpoleAmp 0.1101 εpoleEn 15
εT−LAmp 246.26 εT−LBr 14.80
εT−LEo 3.145 εT−LEg 3.145
εDrudeρ (Ω cm)
2 0.0005709 εDrudeτ (fs)
2 6.21
Table B.1: The fit parameters for AZO from MSE Supplies, LLC.
ε∞ 2.434 # Reflections 34.5
εpoleAmp 1.8417 εpoleEn 11.127
εT−LAmp 172.9074 εT−LBr 22.218
εT−LEo 3.674 εT−LEg 4.292
εDrudeρ (Ω cm)
2 0.00059074 εDrudeτ (fs)
2 3.810
Table B.2: The fit parameters for FTO from MSE Supplies, LLC.
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ε∞ 2.105 # Reflections 20
εpoleAmp 0.7213 εpoleEn 7.189
εT−LAmp 216.7835 εT−LBr 6.99
εT−LEo 3.294 εT−LEg 3.348
εDrudeρ (Ω cm)
2 0.00016874 εDrudeτ (fs)
2 7.486
Table B.3: The fit parameters for ITO from MSE Supplies, LLC.
ε∞ 2.108 # Reflections 44.646
εpoleAmp 0.5136 εpoleEn 6.498
εT−LAmp 195.5116 εT−LBr 5.899
εT−LEo 2.848 εT−LEg 3.32
εDrudeρ (Ω cm)
2 0.00022402 εDrudeτ (fs)
2 16.452
Table B.4: The fit parameters for ITO from SPI Supplies.
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Appendix C: Useful Python code
In this appendix, I present some useful code for calculations made throughout this
thesis.
C.1 Python code for calculating absorption using Fresnel equations
1 import numpy as np
2
3 def thm(nm, th ) :
4 return np . a r c s i n (np . s i n ( th ) /nm)
5
6 def pm(nm, th ) :
7 return nm * np . cos (thm(nm, th ) )
8
9 def rmn(nm, nn , th ) :
10 return (pm(nm, th ) − pm(nn , th ) ) / (pm(nm, th ) + pm(nn , th ) )
11
12 def tmn(nm, nn , th ) :
13 return (2 * pm(nm, th ) ) / (pm(nm, th ) + pm(nn , th ) )
14
15 class AnalyticalThinFilmAbs :
16 # Ca l cu l a t e s the a n a l y t i c a l s o l u t i o n in th in f i lm between
two mediums .
17 # AnalyticalThinFilmAbs (n1 , n2 , n3 , lam , th1 , h)
18
19 def i n i t ( s e l f , n1 , n2 , n3 , lam , th1 , h) :
20 s e l f . n1 = n1
21 s e l f . n2 = n2
22 s e l f . n3 = n3
23 s e l f . th1 = th1
24 s e l f . h = h
25 s e l f . lam = lam
26
27 def beta ( s e l f ) :
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28 r a t i o = ((2 * np . p i ) / s e l f . lam )
29 return r a t i o * s e l f . n2 * s e l f . h * np . cos (thm( s e l f . n2 ,
s e l f . th1 ) )
30
31 def r12 ( s e l f ) :
32 return rmn( s e l f . n1 , s e l f . n2 , s e l f . th1 )
33
34 def r21 ( s e l f ) :
35 return rmn( s e l f . n2 , s e l f . n1 , s e l f . th1 )
36
37 def r23 ( s e l f ) :
38 return rmn( s e l f . n2 , s e l f . n3 , s e l f . th1 )
39
40 def t12 ( s e l f ) :
41 return tmn( s e l f . n1 , s e l f . n2 , s e l f . th1 )
42
43 def t23 ( s e l f ) :
44 return tmn( s e l f . n2 , s e l f . n3 , s e l f . th1 )
45
46 def t21 ( s e l f ) :
47 return tmn( s e l f . n2 , s e l f . n1 , s e l f . th1 )
48
49 def randt ( s e l f ) :
50 num r = s e l f . r12 ( ) + ( s e l f . r23 ( ) * np . exp (2*1 j * s e l f . beta
( ) ) )
51 num t = s e l f . t12 ( ) * s e l f . t23 ( ) * np . exp (1 j * s e l f . beta ( ) )
52 den = 1 + ( s e l f . r12 ( ) * s e l f . r23 ( ) * np . exp (2*1 j * s e l f .
beta ( ) ) )
53 return [ num r / den , num t / den ]
54
55 def rm( s e l f , m) :
56 exponent = np . exp (2*m*1 j * s e l f . beta ( ) )
57 return s e l f . t12 ( ) *( s e l f . r23 ( ) **m) *( s e l f . r21 ( ) **(m−1) ) *
s e l f . t21 ( ) * exponent
58
59 def tm( s e l f , m) :
60 exponent = np . exp (1 j *(2*m−1)* s e l f . beta ( ) )
61 return s e l f . t12 ( ) *( s e l f . r23 ( ) **(m−1) ) *( s e l f . r21 ( ) **(m−1)
) * s e l f . t23 ( ) * exponent
62
63 def R( s e l f ) :
64 return (np . abs ( s e l f . randt ( ) [ 0 ] ) ) **2
65
66 def T( s e l f ) :
67 p ra t i o = (pm( s e l f . n3 , s e l f . th1 ) /pm( s e l f . n1 , s e l f . th1 ) )
68 return pra t i o *(np . abs ( s e l f . randt ( ) [ 1 ] ) **2)
69
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70 def A( s e l f ) :
71 return 1 − s e l f .R( ) − s e l f .T( )
C.2 Python code for calculating absorption using the transfer matrix
method
Python has a pre-written package for calculating absorption using the transfer ma-
trix method. See https://pypi.org/project/tmm to install the source code and for
documentation. As a brief example of how to use this package, the source code for
Figure 4.1 is shown below.
1 import numpy as np
2 import matp lo t l i b . pyplot as p l t
3 import tmm
4 import matp lo t l i b . g r i d spe c as g r i d spe c
5





10 sys . path . append ( ’Z : / Lisa /Mater ia l Data ’ )
11 import LoadMatData as lmd # Database with mate r i a l data
ext rac t ed from r e f r a c t i v e i n d e x . i n f o
12
13 #%% IMPORT OPTICAL INDICES
14
15 nenz1 = 0.01
16 nenz2 = 0 .1
17
18 n s i = lmd . n s i
19 npt = lmd . npt
20 nfe = lmd . n fe
21 ncr = lmd . ncr
22 n t i = lmd . n t i
23
24 na i r = 1 .0
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25 th0 = 0 .0
26
27 lam ca l c= np . l i n s p a c e (1100 , 1600 , 250)
28
29
30 #%% SET UP PARAMETERS FOR ABSORPTION CALCULATION
31
32 metals = [ ’ Ti ’ , ’Cr ’ , ’Fe ’ , ’ Pt ’ ]
33 dmax air = [ 6 , 5 , 6 , 3 ]
34 dmax si = [ 22 , 16 , 19 , 11 ]
35
36 n index = { ’ Pt ’ : npt , ’ Ti ’ : nt i , ’Fe ’ : nfe , ’Cr ’ : ncr , ’ Air ’ :
na ir ,
37 ’ENZ ’ : nenz1 , ’ S i ’ : n s i }
38
39 Abs ca lc = {}
40
41 def s t a ck type s (m) :
42 Air woENZ = ’ Air / ’ + m + ’ /Air ’
43 Air wENZ = ’ Air / ’ + m + ’ /ENZ ’
44 Si woENZ = ’ S i / ’ + m + ’ /Air ’
45 Si wENZ = ’ S i / ’ + m + ’ /ENZ ’
46 return [ Air woENZ , Air wENZ , Si woENZ , Si wENZ ]
47
48 def c r e a t e n l i s t ( stack , lam ) :
49 mate r i a l s = stack . s p l i t ( ’ / ’ )
50 n l i s t = [ ]
51 for mate r i a l in mate r i a l s :
52 n = n index [ mate r i a l ]
53 i f c a l l a b l e (n) :
54 n = n( lam)
55 n l i s t . append (n)
56 return n l i s t
57
58 def c r e a t e d l i s t ( s tack ) :
59 mat e r i a l s = stack . s p l i t ( ’ / ’ )
60 i f mate r i a l s [ 0 ] == ’ Air ’ :
61 dmetal = dmax air [ metals . index ( mat e r i a l s [ 1 ] ) ]
62 e l i f mate r i a l s [ 0 ] == ’ S i ’ :
63 dmetal = dmax si [ metals . index ( mat e r i a l s [ 1 ] ) ]
64 else :
65 print ( ’ Mater ia l e r r o r : ’ , ma t e r i a l s [ 0 ] )
66 return [ np . i n f , dmetal , np . i n f ]
67
68 #%% CALCULATE ABSORPTION
69
70 # I n i t i a t e Abs ca lc
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71 for m in metals :
72 Abs ca lc [m] = {}
73 for s tack in s t a ck type s (m) :
74 Abs ca lc [m] [ s tack ] = np . array ( [ ] )
75
76 for metal in metals :
77 for lam in l am ca l c :
78 for s tack in s t a ck type s ( metal ) :
79 n l i s t = c r e a t e n l i s t ( stack , lam )
80 d l i s t = c r e a t e d l i s t ( s tack )
81 tmm calc = tmm. coh tmm( ’p ’ , n l i s t , d l i s t , th0 , lam )
82 Abs = tmm. ab s o rp i n e a ch l a y e r ( tmm calc ) [ 1 ]
83 Abs ca lc [ metal ] [ s tack ] = np . append ( Abs ca lc [ metal ] [




87 lamplt = lam ca l c *1e−3
88 cd i c t = { ’Cr ’ : 1 . 0 , ’ Pt ’ : 0 . 75 , ’ Ti ’ : 0 . 5 , ’Fe ’ : 0 .25}
89
90 f i g = p l t . f i g u r e (1 )
91 ax = f i g . add subplot (121)
92 ax . t i ck params ( which=’major ’ , d i r e c t i o n=’ in ’ , l ength =5.5 , width
=2)
93 ax . t i ck params ( which=’minor ’ , d i r e c t i o n=’ in ’ , l ength=3, width
=1.0)
94
95 lgd = [ ]
96 for m in metals :
97 ax . p l o t ( lamplt *1e3 , Abs ca lc [m] [ ’ Air / ’ + m + ’ /ENZ ’ ]*100 , ’b
’ , alpha=cd i c t [m] , lw = 2 )
98 ax . p l o t ( lamplt *1e3 , Abs ca lc [m] [ ’ Air / ’ + m + ’ /Air ’ ]*100 , ’ k
’ , alpha=cd i c t [m] ,
99 l i n e s t y l e = ’−− ’ , lw = 2)
100 lgd . append (m)
101
102 p l t . y l ab e l ( ’ Absorption (%) ’ )
103 p l t . x l ab e l ( ’Wavelength (nm) ’ )
104 p l t . xl im ( [ 1100 , 1600 ] )
105 p l t . yl im ( [ 0 , 100 ] )
106 p l t . y t i c k s ( [ 0 , 50 , 100 ] )
107 ax . yax i s . s e t m ino r l o c a t o r ( Mult ip l eLocator (10) )
108 ax . xax i s . s e t m ino r l o c a t o r ( Mult ip l eLocator (100) )
109
110 ax2 = f i g . add subplot (122)
111 ax2 . t i ck params ( which=’major ’ , d i r e c t i o n=’ in ’ , l ength =5.5 , width
=2)
125
112 ax2 . t i ck params ( which=’minor ’ , d i r e c t i o n=’ in ’ , l ength=3, width
=1.3)
113 lgd = [ ]
114 for m in metals :
115 ax2 . p l o t ( lamplt *1e3 , Abs ca lc [m] [ ’ S i / ’ + m + ’ /ENZ ’ ]*100 , ’b
’ , alpha=cd i c t [m] , lw = 2)
116 ax2 . p l o t ( lamplt *1e3 , Abs ca lc [m] [ ’ S i / ’ + m + ’ /Air ’ ]*100 , ’ k
’ , alpha=cd i c t [m] ,
117 l i n e s t y l e = ’−− ’ , lw = 2)
118 lgd . append (m)
119
120
121 p l t . x l ab e l ( ’Wavelength (nm) ’ )
122 p l t . xl im ( [ 1100 , 1600 ] )
123 p l t . yl im ( [ 0 , 100 ] )
124 p l t . y t i c k s ( [ 0 , 50 , 100 ] )
125 ax2 . yax i s . s e t m ino r l o c a t o r ( Mult ip l eLocator (10) )
126 ax2 . xax i s . s e t m ino r l o c a t o r ( Mult ip l eLocator (100) )
127
128 frame = p l t . gca ( )
129 for y l a b e l i in frame . axes . g e t y t i c k l a b e l s ( ) :
130 y l a b e l i . s e t f o n t s i z e ( 0 . 0 )
131 y l a b e l i . s e t v i s i b l e ( Fa l se )
132
133 p l t . t i g h t l a y ou t ( )
C.3 Automated IV fit to thermionic emission model for barrier height
extraction
This script sets up the function IV Extract, which takes a .csv file with I–V data
and the device active area and returns the Schottky barrier height, ideality factor,
and series resistance of the device.
1 ## F i l e Purpose : Automate f i t t i n g to IV curves f o r b a r r i e r
he ight ex t r a c t i on .
2
3
4 import numpy as np
5 import matp lo t l i b . pyplot as p l t
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6 from s c ipy . opt imize import c u r v e f i t
7
8
9 class DarkIV :
10
11 # This c l a s s f i t s IV measured data to thermion ic emis s ion
theory equat ions
12
13 A2s = 110 # Richardson constant [A/(cmˆ2 Kˆ2) ]
14 T = 293 # temperature [K]
15 k = 1.381 e−23 # Boltzmann ’ s constant [ J/K]
16 q = 1.602 e−19 # charge o f an e l e c t r on [C]
17
18 def i n i t ( s e l f , V, I , A, Jmin , Jmax=None ) :
19 s e l f .A = A # Device area
20 s e l f .V = V[V>0] # Voltage
21 s e l f . I = I [V>0] # Current
22 s e l f . J = s e l f . I / s e l f .A
23 s e l f . Jmin = Jmin # Current l im i t f o r f i t
24 i f Jmax :
25 s e l f . Jmax = Jmax
26 s e l f . Jl im = np . l o g i c a l a nd ( s e l f . Jmin < s e l f . J , s e l f .
J < s e l f . Jmax)
27 else :
28 s e l f . Jl im = s e l f . J > s e l f . Jmin
29 s e l f . kTdq = (DarkIV . k * DarkIV .T) /DarkIV . q
30
31 def lnJ ( s e l f ) :
32 return np . l og ( s e l f . J )
33
34 def dVdlnJ ( s e l f ) :
35 dV = np . g rad i ent ( s e l f .V)
36 dlnJ = np . g rad i en t ( s e l f . lnJ ( ) )
37 return dV / dlnJ
38
39 def dVdlnJ f i tparams ( s e l f ) :
40
41 def dvd j f i t e q ( Jf , RA, ndb) :
42 return RA* J f + ndb
43
44 f i t p , e r r o r = c u r v e f i t ( dvd j f i t e q , s e l f . J [ s e l f . Jl im ] ,
s e l f . dVdlnJ ( ) [ s e l f . Jl im ] )
45
46 return f i t p , e r r o r
47
48 def dVd lnJ f i t ( s e l f ) :
49 f i tparams , e r r = s e l f . dVdlnJ f i tparams ( )
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50 return f i tparams [ 0 ] * s e l f . J + f i tparams [ 1 ]
51
52 def eta and R1 ( s e l f ) :
53 f i tparams , pcov = s e l f . dVdlnJ f i tparams ( )
54 eta = f i tparams [ 1 ] / s e l f . kTdq
55 R1 = f i tparams [ 0 ] / s e l f .A
56 e r r = np . sq r t (np . d iag ( pcov ) )
57 e t a e r r = e r r [ 1 ] / s e l f . kTdq
58 R1err = e r r [ 0 ] / s e l f .A
59 return eta , R1 , e tae r r , R1err
60
61 def H( s e l f ) :
62 eta , R1 , err1 , e r r 2 = s e l f . eta and R1 ( )
63 nb = ( eta * s e l f . kTdq)
64 AT = (DarkIV . A2s*(DarkIV .T**2) )
65 return s e l f .V − nb * np . l og ( s e l f . J/ AT)
66
67 def H fitparams ( s e l f ) :
68
69 def H f i t ( Jf , RA, nphi ) :
70 return RA* J f + nphi
71
72 f i t p , e r r o r = c u r v e f i t ( H f i t , s e l f . J [ s e l f . Jl im ] , s e l f .H
( ) [ s e l f . Jl im ] )
73
74 return f i t p , e r r o r
75
76 def Hf i t ( s e l f ) :
77 f i tparams , e r r = s e l f . H f i tparams ( )
78 return f i tparams [ 0 ] * s e l f . J + f i tparams [ 1 ]
79
80 def phiB and R2 ( s e l f ) :
81 f i tparams , pcov = s e l f . H f i tparams ( )
82 eta , R1 , err1 , e r r 2 = s e l f . eta and R1 ( )
83 phiB = f i tparams [ 1 ] / eta
84 R2 = f i tparams [ 0 ] / s e l f .A
85 e r r = np . sq r t (np . d iag ( pcov ) )
86 phiBerr = phiB*np . sq r t ( ( ( e r r [ 1 ] / f i tparams [ 1 ] ) **2) + ( (
e r r1 / eta ) **2) )
87 R2err = e r r [ 0 ] / s e l f .A
88 return phiB , R2 , phiBerr , R2err
89
90 def J0 ( s e l f ) :
91 phiB , R2 , err3 , e r r 4 = s e l f . phiB and R2 ( )
92 con = s e l f .A*(DarkIV . A2s*(DarkIV .T**2) )
93 ex = np . exp(−phiB ( ) / s e l f . kTdq)
94 return con * ex
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95
96 def plot IV params ( I , V, DIV, Name=None , c o l o r=’ r ’ , fignum=None ,
SaveFolder=None ) :
97 # This func t i on p l o t s the neceesary IV params f o r the
purpose o f
98 # degubbing when us ing the func t i on : IV Extract
99 i f fignum i s None :
100 p l t . f i g u r e ( f i g s i z e =(12 ,4) )
101 else :
102 p l t . f i g u r e ( fignum , f i g s i z e =(12 ,4) )
103 p l t . subp lot (131)
104 p l t . p l o t (V, I , c o l o r=co lo r , marker=’ o ’ , lw=0)
105 p l t . t i t l e (Name)
106 p l t . y l ab e l ( ’ Current (A) ’ )
107 p l t . x l ab e l ( ’ Voltage (V) ’ )
108
109 p l t . subp lot (132)
110 p l t . p l o t (DIV . J , DIV . dVdlnJ ( ) , c o l o r=co lo r , marker=’ o ’ , lw=0)
111 p l t . p l o t (DIV . J , DIV . dVd lnJ f i t ( ) , ’ k ’ , lw=2)
112 p l t . t i t l e ( ’ Eta : { : 0 . 2 f } , R1 : { : 0 . 2 f } ’ . format (DIV . eta and R1
( ) [ 0 ] ,DIV . eta and R1 ( ) [ 1 ] ) )
113 p l t . x l ab e l ( ’ J (A/$cmˆ2$ ) ’ )
114 p l t . y l ab e l ( r ’ $ \ f r a c {\ de l t a V}{\ de l t a ( ln ( J ) ) } $ ’ )
115
116 p l t . subp lot (133)
117 p l t . p l o t (DIV . J , DIV .H( ) , c o l o r=co lo r , marker=’ o ’ , lw=0)
118 p l t . p l o t (DIV . J , DIV . H f i t ( ) , ’ k ’ , lw=2)
119 p l t . t i t l e ( ’PhiB : { : 0 . 2 f } , R2 : { : 0 . 2 f } ’ . format (DIV .
phiB and R2 ( ) [ 0 ] , DIV . phiB and R2 ( ) [ 1 ] ) )
120 p l t . x l ab e l ( ’ J (A/$cmˆ2$ ) ’ )
121 p l t . y l ab e l ( r ’ $ V − \ f r a c {\ eta kT}{q} Log ( J/AT) $ ’ )
122
123 p l t . t i g h t l a y ou t ( )
124
125 i f SaveFolder i s not None :
126 p l t . s a v e f i g ( SaveFolder+Name+’ IV Analys i s . jpg ’ , dpi=500)




130 def pr int IV params (D) :
131 # This func t i on p r i n t s the f i t parameters f o r the purpose o f
132 # degubbing when us ing the func t i on : IV Extract
133 print ( ’PhiB : %0.2 f , Eta : %0.2 f ’ %(D. phiB and R2 ( ) [ 0 ] , D.
eta and R1 ( ) [ 0 ] ) )
134 print ( ’PhiB Err : %0.2 f , Eta Err : %0.2 f ’ %(D. phiB and R2 ( )
[ 2 ] , D. eta and R1 ( ) [ 2 ] ) )
129
135
136 print ( ’R2 : %0.2 f , R1 : %0.2 f ’ %(D. phiB and R2 ( ) [ 1 ] , D.
eta and R1 ( ) [ 1 ] ) )
137 print ( ’R2 Err : %0.2 f , R1 Err : %0.2 f ’ %(D. phiB and R2 ( ) [ 3 ] ,D.




141 def IV Extract ( f i l ename , dev icearea , debugMode=False ) :
142
143 # Extract cur rent and vo l tage from data f i l e




147 # We only use forward b ia s f o r e x t r a c t i n g b a r r i e r he ight
148 V f = V[V>0] # Forward vo l tage
149 I f = I [V>0] # Forward cur rent
150 J f = I f / dev i c ea r ea # Forward cur rent dens i ty
151
152 ##F i r s t we want to f i nd Jmin . Removing the cur rent around V
=0 from the f i t .
153
154 min index = 0 # Test index
155 d IV no f i t r e g i o n = DarkIV (V f , I f , dev icearea , 0)
156
157 dVdlnJ grad = np . g rad i en t ( d IV no f i t r e g i o n . dVdlnJ ( ) ,
d IV no f i t r e g i o n . J )
158 dVd lnJ grad d i f f = np . d i f f ( dVdlnJ grad )
159
160 while np . abs ( dVd lnJ grad d i f f [ min index ] ) > 1 :
161 min index += 1
162
163 i f min index > l en ( V f )−3:
164 print ( ’ Jmin not found . ’ )
165 print ( ’ IV curve does not f o l l ow Schottky behavior . ’ )
166 break
167
168 min index += 2
169 Jmin = J f [ min index ]
170 i f debugMode :




174 ##Then we to p r o g r e s s i v e l y f i t the remaining data un t i l the
s l ope
130
175 ##dev i a t e s by 2%.
176
177 max index = min index+5
178
179 dVdlnJ plus2perc = dVdlnJ grad [ max index ] + dVdlnJ grad [
max index ] * 0 . 2
180 dVdlnJ minus2perc = dVdlnJ grad [ max index ] − dVdlnJ grad [
max index ] * 0 . 2
181
182 i f debugMode :
183 print ( ’ dVdlnJ s l ope at s t a r t : %0.4 f ’ %(dVdlnJ grad [
max index ] ) )
184
185 while ( dVdlnJ grad [ max index ] < dVdlnJ plus2perc and
186 dVdlnJ grad [ max index ] > dVdlnJ minus2perc ) :
187
188 max index += 1
189




194 d IV f i n a l = DarkIV (V f , I f , dev icearea , Jmin , Jmax = J f [
max index ] )
195
196 i f debugMode :
197 print ( ’ F i t Complete with Jmax : %0.5 f ’ %(J f [ max index ] ) )
198 print ( ’ dVdlnJ s l ope %0.4 f ’ %(dVdlnJ grad [ max index ] ) )
199 pr int IV params ( d IV f i n a l )
200 plot IV params ( I , V, d IV f i n a l )
201
202 return { ’ I ’ : I , ’V ’ : V, ’DIV ’ : d IV f ina l ,
203 ’PhiB ’ : d IV f i n a l . phiB and R2 ( ) [ 0 ] ,
204 ’ Eta ’ : d IV f i n a l . eta and R1 ( ) [ 0 ] ,
205 ’PhiB Error ’ : d IV f i n a l . phiB and R2 ( ) [ 2 ] ,
206 ’ Eta Error ’ : d IV f i n a l . eta and R1 ( ) [ 2 ] ,
207 ’R1 ’ : d IV f i n a l . eta and R1 ( ) [ 1 ] ,
208 ’R1 Error ’ : d IV f i n a l . eta and R1 ( ) [ 3 ] ,
209 ’R2 ’ : d IV f i n a l . phiB and R2 ( ) [ 1 ] ,
210 ’R2 Error ’ : d IV f i n a l . phiB and R2 ( ) [ 3 ] ,
211 ’ Jmin ’ : Jmin , ’Jmax ’ : J f [ max index ]}
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C.4 Code used for data analysis used to determine electron attenu-
ation length in Chapter 5
1 import tmm, os , sys
2
3 import numpy as np
4 import s c ipy . i n t e r p o l a t e as i n t e r p o l a t e
5 import matp lo t l i b . pyplot as p l t
6 import s c ipy . opt imize as opt
7 import s c ipy . s i g n a l as sg
8
9 sys . path . append ( ’Z : / Lisa / Us e f u l S c r i p t s ’ )
10 import PlotFuncs as pf
11 from Automate IV Fit import plot IV params , pr int IV params ,
IV Extract
12
13 sys . path . append ( ’Z : / Lisa /Mater ia l Data ’ )
14 import LoadMatData as lmd # Database with op t i c a l data ext rac t ed
from r e f r a c t i v e i n d e x . i n f o
15
16 prop cyc l e = p l t . rcParams [ ’ axes . p rop cyc l e ’ ]
17 c o l o r s = prop cyc l e . by key ( ) [ ’ c o l o r ’ ]
18
19 #%% ELLIPSOMETRY DATA
20




24 class Load El l ipsometry Data ( ) :
25
26 ## Load and p lo t e l l i p s ome t r y data f o r a g iven MetalName at
each
27 ## f i lm th i ckne s s in FilmNames .
28 ##
29 ## MetalName : Name o f pure metal or a l l o y
30 ## FilmNames : L i s t o f f i lm names ( ex . [ ’ 1 0 s ’ , ’15 s ’ ] )
31
32 def i n i t ( s e l f , MetalName , FilmNames ) :
33 s e l f . MetalName = MetalName
34 s e l f . FilmNames = FilmNames
35
36
37 def LoadFileData ( s e l f , FilmName) :
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38 ReferenceFo lder = REFERENCEFOLDER + ’ / ’ + s e l f . MetalName
+’ / ’ + ’ E l l ip sometry / ’
39 FileName = ReferenceFo lder + s e l f . MetalName + ’ ’ +
FilmName +’ nk . csv ’
40 wavelength , n , k = np . l oadtx t ( FileName , d e l im i t e r=’ , ’ ,
u s e c o l s =(0 ,1 ,2) ,
41 sk iprows=2, unpack=True )
42 return wavelength , n , k
43
44
45 def LoadNKData2Dict ( s e l f ) :
46
47 nk raw data = {}
48
49 for fi lmname in s e l f . FilmNames :
50 wavelength , n , k = s e l f . LoadFileData ( filmname )
51 nk raw data [ filmname ] = { ’ lam ’ : wavelength , ’n ’ : n ,
’ k ’ : k}
52
53 nk in t e rp da ta = {}
54
55 for fi lmname in s e l f . FilmNames :
56 n i n t e r po l a t ed = i n t e r p o l a t e . in te rp1d ( nk raw data [
filmname ] [ ’ lam ’ ] ,
57 nk raw data [
filmname ] [ ’
n ’ ] )
58 k i n t e r p o l a t e d = i n t e r p o l a t e . in te rp1d ( nk raw data [
filmname ] [ ’ lam ’ ] ,
59 nk raw data [
filmname ] [ ’
k ’ ] )
60 nk in t e rp da ta [ filmname ] = { ’ n ’ : n i n t e rpo l a t ed , ’ k ’
: k i n t e r p o l a t e d }
61
62 return nk in t e rp da ta
63
64
65 def PlotAllNKData ( s e l f , WavelengthList , SaveImage=False ,
66 FigureNumber=None , ImageName=None) :
67
68 nk data = s e l f . LoadNKData2Dict ( )
69
70 pf . i n i t p l o t t i n g ( )
71
72 p l t . f i g u r e ( FigureNumber , f i g s i z e =(8 ,4) )
73 p l t . subp lot (121)
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74
75 for index , key in enumerate ( s e l f . FilmNames ) :
76 p l t . p l o t (WavelengthList , nk data [ key ] [ ’ n ’ ] (
WavelengthList ) ,
77 c o l o r=c o l o r s [ index ] , lw=2)
78
79 p l t . y l ab e l ( ’n ’ )
80 p l t . x l ab e l ( ’Wavelength (nm) ’ )
81
82
83 p l t . subp lot (122)
84
85 for index , key in enumerate ( s e l f . FilmNames ) :
86 p l t . p l o t (WavelengthList , nk data [ key ] [ ’ k ’ ] (
WavelengthList ) ,
87 c o l o r=c o l o r s [ index ] , lw=2)
88
89 p l t . y l ab e l ( ’ $\kappa$ ’ )
90 p l t . x l ab e l ( ’Wavelength (nm) ’ )
91 p l t . l egend ( s e l f . FilmNames )
92
93 p l t . t i g h t l a y ou t ( )
94
95 i f SaveImage :
96 i f ImageName == None :
97 print ( ’No image name given . Image name s e t to : ”
Unknown” ’ )
98 ImageName=’Unknown ’
99 p l t . s a v e f i g ( ImageName+’ . jpg ’ , dpi = 500)





105 def PlotOneFilmNKData ( s e l f , FilmName , WavelengthList ,
SaveImage=False ,
106 FigureNumber=None , ImageName=None) :
107
108 nk data = s e l f . LoadNKData2Dict ( )
109
110 pf . i n i t p l o t t i n g ( )
111
112 p l t . f i g u r e ( FigureNumber , f i g s i z e =(4 ,3) )
113 p l t . p l o t (WavelengthList , np . r e a l ( nk data [ FilmName ] (
WavelengthList ) ) ,
114 c o l o r=’b ’ , lw=2)
134
115 p l t . p l o t (WavelengthList , np . imag ( nk data [ FilmName ] (
WavelengthList ) ) ,
116 c o l o r=’ orange ’ , l i n e s t y l e=’−− ’ , lw=2)
117 p l t . x l ab e l ( ’Wavelength (nm) ’ )
118 p l t . y l ab e l ( ’n ( s o l i d ) & $\kappa$ ( dashed ) ’ )
119 p l t . t i t l e (FilmName)
120
121 i f SaveImage :
122 i f ImageName == None :
123 print ( ’No image name given . Image name s e t to : ”
Unknown” ’ )
124 ImageName=’Unknown ’
125 p l t . s a v e f i g ( ImageName+’ . jpg ’ , dpi = 500)





131 def Calculate ATR FromEllipsometry (MetalName , ThicknessDict ,
132 WavelengthList , PlotData=False ,
FileName=None) :
133
134 ## Calcu la te Absorption , Transmission , or Re f l e c t i o n from
El l ip sometry data
135
136 FilmNames = l i s t ( ThicknessDict . keys ( ) )
137
138 meta l l oad nk data = Load El l ipsometry Data (MetalName ,
FilmNames )
139 MetalNK = meta l l oad nk data . LoadNKData2Dict ( )
140
141 R e f l e c t i v i t y = {}
142 Transmiss ion = {}
143 Absorption = {}
144
145 for FilmName in FilmNames :
146 R e f l e c t i v i t y L i s t = [ ]
147 Tran sm i t i v i t y L i s t = [ ]
148
149 nmetal = lambda wave : MetalNK [ FilmName ] [ ’n ’ ] ( wave ) + 1 j *
MetalNK [ FilmName ] [ ’ k ’ ] ( wave )
150 d l i s t = [ np . in f , ThicknessDict [ FilmName ] , np . i n f ]
151 n l i s t = lambda wave : [ 1 . 0 , nmetal (wave ) , lmd . n s i (wave ) ]
152 th0 = 0 # Angle o f i n c i d enc e i s 0
153
154 for wave in WavelengthList :
155 n l i s t = n l i s t (wave )
135
156
157 SolveTMM = tmm. coh tmm( ’p ’ , n l i s t , d l i s t , th0 , wave )
158 Tran sm i t i v i t y L i s t . append (SolveTMM[ ’T ’ ] )
159 R e f l e c t i v i t y L i s t . append (SolveTMM[ ’R ’ ] )
160
161 R e f l e c t i v i t y [ FilmName ] = np . array ( R e f l e c t i v i t y L i s t )
162 Transmiss ion [ FilmName ] = np . array ( Tran sm i t i v i t y L i s t )
163 Absorption [ FilmName ] = 1 − Re f l e c t i v i t y [ FilmName ] −
Transmiss ion [ FilmName ]
164
165 return { ’A ’ : Absorption , ’R ’ : R e f l e c t i v i t y , ’T ’ :
Transmiss ion }
166
167 #%% FUNCTIONS NEEDED FOR MEASURING ABSORPTION
168
169 def PercentPowerMeasured ( fb , fsamp ) :
170 lam b , PsPr b = np . l oadtx t ( fb , d e l im i t e r=’ , ’ , u s e c o l s =(0 ,5) ,
171 sk iprows=1, unpack=True )
172 PsPr b inte rp = i n t e r p o l a t e . in te rp1d ( lam b , PsPr b ,
173 f i l l v a l u e=’
ex t r apo l a t e ’ )
174 lam s , PsPr s = np . l oadtx t ( fsamp , d e l im i t e r=’ , ’ , u s e c o l s
=(0 ,5) ,
175 sk iprows=1, unpack=True )
176 RT = PsPr s *(1/ PsPr b inte rp ( lam s ) )




181 def QuickCheckMeasuredData ( FileName , Basel ineFileName , MetalName
, FilmName ,
182 FilmThickness , WavelengthList ,
183 i sTransmis s i on=False , i s R e f l e c t i o n=False ) :
184
185




189 Abs Ref Trans = Calculate ATR FromEllipsometry (MetalName , {
FilmName :
190 FilmThickness } ,
WavelengthList )
191
192 Wavelengths , Measured = PercentPowerMeasured (
Basel ineFileName , FileName )
193
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194 p l t . f i g u r e ( f i g s i z e =(4 ,3) )
195 p l t . p l o t (Wavelengths , Measured *100 , c o l o r=’ r ’ , marker=’ o ’ ,
lw=0)
196 p l t . xl im ( [ 1 2 00 , 1 5 00 ] )
197 p l t . x l ab e l ( ’Wavelength (nm) ’ )
198 p l t . t i t l e (FilmName)
199
200 i f i sTransmis s i on :
201 p l t . p l o t (WavelengthList , Abs Ref Trans [ ’T ’ ] [ FilmName
]*100 , ’ r ’ , lw=2)
202 p l t . yl im ( [ 0 , 3 0 ] )
203 p l t . y l ab e l ( ’ Transmiss ion (%) ’ )
204 i f i s R e f l e c t i o n :
205 p l t . p l o t (WavelengthList , Abs Ref Trans [ ’R ’ ] [ FilmName
]*100 , ’ r ’ , lw=2)
206 p l t . yl im ( [ 6 0 , 100 ] )
207 p l t . y l ab e l ( ’ R e f l e c t i o n (%) ’ )
208
209 return Wavelengths , Measured
210
211
212 #%% ABSORPTION ANALYSIS
213
214 class Absorpt ion Ana lys i s ( ) :
215
216 def i n i t ( s e l f , MetalName , ThicknessDict ) :
217
218 ## MetalName : Name given to the f o l d e r s o f each metal
type .
219 ## ThicknessDict : D ic t ionary with measured th i c kn e s s e s
f o r each f i lm .
220
221 s e l f . MetalName = MetalName
222 s e l f . ThicknessDict = ThicknessDict
223 s e l f . FilmNames = l i s t ( ThicknessDict . keys ( ) )
224 s e l f . Absorpt i on d i r = REFERENCEFOLDER+s e l f . MetalName+’ /
Absorption /FinalData / ’
225
226 def LoadDataFromFiles ( s e l f ) :
227
228 ## Load data in to d i c t i ona ry where key ’R ’ i s
r e f l e c t i v i t y ,
229 ## ’T ’ i s t ransmi s s i on and ’A ’ i s absorpt ion .
230
231
232 ListFi leNames = os . l i s t d i r ( s e l f . Absorpt i on d i r )
233
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234 Base l i n e = [ f i l e for f i l e in ListFi leNames i f ’ Ba se l i n e ’
in f i l e ] [ 0 ]
235 Base l i n e = s e l f . Absorpt i on d i r+Base l i n e
236
237 RawOpticalData = { ’R ’ : {} , ’T ’ : {} , ’A ’ : {}}
238
239 for fi lmname in s e l f . FilmNames :
240
241 F i l eSea rch = s e l f . MetalName+’ ’+filmname
242 Re f l e c t i v i t yDa ta = [ f i l e for f i l e in ListFi leNames
i f
243 ’ R e f l e c t i v i t y ’+Fi l eSea rch in
f i l e ] [ 0 ]
244 Re f l e c t i v i t yDa ta = s e l f . Absorpt ion d i r+
Re f l e c t i v i t yData
245 TransmissionData = [ f i l e for f i l e in ListFi leNames
i f
246 ’ Transmiss ion ’+Fi l eSea rch in
f i l e ] [ 0 ]
247 TransmissionData = s e l f . Absorpt i on d i r+
TransmissionData
248
249 lam R data , R data = PercentPowerMeasured ( Base l ine ,
Re f l e c t i v i t yData )
250 lam T data , T data = PercentPowerMeasured ( Base l ine ,
TransmissionData )
251
252 RawOpticalData [ ’R ’ ] [ filmname ] = [ lam R data , R data ]
253 RawOpticalData [ ’T ’ ] [ fi lmname ] = [ lam T data , T data ]
254 RawOpticalData [ ’A ’ ] [ filmname ] = [ lam T data , 1 −




258 def ProcessAndInterpo late ( s e l f ) :
259
260 ## F i l t e r the raw data us ing a Savitzy−Golay f i l t e r .
261
262
263 RawOpticalData = s e l f . LoadDataFromFiles ( )
264
265 ProcessedData = { ’R ’ : {} , ’T ’ : {}}
266
267 Abs Interp = {}
268
269 for fi lmname in s e l f . FilmNames :
270
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271 def FixExtremes ( TorRl i s t ) :
272 # Make sure R e f l e c t i v i t y i s not > 1 and
Transmiss ion i s not < 0
273 o u t l i s t = [ ]
274 for index , item in enumerate ( TorRl i s t ) :
275 i f item > 1 :
276 o u t l i s t . append (1)
277 e l i f item < 0 :
278 o u t l i s t . append (0)
279 else :
280 o u t l i s t . append ( item )
281 return np . array ( o u t l i s t )
282
283 T savgol = sg . s a v g o l f i l t e r ( RawOpticalData [ ’T ’ ] [
fi lmname ] [ 1 ] , 1 1 , 2 )
284 ProcessedData [ ’T ’ ] [ fi lmname ] = [ RawOpticalData [ ’T ’ ] [
fi lmname ] [ 0 ] ,
285 FixExtremes (
T savgol ) ]
286
287
288 R savgol = sg . s a v g o l f i l t e r ( RawOpticalData [ ’R ’ ] [
fi lmname ] [ 1 ] , 1 1 , 2 )
289 ProcessedData [ ’R ’ ] [ fi lmname ] = [ RawOpticalData [ ’R ’ ] [
fi lmname ] [ 0 ] ,
290 FixExtremes (
R savgol ) ]
291
292 T interp = i n t e r p o l a t e . in te rp1d (RawOpticalData [ ’T ’ ] [
fi lmname ] [ 0 ] ,
293 ProcessedData [ ’T ’ ] [
fi lmname ] [ 1 ] ,
294 f i l l v a l u e=’
ex t r apo l a t e ’ )
295 R interp = i n t e r p o l a t e . in te rp1d (RawOpticalData [ ’R ’ ] [
fi lmname ] [ 0 ] ,
296 ProcessedData [ ’R ’ ] [
fi lmname ] [ 1 ] ,
297 f i l l v a l u e=’
ex t r apo l a t e ’ )
298 Abs Interp [ filmname ] = { ’R ’ : R interp , ’T ’ : T interp
}
299
300 return { ’ I n t e rpo l a t ed ’ : Abs Interp , ’ Processed ’ :
ProcessedData}
301
302 def P lo tA l l I nd i v i dua l ( s e l f , WavelengthList , SaveFig=False ) :
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303
304 pf . i n i t p l o t t i n g ( )
305 RawOpticalData = s e l f . LoadDataFromFiles ( )
306 FromEllipsometry = Calculate ATR FromEllipsometry ( s e l f .
MetalName ,
307 s e l f . ThicknessDict ,
WavelengthList )
308
309 for index , filmname in enumerate ( s e l f . FilmNames ) :
310 p l t . f i g u r e ( index , f i g s i z e =(12 ,4) )
311 p l t . subp lot (131)
312 p l t . p l o t (WavelengthList , FromEll ipsometry [ ’T ’ ] [
fi lmname ]*100 ,
313 c o l o r=c o l o r s [ index ] , lw=2)
314 p l t . p l o t ( RawOpticalData [ ’T ’ ] [ fi lmname ] [ 0 ] ,
RawOpticalData [ ’T ’ ] [ fi lmname ] [ 1 ] * 1 0 0 ,
315 c o l o r=c o l o r s [ index ] , marker=’ o ’ , lw=0)
316 p l t . x l ab e l ( ’Wavelength (nm) ’ )
317 p l t . y l ab e l ( ’ Transmiss ion (%) ’ )
318 p l t . xl im ( [ 1200 , 1500 ] )
319 p l t . yl im ( [ 0 , 3 0 ] )
320
321 p l t . subp lot (132)
322 p l t . p l o t (WavelengthList , FromEll ipsometry [ ’R ’ ] [
fi lmname ]*100 ,
323 c o l o r=c o l o r s [ index ] , lw=2)
324 p l t . p l o t ( RawOpticalData [ ’R ’ ] [ fi lmname ] [ 0 ] ,
RawOpticalData [ ’R ’ ] [ fi lmname ] [ 1 ] * 1 0 0 ,
325 c o l o r=c o l o r s [ index ] , marker=’ o ’ , lw=0)
326 p l t . t i t l e ( filmname )
327 p l t . x l ab e l ( ’Wavelength (nm) ’ )
328 p l t . y l ab e l ( ’ R e f l e c t i v i t y (%) ’ )
329 p l t . xl im ( [ 1200 , 1500 ] )
330 p l t . yl im ( [ 6 0 , 100 ] )
331
332 p l t . subp lot (133)
333 p l t . p l o t (WavelengthList , FromEll ipsometry [ ’A ’ ] [
fi lmname ]*100 ,
334 c o l o r=c o l o r s [ index ] , lw=2)
335 p l t . p l o t ( RawOpticalData [ ’A ’ ] [ fi lmname ] [ 0 ] ,
RawOpticalData [ ’A ’ ] [ fi lmname ] [ 1 ] * 1 0 0 ,
336 c o l o r=c o l o r s [ index ] , marker=’ o ’ , lw=0)
337 p l t . x l ab e l ( ’Wavelength (nm) ’ )
338 p l t . y l ab e l ( ’ Absorption (%) ’ )
339 p l t . xl im ( [ 1200 , 1500 ] )
340 p l t . yl im ( [ 0 , 2 0 ] )
341
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342 p l t . t i g h t l a y ou t ( )
343
344 i f SaveFig :
345 p l t . s a v e f i g ( s e l f . Absorpt i on d i r+filmname+’ . jpg ’ ,
dpi = 500)
346 p l t . s a v e f i g ( s e l f . Absorpt i on d i r+filmname+’ . svg ’ ,




350 def PlotAllRawData ( s e l f , FileName=None ) :
351
352 pf . i n i t p l o t t i n g ( )
353 RawOpticalData = s e l f . LoadDataFromFiles ( )
354
355 p l t . f i g u r e ( f i g s i z e =(12 ,4) )
356
357 p l t . subp lot (131)
358 p l t . x l ab e l ( ’Wavelength (nm) ’ )
359 p l t . y l ab e l ( ’ Transmiss ion (%) ’ )
360 p l t . t i t l e ( r ’Normal Inc idence ’ )
361 p l t . xl im ( [ 1200 , 1500 ] )
362 p l t . yl im ( [ 0 , 3 0 ] )
363
364 for index , filmname in enumerate ( s e l f . FilmNames ) :
365 p l t . p l o t ( RawOpticalData [ ’T ’ ] [ fi lmname ] [ 0 ] ,
RawOpticalData [ ’T ’ ] [ fi lmname ] [ 1 ] * 1 0 0 ,
366 c o l o r=c o l o r s [ index ] , marker=’ o ’ , lw=0)
367
368 p l t . subp lot (132)
369 p l t . x l ab e l ( ’Wavelength (nm) ’ )
370 p l t . y l ab e l ( ’ R e f l e c t i v i t y (%) ’ )
371 p l t . t i t l e ( r ’ 10$\degree$ Inc idence ’ )
372 p l t . xl im ( [ 1200 , 1500 ] )
373 p l t . yl im ( [ 5 0 , 100 ] )
374
375 for index , filmname in enumerate ( s e l f . FilmNames ) :
376 p l t . p l o t ( RawOpticalData [ ’R ’ ] [ fi lmname ] [ 0 ] ,
RawOpticalData [ ’R ’ ] [ fi lmname ] [ 1 ] * 1 0 0 ,
377 c o l o r=c o l o r s [ index ] , marker=’ o ’ , lw=0)
378
379 p l t . subp lot (133)
380 p l t . x l ab e l ( ’Wavelength (nm) ’ )
381 p l t . y l ab e l ( ’ Absorption (%) ’ )
382 p l t . xl im ( [ 1200 , 1500 ] )
383 p l t . yl im ( [ 0 , 2 0 ] )
384
141
385 for index , filmname in enumerate ( s e l f . FilmNames ) :
386 p l t . p l o t ( RawOpticalData [ ’A ’ ] [ fi lmname ] [ 0 ] ,
RawOpticalData [ ’A ’ ] [ fi lmname ] [ 1 ] * 1 0 0 ,
387 c o l o r=c o l o r s [ index ] , marker=’ o ’ , lw=0)
388
389 p l t . t i g h t l a y ou t ( )
390
391 i f FileName i s not None :
392 p l t . s a v e f i g ( s e l f . Absorpt i on d i r+FileName+’ . jpg ’ , dpi
= 500)
393 p l t . s a v e f i g ( s e l f . Absorpt i on d i r+FileName+’ . svg ’ ,





398 def Plo tA l lE l l i p somet ry ( s e l f , WavelengthList , FileName=None )
:
399
400 pf . i n i t p l o t t i n g ( )
401 FromEllipsometry = Calculate ATR FromEllipsometry ( s e l f .
MetalName ,
402 s e l f . ThicknessDict ,
WavelengthList )
403
404 p l t . f i g u r e ( f i g s i z e =(12 ,4) )
405
406 p l t . subp lot (131)
407 p l t . x l ab e l ( ’Wavelength (nm) ’ )
408 p l t . y l ab e l ( ’ Transmiss ion (%) ’ )
409 p l t . t i t l e ( r ’Normal Inc idence ’ )
410 p l t . xl im ( [ 1200 , 1500 ] )
411 p l t . yl im ( [ 0 , 3 0 ] )
412
413 for index , filmname in enumerate ( s e l f . FilmNames ) :
414 p l t . p l o t (WavelengthList , FromEll ipsometry [ ’T ’ ] [
fi lmname ]*100 ,
415 c o l o r=c o l o r s [ index ] , lw=2)
416
417 p l t . subp lot (132)
418 p l t . x l ab e l ( ’Wavelength (nm) ’ )
419 p l t . y l ab e l ( ’ R e f l e c t i v i t y (%) ’ )
420 p l t . t i t l e ( r ’ 10$\degree$ Inc idence ’ )
421 p l t . xl im ( [ 1200 , 1500 ] )
422 p l t . yl im ( [ 5 0 , 100 ] )
423
424 for index , filmname in enumerate ( s e l f . FilmNames ) :
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425 p l t . p l o t (WavelengthList , FromEll ipsometry [ ’R ’ ] [
fi lmname ]*100 ,
426 c o l o r=c o l o r s [ index ] , lw=2)
427
428 p l t . subp lot (133)
429 p l t . x l ab e l ( ’Wavelength (nm) ’ )
430 p l t . y l ab e l ( ’ Absorption (%) ’ )
431 p l t . xl im ( [ 1200 , 1500 ] )
432 p l t . yl im ( [ 0 , 2 0 ] )
433
434 for index , filmname in enumerate ( s e l f . FilmNames ) :
435 p l t . p l o t (WavelengthList , FromEll ipsometry [ ’A ’ ] [
fi lmname ]*100 ,
436 c o l o r=c o l o r s [ index ] , lw=2)
437
438 p l t . t i g h t l a y ou t ( )
439
440 i f FileName i s not None :
441 p l t . s a v e f i g ( s e l f . Absorpt i on d i r+FileName+’ . jpg ’ , dpi
= 500)
442 p l t . s a v e f i g ( s e l f . Absorpt i on d i r+FileName+’ . svg ’ ,




446 #%% CURRENT−VOLTAGE ANALYSIS
447
448 class IV Analys i s ( ) :
449
450 def i n i t ( s e l f , MetalName , ThicknessDict ) :
451
452 ## MetalName : Name given to the f o l d e r s o f each metal
type .
453 ## ThicknessDict : D ic t ionary with measured th i c kn e s s e s
f o r each f i lm .
454
455 s e l f . MetalName = MetalName
456 s e l f . ThicknessDict = ThicknessDict
457 s e l f . FilmNames = l i s t ( ThicknessDict . keys ( ) )




461 def F i t Ex t r a c t A l l ( s e l f ) :
462
463 ListFi leNames = os . l i s t d i r ( s e l f . IV d i r )
464 DeviceArea = np . p i * ( ( 0 . 762/2 ) **2) # cmˆ2
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465
466 F i tResu l t s = {}
467
468 for fi lmname in s e l f . FilmNames :
469 FileName = [ f i l e for f i l e in ListFi leNames i f
fi lmname and ’ . csv ’ in f i l e ] [ 0 ]
470 F i tResu l t s [ filmname ] = IV Extract ( s e l f . IV d i r+
FileName , DeviceArea )
471
472 return Fi tResu l t s
473
474
475 def P lo tA l l I nd i v i dua l ( s e l f , SaveFig=False ) :
476
477 pf . i n i t p l o t t i n g ( )
478
479 i f SaveFig :
480 SaveFolder = s e l f . IV d i r
481 else :
482 SaveFolder = None
483
484 F i tResu l t s = s e l f . F i t Ex t r a c t A l l ( )
485
486 for index , filmname in enumerate ( s e l f . FilmNames ) :
487 plot IV params ( F i tResu l t s [ filmname ] [ ’ I ’ ] , F i tRe su l t s
[ filmname ] [ ’V ’ ] ,
488 F i tRe su l t s [ filmname ] [ ’DIV ’ ] , filmname
, fignum=index ,
489 c o l o r=c o l o r s [ index ] , SaveFolder=
SaveFolder )
490




495 def PlotAl l IV ( s e l f , SaveFig=False ) :
496
497 pf . i n i t p l o t t i n g ( )
498 F i tResu l t s = s e l f . F i t Ex t r a c t A l l ( )
499
500 p l t . f i g u r e ( f i g s i z e =(8 ,4) )
501
502 p l t . subp lot (121)
503 p l t . x l ab e l ( ’V (V) ’ )
504 p l t . y l ab e l ( ’ I (A) ’ )
505 p l t . xl im ( [ −1 ,1 ] )
506
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507 for index , filmname in enumerate ( s e l f . FilmNames ) :
508 p l t . p l o t ( F i tRe su l t s [ filmname ] [ ’V ’ ] , F i tRe su l t s [
filmname ] [ ’ I ’ ] ,
509 c o l o r=c o l o r s [ index ] , lw=2)
510
511 p l t . subp lot (122)
512 p l t . x l ab e l ( ’V (V) ’ )
513 p l t . y l ab e l ( ’ I (A) ’ )
514 p l t . xl im ( [ −1 ,1 ] )
515
516 for index , filmname in enumerate ( s e l f . FilmNames ) :
517 p l t . semi logy ( F i tResu l t s [ filmname ] [ ’V ’ ] , np . abs (
F i tRe su l t s [ filmname ] [ ’ I ’ ] ) ,
518 c o l o r=c o l o r s [ index ] , lw=2)
519
520 p l t . t i g h t l a y ou t ( )
521
522 i f SaveFig :
523 p l t . s a v e f i g ( s e l f . IV d i r+s e l f . MetalName+’ Al l IV . jpg ’
, dpi=500)
524 p l t . s a v e f i g ( s e l f . IV d i r+s e l f . MetalName+’ Al l IV . svg ’




528 #%% RESPONSIVITY ANALYSIS
529
530 class Respons i v i t y Ana ly s i s ( ) :
531
532 def i n i t ( s e l f , MetalName , ThicknessDict ,
Th icknessCa l ibrated ) :
533
534 ## MetalName : Name given to the f o l d e r s o f each metal
type .
535 ## ThicknessDict : D ic t ionary with measured th i c kn e s s e s
f o r each f i lm .
536 ## ThicknessCa l ibrated : Dict to v e r i f y that the data in
f i l e s are
537 ## proper ly c a l i b r a t e d . Ex . { ’10 s ’ : True , ’20 s ’ : Fa l se }
538
539 s e l f . MetalName = MetalName
540 s e l f . Th icknessCa l ibrated = ThicknessCa l ibrated
541 s e l f . ThicknessDict = ThicknessDict
542 s e l f . FilmNames = l i s t ( ThicknessDict . keys ( ) )
543 s e l f . Resp di r = REFERENCEFOLDER+s e l f . MetalName+’ /
Respons iv i ty /FinalData / ’
544
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545 def LoadRespDataFromFiles ( s e l f ) :
546 ListFi leNames = os . l i s t d i r ( s e l f . Resp di r )
547
548 # I f one o f the f i l e s i s not c a l i b r a t e d co r r e c t l y , load
c a l i b r a t i o n .
549 i f False in s e l f . Th icknessCa l ibrated . va lue s ( ) :
550 PsPrCa l ib ra t i onF i l e = [ f i l e for f i l e in
ListFi leNames i f
551 ’ PsPrCal ’ in f i l e ] [ 0 ]
552 PsPrCa l ib ra t i onF i l e = s e l f . Resp di r+
PsPrCa l ib ra t i onF i l e
553 lam pspr , p sp r c a l = np . l oadtx t ( PsPrCa l ibrat ionFi l e ,
d e l im i t e r=’ , ’ ,
554 u s e c o l s =(0 ,1) , sk iprows=1,
unpack=True )
555 PsPr Ca l ibrat ion = i n t e r p o l a t e . in te rp1d ( lam pspr ,
p spr ca l ,
556 f i l l v a l u e=’
ex t r apo l a t e
’ )
557
558 PrCa l i b r a t i onF i l e = ’Z : / Lisa /
Ge Calibration FDG03 16030141 . csv ’
559 lam pr , e t a c a l = np . l oadtx t ( PrCa l ib ra t i onF i l e ,
d e l im i t e r=’ , ’ ,
560 u s e c o l s =(0 ,1) , sk iprows=1,
unpack=True )
561 Pr Ca l ib ra t i on = i n t e r p o l a t e . in te rp1d ( lam pr ,
e t a c a l ,
562 f i l l v a l u e=’
ex t r apo l a t e
’ )
563
564 Respons iv i ty data = {}
565
566 for index , filmname in enumerate ( s e l f . FilmNames ) :
567 FileName = [ f i l e for f i l e in ListFi leNames i f
fi lmname in f i l e ] [ 0 ]
568 FileName = s e l f . Resp di r + FileName
569
570 Respons iv i ty data [ filmname ] = {}
571 i f s e l f . Th icknessCa l ibrated [ filmname ] :
572 lam data , R data = np . l oadtx t ( FileName ,
d e l im i t e r=’ , ’ ,
573 u s e c o l s =(0 ,5) , sk iprows=1,
unpack=True )
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574 Respons iv i ty data [ filmname ] = { ’ lam ’ : lam data ,
’R ’ : R data}
575 else :
576 lam data , I r e f d a t a , Isamp data = np . l oadtx t (
FileName , unpack=True ,
577 d e l im i t e r=’ , ’ , u s e c o l s =(0 ,1 ,4) ,
sk iprows=1)
578
579 Pre f = I r e f d a t a / Pr Ca l ib ra t i on ( lam data )
580 Psamp = Pref *PsPr Ca l ibrat ion ( lam data )
581 R = Isamp data / Psamp
582 Respons iv i ty data [ filmname ] = { ’ lam ’ : lam data ,
’R ’ : R}
583
584 return Respons iv i ty data
585
586 def Plo tA l lRespons iv i ty ( s e l f ) :
587 Respons iv i ty data = s e l f . LoadRespDataFromFiles ( )
588
589 pf . i n i t p l o t t i n g ( )
590 p l t . f i g u r e ( )
591 p l t . l egend ( s e l f . FilmNames )
592 p l t . x l ab e l ( ’Wavelength (nm) ’ )
593 p l t . y l ab e l ( ’ Respons iv i ty (A/W) ’ )
594
595 for index , filmname in enumerate ( s e l f . FilmNames ) :
596 p l t . semi logy ( Respons iv i ty data [ filmname ] [ ’ lam ’ ] ,
597 Respons iv i ty data [ filmname ] [ ’R ’ ] , c o l o r
=c o l o r s [ index ] ,




602 def Calcu late Sqrt IQE ( s e l f ) :
603
604
605 ## A/W = (C/ s ) /( J/ s ) = C/J
606 ## To convert from A/W to response per photon :
607 ## A/W*( E photon / # of photons ) = [C/J ] * [ J/photons ] = C
/photon
608 ## [C/photon ] * [ e l e c t r on /C] = e l e c t r o n s / photon
609
610 hc = (1 .23984193) *1 e3 # [ eV*nm]
611
612 def photon energy ( lam) :
613
614 ## Ca l cu l a t e s the photon energy given wavelength .
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615
616 return ( hc/lam)
617
618 def FowlerDist ( lam , R, A) :
619
620 ## Ca l cu l a t e s the Fowler d i s t r i b u t i o n : Sqrt ( charge /
absorbed photon )
621
622 return np . sq r t ( ( photon energy ( lam) **2) *(R/A) )
623
624 Respons iv i ty data = s e l f . LoadRespDataFromFiles ( )
625 Absorpt ion Extract = Absorpt ion Ana lys i s ( s e l f . MetalName ,
s e l f . ThicknessDict )
626 Absorption = Absorpt ion Extract . ProcessAndInterpo late ( ) [
’ I n t e rpo l a t ed ’ ]
627
628 Sqrt EphIQE = {} # Square root o f IQE a . k . a . Fowler
D i s t r i bu t i on
629
630 for fi lmname in s e l f . FilmNames :
631 Sqrt EphIQE [ filmname ] = {}
632 i f s e l f . MetalName == ’PureAg ’ :
633 ATR = Calculate ATR FromEllipsometry ( s e l f .
MetalName ,
634 s e l f . ThicknessDict ,
Respons iv i ty data [ filmname ] [ ’ lam ’
] )
635 A = ATR[ ’A ’ ] [ fi lmname ]
636 else :
637 R = Absorption [ filmname ] [ ’R ’ ] ( Respons iv i ty data [
filmname ] [ ’ lam ’ ] )
638 T = Absorption [ filmname ] [ ’T ’ ] ( Respons iv i ty data [
filmname ] [ ’ lam ’ ] )
639 A = 1−R−T
640 Sqrt EphIQE [ filmname ] [ ’Eph ’ ] = photon energy (
Respons iv i ty data [ filmname ] [ ’ lam ’ ] )
641 Sqrt EphIQE [ filmname ] [ ’SqR ’ ] = FowlerDist (
Respons iv i ty data [ filmname ] [ ’ lam ’ ] ,
642 Respons iv i ty data [ filmname ] [ ’R ’ ] , A)
643
644 return Sqrt EphIQE
645
646 def PlotSqrtIQE ( s e l f ) :
647
648 Sqrt IQE = s e l f . Ca lcu late Sqrt IQE ( )
649
650 pf . i n i t p l o t t i n g ( )
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651 p l t . f i g u r e ( )
652 p l t . x l ab e l ( ’ Photon energy (eV) ’ )
653 p l t . y l ab e l ( ’ Sqrt (IQE) ’ )
654 p l t . xl im ( [ 0 . 8 3 , 1 . 0 ] )
655
656 for index , filmname in enumerate ( s e l f . FilmNames ) :
657 p l t . p l o t ( Sqrt IQE [ filmname ] [ ’Eph ’ ] , Sqrt IQE [
filmname ] [ ’SqR ’ ] ,




662 def Fowler Fi t ( s e l f ) :
663
664 Sqrt IQE = s e l f . Ca lcu late Sqrt IQE ( )
665
666 def l i n e e q (Ep , m, phiB ) :
667 return m*Ep + phiB
668
669 def f i n d b a r r i e r h e i g h t (Eph , SqR) :
670
671 ## Fit a l i n e to the l i n e a r r eg i on o f the Fowler
d i s t r i b u t i o n and so l v e
672 ## fo r the b a r r i e r he ight ( aka the x i n t e r c e p t ) .
673
674
675 # Linear f i t r eg i on
676 Fit Reg ion = np . l o g i c a l a nd (Eph > 0 . 85 , Eph < 0 . 98 )
677 Eph f i t = Eph [ Fit Reg ion ]
678 SqR f i t = SqR [ Fit Reg ion ]
679
680 # Fit data
681 f i t v a l s , e r r = opt . c u r v e f i t ( l i n e e q , Eph f i t ,
SqR f i t )
682
683 ph iB ca l c = − f i t v a l s [ 1 ] / f i t v a l s [ 0 ]
684
685 return phiB calc , f i t v a l s
686
687 Fowle r F i t Va l s = { ’PhiB ’ : {} , ’ F i tValues ’ : {}}
688
689 for index , filmname in enumerate ( s e l f . FilmNames ) :
690 phib , f i t v a l s = f i n d b a r r i e r h e i g h t ( Sqrt IQE [
filmname ] [ ’Eph ’ ] ,
691 Sqrt IQE [ filmname ] [ ’
SqR ’ ] )
692 Fowle r F i t Va l s [ ’PhiB ’ ] [ fi lmname ] = phib
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693 Fowle r F i t Va l s [ ’ F i tValues ’ ] [ fi lmname ] = f i t v a l s
694
695 return Fowle r F i t Va l s
696
697
698 def PlotAl lFowle rF i t ( s e l f ) :
699
700 Sqrt IQE = s e l f . Ca lcu late Sqrt IQE ( )
701 FowlerFitValues = s e l f . Fowler Fi t ( )
702
703 p l t . f i g u r e ( f i g s i z e =(4 ,6) )
704 p l t . xl im ( [ 0 . 8 , 1 . 0 ] )
705 p l t . yl im ( [ 0 . 0 0 , 0 . 0 8 ] )
706 p l t . x l ab e l ( ’ Photon energy (eV) ’ )
707 p l t . y l ab e l ( ’ Sqrt (IQE) ’ )
708
709 def l i n e e q (Ep , m, phiB ) :
710 return m*Ep + phiB
711
712 E p h f i t l i s t = np . l i n s p a c e ( 0 . 1 , 1 . 0 , 100)
713
714 for index , filmname in enumerate ( s e l f . FilmNames ) :
715 p l t . p l o t ( Sqrt IQE [ filmname ] [ ’Eph ’ ] ,
716 Sqrt IQE [ filmname ] [ ’SqR ’ ] , c o l o r=c o l o r s [
index ] ,
717 marker=’ o ’ , lw=0)
718 p l t . p l o t ( E p h f i t l i s t , l i n e e q ( E p h f i t l i s t ,
719 *FowlerFitValues [ ’ F i tValues ’ ] [ fi lmname ] ) ,




723 def Extract R v Th ( s e l f , Eph se l e c t ) :
724
725 FowlerFitValues = s e l f . Fowler Fi t ( )
726
727 def l i n e e q (Ep , m, phiB ) :
728 return m*Ep + phiB
729
730 phiB avg = np . average ( l i s t ( FowlerFitValues [ ’PhiB ’ ] .
va lue s ( ) ) )
731
732 R v T = {}
733 for fi lmname in s e l f . FilmNames :
734 R v T [ filmname ] = (1/ Eph se l e c t ) *( l i n e e q ( Eph se l ect
,
735 FowlerFitValues [ ’ F i tValues ’ ] [ fi lmname ] [ 0 ] ,
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736 −FowlerFitValues [ ’ F i tValues ’ ] [ fi lmname ] [ 0 ] *
phiB avg ) ) **2 .0
737
738 return R v T
739
740 def Plot R v Th ( s e l f , Eph se l e c t ) :
741
742 R v T = s e l f . Extract R v Th ( Eph se l e c t )
743
744 pf . i n i t p l o t t i n g ( )
745 p l t . f i g u r e ( )
746 p l t . x l ab e l ( ’Metal t h i c kne s s (nm) ’ )
747 p l t . y l ab e l ( ’IQE ’ )
748
749 for index , filmname in enumerate ( s e l f . FilmNames ) :
750 p l t . semi logy ( s e l f . ThicknessDict [ filmname ] , R v T [
filmname ] ,




755 def Extract Attenuat ion Length Linear ( s e l f , Eph se l ect ,
pr intVal=False ) :
756
757 R v T = s e l f . Extract R v Th ( Eph se l e c t )
758
759 R f i t = np . array ( [ ] )
760 t h f i t = np . array ( [ ] )
761 for fi lmname in s e l f . FilmNames :
762 R f i t = np . append ( R f i t , R v T [ filmname ] )
763 t h f i t = np . append ( t h f i t , s e l f . ThicknessDict [
filmname ] )
764
765 def l o gR f i t ( t , m, b) :
766 return m* t + b
767
768 f i t lR1 , e r r lR1 = opt . c u r v e f i t ( l o gR f i t , t h f i t , np . l og (
R f i t ) )
769
770 Atten Length = {}
771
772 perr = np . sq r t (np . diag ( er r lR1 ) )
773 Atten Length [ ’L ’ ] = −1/ f i t l R 1 [ 0 ]
774 Atten Length [ ’ Error ’ ] = Atten Length [ ’L ’ ]* perr [ 0 ] / np . abs
( f i t l R 1 [ 0 ] )
775 Atten Length [ ’ F itValues ’ ] = f i t l R 1
776
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777 i f pr intVal :
778 print ( ’ Attenuation Length : ’+s t r ( Atten Length [ ’L ’ ] ) )
779 print ( ’ Attenuation Length Error : ’+s t r ( Atten Length [
’ Error ’ ] ) )
780
781 return Atten Length
782
783
784 def Plot R v Th LinearFi t ( s e l f , Eph se l e c t ) :
785
786 R v T = s e l f . Extract R v Th ( Eph se l e c t )
787 Atten Length = s e l f . Extract Attenuat ion Length Linear (
Eph se l e c t )
788 th i c kn e s s e s = s e l f . ThicknessDict . va lue s ( )
789
790 def l o gR f i t ( t , m, b) :
791 return m* t + b
792
793 t h f i t = np . l i n s p a c e (min ( t h i c kn e s s e s )−5, max( t h i c kn e s s e s )
+5 ,100)
794
795 pf . i n i t p l o t t i n g ( )
796 p l t . f i g u r e ( )
797 p l t . y l ab e l ( ’IQE ’ )
798 p l t . x l ab e l ( ’Metal t h i c kne s s (nm) ’ )
799
800 p l t . semi logy ( t h f i t , np . exp ( l o gR f i t ( t h f i t , *Atten Length
[ ’ F itValues ’ ] ) ) ,
801 ’ k ’ , lw = 2)
802
803 for index , filmname in enumerate ( s e l f . FilmNames ) :
804 p l t . semi logy ( s e l f . ThicknessDict [ filmname ] , R v T [
filmname ] ,
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[33] C. Hägglund, S. P. Apell, and B. Kasemo, Nano Letters 10, 3135 (2010).
154
[34] J. M. Llorens, J. Buencuerpo, and P. A. Postigo, Applied Physics Letters
105, 231115 (2014).
[35] S. S. Mirshafieyan, H. Guo, and J. Guo, IEEE Photonics Journal 8, 1 (2016).
[36] H. Song, L. Guo, Z. Liu, K. Liu, X. Zeng, D. Ji, N. Zhang, H. Hu, S. Jiang,
and Q. Gan, Advanced Materials 26, 2737 (2014).
[37] H. Dotan, O. Kfir, E. Sharlin, O. Blank, M. Gross, I. Dumchin, G. Ankonina,
and A. Rothschild, Nature Materials 12, 158 (2012).
[38] E. F. C. Driessen and M. J. A. de Dood, Applied Physics Letters 94, 171109
(2009).
[39] J. Park, J.-H. Kang, A. P. Vasudev, D. T. Schoen, H. Kim, E. Hasman, and
M. L. Brongersma, ACS Photonics 1, 812 (2014).
[40] E. D. Palik, Handbook of Optical Constants of Solids, I-III (Elsevier Inc, Am-
sterdam, 1998).
[41] J. H. Weaver, E. Colavita, D. W. Lynch, and R. Rosei, Physical Review B
19, 3850 (1979).
[42] V. P. Zhukov, E. V. Chulkov, and P. M. Echenique, Physical Review B 73,
125105 (2006).
[43] P. Dey, W. Weber, K. Inomata, N. Ikeda, N. Tezuka, F. Offi, S. Iacobucci,
L. Petaccia, P. D. Johnson, M. S. Altman, M. Yasuda, K. Tamura, H. Kawata,
R. Zdyb, and E. Bauer, J. Phys.: Condens. Matter 25, 272201 (2013).
[44] Z.-J. Ding and R. Shimizu, Scanning 18, 92 (1996).
[45] W. Mönch, Surface Science 21, 443 (1970).
[46] B. Y. Zheng, H. Zhao, A. Manjavacas, M. McClain, P. Nordlander, and N. J.
Halas, Nature Communications 6, 7797 (2015).
[47] M. Casalino, G. Coppola, M. Gioffre, M. Iodice, L. Moretti, I. Rendina, and
L. Sirleto, Journal of Lightwave Technology 28, 3266 (2010).
[48] C. Gong and M. S. Leite, ACS Photonics 3, 507 (2016).
[49] T. Gong and J. N. Munday, Optical Materials Express , 2501,.
[50] K. Luke, Y. Okawachi, M. R. E. Lamont, A. L. Gaeta, and M. Lipson, Optics
Letters 40, 4823 (2015).
[51] F. Wang and N. A. Melosh, Nano Letters 11, 5426 (2011).
[52] T. Gong and J. N. Munday, Nano Letters 15, 147 (2015).
155
[53] T. Gong and J. N. Munday, Applied Physics Letters 110 (2017),
10.1063/1.4973814.
[54] K.-H. Kim and Q.-H. Park, Scientific Reports 3, 1062 (2013).
[55] H. Macleod, Thin-Film Optical Filters , 3rd ed., Vol. 20010719 (Taylor & Fran-
cis Group, 2001).
[56] Y.-J. Jen, C.-C. Lee, K.-H. Lu, C.-Y. Jheng, and Y.-J. Chen, Optics Express
23, 33008 (2015).
[57] C. Pinheiro, J. Rocha, L. Goncalves, S. Lanceros-Mendez, and G. Minas, in
2006 IEEE International Symposium on Industrial Electronics , Vol. 4 (IEEE,
2006) pp. 2778–2783.
[58] L. A. Weinstein, W.-C. Hsu, S. Yerci, S. V. Boriskina, and G. Chen, Journal
of Optics 17, 55901 (2015).
[59] S. W. Corzine, R. S. Geels, J. W. Scott, R. Yan, and L. A. Coldren, IEEE
Journal of Quantum Electronics 25, 1513 (1989).
[60] Y. O. Barmenkov, D. Zalvidea, S. Torres-Peiró, J. L. Cruz, and M. V. Andrés,
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[96] N. A. Güsken, A. Lauri, Y. Li, T. Matsui, B. Doiron, R. Bower, A. Regoutz,
A. Mihai, P. K. Petrov, R. F. Oulton, L. F. Cohen, and S. A. Maier, ACS
Photonics 6, 953 (2019).
[97] M. A. Kats, R. Blanchard, S. Ramanathan, and F. Capasso, Optics and
Photonics News 25, 40 (2014).
[98] N. Ahmad, J. Stokes, N. Fox, M. Teng, and M. Cryan, Nano Energy , 777.
[99] M. Born and E. Wolf, Optics & Laser Technology , 7th ed. (Cambridge Uni-
versity Press, Cambridge, 1999) pp. 64–67.
[100] G. V. Naik, J. Kim, and A. Boltasseva, Optical Materials Express 1, 1090
(2011).
[101] S. K. Cheung and N. W. Cheung, Applied Physics Letters 49, 85 (1986).
[102] S. M. Sze and K. K. Ng, Physics of Semiconductor Devices , 3rd ed. (John
Wiley & Sons, Inc.; NJ, 2007).
[103] R. Vlutters, O. M. J. van ’t Erve, R. Jansen, S. D. Kim, J. C. Lodder,
A. Vedyayev, and B. Dieny, Physical Review B 65, 024416 (2001).
[104] P. Niedermann, L. Quattropani, K. Solt, I. Maggio-Aprile, and O. Fischer,
Physical Review B 48, 8833 (1993).
[105] G. Fischer, H. Hoffmann, and J. Vancea, Physical Review B 22, 6065 (1980).
[106] J. L. Garrett and J. N. Munday, Nanotechnology 27, 245705 (2016).
158
[107] T. Schultz, S. Vogt, P. Schlupp, H. von Wenckstern, N. Koch, and M. Grund-
mann, Physical Review Applied 9, 064001 (2018).
[108] P. Tove, S. Hyder, and G. Susila, Solid-State Electronics 16, 513 (1973).
[109] A. J. Leenheer, P. Narang, N. S. Lewis, and H. A. Atwater, Journal of Applied
Physics 115, 134301 (2014).
[110] A. Tanaka, K. Teramura, S. Hosokawa, H. Kominami, and T. Tanaka, Chem-
ical Science 8, 2574 (2017).
[111] A. G. Brolo, Nature Photonics 6, 709 (2012).
[112] J. N. Anker, W. P. Hall, O. Lyandres, N. C. Shah, J. Zhao, and R. P. Van
Duyne, Nature Materials 7, 442 (2008).
[113] S. Lal, S. Link, and N. J. Halas, Nature Photonics 1, 641 (2007).
[114] R. Sundararaman, P. Narang, A. S. Jermyn, W. A. Goddard III, and H. A.
Atwater, Nature Communications 5, 5788 (2014).
[115] M. Valenti, A. Venugopal, D. Tordera, M. P. Jonsson, G. Biskos, A. Schmidt-
Ott, and W. A. Smith, ACS Photonics 4, 1146 (2017).
[116] P. West, S. Ishii, G. Naik, N. Emani, V. Shalaev, and A. Boltasseva, Laser &
Photonics Reviews 4, 795 (2010), arXiv:arXiv:1108.0993v1 .
[117] L. F. Mondolfo, Aluminum alloys : structure and properties (Butterworth &
Co Ltd, 1979) p. 986.
[118] M. B. Cortie and A. M. McDonagh, Chemical Reviews 111, 3713 (2011).
[119] J. P. McClure, J. Boltersdorf, D. R. Baker, T. G. Farinha, N. Dzuricky, C. E. P.
Villegas, A. R. Rocha, and M. S. Leite, ACS Applied Materials & Interfaces
11, 24919 (2019).
[120] C. Gong, M. R. S. Dias, G. C. Wessler, J. A. Taillon, L. G. Salamanca-Riba,
and M. S. Leite, Advanced Optical Materials 5, 1600568 (2017).
[121] S. Link, Z. L. Wang, and M. A. El-Sayed, The Journal of Physical Chemistry
B 103, 3529 (1999).
[122] M. P. Mallin and C. J. Murphy, Nano Letters 2, 1235 (2002).
[123] J. Rivory, Physical Review B 15, 3119 (1977).
[124] J. Sinzig, U. Radtke, M. Quinten, and U. Kreibig, Zeitschrift fr Physik D
Atoms, Molecules and Clusters 26, 242 (1993).
[125] D. Rioux, S. Vallières, S. Besner, P. Muñoz, E. Mazur, and M. Meunier,
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