Abstract: In many scenarios, a patient in medical research is treated as a statistical unit. However, in some scenarios, we are interested in treating aggregate data as a statistical unit. In such situations, each set of aggregated data is considered to be a concept in a symbolic representation, and each concept has a hyperrectangle or multiple points in the variable space. To construct a tree-structured model from these aggregate survival data, we propose a new approach, where a datum can be included in several terminal nodes in a tree. By constructing a model under this condition, we expect to obtain a more flexible model while retaining the interpretive ease of a hierarchical structure. In this approach, the survival function of concepts that are partially included in a node is constructed using the Kaplan-Meier method, where the number of events and risks at each time point is replaced by the expectation value of the number of individual descriptions of concepts. We present an application of this proposed model using primary brain tumor patient data. As a result, we obtained a new interpretation of the data in comparison to the classical survival tree modeling methods.
Introduction
In the field of medical research, the prediction of survival time based on patient information is an important problem. Because of the presence of censored data, this problem cannot be treated as a simple regression problem. One choice for modeling these data is the survival tree, which is constructed in a non-parametric framework. This model has an important advantage in that the relationship between the covariates and hazards can be easily determined from the hierarchical structure. Tree-based methods were introduced by Morgan and Sonquist [1] and developed by Breiman et al. [2] as the Classification and Regression Trees (CART) algorithm, which is extensively used for constructing tree models. The CART algorithm is composed of splitting, pruning, and selection steps. The learning samples are recursively dichotomized in the splitting step and an optimal-sized tree model is constructed in the pruning and selection steps.
Gordon and Olshen [3] were the first to use the tree-structured model for survival data. They constructed a model in which the L 1 -Wasserstein distance between the Kaplan-Meier survival curves of two child nodes is maximized by splitting. As a natural expansion of the fact that the estimation in each node is given by a nonparametric framework, Leblanc and Crowley [4] constructed a model using log-rank test statistics. Whereas the method proposed by Breiman et al. is based on minimizing the impurity measure in a model, Leblanc and Crowley maximized the splitting measure in the model by proposing a new pruning approach known as the split-complexity measure. Along with these approaches, various authors have proposed splitting criteria and methods for constructing a tree-structured model using survival data [5] [6] [7] [8] [9] [10] . A comparative study of these splitting criteria has been performed Shimokawa et al. [11] .
In these approaches, each patient is treated as a statistical unit. This classical representation is considered obvious in many scenarios because we are usually interested in identifying the variables that can explain the events of patients who has the near values. However, in some scenarios, we are interested in treating the aggregate data as a statistical unit. For example, the goal of one study was to determine whether the type of hospital pathway followed by a patient is predictive of one-year survival Quantin et al. [12] . Because the pathway is considered to be a mediating variable for other prognostic factors, as it is for other factors, this is problematic. They addressed this problem by aggregating the patients who followed a given pathway and constructed a classification tree based on a symbolic analytic method. This approach enabled them to successfully obtain a new interpretation of the data.
In classical analysis, the patient data of p random variables are represented as a single point in p-dimensional space. In contrast, the aggregated data is represented as a p-dimensional hyperrectangle in ℜ p for continuous variables or a Cartesian product of p distributions for categorical variables in a symbolic analytic method. In Bertrand and Goupil [13] , the basic statistics for interval-valued symbolic variables are given based on the assumption that an individual concept is uniformly distributed over its interval. For a detailed description of symbolic variables, see Billard and Diday [14] , Bock and Diday [15] , Diday and Noirhomme-Fraiture [16] . In addition, the basic ideas and methods for symbolic data analysis are described in Billard and Diday [17] .
As tree-structured modeling methods are based on a symbolic approach, a few methods have been proposed. In Mballo and Diday [18] , a classification tree method based on interval-valued explanatory variables was proposed. In their research, the response variable was assumed to be a classical categorical variable, and the Kolmogorov-Smirnov criterion was used for the splitting rule. As introduced earlier, Quantin et al. [12] presented the classification tree that was constructed based on modal multi-valued explanatory variables. In Shimokawa et al. [19] , a method was proposed for the construction of a regression tree based on interval-valued response and explanatory variables. In this research, the response variable was treated as a modal binary variable.
Although several symbolic approaches for survival data have been proposed, none of the modeling methods based on survival functions are constructed of symbolic variables of aggregate data. Hence, in this paper, we propose a new approach to model aggregate survival data based on the CART algorithm. In our model, a concept can be included in several terminal nodes in a tree because each concept of aggregate data has a hyperrectangle or multiple points in the covariate space. The survival function, comprising concepts that are partially included in a node, is then constructed based on the Kaplan-Meier method [20] , where the number of events and risks at each time point is replaced by the expectation value of the number of individual descriptions of concepts. The distance measure between two survival functions obtained by this method is used as the splitting criterion for a node to construct a binary tree model. The pruning and selection of the tree is performed using the split-complexity measure and bootstrap methods.
The remainder of this paper is organized as follows. In Section 2, we present the motivating example which will analyse by proposed approach in later. In Section 3, we introduce the notation for symbolic data and tree models as well as propose the construction method for survival functions based on concepts that may be partially included in a node. In Section 4, the construction algorithm for the CART-based treestructured model using aggregate survival data is described. In Section 5, the results of simple simulation studies are described. The results of applying the proposed model to the example data are described in Section 6. Finally, we conclude this paper in Section 7.
Motivating example
As an example of motivation to analysis the data by aggregating, we present an application of the proposed method using data of patients with primary brain tumors conducted by the Japan Neurosurgical Society [21, 22] . These data consist of cases that were newly diagnosed during 2001-2004 and the data were collected from 2009 until the end of 2012 by 109 institutions consisting of universities, colleges, and hospitals with boards authorized by the Japan Neurosurgical Society. In our analysis, an event is defined as recurrence or death resulting from any cause. The covariates for this data are listed in Table 1 and the Kaplan-Meier survival curve obtained by these patients is shown in Figure 1 . We used the data of 8,231 patients without any missing covariate values.
Data aggregation is based on three criteria: patient neighborhood, institution providing treatment, and tumor histology according to the WHO classification. In the case of the patient neighborhood, we are interested in identifying the variables that could explain the recurrence or death of patients who lived in the same neighborhood. In the case of the second criterion, we are interested in identifying the variables that could explain the recurrence or death of patients who were treated in the same institution. These two criteria for aggregation cannot be considered to be potential predictor variables for death or recurrence at the same level as other variables such as the patient age or number of tumors. However, they can be considered to be intermediate variables between the predictor variables and death or recurrence. That is, variables such as the patient age or degree of severity affect the neighborhood in which they choose to live and the institution the patient chooses for treatment. In turn, the neighborhood and institution affect the decision or timing of treatment, and this could affect death or recurrence. The third criterion is the tumor histology according to the WHO classification. In this case, the class of tumor histology can be considered to affect the death or recurrence of patients. Our goal in this case is to identify the variables that can categorize the class of histology that affects the recurrence or death of patients. The results of applying the proposed model to the data are described in Section 7. Gender Let Y and C be the true survival and censored time, respectively. The observation time is then given by X = min(Y, C). The censor indicator is denoted by δ = I(Y ≤ C), which is 1 if the observation includes an event and 0 if the observation is censored. Let Z = (Z 1 , . . . , Z p ) be a p-dimensional covariate vector, which for each variable is given as a continuous or categorical variable. An observed learning sample is represented by Table 2 . To focus the analysis on hospitals rather than on individual patients, we need to aggregate the observations of the clinical information within the same hospitals. The concept therefore becomes a hospital, and each variable takes the form of a symbolic variable, as shown in Table 3 . In the case of We define the aggregate learning sample as ℒ = {(x u , z u ); ω u ∈ E = {ω 1 , . . . , ω m }}. Let Ω u be the set of i ∈ Ω that makes up the concept ω u . The observation time X is then given as a modal interval-valued random variable, and the realization of concept ω u takes the form 
For example, in the case of Table 3 , the concept ω 1 represents Hospital 1, and it consists of the set of patients who were treated in Hospital 1. The minimum and maximum event times of patients that make up ω 1 are a 11 = 30 and b 11 = 60, respectively. Similarly, the minimum and maximum censored times of patients included in ω 1 are a 21 = 27 and b 21 = 27, respectively. The relative frequencies of patients who experienced the event and censoring are p 11 = 2/3 and p 21 = 1/3, respectively.
For the covariates, if Z j takes a continuous value (j = 1, . . . , p), then the realization of Z j for concept ω u is given by
In the case of Table 3 , the value of age (Z 1 ) is continuous, and the minimum and maximum age of patients included in Hospital 1 (ω 1 ) are c 11 = 24 and d 11 = 52, respectively.
If Z j takes a categorical value with possible values F = {f j1 , . . . , f j C j }, then the realization of Z j for concept ω u is given by
In the case of Table 3 , gender (Z 2 ) takes a categorical value with possible values F = {f 21 = Male, f 22 = Female}. The relative frequencies of male and female patients that are included in Hospital 1 are p 211 = 1/3 and p 221 = 2/3, respectively.
In this study, we assume that X is a discrete random variable and its possible values are x 1 < x 2 <. . . . Moreover, it is assumed that within both intervals [a 1u , b 1u ] and [a 2u , b 2u ], each individual description × is uniformly distributed across that interval. It follows that, for each x k (k = 1,2, . . .),
The observed frequency for x k is then defined as
For the continuous variable Z j , we assume that the individual descriptions z for ω u are uniformly distributed over the interval Z ju . It follows that
For further details regarding symbolic data, see Billard and Diday [14] .
Tree-structured model and survival function
The tree-structured model is a well-established technique whose goal is to split the data into groups with differing survival using covariates. The CART algorithm for constructing the model using a data set A. Shimokawa et al.: Tree Based Method comprises three steps: splitting, pruning, and selection. In the splitting step, all samples are recursively divided and the maximum-size tree model is constructed. In the pruning and selection steps, an optimalsize tree is constructed from the maximum-size tree. We denote a node in tree T as t. LetT be the set of terminal nodes of T that represents the nodes at the bottom layer of the tree. Further, S denotes the set of internal nodes of T, which are the nodes other than those at the bottom layer of the tree. A split in each node t can be induced by any question of the form "Z ∈ R t ?," where R t ⊂ R p and R p is the p-dimensional covariate space. The most widely used splitting rule consists of a single covariate Z j . If Z j is a continuous variable, then the rule is of the form of "Z j ≤ s?" If Z j is a categorical variable with possible values F = {f j1 , . . . f jCj }, then the rule is of the form of "Z j ∈ R tj ?" where R tj ⊂ F. In the classical data case, each sample is represented by a single point in R p , and therefore it is included in a single terminal node of the tree. In our case, the aggregated data have symbolic variables instead, and each concept is represented as a p-dimensional hyperrectangle in the covariate space R p , or a Cartesian product of p distributions. Each concept then has the possibility of separation by a split, and therefore, it is natural to construct a model such that a concept can be included in several terminal nodes of a tree. Let R t = R t 1 × . . . × R t p be the region of a node t in R p , where
and C′ t ≤ C j . The observed frequency of a concept ω u included in node t is then given by
where || · || is the length of the interval, and I j is 1 if Z j is a continuous variable and 0 if Z j is a categorical variable. For example, in the case of Table 3 , let the region of a node t be R t = R t 1 × R t 2 , where R t 1 = [0, 30] and R t2 = {f 21 ′ = Female}. Then, the observed frequency of a concept ω 1 included in the node is given by f t (1) = (|| 30-24 ||/|| 52-24 ||) × (2/3) = 1/7. The total observed frequency included in t is given by
The sum of the observed frequency f t (u) of ω u included in all terminal nodes t 2T is 1, and the sum of the total observed frequency f t included in all terminal nodes t 2T is m.
In the analysis of a survival tree based on classical data, the survival function of each nodeŜ t x k ð Þ is constructed using the learning samples included in the node based on the Kaplan-Meier method [20] . Because each learning sample is included in a single terminal node, the amount of information in a sample used for estimating S t (x k ) is considered to be equal to other samples in the same node. However in our approach, a concept can be included in several terminal nodes in a tree. Hence, we need to define the estimation method for the survival function of each node considering the amount of information for the concept included in that node. Based on the Kaplan-Meier method, we define the estimator of the survival function for node t using the observed frequency of concepts that are included in t aŝ
where a 1 1 ð Þ = min ω u a 1u ð Þ, and d t (x k ) represents the number of events for x k included in node t, weighted by the observed frequencies of concepts (1) and (2) as
Similarly, n t (x k ) represents the number of risks for x k included in node t, weighted by the observed frequencies of concepts as
The first term on the right-hand side of eq. (5) represents the weighted sum of the event data, and the second term represents the weighted sum of the censored data.
In the case of Table 3 as an example, suppose the observed frequency of the concept ω 1 included in a node t is given by f t (1) = 1/7. Moreover, it is assumed that we want to estimate the survival function for node t at We can interpret this proposed survival estimator as follows. Because we assume the individual description of variable X for each concept is uniformly distributed across the observed interval, the term containing the fraction multiplied by p 1u in eq. (4) represents the probability that the description included in concept ω u will experience an event at x k . Similarly, the terms of the fractions multiplied by p 1u and p 2u in eq. (5) represent the probabilities that the description in ω u is included in the risk set at x k . Moreover, the number of observed frequencies f t (u) in eqs (4) and (5) can be considered to be the probability that the descriptions that are included in concept ω u will be included in node t. Therefore, d t (x k ) represents the expected value that the individual descriptions of the learning samples will be included in node t and experience an event at x k , for which the sum of the number of individual descriptions in each concept is standardized to 1. Similarly, n t (x k ) represents the expected value that the individual descriptions of the learning samples will be included in node t and the risk set at x k . Therefore, the proposed survival estimator is constructed by replacing the number of observations in the Kaplan-Meier method with these expected values for the number of individual descriptions. If a data set consists of classical variables only, then this estimator takes the same value as the Kaplan-Meier estimate.
Based on this survival function, we construct a tree-structured model. By constructing a model using this framework, we expect to obtain a more flexible model than one that separates the data completely. At the same time, we expect to retain the interpretive ease of a tree-structured model. That is, if a concept is included in a single terminal node t, then the concept is considered to be sufficiently suitable for that node. On the other hand, if the concept is included in several terminal nodes, the concept is not sufficient to represent survival using a single node. In other words, it is uncertain in which region of the terminal nodes this concept should be included. This uncertainty is reflected by separating the concept using the number of observed frequencies as a criterion of the uncertainty. Therefore, in our approach, the existence of the splitting rule in each node is intended to provide an effective weighting rule for concepts rather than to divide the data completely.
Tree construction algorithm 4.1 Splitting method on aggregate data
In the splitting step of the CART algorithm, a learning sample set ℒ is recursively divided and a maximumsized tree is constructed. As mentioned in the previous section, each concept in ℒ can be included in several terminal nodes in our model. Here, we consider the division of a node t into two child nodes t L and t R . Let ℒ t = {(x u ,z u , f t (u)); ω u ∈ E} be the learning samples in t, where f t (u) is the observed frequency of ω u included in t and is defined according to eq. (2).
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If a continuous variable Z j is considered for splitting t and the form of the rule is defined as "Z j ≤ s?", then the total observed frequencies included in the left child node t L is given by
Similarly, the total of the observed frequencies included in the right child node t R is given by
For example, in the case presented in Table 3 , suppose that the age Z 1 and a threshold s = 28 are considered for splitting a node t. As illustrated in previous examples, suppose the region of t for Z 1 is R t1 = [0, 30], and the observed frequency of the concept ω 1 included in the node is f t (1) = 1/7. Then the interval of Z 11 = [24, 52] included in R t1 is c If variable Z j is a categorical variable and the form of the rule is defined as "Z j ∈ R t L j?," where
is a subset of R tj , then the total observed frequency included in the left child node t L is given by
Similarly, using the relative complement R t R j of R t L j in R tj , the total observed frequency included in the right child node t R is given by
Using these observed frequencies, the survival functionsŜ L x k ð Þ andŜ R x k ð Þ of the two child nodes can be estimated from eq. (3). Searching for the optimal splitting rule for node t that maximizes some improvement criterion H(t) requires us to evaluate each possible splitting rule. In our study, H(t) is defined to be a distance measure between survival functions estimated by two child nodes. In classical analysis, the distance measure for splitting in a survival tree was proposed by Gordon and Olshen [3] , who used the L 1 -Wasserstein distance between the Kaplan-Meier survival curves for splitting. We use the same distance measure. Let m L and m R be the limits ofŜ L x k ð Þ andŜ R x k ð Þ, respectively. We define x m to be
We then define the distance measure between survival functions estimated by two child nodes as
If Z j is a categorical variable, then we calculate H(t) for all possible combinations of categories. That is, the number of combinations (or splitting rules for Z j ) to be evaluated is 2 C′ t − 1 − 1. If Z j is a continuous variable, we first sort the c ju and d ju that are included in region R t in ascending order (ξ(1), ξ (2), . . .). Next, for each interval between the two points ξ (l) and ξ (l + 1 ), we calculate H(t) for the points, defined as
< :
For all possible splitting rules, we calculate H(t) and find the split that maximizes it. By repeating this procedure, we construct the maximum-sized tree. The stopping rule for growing the tree is defined using the number of observed frequencies of concepts or events included in each of the terminal nodes.
Pruning and selection steps
We avoided the problem of over learning by using the pruning and selection steps from the CART algorithm. In the pruning step, the set of nested subtrees is obtained by recursively removing the splits in the maximum-size tree. For this purpose, we used the split-complexity measure [4] :
where G(t) is a measure of the separation between t L and t R , and |S| is the number of internal nodes of T, which is a complexity measure of the tree. The measure G α (T) returns a high value when the degree of separation in each internal node of T is high and the model is simple. The optimal subtree for an arbitrary α is determined using these measures. If the value of α is 0, then the optimal subtree is the maximum-size tree. If α approaches ∞, on the other hand, then a subtree consisting of the root node only (that is, a model that is not considered to be a tree structure) is selected as the optimal subtree. The set of optimal subtrees is given by gradually increasing α from 0. It can be guaranteed that these subtrees have nesting structures because of this algorithm. The optimal subtree is selected from the set of pruned subtrees by determining an optimal tree size in the selection step. If a set of large samples is available, we can use the test sample method. That is, we divide the data ℒ into a learning set ℒ l to grow the tree and a test set ℒ t to evaluate the performance of the tree. The maximum-size tree and nested subtrees are obtained using ℒ l and the data in ℒ t are sent down each of the subtrees. The G(t) is then calculated for each internal node t ∈ S using the data in ℒ t . The subtree that maximizes G α c ðTÞ is chosen as the best tree-structured model. The penalty α c must be pre-determined. However, in general, a large test sample will not be available to us. In this case, we need to use resampling and bias correction methods to select the optimal subtree. In this study, we use the bootstrap algorithm for this purpose. A detailed description of this technique can be found in Leblanc and Crowley [4] .
In eq. (7), G(t) is calculated by using the log-rank test statistic in Leblanc and Crowley [4] , which enables a theoretically optimal cost α c to be selected in the selection step. That is, if G(t) is approximately χ 2 1 distributed in the two-sample case when there is no difference between groups, a penalty α c = 4 corresponds roughly to a significance level of 5 % for a split. If α c = 2, then the split corresponds to the AIC. The log-rank test can be interpreted as the square of the standardized difference between the observed and expected number of events based on the hypergeometric distribution with parameters n t (x), d t (x), and n L (x). In the classical data case, the observed number of events at each time point is given as a positive integer. However, in our approach, the number of events at each time point is not given as an integer, but as a positive real number instead. Therefore, we need to consider a continuous distribution of the number of events for calculating G(t).
We overcame this problem by using the hypergeometric distribution with parameters n t (x k ), n L (x k ), and d t (x k ), defined by the gamma functions:
where α(y), β(y), and γ are defined as follows:
Here, η is the normalization factor of the distribution:
As is the case with classical data, if n t (x k ), n L (x k ), and d t (x k ) take only positive integers at all nodes and time points, then the value of η is given by 1, and eq. (8) is equivalent to the hypergeometric distribution with parameters n t (x k ), n L (x k ), and d t (x k ). Based on this distribution eq. (8), we define the measure of separation between t L and t R as
where E L (x k ) and Var L (x k ) are the expectation and variance, respectively, of the number of events for t L at x k , obtained from eq. (8) . In the case of classical data, the value of eq. (9) is equivalent to the value of the ordinary log-rank test statistic. In the case of symbolic data, unfortunately, η, E L (x k ), and Var L (x k ) cannot be derived by analytical calculation. However, we can use a numerical analytical approach to calculate the value of eq. (9). In this study, we used the int function of MATLAB (Version R2015a, Mathworks Inc., Natick, MA, USA). Equation (9) is only changed by the ordinary log-rank test statistics to take a real number between 0 and 1 for each of its composition elements. Therefore, if an element of G(t) takes a value between 0 and 1, it will take a value of between the log-rank test statistics for which the element is 0 and 1. When all elements of G(t) take the value 0 or 1 as in the case of classical data, its value is equivalent to the value of the ordinary log-rank test statistics.
Of course, in the splitting step, we can use G(t) of eq. (9) instead of H(t) of eq. (6). However, because the calculation of G(t) is time consuming, we recommend H(t) for constructing the maximum-size tree and G(t) for pruning and selection of the subtrees.
Simulations

Models and methods
We present simple simulation studies to examine the properties of the proposed approach in several situations. The purpose of these simulations is to compare the proposed symbolic approach with the classical approach in terms of the selection of a splitting rule in a node. The results of the selection performed by our proposed approach are considered to strongly depend on the criterion for aggregation of the data. We studied the influence of the relationship between the variables for aggregation of the data and construction of a tree by assuming several situations about that relationship and comparing the results.
The other purpose was to study the instability of the result obtained by using the proposed approach. It is well known that the selection of the splitting variable and splitting rule strongly depends on the distribution of observations in the learning sample [23] . Because of this, the instability of the tree-structured model results from small changes in the learning samples. Therefore, we consider the selected splitting rule in the root node to have the most influence on the result of the model.
We used the survival data generated from several models and divided them according to the ordinary classical approach and proposed symbolic approach. The variable Z′ is generated from a discrete uniform distribution with {1, 2, . . . , m}. This variable is used for data aggregation in the proposed approach, and affects the generation of covariates. Based on Z′, two continuous covariates Z 1 , Z 3 and two binary covariates Z 2 , Z 4 are generated from six patterns.
In the first pattern, the covariates are generated as not being related to Z′:
where Uni[α, β] and Ber(p) are uniform distribution with parameters α and β, and the Bernoulli distribution with parameter p, respectively. In the second pattern, Z 1 is generated to have a relationship in which the value is "clearly" divided by Z′:
where I (·) denotes the indicator function, which is equal to 1 if " ·" holds true and 0 otherwise. In the third pattern, on the other hand, Z 1 is generated in a similar manner to the second pattern but the value is "vaguely" divided by Z′:
In both the second and third patterns, Z 2 -Z 4 are randomly generated in the same way as in the first pattern.
In the fourth pattern, Z 2 is generated to have a relationship in which the ratio of 0 and 1 is divided by Z′:
In this case, the other covariates Z 1 , Z 3 , and Z 4 are randomly generated in the same way as in the first pattern.
In the fifth pattern, Z 1 and Z 2 are generated as in the second and fourth patterns, respectively. Z 3 and Z 4 are randomly generated as in the first pattern.
Finally, in the sixth pattern, Z 1 , Z 2 , and Z 4 are randomly generated in the same way as in the first pattern, and Z 3 is generated as follows:
As explained later, Z 3 is not related to the true hazard model that generates the survival time for each data, it is only related to Z′.
C-Model 1 represents the situation that the aggregate criteria of data is not related at all to the covariates. In C-Model 2 and 3, the continuous covariate Z 1 which is related to the true hazard model has relationship to the aggregate criteria of data. The only difference of these models is that this relationship is clear or vague. C-Model 4 represents the situation that the dichotomous covariate Z 2 which is related to the true hazard model has vaguely relationship to the aggregate criteria. The degree of vagueness of the relationship, that is the setting of parameters of the distributions, has been arbitrarily selected from a range that makes sense. C-Model 5 represents the situation that the aggregate criteria is related to these both covariates. In C-Model 6, we consider the situation that the aggregate criteria is only related to the covariate Z 3 which is not related to the true hazard model.
As described in above, these six patterns for generating the covariates are highly simplified examples. In real data, more complex situations would be exist. However, our main purpose of this simulation is to examine the tendency of properties of our proposed approach, we think it is sufficient to consider these simplified situations.
Suppose we have an exponential model, the survival function of which is given by
where the parameter λ represents a constant hazard. We suppose three patterns of the hazard model:
In the first model, the hazard is generated from the left and right child node models that are divided by the continuous covariate Z 1 . In the second model, the hazard is generated from the child node models that are divided by the binary covariate Z 2 . In the third model, the hazard is generated from the proportional hazard model, which is related to Z 1 and Z 2 at a time. Throughout all the models, the covariates Z 3 and Z 4 are redundant.
In the same reason of setting of C-Models, we consider the highly simplified situations for hazard models. That is, we assume the constant hazard model which is a most simple situation in survival data. Moreover, we assume the tree-structured models which have two terminal nodes only in H-Model 1 and 2. In H-Model 3, we assume the simple hazard model. The setting of values in H-Models has been arbitrarily selected from a range that makes sense.
The censoring rates that are used are approximately 50 % of those that would be obtained by using uniform random numbers. Because we are considering large datasets, the number of learning samples N is set to 5000. We studied the influence of the number of data elements used for aggregation by setting the number of concepts m to 10, 50, 100, and 200 in the setting of the first and second covariate patterns when survival data is generated by Hazard Model 1. In all the other settings, the number of concepts m is only set to 200. The simulations are repeated 300 times for every pattern.
Results
The results of the simulations are listed in Tables 4-6. All tables list the probabilities of selecting the covariates Z 1 and Z 2 for splitting the medians of threshold values that are estimated for splitting the covariate when the covariate Z1 is selected. Tables 4, 5, and 6 represent the results of simulations when H -Model 1, 2, and 3 are used, respectively.
The survival data presented in Table 4 are generated from H -Model 1, where the hazard is divided by Z 1 . From the results of C -Model 1, if the variable Z′ for aggregating the data in the proposed approach is not related to the covariates, it is difficult to detect the variable Z 1 in the case of concepts of a small size. If the size of concepts were larger, that is, if the number of samples included in a concept were smaller, the probability of detecting the variable Z 1 would become large. However, the thresholds for the splitting rule are very small. The results of C -Model 2 show that, if the variable Z′ is related to the covariates, the variable Z 1 and the threshold are detected as in the classical case regardless of the number of concepts.
The results of C -Model 3 show that, if the continuous covariate Z 1 is generated to have a relationship in which the value is "vaguely" divided by Z′, the variable Z 1 is detected as important in all simulations. The median of thresholds of Z 1 in the simulations is about 0.3, and is the reason this is considered to be 
Note: Z 1 (%): percentage of Z 1 selected for splitting, med. thr.: median of thresholds when Z 1 is selected for splitting, Z 2 (%): percentage of Z 2 elected for splitting, pattern1-6: pattern according to which covariates are generated. Classical approach Symbolic approach
Note: Z 1 (%): percentage of Z 1 selected for splitting, med. thr.: median of thresholds when Z 1 is selected for splitting, Z 2 (%): percentage of Z 2 selected for splitting, pattern1-6: pattern according to which covariates are generated. Classical approach Symbolic approach
Note: Z 1 (%): percentage of Z 1 selected for splitting, med. thr.: median of thresholds when Z 1 is selected for splitting, Z 2 (%): percentage of Z 2 selected for splitting, pattern1-6: pattern according to which covariates are generated.
A. Shimokawa et al.: Tree Based Method vagueness in C -Model 3. That is, based on the assumption that the individual descriptions are uniformly distributed across the interval valued variables Z 1 in the proposed approach, the value of the threshold is directly affected by the vagueness in C -Model 3.
The results of C -Model 4 show that, if the binary covariate Z 2 is generated to have a relationship in which the ratio of 0 and 1 is divided by Z′, then Z 1 and Z 2 are detected as important in a nearly identical ratio. On the other hand, if Z 1 and Z 2 are related to Z′ as in the case of C -Model 5, Z 1 is detected as important. The results of C -Model 6 show that, if variable Z 3 , which is not related to the true hazard model, is generated to have a relationship in which the value is clearly divided by Z′, it is difficult to detect Z 1 .
Based on these results, we can see that the detection rate of Z 1 is strongly dependent on whether that variable is related to Z′, which is used for aggregating the data in the proposed approach. Because HModel 1 has a very simple tree structure and the number of samples is large, i. e., 5,000, Z 1 is always detected as important in the results of the classical approach.
In Table 5 , survival data are generated from H -Model 2 where the hazard is divided by Z 2 . For the same reason as in the case of H -Model 1, the classical approach well detects Z 2 for splitting. The results of C -Model 2, 3, and 5, show that when Z 1 is related to Z′, the detection rate of Z 1 for splitting is increased. On the other hand, if Z 1 is not related to Z′ as in the case of C -Model 1 and 4, the detection rate of Z 2 is high. In comparison with the results in Table 4 , the reason for the decreasing detection rate of the variable that is related to the true hazard model is considered to be the number of offered cutpoints. That is, in the construction of a tree-structured model, the selection of covariates for splitting tend to favor those offering more cutpoints such as a continuous variable.
In Table 6 , the survival data are generated from H -Model 3, where the hazard is generated from the proportional hazard model that is related to Z 1 and Z 2 at a time. In this case, the instability of the results in the classical approach is increased. The results of C -Model 1 and 6 show that, if the covariates are not related to Z′, or if the covariate Z 3 that is not related to the hazard model is only related to Z′, the splitting in the proposed approach causes instability. On the other hand, the results of C -Model 2-6 show that the splitting rule in the proposed approach has stability whenever either or both of Z 1 and Z 2 are related to Z'. The reason for this is the following: we consider the variability of each of the units in the data to decrease by aggregating the data as symbolic data, and as a result, the instability of the splitting decreases in cases in which it is difficult to obtain stable results with the classical approach.
6 Analysis results of patients with primary bratin tumors
Survival tree analysis based on classical data
For the first analysis, we constructed a survival tree based on the patient data. In this analysis, each patient was considered to be a statistical unit, and our goal was to recognize effective prognostic factors for tumor patients. There are several proposed splitting criteria for constructing a survival tree [3] [4] [5] [6] [7] [8] [9] [10] . For comparative purposes, we used the L 1 -Wasserstein distance between Kaplan-Meier survival curves for splitting [3] because the distance measure between survival functions is used as the splitting rule for constructing a tree-structured model from the concepts in this study. We also show the result obtained by using the log-rank test statistics as the splitting rule because it is the most popular method [5, 7, 8] .
Because of the large number of patients (N = 8,231), we set a relatively large value as stopping criterion for node splitting, i. e., a minimum of 50 events in a node. Referring to the recommended value 2 ≤ α c ≤ 4 in Leblanc and Crowley [4] , the pruning step used the split-complexity measure with α c = 3. We used 15-bootstrap in the selection step because the number of bootstraps that is generally used is 10 and the number of patients is large.
Because the resulting tree has many nodes, we show a sample of the results in Figures 2 and 3 . The values in each node represent the number of patients in the node, and the value in parentheses represents the number of events. From the results obtained using the L 1 -Wasserstein distance between the Kaplan-Meier survival curves for splitting, the most important prognostic factor is the initial treatment with a splitting rule of Z 8 ∈ {1, 2, 8, 9}. The next most important factor is the KPS after initial treatment, and following it, the initial surgery or the KPS before treatment are also found to be important. As a result, the patients are separated into 24 sub-groups. On the other hand, when we constructed a tree-structured model using the Log-rank test statistics for splitting, the patients are separated by the rule of Z 8 ∈ {3, 5}. Regarding patients with Z 8 ∈ {3,5}, age is the next important factor with a splitting point of 39. In the other group, the initial surgery is the next most important factor. The KPS after initial treatment is the third most important factor for the patients in three grandchild groups. In the other grandchild group, the splitting is led by the initial treatment again. The final tree model has 27 terminal nodes. . . . . . . 
Survival tree analysis based on aggregate data
In the second analysis, we aggregated the data based on three criteria and constructed tree-structured models using the proposed approach. The first criterion was patients' neighborhood, and 49 concepts were constructed from the patient data. The second criterion was the institution where the patient was treated, and 107 concepts were constructed. The third criterion is the tumor histology according to the WHO classification, and 122 concepts were constructed from the patient data. The survival functions of these concepts, estimated by eq. (3), are shown in Figures 4, 5 , and 6.
We analyzed the aggregate data by setting the node splitting stop condition to a minimum of three observed frequencies for an event. The penalty for the split-complexity measure was α c = 3, and 15-bootstrap was used in the selection step. The tree structure for the aggregate by patient neighborhood is given in Figure 7 . The values in each node represent the number of observed frequencies for concepts in the node, and the value in parentheses represents the number of observed frequencies for the events. The concepts are divided by only one rule: whether the initial radiotherapy is after surgery or not. For both terminal nodes, the survival curves estimated by eq. (3) are shown in Figure 8 . From this result, it is clear that the concepts that perform initial radiotherapy after surgery in many cases have a poor prognosis. In other words, if we hypothesize that many patients receive treatment at a hospital in their own neighborhood, the areas that do not use irradiation treatment after surgery in many cases have a good prognosis for tumor patients. A small-size tree is obtained from this aggregation data because the differences of prognostic factors between neighborhoods of patients are not large, and effective factors for prognosis cannot be detected from the data.
The analysis of the 107 concepts that were aggregated by the institution of the patients produces the tree shown in Figure 9 . The estimated survival curves for each terminal node are shown in Figure 10 . The resulting tree has five terminal nodes, and the most important factor is whether the initial surgery of patients involves a biopsy or not. Institutions with a high proportion of biopsy treatments for initial surgery showed a poor prognosis. The 8.7 observed frequencies for all concepts are included in that node (node 1), including the 3.8 observed frequencies for the event. The second most important factor is defined by the initial treatment. If a concept has a high probability of an initial treatment of surgery and chemoradiotherapy, a poor prognosis is indicated. The number of observed frequencies included in that node (node 2) is 15.6. Similarly, the initial radiotherapy and KPS after initial treatment are important factors for the splitting rule in the resulting model. Interestingly, in the fourth level of the tree, the concepts that have a high probability of a high KPS after initial treatment (node 5) have good prognoses. The important factors obtained by this analysis are similar to the analysis based on classical variables, although the most important factor for each model is different. The analysis of the 122 concepts that were aggregated by tumor histology produced the tree shown in Figure 11 . The estimated survival curves for each terminal node are shown in Figure 12 . In this case, the six terminal nodes are included in the model, and four variables are given as important factors associated with the prognosis of patients. Age is defined as the most important prognostic factor; the histology class that includes very young children shows poor prognoses up to 50 days after the observation started. On the other hand, the subsequent 50 days, for the class of patients 52 years old or older, where the initial treatment was surgery plus chemoradiotherapy or some other treatment, showed the worst prognosis in many cases. As another prognostic factor, the histology class that gave patients chemotherapy in many situations showed a worse prognosis than the other classes. Note that, in sharp contrast to the analysis based on individual patients, initial radiotherapy Z 10 is considered an important prognostic factor in all models obtained by aggregate data. Its variable does not appear until at least the fourth level in the trees obtained from classical data. Moreover, the most important factors vary according to the design of the statistical unit for analysis. This represents the importance of deciding what unit to use as the statistical unit. If our goal is an analysis based on aggregate data rather than on each patient, our approach allows us to obtain a new understanding of the data with the ease of interpretation allowed by a hierarchically structured model. 
Conclusion
In this paper, we propose a new approach to the analysis of aggregate survival data based on a treestructured model. For each aggregate of the data (concept), the approach considers the symbolic variables and constructs a tree-structured model in which a concept can be included in several terminal nodes. If a concept is separated in a node, the survival functions for both child nodes are estimated by the observed frequencies of the concepts included in those nodes. By constructing a model using this condition, we expect to obtain a more flexible model while retaining the ease of interpretation afforded by a treestructured model. By using simple simulation studies, we studied the properties of the proposed approach in several situations. We obtained three principal results. First, if the criterion for aggregating data is not related to the hazard model, the obtained splitting rule has instability with the possibility of returning results that are unrelated to the true hazard model. Second, the fact that the selection of covariates for splitting tends to favor those offering more cutpoints is problematic, and this problem extends to the use of the classical approach for constructing a tree-structured model. Finally, the advantage of the proposed approach is the possibility that the instability associated with the tree-structured model in the classical approach is reduced by aggregating the data and by conducting the analysis based on the symbolic representation in some situations.
As an actual example of the proposed approach, we constructed a tree-structured model based on brain tumor patient data. For comparison, we first performed an analysis using an ordinary survival tree method on each patient. We next aggregated the patient data based on three criteria and constructed treestructured models using the proposed approach. As a result, the most important factors in the resulting models varied according to the analysis, and we were able to obtain new interpretations of the data.
In this study, we treated observation survival time, censored time, and all the numerical and continuous symbolic predictors as interval valued variables. For ease of illustration of the proposed method, we also assumed the individual descriptions are uniformly distributed across those intervals. However, from a more practical point of view, we need to process these variables under more flexible assumptions. For example, we would prefer to assume a normal distribution of patients' weight aggregated by each address. Another example would be the preferred use of the empirical distributions of variables in circumstances under which it is difficult to predict the specific distribution for some variable. Then, our proposed approach could easily be extended to accommodate these situations by changing the formula for calculating observed frequencies to take into account the probabilities of individual descriptions across the interval.
The main issue with the framework of the tree-based method, is the instability of the resulting model. As mentioned in the simulation section, the splitting variable and splitting rule strongly depend on the distribution of observations, and as a result, the structure of the tree would immediately change if small changes were made to the learning samples. An effective way of addressing this concern would be to take into account the ensemble procedure. The use of a technique such as random forest would reduce the problem of instability, and as a result, the prediction accuracy of the model would be expected to increase. A good review of existing survival tree algorithms and recent survival ensemble methods has been published Zhou and McArdle [24] .
Of course, the extension of our proposed approach to incorporate the use of these techniques can be considered. However, an extension of this nature would have to overcome a significant hurdle in that the calculation of G(t) is very time consuming. One approach to overcome this problem would be to consider a method that only performs splitting by H(t) rather than performing pruning for constructing each tree. In addition, it is difficult to use the ensemble method to interpret the proposed model. Because our proposed approach has the advantage of producing results that are easy to interpret based on the tree structure, the reduction of instability based on the ensemble method is not recommended when both the prediction and the obtained model itself are important. Therefore, the extension of our proposed approach to address the above issues and to overcome the instability of the result remains a future challenge.
Reducing the number of units by the aggregation of a very large number of data values has an advantage in practical analysis. For example, if values are missing from the data, or if a variable of the data has a large number of categories, we need to address these issues. Another advantage of analysis based on aggregate data is that it can highlight new aspects of the data based on the variable on which the researchers wish to focus. We believe that our proposed approach offers advantages in terms of the ease of interpretation and flexibility based on the fact that a single concept can be included in multiple terminal nodes.
