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Abst rac t - -The  logarithm of the determinant ofa contingency table allows evolutionary informa- 
tion to be recovered from data generated under very general stochastic models. The variance of the 
estimate of the dissimilarity between taxa is generally estimated with the help of resampling meth- 
ods. We show that this technique l ads to biased estimates, and we derive exact formula. Practical 
implications are considered. 
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1. INTRODUCTION 
Reconstructing evolutionary trees from DNA sequences i a fundamental problem in molecular 
biology and one where statistics plays an increasingly important role; see, for example, [1,2]. 
Among the possible tools for compensating for multiple mutations at a site, a useful one is 
the "LogDet" transformation. It consists of computing the logarithm of the determinant of the 
contingency table of the r discrete character states of each pair A, B of distinct sequences: 
dAB : -- log det P, 
where P = (pi j )  is an r x r matrix where p~j is the proportion of sequence sites having i in the 
sequence coming from the species A, and j in the homologous sequence coming from the species B. 
The sample size is n. r is typically 4 for nucleic acids and 20 for proteins. The resulting matrix 
of dAB values is treated as a dissimilarity matrix between the species; see, for example, [3-5]. 
Several authors (see, for example, [4,6]) have reported that this transformation allows the original 
evolutionary tree to be recovered consistently under a wide variety of stochastic models that may 
be nonstationary. This method is similar in spirit to an approach used to estimate asymmetric 
distances between pairs of sequences [7]. 
The LogDet transformation has been effective in practice [5], but, since the dissimilarity be- 
¢ween the species is dependent on the sequences under study, it is important o estimate the 
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variance of the estimate of the dissimilarity. Generally this is achieved through resampling meth- 
ods [8]. We show in Section 2 that the jackknife estimate is biased; then we derive some conse- 
quences of this result. In Section 4, we derive the amount of bias induced by the use of bootstrap 
techniques. 
2. JACKKNIFE  EST IMATES OF THE 
LOGDET TRANSFORMATION 
The jackknife is a standard resampling method for estimating the variance of an estimate, but 
we show here that, in the case of the LogDet transformation, the jackknife estimate is biased. 
First, we have to state some notation. 
• Let P -1  __ M = (mij). 
• Let/5~ j be a function such that: 
j" 1, if the site h has the base i for the first sequence and j for the second ones, 
/ 0, otherwise. 
• h* will denote the site removed in the jackknife resampling. 
• p*j will denote the proportion estimated after removing the site(s) h*. P* = (p'j). 
PROPOSITION 2.1. With  this notat ion,  i f  5~ b = 1, we have 
(~n l ) rdetP*=detP(1 -1mba) .  (1) 
Therefore  
w i th  
PROOF. 
- log det P* = - log det P - e 
e = log (1 - tuba) _ r log(1 -- n - l ) .  
n 
Using the notations, we have 
Let 8~ b -- 1. 
gives 
where 
(2) 
_1 ,  i f i=aand j=b,  
Qi j  O, else, 
det(P + Q) = det P(I + p- lQ)  
----- detP  x det(I  4- p -1Q) .  
Since Q and thereby p -1Q have rank 1, we have [9, p. 10] 
det(I  4- p -1q)  = 1 4- t r (p - iq )  
1 
= 1 - --tuba. 
n 
n___f det P* = det(P + Q), (4) 
Eh 
Pij = ~ ,  
n 
• Eh 8~J - 8~ (3) 
Pij -- n -- 1 ' 
n - 1 . 8ih ~ 
n P i j  = Pij - n 
Since det kP = k r det P,  taking the determinant of both sides of equation (3) 
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Then det(P + Q) = det P(1 - (1/n)mba), which together with equation (4) gives the result. 
COROLLARY 2.1.1. Let E[det P] denote the expected value of det P* when a randomly selected 
site is jackknifed. Then 
( n )r(l r ) (5) E[detP*] = detP ~ n ' 
PROOF. Let us note at first that 
Therefore, using equation (1), we obtain 
p~bmb~ = tr(MP) 
a,b 
= tr(l) 
=r.  
E[det P*] = det P ~ 1 - -n p~bm~b 
which gives the result. 
For large value of n, we have 
( ) r r r r 
~- ln  r ( l _n )=( l _n_ l ) - r ( l _n )~( l+n) ( l _n )  
So the quotient E[det P*]/det P differs from 1 by a term of order n -2, so the bias decays quadrat- 
ically with the sequence l ngth. 
COROLLARY 2.1.12. Let Var[detP*] denote the variance of det P* ; then 
Var[detP*]=~2(detP)2(  n ~2r ( - ) - -~  baPab I \h--~- 1] r2 m2 " 
a,b f 
PROOF. 
From equation (5): 
Var[det P*] = E[(det p.)2] _ E[(det p.)]2. 
n ,~ 2r 
E[(det p.)]2 = (det p)2 \~'1"-  1] ( l - r )  2 . 
From equation (1): 
( n (1 re:o)2 E[(detP*) 2] = (detP) 2 \-n-Z~_l ] ~-'~Pab - 
a,b 
( i = (det p)2 n 1 - -  - -  q -  Pabmba . n ~,b  / 
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3. D ISCUSSION 
The computation ofestimates using the jackknife method is time-consuming. Equation (1) thus 
avoids a large computational burden. Furthermore, by Corollary 2.1.1, the mean of the jackknife 
estimate is always biased. This bias tends to become negligible as soon as n increases. Therefore 
the jackknife tests (see, for example, [8]) have to be used with caution as soon as the sample sizes 
become small. In practice, if detP  is close to one (little difference between the sequences), the 
bias is negligible as soon as n > 50. But as det P decreases, there is still nonnegligible bias even 
for n -- 100. Exact computation of the bias is obtained in equation (5). It can also be remarked 
that the log transformation applied to the determinant will decrease the speed of the reduction 
of the bias, especially for small value of det P. 
In some particular case, where P is triangular, the value of the jackknife estimate remains 
constant and therefore the procedure is not reliable. 
By noting that 0det P _ - det PiJ, where pij  is the cofactor of P, the same result can be obtained 
by using a Taylor expansion of det P* at the neighbourhood of det P. This result is consistent 
with the jackknife theory (see, for example, [8]). 
In some recent studies [10], the interest was in the stability of the estimate as small amounts 
of additional sequence become available. The effect of adding additional sequence can be derived 
in the same way as formula (1): 
( ~-~- ) r det P = det P ( l + lmba ) , (6) 
where P is the proportion matrix obtained after adding the observation which affects Pab. 
4. BOOTSTRAP EST IMATES OF THE 
LOGDET TRANSFORMATION 
The other popular esampling method used to estimate the variability of the LogDet transfor- 
mation is the bootstrap method (see, for example, [8]). Let H* be the set of k sites removed 
for a bootstrap resampling without replacement. By using the same notations as before, we can 
rewrite the equation (3) as 
n -kp .=p_ lA ,  
n n 
with ~ = (~-~H. ~ )1 n. 
To derive the bias of the bootstrap estimates, we need a preliminary lemma [9, p. 11]. 
LEMMA 4.1. Let A be a positive matr/x. Then 
log det A = tr (log(A)). 
Therefore, 
n p 1 ) 
logdetP* = logdet ~ n---~A 
n I = log det (P  (~-Z-~_ k - ~_  kP -1A) )  
(~) 
n I = logdetP+logdet (~- -~_  k -~_k  P - IA )  
= logdetP + tr (log (~_  kI n I _ -~p-1A))  • 
The same conclusions for the jackknife apply. It has to be noted that for small n and det P close 
to zero, one may have, for a particular form of A, that the matrix (1/n)I - p -1A  is negative. 
In this case, the log is no longer defined. 
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