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De eerste uitgave van deze cursus, met rapportnummer 5200, verscheen in 
1956 in gestencilde vorm. Oat is geruime tijd geleden en de cursus is dan 
ook gedeeltelijk verouderd, zoals o .a. blijkt uit voorbeeld 3 op blz. 
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van de inleiding: "De wachttijd van een auto bij d e Hembrugpont". Wiebe-
kommert zich daar nu nog om! Een ander punt, dat althans volgens de schrij-
ver op veroudering wijst, is, dat gekozen is voor de axiomatische opzet van 
de kansrekening, zij het geruggesteund door de wet van de grate aantallen. 
Zonder de daarbij behorende frequentie - interpretatie te verloochenen komt 
het heden de schrijver beter voor de opzet van de elementaire kansrekening 
en statistiek te baseren op de definitie van Laplace, aangevuld met het ge-
bruik van een aselector voor het nemen van aselecte steekproeven*). 
De vraag naar 5200 bleef echter, lang nadat de syllabus in verschil-
lende drukken verscheen en uitverkocht was, aanhouden. Daarom werd ten-
slotte besloten de cursus vrijwel ongewijzigd te herdrukken, nu als deel 
van de MC Syllabus reeks. Hiertoe was nogal wat voorbereiding nodig in de 
vorm van correcties, kleine wijzigingen en aanvullingen. Dit werk werd 
verricht door A. Wolowitsj, die hiervoor de dank van de schrijver oogst. 
Amsterdam, december 1976 
J. Bemelrijk. 
*) J. HEMELRIJK, Underlining random variables, Stat istica Neerlandica 
20 (1966) 1-7, 
J. HEMELRIJK, Back to the Laplace definition, Statistica Neerlandica 
22 (1968) 13-21. 
B. VAN ROoTSELAAR & J . HEMELRIJK, Back to "Back to the Laplace defini-
tion", Statistica Neerlandica 23 (1969), 87-89. 
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HOOFDSTUK I 
INLEIDING 
Gaandeweg is de wiskunde als hulpwetenschap doorgedrongen in velerlei ge-
bieden van wetenschap en practijk, gedeeltelijk is het ontstaan ervan zelfs 
direct aan bepaalde practische problemen verbonden. Meetkunde, algebra, 
analyse, enz. worden als routinemiddelen gehanteerd in de natuurkunde, 
sterrekunde, scheepvaartkunde, en waar al niet meer. In de regel - en tot 
voor betrekkelijk kort vrijwel steeds - wordt de wiskunde gebruikt om pro-
blemen van deterministische aard op te lessen. De elementaire natuurkunde 
b.v. houdt zich bezig met verschijnselen, die zich onder gelijke omstan-
digheden steeds op dezelfde wijze voordoen. Voor toepassing van wiskundige 
theorieen bedient men zich dan van een wiskundig model van dat (kleine) 
deel van de waarneembare werkelijkheid, dat men onderzoekt. Zo is een 
rechte lijn b.v. de model-voorstelling van de draad van een schietlood, 
van een muur of van een schrik.draad; men werkt met getalwaarden voor het 
gewicht of de lengte van een voorwerp, de grootte van een kracht, de la-
ding van een electron, alsof deze begripp~n ondubbelzinnig bepaald zijn en 
een exact bepaalbare grootte bezitte~. 
Dergelijke modellen leiden dan tot exact gedetermineerde uitkomsten, 
hetgeen in de practijk neerkomt op pertinente uitspraken en voorspellingen: 
"Op die dag zal van zo tot zo laat een zonsverduistering optreden", "de 
omtrek van de aard-eaquator is 40.000 km", etc. Weliswaar bezitten deze 
uitspraken slechts een beperkte precisie ·- waar men zich ook wel van bewust 
is - maar zolang deze voldoende is voor het doel, waarop het onderzoek ge-
richt is, zijn de uitspraken in hun deterministische vorm bruikbaar. 
Vele verschijnselen echter laten zich niet - of althans niet in vol-
doende mate - in een dergelijk model vangen. ·oeterministische methoden 
leiden tot gedetailleerde voorspellingen en vele zaken laten zich niet -
of althans nog niet - in detail voorspellen. voorbeelden hiervan zijn: 
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1. Het weer van morgen (of, in sterkere mate, van volgende week). 
2. Het aantal verkeersongelukken in Amsterdam gedurende de eerstvolgende 
Paasweek. 
3. De wachttijd van een auto bij de Hembrugpont. 
4. Het jaarlijkse nationale inkomen. 
5. De werkzaamheid van een geneesmiddel. 
6. Het cij fer voor meetkunde van een examinandus, 
enz. 
Boewel dit soort "onzekere" verschijnselen zich niet in detail laat voor-
spellen, tast men er toch niet geheel over in het duister . Indien men voor-
spelt, dat het morgen zal regenen, heeft men in Nederland vaak - zij het 
niet altijd - gelijk en nog vaker indien men voorspelt, dat het weer morgen 
"hetzelfde" zal zijn als vandaag. Indien men beschikt over de ongevallen-
statistieken van vorige jaren kan men een goede slag slaan naar het aantal 
ongelukken in de niet te verre toekomst. Onderzoekingen omtrent de werk-
zaamheid van een geneesmiddel verschaffen een globale indruk daarvan; maar 
of het in een bepaald geval zal helpen of niet kan men niet met zekerheid 
voorspellen. 
De statistiek houdt zich bezig met dit soort onzekere verschijnselen. 
Bet is de wetenschap van het "hoe vaak" als de vraag "wanneer" niet zou 
worden beantwoord. Zo kan men b.v. bij een reeks worpen met een dobbelsteen 
niet voorspellen bij welke worpen een 6 zal optreden, maar wel (bij goede 
benadering) hoe vaak dit in een lange reeks zal gebeuren. Onvoorspelbaar-
heid in detail impliceert nog niet onvoorspelbaarheid in het groot. Dit 
is het fundamentele (experimentele) feit, waarop de statistiek gebaseerd 
is. 
Bet toepassingsgebied van de wiskunde is door het ontwikkelen van 
wiskundige methoden voor de behandeling van onzekere verschijnselen zeer 
aanzienlijk uitgebreid. Om slechts enkele gebieden te noemen waar de sta-
tistiek een belangrijk hulpmiddel is geble.ken: biologie, medicijnen, land-
bouw, industrie, geodesie, astronomie, verzekering, economie, sociologie, 
bevolkingsleer, strategie en kernphysica. 
Bet is duidelijk, dat men in detail onvoorspelbare verschijnselen 
niet in een deterministisch model kan vangen. oe statistiek bedient zich 
dan ook vaak van modellen, waarin de onzekerheid een essenti~el element 
is, n.l. van dat deel van de zuivere wiskunde, dat de kansrekening of 
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waarschijnlijkheidsrekening genoemd wordt en dat een onderdeel van de maat-
theorie is. Bet essentit'!le practische verschil met de "klassieke" beschou-
wingswijze is, dat men bij toepassing van de statistiek afziet van de eis, 
dat iedere uitspraak of voorspelling juist is - iets wat men bij "klassieke" 
methoden weliswaar evenmin bereikt, maar waarop deze methoden toch gericht 
zi jn -, maar dat men tevreden is als dit in de regel, b.v. in 95\ of 99\ 
van de gevallen, waarin men statistiek toepast, het geval is. De onzeker-
heid van de menselijke kennis wordt in de statistiek erkend, opgenomen en 
gekwantificeerd. 
Verdere uitwerking van deze grondgedachte vindt plaats in latere hoofd-
stukken. Ter illustratie geven wij hieronder enkele voorbeelden van proble-
men, die met behulp van statistische methoden onderzocht kunnen worden. 
Bij ieder van deze problemen zal, zoals eigenlijk vanzelf spreekt, de sta-
tistische analyse van het probleem, gebaseerd moeten worden op waarnemingen, 
die de numerieke gegevens voor de berekeningen moeten leveren. 
1. Bij het ontwikk.elen van een methode voor het doen van weersvoorspel-
lingen is statistische analyse van grote hoeveelheden waarnemingsmate-
riaal een belangrijk hulpmiddel. 
2. Bet werk van de Oelta-commissie ter bepaling van de hoogte van dijken, 
die nodig zijn om in de toekomst de kans op overstromingen zeer gering 
te maken, berust voor een deel op statistische analyse van de hoogwater-
standen, die in het verleden waargenomen zijn. 
3. voor het onderzoeken van de al of niet werkzaamheid van een geneesmid-
del en bij het vergelijken van twee of meer geneesmiddelen zijn experi-
menten nodig, waarvan de uitkomsten statistisch geanalyseerd dienen 
te worden. 
4. Hetzelfde geldt voor ta1rijke technische vraagstukken, b.v. het onder-
zoeken van de invloed, die verschillende factoren, zoals de soort en de 
hoeveelheid van de brandstof en snelheid en hoeveelheid van de toege-
voegde lucht, hebben op de straling van een vlam in een vlamoven. 
5. Landbouwkundig onderzoek van de invloed van factoren, zoals grondbe-
werking, bemesting en varieteit op de opbrengst van een akker berusten 
tegenwoordig vrijwel steeds op statistische methoden, waarbij vooral 
ook aandacht wordt besteed aan een doeltreffende opzet der - gewoonlijk 
zeer tijdrovende - experimenten. 
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Hoewel nog vele andere voorbeelden genoemd zouden kunnen worden - van de 
walvisvangst tot het breken van garen in de textielindustrie, van de maxi-
mum snelheid van bromf ietsen tot het schatten van de ouderdom van aardlagen -
volstaan wij hier met de bovenstaande. 
Tot slot van deze inleiding merken wij nog slechts op, dat de eerste 
stap van de statistische verwerking van waarnemingsmateriaal gewoonlijk 
bestaat uit het maken van overzichtelijke samenvattingen van dit materiaal 
in de vorm van tabellen en grafieken en in hP.t globaal karakteriQeren van 
de waarnemingen in de vorm van kengetallen (zoals gemiddelden en stan-
daardafwijkingen), iets dat vooral bij omvangrijk waarnemingsmateriaal 
reeds van grote betekenis kan zijn. Bij de bevolkingsstatistiek b.v. vormt 
dit beschrijvende statistische werk het grootste deel van de statistische 
werkzaamheid. De techniek van het verzamelen van gegevens door middel van 
enqu~tes - ter wille van een enorme tijdsbesparing - neemt daarbij de 
plaats in van de techniek van het opzetten van experimenten op 9ebieden 
als landbouw, biologie en techniek. Voor beide technieken zijn aparte on-
derdelen van de statistische theorie ontwikkeld. 
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BOOFDSTUK II 
8P.T EXPEIUMENTELE FUNOJIMENT VAN DE STATISTIEK 
Bet experi.mentele fundament van de statistiek is tot op zekere hoogte hetzelfde als dat van het dobbelspel: hoewel men bij een worp met een dob-belsteen niet kan voorspllen wat de uitkomst zal zijn, weet men, dat in een lange reeks worpen met een zargvuldig gemaakte dabbelsteen alle 6 mogelijke 
uitkomsten angeveer even vaak voorkomen. (Men is gewend dit feit in het kart uit te drukken door te zeggen, dat alle 6 mogelijke uitkomsten dezelf-de kans bezitten.) Op grand van deze (experimenteel vastgestelde) gelijk-
waardigheid der 6 mogelijke uitkomsten kan men dan langs volkomen elemen-
taire weg van allerlei dabbelspelen de eigenschappen berekenen, b.v.: zal het vaker, even vaak of minder vaak gelukken in 4 worpen met tMn dobbel-
steen minstens •Mnmaal 6 te werpen dan in 24 worpen met twee dobbelstenen dubbel 6? Dit soort van vraagstukken heeft in de 17e eeuw in Frankrijk ge-leid tot het onstaan van de waarschijnlijkheidsrekening (CliEVALLIER 
DE Ml:!~, de speler; PASCAL en FERMAT, de wiskundigen). 
Een soortgelijke regelmaat als bij geluksspelen vindt men echter ook 
op andere terreinen. F.W.J. SOSSKIND (1746) en A. QUETELET (1827) hebben 
reeds gewezen op het werkwaardige verschijnsel, dat de frequentie per jaar per 1000 inwoners van geboarte, sterfte en huwelijk, van moord en 
andere m.isdaden en ook van andere maatschappelijke verschijnselen vrij 
nauwkeurig constant blijft in de tijd, zclang er althans geen veranderingen in de maatschappelijke toestanden optreden. Toch kan men doorgaans van de 
mensen individueel niet voorspellen of ze binnen een jaar zullen sterven, 
een moord zullen begaan, etc. Men noemt het beschreven verschijnsel de 
experimentele M!lt der grote aantallen. Een iets nauwkeuriger formulering is de volgende. 
Laat E een experiment voorstellen, dat een aantal (N) malen wordt 
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herhaald. Laat S een (willekeurigeJ der mogelijke uitkomsten van E voor-
stellen en n(SJ het aantal malen, dat S bij de N uitvoer ingen van E, inder-
daad optreedt. Dan wordt n(S)/N het frequentiequotient *) van S in deze 
reeks experimenten genoemd . Verricht men verschillende van deze reeksen 
van experimenten, met dezelfde E, S en N, dan zullen in de regel verschil-
lende waarden van fq(SJ gevon den worden. De e xperimentele wet van de g r ote 
aantallen zegt nu, dat voor een grate k l asse van experimenten E geldt , 
dat deze verschillen t ussen de voor fq(S) gevond en waarden voor grote waar-
den van N zeer kle~n wordcn. 
De term "experiment " vatt e men hierbi j zeer ruim op . Bij de boven-
staande voorbeel den valt daar niet a l leen een worp met een dobbelsteen 
ender , maar oak het verrichten van een waarneming , b . v . betrekking hebben-
de op het al o f niet in leven zijn van een bepaalde persoon op een bepaal-
de datum. 
De kansr ekening en de statistiek houden zich nu bezig met al die ver-
schi jnselen , waarvoor de experimentele wet der grate aantallen gel dt of 
geach t wordt t e gel den. De kansrekening is de zuiver wiskundi ge ke r n, d i e 
los van problemen van toepassing en verif icatie op a x iomatische wijze 
wordt opgebouwd en de statistiek houdt zich bezig met het opbouwen van be-
grippen en theorieen , die de brug moeten slaan tussen de practis che pro-
blemen en deze theorie. 
Een practi sch voorbee l d van de exper imentele wet d er grate aantall e n 
vindt men in de onderstaande tabellen , die betre kking hebben op het ge-
slacht van in 1954 in 6 wijken van Amsterdam geboren kinderen. 
*) 
wijk 
nr 
1 
2 
3 
4 
5 
6 
Tabel I 
Aantal l en jongen s- en meisjesgeboor-
ten in 6 wijken in Amsterdam (1954) 
aantal geborenen 
f q ( j ongens) 
jongens me i s j es tot aal (N) 
23 35 58 0,40 
300 269 569 0 , 53 
277 272 549 0 , 50 
25 27 52 0 , 48 
281 289 570 0 , 49 
68 61 129 0,53 
afkorting: fq, meervoud fqn; notatie fq(S). 
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t l.·n tabel I reeds ongeveer dezelfde De fqn der jongensgeboorten ver onen 
orde van grootte, terwijl het fq, dat het meest van de overige afwijkt, 
optreedt bij een kleine waarde van N. vergroten wij de waarden van N nu door de wijken achtereenvolgens bij elkaar te nemen, dan worden de verschil-len reeds vanaf de tweede regel veel geringer. Dit is in tabel II gedaan. 
l 
1 
1 
1 
1 
Tabel II 
Aant~llen jon9ens- an moisjc3geboorten 
in 6 wijken in Amsterdam, cumulatief 
wijk aantal geborenen 
nr jon9ens meisjes totaal {N) 
1 23 35 58 
en 2 323 304 627 
t/m 3 600 576 1176 
t/m 4 625 603 1228 
t/m 5 906 892 1798 
t/m 6 974 953 1927 
fq {jongens) 
0,40 
0,52 
0,51 
0,51 
0,50 
0 , 5 1 
Bierbij valt nog op te merken, dat de fqn, die in de tabellen slechts in 
twee decimalen zi jn opgegeven, wel "nauwkeuriger" berekend kunnen worden, doch dat het - juist vanwege de statistische variabiliteit - zinloos is dit te doen. Tegen deze regel, die betrekkin9 heeft op alle verschijnselen, die statistische variabiliteit vertonen, wordt nogal eens gezondigd, waar-door dan een onverantwoorde suggestie van precisie ontstaat. 
In aansluiting hierop doet zich de vraag voor, of wij het fq, ver-kregen uit alle gegevens tezamen, eigenlijk niet op 0,50 af zouden moeten 
ronden, d.w.z. of de tweede decimaal i.n dit resultaat "nog wel z.i.n heeft". Oeze vage ui.tdruk.lti.ng kan men vervangen door de iets suggesti.evere: "Wijst de ui.tkomst 0,51 erop, dat er in Amsterdam systematisch meer jongens dsn 
meisjes geboren worden, of is de afwijking van 0,50 slechts een toeval-lige?" vraagt men zich nu af, wat men met de termen "systematisch" en 
"toevallig" bedoelt, dan kan het antwoord hierop als volgt luiden. Indien 
niet alleen in het onderzochte jaar, maar ook in voorafgaande en volgende jaren bijna altijd meer jongens dan meisjes geboren warden, spreken wij 
van een systematische afwijking van 0,50. In dat geval kan men dus ook 
voorspellen, dat er in een komend jaar meer jongens dan meisjes geboren 
zullen worden en die voorspelling zal dan in de regel uitkomen. Is dit 
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niet zo, dus is er geen systematisch verschil tussen het aantal jongens-
en meisjesgeboorten, dan noemt men de gevondcn afwijking vo.n 0,50 een toe-
vallige afwijking. Een nadere precisering van deze, ook in bovenstaande 
terminologie nog verre van exacte, formulering, benevens de ontwikkeling 
van methoden, om op grond van gegevens van de in de tabellen I en II ver-
melde aard uit te malcen in welk geval men verkeert, is nu juist de taalc 
van de statistiek. Oaarbij wordt dan gebruik gemaakt van een exact mathe-
matisch model, dat een vereenvoudiging en schematisering van het onderzochte 
probleem inhoudt en waarin zowel voor de "toevallige" als voor de "syste-
matische" verschillen exacte begrippen worden ingevoerd. waargenomen ver-
schillen, zoals hier het verschil tussen 0,50 en 0,51, worden in een der-
gelijk model gesplitst in twee delen, n.l. een systematisch en een toeval-
lig (de statistische vakterm is stochastisch) verschil, terwijl dan op 
grond van de gevonden aantallen getoetst kan worden of het systematische 
deel wellicht gelijk aan 0 is. Tevens worden de voorspellingsmogelijkheden 
uitgewerkt en gepreciseerd. 
HOOFDSTUK II I 
EIGENSCHAPPEN VAN FREQUENTIEQUOTIENTEN 
Statistiek en kansrekening houden zich, zoals in het voorafgaande betoogd 
is, in de eerste plaats bezig met fqn en het is dan ook van belang enkele 
eenvoudige eigenschappen van fqn af te leiden, die verderop van fundamen-
tele betekenis zullen blijken te zijn. 
Wij beschouwen daartoe een eindige verzameling A van N elementen A 
en een aantal eigenschappen (of kenmerken) A,B,C, .... Ieder element 
bezit geen, ~~n of meer van deze kenmerken. Uit gegeven kenmerken kunnen 
door negatie (A= niet A), conjunctie (AAB =A en B) en disjunctie (AVB 
A of/en B) en door herhaling van deze operaties niewe kenmerken gevormd 
worden, waa.rvoor uiteraard hetzelfde opnieuw geldt. 
Voor een willekeurig kenmerk S geven wij het aantal elementen A, dat 
S bezit, aan met N(S). Vervolgens defini~ren wij het fq van S door 
(3 .1) fq(S) ~ N(S) 
N 
en bet voorwaardelijke fq van S, onder de voorwaarde T, waarin T een ken-
merk is met N (T) .,S. 0, door 
(3 .2) f (SIT) ~ N(SAT) q N(T) 
Nemen wij voor T het kenmerk "tot Ate behoren", dan gaat fsCSITl over 
in fq(S). Mdersom kan men zeggen: de voorwaardelijke fqn ender voorwaarde 
T worden verkregen als gewone (onvoorwaardelijke) fqn indien men A ver-
vangt door de verzameling van die elementen A, die het kenmerk T bezi tten. 
De volgende eigenschappen van fqn zijn nu evident. 
(3. 3) 
I 0 s fq(S) s 1 voor ieder der beschouwde kenmerken. 
II fq(S) = 0 dan en slechts dan als geen A ! A 
het kenmerk S bezit. 
III fq(S) 
IV fq(SVU) 
dan en slechts dan als iedere A £ A 
het kenmerk S bezit. 
fq(S) + fq(U) - fq(SAU) 
voor ieder paar S,U van beschouwde 
kenmerken. 
Ei9onschap IV volqt direct uit 
N(SAU) m N(S) + N(U) - N(SVU). 
Deling door N geeft het gewenste resultaat. 
volgens definitie (3.2) en het daaronder vermelde gelden de eigen-
schappen (3 . 3) ook voor voorwaardelijke fqn. Dan gaat b.v. IV over in: 
fq(svulT> fqCS IT> + fqCUITl - fq(SAUjT). 
Verder volgt uit (3.1) en (3.2): 
(3. 4) fqCsiT> fq(SAT) of fq(SAT) ~ fq<slTlfq(T). fq(T) 
*) Nu kunnen op grond van (3 . 3) en (3.4) alleen , dus zonder terug te 
grijpen op de definities (3.1) en (3 . 2), een aantal stellingen bewezen 
worden, die ook weer zowel voor onvoorwaardelijke als voor voorwaarde-
lijke fqn gelden. Bij de bewijzen van deze stellingen wordt bovendien 
slechts gebruik gemaaltt van 
fq(S) 0 als geen A £ A het kenmerk S bezit, (3. 3) { II 
III fq(S) als iedere A £ A het kenmerk S bezit, 
in plaats van (3.3.II) en (3.3.III). 
* ) En ender gebruikmalting van stell1-ngen uit de logica met betrekking 
tot de conjunctie en disjunctie . 
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De te bewijzen stellingen gelden, zoals gezegd, ook voor voorwaarde-
lijke fqn, d. w. z. al le stellingen blijven gelden, indien men aan al le fqn 
dezelfde voorwaarde toevoegt; dit kan alleen spaa.k lopen doordat er voor-
waardelijke fqn ontstaan, die onbepaald zijn omdat geen enkele A. meer aan 
de bij het fq behorende voorwaarde voldoet . 
STELLING 3.1 (algemene optelregel). 
Zijn s 1 , s 2 , •• • , sk kenmerken en is 
k 
def S v Si v 52 v ... v ~ i = l - 1 
(3. 5) 
en 
(3. 6) 
k 
def s /\ Si /\ 52 /\ . .. " sk , 1=1 1 
dan is 
k 
(3. 7) fq( v si> - r fq(s1i - r fq(si"sj> + r fq(s1"sJ."sh> i•l i i<j i<j<h 
k-1 k 
- . . • + (-1) fq ( /\ s 1) • 
i a l 
BEWIJS door volledige inductie. 
Voor k "' 2 gaat (3 . 7) over in (3.3.IV). Voor k + 1 geldt, indien (3. 7) 
voor k jui.st wordt ondersteld, volgens (3.3.IV): 
Hi.eri.n i.s 
k+l k 
fq( V si> - fq( V s 1vsl<+ll = i • t i=l 
k 
- fq( v s ) 
i=l i 
zodat, met behulp van (3 . 7) voor de waarde k, volgt 
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k+l k+l 
fq( V Si) 
i=l 
l fq(Si) 
i=l 
k k-1 k l fq(S.AS.) + ... + (-1) fq( A Si) + 
i<j l. J i=l 
k+l 
+ (-l)k fq( A Si). 0 
i=l 
k+l k+l 
l fq(Si) - l 
i=l i<j 
STELLING 3.2 (bijzondere of exclusieve optelregel). 
fq (S. /\S . ) + •.. 
l. J 
vormen de kenmerken s 1 ,s2 , ... ,sk op A een exclusief systeem, d.w.z. dat 
geen X € A meer dan een der kenmerkPn Si bezit, dan geldt 
(3.8) 
BEWIJS. oaar s 1 ,s2 , ... ,Sk een exclusief systeem vormen is er, voor iedere 
i 1 ,i2 , .•• ,ih met h ~ 2, geen A€ A die het kenmerk 
bezit. Uit (3.3'.II) volgt dan dat voor iedere i 1,i2 , ••. ,ih met h ~ 2 
fq(S. /\ S. /\ ... /\ s. ) = O. 
1 1 l.2 1 h 
Vult men dit in (3.7) in, dan vindt men (3.8). 0 
STELLING 3.3. Vormen de kenrnerken s 1,s2 , ... ,sk op A een kategorisch sys-
teem, d.w . z. dat iedere X E A precies ~en der kenmerken Si bezit, dan 
gel.dt: 
(3.9) 1. 
BEWIJS. Daar ieder kategorisch systeem een exclusief systeem is, geldt 
volgens (3.8) 
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verder bezit bij een kategorisch systeem iedere A€ A het kenmerk i~l Si. 
Uit (3 .3'. III) volgt dan 
k 
fq( V Sil = 1. 0 
i•l 
BIJZONDER GEVAL. 
(3.10) fq(Sl + fq(Sl 1. 
STELLING 3.4. Is s 1,s2 , .•. ,sk een symmetrisch kategorisch systeem op A, 
d.w.z. een kategorisch systeem met 
(3. 11) 
dan is 
(3.12) fq(S ) = ! i k (i - 1,2, .. . ,k). 
BEWIJS. Dit volgt uit stelling 3.3. 0 
STELLING 3.5. Zijn s en u twee willekeurige kenmerken, dan geldt 
(3 .13) fq(SAU) ~ fq(S) 
en 
(3.14) fq(SVU) ~ fq(S). 
BEWIJS. Uit 
S : (SAU) v (SAU) 
en (3.8) volgt 
fq(S) = fq(SAU) + fq(SAU) I 
daar S A U en S A u op A een exclusief systeem vormen. verder is, volgens (3.3.I) 
fq(SAU) <! 0, 
dus 
fq(S) 2: fq(SAU). 
Verder is volgens (3.3.IV) 
fq(SVU) a fq(S) + fq(U) - fq(SAU). 
Daar volgens (3.13): fq(SAU) s fq(U) is dus 
fq (SVU) ~ fq(S). 0 
STELLING 3.6. (algemene vermenigvuldigingsregel) 
Als 
(3 .15) 
dan geldt 
(3 .16) 
k-1 
fq( /\ Si) > O, 
i•l 
k k-1 
fq( /\Si) .. fq(S1)fq(s2 l s1)fq(s3 IS1AS2) ... fq(Skl /\Si). 
i~l i=1 
BEWIJS. Uit (3.13) volgt 
k-1 
fq(Sl) ~ fq(S 1AS2 ) 2: fq(S 1AS2AS3 ) ~ .•. 2: fq( (\Si). i•l k-1 
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oaar volgens (3.15) fq( /\Si) > 0 bestaan dus alle voorwaardelijke fqn in i=l (3 .16). 
De stelling wordt nu bewezen met volledige inductie. Voor k • 2 
gaat de stelling over in (3.4) 
als fqCS 1 ) > O. Onderstel nu de stelling ju:lst voor de waarde k -1, dan 
volgt de stelling voor k uit 
k k-1 
fq( /\Si) 
i•l 
• fq ( I\ Si ASk) 
i • 1 
als 
k-1 
fq( I\ Si) > O, 
i=l 
daar 
k-2 k-1 
fq( /\Si) 2: fq( /\Si). 
ial i=l 
0 
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STELLING 3.7. Is T1 ,T2 , ... ,Tk een kategorisch systeem op A met fq{T1J > 0 
voor alle i en is S een willekeurig kenmerk, dan geldt 
(3 .17) 
k 
fq(S) = I fq(SITi)fq{Ti). 
i • l 
BEWIJS. Daar T1 ,T2 , ••• ,Tk een kategorisch systeem op A vormen, vorrnen 
SA T1 voor i = 1,2, .•. ,k een exclusief systeem op A en 
k 
S - V (SAT.). 
l. 
Uit (3.8) volgt dan 
k 
fq(S) ~ fq( V (SATi)) 
i=l 
De stelling volgt dan uit 
als fqCT1 l > O. 0 
STELLING 3.8 (Stelling van BAYES). 
Is T1,T2 , ..• ,Tk een kategorisch systeern op A en Seen willekeurig ken-
merk met fq(S) > 0 en fqCT1) > 0 voor iedere i, dan geldt 
(3 .18) 
fqCslT1 lfq<T1 l fq(T1 js) • -k------
. l fqCSIT1lfq(Ti) i=l . 
BEWIJS. Volgens (3.4) is 
dus 
fq{S jT1) fq{T i) fq(Ti i s> s fqCSl 
De stelling volgt dan uit (3.17). O 
(i = 1,2, ... ,k) • 
{i 1,2, • • • ,k) I 
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OPMERKING. De stellingen 3.7 en 3.8 gelden ook als T 1 ,T2 , ... ,Tk alleen 
kategorisch zijn met betrekki.ng tot s, d.w.z. op de deelverzarneling van A 
bestaande uit alle A € A, die S bezitten. Ook dan vormen n.l. SA Ti voor 
i = 1,2, ... ,k een exclusief systeem op A en is 
k 
S - V 
i=l 
(SAT.). 
i 
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BIJ HOOFDSTUK I II: voorbeeld ter verduidelijking van de begrippen 
voorwaardelijke en gewone frequenties. 
Geqevens betreffende 928 Nederlandse mannen: 
~ rood blond bruin zwart totaal n r 
bruin 2 7 167 35 211 
intermediair 1 36 164 8 209 
blau.., 9 184 307 8 508 
totaal 12 227 638 51 928 
Onvoorwaardelijke frequenties: fq(bruine ogen) 211 =- -928 0,227 
fq (blond haa.r ) 227 
= --· 928 0,245 
Voorwaardelijke frequenties: fq(br.o. jbr.h.) 167 0,262 
- 638 -
fq(bl.o. lbr.h.) 307 0,481 
--- · 638 
fq(br.h. lbr.o.) 167 0,791 
· m· 
fq(bl.h. jbr.o.) 7 0,033 am • 
fq(bl.h. jbl.o.) 184 0,362 
- SOB" -
fq(br .h. jbl.o.) 307 
--· 508 0,604. 
Toepaasing algeuiene optelregel (st. 3.1) . 
fq(br.h. of br.o.) • 3.!l+~-167,. 2+7+167+35+164 +307 928 928 928 928 0,735. 
Algemene vermeniqvuJ.diqingsregel (st". 3.2). 
fq(bl.o . enbl.h.) •fq(bl.o.)fq(bl.h. jbl.o.)• 508 ·~=~=O 198 928 508 928 , • 
Bxclusiev. optelreqel (st. 3.3). 
fq(r.h. ot bl.h.) • ..!..!... + ~ • O 258 928 928 , . 
fq (r.h. of bl.h. jbl.o.) • fq ( r .h. jbl.o.) + fq (bl.h. l bl.o. ) =-1...+~- o 380 508 508 - I • 
Stelling 3.6. Neem voor T 1, •. . ,Tk de haarkleur en voor S: blauwe ogen, 
dan is fq(bl.o. l • fq(bl.o. j r. h . )fq (r.h. )+ ••• +fq(bl.o. j zw . h.) fq (zw.h.) .. 0,547. 
Stelling 3.7. T 1 ..•.• Tk haarkleur, S blauwe ogen 
fq(bl.h.lbl.o.) • fq(bl.o.lbl.h.)fq(bl.h.) 
fq (bl.o.) 
184 • 227 
221 m 
508 
928 
23 
0,362. 
ROOFOSTUK IV 
BET KANSBEGRIP 
Bet kansbegrip is oorspronkelijk ontwikkeld naar aanleiding van problemen 
omtrent "zuivere" kansspelen, zoals het dobbelspel (mits gespee.ld met 
"zuivere" dobbelstenen). Als algemene beschrijving van 4!4!n enke.le maal 
spelen met een dergelijk spel kan het volgende gelden: 
er zijn n mogelijke "elementaire" uitkomsten A1 ,A2 , • • • ,An, waarvan er precies 4!4!n moet optreden en het spel is symmetrisch, d.w.z. hoewel de betekenis der Ai voor de regels van het spel voor verschillende i sterk kan verschillen, verandert het spel niet van eigenschappen, indien in de 
verlies- en winstregels de uitkom.sten A1 ,A2 , ..• ,An aan een willekeurige permutatie onderworpen worden. Dit is dan een gevolg van het feit, dat A1,A2 , ... ,An in principe alle even vaak optreden. Oorspronkelijk drukte 
men dit uit door te zeggen, dat A1 ,A2 , •.. ,An "gelijkelijk mogelijk" zijn. De voor deze situatie door LAPLACE gegeven definitie van een kans is nu: 
De kans op een gebeurtenis S is gelijk aan het quoti~nt van het 
aantal (elementa:iie) mogelijkheden, waarbij S gerealiseerd wordt 
en het totale aantal mogelijkheden.*) 
Zo is b .v. bij 4!4!n worp met een ("zuivere") dobbelsteen de kans op het 
werpen van een even aantal ogen gelijk aan 3/6; de kans op het trekken van 
*) LAPLACE en verschillende andere schrijvers (b.v. HUYGENS) maal<ten een onderscheid tussen "kans" en "waarschijnlijkheid". Zij spraken van "het aantal kansen" waar wij "het aantal mogelijkheden" zeggen en gebruikten voor een samengestelde gebeurtenis s het woord 
"waarschijnlijkheid" in plaats van "kans". Bet korte woord "kans" wint het echter langzamerhand van het lange woord "waarschijnlijk-heid" en wij laten daarom dit onderscheid tussen de beide termen vallen. 
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een schoppenkaart uit een ("goed geschud") kaartspel is 13/52 =· 1/4; 
algemeen: de kans op ieder der elementaire uitkomsten A1 ,A2 , ... ,An is 1/n. 
Oeze defini tie heeft twee bezwaren. In de eerste plaats is. hij kenne-
lijk circulair zolang men geen definitie van "gelijkelijk mogeiijk" geeft 
en de boven vermelde eis van symmetrie is zonder verdere uitwerking te vaag, 
om daartoe voldoende geacht te worden . Ook physische eisen van symmetrie 
zijn niet voldoende. Fabriceert men b.v. een zo zuiver mogelijk symmetri-
sche munt van zeer homogeen materiaal, doch legt men deze telkens met 
"kruis" boven op tafel, dan kan men desgewenst de munt "zuiver" noemen, 
maar het zo uitgevoerde "kruis- of ciunt"-spel zeker niet. Men zal dus ook 
aan de wijze van werpen eisen moeten stellen, om tot een "zuiver" spel te 
komen en het is niet zo eenvoudig deze eisen te formuleren. 
Een tweede bezwaar is de beperktheid van de definitie van LAPLACE. 
In lang niet alle situaties, waarop de statistiek van toepassing is, laten 
zich gelijkwaardige mogelijkheden aanwijzen, op grond waarvan de kans op 
een bepaalde gebeurtenis uitgerekend kan worden. VON MISES demonstreert 
dit aan het begrip "sterftekans": wat zijn daarbij de mogelijkheden, waar-
aan men gelijke kansen toe kan kennen? Hetzelfde doet zich trouwens reeds 
voor bij worpen met een "valse" dobbelsteen of munt, b.v. een punaise. 
Wij zullen verderop zien, hoe deze bezwaren opgeheven kunnen worden. 
Beschouwen wij voorlopig nog even de definitie van LAPLACE, dan is het 
verband met de stellingen over fqn, die in het vorige hoofdstuk gegeven 
zijn, duidelijk. Een verzameling A van N elementen Ai (i = 1,2, ... ,N), 
waarbij aan Ai het kenmerk Ai wordt toegevoegd, is nu een wiskundig mode]_ 
van een uitvoering van het spel en de fqn op A zijn precies de boven gede-
finieerde kansen. In plaats van de abstracte elementen Ai kunnen ook de Ai 
zelf als elementen van A beschouwd wbrden. 
Wij kunnen nu dan ook de in het begin van hoofdstuk II gestelde vraag 
trachten te beantwoorden met behulp van een stelling uit hoofdstuk III. 
Deze vraag luidde als volgt. "Wat zal vaker gelukken: met 4 worpen van een 
dobbelsteen minstens eenmaal 6 werpen of met 24 worpen met twee dobbel-
stenen minstens eenmaal dubbel 6?" *) 
*) Daar er bij een dobbelsteen 6 mogelijkheden ziJn en bij 2 stenen 36, 
terwijl 4:6 = 24:36, verwachtte de steller van deze vraag (CHEVALIER 
DE~~), dat de beide spelen gelijke winstkansen zouden geven. In de 
practijk won hij echter met het eerste, maar verloor cet het tweede. 
Hij concludeerde hieruit, dat de wiskunde niet deugde. 
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Bij de behandeli.ng van dit vraagstuk gaan wij uit van de onderstelling, dat de dobbelstenen "zuiver" zijn, zodat het spel symmetrisch is en de kansde-fi.nitie van Ll>.PLACE kan worden toegepast. Geven wij de gebeurtenis "minstens eenmaal 6 bij 4 worpen" aan met 5 1 en "minstens eenmaal (6,6) bij 24 worpen met twee stenen" met 52 , dan behoeven wij dus, volgens het bovenstaande, slechts de fqn van deze twee kenmerken op de bij de spelen behorende verza-meling A1 , resp. A2 te berekenen. 
De elementaire gebeurtenissen, die de elementen van A1 vormen, zijn 6 4 mo9cal.ijke v.i.ertallen uitkomsten van 4 worpen met een dobbelsteen. Wij 
de 
2e worp 
geven ze aan met CA1 ,A2 ,A3 ,A4 J, waarin Ai het aantal ogen bij de voorstelt. De uitkomst Ai = 6 geven wij kortweg aan met 6i en de uitkomst A. 
l. 
.;, 6 met 6i . Dan is 
51 = 61 v 62 v 63 v 64, 
en 
51 - 61 /\ 62 /\ 63 /\ 64. 
Volgens (3.10) is 
zodat het voldoende is fq(S 1l te berekenen. Volgens (3.16) is: 
Nu is gemakkelijk na te gaan, dat de fqn van het rechterlid op A1 alle gelijk aan 5/6 zijn, zodat 
dus 
4 fqCS 1l • 1 - (5/6) 0,518 
is. Geheel analoog kan men fq{S2 l berekenen op A2 , een verzameling bestaan-24 de uit de 36 mogelijke 24-tallen van uitkomsten van het tweede spel. De uitkomst is 
fq(s2J • l - (35/36) 24 o 0,491. 
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Oit zijn dus tevens de kansen volgens LAPLACE en indien men ervan uitgaat, 
dat bij vele malen herhalen van de spelen voor ieder daarvan alle elemen-
taire gebeurtenissen (ongeveer) even vaak zullen optreden, dan geven deze 
kansen aan, hoe vaak s 1 resp. s 2 ongeveer zullen optreden; 51 treedt dan 
dus vaker dan in de helft der gevallen op en 52 minder vaak. 
Men kan nu verschillende wegen volgen, om deze opzet der kansrekening tot 
een goed gefundeerde theorie uit te breiden. Bij een daarvan, waarvan wij 
slechts heuristisch de gedachtengang zullen schetsen, wordt expliciet vast-
gehouden aan het uitgangspunt van gelijkwaardigheid van elementaire gebeur-
tenissen. Een tweede, die ondanks het feit, dat daarbij niet van gelijkwaar-
digheid uitgegaan wordt, in feite aequivalent is met deze eerste, is een 
axiomatische opzet van de theorie en deze methode is tegenwoordig de meest 
gebruikelijke, mede vanwege de eenvoudige wijze, waarop langs deze weg 
exactheid kan worden bereikt. 
Bij beide voorstellingswijzen is het uitgangspunt van all·e toepas-
singen, die symmetrie of gelijke kansen betekenen, dat de betrokken ge-
beurtenissen bij veelvuldig herhaalde uitvoering van het experiment (of 
bij herhaalde waarneming) ongeveer even vaak optreden. Seide leiden ook tot 
dezelfde interpretatie van een kans: een kans op een gebeurtenis s be-
tekent dat het fq van S in een lange reeks waarnemingen ongeveer gelijk aan 
p zal zijn. Zij steunen derhalve direct op de experimentele wet der grote 
aantallen (hoofdstuk II) en stemmen hierin overeen met de defi.nitie van 
LAPLACE. 
De eerste gedachtengang zullen wij slechts aan een voorbeeld toe-
lichten en wel aan dat van het geslacht van pasgeborenen. Dit is een van 
de in hoofdstuk II vermelde voorbeelden van de experimentele wet der grote 
aantallen, waarbij het echter op het eerste gezicht niet duidelijk is, wat 
de gelijkwaardige mogelijkheden zijn. !miners er worden - zoals uit vele 
statistieken blijkt - meer jongens dan meisjes geboren, zodat de twee 
mogelijke uitkomsten "jongen" en "meisje" (ook) in dit opzicht niet als 
gelijkwaardig beschouwd kunnen worden. De theorie zal moeten toelaten, dat 
de kans op een jongen grater is dan die op een meisje. Het is echter wel 
mogelijk A samen te stellen uit de geboorten als elementen (vroegere en 
toekomstige inbegrepen) en deze elementen als gelijkwaardig te beschouwen . 
Het fq van het kenmerk "jongen" resp. "meisje" op deze A is dan de kans op 
een jongensgeboorte. oeze verzameling A kan dan als basis voor de verdere 
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ontwikkeling van op d i t probleem toe te passen statistische rnethoden ge-
bruikt worden en in feite kan men zodoende de gehele stat istiek opbouwen 
zonder het kansbegrip in te voeren, daar dit nu slechts een ander woord 
voor fq is. De sta tistiek wordt dan volledig frequentie-quotii!nt:enrekening. 
Bij de axiomat:ische opzet van de kansrekening volgt men een andere 
weg, waarbij men juist de gelijkwaardigheid van mogelijkheden - die de 
principie le moeil i jkhe id vormt bij de de finitie van LAPLACE laat vallen. Overigens is de opbouw vri jwel analooq aan die von een regelrechce fqn-
rekening, op een belangrijk verschil na . Indien men n.l. wil werken met 
waargenomen f qn , meet men rekening houden met hun variabilite it , waardoor 
telkens in alle formuleringen het woord "ongeveer" in sluipt. De relati e 
"is ongeveer gelijk aan" (notatie: "") is echter niet transitief (106 ,,. 106-1 ~ . .. ""1) , hetgeen he t rekenen zee r bemoeil ijkt . 
Anderzijds he bben fqn in lange reeksen waarnemingen een neiging tot 
stabiliteit (experimentele wet der grote aantallen) en de kansrekening ver-disconteert dit feit - daarbij tegelijkertijd bovenge noemde moeilijkhe id 
oplossend - door aan de gebeurtenis , waarvan het fq beschouwd wordt, een (in de regel onbekend, maar constant) getal toe te voegen, dat de Jeans op (of waarschijnlijkheid van) die gebeurt enis heet. Deze kans is een wiskun-dig analogon van het in een lange r eeks waarnemingen optredende f q, waarbij 
- in eer ste instantie - van de onzekerheid van het fq afgezien is . Later blijkt , dat in he t kansmodel het f q als zodanig , met zijn statist ische fluctuaties , op natuurlijke wijze weer ingevoerd kan worden. Het kansbegrip 
word t vastgelegd door axioma ' s, niet door ee n definitie . 
Deze gang van zaken , die verderop uitvoeriger wordt beschreven, is 
vrijwel analoog aan die bij de opbouw en toe passing van de meetkunde. OOk daar wordt eerst afgezien van verschlll en, die in de practijk steeds be-
staan. Immer s twee voorwerpen bezitten nooit precies gel ijke afmetingen, het is zelfs nauwelijks mogelijk een definitie van "precies gelij k" te ge-
ven , die niet reeds een modelkarakter bezit. Lijnstukken van geli jke lengte 
en congruente lichamen zijn echter belangrijke begrippen voor de opbouw en de toepassing van de meetkunde . Ook de begrippen "punt~ , "lijn" e n "vlak" 
zijn wis kundige model begrippen, die niet aan definities, doch slechts aan 
axioma's onderworpen worden en die aan de werkelijkheid ontleend worden door schematisering. De toepassing van de meetkunde maakt dan tenslotte de 
waarneming e n beheersing van verschillen, waarvan eerst geabstraheerd is, 
beter moqelijk dan oorspronkelijk het geval was . Een soortgelij ke kringl oop 
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valt waar te nemen bij de statistiek. 
Bij het begrip kans heeft men dus in gedachte de "constante kern" van 
het fq te karakteriseren. Bet ligt daarom voor de hand voor de axioma's een 
aantal eenvoudige eigenschappen van fqn te nemen. Daarvoor blijken nu de 
eigenschappen (3.3) uitermate geschikt te zijn. 
Aan deze eigenschappen lag een verzameling A ten grondslag, waarop 
kenmerken gedefinieerd waren. Een dergelijke verzameling hebben wij nu ook 
nodig en deze verzameling, die de basis van het wiskundige model vormt, is 
voor elk practisch probleem verschillend. Een practisch probleem, waarop 
de statistiek van toepassing is, heeft steeds betrekking op een situatie, 
die verschillende uitkomsten kan hebben. voorbeelden daarvan hebben wij 
reeds herhaaldelijk genoemd. Deze verschillende rnogelijke uitkornsten zijn 
nu de elementen van de basisverzameling die wij met r aan zullen geven. Zij 
behoeven nu niet meer "gelijkelijk mogelijk" te zijn. Op r zijn nu weer 
kenmerken gedefinieerd, waaruit door negatie, conjunctie en disjunctie 
nieuwe kenmerken afgeleid kunnen worden. 
Voorbeeld: bij ~~n worp met een dobbelsteen ( "zuiver" of "vals", dat doet 
nu niet ter zake) bestaat r uit 6 elementen, de 6 zijden van de dobbelsteen. 
Als kenmerken treden op: de aantallen ogen 1,2, ... ,6, even, oneven, 6, etc. 
Deze kenmerken worde.n ook "eventualiteiten" genoemd, een term (ingevoerd 
door Prof.Dr. D. VAN DANTZIG) die nauw aansluit bij hun karakter: eventueel 
optredende gebeurtenissen. 
Is r nu eindig, dan kunnen wij de eigenschappen (3.3) letterlijk over-
nemen als axioma's voor de kansrekening. Vaak heeft men echter met oneindi-
ge r te maken. Een eenvoudig voorbeeld is het werpen met een munt tot voor 
het eerst kruis verkregen wordt. Bet aantal worpen, dat bij dit experiment 
optreedt, kan dan al le waarden 1, 2,. . • ad infinitum aannemen e .n r moet dus 
oneindig veel elementen bevatten. Dit maakt een kleine wijziging in de 
eigenschappen II en III wenselijk, terwijl een Se axioma toegevoegd wordt, 
om het werken met oneindig veel mogelijkheden vlot te doen verlopen. 
De kans op een eventualiteit S wordt aangegeven met P(S). Aan alle 
op r gedefinieerde eventualiteiten wordt nu een constant getal als kans 
toegevoegd en deze kansen (die in de regel van onbekende grootte zijn) vol-
doen aan de volgende axioma's. 
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(4.1) 
Axioma I. o s P(S) s 1 voor iedere beschouwde eventualiteit S. 
Axioma II . P(S) • o als geen element van r het kenmerk S 
bezit. 
l\xioma III. P(S) • 1 
l\xioma IV. P(SVU) 
als ieder element van r het kenmerk S 
bezit . 
P(S) +P(U) -P(SAU) voor ieder paar S,U van 
beschouwde eventualiteiten. 
OPMERKING . oe axioma' s II en III worden ook vaak als volgt ui t gedrukt : 
P(S) • O als S onmogelijk is; P(S) = 1 als S zeker is . 
De op grond van de eigenschappen (3 . 3) voor onvoorwaardelijke fqn afge-
leide stellingen gelden nu dus ook voor kansen, daar bij het bewi.js van 
de stellingen in hoofdstuk III geen gebruik werd gemaakt van (3. 3.II) en (3 . 3 . III), maar slechts van (3.3' .II ) en (3.3 ' .IIl) , die overeenkomen met (4.1.II) en (4.1.III). 
Y.~n van de stellingen (zie stelling (3 . 2) luidt: Vormen de eventuali-
teiten s 1 ,s2 . ,,,.sk op r een exclusief systeem, dan geldt 
(4 . 2) 
k k 
P( V S) ~ ~ P(S,). i•l i 1•1 l. 
Oeze eigenschap geldt voor iedere e indige k. Als Se axioma wordt nu de 
overeenko111Stige eiqenschap voor oneindige exclusieve systemen genomen: 
AXIOHA V: vormen s1,s2 , •.. een oneindig exclusief systeem op r, dan geldt: 
( 4 . 3 ) P( V S) • 
1•1 i 
.. 
Het axioaasyateem is nu volledig. Een verzameling r met eventualiteiten en bijbehorende kansen die aan de axioma' s voldoen, wordt een kansruimte of 
waarachi jnlijJthejdsruimt.e genoemd. 
Wij gaan nu over tot de invoering van voorwaardelijke kansen. De definitie daarvan is analooq aan (3.4): de voorwaardelijke kans, P(SITl , op de even-
tUAliteit S onder voorwaarde van het optreden van de eventualiteit T, die 
een kans P(T) > 0 bezit, wordt gedefinieerd door 
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(4.4) PCS!Tl def P(SAT) 
-- PTT> 
Het is nu niet zonder meer duidelijk, dat de axioma's ook gelden voor voor-
waardeli jke kansen. Bij fqn volgde dit dir ect uit definitie (3.2), maar nu 
moeten wij deze eigenschappen bewijzen . Is dit gebeurd , dan gelden ook alle 
in hoofdstuk III afgeleide stellingen voor voorwaardelijke kansen. 
STELLING 4. 1. Indien p (T) > 0 geldt: 
(4. 5) 
I. 0 S PCS!Tl S 1 voor iedere eventualiteit s. 
II. PCSIT> = 0 als geen der elementen van r, die het kenmerk 
T bezitten, ook S bezit. 
III. PCSIT> "' 
IV. P(SVU ITl 
als ieder element, dat het kenmerk T bezit, 
ook s bezit. 
PCSIT> +P<ulTl - P(SAUIT> voor ieder paar kenmerken 
S en U. 
Volgens stelling 3.5 geldt 
(4.6) P(TAS) S P(T). 
Dus 
PCS IT> = P~~;~> s 1. 
Teller en noemer zijn verder beide niet negatief. 
II. Als geen der elementen van r zowel T als S bezit, is volgens axioma II: 
P(TAS) = Q. 
III. Als ieder element , dat T bezit, ook S bezit, is volgens axioma II: 
P(TAS) = 0. Uit (4.6) volgt dan: P(T) = P(TAS ). 
IV. P ((SVU) AT) = P ((SAT) V (UAT)) = P (SAT) + P (UAT) - P(SAUAT). 
P(SVUITl = P( (SVU)AT) • P(SAT) + P(UAT) _ P(SAUAT) 
P(T) P(T) P(T) P(T) 
PCsiT> + PCU!Tl - P(SAU ITJ. 0 
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V Als S S een Oneindig exclusief systeem op r vormen dan is . 1' 2, ... 
P( V S AT) 
j=l i 
P(T) 
.. 
P( V (S 11T)) 
i=l i 
P(T) 
.. 
~ P(S.llT) 
i=l l. 
P(T) 
'l'enslotte voeren wij nog het begrip stochastische onafbankelijkheid in. De 
eventualiteit s is per definitie stochastisch onafhankelijk van de eventua-
liteit T, als 
(4.7) PCSIT> • P(S). 
Volgens definitie (4.4) is dan 
(4.8) P(S11T) • P(S)•P(T), 
zodat dan ook geldt: 
(4.9) P(T ISl a P(T). 
De relatie van stochastische onafhankelijkheid is dus wederkerig. Tevens 
geldt, als S en T stochastisch onafhankelijk zijn: 
(4.10) 
{ P(SIT> = P(SjT) = P(S), 
P<S IT> = P(SjT) = P(S) 
en analoog met verwisseling van S en T. Set bewijs van deze eigenschappen 
en van de hieronder volgende laten wij aan de lezer over. 
(4 .11) 
(4 .12) 
als S-+ T (d.w.z. als ST impliceert), dan is P(S) $ P(T) en 
P(Sll~) 0 P(S), P(SVT) • P(T), 
is P(S) = 1, dan is iedere T stochastisch onafhankelijk van S. 
StochAstische onafhankelijkheid voor meer dan twee eventualiteiten wordt 
als volgt gedefinieerd. De eventualiteiten s 1,s2 , ... ,sk (k mag .. zijn) 
zijn stochastisch onafhankelijk, indien voor ieder h-tal (h s k) 
s1 ,s12 , ... ,s1h daaruit geldt: 
h h (4.13) P(/\ s1 ) • n P(Si ). jsl j j"'l j 
Dit impliceert o.a. dat ieder tweetal Sa,Sb stochastisch onafhankelijk is 
en ook, dat 
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(4 .14) 
k 
n 
i=l 
P(S.) 
l. 
(bijzondere of onafhankelijke vermenig-
vuldigingsregel; voor onafhankelijke 
eventualiteiten) 
Paarsgewijze onafhankelijkheid noch het vervuld zijn van (4.14) garandeert 
dat (4 . 13) vervuld is. Een tegen-voorbeeld voor het tweede is als volgt te 
construeren. Laat r uit 8 e l ementen bestaan, aangegeven door de nummers 
1, ... ,8 en laat deze alle een kans ~ bezitten. Beschouw nu de volgende 
kenmerken: 
A: 1 V 2 V 3 v 4, 
B: 3 v 4 v 5 v 6, 
C: 4 v 6 v 7 v 8. 
1 A en c zijn dan afhankelijk, want 4 
en 
P(A) • P(B)•P(C) 
P(AAB/\C) 1 8 
1 
8 
P(A)P(C) f P(AAC) 1 a· Toch is 
Een voorbeeld van een drietal paarsgewijze onafhankelijke eventualiteiten, 
waarvoor echter de verm,enigvuldigingsregel niet opgaat, is een r met 4 
elementen (a,b,c,d), die ieder een kans t bezitten en 
A: a v d 
B: b V d 
C: c V d. 
De verif icatie van de juistheid van deze bewering laten wij aan de lezer 
over. 
Het is van belang na te gaan, wat de practische interpretatie van het 
onafhankelijkheidsbegrip is, d.w.z. wanneer wij twee of meer mogelijk op-
tredende gebeurtenissen s en T in het model zullen voorstellen door onaf-
hankelijke eventualiteiten. Volgens (4.10) houdt onafhankelijkheid van 
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s en T in , dat de kans op s niet beinvloed wordt door het al of niet op-treden van T. Of anders gezegd: dat de informatie of T wel of niet optreedt 
ons geen informatie verschaft over het al of niet optreden van S · Dit is 
echter reeds min of meer een practische interpretatie en indien het prac-tisch onaannemelijk geacht wordt, dat het al of niet optreden van T dat van s beinvloedt, kan men deze twee dus door onafhankelijke eventualiteiten 
voorstellen. Hen kan zich daarbij uiteraard vergissen, doch dat is bij model-keuze altijd het geval. Verkeert men in twijfel, dan late men in het model een eventuele afhankelijkheid toe. Oeze kan dan, zoals wij later zullen 
merken, statistisch onderzocht worden. 
VOORBEELDEN. Op elkaar volgende worpen met een dobbelsteen, met de nodige 
voorzorgen uitgevoerd, worden gewoonlijk als onafhankelijk beschouwd, daar 
men aanneemt, dat een dob.belsteen "geen geheugen heeft" . Door verschillende waarnemers uitgevoerde wegingen van een zelfde object, zonder dat de waar-
nemers van elkanders uitkomsten op de hoogte zijn, zijn onafhankelijk (zouden zij elkanders uitkomsten kennen, dan is beinvloeding, dus afhanke-lijkheid, van psychologische aard niet uitgesloten). Anderzijds betekent 
afhankelijkheid van twee eventualiteiten nog niet, dat er een direct oor-
zakelijk verband bestaat; er kan ook een derde verschijnsel zijn., dat de beide eerste beinvloedt. Beschouwt men b.v. voor ieder der na-oorlogse jaren het aantal verkochte auto ' s en het aantal schoolkinderen, dan vertonen deze beide kenmerken een duidelijke afhankelijkheid: in de jaren met veel school-kinderen wa.ren er ook veel auto's. Toch schaft men gewoonlijk geen auto aan omdat men zijn ki.nderen naar school moet brengen; ook stuurt men niet meer kinderen naar school omdat men een auto heeft. Bet is de parallelle 
stijging met de tijd, die hier het statistische verband veroorzaakt. over 
een jaar of wat kan dit er trouwens weer heel anders uitzien. Men zij dus voorzichtig met de interpretatie van afhankelijkheden. 
De definitie van IAPLACE komt nu als speciaal geval te voorschijn. Al.s model voor een symmetrisch spel (b.v. ~en worp met een zuivere dobbel-
steen) wordt n.l. uiteraard een r genomen, waarvan alle element en (de 
elementaire l!l09elijke uitkomsten van het spell gelijke kans bezitten. 1 Voor n elementen dus ieder kans 0. Uit stelling 3.2 (de bijzondere optel-
reqel) volqt dan direct, dat de kans op een willekeurige eventualiteit in zo'n qeval b4u"ekend kan worden volgens de definitie van LAPLACE. 
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OPMERKINGEN. De hier beschreven practische interpretatie van het kansbegrip, 
als een model-analogon van een fq, wordt de frequentie-interpretatie genoemd. 
Naast deze interpretatie zijn nog verschillende andere ontwikkeld, waaronder 
ook van subjectivistische aard: een kans wordt dan opgevat als een "graad 
van redeli jk geloof" in het optreden van een eventualiteit. Wij houden ons 
in deze cursus geheel aan de frequentie-interpretatie, die wegens zijn ob-
jectief en verifieerbaar karakter een hechtere basis voor de toepassingen 
geeft dan de andere interpretaties. 
LITERATUUR. 
De axiomatiek van de kansrekening is afkomstig van A. KOLMOGOROV, Grundbe-
griffe der Wahrscheinlichkeitsrechnung, Springer, Berlijn 1933; Chelsea 
Publishing Co., New York 1946. 
HOOFDS'l'UK V 
VOORBZKLD!:N ITAN BBT BEREKENBN VAN I<ANSEN 
hr illuatratie van het gebruik van de axioma • s geven wij i.n dit hoofdstuk 
een aantal ele-ntaire voorbeelden van berekeningen van kansen op een gege-
qn kmusveld . 
VOORB'SEU> 1. Wij beschouwen twee onafhankelijke uitvoeringen van een expe-
r1-t, vaarbij een "succes" (S) of een "mislukking" (M) op kan treden. De 
kana op auccea ia beide keren gelijk aan p ( O < p < 1) • Gevraagd wordt de 
~elijk.e kanaen P(SMISMVMSJ en PCMS!SMVMS) te berekenen . 
Ol>LOSSINC. Wi:) hebben : P(S) • p. P(SVM) = 1 (ax. III), dus volgen$ (3.10): 
P(M) • 1 - p . Daar beide 11itvoerinqen van het experi.ment onafhankelijk 
&J.jn, 1a (4 . 8) van toepa111sin9, dus is, met q == 1 - p, 
2 2 P(SS) • p , P(SM) • P(MS) m pq, P(MM) q . 
Verdu 1a volqena (3.8) 
P(SMVMS) • P(SK) + P(MS) • 2pq, 
sodat 4ef1nit1e (4 . 4) gei!ft : 
PtSM!SMVMS> • P(SMA(SMVMS)) 
P(SMVMS) P(SM) = ...5.. == 2
!_ 
P (SMVMS) 2pq 
.. t.&elfde V-ldt YOOr 4e ~ere ,~~~·-deli" J"t..e ·~w....... ~ kans, dus i.s de uitkomst: 
(5. l) 
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briefjes worden, nadat zij eerst grondig dooreen geschud zijn, een voor een 
blindelings uit de doos genomen en in volgorde van trekking neergelegd. Hoe 
groot is de kans, dat zij in een bepaalde van tevoren gegeven volgorde zul-
len komen te liggen? 
OPLOSSING. Als model nemen wij in dit geval, dat ~ij elke trek.king ieder 
der nog in de doos aanwezige briefjes gelijke kans bezit om bij de eerst-
volgende trekking getrokken te worden. Als de briefjes even groot, even 
zwaar, even glad en op dezelfde wijze gevouwen (of niet gevouwen) zijn, 
kortom als men de voorzorg neemt ze - afgezien van hun nummer - vrijwel 
identiek te maken, voldoet dit model - naar experimenteel aangetoond kan 
worden - geed.*) Door dit model is het kansveld volledig beschreven. 
De kans, dat de briefjes b.v. in de volgorde 1,2,3, ... ,n getrokken 
zullen worden is nu gemakkelijk te berekenen met behulp van stelling 3.6. 
Geven wij het nummer van de trekking aan met een index, dan is, daar in 
dit geval de definitie van LAPLACE toepasbaar is: 
enz., dus volgens stelling 3.6 
(5.2) ! 1 2 • 1 
n 
Ditzelfde geldt echter ook voor iedere andere volgorde, m.a.w. alle 
n! permutaties hebben gelijke kans -.!, . 
n. 
OPMERKING. Trekkingen, waarbij alle nog aanwezige briefjes (of in het al-
gemeen elementen) gelijke kans hebben om getrokken te worden, worden 
aselecte trekkingen**) genoemd. Wij hebben hier met aselecte trekkingen 
zonder teruglegging te maken. Wordt ieder getrokken briefje voor de uit-
voering der volgende trekking weer in de doos gelegd, dan zijn het aselecte 
trekkingen met teruglegging; maar dan is schudden voor iedere trekking 
nodig. 
*) 
**) 
Daarbij valt op te merken, dat het dan niet nodig is tussen ieder 
tweetal trekkingen opnieuw te schudden; eerunaal grondig schudden 
van tevoren is genoeg . 
Deze term is geintroduceerd door Prof.Dr. D. van Dantzig. 
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VOORBEELD 3. Uit de doos met n briefjes, genummerd van 1 tot n, worden &Mlect en zonder teruglegging k (k s n) briefjes getrokken. Hoe groot is de kans dat deze de nwmners 1, ... ,k in een of andere volgorde bevatten? 
OPLOSSING. 0e kans, dat deze k briefjes de nummers 1, ..• ,k in de natuurlijke vol90rde dragen is, zoals direct uit het vorige voorbeeld blijkt 
1 1 
n 'n-1 
1 ~ n:k+l = n! 
Voor iedere andere gegeven volgorde van deze k nummers geldt hetzelfde en daar er alechts een volgorde uit kan komen, is volgens stelling 3.2 (de excluaieve optelregel), de kans dat deze nummers er in de een of andere volqorde uit zullen komen qelijk aan de som van deze kansen. oaar er k! verachillende volgorden mogelijk zijn, is de gezochte kans gelijk aan 
(5. 3) k!(n-k)! (n)-1 
n! • k · 
OPNERKING. Oeze uitkomst geldt uiteraard niet alleen voor de nummers 1, ... ,k, doch voor iedere k-tal. De kans op ieder k-tal is dus dezelfde, zoala uit aya:ietrie-overwegingen reeds zonder meer t e zien is. Daar er ~) verachillende k-tallen zijn, volgt (5 .3) hieruit met behulp van atellin9 3.4. Ben aselect zonder teruglegging getrokken k-tal wordt, indien de volgorde van trekking buiten beschouwing gelaten wordt, een steekproef (zonder terugle99in9) van de 011Nang k genoemd. 
VOORBEELO 4. Uit de doos met b briefjes, genummerd van 1 tot n, worden er k (k s n) a.elect en zonder terugle99ing getrokken en in volgorde van trek-king neergel~. Roe qroot is de kans, dat er op ieder van h (h s k) van tevoren ~ven plaatsen een van tevoren gegeven nummer terecht komt? 
OPLOSSING. Dit vraa9stuk laat zich b.v. langs de volgende directe weg op-loa-n. Onder de k 9etroltken nummers moeten zich, wil de genoemde gebeur-tenia, die vij Mt G aanqeven, kunnen optreden, de h gegeven nummers be-vinden. Er zijn ~) k-tallen, die gelijke kans bezitten (voorbeeld 3) en hi•ronder zijn er~:~), die de h gegeven nummers bevatten. oerhalve is de !tans, dat het getroklten k-tal de h nurmners bevat gelijk aan 
(n-h) k-h 
(~) 
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Is nu aan deze voorwaarde voldaan, dan zijn alle permutaties der getrokken 
lootjes even waarschijnlijk (voorbeeld 2). Er zijn k! permutaties, waar-
onder (k-h)!, waarbij G optreedt. De voorwaardelijke kans op G is dus 
zodat 
(k-h) ! 
__ k_!_ 
(n-h) ! __ n_! __ 
Deze eenvoudige uitkomst doet vermoeden, dat er een eenvoudiger oplossing 
bestaat. Oit is inderdaad het geval. Na het trekken van de eerste k brief-
jes kan men n.l. rustig doorgaan en alle briefjes uit de doos trekken. Bet 
al of niet optreden van G wordt daardoor immers niet meer belnvloed. Nu 
zijn er in totaal n! even waarschijnlijke permutaties en daarvan zijn er 
(n-h)! waarbij G optreedt; waaruit de gevonden uitkomst direct volgt. 
VOORBEELD 5. Uit een doos met M witte en N zwarte knikkers worden aselect 
k knikkers genomen. Hoe groot is de kans, dat de k-de knikker wit is? 
A. als de trekkingen met teruglegging geschieden; 
B. als de trekkingen zonder teruglegging geschieden. 
OPLOSSING. Bij trekkingen met teruglegging is de k-de trekking een aselecte 
trekking uit dezelfde verzameling knikkers als de eerste, zodat volgens 
de definitie van lAPLACE de gevraagde kans gelijk is aan 
(5. 4) M 
M +N 
Bij trekkingen zonder teruglegging is de samenstelling van de knikker-
verzameling bij de k-de trekking niet dezelfde als bij de eerste, maar 
hangt van de resultaten der eerste k - 1 trekkingen af. Toch is de uitkomst 
dezelfde als eerst, zoals op de volgende wijze in te zien is. Als wij na 
de k-de trekking doorgaan tot alle M + N knikkers getrokken zijn, beinvloeden 
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wij het resultaat van de k-de trekki ng niet. Denken wij de knikkers 
genummer6 van 1, ... ,M+N, dan zi j n alle (M+N) ! permutaties der trekkings-
volgorde even waarschijnlijk , zodat alle knikkers dezelfde kans bezitten 
om de k-de getrokkene te zijn . Er zijn dus voor de k-de trekking weer 
M +N mogelijkheden met qelijke kansen, waaruit volgt dat de kans op een 
witte k-de knikker weer gelijk is aan 
M 
M+N 
OPMERKING. De berekende ka.ns is de onvoorwaardelijke kans , dat de k-de 
knikker wit is. De voorwaardelijke kans hierop, bij gegeven resultaat van 
de eerste k - 1 trekkingen is afhankelijk van dit resultaat en dus in het 
algemeen niet qelijk aan ~M~ . Het verschil tussen aselecte trekkingen M +N 
met en zonder ~eruglegging is dus, dat in het eerste qeval de trekkingen 
stochastisch onafhankelijk zijn (anders gezegd: de kans is bij iedere 
trekking opnieuw, wat ook de vorige voor resultaat geven, dezelfde) , ter-
wijl in het laatste qeval de trekkinqen stochastisch afhankelijk zi jn, ook 
al is de onvoorwaai·delijke kans voor alle trekkingen dezelfde. 
VOORBEELD 6 . Uit een doos met M witte en N zwarte knikkers warden er n 
aselec t met terugleqqing getrokken. Hoe qroot is de kans, Px' dat e r 
x witte knikkers ender de n getrok.kene voorkomen? 
OPLOSSING. Geven wij "wit" en "zwart" aan met w en z, dan zijn, bij iedere 
trekking, de kansen daarop 
M P(W) • M+N(= p} , P(Z) N M"'+'N(= q .. 1 - p ). 
De trekkingen zijn onafhankelijk (zie opmerking bij voorbeeld S, zodat wij 
de bijzondere productregel (4 .1 4) kunnen t oepassen . Daaruit volgt, dat de 
kans op een rij uitkomsten van de vorm 
ww z wzz •.. z 
qelijk is aan 
p p q p q q ... q, 
dus , als er in de rij x witte en n - x zwarte voorkomen, gelijk aan pxqn-x 
Het aantal verschillende rijen met x witte en n - x zwarte is qelijk aan het 
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aantal x-tallen plaatsen onder n plaatsen, dus (n). Volgens de bijzondere 
x 
optelregel is dus 
(5.5) (n) x n-x PX= X p q (met (~) = 1) . 
OPMERKING. Oezelfde uitkomst wordt verkregen bij iedere rij van n onaf-
hankelijke experimenten met kans p op "succes" voor ieder daarvan; x is dan 
het aantal successen. Zijn b.v. de knikkers in de doos niet alle even groot 
of even zwaar en wordt volgens een bepaalde procedure getrokken, dan is p, 
de kans op een witte knikker, niet noodzakelijk meer gelijk aan M~N , 
maar (5.5) blijft geldig, alleen met een andere (wellicht enbekende) waar-
de van p. De groothe id x kan de waarden O, 1, •.• . , n aannemen. Daar deze n + 1 
mogelijkheden een kategorisch systeem vormen, geldt velgens stelling 3.3 
n 
(5.6) l 
x=O 
p 
x 
n 
l 
x=O 
x n - x p q 1' 
hetgeen evereenkomt met de binemiale ontwikkeling van 
VOORBEELD 7. Uit een doos met M witte en N zwarte knikkers worden er n 
aselect Zender teruglegging getrokken. Hoe groot is de kans , P~, dat er 
x witte knikkers ender de n getrekkene voorkomen? 
OPLOSSING. Volgens voorbeeld 3 hebben alle (M+N) n-tallen gelijke kans em 
n 
getrokken te worden. Bet aantal verschillende n- tallen, die samengesteld 
zijn uit x witte en n - x zwarte knikkers, bedraagt 
zodat volgens de definitie van LAPLACE geldt: 
(5. 7) P' 
x 
(:) (n~x) 
(M+N) 
n 
OPMERKING. De grootheid x neemt nu gehele waarden aan tussen max(n-N , 0) en 
min(M,n), deze grenzen inbegrepen. Buiten deze grenzen is P~ = 0 en het 
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rechterlid van (5.7) ook volgens de afspraak dat c:) - 0 als b < 0 of 
b > a. Oerhalve geldt volgens stelling 3.3 
(5 .8) 
Als n klein is t.o.v. N en M is 
(5.9) met p 
Dit is als volgt in te zien. 
P' 
x 
---'-M;....! ______ N_! - -.,..-- n ! (( MM++NN-) n.' ) ! 
x! (M-x) ! (n-x) ! (N-n+x) ! 
Hierin is, als x << M*~ 
M! x (M- x) ! = M(M-1) ••• (M-x+l) ""'M 
en, als n - x << N, 
N! =N(N-1) ••• (N-n+x+l) ~~-x. (N-n+x) ! 
Voor n << M + N is verder 
(M+N) ! 
(M+N-n) ! (M+N) (M+N-1) ••• (M+N-n+l) i:.1 (M+N)n 
en indien deze drie benaderingen ingevuld worden, komt er 
(5 . 10) 
Is n << N,M, dan i s ook x << M, n-x << N en n << N+M. Hieruit blijkt -
wat ook zonder bewijs wel duidelijk is - dat het niet terugleggen der ge-
trokken elementen wel verwaarloosd kan worden zolang het er slechts weinig 
zijn in vergelijking met de aanwezige elementen, die dezelfde kenmerken 
dragen. 
*) "<<" staat voor veel kleiner dan. 
VOORBEELD 8. Een reeks van onafhankelijke experimenten, ieder met kans p 
op succes, wordt voortgezet tot precies k successen verkregen zijn. Hoe 
groot is de kans, Qn, dat hiervoor n uitvoeringen van het experiment 
nodig zijn? 
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OPLOSSING. De gezochte kans is gelijk aan de kans, dat bij de eerste n - 1 
experimenten k - 1 successen verkregen worden en bij het n-de ook een succes. 
De kans op het laatste is p en die op het eerste wordt door (5.5) gegeven 
met n - 1 in plaats van n en k - 1 in plaats van x. 
wegens de onafhankelijkheid der experimenten moeten deze beide kansen 
met elkaar vermenigvuldigd worden, hetgeen leidt tot 
(5. 11) (n-1) k-1 
k n-k p q (q 1 - p). 
Verder geldt voor k ~ 1 
.. 
(5.12) 
BEWIJS. Iedere 
I 
n=k 
Stel nu 
sk 
dan is 
dus 
Qn 
~ 
l 
n=k 
(n - 1) k n-k k-1 p q 
bevat een factor p 
0 als p o. 
00 
k 
{ 1 als p 'I 0 
0 als p O. 
met k ~ 1, dus 
k n-k l I (n- 1) p q 
n=k 
Qn 
n=k k-1 
l 
n=k 
(n-1) k n - k+l = ~ (n- 2) k n-k k-1 p q l k-1 p q 
n=k+l 
Pk + l [ (n-1) _ (n- 2) J k n-k k-1 k-1 p q l + l 
n=k+l 
l 
n=k 
n=k+l 
(n-2) k - 2 
k n-k p q 
(n-2) k - 2 
k n-k p q 
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voor p ~ o geldt dus sk = sk-l (k 1,2, ... ) en dus is 
.. 
r n-1 t 0 Sk • S I • L pq • p • 1 - q s I • 
n•I 
VOORBEELO 9_* 1 Een dictator, die van oordeel is, dat de verhouding van het 
aantal jongensgeboorten tot het aantal meisjesgeboorten niet groot genoeg 
i s, vaard igt e en wet uit, die inhoudt dat in een qezin, waa rin een mcisje 
geboren is, verder geen kinderen ter wereld mogen komen. Wat is de invloed 
van deze maatregel, indien aangenomen mag worden dat het geslacht van een 
nieuwe baby onafhankelijk is van dat van eventuele vroegere baby's van het gezin, terwijl de leans op een jongensgeboorte voor alle gezinnen dezelfde 
is? 
OPLOSSING. Daar het door deze maatregel aan gezinnen, waarin een meisje 
qeboren is, verboden wordt nog meer kinderen te krijgen, zal het t otale 
aantal geboorten dalen, indien daar geen compensatie tegenover wordt ge-
eteld . Onder de gestelde omstandigheden wordt echter de verhouding tussen de aantallen jongens- en meis jesgeboorten niet beinvloed, daar bij iedere 
nieuwe geboorte de kans op een jongen gelijk aan p is, in welk gezin deze 
geboorte ook plaatsvindt. Men kan het ook zo stellen; de ooievaa.r, die 
de kinderen brengt, neemt telkens een baby aselect uit een voorraad, 
waarin een vaste verhouding der geslachten aanwezig is. Door de invoering 
van de nieuwe wet brengt hij sommige baby's op andere adressen dan anders 
het geval zou zijn geweest, maar hij put ze op dezelfde wijze uit zijn 
voorraad, zodat er, afgezien van een zekere vertraging in de aflevering, 
niets aan de situatie verandert. 
OPMBRKING. Indien de kans op een jongensgeboorte van gezin tot gezin ver-
schilt heeft de maatregel wel invloed op de geslachts-samenstelling van de 
bevolking. 1-rs dan wordt de omvang van gezinnen met een kleinere kans op jongens Sterker verkleind dan die met een grotere kans op jongens, omdat 
in de regel in de eerstgenoemde gezinnen eerder een meisje geboren wordt dan in de laatstgenoemde. 
• ) 
Di t voorbeeld werd mij medegedeeld door Prof.Dr. N.G. DE BRUIJN. Bet heeft niet direct betrekking op het berekenen van kansen, maar dient t e r illustratie van het onafhankelijkheidsbegrip. 
HOOFDSTUK VI 
HET METEN VAN l<ANSEN 
In het vorige hoofdstuk zijn een aantal voorbeelden gegeven van het bereke-
nen van kansen. Dit kan geschieden, zoals in voorbeeld 6, door de berekening 
te baseren op een gegeven kans p, die dan ook in het resultaat (5.5) voor-
komt; in voorbeeld 1 is uitgegaan van een onbekende kans p, die geelimineerd 
werd, zodat een bekend getal als uitkomst verkregen werd; ook bij de overige 
voorbeelden, behalve bij bet laatste, konden de gevraagde kansen expliciet 
berekend worden, op grond van bepaalde gegevens, die de aard van symmetrie-
voorwaarden bezitten. In feite werd in al die gevallen, waarin numerieke 
uitkomsten verkregen zijn, uitgegaan van de gelijkheid van een aantal 
kansen. 
voor de practiscbe toepassing van de kansrekening kan men echter met 
de bebeersing van dergel ijke eenvoudige situaties niet volstaan. Algemeen 
geldt, dat het voor de toepasbaarheid van een axiomatisch ingevoerd maat-
begrip nodig is dit ook practisch meetbaar te maken, d.w.z. experimentele 
middelen aan te geven om er in practijkproblemen een (min of meer) bepaal-
de waarde aan toe te kennen. Denkt men b.v. aan bet begrip "lengte", dan 
zal men een practisch uitvoerbare procedure aan moeten geven, die aan de 
volgende eisen voldoet . 
a. Men moet na kunnen gaan of twee voorwerpen even lang zijn en, zo 
neen, welk het langst is. 
b. Men voert een materiele standaard (standaardmeter) in. 
c. Op grond van a en b moet aan ieder voorwerp een getal als lengte 
toegevoegd kunnen worden. 
Pas als aan deze eisen voldaan is, kan de theorie ook in toepassing ge-
bracht worden en deze toepassing strekt zich dan ook alleen uit tot ob-
jecten, waarvoor instrumenten ontworpen zijn, waarmee aan deze eisen vol-
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daan kan worden. 
Betzelfde geldt voor het kansbegrip en de theorie daarvan (de kans-
rekening) . Het instrumentarium, dat aan de toepasbaarheid ten grondsla~ 
ligt, wordt grotendeels geleverd door de statistiek, waarbij gebruik gemaakt 
wordt van de kansrekening, o.a. in de vorm van eenvoudige principes, die in 
de behandelde voorbeelden besloten zijn. 
Punt b. is daarbij het eenvoudigst, daar een absolute maat voor het 
kansbegrip reeds in de axioma ' s II en III vervat is. Wij kunnen dan ook, 
zoals uit voorbeeld 1 van hoofdstuk V blijkt, langs eenvoudige weg en met 
simpele middelen een kans van willekeuriqe gegeven grootte "construeren". 
De punten a en c eisen meer voorbereiding. Wij zullen verderop in 
deze cursus de oplossing van a resp. c ontmoeten in de vorm van statis-
tische toetsen voor de hypothesen dat twee onbekende kansen gelijk zijn 
resp. dat een onbekende kans een gegeven waarde bezit. De theorie der be-
trouwbaarheidsintervallen - ten nauwste verbonden aan de toetsingstheorie -
maakt het mogelijk grenzen aan te geven voor het versch:il tussen twee 
onbekende kansen resp. de waarde van een onbekende kans , terwijl de 
schattingstheorie de middelen beschr ijft om een zo goed mogelijke getal-
waarde ("schatting") van kansen en verschillen daarvan te verkrijgen en 
de nauwkeurigheid daarvan te onderzoeken. Al deze methoden berusten op de 
verwerkinq van waarnemingen, die verricht dienen te worden onder zodanige 
voorwaarden, dat de wiskundige modellen, waarop deze statistische methoden 
berusten, een getrouwe afspiegeling van de werkelijkheid vormen. 
Deze method.en, die alle verderop uitvoerig ter sprake komen, vormen 
uiteraard slechts een klein onderdeel van de statistiek , een eerste stap 
op de goede weg . 
HOOFDSTUK VII 
STOCHASTISCHE GROOTl::IEDEN, KANSVERDELINGEN 
In dit en het volgende hoofdstuk worden een aantal belangrijke begrippen 
en stellingen uit de kansrekening behandeld. 
DEPINITIE 7.1. Een grootheid x, die verschillende waarden aan kan nemen, 
wordt een stochastische groot~id*l genoemd indien voor ieder gegeven 
re~el getal x de kans, dat ~ een waarde aanneemt, die hoogstens daaraan 
gelijk is, gedefinieerd is. 
VOORBEELDEN. Grootheden, die in een wiskundig model door stochastische 
grootheden voorgesteld kunnen worden, zijn de volgende. Het aantal succes-
sen in een reeks onafhankelijke experimenten met ieder een kans p op suc-
ces. Het aantal worpen met een munt tot voor het eerst kruis verkregen 
wordt. Maar ook: de gewichtstoename van een proefdier tijdens een proef-
periode; de dikte van de speklaag van de Se walvis, die op een bepaalde 
dag door een walvisvaarder gevangen wordt; het aantal telefoongesprekken, 
dat gedurende een bepaald tijdsinterval over een bepaalde lijn gevoerd 
wordt. 
NOTATIE. Stochastische grootheden geven wij aan met onderstreepte latijn-
se letters: ~·:i'.·~·~ 1 ,~2 ,~3 enz., terwijl getalwaarden, die zij kunnen aan-
nemen, vaak beschouwd als algebralsche variabelen, door dezelfde letters 
zonder onderstreping aangegeven worden. 
(7. 1) P(~ s x) ~de kans dat ~ een waarde s aanneemt. 
*) oToxa~eo0a\ • raden; een grootheid, naar de waarde waarvan men slechts 
gissen kan. 
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In plaats van onderstreepte letters worden vaak ook vet gedrukte letters 
of hoofdletters gebruikt. 
BIJBEBORENDE TERMEN. De Jcansverdeling van een stochastische grootheid ~ is 
de verzameling van alle waarden x, die ~ aan kan nemen met de bijbehorende 
kansen 
P(~ S x). 
De verdelingsfunctie van x is de functie 
(7 .2) def F (x) = P (~ S x) , 
opgevat als functie van de algebralsche variabele x. Iedere verdelings-
functie is een functie, die monotoon niet dalend is en uitsluitend waarden 
in het gesloten interval [ 0,1 ) aanneemt, terwijl 
(7 .3) F(_...) = O, 
DEPIN:ITIE 7.2. Discrete*) kansverdelingen zijn kansverdelingen, waarbij de 
beschouwde stochastische grootbeid een eindig of aftelbaar aantal waarden 
x 1,x2 , ... aan kan nemen, terwijl 
(7. 3) 
De bijbehorende verdelingsfuncties zijn trapfuncties: 
(7 .4) 
VOORBEELDEN. De binomiale verdeling (voorbeeld 6 van hoofdstuk V): 
(7.5) rn) x n-x P(~ • x) • lx p q (x•0,1, ... ,n; q• 1-p). 
oe hypergeometrische verdeling (voorbeeld 7 van hoofdstuk V) : 
(7 . 6) P(~ • X) • 
*) Of: discontinue. 
(x geheel tussen max(n-N,0) en 
min(M,n)). 
De negatief binomiale verdeling (voorbeeld B van hoofdstuk V) 
(7. 7) P(x x) k x-k p q {x,. k,k+l, ... ; q = 1 - p). 
DEFINITIE 7.3. Continue kansverdelingen zijn kansverdelingen, waarbij de 
stochastische grootheid een continuum van waarden {bijv. alle waarden van 
een eindig of oneindig interval) aan kan nemen, terwijl de verdelings-
functie F{x) voor iedere x continu is en voor iedere x, op hoogstens ein-
dig veel na, continu differentieerbaar is. 
De afgeleide 
(7. 8) f(x) def ! F(x) 
wordt dan de verdelingsdichtheid genoemd. Derhalve geldt 
x 
(7 .9) F(x) = J f{v)dv 
en, zoals op grond van de axioma's gemakkelijk te bewijzen is 
(7 .10) 
+"" 
(7 .11) J f (x)dx 
(7.12) P(~ x) 
1, 
0 
x2 
F(x2 l - FCx1 l = J f(x)dx, 
xl 
voor iedere x. 
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Deze kansverdelingen treden op als limiet van discrete kansverdelingen 
(zoals wij later zullen zien; zij worden daarom vaak voor benaderingsdoel-
einden gebruikt) en als wiskundig model bij grootheden, die quantitatief 
op een bij benadering continue schaal afgelezen worden. voorbeelden daarvan 
*) Als de verdeling in werkelijkheid "begint" bij een punt x =a kan men 
ook a als ondergrens van de integraal nemen; daar dan echter F ( x) = 0 
voor x s a, dus ook f(x) = 0 in dat gebied, is de ondergrens _.., steeds 
correct. Analoge overwegingen gelden voor de bovengrens, indien deze 
het "einde" van de verdeling overschrijdt. 
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zijn: de lengte van een recruut, de tijdsduur van een treinrit , de snel-
heid van een vliegtuig. 
VOORBEELDBN . oe belangrijl<ste continue l<ansverdeling is de normale, waar-
voor de volgende formules gelden: 
(7 . 13) f(x) u 
-- Q 
(x-v> 2 
- ---;T 
(-co < x < oo), 
aili 
waarin a(> 0) en \l constanten (parameters) zijn. De verdeli ngsfunctie is 
(7 . 14) F(x) a 
NOTATIE . Bezit x een normale verdeling met parameters \l en o, dan wordt 
dit aangegeven met x is N(µ,o)-verdeeld. 
De vorm van de verdeling is in figuur 7 .1 aangegeven; o is de afstand 
van het punt x • µ tot de abscis van het buigpunt van f (x) • 
•) 
tf Cx) tF(x ) 
µ 
x µ 
0 0 
Fig . 7.1. Normale verdeling. 
Oat voor deze functie inderdaad d 1 ere atie (7.11) geldt vindt men bewezen in l l van de appendix. 
x 
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Is~ = 0 en a• 1, dus is~ N(0,1)-verdeeld, dan spreekt men van de gestan-
daardiseerde normale verdeling. Voor grootheden, die deze verdeling bezit-
ten, gebruiken wij het symbool u. De gestandaardiseerde normale verdeling 
is uitvoerig getal:>elleerd. 
Een andere continue verdeling, die bijv . van belang is voor de theorie 
van het afronden van meet- of berekeningsresultaten, is de horrogene ver-
delinf!, waarvMr de volgende formules gelden. 
1 
voor 6 1 { 92-91 s x s 02 , (7 .15) f(x) - 0 elders. 
F(X) • { 
0 x < 01, 
(7 . 16) 
x-6 1 
61 s x s 02, 62-01 
voor 
voor x > 62. 
De "eindpunten" 01 en 62 treden hier als par~eters op.*) 
DEFINITIE 7.4. Gemengde kansverdelingen zijn kansverdelingen, die verkre-
gen kunnen worden als g ewogen gemiddelden van een discrete en een continue, 
d .w.z. waarvoor geldt: 
(7.17) (O<X<l), 
waarin F 1 (x) een trapfunctie is en F2 (x) continu is in x en continu dif-
ferentieerbaar :ln alle x op hoogstens eindig veel na. 
VOORBEELD. De schadeuitkering, die in 6~n jaar op een verzekeringspolis 
moet geschieden. Er is een positieve kans op uitkering 0 (geen verhaalbare 
schade), terwijl verder een (vrijwel) continue schaal van mogelijke uitke-
ringen bestaat. 
*) Parameters van kansverdelingen worden meestal door griekse letters 
aangegeven. In bepaalde gevallen, zoals bij de parameter p van een 
binomiale verdeling, zi jn andere symbolen zozeer ingeburgerd, dat 
van deze regel afgeweken wordt. 
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OPMERKING. De mogelijkheden zijn hiermede nog niet uitgeput. Men kan con-
tinue verdelingsfuncties beschouwen, die een niet continue afgeleide bezit-
ten of die in oneindig veel punten niet differentieerbaar zijn. Deze 
pathologische gevallen zijn voor de practijk van weinig of geen belang en 
blijven hier buiten beschouwing. 
DEFINITIE 7.5. Een aantal stochastische grootheden ~1 ,~2 , ... ,~n bezit een 
simultane kansverdeling als voor ieder stel re~le getallen x 1 ,x2 , ••. ,xn de (sillRlltane) verdelingsfunctie 
(7. 18) 
gedefinieerd is . 
VOORBEELDEN. Het aantal worpen met een munt tot voor de tweede maal kruis 
verkregen wordt en het nummer van de worp, waarbij in die rij worpen de 
eerste keer kruis viel. De lichaamslengte en de borstomvang van een aselect 
uit de Nederlandse mannelijke bevolking genomen man. In deze beide geval-
len is n ~ 2 (tweedimensionale verdelingen) . Een n-di:mensionale verdeling 
wordt bijv. verkregen indien men de temperaturen op verschillende punten 
van Nederland beschouwt, gemeten op een aselect gekozen dag om 12 uur. 
DEFINITIE 7 . 6. Ben discrete n-dimensiollllle kansverdeling is een verdeling, 
waarbij in de n-dimensionale ruimte Rn met x1,x2 , ..• ,x0 als co<5rdinaten 
een eindig of aftelbaar aantal pun ten P j - (xlj ,x2 j, ... ,xnj) (j • 1, 2, ... ) 
aanwezig zijn, waarvoor geldt 
(7 .19) P(~ 
waarin f = C~1 ,~2 , ... ,~n) een stochastisch punt in R0 voorstelt. De bijbe-horende verdeling is dan een terrasfunctie: 
(7 .20) F(xl,x2, . . . ,xn) • l pj 
xij sxi 
Ci=l,2, .•. ,n). 
VOORBEELDEN. stellen ~l resp. ~2 de nummers voor van de worpen, in een rij 
onafhankelijke worpen met een munt, waarbij voor het eerst resp. voor de 
tweede maal kruis verkregen wordt, dan is, zoals gemakkelijk te zien is, 
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als de kans op kruis p is: 
(7 .21) 
Deze kans is dus voor iedere x1 < x 2 dezelfde. Dit doet vermoeden, dat bij 
gegeven x 2 alle mogelijke waarden van x 1 dezelfde kans zullen bezitten. 
Oat dit zo is kan als volgt bewezen worden (vgl. 7.7): 
P(~l ~ X1A~2 - x2) 
P(~2 ., x2) 
(7.22) 
1 
2 X2-2 = X2-t • 
p q 
Onder de voorwaarde ~2 = x 2 is ~1 dus homogeen verdeeld over de getallen 
1,2, ... ,x2-1. 
Laat, als tweede voorbeeld, ~i (i = 1,2, ..• ,n) het aantal malen kruis voor-
stellen bi::I de i-de worp uit een rij onafhankelijke worpen met een munt. 
Iedere ~i kan dus de waarde 0 of 1 aannemen en de kansen hierop stellen 
wij q resp. p. Dan geldt dus 
P(~i '" 1) = p, P(x. 
-1 
en wegens de onafhankelijkheid 
(7. 23) 
0) q 
waarin x1 (i • 1,2, ... ,n) de waarde 0 of 
(7 .24) 
(i"'1,2, ... ,n) 
bezit. Stellen wij 
dan is x het aantal malen kruis bij n worpen, waarvoor dus (7.5), de bino-
miale verdeling, geldt. 
Deze opbouw van een binomiaal verdeelde grootheid ~ met parameters n 
en p als som van een aantal onafhankelijke grootheden ~i met dezelfde p 
en n = 1 zal ons l ater nog te pas komen. 
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De lezer berekene de voorwaardelijke kans 
P(x_
1
., x Ax
2 = x 2 A ••• AX • x Ix x) 1 -
-n n -
en interpretere de verkreqen uitkomst. 
DEFINITIE 7.7. Een continue n-dimensionale kansverdeling is een kansver-delin9, waarvoor de verdelingsfunctie F(x1 ,x2 , •.. ,xn) in elk punt (x
1 ,x2 , .•. ,x0 ) continu is en waarvoor de functie 
(7. 25) 
overal bestaat en continu is (discontinuiteit van f in eindig veel punten of op ~4in of meer krommen is toegestaan; een exacte formulering hiervan zou te ver voeren). De functie f heet de (sinailtane) verdelingsdichtheid. De omi;iekeerde relatie van (7.25) is 
(7 .26) F(x1,x2 , ••. ,x0 ) = J ... J f(v1 ,v2 , .•• ,vn)dv1dv2 ..• dvn 
viSxi 
(i • 1,2, •.. ,n). 
Is G een qebied in de ruimte Rn met coOrdinaten x1 ,x2 , •.. ,xn en is ! : (~1 ,!2 , ..• ,!0 ), dan geldt 
(7. 27) P(~ ~ G) • J 
G 
Bet bevijs van deze relatie is element.air als G een n-dimensionaal recht-hoeki9 pa.rallelopipedl.llll is. Is G van een andere vorm, dan leidt overdek-king van G met inltri.mpende parallelopipeda en limietovergang tot het doel. Dit maattheoretiecbe bewijs en de eisen, die aan G opgelegd moeten worden, behandelen vij hier niet. 
VOORBEELDBN. Tvee grootheden ~ en ~ bezitten een tweedilnensionale normale verdeling, ala hun verdeli.ngsdichtheid de volgende vorm heeft: 
(7 . 28) 
__ 1;;___ {(-x-_11_1 (:?p x_-_1.1_1 _Y-_ll_2 + (-Y-_IJ_2)2} 
2 (1-r.> 2) 01 ) 01 0 2 0 2 
Hierin komen 5 parameters voor: 1.1 1 ,1.12 ,o1,o2 en p. 
Oeze vcrdclin9 kan vaak al~ model 9cbruikt worden indien aan 44n 
aselect uit een grote verzameling gekozen objecten twee afmetingen waar-
genomen worden, bijv. lengte en breedte van een meeuwenei. 
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Een tweedimensionale homogene verdeling op een cirkelschijf wordt ge-
geven door 
1 2 2 s 2 { - 2 voor x + y r I 11r 
(7. 29) f(x,y) = 
0 
2 2 > r2. voor x + y 
Dit model treedt o.a. op bij het onderzoek van de verdeling van bacteri~n 
of bacterie-koloni~n in een Petri-schaal. 
Ook in het meerdimensionale geval kunnen gemengde kansverdelingen op-
treden, die wij echter niet beschouwen. 
Marginale verdelingen en voorwaardelijke verdelingsdichtheden. 
Bezitten ~ 1 ,~2 , ... '~n een n-dimensionale discrete verdeling (vlg. def. 7.6 ), 
dan geldt voor iedere i 
(7. 30) F (x) ~ P(x. S xl..) i i - l. 
(Uit welke stelling volgt dit?) 
F
1
(x
1
) heet de marginale verdelingsfunctie van ~i· De marginnle kansen 
worden gegeven door 
(7 . 31) 
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en analoog voor meerdimensionale marginale verdelingen. 
VOORBEELD. De marginale verdeling van ~l' behorende bij de door (7.21) ge-
geven verdeling, is volgens (7.31): 
x -1 
pq 1 I 
i =1 
i-1 pq 
x -1 
pq 1 , 
d \'° i-l · 1 d l ' i's dus dezelfde als (7.7) aar li=l pq = 1. Deze margina ever e ing 
met k = 1. (Was dit ook direct in te zien? De lezer berekene de rnarginale 
verdeling van ~2 .) 
Bezitten ~1 ,~2 , ... ,~n een n-dimensionale continue verdeling (vgl. 
def. 7.7), dan geldt volgens (7.27) voor de marginale verdelingsfunctie 
van x.: 
-l. 
(7. 32) 
xi ....., 
J J ... J f(v1,v2 , . . . ,vn) dv1av2 .• . dvn. 
vi=-"" 
De marginale verdelingsdichtheid is dus 
+oo 
(7. 33) 
Meerdimensionale marginale kansverdelingen worden op analoge wijze uit de 
simultane verdeling afgeleid. 
VOORBEELDEN. De marginale verdeling van~ behorende bij (7.28) laat zich 
eenvoudig als volgt berekenen. Stellen wij 
(7.34) u = en v 
dan is dx = o 1du en dy = a 2dv . Substitueren wij dit in (7.28) en stelt 
: : voor: "op een constante factor na gelijk aan", dan is dus 
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f(x,y) : : e 
1 2 2 
- - - - 2- Cu -2puv+v ) 2 (1-p ) 
Volgens (7 . 33) geldt dus voor de marginale verdelingsdichtheid f 1 Cx) van x: 
2 
- __ u __ + .. 
2 (1- p 2 I f 1 Cx) : : e 
-
1 2 
-- 2 u I .. e 
e 
e 
1 { 2 2 2 2 2} 
- 2 (v -2puv+p u )-p u 2(1-p ) dv 
2 
2 (v-pu) 2 (1-p ) dv . 
Door substitutie van w = v - pu in de integraal blijkt, dat deze - daa.r de 
grenzen door de substitutie niet veranderen - niet weer van u afhangt, 
zodat dus geldt 
1 2 
- 2 u 
f 
1 
(x) : : e = e 
1 
- 2 
Dit beteke nt echter, dat de marginale verdeling van~ een N(µ 1 ,o1 )-ver-
deling is. De nog ontbrekende factor kan aangevuld worden met behulp van 
de voorwaarde (7.11), die uiteraard ook voor marginale verdelingen geldt. 
Uit formule (7.13) blijkt, dat het resultaat moet zijn 
(7 .35) 
1 
- 2 
Cx-µ 1 ) 
2 
2 
01 
Een analoge formule geldt voor f 2 Cy), de marginale verdelingsdichtheid 
van :l · 
Voorwaardelijke verdelingen kunnen, in het discrete geval direct volgens 
de definitie van voorwaardelijke kansen berekend worden. Een voorbeeld 
hiervan was (7.22). In het continue geval doet zich de complicatie voor, 
dat de voorwaarde, waaronder men werkt, zelf een kans O bezit, zodat de 
definitie niet zonder meer bI'1.likbaar is. Bezitten ~l en ~2 ee.n continue 
2-dimensionale verdeling, dan is dus PC~2 = x 2 ) • 0 voor iedere x 2 , zodat 
voorwaardelijke kansen van de vorm 
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vooralsnoq niet gedefinieerd zijn. Deze kans wordt nu gedefinieerd als 
(7.36) 
Volgens de definitie van een voorwaardelijke kans en ( 7. 27) is dit gelijk 
aan 
x2+dx2 
J dv2 f(v1 ,v2 )} 
x2 
en hierin is, na de ling van teller en noemer door dx
2 : 
terwijl voor de noemer geldt volgens (7.32): 
.... 
"' ..!L_ J dv dx2 l 
_.., 
-oo 
ala P2 en f2 de margi~le verdelingsfunctie resp. -dichtheid van ~2 voor-' •t•llen. Derhalve i• 
(7 .37) 
en 
(7 . )8) 
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Oe lezer controlere of f(x 11x2> inderdaad een kansverdeling is, d.w.z. of J~ f(x1 jx2 > dx1 = 1 is.) 
Voor meer dan 2 dimensies kan op analoge wijze de volgende formule 
afgeleid worden: 
(7 .39) 
VOORBEELD. Wij berekenen nu de voorwaardelijke verdelingsdichtheid f(xly> 
van de tweedimensionale normale verdeling (7.28). Deze is, volgens (7.38) 
gelijk aan 
waarin, volgens (7.35), 
Voeren wij weer de substitutie (7.34) uit , dan komt er 
f ( x jy ) : : e 
"' e 
• e 
• e 
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waarin nu y, wegens de voorwaarde ¥ • y, als een gegeven constante optreedt .• 
Derhalve volgt uit (7.13): 
(7 .40) f<xlyl 
2 2 2C1-p ) a 1 
HOOFDSTUK VIII 
ONAFHANKELIJKHEID VAN STOCHASTISCHE GROOTliEDEN 
In hoofdstuk IV is het begrip stochastische onafhankelijkheid gedefinieerd 
voor gebeurtenissen, door middel van de productformules (4.8) en (4.13). 
Aequivalent hiermee is, dat voorwaardelijke en onvoorwaardelijke kansen 
gelijk zijn (formule (4.7)). Wij sluiten hier bij die definities aan, 
waarbij dan de beschouwde gebeurtenissen zijn: ~1 S x 1 , ~2 s x 2 , enz. 
DEFINITIE 8 .1. Een aantal stochastische grootheden ~ l ,~2 , ... ·~n zijn 
onafhankelijk verdeeld (stochastisch onafhankelijk), indien zij een 
simultane kansverdeling bezitten, waarvan de verdelingsfunctie voldoet aan: 
(8. 1) 
waarin F de simultane verdelingsfunctie is en Fi (i = 1,2, ..• ,n) de margi-
nale verdelingsfunctie van ~i· 
OPMERI<.ING . vergelijking (8.1) is identiek met: 
(8.2) 
Voor de eenvoud beschouwen wij verder in het bijzonder het geval van een 
tweedimensionale verdeling van stochastische grootheden ~l en ~2 • De uit-
breiding tot meer dan 2 dimensies is gemakkelijk aan te geven en de bewij-
zen verlopen analoog. Definities (8 .1 ) en (8.2) gaan voor n=2 over in 
(8 .1 I) 
en 
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(8.2 I ) 
STELLING 8.1. Zijn ~l en ~2 stochastisch onafhankelijk, dan geldt 
(8 . 3) 
~· volgens de definitie van een voorwaardelijke kans, tezamen met 
(8. 1 ') geldt 
F 1 (xl ) F 2 ( x2 ) 
F2(x2) 
STELLING 8.2. Zi jn ~l en ~2 discreet en onafhankelijk verdeeld, dan geldt 
(8. 4) 
en 
(8. 5) 
{ P(~1Sx1A~2=x2) 
P(~l.,XlA~2sx2 ) 
P(~1SX1)P(~2=x2), 
P(~1=x1 )P(~2sx2 ), 
BEWIJS. Is xi < x 2 de grootste waarde < x2 , die door ~2 aangenomen kan 
worden, dan is PC~2<x2 > = PC~2sxi> en daa.r (8.2 ' ) voor alle mogelijke waar-den van x 1 en x2 geldt is dus tevens 
(8.6) 
Is er geen dergelijke waarde xi, dan zijn linker- en rechterlid van (8.6) 
beide • 0, zodat de geldigheid behouden blijft. 
La.at nu 
Al resp. A2 voorstellen ~l s xl resp. ~2 s x2, 
Bl resp. B2 ~1 < x resp. ~2 < x2' 
cl resp. c2 ~1 xl resp. x 2 
-2 x2. 
Dan is A2 : B2 " c2. dus A1 A A2 - (AlAB2 ) " (A1AC2 l , zodat 
(8. 7) 
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Anderzijds is volgens {8.6): 
zodat 
Uit deze relatie en (8.7) volgt direct, dat 
(8.8) 
hetgeen overeenkomt met de eerste der twee vergelijkingen {8 .4). Oe tweede 
wordt uiteraard op dezelfde wijze bewezen. 
Om (8.5) te bewijzen ontwikkelen wij nu P(A1Ac2 > op analoge wijze met 
behulp van A1 : s 1 v c 1 . Dit geeft: 
daar {8 .4 ) niet alleen geldt met ~l s x1 , maar ook met ~l ~ xi, als xi de 
grootste waarde < x 1 is, die ~l aan kan nemen (vergelijk {8.6)). Anderzijds 
is volgens (8.8) 
wat, tezamen met de vorige relatie, leidt tot 
dus tot {8.5). 0 
STELLI NG 8.3. Zijn ~l en ~2 continu en onafhankelijk verdeeld, dan geldt 
(8.9) 
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waarin f de simultane en £
1 
en t 2 de marginale verdelingsdichtheden voor-
stellen. 
BEWIJS. Oeze stelling volgt onmiddellijk uit definitie 7.7: 
0 
OPMERKINGEN. In hoofdstuk IV (blz. 33) is opgemerkt, dat de bijzondere 
productregel (4 . 14) niet voldoende is om stochastische onafhankelijkheid 
te garanderen. Daartoe was (4.13) nodig. In definitie 8.1 ligt echter een 
analoge relatie als (4.13) opgesloten. Immers vult men in (8.1) bijv. in 
xn = w, dan gaat deze relatie over in dezelfde relatie, maar nu voor de 
eerste n - 1 stochastische grootheden . Wij hebben hi er dus aan ( 8. 1) genoeg 
voor de definitie van stochastische onafhankelijkheid. Anderzijds is paars-
gewijze onafhankelijkheid niet voldoende voor volledige onafhankelijkheid 
van meer dan twee stochastische grootheden. Dit is gemakkelijk door een 
tegenvoorbeeld aan te tonen. Op blz . 33 (hoofdstuk IV) hebben wij een voor-
beeld aangetroffen van 3 eventualiteiten A, B en C, die paarsgewijze onaf-
hankelijk waren, maar waarvoor 
P(Al\BAC) F P(A)P(B)P(C) 
was . Defini~ren wij nu ~· 1 resp. ~ als grootheden, die de waarde 1 aan-
nemen, als A, B resp. C optreden en de waarde O als A, B resp. C niet op-
treden, dan is P(~=l) P(A), P(;c=Ol P(B) enz., en onafhankelijkheid van 
de gebeurtenissen is aequivalent met die van de stochastische grootheden. 
Deze laatste zijn dus ook paarsgewijze onafhankelijk, maar het drietal is 
dat niet, daar 
P(Al\BAC) ,. P(~=l111=111~=1) f- P(A)P(B)P(C) '" 
De relaties (8.5) en (8 . 9) (voor n dimensies opgeschreven) kunnen ook 
dienen om stochastische onafhankelijkheid te defini&ren. Dan kan (8.1) 
daaruit gemakkelijk afgeleid worden. De hierboven gevolgde methode bezit 
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het voordeel, dat het continue en het discrete geval (en oak het hier niet 
behandelde gemengde geval) in een universele formule samengevat warden. 
Uit de stellingen 8.2 en 8.3 volgt, dat voor onafhankelijke grootheden 
geldt: 
(8.10) (discontinue geval), 
en (volgens (7.38)) 
(8 .11) (continue geval) . 
Of, algemeen gezegd, bij stochastisch onafhankelijke grootheden is de 
voorwaardelijke verdeling van een aantal daarvan, onder voorwaarden, die 
alleen op de overige grootheden betrek.king hebben, gelijk aan de marginale 
verdeling van de eerstgenoemde grootheden. 
VOORBEELDEN. Bij vele experimentele onderzoekingen richt men de experi-
menten zo in, dat in het wiskundige model met onafhankelijke stochastische 
grootheden gewerkt kan warden. De wiskundige moeilijkheden wo:rden daardoor 
sterk verminderd, omdat dan de eenvoudige relaties, die in dit hoofdstuk 
zijn afgeleid, gelden. Als voorbeeld van de vereenvoudigingen, die optre-
den, beschouwen wij de tweedimensionale normale verdeling (7.28). De mar-
ginale verdelingen van ~ en X zijn, volgens 
(x-1.11) 2 
(7. 35) 
Zijn ~ en i stochastisch 
(8.12) f(x,y) 
1 
- 2 2 
cl 
en f 2 (y) 
1 
---e 
o/2n 
onafhankelijk, 
2 !{ (x-1.11) 
2 2 
01 
dan geldt dus 
2 
(y-1.12) 1 
+ 2 f 
<12 
volgens (8.9) 
hetgeen overeenkomt met (7.28) wanneer daarin p = 0 gesteld wordt. De 
simultane verdelingsdichtheid is nu dus veel eenvoudiger dan in het alge-
mene geval: ten eerste is er een parameter minder en ten tweede kunnen 
allerlei berekeningen gemakkelijker uitgevoerd warden, omdat f(x,y) uit 
twee factoren bestaat, die ieder slechts een der beide grootheden bevatten. 
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Voor meer dan 2 grootheden is de vereenvoudiging van dezelfde aard, terwijl 
het effect bij het oplossen van vele problemen nog sterker is. 
Oat x en ~· als zij een simultane normale verdeling bezitten, dan en 
slechts dan onafhankelijk verdeeld zijn als p = O, volgt ook uit de for-
mules (7.35) en (7.40), die de marginale en de voorwaardelijke verdelingen 
van ~ voorstellen. oeze zijn dan en slechts dan identiek , als P = 0 is. 
Een tweede voorbeeld van stochastisch onafhankelijke grootheden ver-
kr ijgt men door de resultaten te beschouwen van n op dezelfde wijze uitge-
voerde worpen met een dobbelsteen. In dat geval kan men de worp-resultaten 
aangeven met ~1 ,~2 , .•. '~n en het ligt voor de hand, daar een dobbelsteen 
geen geheugen heeft, als modelveronderstelling in te voeren, dat deze groot-
heden stochastisch onafhankelijk zijn en alle dezelfde (marginale) verde-
ling bezitten. Wij merken hierbij terloops op, dat men een dergelij ke onder-
stelling niet klakkeloos behoeft te aanvaarden, doch experimenteel kan 
onderzoeken. De statistiek beschikt dan over de middelen om op grond van 
waarnemingsresultaten de gemaakte onderstelling op zijn juistheid te toet-
sen . 
Indien wij voor de eenvoud veronderstellen, dat de dobbelsteen zuiver 
is, en indien x 1 ,x2 , .•• ,xn een willekeurig stel 1D09elijke uitkomsten is, 
geldt volgens (8.5) 
(8. 13) P(x.=x.) • 6-n 
-1. 1. 
en deze kans is dus voor alle mogelijke n-tallen uitkomsten dezelfde. Op 
grond van deze uitkomst kan dan desgewenst voor verdere berekeningen ge-
bruik gemaakt worden van de kansdefinitie van LAPLACE, die op blz. 24 is 
vermeld. Hiervan is in feite in hoofdstuk IV (blz. 26) reeds implic i et 
gebruik gemaakt. 
Als derde voorbeeld beschouwen wij een reeks worpen met een munt. 
Worden deze telkens op dezelfde wijze uitgevoerd, onafhankelijk van de 
bij vorige worpen verkregen resultaten, dan kan men de worpresultaten als 
stochastisch onafhankelijk beschouwen, met eenzelfde kans p op kruis voor 
iedere worp. Stellen nu ~1 ,~2 , enz. de nummers voor van de worpen, waarbij 
voor de eerste maal, voor de tweede maal, enz. kruis verkregen wordt, dan 
geldt uiteraard 
(8.14) I, 
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daar de tussen vierkante haken genoteerde eventualiteit zeker is. Deze 
stochastische grootheden zijn dus stochastisch afhankelijk, daar de waar-
den, die bijv. ~2 aan kan nemen, afhangen van de waarde, die ~l aanneemt 
(en andersom). Beschouwt men echter de grootheden: 
(8.15) 
da.n zijn d.,,.., grooi:heden weer onafhankelijk en zij bezitten alle dezelfde 
negatief binomiale verdeling (formule (7 . 7), hier met k=l). Dit volgt 
ogenblikkelijk uit de overweging, dat na iedere worp, waarbij kruis ver-
kregen is, een "nieuwe" rij van onafhankelijke worpen "begin t ", waarop 
formule (7.7) van toepassing is . Bij verschillende berekeningen omtrent 
de kansverdeling van ~ (met k > 1) is het dan ook eenvoudiger orn van de i's 
uit te gaan. Wij zullen daar verderop gebruik van maken . 
*) Tenslotte een strikvraag , die vaak niet juist wordt beantwoord. In 
fig. B.1 is een 2-dimensionale discrete verdeling getekend, waarbij de 
kansen op de drie mogelijke uitkomsten nog onbepaald zijn gelaten. 
y 
x 
Fig.8 .1. Discrete tweedimensionale verdeling 
Gevraagd wordt of het mogelijk is de kansen p 1,p2 en p 3 zo te bepalen, dat 
de grootheden ~ en ~ stochastisch onafhankelijk zijn. 
OPGAVE.**) Twee stochastische grootheden ~ en r• die een simultane ver-
*) Dit is opgave 75 van J. HEMELRIJK en DoRALINE WABEKE, Elementaire 
statistische opgaven met uitgewerkte oplossin~en, Noorduijn en Zoon 
N. V., Gorinchem 1957 . 
.... ) 
Opgave 81 l.c. 
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deling bezitten, zijn onderling onafhankelijk verdeeld. Beide kunnen uit-
sluitend de waarden 1, 2 en 3 aannemen. De volgende kansen zijn gegeven: 
x y P(~'"X"X y) 
3 1/30 
2 1 1/10 
2 2 3/10 
3 2 1/5 
Er zijn twee kansverdelingen , waarbij deze kans en optreden . Bereken deze. 
HOOFDSTUK IX 
MATHEMATISCHE VERWACHTING EN MOMENTEN 
Het begrip mathematische verwachting, dat in dit hoofdstuk wordt besproken, 
is zowel voor de theorie als voor de toepassingen van groot belang. De 
momenten van een kansverdeling, die o.a. gebruikt kunnen worden om een glo-
bale beschrijving van ligging en vorm daarvan te geven, zijn speciale geval-
len. 
Wij behandel en eerst het eendimensionale geval. 
DEFINITIE 9.1. Is! een discreet verdeelde stochastische grootheid, die de 
waarden x
1
,x
2
, ... aan kan nemen, met 
(9.1) 
en is •<x) een functie van x, dan wordt de mathematische verwachting van 
•<~l - notatie E·(~) - gedefinieerd door 
{9 . 2) def \ E•(!) l p. •<x.). 
i l. l. 
Bezit x een continue verdeling met verdelingsdichtheid f (x), dan luidt 
de definitie 
+oo 
(9. 3) def ( E·(~) J •<x)f{x)dx . 
OPMERKING. De functie •<!> van ~ is, daar x stochastisch is, zelf in het 
~lgemeen ook een stochastische groothe id. De verwachting E*) is een 
*) Ter verkorting wordt de toevoeging "mathematische" vaak weggelaten. 
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"operator", die deze stochastische grootheid in een getal omzet. Immers 
de rechterleden van (9.2) en (9.3) zijn getallen. 
Voor gemengde ~ansverdelingen (vergelijk blz. 51) is E'(~) een line-
aire combinatie, melt c~ffici~nten A en (l-A) van de rechterleden van 
(9.2) en (9.3). 
DEFINITIE 9.2. Bet k-de moment (k = 0,1,2, ... ) van een stochastische groot-
heid ~is de verwachting van ~k · Notatie: µk of, indien nodig, ~k(~). Du~ 
(9.4) def k llk=E~. 
OPMERKINGEN. voor iedere kansverdeling geldt: 110 - 1. Stellen wij de kans-
verdeling van ~ aanschouwelijk voor als een massaverdeling over de x-as, 
in het discrete geval met massapunten van massa pi in de punten x1 en in het continue geval als een continu aangebrachte massa met dichtheid f(x), 
dan stelt 110 de totale massa voor. Bet eerste moment 11 1 is de abscis van het zwaartepunt van de massaverdeling en 112 is het traagheidsmoment om de 
oorsprong. De beschrijvende waarde van deze momenten voor de kansrekening 
is dezelfde als die in de mechanica. Aan deze analogie is het gebruik van 
de term "momenten" toe te schrijven. 
Bij 11 1 wordt de index l vaak weggelaten. 
VOORBEELDEN. Indien x kansen p resp . q (p +q = 1) bezit op de waarden 1 
resp. 0 (dichotomie), dan geldt: 
(9.5 ) voor k = l , 2 , ••• 
Immers dan is 
Indien ~ een negatief binomiale verdeling bezit met k=l (d.i. als x het 
aantal experimenten is tot en met het eerste succes; vergelijk voorbeeld8 
van hoofdstuk V), dan is 
en dus 
x-l pq (x 
... 
Ex c l xP(~=x) - l 
- x=l xcl 
1, 2, .•. ) 
x-1 
xpq 
- p l 
x=l 
x-l xq 
Nu is 
l 
x=O 
x q 1 1- q 
en nemen wij links en rechts de afgeleide, dan komt er 
l 
x=l 
Derhalve is 
(9.6) \J 
x-1 
xq 
Ex 1 p 
Op analoge wijze valt af te leiden: 
(9 . 7) 2 Ex .!...:!:s 2 p 
Is x homogeen verdeeld (vergelijk pag. 51), dan is 
Ex 
en 
Dus 
(9.8) \J 
Is x normaal verdeeld volgens formule (7.13), dan is 
(9.9) Ex \J en 2 2 er + \J I 
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waarin µen er de parameters uit forrnule (7.13) voorstel i en. voor het bewijs 
*) Vergelijk voor voll edige afleiding opgave 27 uit het opgavenboekje 
(zie voetnoo t op blz . 67). 
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hiervan vergelijke men §1 van de appendix. 
OEFINITIE 9.3. Bet k-de gereduceerde moment (k = 1,2, ... ) van een stochas-
k tische grootheid ~ is de verwachting van (~-µ) . Notatie: Pk of, indien 
~ - µ, de gereduceerde x. Dus: 
(9.10) P • µ (x) = Exk k k -
OPMERKINGEN. Bet eerste gereduceerde moment is altijd 0. Bet tweede qere-
2 2 duceerde moment wordt de variantie van x genoemd en met a , zo nodig a (~), 
aangegeven: 
(9. 11) 
De variantie komt overeen met het traagheidsmoment om het zwaartepunt. 
voor iede.re kansverdeling is o2 <!: 0 en alleen dan 0 als x een waarde met 
kans 1 aanneemt. De wortel uit de variantie wordt de spreiding of standaard-
afwijking van ~ genoemd. 
Het derde gereduceerde moment is 0 voor synunetrische verdelingen, 
maar het omgekeerde behoeft niet juist te zijn. 
De berekening van de gereduceerde momenten, waarvan vooral de vari-
antie belangrijk is, geschiedt het snelst met behulp van verderop af te 
leiden stellingen over de mathematische verwachting. 
Het geval van meerdimensionale verdelingen behandelen wij voor het 
gemak in hoofdzaak voor 2 dimensies. Voor meer dan 2 verloopt het geheel 
analoog. 
DEFINITIE 9. 4. Bezitten ~ en };'. een simultane discrete verdeling, waarbij 
het punt~ = (~,};'.)met kans pj (j = 1,2, •• . ) in het punt Pj: (xj,yj) 
terecht komt en is ~(x,y) een functie van x en y, dan is de mathematische 
verwachting van~(~,};'.): 
(9. 12) 
Is de verdeling continu, met verdelingsdichtheid f(x,y) dan luidt de 
definitie 
-(9.13) def I I ~(x,y)f(x,y)dxdy. 
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DEFINITIE 9.5. De voorwaardelijke verwachting van <l>C~,¥), onder de voor-
waarde ¥ = y, is de verwachting van <l>(~,y) met betrekking tot de voorwaar-
delijke verdeling van ~ onder dezelfde voorwaarde. Notatie: E(<l>(~,:f) l:t =y) 
of E($(~,¥llyl, of kortweg: EC~IY>· Dus, volgens (7.38), voor het conti-
nue geval: 
(9. 14) 
VOORBEELD. Volgens (7.40) is de voorwaardelijke verdeling van~· onder 
de voorwaarde X = y, als ~ en ¥ een simultane normale verdeling (7.28) 
bezitten, ook normaal. Uit (7.40) en (9.9) volgt nu direct: 
(9.15) 
DEFINI TIE 9 .6. De marginale verwachting van <l>C~,y) met betrekking tot~· 
is de verwachting van <l>(~,y) genomen over de marginale verdeling van x. 
Notatie: Ex<l>(~,y). 
OPMERKING. EC!IY> is een functie van y, zeg g(y); substitueert men hierin 
¥ voor y, dan verkrijgt men een nieuwe stochastische grootheid g(~), waar-
voor ook de notatie EC!I~> wordt gebruikt. Ex<l>(~,y) is ook een functie van 
y. Na substitutie van¥ voor y is Ex<l>C~,~) e~eneens een stochastische 
grootheid, die echter in het algemeen verschilt van de eerstgenoemde; zij 
zijn gelijk als ~ en ¥ stochastisch onafhankelijk zijn Czoals de lezer zelf 
kan nagaan) . 
STELLING 9.1. Hebben x en X een simultane verdeling en is <t>Cx,y) een 
functie van x alleen, zeg <t>Cx,y) = ~ (x), dan is de verwachting Eel> (~,¥) 
van <1><~,:f) gelijk aan de marginale verwachting Exel>(~,¥) 
BEWIJS. Wij geven het bewijs alleen voor het continue geval; voor het dis-
crete verloopt het analoog. 
Volgens (9.13) i~ 
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+"' 
f f ~(x)f(x,y)dxdy 
+"' +"' +"' ~ f ~(x)dx f f(x,y)dy % f ~(x)fl (x)dx a 
_.., 
.. 
E J +cx,y)f1 Cx)dx • Ex+<~·x>, 
_,. 
waarin f 1Cx) (vergelijk (7.33)) de marginale verdelingsdichtheid van~ is.O 
VOOR.BEELD. voor de tweedimensionale normale verdeling, die gegeven wordt 
door (7.28), is de marginale verdeling van~ volgens (7.35) een normale, 
met parameters µ 1 e.n o 1. Volgens (9. 9) en stelling 9. 1 is dus voor deze 
verdeling 
{9 . 16) 
en analoog voor X· 
STELLING 9.2. 7.ijn ~en X onafhankelijk verdeeld, dan geldt; voor de ver-
wacht;ing van een product +<~>~<x> van functies van x en y afzonderlijk: 
(9. 17) 
BEWIJS (voor het continue geval). Met behulp van (8.9) en stelling 9.1 
verkrijgen wij: 
+<>-' E+!~)~(~) • J f +Cx)~(y)f(x,y)dxdy 
+w +oo 
- J +!x)fl (x)dx f ~(y)f2(y)dy = E+C~)E~Cx>- 0 
-
VOORBEBLD. Zijn ~ e.n ~ onafhankelijk verdeeld, dan is 
9.18) 
OPMERKING . Het omgekeerde geldt niet, zoals door een tegenvoorbeeld ge-
makkelijk aan te tonen is. Beschouwen wij bijv. de verdelingsdichtheid 
{7.29), een homogene verdeling op een cirkelschijf, dan is gemakkelijk in 
te zien, dat 
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is, zodat (9 . 18) geldt . Dit volgt direct uit de symmetrie van de verdeling 
ten opzichte van de assen. Toch zijn ~ en X stochastisch afhankelijk. 
{Waarom?) 
STELLING 9.3. De operator E is een lineaire operator, d.w . z. 
(9. 19) 
als x en ~ een simultane verdeling bezitten, $ en ~ functies en a, b 
c constanten zijn. 
De stelling geldt analoog voor meer dan 2 stochastische grootheden. 
BEWIJS. De geldigheid van (9.19) volgt onmiddellijk uit definitie 9 . 1 . 0 
TOEPASSING. Deze stelling maakt het mogelijk de gereduceerde momenten in 
de gewone uit te drukken. Bijvoorbeeld (vergelijk (9.1 1 )): 
a
2
<xl 2 2 E(~ -2µ~+µ ) 
2 2 
Ex - 2µE~ + lJ -2).12 +).12 ~ - 2 
hetgeen dus leidt tot de volgende zeer nuttige formule ter berekening 
van de variantie 
(9 . 20) 2 a of a 2 (x) Ex2 - (Ex) 2 . 
OPMERKING. Uit (9.20) volgt direct de ongelijkheid 
(9.21) of 
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waarbij de gelijkheidstekens alleen gelden als ~ met kans 1 een bepaalde 
waarde aanneemt. 
STELLING 9.4 (Optelregel voor varianties) 
Zijn ~ en i stochastisch onafha.nkelijk verdeeld*) dan geldt 
(9.22) 2 2 a ( ~) + a (~). 
oo stalling 9eldL ook voor mee r dan twee grootheden . 
BEWIJS . volgens (9.19) is 
dus 
Verder is, eveneens volgens (9.19) 
daar wegens de onafhankelijkheid (9.18) toegepast kan warden. Volgens (9 . 20) is 
en substitue ren wij de bovenstaande resultaten hierin, dan komt er 
wee r volgens (9 .20). 0 
OPMEIU<ING. De voorwaa.rde van onafhankelijkheid is voldoende, doch niet 
noodzakelijk. Nodig en voldoende is blijkens het bewijs , dat (9.18) geldt. 
Dez e stelling geeft tevens een belangrijk verschil aan tussen verwachtin-
gen en varianties. Voor optelbaarheid van verwachtingen behoeft (9.18) 
niet te gelden. 
•) Deze uitdrukking houdt stilzwijgend in , dat ~ en ~ een simultane ver-deling bezitten. 
TOEPASSING. De stellingen 9.3 en 9. 4 stellen ons in staat op eenvoudige 
wijze de verwachting en de variantie van de binomiale en de negatief-
binomiale verdeling te berekenen evenals de verwachting van de hyper-
geometrische. 
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Volgens blz. 53 onderaan kan een binomiaal verdeelde grootheid ~ 
(vergeli j k (7.5)) beschouwd worden als de som van n onafhankelijk verdeel-
de grootheden ~i' die ieder een kans p resp. q bezitten op de waarden 1 
resp. 0. 
Volgens (9 . 5) geldt voor ieder daarvan 
en 
dus (vergelijk (9.20)) 
2 p-p pq. 
voor 
n 
x l ~i 
i=l 
geldt dus volgens stelling 9.3 
(9.23) np 
en volgens (9.22) 
(9.24) 
Voor de negatief-binomiale verdeling (formule (7 . 7)) verloopt de berekening 
analoog. Stelt ~ het aantal experimenten voor tot en met het k-de succes, 
dan kan ~ beschouwd worden als de som van k onafhankelijke grootheden 
~1 ,~2 , . . . ,~k waarvan ~1 het aantal experimenten voorstelt tot en met het 
eerste succes, ~2 het daarop volgende aantal experimenten tot en met het 
tweede succes, enz. oaar alle experimenten onafhankelijk zijn, geldt dit 
ook voor de grootheden ~i (i = 1,2, ... ,k) en deze bezitten bovendien alle 
*) Deze variantie wordt veelal berekend door E~(~-1) direct uit de defi-
ni~rende formule Ex(x-1) = ln 0 x(x-l)pxqn-x(n) te berekenen en ver-- - x m x 
volgens hieruit E~2 hieruit af te leiden. Deze berekeningswijze is in-
gewikkelder dan de hier gevolgde. 
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dezelfde verdeling als ~l. De momenten daarvan worden gegeven door (9.6) 
en (9. 7), dus 
Ex = ~ 
-1 p en 
}....:!:.S 
2 p 
waaruit volgens (9.20) volgt 
02 (~i) - l-T1 -~ - -% 
p p p 
Oerhalve leiden stalling 9.3 en 9.4 tot 
(9.25) µ Ex - k 
p en 
2 
0 (~) 5 2 p 
Voor de hypergeometrische verdeling (vergelijk (7.6)) kan deze redenering 
slechts gedeeltelijk gevolgd worden. Volgens voorbeeld 7 van hoofdstuk V 
wordt deze verdeling verkregen als die van het aantal witte knikkers bij 
aselecte trekking zonder teruglegging van n knikkers uit een doos met 
M witte en N zwarte knikkers. Noemen wij nu het aantal witte knikkers bij 
de i-de trekking ~1 (met mogelijke waarden 0 en 1), dan geldt weer 
n 
x "' l ~i 
i=l 
en volgens voorbeeld 5 (blz. 40) bezitt en alle ~i dezelfde (marginale) 
M verdeling, met een kans M'+N op de waarde 1. Zij zijn nu echter niet 
stochastisch onafhankelijk (waarom niet?), zodat (9.22) niet toegepast 
M kan worden. Wel echter stelling 9.3 en deze geeft, daar E~i = M+N is 
(9.26) Mn µ~Ex - M+N· 
Voor de normale verdeling volgt uit (9.9) en (9.22) 
(9.27) 2 2 2 2 0 (~) a 0 + µ - µ 2 0 • 
Verwacht ing en variantie van de normale verdeling zijn dus juist de para-2 
metersµ en o , die in formule (7.13) voorkomen. Een normale verdeling 
wordt dus door verwachting en variantie volledig bepaald. 
STELLING 9.5. Zijn a en b constanten en is ~ een stochastische grootheid, 
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dan is 
(9.29) 2 2 2 a (a~+bl a a (~). 
BEWIJS. E(ax+bl aEx +b. 
De bij ax + b behorende gereduceerde grootheid is dus 
ax + b - aEx - b a.X. 
Dus 
a
2 Cax+b) 2 2 a CJ (~) • 0 
De belangrijkste toepassing hiervan is vervat in: 
STELLING 9.6. Is x een stochastische grootheid met verwachting µ en varian-
. 
2 
- ha d tie o , dan bezit de stoc stische groothei 
(9.29) * def ~ - µ x =--CJ 
& 
a 
verwachting 0 en variantie 1. 
Het bewijs wordt aan de lezer overgelaten. 
* OPMERKINGEN. De grootheid x wordt de bij ~ behorende gestandaardiseerde 
grootheid of kortweg de gestandaardiseerde ~ genoemd (vergelijk ook blz. 
51). 
Dit standaa.rdiseringsproces stelt ons o.a. in staat om iedere normale 
verdeling te beheersen met behulp van een tabel van de gestandaardiseerde 
normale verdeling. 
VOORBEELD. ~ is N(4;0,5)-verdeeld; dus normaal met verwachting 4 en sprei-
ding 0,5. Gevraagd wordt te berekenen 
P(~~4,75). 
De berekening verloopt als volgt: 
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( lS - \l 4 . 75 - \l) 5) P(~l!:4,75)==P-o-l!: a ,=P(~l!:l,, 
waarin ~ de gestandaardiseerde normaal verdeelde grootheid voorstelt. Uit 
de tabel van de normale verdeling (tabel 1) blijkt, dat de gezochte kans 
0,067 bedraagt. verdere opgaven van deze aard zijn in het opgavenboekje (zie voetnoot op blz. 67) te vinden. 
STELLING 9. 7. Indien ~ en X een simul tane verdeling bezi tt:en en cl> ( x, Y) is 
een functie van x en y, terwijl 
(9.30) det I g(y) ~ E(9(~,:t'.) i'. = y) 
de voorwaardelijke verwacht:ing van ~(~ 1¥) onder de voorwaarde ¥ 
dan geldt 
(9 .31) 
~ (voor het continue geval). 
Volgens definitie 9.4 en 9.5 en stelling 9.1 geldt 
+oo 
E9(~,~) • I J ~(x,y)f(x,y)dxdy = 
_ .. 
+oo 
..... 
J I ~ t 2 (y)dy cj>(x,y) f 2 (y) dx • 
-oo 
-oo 
+oo 
J g(y)f2 Cy)dy • Eg(~). 0 
-oo 
y is, 
TOEPASSINGEN. Met behulp van deze stelling kunnen wij nu de variantie van 
een hypergeometrische verdeling berekenen.*) Laat daartoe ~i resp. ~j de 
aantallen witte knikkers bij de i-de resp. j-de trekking zonder terugleg-ging voorstellen (beide nemen dus ~~n van de waarden O of 1 aan) , dan be-
rekenen wij eerst E~i~j· Op analoge wijze als bij voorbeeld 5 van hoofd-
stuk V valt in te zien, dat de verdeling van ~i' bij gegeven ~j' voor alle i i j dezelfde is en wel 
*) Ook deze variantie kan, evenals die van de binomiale verdeling, berekend worden door de definitie 9.1 toe te passen op E~(~-1). 
l) 
en 
0) 
Derhalve geldt: 
M- l 
M+N-1' 
M 
M+N-1 
M- 1 
M +N - 1 E(x. I x. -l. - ) 
M 
O) "' M + N - 1 • 
Dus is 
I) 
en 
0) 
Volgens stelling 9.7 is dus 
(9.32) 
voor ~ ,n x geldt nu li=l - i 
2 Ex 
Etx1 1x . • 1) - -J 
M- l 
M +N - l 
0 . 
M- 1 
M + N - l 
n 
E l x~ + 2E l ~i~j' 
i • l -]. i<j 
maar hierin is volgens (9.5) voor iedere i 
en volgens (9.32) voor ieder paar i, j met i # j 
M(M-1) E~i~j = ( M+N) (M+N-1) 
Dus is 
M 
M +N 
*) (9.32) kan natuurlijk rechtstreeks berekend worden, namelijk: 
lA~j • l) = 
1 ) M- l 
M +N - 1 
M 
M+N 
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nM 
·--+ M+N 
n(n-l)H(H-1) 
(M+N) (M+N-1) 
Toepassing van (9.20), tezamen met (9.26) geeft dan na enige herleiding 
(9.33) nMN(M+N-n) 
(M+N) 2 (M+N- l} 
Een grootheid, die evenals verwachting en variantie van groot belang is, 
is de covariantic van t~ec otochaotiochc 9roothcdcn ~ en x· ooze wordt 9e 
schreven als cov(~,~) en gedefinieerd door 
(9.34) 
STELLING 9 . 8. Zijn ~ en ~ onafhankelijk verdeeld, dan is 
(9.35} 
BEWIJS. Men houde in het oog, dat Ex en E~ constanten zijn. Volgens stel-
ling 9.3 is 
volgens (9.18). 
Wij berekenen nu, met behulp van stelling 9.7 de covariantie van~ 
en ¥_, voor het geval van de tweedimensionale normale verdeling (formule 
(7.28)}. Volgens (9.15} is 
E(~-µ1 jy) 
dus (vgl. (9.30)) 
Volgens (9.31) is dus 
Dus 
(9.36) 
STELLING 9.9. Bezitten x en ¥ een simultane verdeling, dan geldt 
(9.37) 2 2 2 2 a a <~> + b a <x> + 2ab cov(~,x>. 
BEWIJS. De bij a~ + b~ behorondo 9oreduceerde 9rootheid is ~ -+- bl'., doa:t 
aEx + bEl is. Derhalve is 
STELLING 9.10. Bezitten x en X een simultane verdeling, dan geldt 
(9.38) 
BEWIJS. Stel in (9.37) b 1. Oaar een variantie steeds ~ 0 is, geldt 
Dit geldt voor iedere a, dus moet de discriminant van deze ~adratische 
vorm in a niet positief zijn: 
Hieruit volgt (9.38). 0 
De correlatieco!ffici~nt van x en X wordt gedefinieerd door 
(9.39) 
Volgens (9.38) geldt 
(9.40) 
- 1 s P (~Ix) ~ + 1 
en volgens (9.36) is p(~,¥l voor een tweedirnensionale normale verdeling 
gelijk aan de ~arameter p uit formule (7.28). 
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~- Twee stochastische grootheden ~ en ~ bezitten een simultane kans -
verdeling met IP<~·x>I = 1. Dit betekent, dat het stochastische punt 
<~·l> met kans 1 op een bepaalde rechte lijn ligt, en omgekeer d . Bewijs 
dit. (Dit is opgave 88 van het opgavenboekje. Zie voor de oplossing blz. 
1 31-132 daarvan.) 
HOOFDSTUK X 
DE ONGELIJKHEID VAN BIENAYME-TCHEBYCHEFF EN DE THEORETISCHE WET 
VAN DE GROTE AANTALLEN 
Een vooral voor theoretische doeleinden belangrijke ongelijkheid is door 
BIENA~ en door TcHEBYCHEFF (onafhankelijk van elkaar) gevonden. 
STELLING 10.1. voor een stochastische grootheid ~met verwachting µen 
spreiding a geldt voor iedere k > 0 
( 10. 1) 
waarin 
(10.2) * x 
lS - µ 
a 
de gestandaardiseerde ~ voorstelt. 
BEWIJS. Wij geven het bewijs voor een discreet verdeelde x· voor een con-
tinue verdeling verloopt het analoog .. Per definitie is 
als xi (i 1,2, ... ) de waarden voorstellen, die x aan kan nemen. Dus 
1 - l p. i l. 
.2 
• l p. xi 
. l. 
l. 
Deze som splitsen wij in twee deelsommen E1 en E2 , waarbij 
en 
E1 loopt over die i, 
E2 i, 
waarvoor Jx~I 2: k 
lx~I < k. 
86 
Dan is uiteraard 
Bierin is echter 
waarui t ( 10. 1) direct volgt. 0 
VOORBEELDEN. Laat x de waarden 1 en 0 met kansen p en q 
2 zodat ~ = p en o pq is. Dan geldt volgens (10.1) 
Vullen wij p l 2 en k in, dan komt er 
Pcl~-~l 2: ~) S 1, 
1 - p aannemen, 
hetgeen in dit geval in een gelijkheid overgaat, daar de kans in het llnker-
lid = 1 is. In dit speciale geval is de ongelijkheid dus scherp: verklein-
ing van het rechterlid is niet mogelijk zonder tot een onjuist resultaat 
te komen. 
In de regel is de ongelijkheid ecPter zeer grof. Bezit ~ bijv. een 
N(0,1)-verdeling, dan geldt volgens (10.1) 
PCl~I 2: 2) s 4, 
terwijl volgens tabel 1 de kans in het linkerlin gelijk is aan 0,046. 
Voor theoretische doeleinden is dit gebrek aan scherpte veelal van 
weinig belang, zoals uit de hieronder vermelde stellingen blijkt. 
S'l'ELl·ING 10. 2. Als ~l ,~2 , ... cnafhankelijk verdeelde stochastische groot-heden zijn, die alle dezelfde verwachting ~ en variantie a2 bezitten, dan 
convergeert, voor n + ~, het gemiddelde 
( 10. 3) def n ~n - nit ~i 
stochastisch naar µ, d . w.z. voor iedere c > O geldt 
(10.4) lim PC Ix - µI> c) 
-n 
BEWIJS . Volgens stelling 9.3 is 
dus 
( 10.5) 
Volgens 
en dus 
(10.6) 
n 
E l ~i nµ, 
i • l 
E~n • \J. 
stelling 9.4 is 
(?( ~ ~.) ~ na 
'i• l l. 
2 
volgens stelling 9. 5 
2 -a (x ) 
-n 
2 
a 
n 
o. *) 
.'nc 
rnvullen in (10.1) met k = --c;- geeft 
2 
PCl;:c -µI<!: c) s~2 -n 
nc 
en de limiet, voor n + co, va n het rechterlid is O. 0 
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Een speciaal geval van deze stelling wordt verkregen door voor de ~i het 
aantal successen (0 of 1) te nemen bij een experiment met kans p op succes. 
De stelling neemt dan de volgende vorm aan. 
STELLING 10.3 (Theoretische wet der grote aantallen) 
In een reeks van n onafh.ankelijke experimenten, ieder met kans p op succes , 
convergeert de fractie successen ~In voor n + co in waarschijnlijkheid naar 
p , d .w.z . voor iedere c > 0 i s 
x 
n+co 
lim P c I=- - o I ~ c > 
n -
0. (10. 7) 
* ) Men noeJ!!t dit ook wel: convergentie in waarschijnlijkheid. 
SB 
OPMERI<INGEN. oeze stelling heeft een grote practische betekenis. Het is 
de theoretische tegenhanger van de experimentele wet van de grote aantal-
len (zie hoofdstuk II). Het zou niet juist zijn te zeggen, dat deze laatste 
nu "bewezen" is, daar een stelling, die op de werkelijkheid betrekking 
heeft, nooit op grond van een axiomastelsel bewezen kan worden. Alleen de 
experimentele bevestiging is daar geschikt voor. Wel kunnen wij nu echter 
opmerken, dat de uitermate eenvoudige axioma's, waarvan wij zijn uitgegaan, 
adaequaat bl1jken ce z1jn ter beschrijving van de nogal ingewikkelde 
experimentele wet van de grote aantallen, die wij in hoofdstuk II funda-
menteel voor statistische verschijnselen hebben genoemd. Oit betekent, dat 
de interpretatie van een kans p als - bij benadering - een fq in een lange 
reeks waarnemingen bevestigd is, terwijl bovendien dit succes van de theo-
rie het vertrouwen in verdere resultaten - d.w.z. het vertrouwen dat de 
toepassingen daarvan in de practijk bruikbaar zullen blijken te zijn -
vergroot. De op blz. 28 gemaakte opmerking, "dat in het kansmodel het fq 
als zodanig, met zijn statistische fluctuaties, op natuu.rlijke wijze weer 
ingevoerd kan worden", is hiermede waar gemaakt. 
De practische betekenis van stelling 10.2 is de volgende. Indien men 
van een stochastische grootheid ~met verwachting µen variantie a 2 , een 
aantal onafhankelijke waarnemingen verricht, kan de i-de waarneming voor-
gesteld worden door ~i en is de stelling toepasbaar, daar alle ~i nu dezelf-
de verdeling (n.l. dezelfde verdeling als ~) bezitten. Formula (10.3) 
betekent nu, dat het rekenkundige gemiddelde der waarnemingen, naarmate n 
groter wordt, steeds minder kans bezit om ver van µ verwijderd te zijn. 
Als men n maar groot genoeg maakt, kan men - behoudens een willekeu:ig 
kleine kans - zorgen willekeurig dicht bij µ terecht te komen. 
Indien men bijv. een physische ·of chemische constante (gewicht, 
soortelijk gewicht, titer van een vloeistof, lading van een electron, enz.) 
nauwkeurig wenst te bepalen, kan men een aantal onafhankelijke waarnemin-
gen daarvan verrichten. Ieder daarvan is aan meetfouten onderhevig en kan 
daarom als een stochastische grootheid beschouwd worden. Worden de waa.r-
nemingen op dezelfde wi jze (door dezelfde personen en met dezelfde appara-
tuur) verricht, dan bezitten ze alle dezelfde kansverdeling. Worden boven-
dien de uitkomsten van latere waarnemingen niet beinvloed door die van de 
voorafgaande - gevaar voor psychologische beinvloeding is vaak in sterke 
mate aanwezig -, dan kunnen zij als stochastisch onafhankelijk beschouwd 
worden. In deze omstandigheden is de Stelling toepasbaar. veelal zal men 
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n dan niet zeer groot kunnen (of willen) maken, maar ook bij kleine n doet 
de invloed van formule (10.6) zich reeds voor: de variabiliteit van een ge-
middelde van een aantal onafhankelijke waarnemingen is aanzienlijk kleiner, 
dus de nauwkeurigheid aanzienlijk groter dan van een enkele waarneming. 
De grootheid µ, waarbij x in de buurt koct, hangt vaak mede van de 
-n 
waarnemingsapparatuur af. Men dient zich daarvan bij het verrichten van 
metingen steeds bewust te zijn (hetgeen niet altijd het geval is). Bij de 
bepaling van een titer van een vloeistof bijv. kunnen afwijkingen in de 
gebruikte buret en pipet systematische verschillen veroorzaken tussen µ en 
de titer, die men eigenlijk wenst te meten. Bet is dan zinloos de nauw-
keurigheid van de bepaling, door n op te voeren, zeer groot te maken, daar 
de systematische fout dan gaat overheersen. Men kan daaraan tegemoet komen 
door de apparatuur te wisselen. 
Laat men verschillende waarnemers werken cet dezelfde of verschillen-
de apparatuur, maar zijn er geen (of nauwelijks) systematische verschil-
len, zodat µ voor alle waarnemingen gelijk is, dan is het van belang op te 
merken, dat stelling 10.2 ook blijft gelden als de varianties ongelijk 
2 2 
zijn, mits deze begrensd zijn. Is o (~i) s o0 voor alle i, dan is n.l. het 
bewijs, met een kleine wijziging, aan te passen. De voorwaarden kunnen 
trouwens nog verder verzwakt worden, doch dit punt zullen wij hier buiten 
beschouwing laten. 
De uitwerking van de hierboven geschetste gedachtengang behoort tot 
de verderop te behandelen schattingstheorie. 
HOOFDSTUK XI 
FUNCTIES VAN STOCHASTISCHE GROOTFIEDEN; CENTRALE LIMIETSTELLING 
In de vorige hoofdstukken is reeds opgemerkt, dat een functie v~ een of 
meer stochastische grootheden zelf weer een stochastische grootheid is. 
Een der belangrijkste voorbeelden hiervan is het gemiddelde van een aantal 
stochastische grootheden, waarvan in hoofdstuk x sprake is geweest. 
Wij gaan nu na, hoe in het algemeen de kansverdeling van een derge-
lijke functie berekend kan worden. 
STELLING 11.1. Laat ~1 ,~2 , •.. ,~n een simultane verdeling bezitten met 
fCx1 ,x2 , ..• ,xnl als kansdicbtheid en laat ~Cx1 ,x2 , ... ,xn) een Eunctie van 
x 1 ,x2 , ..• ,xn zijn. Laat verder, in de n-dimensionale ruimte Rn met 
x 1 ,x2 , ••. ,xn als coe>rdinaten, Ga het gebied voorstellen van al die punten, 
waarvoor 
( 11. 1) 
is. Dan is 
( 11. 2) 
F ! (a) 
Hierin stelt ~ het stochastische punt (~1 ,~2 , ... ·~nl voor. In geval van 
een discrete verdeling wordt in het laatste lid van (11.2) de meervoudige 
integraal door een som vervangen. De stelling volgt uit {7.27). 
Een toepassing van de stelling is de volgende. 
STELLING 11.2. Als x een N(µ,o)-verdeelde grootheid is, is 
(11.3) u = 
~ - µ 
a 
N(0,1)-verdeeld. 
BEWIJS. Het gebied Ga, waarin u S a is, 
x s µ+ao. Of, direct opgeschreven 
F (u) def P(uSu) 
u -
P(~ s u+ua) 
wordt gegeven door x-µ S a of 
c:J 
F x Cu+uo). 
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De verdelingsdichtheid fu(u) wordt hieruit verkregen door differentieren: 
f (u) 
u 
d 
du Fu(u) d du Fx(µ+uo) 
Vullen wij echter in fx (x) voor x in: µ + uo, dan komt er weer een kwadra-
tische e-macht, dus weer een normale verdelingsdichtheid. Volgens stel-
ling 9.6 heeft ~ bovendien verwachting 0 en spreiding l, waarmede het 
bewijs geleverd is. 0 
Bet onder stelling 9.6 gegeven voorbeeld is een toepassing van Stelling 
11.2, die daar reeds (zonder vermelding) is gebruikt. 
Numerieke voorbeelden van toepassing van stelling 11.1 zijn vervat in de 
volgende twee opgaven, die betrekking hebben op discrete verdelingen. 
OPGAVE 11.1. Twee stochastische grootheden ~en l zijn beide binomiaal 
1 1 
verdeeld; ~ met parameters n = 3 en ~ = 3, i met parameters m = 4 en p 1 4. 
Verder is gegeven, dat ~ en X onafhankel ijk verdeeld zijn. 
Bepaal de kansverdeling van ~ = ~ + "l en bereken verwachting en 
spreiding van deze verdeling. 
(Opgave 72 van het Opgavenboekje; zie voor de oplossing blz. 109-111 
daarvan.) 
OPGAVE 11.2. Een tentamen bestaat uit 5 vragen, die goed of fout beant-
woord kunnen warden. voor ieder goed antwoord wordt 1 punt gegeven, voor 
een fout antwoord 0. 
a) Candidaat A heeft zich zodanig op het tentamen voorbereid, dat hij 
bij iedere vraag een kans ~ heeft op het geven van het goede antwoord. 
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Bereken, in de onderstelling van onafhankelijkheid der antwoorden, de 
kansverdeling van zijn eindcijfer en de verwachting en spreiding daar-
van. 
b) Doe hetzelfde voor candidaat B, die voor de eerste 3 vragen dezelfde 
kans op een goed antwoord heeft als A, 1111:1ar voor de 1aatste twee 
slechts een kans 4. 
(Opgave 73 van het Opgavenboekje; zie voor de oplossing b1z. 111-113 
daarvan.) 
Een belangrijke toepassing van stelling 11 . 1 is de volgende. 
STELLING 11.3. Zijn ~en X continu en onafhankelijk verdeelde stochastische 
grootheden met verdelingsfunctie F(x) en G(y) en verdelingsdichtheden f (x) 
en g(y), dar1 geldt voor verdelingsfunctie H(z) en verdelingsdichtheid h(z) 
van ~ = ~ +i 
+«> 
( 11.4) H(z) .. J f(x)G(z-x)dx 
en 
+oo 
( 11. 5) h(z) ., I f(x)g(z-x)dx. 
_.., 
BEWIJS. Volgens (11 . 2) en stelling 8.3 is 
+oo 
H(z) = JI f(x)g(y)dxdy a J f(x)d.x 
x+ysz 
z-x +oo 
J g(y)dy • J f(x)G{z-x)d.x. 
Hieruit wordt h(z) verkregen door naar z te differenti~ren, hetgeen onder 
de integraal mag geschieden. Daarbij is dan echter x als een constante op 
te vatten, zodat (11.5) direct volgt. O 
Een toepassing hiervan is de volgende. 
STELLING 11. 4. Zijn ~ en }[ OTUJfhankelijk normaal verdeeld , dan is ~ - ~ + :i'. 
eveneens normaal verdeeld: 
BEWIJS. De verdelingsdichtheden f(x) en g(y) zijn nu van de vorm 
_ !(x-µ_1_)2 
2 01 
- !(-1.12)2 
2' 02 
g(y) .. e f(x) : : e en 
waarin :: betekent: op een constante factor na gelijk aan. 
Het product f(x)g(z - x) heeft dus de vorm 
f(x)g(z-x) .. e 
1 {( x ·)2 21.11 x 2 0,1 - --2- + 
01 
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De exponent kan (vergelij k blz. 57) gesplitst worden in twee delen, waa.r-
van het ene een kwadratische vorm in z is (zonder x) en het tweede een vol-
komen kwadraat van de vorm (ax+ez+y) 2 • Bet eerste deel kan als een e-macht 
voor de integraal van (11 . 5) gebracht worden en deze integraal zelf is een 
constante (substitueer daarin n.l. v"" ax + Bz +y, dan veranderen de grenzen 
niet; deze blijven -~en+~). Daaruit volgt echter de stelling. 0 
OPGAVE 11. 3. 
a) Geeft de formule voor h(z) uit stelling 11.4. 
b) Sereken de correlatiecoefficient van de grootheden x en ~ uit de 
stelling 11. 4. 
c) Geef de formule voor de simultane verdelingsdichtheid van ~ en z. 
OPLOSSING van b).De correlatiecoefficient wordt gedefinieerd door (9.39) . 
Zijn S! en ~ de gereduceerden van ~ en y, dus 
S! - x - IJ 
- - 1 
en 
en is 1 de gereduceerde ~' dan is volgens (9 .19) 
x + 2· 
Derhalve is (vergelijk blz. 
daat E~~ : 0 wegens de onafhankelijkheid van x en ¥· 
Dus is , met gebruik maken van stelling 9.4: 
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cov(x,z) 
O(~)O(!:) 
~ e n z zijn dus niet onafhankelijk verdeeld. 
OPMERKINGEN. Stelling 11.4 geldt ook als deze grootheden niet stochastisch 
onafhankelijk zijn, doch een simultane normale verdel ing bezitten. Bet 
bewijs verloopt op geheel analoge wij ze met behulp van de formules (7.28) 
en ( 11. 2), waarin voor Ga het gebied x + y s z genomen wordt. Beide stel-
lingen blijven gelden voor meer dan 2 simultaan normaal verdeelde groot-
heden. voor het geval van onafhankelijkheid is dit eenvoudiger te bewij-
zen door volledige inductie. 
Tevens is gemakkelijk in te zien, dat vermenigvuldiging van de sto-
chastische grootheden met constante factoren de normaliteit van de simul-
tane verdeling niet verstoort (vergelijk stelling 11.2), evenmin als het 
optellen van constante termen, zodat de volgende algemene stalling geldt. 
STELLING 11.5. Bezitten ~ 1 ,~2 , . .. ,~n een simultane normale verdeling, dan 
is ook iedere lineaire combinatie 
( 11.6) 
normaal verdeeld. 
OPGAVE 11.4. Een leverancier van flessen s l aolie vermeldt als netto inhoud 
van zijn flessen: 350 gram olie. Een winkelier wenst deze bewering te con-
troleren zonder de flessen te openen. Hij weegt daartoe een zeer groot aan-
tal gevulde flessen en hij vindt voor dit gewicht een normale verdeling 
met gemiddelde 585,2 gram en spreiding 12,8 gram. vervolgens weegt hij een 
groot aantal lege flessen die hij van zijn klanten teruggekregen heeft, 
met de bijbehorende sluitcapsules. Voor dit gewicht vindt hij eveneens e en 
normale verdeling met gemiddelde 228 , 3 gram en spreiding 11,3 gram. 
Bereken, in de veronderstelling, dat het gewicht van de olie in de 
f l essen normaal verdeeld is en onafhankelijk is van het gewicht van fles 
+ sluiting: 
al de kansverdeling van het gewicht aan olie in de fles, 
b) het percentage der flessen olie, die minder dan 350 gra~ olie bevat-
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ten, 
c} de covariantie van het gewicht van een gevulde fles en dat van de olie 
die erin zit. 
d) Indien men nu, door zorgvuldiger vullen van de flessen, de spreiding 
van fles + inhoud, bij gelijkblijvend gemiddel de, zoveel k l einer wil 
maken, dat slechts 2,5\ der flessen minder dan 350 gram olie bevat, 
tot welk bedrag zal men dan de spreiding der gevulde flessen moeten 
verminderen? 
(Opgave 67 uit het Opgavenboekje; zie voor de oplossing blz. 106-107 
daarvan. l 
OPMERKING. Deze opgave geeft een typerend beeld van enigszins primitieve 
toepassingen van de statistiek, zoals deze in de practijk vaak voorkomen. 
Het aantal metingen wordt zo groot verondersteld, dat het verschil tussen 
de uit deze metingen gevonden gemiddelden en de daardoor geschatte ver-
wachtingen (eigenlijk: gemiddelden over "alle" flessen olie van die fabri-
kant) te verwaarlozen is. Hetzelfde geldt voor de spreidingen. De normali-
teit van de kansverdelingen is een onderstelling, die onderzocht wordt door 
de vorm van de frequentieverdeling van de metingen na te gaan. vertoont 
deze een "redelijke" gelijkenis met een normale verdelingsdichtheid, dan 
wordt de normaliteit aanvaa.rd . De uitkomsten van dit soort berekeningen 
dienen steeds als slechts bij benadering juist te worden beschouwd. De 
nauwkeurigheid van dergelijke benaderingen zullen wij late·r leren berekenen. 
STELLING 11.6 (Centrale limietstelling voor onderling onafhankelijke 
stochastische grootheden). 
Laat ~ 1 ,~2 , ..• een rij stochastisch ·onafhankelijke grootheden voorstellen. 
Laat ~i en cr1 verwachting en spreiding van ~i (i = 1,2, ... ) zijn en laat 
verder 
*) 
(11. 7) 
en 
Dit is het zgn. absolute derde moment. 
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def n ~(n) 
- l ~i' icl 
def n µ(n) = l µi, i•l 
( 11.8) 
n 
o
2 Cnl def l 2 - oi, i .. 1 
63 (n) def 
n 3 
- l 61 . i•l 
Indien nu de voorwaarde 
(11.9) lim 6 (nl = 0 
n-- o(nl 
vervuld is, dan is de grootheid 
(11.10) * def x!n)-µ(n) ~(n) - o(nl 
•) voor n + m asgmptotisch N(0,1)-verdeeld, d.w.z. dat voor iedere a geldt: 
(11.11) lim P(~(n) * s al 1 aJ -!u2 
-- e du. 
ri; 
_ .. 
OPHBRKDIGEN. 
* 1. De grootheid ~(n) is de gestandaardiseerde van ~(n), want deze heeft µ(n) als verwachting en o(n) als spreiding. 
2. Bet bewijs van deze stelling valt buiten het kader van deze cursus. Bet kan bijv. gevonden worden in H. CRAMER, Mathematical methods of 
statistics, Princeton Univ. Press, Princeton 1946, p.215 e.v. 
Behalve in de hier gegeven vorm bestaan er nog verschillende andere vormen 
van de centrale limietstelling; de verschillen he!::ben dan bet.relcJcinq op de 
voorwaarden, waaronder de asymptotische normaliteit geldt. 
Als ~ 1 .~2 , ... alle dezelfde verdelinq bezitten, geldt ~e volgende stelling: 
*) 
In plaats van deze exacte wijze van uitdrukken zullen wij ook vaak de volgende gebruiken: "x(n) is asymptotisch normaal verdeeld" (waarbij dus noq geen standaardisering toegepast is) . 
STELLING 11.7 (Centrale limietstelling voor onderling onafhankelijke 
identiek-verdeelde stochastische grootheden) . 
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Zijn ~1 ,~2 , •.. onderling onafhankelijk verdeeld volgens dezelfde verdeling 
met eindige verwachting µen variantie cr2 , dan is 
(11.12) 
n 
l ~i - nµ 
i=l 
n 
- l x - \J 
n i=l -1 
a/In 
voor n +"' asymptotisch N(0,1)-verdeeld. 
OPMERKINGEN. 
1. Bet bewijs van stelling 11.7 is bijv. te vinden in H. CRAMER, 
Mathematical methods of statistics, p.214-215. 
2. Voor het speciale geval dat ~ 1 ,~2 , ... alle dezelfde verdeling bezit-
ten, kan men (11.9) vervangen door 
(11.9') is eindig. 
Bewijs dit. Stelling 11.7 volgt dus, als aan (11.9') voldaan is, uit 
stelling 11.6. Deze voorwaarde kan echter vervangen worden door de 
2 
zwakkere voorwaarde van eindigheid van µ en cr . 
Een belangrijke toepassing van 11.7 is de volgende. 
STELLING 11. 8 (Ste lling van De Moivre en Laplace). 
Bezit x een binomiale verdeling met parameters n en p, d.w.z_ is voor 
x • 0,1, ... ,n 
(11.13) P(~ = x) x n-x p q (q = 1 - p), 
dan is ~ voor n +"' asymptotisch normaal verdeeld. Dus voor iedere a geldt: 
(11.14) 
a 2 
a)= _ 1 I e-!u 
1211 
_.., 
du. 
BEWIJS. Op blz. 77 hebben wij er reeds gebruik van gemaakt, dat ~ beschouwd 
kan worden als de som van n onafhankelijk verdeelde stochastische groot-
heden ~i' die "het aantal successen bij het i-de experiment" voorstellen. 
2 Met behulp daarvan worden daar de formules µ(~) a np en a (~l = npq 
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afgeleid. Daarmede is de stelling echter teruggebracht tot een speciaal 
ll 11 7 t ( ) en a 2 a 2 Cx.) =pq. 0 geval van ste ing . , me \J = \J ~i = P 
-J. 
OPMERKINGEN • 
1. Stelling 11. 8 volgt ook uit stelling 11. 6. Voor de grootheden ~i 
geldt n.l. dat .s 3 (zie (1 1.9')) eindig is. (Bewi js dit.) 
2. De stelling werd door OE MOIVRE en LAPLACE langs geheel andere weg 
~f9eleid. DE MorvR?; gat de stelling niet voor de verdelingsfunctie, 
maar bewees de analoge stelling voor ieder der termen apart. Deze 
krijgt dan de vorm 
(11. 15) 1 P (~=x) ,.. --- e 
l211npq 
2 
-! (x-np) 
npq 
waarin ,.. betekent: "asymptotisch, voor n + oo, gelijk aan" -
De oorspronkelijke publicaties zijn: 
A. DE M:>IVRE, Approximatio ad summam terminorum binomii ( a+b) n in 
seriem expansi, 1733. 
P.S. DE LAPLACE, Tbeorie analytique des probabilit~s, 1812. 
Op grond van deze stelling kan de normale verdeling gebruikt worden als 
benadering van de binomiale. Zijn de parameters van de binomiale verdeling 
n en p, dan is volgens (9.23) en (9.24) de verwachting np en de spreiding 
lnpq. De normale verdeling met dezelfde verwachting en spreiding wordt nu 
de aangepaste n;,rtNile verdeling genoemd. 
In fig. 11.1 is, voor p=0,1 en p=0,36 en voor n=4,9,25,100 zowel 
de binomiale verdeling als de aangepaste normale verdeling geschetst. De 
x-schaal is daarbij in ieder der 8 figuren zo gekozen, dat de normale 
verdeling dezelfde vorm bezit (de spreidingen zijn dus (in cm) gelijk 
gemaakt; hoe wordt dit bereikt?). 
Stelling 11.8 wordt ge!llustreerd door het feit, dat de benadering 
duidelijk beter wordt bij toenemende n. Tevens blijkt uit de fiquren, dat 
bij dezelfde waarde van n de benadering voor p = O, 36 beter is dan voor 
p = 0, 1. De aanpassing is op zijn best voor p = ! , hetgeen men reeds kan 
vermoeden op grond van het feit, dat de binomiale verdeling dan symmetrisch 
is, evenals de normale. 
De laatste twee stellingen zijn van groot belang voor het berekenen 
van bepaalde kansen. Wij geven hiervan twee voorbeelden. 
0 
0 
tPx•X ( , ) 
4 7 
p-0. 1 
0 0,4 
1 Q.Q 2 
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Fig.11.1. Convergentie van de binomiale verdeling naar de normale. 
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VOORBEELD 11.1. Op blz. 12 hebben wij gezien, dat in 1954 in 6 wijken van Amsterdam tezamen op een totaal van 1927 geboorten 974 jongens voorkwamen. Wij vragen ons nu af, hoe groot de kans op een zo groot of nog groter aan-
tal jongens zou zijn als bij ieder der geboorten de kans op een jongen 
gelijk is aan ! . 
Het aantal jongens, ~, heeft dan een binomiale verdeling met n = 1927 
en p = ! , dus met 
Ex =- np 963,5 en a(~) lnpq • !"1927 • 21,9 . 
De gevraagde kans is 
P(x 2 974; n = 1972, p ~), 
waarin achter de puntkomma gegevens staan aangegeven. Wij berekenen deze kans nu - bij benadering - met behulp van (11.14) op de volgende wij ze (zonder de gegevens over n en p telkens weer te vermelden) . 
P(x 2974 ) = P(is-np ;i: 974-np)~P(u~974 -963,5) 
- ,--- ,--
- 21,9 •npq •npq 
P(~2o,48), 
waarin ~ een N(0 , 1)-verdeelde grootheid voorstelt en~ betekent , dat wij 
met een benadering te maken hebben . 
Volgens tabel 1 van de N(0,1) - verdeling is de kans in het laatste lid gelijk aan 0 , 32 . onze uitkomst is dus 
P(~2974; n=1927, p=!l ~ 0,32 . 
Het belang van kansen van dit type, die oversch.rijdingskansen genoemd wor-den , zullen wij later leren kennen. 
VOORBEELD 11. 2. Van een verpakkingsmachine, die thee in pakjes van nominaal 
a gram verpakt is uit vroegere waarnemingen bekend dat de werkel ijk ver-pakte hoeveelheid ~ een nonnale verdeling bezit met spreiding a gram. De 
verwachting µ van de verdeling kan men regelen met een instellings-mecha-
nisme. 
Volgens de warenwet moet elk pakje minstens het nominale gewicht be-
vatten. Orn te bereiken dat slechts een fractie a (met a < !> van de pakjes 
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minder dan a gram bevat zal men lJ groter dan a moeten nemen. 
Gevraagd wordt met hoeveel procent het overwicht \J - a verminderd kan wor-
den indien de controle slechts zou eisen dat het gemiddelde van een aselec-
te steekproef van n pakjes minstens a gram moet bedragen, terwijl weer een 
kans a toegelaten wordt dat hieraan niet voldaan is? 
OPLOSSING. Bij verwachting \J geldt: 
waarin ~ een N(0,1)-verdeelde grootheid voorstelt. Oeze kans moet gelijk 
zijn aan a. Als nu ta gedefinieerd wordt door 
dan meet dus gelden 
of 
Het overwicht meet dus ~ao bedragen om ervoor te zorgen dat s l echts een 
fractie a van de pakjes minder dan a gram bevat. 
Stelt x het gemiddelde gewicht van n aselect gekozen pakjes voor dan 
is (vergelijk (10.Sl en (10.6)) Ex Ex \J en 
o(x) 
Derhalve is 
- ( a- µrn) p (~ s a) • p ~ s 
0 
n 
en deze kans is a als 
\J a+ t ....2... 
a In 
Het overwicht moet nu dus ta o//Obedragen. De besparing in overwicht is 
dus , in procenten van het oorspronkelijk overwicht 
100 100(1 
' 
1 ) 
Iii I 
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Deze uitkomst is dus onafhankelijk van a,o en a. 
OPGAVE 11.S. Een automatische sorteermachine sorteert eieren op gewicht. 
Het gewicht van de eieren is normaal verdeeld met verwachting µ 42,0 gr. 
en spreiding a~ 5,2 gr. De sorteermachine scheidt de eieren in 5 klassen. 
klasse gewicht in gr. 
A 2: 55 
B 45 s B < 55 
c 35 s c < 45 
D 25 s D < 35 
E < 25 
Gevraagd: hoeveel procent van de eieren bevat ieder der klassen? (Opgave 25 van het Opgavenboekje; oplossing op blz. 70-71 daarvan.) 
OPGAVE 11.6. Van een partij assen is de diameter normaal verdeeld met ver-
wachting 14,82 mm en spreiding 0,03 mm. Van een partij boringen is de diameter eveneens normaal verdeeld en wel met verwachting 14,e9 mm en sprei-ding 0, 04 mm. 
a) Bereken welk percentage assen te groot zal zijn voor de boringen in-
die.n as en boring aselect aan elkaar worden toegevoegd. 
b) Bereken ook op welke waarde de verwachting van de diameter van de 
boringen (bij gelijkblijvende spreiding en zonder verandering bij de 
assen) ingesteld moet worden, opdat slechts 1% van de assen te groot 
voor de boringen zal zijn, indien wederom as en boring aselect aan 
elkaar worden toegevoegd. 
(Opgave 78 van het Opgavenboekje; oplossing op blz. 117-118 daarvan.) 
~ 11.7. ~en l zijn onderling onafhankelijk N(0,1)-verdeeld. Bereken de kansverdeling van I~ - ~I . 
(Opgave 93 van het Opgavenboekje; oplossing op blz. 137-138 daarvan.) 
OPGAVE 11.8. Bewijs de volgende stelling. 
Bezit x een negatief benomiale verdeling met parameters k en p, d.w.z. is voor x a k,k+l, ... 
( 11.16) P(~ =x) k x-k p q (q=l-p), 
dan is ~ voor k + co asymptotisch normaal verdeeld. 
Voor iedere a geldt: 
(11.17) 
a 2 
1 I -~u 
-- e 
n:; 
du . 
-co 
AANWIJZING. Vergelijk blz. 77-78 en de centrale limietstelling 11.7. 
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OPGAVE 11 . 9. Hoe groot is bij benadering de kans, dat in een reeks van 
onafhankelijke experimenten met ieder een kans 0,36 op succes, het 100-ste 
succes niet voor 320-ste experiment verkregen wordt. 
OPLOSSING. 
a} Met behulp van ( 11.17), met p=0,36 en k=lOO; ~ stelt het aantal 
experimenten tot en met het 100- ste succes voor. 
P(x ~ 320) = P(0,36~ -100 ~ 0,36•320 -100) l'::I P(u ~ 1 , 9 ) =0, 029 _ 
- \ hoo· 0,64 hoo · 0,64 -
(~ stelt een N(0,1)-verdeelde grootheid voor.) 
b) Met behulp van de binomiale verdeling. Laat, om verwarring te voor-
komen, X het aantal successen onder de eerste 319 experimenten voor-
stellen. Als y < 100 is, is het aantal experimenten tot en met het 
100-ste succes ~ 320 en omgekeerd . Dus berekenen wij (nu met behulp 
van stelling 11 . 8): 
PCx :s: 99 ) = P(;t-np s 99 :.np) l'::I P(~ s 99 - 319·0,36) 
lnpq lnpq 1319•0,36•0,64 
P(u S -1,85) P(~ ~ 1,85) 0,032 . 
OPMERKING. De beide benaderingen ge ven niet precies dezelfde uitkomst, 
hetgeen voor 2 verschillende benaderingsmethoden ook niet nodig is. Zou 
men de beide berekeningen exact uitvoeren, dan zou de uitkomst wel dezel f-
de zijn. 
HOOFDSTUK XII 
SCHATTINGSTHEORIE; MEEST AANNEMELIJKE SCHATl'INGEN 
De schattingstheorie is een belangrijk onderdeel van de statistiek, die 
wij hier wegens de grote uitgebreidheid van het onderwerp slechts opper-
vlakkig kunnen behandelen. Wij geven eerst een aantal voorbeelden met een 
intuitief voor de hand liggende oplossing en behandelen daarna het princi-
pe van een algemene theorie, waarop deze oplossingen gebaseerd kunnen wor-
den. 
VOORBEELD 12.1. Onderzoek van de eigenschappen van een serie-product. 
Een der belangrijkste eigenschappen van gloeilampen is hun levensduur. Dit 
geldt niet alleen voor gloeilampen, doch voor zeer vele andere producten, 
in het bijzonder voor onderdelen van machines en apparaten. De hier te be-
schrijven statistische bewerkingen komen verder op ieder gebied. voor. Wij 
ne~ hier, om de gedachten te bepalen, gloeilampen als voorbeeld. De 
levensduur van een gloeilamp kan men bepalen door hem te laten branden tot 
hij doorbrandt. De levensduur is dan bekend, maar de lamp is stuk. Het is 
daarom duidelijk, dat men in dat geval gedwongen is de eigenschappen van 
een bepaald soort gloeilampen steeksproefsgewijs te onderzoeken, een vol-
ledig onderzoek schiet zijn doel voorbij. 
De levensduur van verschillende gloeilampen van e4!n soort is ver-
schillend; dit blijkt bij beproeving. Een geschikt beschrijvingsmodel van 
deze eigenschap is daarom de levensduur als een stochastische grootheid ~ 
te beschouwen, die voor iedere lamp een bepaalde waarde aanneemt. De bij 
een steekproef van lam.pen gevonden waarden vormen dan een reeks van sto-
chastisch onafhankelijke waarnemingen van ~· Veelal wordt bij dergelijke 
problemen verondersteld, dat ~ een (bij benadering) normale verdeling be-
zit. Soms geldt dit niet voor ~ zelf, maar wel voor log x. Een dergelijke 
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veronderstelling kan , op grond van de waarnemingen, ook statistisch worden 
onderzocht. Wij zullen deze onderstelling hier hanteren alsof zij reeds 
onderzocht en bevestigd is. 
Is nu x normaal verdeeld, dan zijn twee parameters, n. l . µ = E~ en 
2 2 -
o a (~), voldoende om de verdeling volledig te karakteriseren en het 
schattingsprobleem is dan deze twee parameters uit een reeks waarnemingen 
te schatten. 
Laat de steekproef van waarnemingen voorgesteld worden door de onaf-
hankelijkc grootheden 
(12.1) 
alle met dezelfde verdeling als ~· dan hebben wij {vgl. (10.5)) reeds ge-
zien, dat voor het gemiddelde 
(12.2) 1 n I x. 
n i=l -i 
geldt: 
(12.3) Ex µ. 
Het ligt daarom voor de hand om x het gemiddelde der waarnemingen, als 
schatting voor µ te gebruiken. 
Is een verdelingsfunctie F(x) behal ve van x ook nog afhankelijk van een 
of meer andere niet stochastische variabelen e1 ,e 2 , •. . , kort aangegeven met 
e en F(x;0), dan noemt men deze andere variabelen e1 ,e2 , . .. parameters. 
Als een verdelingsfunctie afhankelijk is van een parameter e dan natuurlijk 
ook de bijbehorende kansverdeling, notatie P(~=x;0), of P0 C~=x), of ver-
delingsdichtheid, notatie f(x;0). Twee verschillende parameterwaarden 
karakteriseren dus i.h.a. twee verschill ende verdelingsfuncties, kansver-
delingen of verdelingsdichtheden . 
De verzameling 0 van alle mogelijke waarden van deze parameters wordt 
de parameterruimte genoemd. 
Als ~ een functie is op 0 dan worden de functiewaarden ~(0) ook para-
meters genoemd. 
µ en 
en a 
De normale verdelingen worden gekarakteriseerd door de parameters 
a, de parameterruimte bestaat uit alle paren µ en a met -~ < µ < 00 
> O· ook o2 en_£_ , biJ"voorbeeld, zijn parameters. 
' llll 
De binomiale verdelingen worden gekarakteriseerd door de parameters 
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n en p, de parameterruimte bestaat uit alle paren n en P met n een natuw:-
lijk getal en O < p < 1 terwijl bijvoorbeeld np en np(l-p) ook paxameters 
worden genoemd. 
De hypergeometrische verdelingen hebben parameters M, N en n waarbij 
M, N en n natuurlijke getallen zijn met n S M +N. 
Een functie ! = t(~ 1 ,~2 , .•. ,~n) van waarnemingen ~1 ,~2 , ····~n van een 
stochastische qrootheid ~met verdelingsfunctie F(x; 6 ) die waarden t aan-
neemt. l.n de parameterruilllte van e wordt een schatter van de onbekende 
parameter e genoemd. 
Een gerealisee.rde waarde t van een schatter t wordt een schat;t:ing van 
de onbekende parameter e genoemd. 
*) DEPINITIE 12.1. Een schatter ~van een onbekende parameter 0 wordt zuiver 
genoemd als zijn verwachting gelijk is aan deze onbekende parameter 
+oo -
{12.4) Et Ee~= J ... Jt (xt .•• ,x
0
)f(x1 , ... ,xn;6)dx1dx2 ... dxn ., 6. 
DEFINITIE 12.2. Een schatter van een onbekende parameter 6 wordt asympto-
tisch raak**) genoemd, als hij voor een onbegrensd stijgend aanta1 waar-
nemingen stochastisch convergeert naar die onbekende parameter: 
(12.5) lim P( 1!-01 > £) 0 voor iedere £ > O. 
O-+<D 
Volgens stelling 10.2 is x zowel zuiver als asymptotisch raak met betrek-
king tot µ, ook als x niet normaal verdeeld is . 
Vervolgens gaan wij ons beraden over een schatter voor de variantie o 2 . 
Oaartoe overwegen wij, dat bij de berekening van een schatting in zekere 
zin de steekproef van waarnemingen in de plaats wordt gesteld van de gehele 
onbekende kansverdeling. De waarnemingen van de steekproef zijn verder 
alle gelijkwaardig. Zijn de aangenomen waarden: x
1 ,x2 , .. . ,xn' dan kunnen 
wij - op grond van deze heuristische redenatie - een nieuwe stochastische 
grootheid ~ beschouwen, die deze n waarden met gelijke kansen aanneemt: 
*) Engels: unbiased. 
**) 
consistent. 
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(12 .6) 1 
n 
(i 1, 2, •.. ,n). 
Voor deze stochastische grootheid geldt 
(12.7) Ex ' x, 
de bij deze steekproef behorende waarde van ~· de schatter van IJ . Dus: de 
verwachting van x' kan d i enen als schatter voor de verwachting van x. Naar 
analogie hiervan kunnen wij verwachten, dat de variantie van x' ons een 
schatter voor de variantie van ~ zal geven. 
Volgens de definitie van een variantie is: 
a
2 c~ · > 
zodat wij de grootheid 
( 12.8) 
- 2 E (~'-x) 
2 beschouwd als schatter voor a , op zijn merites kunnen onderzoeken. 
Voorlopig verstaan wij daaronder, dat wij nagaan of deze schatter 
zuiver en asymptotisch raak is. Eerst de zuiverheid. De verwachting van 
s •
2 berekenen wij als vol gt. 
Hierin is 
zodat 
Daar 
n 
l 
i = l 
n 
l 
i=l 
n 
l (~i-µ) 
i=l 
n - 2 l (~i-~) 
i=l 
- 2 (x -)J+µ-x) 
-i -
(x. - )J) 2 - 2 (~_-l.Jl 
-l. 
n 
l 2 - 2 (x.-µ) - n(x_-)J) • 
- J. 
2 
a 
i=l 
en 
2 -
a (~) 
2 
a 
n 
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geldt 
(12.9) 
2 2 De schatting ~ · is dus geen zuivere schatter van o , maar 
n 2~_1_ \" 
-2 s 1 l (~1-~) n - i • l 
(12.10) 
~s dat wel. Voor practische toepassingen wordt daarom veelal s 2 als schat-2 ter van a gebruikt. 
NUMERIEK VOORBEELD 12 . 1. van 10 lampen van een bepaald type , aselect ge-kozen uit de productie, is de levensduur (in uren) gemeten. De uitkomsten . 
*) zijn vermeld in de eerste kolom van tabel 12.1. 
Tabel 12.1. Berekening van gemiddelde en variantie 
van een reeks van waarnemin.g en. 
x1-lOOO 
2 xi (x1- 1000) 
982 
- 18 324 
996 4 16 
1047 47 2209 
980 
- 20 400 
1057 57 3249 
1025 25 625 
990 
- 10 . 100 
1058 SB 3364 
994 6 36 
1036 36 1296 
totaal 165 11619 
Om de berekeninq te vereenvoudigen kiezen wi j eerst een z. g. "voor lopig g e midde lde", d.i. een qetal x0 (het doet er niet veel toe welk precies), 
•) 
De&• g~vens zijn niet aan de pralttijk ontleend. 
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dat vermoedelijk in de buurt van het werkelijke gemiddelde ~ ligt. In dit 
geval ligt het voor de hand x0 = 1000 te nemen. In de tweede kolom staat 2 
xi-1000 berekend, in de derde (xi-1000) . Nu is 
dus 
n 
n 
l (xi-xO) + nxO' 
i=1 
x n l (xi-xO) + XO. 
i=1 
In ons geval 
x 1~ • 165 + 1000 1016,5. 
Verder is (vgl. blz.102) 
OPMERKING 12.1. Bet argument, dat s 2 een zuivere schatter van a2 is en s• 2 
niet, verliest zijn waarde, indien men niet a2 maar a wenst te schatten, 
hetgeen in de praktijk gewoonlijk het geval is. Immers beschouwt men s als 
schatter van a, dan is ~ weer onzuiver, zoals uit (9.21) volgt. Vullen wij 
daarin ~ in voor ~· dan komt er 
dus 
of a > E~, 
zodat de verwachting van ~ kleiner is dan de te schatten parameter a. 
Het gebruik van s 2 in plaats van s• 2 berust dan ook in feite op 
traditie. Het bovenstaande geldt neg steeds zonder de veronderstelling van 
normaliteit. Voor normaal verdeelde ~ kan de factor 
c 
n 
def a 
Es 
berekend worden. De schatter c s is dan een zuivere schatter voor a. 
n-
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Zowel s als s' zijn asymptotisch raak; voor n ~ ~ zijn z i j aequivalent, 
n-I -daar dan -- ~ 1. Beschouw nu 
n 
1 n 2 l ( x . - µ) 
n i=l - i. 
- 2 (~-µ) . 
Volgens s tel ling 10 . 2 convergeert ~ stochastisch naar µ, dus lx-~I naar 0 , 
- 2 dus ook (~-~) naar O. oeze term kan dus ve rwaarloosd warden: behoudens 
een willekeurig kleine kans wor dt hij zelf willekeurig klein . Noemen wij 
verder 
def 
==- (i • 1,2 , •.• ,n), 
dan is 
(ia 1,2, ... ,n) 
en , wederom volgens stelling 10.2 convergeert nu 
l n 1 n 2 l li a l ( x .-µ) n i =l n i =l -1. 
stochasti sch naar de verwacht ing, dus naar a 2 *) . Daarmede is 
gestelde (zij het niet volledig e xact) bewezen . In ons geval 
Derhalve is 
n - 2 2 L (x1-x) = 11619 - 10(16 , 5) i = l 8896 , 5 . 
2 
s ~ • 8896,5 = 988,5, s = 31,4 . 
e chter het 
Willen wij nu bijv . schat t en, hoe groat het percentage lampen i s , dat een 
leven sduur < 950 uur bezit , dan berekenen wij 
10 16 , 5 - 950 
31, 4 2 ,12 
en zoeken dit geta l op in de tabel van de N(0,1)-verdeling . De uitkomst 
is 0,017, dus 1,7,. Van de s teekproef is dan ook geen enkele u i tkomst 
zo laag . 
*) 
2 Volgens stelling 10.2 moet de voorwaarde ve rvuld zijn dat a (li) eindig 
is; deze voorwaarde kan echter vermeden warden . 
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VOORBEELD 12.2. Kurken tellen 
Een aardig historisch voorbeeld van een eenvoudig schattingsprobleem is het 
volgende*). In een kurkenfabriek, die millioenen kurken in voorraad had, 
waarvan dagelijks duizenden in kleinere en grotere partijen moesten worden 
afgeleverd, waren voortdurend een aantal arbeiders bezig met de kand kurken 
te tellen. Dit was een vermoeiende en zenuwslopende bezigheid, waarmee het 
bovendien nog niet mogelijk was aan het einde van het jaar de voorraad op 
te nemen. Men wenste daarom een kurkentel-apparaat te ontwikkelen. 
Aangezien het bij aflevering van partijen kurken niet op een paar meer 
of minder aankomt, kon Ir. VAN EI'TINGER de oplossing in statistische rich-
ting zoeken. Zijn methode komt hierop neer, dat uit een zak kurken van een 
maat een steekproef genomen wordt, waarvan het totale gewicht {~) en het 
aantal {n) bepaald wordt. Het gemiddelde gewicht van een kurk is dan us 
2/n. Is nu het gewicht van de gehele zak kurken gelijk aan G, dan is 
nG 
~ 
een schatter voor het aantal kurken uit de zak. 
Deze methode werd bovendien als volgt gemechaniseerd. Een weegschaal 
werd vervaa.rdigd, die in evenwicht is als het gewicht aan kurken op de 
~ne schaal 99 maal zo groot is als dat op de andere. Men zet nu de zak 
kurken op de ene schaal en legt daaruit zoveel kurken op de andere, dat 
de weegschaal in evenwicht is. Ret totale aantal kurken is dan, bij bena-
dering, gelijk aan 100 maal het aantal op de tweede schaal overgebrachte 
kurken. De tijdsbesparing is enorm, de investering gering en de arbeiders 
zijn trots op de eenvoudige wijze waarop zij kurken tellen. Bet systeem 
is, in die fabriek, reeds bijna 30 jaar in gebruik. 
VOORBEELD 12.3. Enqu~te 
Wij beschouwen vervolgens een enqu~te, die erop gericht is de kennis van 
een bepaalde groep mensen te onderzoeken. Voor de eenvoud vatten wij e~n 
vraag in het cog, die juist of onjuist beantwoord kan worden. Deze vraag 
wordt voorgelegd aan een steekproef van n persoenen, aselect genomen uit 
de te onderzoeken groep. In statistisch jargon wordt deze te onderzoeken 
~-VAN ETTINGER, Statistiek en productiviteit, Statistica 6 {1952), 
pp. 19-28, pag.20. 
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groep personen de populatie genoemd. Als model nemen wij aan, dat een 
fractie p van de personen uit deze groep de vraag goed zou beantwoorden 
en de overige (fractie q = 1 - pl fout. Het gaat er nu om deze fracties 
te schatten op grond van de antwoorden van de n personen van de steekproef. 
Kiezen wij aselect ~~n persoon uit de populatie , dan is de kans, dat 
wij een juist antwoord verkrijgen gelijk aan p. Bestaat de populatie uit 
N personen, dan bevinden zich daaronder dus Np, die een juist antwoord 
zouden geven en Nq, die de vraag onjuist zouden beantwoorden . Hieruit zijn 
er nu n aselect en zonder teruglegging genomen en wij bevinden ons dus in 
de situatie van voorbeeld 7 van hoofdstuk V. Bet aantal juiste antwoorden 
in de steekproef van omvang n, dat wij met ~ aangeven, heeft dus een hyper-
geometrische verdeling. 
(12.11) 
met, volgens (9.26), 
(12. 12) 
dus 
(12.13) 
Ex • np, 
Ea • p. 
n 
De fractie juiste antwoorden in de steekproef is dus een zuivere schatter 
voor de onbekende fractie p. De vraag van asymptotisch gedrag doet zich 
hier niet op natuurlijke wijze voor, daar n > N niet op kan treden. Voor 
n = N vindt men p reeds exact. 
Wat wel kan gebeuren is, dat N niet bekend is. Volgens (12.12) kan 
~/n dan toch als schatter gebruikt worden. Is N >> n, dan is volgens (5.10) 
de kansverdeling van~ bij benadering binomiaal: 
(12.14) (n) x n-x P(~•x) <::$ x p q , 
waarbij dan (12.12) geldig blijft. Aan de schatter verandert dus niets. 
Volgens stelling 10.3 (de theoretische wet van de grote aantailen) is de 
schatter in het geval van een binomiale verdeiing asymptotisch raak. (In het 
hier beschouwde geval impiiceert n + m dat ook N + m; is p bijv. de onbe-
kende kans op succes bij een experiment, dat willekeurig vaak herhaald kan 
113 
worden, dan doet deze complicatie zich niet voor.) 
VOORBEELD 12.4. Schieten op de kermis 
Een enthousiast kermisganger schiet in de schiettent op Goudse pijpen. 
Bij ieder schot kan hij alleen zien of hij het pijpje, waar hij op mikte, 
geraakt heeft of niet, maar als hij mist kan hij niet zien, waar zijn ko-
gel terecht gekomen is. Hij kan bij een volgend schot dus geen gebruik ma-
ken van het resultaat van het vorige schot om zijn richten te verbeteren. 
Als model kunnen wij daarom stellen, dat hij bij ieder schot dezelfde kans 
p op succes heeft en dat de schoten onafhankelijk zijn. 
De schutter neemt zich nu voor net zo lang door te gaan met schieten 
tot hij k pijpjes stukgeschoten heeft. Hiervoor heeft hij ~ schoten nodig. 
Gevraagd wordt uit deze gegevens een schatter voor p af te leiden. 
Op het eerste gezicht ligt het in dit geval wellicht voor de hand om, 
net als bij het vorige voorbeeld, de fractie successen, dus hier k/~, als 
schatter voor p te nemen. 
De verdeling van x is in dit geval negatief binomiaal (formule (7.7)) 
en volgens (9.25) geldt 
Ex k p dus p 
k 
Ex ' 
hetgeen een verdere rechtvaardiging in schijnt te houden. 
Dit is echter niet geheel juist, daar uit deze formules niet volgt 
dat de schatter zuiver is. Daartoe zou n.l. moeten gelden 
E k kE 1 
~ ~ 
p, 
dus ZOU 
E 1 1 
~ Ex 
moeten zijn en dit is niet het geval. In de oplossing van opgave 85 van 
het Opgavenboekje (blz.129-130) wordt bewezen, dat wel geldt 
(12.15) k-1 Ex-1 = p, 
zodat k-1/~-1 wel een zuivere schatter van p is. Deze correctie van -1 in 
teller en noemer wordt intuitief min of meer begrijpelijk als men overweegt, 
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dat het laatste schot bij deze proefopzet altijd een succes is, daar het 
k-de succes het sein tot be~indiging van de serie is. Laat men nu dit laat-
ste schot geheel weg, dan gaat de serie over in een reeks van~ -1 schoten 
met k-1 successen, die nu overal in de serie geplaatst kunnen zijn, jui st 
als bij een binomiale verdeling het geval is. 
Voor k + m zijn de beide schatters k/~ en k-1/~-1 aequivalent. Nu kan 
(vgl. blz. 77 en 78) x beschouwd worden als de som van k onafhankelijke 
grootheden ~i' die alle dezelfde (negatief binomialel verdeling (met k • ll 
bezitten. Volgens stelling 10.2 convergeert dan het qemiddelde 
1 k 
x k l ~i 
i=l 
van deze grootheden stochastisch naar hun verwachting, die ! is. Met andere 
p 1 
woorden ~/k zal, voor voldoende grote k, willekeurig dicht tot - naderen. p 
Dit betekent echter dat k/~ willekeurig dicht bij p komt. Beide schatters 
zijn dus asymptotisch raak. 
OPMERKING. Voor k -1 is het niet mogelijk de beschreven correctiemethode 
toe te passen, daar de teller van de schatter dan = 0 zou worden. Voor dit 
geval is geen practisch bruikbare ( men kan gema.kkelijk nagaan dat de sto-
chastische grootheid gedefinieerd door t = 1 als ~ = 1 en ~ = 0 als ~ > 1 
een zuivere schatter voor p is) zuivere schatter voor p beschikbaar. 
De verwachting van 1/~ voor k = 1 laat zich als volgt berekenen. 
E 1 l 1 x-1 e l x - e ln (1-q). x pq ~= ~ x=l q x•l x q 
Voor p • q wordt dit ln(2) 
- 0,69. De verwachting van de schatter ver-
schilt dan dus aanzienlijk van de te schatten waarde. 
Wij behandelen vervolgens de elementen van de theorie der meest aanneme-
lijke schatters, waarvan de grondslag gelegd is door R.A. FISHER. Hoewel 
deze theorie niet de enige schattingstheorie is, is het momenteel toch wel 
een van de belangrijkste en wij zullen ons tot deze theorie beperken. 
Het principe van de theorie zetten wij uiteen voor continue verde-
lingen. Voor discrete is het analoog, met kansen in plaats van verdelings-
dichtheden. 
Laat 
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(12. 16) 
n (al of niet onafhankelijke) waarnemingen voorstellen, die een simultane 
verdeling bezitten, met verdelingsdichtheid 
(12.17) 
waarin 0 1 ,02 , ..• ,0n onbekende para.meters voorstellen, die uit de waarne-
mingen geschat moeten worden. 
Stellen nu x 1 ,x2 , ••. ,xn de waarden voor, die in werkeli.jkheid gevonden 
zijn, zed.at het dus getallen zijn, geen variabelen meer, dan is (12.17) 
een functie van de onbekende parameters 0. (j = 1,2, •.. ,h) . 
J 
Deze functie wordt de aannemelijkheidsfunctie of kortweg aannemelijk-
heid genoemd en aangegeven als 
(12.18) 
Gewoonlijk (doch niet voor alle verdelingsdichtheden) bezit L een maximum; 
het punt, waarin dit wordt aangenomen, wordt aangegeven met 91 ,92 , ••• ,Gh 
en deze waarden - die functies van de xi (i = 1, 2, ... , n) zijn - worden de 
meest aannemel i jke schattingen van 01 , 02, ... ,0h genoemd. De 01 ,02, ..• ,eh 
zijn, opgevat als stochastische grootheden, de meest aannemelijke schatters 
van 0 1 , 0 2 , ... ,0h. 
Toelichting aan voorbeelden 
VOORBEELD 12.1. Normale verdeling (zie oak blz. 104). 
In dit voorbeeld heeft x een normale verdeli.ng met onbekende µ en o. De 
waarnemingen zijn ~1 ,~2 , ... ,~n· Daar deze ~tochastisch onafhankelijk zi.jn, 
is 
(12.19) 
(x.-µ)2 
-! 1. 
2 
a 
,n 2 
li=l (xi-µ) 
-! . 2 
= c~r e a 
In deze vorm beschouwen wij o 2 (en niet o) als onbekende parameter, daar 
dit de berekeningen vereenvoudigt. Orn het maximum van L te vinden, bij 
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gegeven waarden der xi ' differenti~ren wij, ter verde~e vereenvoudiging, 
niet L zelf, maar de logaritme van L naar µ en naar o • 
(12.20) n n 2 log L = - 2 log 2ir - 2 l og o -
(12.21) 
(12.22) ~"' - _E__ + l _l.:~_=.:..1_<x..:i:..-_v_>_2 
ao2 202 o4 
Stelle n wij daze afgeleiden gelijk aan 0, dan ver krijgen wij dus 2 verge-
lijkingen voor Oen a2 , en wel 
(12.23) 
en 
(12.24) 
n 
l (xi-~l ~ 0 
i =l 
-2 
0 
Uit de eerste volgt 
(12.25) x 
en vervolgens uit de tweede 
(12.26) -2 0 1 n - 2 n l (xi-x) 
i • l 
(vgl. (12.2)) 
(vgl. (12.8)) . 
- 2 De meest aannemelijke schatters zijn dus x en s' en komen dus in dit 
geval overeen met de boven op intultieve wijze gekozene. 
OPMERKINGEN. 
2 12.2. Indien wij niet o , maar o zelf als onbekende parameter gekozen had-
den, zou dezelfde uitkomst verkregen zijn . Dit is een speciaal geval van 
een algemene stelling, inhoudende dat de meest aannemelijke schatter van 
een continue 1, 1-functie van een onbekende parameter verkregen wordt door 
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dezelfde functie te nemen van de meest aannemelijke schatter van die para-
meter. Dus: is e de meest aannemeli jke schatter van e, dan is~(~) de meest 
aannemelijke schatter van ~(6) als ~ een continue en ondubbelzinnig omkeer-
bare functie is. 
12.3. Wij zien tevens, dat meest aannemlijke schatters niet zuiver behoe-
ven te zijn. Dit volgt trouwens reeds uit opmerking 12.2, daar zuiverheid, 
zoals wij in opmerking 12 . 1 gezien hebben, bij transformatie van de para-
meter vcrloren knn gaan. 
VOORBEELD 12.3. Binomiale verdeling (zie ook blz. 112). 
Is x binomiaal verdeeld met onbekende p, maar bekende n, dan geldt us 
(12.27) 
Dus 
L(p;x) (n) x n-x P(~;p) = x p q . 
(12.28) log L = log (n) + x log p + (n-x) log ( 1-p). 
x 
Differentieren naar p geeft 
(12.29) d logL _ x dp - p 
n-x 
1- p , 
zodat wij, om p te vinden, de vergelijking 
(12 . 30) x n-x 1-p p 
moeten oplossen. Dit geeft 
(12.31) x P =;; 
x 
De meest aannemelijke schatter voor p is dus ~ 
OPMERKING 12 . 4. 
Ook hier vinden wij dus de vroeger reeds vermel de schatter. Voor de hyper-
geometrische verdeling is dit niet het geval; daarbij treden complicaties 
op, o.a. doordat Np in dat geval geheel moet zijn, zodat p niet alle waar-
den tussen 0 en 1 kan bezitten. Wij zullen dit geval hier buiten beschou-
wing laten. 
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VOORBEELD 12.4. Negatief binomiale verdeling (zie ook blz. 113). 
Is ~ negatief binomiaal verdeeld met onbekende p, maar bekende k, dan is 
(12.32) 
dus 
(x-1) k x-k L(p;x) • k-l p q , 
(12 . 33) (x-1) log L= log k-l + k 109 p + (x-k) 109 (1-p) 
en 
(12 . 34) d logL s ~ x-k dp p - 1-p 
De op te lossen vergelijking is nu dus 
(12 . 35) k 
p 
x-k 
1-p I 
waaru it volgt 
(12 . 36) k p = x 
zodat de meest aannemelijke schatter wordt k 
~ 
VOORBEELD 12 .5. Hoogwaterstanden; exponentH!le verdeling 
Indien men de frequentieverdeling van hoogwaterstanden waargenornen in 
Hoek van Bolland , beschouwt, blijkt dat deze , voor zoverre het niet te 
kleine waarden betreft, bij goede benadering exponentieel verdeeld zijn. 
Bedoeld wordt, dat voor iedere niet te lage waarde x0 ge ldt 
(12 . 37) (X > X ) *) 
0 
Geldt dit voor ~~n waarde x0 , dan ook voor ieder e groter e waarde x0 > x0 . IDDDers uit (12.37) volgt 
P (~2!:x11x2x0) 
P (~C!:xo> 
P .J. l'iEMELSFELDER, ~letmatigheden in het optreden van stormvloeden, 
"De Ingenieur", 3 maart 1939. 
Daar x ~ x0 is de teller gelijk aan P(~~x). De noemer geven wi j aan met 
P0 . Dan geldt dus 
( 12 .38) 
-A(X-x I P(x~x) = p 0 e O 
voor een willekeurige waarde x0 > x0 geldt dus 
-)dx'-x ) P(~~xO) = PO e 0 0 (12. 39) 
Voor x ~ x0 is nu 
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Hierin is de teller weer gelijk aan P(~~x) en voor de noemer geldt (12.39). 
Dus is 
(12.40) 
P · e-A(x-x0 > 
0 -A cx-x0> 
---_.,...>.""'"c_x..,.' ___ x...,..) e e 
P •e 0 0 
0 
Dit betekent, dat de keuze van het "beginpunt" x0 (of xc» de vorm van de 
verdeling - en in het bijzonder de waarde van A - niet beinvloedt, hetgeen 
het mogelijk maakt de lage waarden van x, waar de verdeling n i et aan 
(12.37) voldoet, uit te schakelen zonder dat de betrekkelijk willekeurige 
keuze van het beginpunt veel invloed op de uitkomst uitoefent. 
Deze eigenschap van de exponentiGle verdeling, dat de vorm van de 
voorwaa.rdelijke verdeling onder de voorwaarde ~ ~ x0 voor iedere x0 dezelf-
de is, is daarom voor het statistische onderzoek van de hoogwaterstanden 
aan de Nederlandse kust - en daarmede voor de bepaling van dij khoogten, 
die een voldoende besche.rming tegen overstromingen bieden - van veel be-
lang. Een verklaring voor het experimenteel vastgestelde feit, dat de 
verdeling der hoogwaterstanden exponentieel is, is (nog?) niet bekend. 
Dat de verdeling deze vorm bij goede benadering bezit kan experimen-
teel vastqesteld worden door gebruik te maken van logaritmisch grafieken-
papier. Noemen wij het linkerlid van (12.37) P, dan geldt 
(12.41) log P =-A Cx-x0 ) . 
Zetten wij dus log P verticaal uit tegen x - x0 horizontaal, dan wordt een 
rechte lij n verkregen, zoals in f i g. 12.1 geschetst is. 
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log p 
0 
x 
Fig. 12.1. Verdeling van h009Waterstanden 
in Hoek van Holland. 
Oeze lijn is, uiteraard, onbekend en moet uit waarnemingen geschat worden. 
Oaartoe wordt hieronder de meest aannemelijke schatter voor A bepaald. Be-
schouwen wij daa.rtoe alle hoogwaterstanden boven x0 , die in een bepaalde 
periode zijn opgetreden, dan kunnen deze (indien bepaalde voorzorgen ge-
nomen worden, die hier onbesproken blijven) beschouwd worden als onafhanke-
lijke waarnemingen van een stochastische grootheid ~· die de door (12.37) 
gegeven verdeling bezit. De verdelingsdichtheid, steeds onder de voorwaarde 
~ <: x0, is 
-A(x-x ) (12 .42) f(x) - F'(x) d(l-P) ---= dx Ae O 
dus als x 1 ,x2 , ... ,xn de waarnemi.ngen zijn, is 
(12. 43) 
Verd er 
(12.44) 
en 
(12.45) 
Derhalve is 
(12.46) 
n 
-A(x.-x ) 
Ae 1 O 
log L• n log A - A l Cx1-x0> i•l 
x .. ___ n...;._ _ _ s _1_ 
dus ~-l is bet gemiddelde der waarnemingen boven x
0 
verminderd met x
0
. 
Nu leidt (12.46) niet tot een zuivere schatter. Beschouwen wij n.l. 
de schatter (12.46) weer als een stochastische grootheid, d.w.z. 
x -x 
- 0 
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terwijl steeds de voorwaarde ~ ~ x0 , dus ook ~i ~ x0 (i 
dan worat in §2 van de appendix aangetoond dat 
1,2, ... ,n) geldt, 
(12 . 47) 
zodat 
n-1 1 n-1 
-- --- = -------l~=l <~i -xo> n x -x 
- 0 
wel een zuivere schatter van A is. 
Voor n + oo zijn de twee schatters aequivalent. Verder is 
en de (voorwaardelijke) verdelingsdichtheid van~ is ( zie (12.42)) 
-A(x-x) 
f(x) Ae O 
zodat 
I -A(x-x ) f -AV E(~-xol~~xo> = A (x-x0). e O dx A v e dv. 
XO 0 
Nu is ech ter (partieel integreren) 
A f 
- AV [ -Avr I - AV [ 1 -AV r 1 ve dv -ve J + e dv -xe x · 
0 0 0 0 
Dus is 1/~ wel een zuivere schatter van 1/A. De schatter 1/(~-x0 l (en dus 
ook (n- 1)/(n(x-x ))) is wel asymptotisch raak. Uit stellin9 10 . 2 volgt n.1. 
- 0 
dat x - x0 stochastisch convergeert naar E(~-x0 j~~x0 ) = 1/X en dus conver-
geert 1 = 1/(~-x ) stochastisch naar A. 
- 0 
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OPMERKING 12.5. Bij het werkelijke onderzoek van deze waterstanden werden 
niet alle hoogwaterstanden gebruikt, doch slechts een in overleg met het 
K.N.M.I. op grond van meteorologische overwegingen uitgekozen groep, beho-
rende bij bepaalde depressies van een potentieel gevaarlijk karakter. 
VOORBEELD 12.6. Regressie; theorie der kleinste kwadraten 
Wij beschouwen, als laatste voorbeeld, een stochastische grootheid l1 waar-
van de verdeling afhangt van een andere, niet stochastische grootheid x. 
Zo kan l bijv. de in een week door een koe geleverde hoeveeLheid melk voor-
stellen {die van week tot week en van koe tot koe verschilt) en x de leef-
tijd (in jaren) van de koe. Of X kan de lengte van de remweg van een auto 
voorstellen en x de snelheid bij het begin van het remmen. In deze beide 
gevallen kan men x zelf kiezen - in het eerste geval door een koe van de 
gewenste leeftijd uit te zoeken , in het tweede door bij de gewenste snel-
heid te gaan remmen -, terwijl X waargenomen wordt . 
In beide gevallen gaat het erom te onderzoeken hoe de kansverdeling 
van X van x afhangt. 
Wij beschouwen hier alleen het eenvoudigste geval, n.l. dat alleen 
de verwachting van X van x afhankelijk is en wel lineair: 
(12.48) a + Bx, 
waarin a en B onbekende parameters zijn, die geschat moeten worden. Verder 
veronderstellen wij, dat de verdeling van~, bij gegeven x, normaal ver-
deeld is met een onbekende spreiding a , die niet van x afhangt. 
Op dit probleem gaan wij nu de methode der meest aannemelijke schat-
ters toepassen. De waarnemingen, die verondersteld worden stochastisch 
onafhankelijk te zijn , zijn nu van de vorm 
(12.49) 
daar iedere waar te nemen waarde ~i bij een bepaalde waarde x
1 
van x be-
hoort. De waarnemingsuitkomsten (xi,yi) (i = 1, 2 , .•. ,n) kunnen als punten 
in een vlak worden uitgezet, zoals in fig. 12.2 gedaan is. 
y 
x 
Fig. 12.2. Lineaire regressie van y op x. 
De verdelingsdichtheid van yi is 
{12. 50) 1 =--e 
ol21r 
wegens de onafhankelijkheid der li is 
(12.51) 
en dus (vgl. (12.48)) 
(12.52) n n 2 n 2 log L~ - 2 log 271 - 2 log o - - 2- l Cy1-a-Sx1 J • 2o i=l 
Voor de schatting van a en S is alleen de laatste term van belang. Deze 
geven wij (ender weglaten van de factor - 1/2a2) aan met Q. 
Daar log Lgemaximaliseerd meet ·worden, dient Q gemini.maliseerd te 
worden. Voor de eenvoud van de berekeningen voeren wij het gemi.ddelde x 
der x
1 
i.n en schrijven a• def a+Sx, zodat 
(12. 53) 
Nu wordt Q: 
(12 .54) Q -
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Door uitvermenigvuldigen van de kwadraten kan hiervoor geschreven worden 
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n n 
+ 62 
n 
- 2 l 2 - 26 l Cy1-a •> (x1 -x> l (x1-xJ . Q Cyi-a') i•l i=l i=l 
Voor de tweede term kan geschreven word en 
n n 
- 26 l Yi <xi-x> + 26a' l cxi-xl 
i=l i = l 
e n daar l~=l cx1 -xJ = 0 valt de laatste term weg, zodat verkregen wordt 
(12.55) Q 
Q bestaat dus uit 2 stu.kJcen, waarvan het ~ne alleen a' en het andere alleen 
B bevat, zodat deze afonzerlijk geminimaliseerd kunnen worden . Beschouw 
eer st de eerste term, die a ' bevat. 
daar 
n 
l (yi-y) 0. 
i=l 
n - - 2 l (yi-y+y- a ' ) = 
i=l 
n -2 - n 
- 2 l (yi-y) +2(y-a') l (yi- yl +n(y-a ' ) 
i=l icl 
n - 2 - 2 l (yi-yl + n(y-a') , 
i=l 
De eerste der overgebleven termen bevat a' niet en de tweede term wordt 
minimaal als voor a' de waarde y ingevuld wordt. Derhalve is de meest aan-
nemelijke schatting van a': 
(12.56) def -a'= d' = y. 
De laatste twee termen van Qin (12.55), die B bevatten, worden, zoals 
bekend, tezamen minimaal als voor B de waarde 
n 
l 
i=l 
ingevuld wordt, dus is 
(12.57) b def a 
1;n -
li=1 Yi (xi-x) 
1;n - 2 
li=l (xi-x) 
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De schattingen voor a• en B zijn dus verkregen en uit (12.48) tezamen met 
(12.53) vol.gt nu als schatting y voor E(¥;X) 
(12.58) y a' + b(x-x) a + bx Ca def a• - bx), 
i.h.b. 
i 1,2, ... ,n. 
y wordt de bij x behorende regressiewaarde genoemd; (12.58) stelt een 
rechte lijn voor, die door het punt Cx,yl gaat Chet "zwaartepwi.t" van 
de "puntenwoJ.k" in fig. 12.2) en die de (geschatte) regressielijn van y 
op x genoemd wordt. De "werkelijke" regressieJ.ijn wordt door (12.48) ge-
geven. 
2 Uit (12.52) vaJ.t nu ook de meest aannemeJ.ijke schatting van a te 
berekenen, na in deze vorm voor a en B de reeds gevonden schattingen a en 
2 b ingevuJ.d te hebben. J:mmers voor iedere waarde van cr wordt log L maxi-
maa1 voor minimaJ.e waarde van 
(12.59) Q = 0 
Zo gaat J.og L dus over in 
n l.og 211 -2 
en de afgeleide hiervan 
n J.og 2 
naar (J 
2 ~o (J 
- --2 
2a 
2 is 
-2 Stellen wij deze vorm gelijk aan O, dan volgt daaruit de schatting cr 
2 
van a : 
(12.60) -2 0 
n 
Vervolgens onderzoeken wij de zuiverheid der verkregen schatters . Eerst a'. 
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Ea' 
daar 
n 
l 
i=l 
cx.-xl 
l. 
0. 
n l {a '+6Cxi-x>} 
n i=l 
Derhalve is a' een zuivere schatter van a'. Vervolgens b. 
N n 
E l i'.1<x1-x> 
i=l 
l cx1-xl{a•+scx1-i>} i•l 
a' 
Dus 
cx.-x> + 6 l. 
zodat !? een zuivere schatter van S blijkt te zijn. 
B 
n 
- 2 I (xi-x) . 
i=l 
Uit deze resultaten volgt, dat ook ~ een zuivere schatter van a is, 
immers (zie (12.58) en (12.53)): 
Ea. E(~·-~x) =a' - Bx - a. 
·2 De berekening van E~ , die i ets ingewi.kkelder is, zullen wij hier niet 
geven . De uitkomst is 
(12.61) -2 Eo n-2 2 
-- C1 n 
zodat o2 geen zuivere schatter is, maar 
(12.62) 
wel. 
2 def 
s --
l~=l (~i-~-~xi)2 
n-2 
De schatters zijn ook asymptotisch raak, doch het bewijs daarvoor 
laten wij achterwege. 
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OPMERKINGEN. 
12.6. De bier toegepaste metbode komt, meetkundig, daarop neer dat die lijn 
y = a + bx in fig. 12.2 gekozen wordt, waarvoor de som van de kwadraten 
van de afstanden der waargenomen punten tot die lijn, in verticale richting 
gemeten, minimaal is. Deze afstanden worden residuen genoemd. E~n residu 
is in fig. 12.2 door de letter r aangegeven. Het bij (xi,yi) behorende 
residu is 
(12.63) 
dus 
(12 .64) Q = 0 
De methode ontleent daaraan de naam: methode der kieinste kwadraten. Onder 
deze naam is zij reeds zeer lang bekend als de basis van de zgn. fouten-
theorie, die veel toepassing vindt op bet gebied van de natuur- en sterre-
kunde, oak voor veel gecompliceerdere problemen dan de hier behandelde. 
12.7. Sams zijn oak de ~i stocbastisch. De methode kan dan overanderd toe-
gepast warden, daar men dan gebruik kan maken van de voorwaardelijke ver-
delingen der yi ender de voorwaarden ~i • xi (i = 1,2, ..• ,n); deze voor-
waardelijke verdelingen moeten dan voldoen aan de boven voor de ii gefor-
muleerde voorwaarden. Dit is bijv. het geval als ~ en ~ een 2-dimensionale 
normale verdeling bezitten, waaruit de waarnemingspunten (xi,yi) een steek-
proef vormen. Voorbeeld: de lengtes van aselect gekozen vaders en hun oud-
ste zonen. Naast de regressie van ~ op x kan dan oak de regressie van ~ 
op X onderzocht warden, die een andere uitkomst geeft. Wij gaan hier niet 
nader op in. 
12.8. Ten onrecbte wordt veelal ondersteld, dat de methode der kleinste 
kwadraten alleen voor normaal verdeelde Xi bruikbaar zou zijn. Uit het 
bovenstaande blijkt, dat bij de bewijzen der zuiverheid geen gebruik is 
gemaakt van die veronderstelling, zodat zij algemener gelden. Wel geldt 
speciaal in het normale geval, dat de methode der kleinste kwadraten 
oak de meest aannemelijke schattingen geeft. In andere gevallen kunnen de 
volgens de beide method.en verkregen schattingen verschillend zijn. 
Nauwkeurigheid van schatters 
r:en schatter wordt uit waarnemingen berekend. Deze waarneningen worden als 
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stochastische grootheden beschouwd, zodat niet alleen zij, maar ook de 
schatter een kansverdeling bezit. De uitkomst, die verkegen wordt door 
bepaalde waargenomen waarden in de formule van de schatter te substitueren 
- een concrete waarde van de schatter - Jean zelf als ~~n waarneming van 
die schatter beschouwd worden. 
De kansverdeling van een schatter is een volledige beschrijving van 
de eigenschappen van die schatter, waarvan bijzondere eigenschappen, zo-
als zuiverheid en asymptotische raakheid speciale aspecten zijn. Een 
andere, in het voorafgaande nog niet beschouwde eigenschap is de nauwkeu-
righeid van een schatter, die grofweg door zijn spreiding gegeven wordt. 
VOORBEELO 12.1 (zieblz. 115). Spreiding van het gemiddelde van een steekproef 
Wij beschouwen bij dit voorbeeld een steekproef van n waarnemingen 
( 12 .1) 
uit een normale verdeling met verwachting µen variantie o2 . Als schatter 
voor µ namen wij 
(12.2) 
n 
n l ?:!1• i a l 
hetgeen ook (vergelijk (12.25 ) ) de meest aannemelijke schatter is. Volgens 
stelling 11.5 is ~ zelf ook normaal verdeeld met (vergelijk (10.5) en 
(10.6)) 
( 12 .65) Ex= µ en 2 - o
2 
o (x) = 
n 
Voor de spreiding van x geldt dus 
(12.66) o(~) o .,_ 
en men kan bewijzen (hetgeen wij hier niet zullen doen), dater in het ge-
val van een steekproef uit een normale verdeling geen enkele zuivere 
schatter van µ bestaat, die een kleinere spreiding bezit. Men noemt daarom 
~ de meest nauwkeurige zuivere schatter van µ. 
De grootheid 
c12.v?> 
~ - µ 
rn, 
a 
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de gestandaardiseerde van ~· is dus N(0,1)-verdeeld, zodat, volgens tabel 1 
bijv. geldt: 
P( l ~* I S 1,96) ~ 0,95 
of, na omrekenen van de ongelijkheid tussen de haken, 
(12.68) 0,95. 
Bij het numerieke voorbeeldvanblz. 108 vonden wij x = 1016,5. De ongelijk-
heid tussen de haken van (12.68) gaat, bij substitutie van deze waarde, over 
in 
1016,5 - 1,96 s µ s 1016,5 + 1,96 
waarmee wij nog niet veel opschieten als o onbekend is. Nemen wij even aan, 
dat o op grond van vroegere waarnemingen bekend is en bijv. 33 bedraagt, 
dan vinden wij na invullen van deze waarde 
(12 . 69) 996 s µ s 1037. 
Deze uitspraak., waarbij de onbekende parameter µ tussen twee grenzen in-
gesloten wordt, kan juist of onjuist zijn. Op grond van (12.68) zou men de 
neiging kunnen hebben te zeggen, dat er een kans 0,95 is, dat hij juist 
is . Strikt genomen is dit niet waar: (12.69) is Ofwel juist (en dan is de 
kans, dat hij juist is, gelijk aan 1) Ofwel onjuist (en dan is die kans 
gelijk aan 0). Maar wel volgt uit (12.68), dat de gevolgde methode een kans 
0,95 bezit op een juiste uitkomst. Beperkt men dus zijn beschouwingen niet 
tot ~~n geval Czoals de uitkomst (12.69)), maar beschouwt men de methode 
als zodanig, of een lange reeks toepassingen daarvan, dan kan men zeggen, 
dat de kans op een juiste uitspraak 0,95 bedraagt. 
In algemene vorm wordt (12.68): 
(12. 70) P<x_-u ~s µs x+u1 ~> io. In - 20. .;; 1 - 0. I 
waarin uia die waarde van u in tabel 1 voorstelt, waarvoor Y.r = io. is. 
!let i nterva 1 tussen de haken van ( 12. 70) ~.-ordt een bct:rouwbaarhe.i.ds-
.i.nt:erval voor u gcnoema, l - a heet de bPtrouo1baarl1ei dscoofEicient daarvan 
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(dit is dus de kans, dat de methode tot een juiste uitspraak zal leiden) 
en a heet de onbetrouwbaarheid. 
Meestal is o niet bekend. In eerste instantie substitueert men dan 
veelal een schatter van a, bijv. s = /'SZ (zie (12.10)) voor o. Zoals wij 
op blz. 109 hebben gezien is deze schatter niet zuiver: gemiddeld wordt a 
door ~ onderschat. Dit doet vermoeden, dat de grenzen, waartussen u op 
deze wijze ingesloten wordt wel eens te dicht bij elkaar kunnen komen, of 
ook dat de kans op een verkeerde uitspraak bij toepassing van deze methode 
groter dan a zal. zijn. Dit is inderda.ad juist en men kan de substitutie 
van s voor o dan ook slechts als een benadering beschouwen. Voor grote 
steekproeven (n + ~> bestaat dit bezwaar niet . Dan convergeert n.l. s 
stochastisch naar o. Voor kleine steekproeven bestaat - in het normale 
geval - een exacte methode, die op de z.g . verdeling van STUDENT berust. 
Wij gaan daar momenteel niet op in. 
Uit (12.70) is (nogmaals) te zien, dat u in principe met willekeurige 
nauwkeurigheid bepaald kan worden door n voldoende groot te nemen. Dit is 
aequivalent met het vroeger bewezene, dat ~ voor n + ~ stochastisch tot 
u conver geert. 
In de practijk dient deze stelling echter met voorzichtigheid gehan-
teerd te worden. Indien men bijv. de lengte van een voorwerp een aantal 
malen opmeet met een meetinstrument dat niet nauwkeuriger dan in cm af-
leesbaar is en de werkelijke lengte van het voorwerp is gelijk aan 10,9 cm, 
dan zullen alle waarnemingen (of vrijwel alle) de waarde 11 cm aangeven en 
men behoeft er nict op te hopen, dat het geciddelde tot 10 , 9 cm zal conver-
geren. De kansverdeling der waarnemingen is dan ook niet normaal, zelfs 
niet continu, daar al.leen gehele waarden aangenomen kunnen worden. In de 
practijk zijn echter waarneciingen altijd van discreet karakter. De moraal 
daarvan is, dat het in de regel zinloos is het gemiddelde van een aantal 
metingen in meer decimal.en op te geven dan op het meetinstrument afgele-
zen kunnen worden. Hiertegen wordt vaak gezondigd. 
VOORBEELD 12.7. De cediaan in plaats van de verwachting 
De mediaan van een continu verdeelde stochastische grootheid ~ is die 
waarde xM, waarvoor geldt 
( 12. 71 l 
Deze waarde ii:; nict altijcl onduhhelzinnig hep;iald, in principe kan er een 
geheel interval van waarden zijn, die aan (12. 71) voldoen. In dat geval 
wordt dit gehele interval de mediaan genoe.md. 
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Bij discrete verdelingen kan (12.71) op dezelfde wijze gebruikt worden, 
als er minstens ~~n waarde xM is, die daaraan voldoet. Dit is niet altijd 
het geval. De algemene definitie, die voor alle verdelingen van toepassing 
is, luidt als volgt. 
DEFINITIE 12.3. De mediaan van een stochastische grootheid ~ is de verzame- . 
ling van alle waarden xM, die voldoen aan 
P(x<x ) < ! en P(x<x ) < i 
- M - M 
(12.72) of 
OPMERKING. Deze definitie sluit de mogelijkheid uit dat bij alternatieve 
diskrete verdelingen, bijvoorbeeld PC~O) P(~l) = !, de punten 0 en 1 
ook mediaan kunnen zijn. 
Voor symmetrische verdelingen (zoals de normale en de binomiale met p = ! ) 
is de mediaan gelijk aan de verwachting. Voor de meeste verdelingen, die 
scheef naar rechts (resp. naar links) zijn, ligt de mediaan links (resp. 
rechts) van de verwachting (zie fig. 12. 1) . 
XM ~ 
Fig.12.1. Ligging van mediaan en verwachting bij een 
continue verdeling, die scheef naar rechts is. 
Er is soms reden om de mediaan in plaats van de verwachting te gebruiken 
als een parameter, die grofweg de ligging van de verdeling aangeeft. Een 
voorbeeld daarvan treft men bij het onderzoeken van de studieduur bij 
studenten. Een aantal daarvan studeert nl. in het geheel niet af en heeft 
dus een oneindige studieduur. Is echter bij een stochastische grootheid 
de kans, dat de waarde oo aangenomen wordt, positief, dan is ook de ver-
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wachting = ~. Voor de mediaan geldt dit niet, die wordt in het geheel 
niet beI.nvloed door het gedrag van de verdeling "in de staarten", maar 
alleen door het mi.ddelste gedeelte. Ook als men alleen die groep studenten 
beschouwt, die wel hun studie voltooien, dan behoudt de mediaa.n nog zekere 
voordelen boven de verwachting; er zijn nl. altijd studenten, doe om ~~n 
of andere reden hun studie gedurende lange tijd onderbreken en pas veel 
later afstuderen en he1: is vaak moeilijk vast te stellen wat men voor die 
gevallen de studieduur moet noemen. Dat deze lang is staat vrijwel altijd 
vast, maar op hoe lang men hem precies moet waarderen is vaak niet bij 
benadering te zeggen. Deze gevallen hebben echter juist een zeer grote in-
loed op het gemiddelde (als schatter van de verwachting), maar geen enkele 
op de mediaan. 
Als schatter voor de mediaan xM wordt gewoonlijk de mediaan van de 
waarnemingen genomen; dit is de middelste waarneming na rangschikking naar 
grootte als het aantal oneven is of het gemi.ddelde der twee middelste 
waarnemingen als het aantal even is. Notatie: ~m· 
Het onderzoek van de stochastische eigenschappen van deze schatter 
is vrij moeilijk en valt grotendeels buiten het bestek van de cursus. 
Is ~ symmetrisch verdeeld om zijn verwachting Ctevens mediaan) µ, dan 
is ~ = ~ - µ symmetrisch om 0, d.w.z. dat -x en +x dezelfde verdeling be-
zitten . Uit symmetrie-overwegingen volgt dan direct, dat ook de gereduceer-
de mediaan ~m = ~m - µ van een steekproef van waarnemingen symmetrisch om 0 
verdeeld is, zodat ~m zelf een zuivere schatter van ~ is . Dat de mediaa.n 
~m altijd asymptotisch raak is als schatter van ~I is vrij gemakkelijk in 
te zien. Wij bewijzen het alleen voor het geval van een continue verdeling 
met f(x) > 0 voor x in een omgeving van ~- Laat £ > 0 een klein getal 
zijn en noem 
en 
dan is p < en p' < !. De fractie waarnemingen, dies~-£ zijn, zal nu, 
voor n 4 ~, stochastisch convergeren naar p en de fractie, die C!: xM + £ z.ijn, 
naar p' . Behoudens een willekeurig kleine kans zal dus ~m tussen xM - e: en 
~ + £ vallen, als n voldoende groot is. Dit geldt echter voor iedere 
£ > 0, waaruit de te bewijzen eigenschap volgt. 
In de raeeste in de practijk voorkomende gevallen is de mediaan onnauw-
keuriger dan het gemiddelde, d.w.z. dat hij een grotere spreiding bezit. In 
het geval van een normale verdeling geldt, dat ~m voor n ~ ~ asymptotisch 
133 
normaal verdeeld is met µ als verwachting en 
{12. 73) a (x ) "" o£21T , -m n 
als a de spreiding van de verdeling is. Wij hebben reeds opgemerkt, dat ~ 
in dat geval de schatter met de kleinste mogelijke spreiding is. Oeze is 
a/Iii. De limiet van het quoti~nt der varianties 
(12. 74) 
2 -
Cl (x) 2 lim - 2- -= 0,63 
n-+<><> 0 (X ) 1T 
-m 
heet de asymptotische doeitreffendheid van ~m· 
Ondanks deze kleinere doeltreffenheid wordt bij routinetoepassingen 
(in het bijzonder controles op lopende-band-productie) van de statistiek 
in de industrie vaak gebruik gemaakt van de mediaan in plaats van het ge-
middelde, ook bij normaal verdeelde grootheden. De reden daarvan is, dat 
de bepaling van de mediaan geen berekening nodig maakt, zodat deze ook door 
ongeschoold personeel zonder moeite bepaald kan worden (men gebruikt dan 
bijv. telkens 5 waarnemingen, waarvan de middelste gemakkelijk te bepalen 
is). De geringere doeltreffendheid kan dan vaak ondervangen worden door de 
controle wat vaker te doen plaatsvinden. 
VOORBEELD 12.3 . (zieblz . 117) Binomiale verdeling 
Bij een binomiale verdeling met parameters n en p vonden wij ~/n als meest 
aannemlijke schatter. De variantie hiervan volgt direct uit (9 . 24): 
2 a (~) npq. Wegens stelling 9.5 is nl. 
(12.75) 1 2 
-zo (~) 
n 
pq 
n 
Ook ~/n heeft van alle zuivere schatters van p, de kleinste varianti.e. Deze 
variantie is weer in de regel onbekend, doch kan uit de waarnemingen ge-
schat worden. Een zuivere schatter ervan is 
(12 . 76) 
zoals uit de volgende berekening blijkt. 
Volgens (9.20), (9.23) en (9.24) is 
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Dus 
Ex(n-x) 
2 2 
npq + n p . 
Verder weten wij uit stelling 11.8, dat ~ asymptotisch normaal verdeeld 
is. Dit geldt dan ook voor ~/n. Voor voldoende grote n kan dan ook, ana-
loog aan (12.70) het volgende benaderde betrouwbaarheidsintervai voor de 
onbekende p aangegeven worden: 
(12. 77) 
I n de literatuur vindt men gewoonlijk onder de wortel de factor n in de 
noemer in plaats van n - 1. Daar de formule alleen voor grote waarden 
van n nauwkeurig is, maakt dit niet veel verschil. De schatter ( 12. 76) 
2 is trouwens wel zuiver als schatter van a (~/n), maar de wortel eruit is 
weer (vergelijk opmerking 12.1 op blz .109) een onzuivere schatter van 
o(~/n). In plaats van (12.77) kan een betere benadering opgeste1d worden, 
hetgeen wij echter tot een later hoofdstuk uitstellen , evenals de aflei-
ding van exacte betrouwbaarheidsintervallen voor een onbekende kans. 
VOORBEELD 12.6. (zie blz. 122) Lineaire regressie 
Als laatste voorbeeld berekenen wij nog de varianties van de regressie-
co~EEici~nten a ' en b uit (12.56) en (12.57). Daar alle ~i deze1fde vari-
antie 0
2 - -
dellijk 
(12 . 78) 
bezitten en onafhankelijk verdeeld zijn, volgt uit (12.56) onmid-
2 
C1 (~ t ) 
2 
a 
n 
Volgens (12.57) is ~ een lineaire combinatie der ~i van de vorm 
met 
x1-x Ci & ---"'--_-2 I L~=l Cx1-xl 
waarin de x1 bekende (niet stochastischel getallen zijn. Derhalve geldt 
l 
I 
I 
I 
I 
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o
2 {b) 
n 2 2 2 n 2 l cio <:til (] l ci, 
i=l i=l 
dus 
02 <!:?> 
2 
(12.79) 0 
l~ .. 1 - 2 {x.-x) l. 
Daar verder zowel a' als b lineaire combinaties van de normaal verdeelde 
2 grootheden ~· zijn, zijn zij zelf ook normaal verdeeld. Met s {zie 
l. 2 
(12 . 62)) als schatter voor o kan men op grond daarvan weer benaderde 
betrouwbaarheidsintervallen voor a' en 6 opstellen. De afleiding van ex-
acte betrouwbaarheidsintervallen geven wij hier niet. Deze berust weer op 
de hier nog niet behandelde verdeling van STUDENT. 
Bij berekening blijkt de covariantic van a' en ~ gelijk aan 0 te zijn. 
Verder kan men bewijzen, dat a ' en !:? onafhankelijk verdeeld zijn, hetgeen 
bij verdere uitwerking - bijv. ter bepaling van een betrouwbaarheidsstrook 
ook voor de gehele regressielijn - aanzienlijke voordelen geeft. Ook voor 
deze schattingen geldt, dat zij - althans in het normale geval - de kleinst 
mogelijke spreiding bezitten. 
Tenslotte valt op te merken, dat de optimale eigenschap van kleinst 
mogelijke spreiding, die in het bovenstaande herhaaldelijk is vermeld, niet 
toevallig ontstaat. Onder vrij algemene voorwaarden bezitten n.l. de 
meest aannemelijke schatters, althans asymptotisch voor n + ~, de eigen-
schap minimale spreidingen te bezitten en normaal verdeeld te zijn. In vele 
gevallen is de eerstgenoemde eigenschap ook reeds voor eindige n vervuld, 
terwijl de laatstgenoemde vaak voorkomt als de waarnemingen normaal ver-
deeld zijn. Bet zijn o.a. deze eigenschappen, die de theorie der meest aan-
nemelijke schatters haar aantrekkelijkheid verlenen. 
HOOFDSTUK XIII 
TOETSINGSTHEORIE; BINOMIALE TOETSEN 
Men kan de meeste elementaire toepassingen van de statistiek globaal in 
twee groepen verdelen: toepassingen van de schattingstheorie, die in hoofd-
stuk XII behandeld is, en van de toetsingstheorie, die in dit hoofdstuk 
ter sprake komt. Het doel van de schattingstheorie is: op grond van steek-
proeven van waarnemingen tot quantitatieve schattingen van onbekende para-
meters te komen; de waarden van deze schattingen staan daarbij dus niet van 
tevoren vast. De toetsingstheorie heeft ten doel op grond van een steekproef 
van waarnemingen te onderzoeken of ~~n of meer onbekende parameters bepaal-
de gegeven waarden bezitten of niet. 
In symbolen: is 9 een onbekende parameter van een kansverdeling (bijv. 
de gemiddelde levensduur van een bepaald soort gloeilamp of de overlevings-
kans van een mug, die op een bepaalde wijze met een i nsecticide in aanra-
king wordt gebracht), dan geeft de schattingstheorie een schatter ~ voor 6 
met een kansverdeling, die min of meer om 9 gecentreerd ligt, terwijl 
de toetsingstheorie erop gericht is te onderzoeken of e al of niet gelijk 
is aan een bepaalde gegeven waarde 60 • 
Er bestaat een nauw verband tussen deze beide theorieen. Zo is het 
intuitief reeds duidelijk, dat men, op grond van een gegeven waarnemings-
reeks, tot verwerping van de getoetste waarde e0 zal dienen over te gaan, 
indien de voor t uit deze waarnemingsreeks gevonden waarde sterk van 6 af-
wijkt. Vindt men bijv. voor een steekproef van 100 lampen een gemiddelde 
levensduur van 700 uur (met een niet te grote spreidi ng daar omheen), ter-
wi jl men de waarde e0 ° 2000 wil onderzG>eken, da.n is deze waarde voor e 
niet acceptabel. Dit verband tussen de beide theorieen zal bij de behande-
ling van de toetsingstheorie duidelijk naar voren komen. 
Voor zover het de toepassingen betreft is er echter een duidelijk ver-
schil tussen de twee methoden. Bij vele wetenschappelijke problemen is in 
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de eerste plaats de toetsing van bepaalde hypothesen van belang en pas in 
de tweede plaats de schattingstheorie. Indien men bijv. (een klassiek pro-
bleem) twee geneesmiddelen op hun merites ter bestrijding van een bepaalde 
ziekte wil vergelijken, is het in hoofdzaak van belang te onderzoeken of 
~~n van de twee beter is dan het andere. Is men er eenmaal van overtuigd, 
dat middel A beter is dan B, dan zal men, ceteris paribus, middel A voor-
taan prefereren boven B; de grootte van het verschil in geneeskracht is 
van secundair belang. Wenst men daarentegen bijv. te berekenen welke premie 
men meet vragen voor een bepaalde verzekering, dan heeft men een quanti-
tatieve schatting van het risico nodig en het is dan niet genoeg (of zelfs 
niet van belang) om te weten, dat dit risico groter is dan een bepaald be-
drag of groter dan het risico, dat aan een andere situatie verbonden is. 
De keuze tussen verschillende toepasbare statistische methoden hangt dus, 
zoals steeds het geval is, af van het doel van het onderzoek. Een duidelijke 
formulering van dit doel leidt gewoonlijk gemakkelijk tot de keuze van een 
bepaalde methode, terwijl het achterwege laten van deze formulering - een 
vaak voorkomend euvel, ook bij wetenschappelijke onderzoekingen - kan leiden 
tot een verkeerde keuze. 
Wij zullen de toetsingstheorie in algemene bewoordingen beschrijven 
met daarnaast, ter illustratie, het speciale geval van binomiale toetsen. 
In het volgende hoofdstuk bespreken wij dan neg enkele vaak gebruikte 
toetsen . 
Terminologie en notatie 
Het waarnemingsmateriaal bestaat - naar wij zullen veronderstellen - uit 
~~n of meer reeksen van onafhankelijke waarnemingen. Wij geven het aan met 
(13 .1) 
oeze stochastische grootheden behoeven niet alle dezelfde verdeling te be-
zi tten; zij kunnen ook meerdiroensionaal zijn: ieder ervan kan bijv. een 
paar van waarnemingen (~i'xi> voorstellen. 
VOORBEELD 13 . 1. Fraaie voorbeelden van het optreden van kansen met bekende 
waarden vindt men in de erfelijkheidsleer. Het mag wel bekend verondersteld 
worden, dat aan de proeven van I-TENDEL een erfelijkheidstheoretisch model 
ten grondslag ligt, dat bijv. leidt tot de uitkomst, dat bij het kruisen 
van bepaalde planten ~~n van twee verschijnselen A en B zich voordoet en 
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dat de kans op A bij iedere proef een bekende waarde {bijv . !> bezit. 
De verschijnselen A en 8 kunnen twee kleuren {van erwten, o f bloemen) zijn 
of iets dergelijks. De n waarnemingen, verkregen bij n onafhankelijke proe-
ven van deze aard, nemen in dit geval de "waarden" A of B aan; men kan dit 
in cijfers omzetten door bij iedere proef het aantal malen A {dus 1 of 0) 
als waarneming (w) te bes chouwen; ( 13 . 1) is dan dus een rij van n ~nen en 
nul l en . 
De toegelaten hypothesen; de parameterruimt e 
Als de kansverdelingen der ~i volledig bekend waren, zou er geen toetsings-
probleem bestaan. In de r egel is er over deze kansverdelingen wel i~ts be-
kend , d . w.z. er worden bepaalde veronderstellingen over gemaakt , die als 
gegeven worden beschouwd. Deze hebben veelal betrekking op stochastische 
onafhankeli jkheid der ~i en vaak ook op de vorm der verdelingen. Zo berus-
ten veel toetsen op de veronderstelling van normaliteit der verdelingen. Wij 
zullen hier het geval beschouwen, dat de verdelingen der ~i van a~ of meer 
onbekende parameters afhangen, maar overigens volledig bekend zijn. Geven 
wij de onbekende paramet e r {s) aan met e, dan is dus de simul tane verdelings-
funct ie 
( 13. 2) 
gegeven, op de waarde{n) van e na. Houden de veronderstellingen in, dat de 
~i onafhankelijk zijn, dan kan (13.2) als een product geschreven worden: 
(13 . 3) 
Iedere waarde van e komt nu overeen met een enkelvoudige hypothese omtrent 
F. Door aan e een bepaalde waarde te geven is F immers geheel vastgelegd 
en bekend . *) Alle waarden, die e aan kan nemen , vormen tezamen de parameter-
ruimte . Ieder punt daarvan komt overeen met een hypothese omtrent F en de 
verzamel ing van al deze hypothesen wordt de verzameling der toegelaten 
hypothesen genoetnd. Deze verzameling wordt dus enerzijds bepaald door de 
Wij zullen later gevallen van algemenere aard ontmoeten, waarbij niet 
verondersteld wordt dat F een bekende vorm bezit. De f ormu lering 
wordt echter nodeloos i ngewikkeld indien wij deze z.g . verdelingsvrije 
gevallen er direct in betrekken. 
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omtrent F gemaakte veronderstellingen, anderzijds door de voo r 6 toegel a-
ten (of: mogelijke) waarden . 
VOORBEELD 13.1 . (Vervolg) 
Bij n e r felij kheidsproeven van het type van MENDEL is de verdeling van het 
volgende type: 
(13 . 4) 
met wi = 0 of 1 (i = 1, . .. ,n), als p = P[ A] de kans op verschijnsel A 
(wi =l) voorstelt en q = 1 - p - P ( B] de kans op verschijnse l B. 
Deze schijnbaar ingewikkelde vorm wordt later teruggebracht tot de 
binomi ale verdeling. Volgens de hypothese van MENDEL bezit de kans p een 
bepaalde waarde (waarvoor wij, om de gedachten te bepalen, de waarde 
aannemen), maar het doel van het statistische onderzoek zal juist zijn na 
te gaan , of d i e hypothese juist is . Worden , in principe , alle waarden van 
p moge lijk geacht , dan is de paramet e r ruimte h i er van de vorm 
(13 . 5) 0SpS1. 
De t e t oetsen hypothese 
Veelal gaat her er nu om te onderzoe ken of een enkelvoudige hypothese H0 
van de vorm 
(13.6) 
waari.n e0 een gegeven getal is
, op grond van de waarnemingen (13.1) al of 
niet verworpen moet worden. Deze hypothese wor dt dan de te toetsen hypothese 
Cook wel: getoetste hypothe se of nul hypothese) genoemd . 
De te toetsen hypothese kan ook een samengestelde hypochese z ijn, 
bijv . van de vorm 
(13 . 7) of 
VOORBEELD 13. 1. (Vervolg) 
In het bovengenoe mde geval zou de t e toetsen hypothese z ijn: 
(13. 8) B0 : p = l, 
of in het algemeen p • Po· 
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De alternatieve hypothesen 
De uitkomst van het onderzoek is, dat de getoetste hypothese H0 al of niet 
verworpen wordt. Bij verwerping van (13.6) luidt de conclusie uiteraard: 
6 # 60 ; bij verwerping van a0 : 6 S 60 luidt de conclusie: 6 > e0 . 
De hypothesen, die aanvaard worden als H0 verworpen wordt , worden de 
alternatieve hypothesen genoemd. rn de regel wordt, bij verwerping van H0 , 
een samengestelde (alternatieve) hypothe~P- aanvaard. 
Bij niet-verwerpen van a0 wordt, zoals wij later zullen zien, niet tot 
aanvaarding van s 0 besloten. Althans dit is, strikt genomen, niet verant-
woord. Niet-verwerpen betekent n.l. alleen, dat er geen voldoende aanwij-
zingen tegen HO zijn, doch dat houdt nog niet in, dat de aanwijzingen voor 
H0 voldoende sterk zijn om tot aanvaarding van a 0 over te gaan. Dit punt 
komt nog uitvoeriger ter sprake. 
VOORBEELD 13.1. (Vervolg) 
Wordt (13.Bl verworpen, dan luidt de conclusie: 
(13.9) P # L 
In practische bewoordingen: de erfelijkheidstheoretische hypothese, die 
tot de waa.rde p = 1 leidde, deugt niet en zal dus door een andere (die 
dan gewoonlijk ingewikkelder is) vervangen moeten worden. Oeze nieuwe hy-
pothese moet dan opnieuw getoetst worden, op grond van hernieuwde waar-
nemingen. 
De toetsingsgrootheid 
De beoordeling van de te toetsen hypothese geschiedt met behulp van een 
toetsingsgrootheid, die uit de waarnemingen wordt berekend: 
(13.10) 
Deze grootheid kan meerdimensionaal zijn, maar wij zullen voor het meren-
deel ~~ndimensionale toetsingsgrootheden ontmoeten. 
Gewoonlijk is ~ een schatter van de onbekende parameter e, of een 
monotone functie daarvan (wijkt de uit de waarnemingen berekende waarde 
van deze schatter "sterk" van de te toetsen waarde e0 af, dan zal men H0 verwerpen). 
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VOORBEELD 13.1. (Vervolg) 
Volgens voorbeeld 12.3 (blz. 117) is 
(13.11) 12 -
l ~i 
n 
de meest aannemelijke schatter voor de onbekende parameter p. In plaats 
van p wordt l ~i = n~ in dit geval als toetsingsgrootheid gebruikt. Dit is 
dus: het aantctl. autl."'n, dat v"'rschi Jns"'l. A bij de n .i,>roeven waar9enomen 
wordt . 
De verdeling van t onder de getoetste hypothese 
De gedachtengang van een toets komt nu ongeveer overeen met die van een 
bewijs uit het ongerijmde. Onder H0 is de verdelingsfunctie F van 
(~1 , . .. ,~n) volledig bekend en daaruit valt die van~ dan af te leiden. 
Notatie: 
(13.12) 
De verdere redenering berust grotendeels op deze verdeling. 
VOORBEELD 13 .1 . (Vervolg) 
stel.len wij het aantal malen A voor door: 
(13.13) 
dan bezit 
(13.14) 
x_=lw., 
-l. 
~' onder a 0 : p = l, een binomial.e ver deling: 
p c~-x; 1> (x=O, ... ,n). 
De kritieke zone 
Onder H0 kan ~ allerl.ei waarden aannemen. Meestal zijn dit dezelfde waarden 
als die onder alternatieve hypothesen aangenomen kunnen worden (alleen met 
andere kansen). Het gebied , dat ~ kan doorlopen, geven wij aan met T: 
(13.15) P(~£T;00) = 1 voor alle e0 gespecificeerd door H0 . 
Een toets komt nu daarop neer, dat Tin twee of meer gebieden verdeeld 
wordt en dat de te trekken conlusie afhangt van het gebied, waarin de door 
t aangenomen waarde t terecht komt. 
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Deze gebieden hebben gewoonlijk de volgende vorm: 
(13.16) t s t1 leidt tot de conclusie: a < eo, 
(13.17) t 2: t e > eo, r 
(13. 18) t < 1 t < t e r 00 wordt niet verworpen. 
Bierbij is verondersteld, dat t een schatter van 6 is, zodat een grote 
(kleine) waarde van t een aanwijzing vormt dat e een grote (kleine) waarde 
bezit; is de toetsingsgrootheid een monotoon stijgende functie va.n een 
schatter van e, dan blijft de situatie onveranderd; is hij een monotoon 
dalende functie daarvan, dan verwisselen de conclusies van (13.16) en 
(13 . 17). De keuze van t 1 en tr komt later ter sprake. 
Bet schema (13.16) - (13.16) heeft betrekking op een tweezijdige toets, 
waarbij een enkelvoudige hypothese van de vorm e = e0 (of een samengestelde 
van de vorm 60 S 6 s 60) getoetst wordt tegen de alternatieve hypothese 
6 < 60 (resp. 0 < 60) en 9 > 90 . De gebieden t S t 1 resp . t 2: tr Worden 
ook met z1 resp. Zr aangegeven en heten de linker- resp. rechterkritieke 
zone; zij worden ook tezamen de (tweezijdige) kritieke zone genoemd . 
Is de getoetste hypothese van de vorm 6 ~ &0 (resp. 0 S 00 ) dan is de 
alternatieve hypothese ~~nzijdig, n.l. e < eo (resp. 0 > 00) en dan wordt 
het schema als volgt: 
(13 . 19) t s t1 leidt tot de conclusie: e < eo, 
(13 . 20) e :<: e0 wordt niet verworpen, 
(linksd~nzijdige toets) , resp. 
(13.21) t 2: tr leidt tot de oonclusie: e > 00, 
(13 . 22) t < t 
r 
Crecbts~~nzijdige toets). 
e s 00 wordt niet verworpen, 
De getallen t 1 en tr heten de linker- resp. rechter kritieke waarden. 
VOORBEELD 13.1. (Vervolg) 
De getoetste hypothese is: p 0 1. Worden nu zeer weinig proeven met A als 
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uitkomst verkregen (dus kleine x), dan wordt p = 1 verworpen ten gunste van 
p '< !; worden er echter zeer veel gevonden, dan c oncludeert men p > !. Wij 
hebben hier dus een geval van een tweezijdige toets. De keuze der kritieke 
waarden komt later. Het is echter wel reeds intuitief duidel ijk, dat het 
dwaasheid zou zijn de hypothese p • l, bij bijv. n e 1000, wei te verwerpen 
als x = 780 is, maar niet als x > 780 is. Dit leidt dus i nderdaad tot kri-
ti.eke zones "in de staarten" van het gebied, dat x kan doorlopen. 
De onbetrouwbaarheid van een toets 
Indien men op deze wijze te werk gaat is het klaarblijkelijk niet uitgeslo-
ten, dat H0 verworpen wordt, als
 deze hypothese juist is. Deze foute uit-
komst (een juiste hypothese verwerpen) wordt een fout van de eerste soort 
genoemd . Er is slechts ~~n methode om deze fout met zekerheid uit te slui-
ten en dat is: H0 nooit verwerpen. Immers, zodra men ee
n niet-lege kritieke 
zone gebruikt is er, ook als H0 juist is, een positi eve kans a0 te ver-
werpen . 
Deze kans op een fout van de eerste soort wordt kortweg de onbetrouw-
baarheid a 0 van de toets genoemd. Deze a 0 mag uiteraa
rd niet groot zijn en 
men eist daarom, dat de kritieke zone zo gekozen wordt, dat voldaan is aan 
(13.23) 
waarin a een door de onderzoeker gekozen waarde bezit. 
De grootheid a wordt de onbetrouwbaarheidsdrempel genoemd. Hiervoor 
wordt veel al de waarde 0,05 genomen, zonder dat daarvoor een andere funde-
ring bestaat dan de tradi tie . Indien een fout van de eerste soort ernstige 
gevolgen heeft kiest men ook wel kleinere waarden, bijv. 0,01 of 0,001. 
Bet onderscheid tussen a 0 en a lijkt wellicht overbodig . Waarom niet 
a 0 = a gemaakt? Inderdaad; dit doet men 
steeds als dat mogelijk is. Maar 
als de toetsingsgrootheid ! onder a0 een discrete verdeling hezit is dit 
in de regel niet mogeli jk. Men neemt dan a 0 zo dicht bij a als deze ver-
deling en (13.23) toestaan . 
VOORBEELD 13. 1. (Vervolg) 
Als n = 50 is en HO: p = 1. dan ziet de verdelingsfunctie F (x) = P (~S:!:: ) 
er - in 3 decimalen berekend - volgens (13 . 14) uit als in tal:lel 13.1. In 
deze tabel is , behalve F(x), ook opgenomen R(x) P(~~x) = l - F(x-1). 
Nemen wij nu voor z1 , de linkerkritieke zone, x s 6 en voor 
kritieke zone, x ~ 19, can is volgens deze tabel: 
" 
"r' de rechter-
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Tabel 13.l 
F(x) en R(x) van de binomiale verdeling met n so, p = l 
x F(x) R(x) 
0 0,000001 1 
1 0,00001 
""' 
1 
2 0,0001 
""' 
1 
3 0,0005 0,9999 
4 0,002 0,9995 
5 0,007 0,998 
6 0,019 0,993 
7 0,045 0,981 
8 0,092 0,955 
9 0,164 0,918 
10 0,262 0,836 
11 0,382 0,738 
12 0,510 0,618 
13 0,637 0,490 
14 0,748 0,363 
15 0,837 0,252 
16 0,902 0, 163 
17 0,945 0,098 
18 0 ,971 0,055 
19 0,986 0,029 
20 0,994 0,014 
21 0 ,997 0,006 
22 0,999 0,003 
23 0,9996 0,001 
24 0,9998 0,0004 
25 0,9999 0,0002 
26, ... ,SO 
""' 1 ""0 
(Deze tabel is ontleend aan H. G. RoMIG, 50-100 Binomia.l Tables~ Wiley, 
N.Y., Chapman and Ball, London, 1953.) 
0,019 + 0,029 = 0,048. 
Is de onbetrouwbaarheidsdrempel a = 0, 05 en wenst men de beide delen van 
de kritieke zone ongeveer syci:rnetrisch te behandelen - d.w.z. allebei onge-
veer la • 0,025 tot de onbetrouwbaarheid te laten bijdragen - dan is dit 
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de meest geschikte kritieke zone. Wij zien, dat a 0 < a i s. 
voor a • 0,10 wordt Zi: x s 7 en zr: x ~ 18. In dit geval is (toe-
valligerwijze) a 0 = a. 
Voor a • 0,01 is Zi: x s 5 en Zr: x ~ 22 met a 0 - a 
andere mogelijkheid is: 
met ao = 0,008. 
0,01; een 
Een algemeen aanvaarde r e gel, om in dergelijke yevallen tussen de ver~chil­
lende oogelijkheden te kiezen, is niet beschikbaar. 
Linker- en rechter-onbetr ouwbaarheid 
zoals uit de behandeling van het voorbeeld al blijkt, bestaat de onbetrouw-
baarheid van een tweezijdige toets voor de hypothese a0 : e = e0 uit twee 
delen, behorende bij het linker- en rechterdeel van de kritieke zone af-
zonderlijk. Wij hebben: 
(13.24) 
met 
(13.25) (linkeronbetrouwbaarheid) 
en 
(13. 26) (rechteronbetrouwbaarheidl . 
Men noect een toets sy1111!1etrisch tweezijdig als voor t 1 en tr de grootste 
resp. kleinste waarde van t genomen wordt, waarvoor ai en ar beide s ~a 
zijn. 
De in het voorbeeld genoemde tweezijdige kritieke zones zi j n dus niet 
geheel symmetrisch, maar komen daar wel bij in de buurt. 
Als ~ een continue verdeling bezit (hetgeen bij het beschouwde voor-
beeld niet het geval is), werkt men in het tweezijdige geval gewoonlijk 
met symmetrische kritieke zones. Ook als men benaderingsmethoden gebruikt 
wordt dit gewoonl ijk gedaan, zoal s verderop in dit hoofdstuk ook zal ge-
schieden. 
Het onderscheidingsvermogen (Eng.: power function) 
Het ten onrechte verwerpen van een (juiste) hypothese - een fout van de 
eerste soort - vindt zijn tegenhanger in het ten onrechte n~et verwerpen 
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van een (onjuiste) hypothese - een fout van de tweede soort. 
Een fout van de eerste soort kan alleen gemaakt worden als H0 : e • 60 juist is en de kans daarop i s in dat geval gelijk aan ao. 
Een fout van de tweede soort is alleen mogelijk als H0 onjuist is. In dat geval is een alternatieve hypothese H: 6 ~ 8' met 8 ' , 60 juist 
en de kans op het maken van een fout van de tweede soort is afhankelijk van 
deze e•. Deze kans is: 
(13.27) 1 - w(8') • 1 - P(~€Z;6'), voor elke 6' gespecifice erd door B, 
waarin Z de kritieke zone voorstelt . Immers als t in Z ligt, wordt s0 (niet B) verworpen en dan wordt dus geen fout van de tweede soort gemaakt. 
De grootheid n(6) wordt het onderscheidingsvermogen van de toets genoemd. 
Dit is een functie van 8 l e waarvoor geldt: 
( 13 . 28) voor alle 8 gespecificeerd door H0 . 
Voor 8' , e0 is w(8 ') de kans op verwerping van HO: 8 c 80 als H: 8 ~ 8' juist is en s0 dus ook verworpen dient te worden. Dit is dus , om zo te zeg-
gen, de kans, da t de toets H van s0 zal weten te onderscheiden. 
Bij een tweezijdige toets zijn drie uitkomsten mogelijk, n. l. - als 8 
de onbekende parameter is en 00 de getoetste waarde - de drie uitspraken: 
e < 00 , 
e > e0 
en 
e • e0 wordt niet verworpen. 
De kansen op deze drte uitsprak.en geven wij aan met na,(6), nr(0) en 1 - n(8), 
zodat dus 
(13 . 29) 
is. De beide termen heten het linker- resp . rechteronderscheidingsvertoc>gen. 
VOORBEELO 13.1. (Vervolg) 
Met behulp van ecn tabel van de binomiale verdeling kan me n nu gemakkelijk 
het onderscheidingsvermoqen van een binomiale toets - als functie van de 
onbekende kans p - bepalen. Wij doen dit voor de kritieke zones 
en 
z t: x s 6 
z : x a 19 r 
met aR. • 0,019 } 
met ar 0,029 n = 
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In de reeds genoemde tabel van ROMIG kunnen wij nu voor verschillende waar-
den van p de waarde van 
(13 .30) 
en van 
( 13. 31) 
opzoeken. Deze waarden staan in tabel 13.2 vermeld, evenals hun som: rr(p). 
In fig. 13.1 is deze ta.bel grafisch i.n beeld gebracht. 
Tabel 13.2 
Het onderscheidingsvermogen van de binomiale toets met 
n = 50 en Zt: x S 6, Zr: x ~ 19 
p rr R. (p) 11 r (p) rr(p) 
0,05 0,988 0,000 0,988 
0, 10 0, 770 0,000 0, 770 
0, 15 0,361 0,000 0,362 
0,20 0,103 0,003 0, 106 
0,21 0,076 0,004 0,080 
0,22 0,056 0,008 0,064 
0,23 0,040 0,012 0,052 
0,24 0,028 0,019 0,047 
0,25 0,019 0,029 0,048 
0,26 0,013 0,042 0,055 
0,30 0,002 0,141 0, 143 
0,40 0,000 0,664 0,664 
0,50 0,000 0,968 0,968 
11 
0,05 
0 p'p'' p 
Fig.13.l. Het onderscheidingsvermogen van de binomiale toets met 
n = 50, zt : x s 6 en zr : x ? 19 . 
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Bij tabel 13.2 en fig. 13.1 zijn nog verschillende OPMERKINGEN te maken. 
1. Hoe steiler het onderscheidingsvermogen verloopt, hoe beter de toets is. 
Dit volgt direct uit de betekenis van deze functie: de kans op verwer-
ping van e0 , Indien e0 onjuist is. Men kan nu bewijzen - hetgeen wij 
hier nalaten - dat voor toenemende n, bij constante a, de beide krommen 
111 en 11r tot limiet een verticale lijn door p 2 ! als abscis hebben. 
Wordt een andere waarde, p • p0 , getoetst, dan worden daarvoor uiter-
aard andere kritieke zones gebruikt en dan geldt daze stalling analoog, 
nu met een verticale lijn door p =Po als limiet. 
2. De toets, die hier geschreven is als een toets voor de hypothese p = l 
kan evengoed (of zelfs beter) beschouwd worden als een toets voor 
p = 0,24, met a0 • 0,047. In feite kan men, met a= 0,05, zeggen dat 
het een toets is voor de samengestelde hypothese p' s p s p", waarin 
p' en p" de abscis voorstellen van de snijpunten van de horizontale 
rechte 11 0,05 met de kromme n(p). want voor alle tussenliggende waar-
den voor p is de kans dat ~ in z 1 of Zr valt s a. Oeze fijne onder-
scheidingen worden gewoonlijk niet gemaakt. 
3. De kromme 111 stel t de kans voor, dat tot p < 0, 25 besloten wordt. 
Deze kans is ook > 0 als p in werkelijkheid > 0,25 is, maar hij neemt 
(gelukkig) met toenemende p sterk af. Voor p = 0,30 stelt nu 
111 (0,30) = 0,002 de kans voor om te besluiten tot p < 0,25, een fali-
kant verkeerde conclusie; 11r (0,30) = 0,141 is daarentegen juist de 
kans op de conclusie p > 0 , 25, die dan juist is. De som n (0,30) van 
111 (0,30) en 11r(0,30) is dus eigenlijk de som van de kansen op twee vol-
komen ongelijksoortige conclusies, n.l. een falikant onjuiste en een 
juiste. Vanuit het standpunt van de toetsingstheorie bezien is het 
daarom beter de merites van een toets te beoordelen op grond van 111 
en nr afzonderlijk dan op grond van hun som (vgl. echter stelling 15.2). 
4. Is de toets ~~nzijdig, dan ontbreekt ~~ van de twee krommen 111 of 11r. 5. Men kan bewijzen, dat bij gegeven n, p0 en a het grootste onderschei-
dingsvermogen verkregen wordt als de kritieke zones "in de staarten" 
genomen worden, zoals wij hier gedaan hebben. Zou men een kritieke 
zone nemen van het type: 
dan verkrijgt men een toets met een zeer ongunstig onderscheidingsver-
mogen, zoals wij later met een voorbeeld zullen laten zien. 
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Zuiverheid en asymptotische onderscheidenheid 
DEFINITIE 13.1. Een toets wordt zuiver genoemd, als het onderscheidings-
vermogen voor alle alternatieve hypothesen groter is dan de onbetrouwbaar-
heid . 
De practische betekenis is, dat bij een zuivere toets de kans om de 
getoetste hypothese te verwerpen als deze juist i s kleiner is dan wanneer 
deze onjuist is. 
DEFINITIE 13.2 . Een toets voor de hypothese H0 : 6 = e0 heet asymptotisch 
onderscheidend met betrekking tot een alter natieve hypothese H: 0 = e1 , 
als geldt: 
(13 . 32) 1. 
De practische betekenis hiervan is, dat men, als H juist is, bij een vol-
doend groot aantal waarnemingen vrijwel zeker is dat de toets (terecht) 
tot verwerping van H0 zal leiden. 
E~zijdige toetsen zijn vrijwel altijd zuiver. Bet onderscheidend 
vermogen is dan n.l. meestal een monotone kromme, zoals in fig. 13.1 
(ni en nr afzonderlijk). Tweezijdige toetsen zijn lang niet altijd zuiver, 
ook niet als dit voor de beide ~~zijdige wel geldt. 
Toetsen, die voor relevante alternatieve hypothesen niet asymptotisch 
onderscheidend zijn, zijn voor de practijk in de regel onbruikbaar. 
VOORBEELD 13 . 1. (Vervolg) 
Uit fig . 13 . 1 blijkt, dat in dit geval de tweezijdige toets, beschouwd als 
toets voor de hypothese p t, niet ·zuiver is: immers voor p = 0,24 is 
het onderscheidingsvermogen k l einer dan de onbetrouwbaarheid (vgl. tabel 
13.2). Beschouwen wij echter H0 : p ' s p s p" als de getoetste hypothese, 
dan is de toets wel zuiver. 
De onzuiverheid ontstaat door 2 oorzaken: 
1. het discrete karakter van de verdeling van de toetsingsgrootheid ~· 
waardoor men de beide delen van de kritieke zone niet volledig "tegen 
elkaar afwegen" kan; 
2. doordat de verdeling van~· onder B0 : p = 1, asymmetrisch is, hetgeen 
het zuiver maken van de toets weliswaar niet onmogelijk maakt, maar 
wel bemoeilijkt. 
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Hee ft de toetsingsgrootheid ender a0 een symmetrise he verde l.ing, dan behoeft men de tweezijdige k.ritieke zone slechts symmetrisch te ne111en om 
zuiverheid te bereiken ook voor de tweezijdige toets. 
oe toets is asymptotisch onderscheidend voor alle van l verschillende 
waarden van p; dit is boven Conder OPMERKINGEN, 1.) reeds - zonder bewijs -
vermeld. 
OVerschrijdingskans 
De bij een waarde t van de toetsingsgrootheid behorende linker resp. 
rechteroverschrijdingskans Is: 
(13.33) resp. 
Is 
(13.34) resp. k (t) s Cl 
r r 
dan ligt t in zt resp. zr. 
De tMtesijd ige overschrijdingskans k(t), behorende bij een symmetrische tweezijdige toets, wordt gedefinieerd als het dubbele van de kleinste der beide eenzijdige: 
(13.35) 
Dan geldt : is 
(13 .36) k (t) S a, 
dan is t t z. Voor een niet-syrometrische wordt de tweezijdige overschrij-dingskans op iets andere wijze gedefinieerd. 
VOORBEBLD 13.1. (Vervolg) 
Volqens ta.bel 13.1 is kt(3) • 0,0005, kr(21) ,. 0,006, k(4) = 0,004. 
De betekeni11 van het begrip overschrijdingskans is, dat men aan de grootte ervan niet alleen kan zien of de beschouwde waarde van t in de kritieke zone van de toets ligt, maar ook of dit maar juist, of ruim het geval is· Boe kl.einer de gevonden overschrijdingskans is, des te stelliger kan men de getoetate hypothese verwerpen. 
De belanqrijkste elementaire begrippen van de toetsingstheorie zijn 
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hiermede in het kort behandeld. Zij vormen tezamen weliswaar slechts een 
begin van de toetsingstheorie, maar zij zijn voldoende om er een aantal 
toetsen op te baseren. Wij behandelen verder in dit hoofdstuk alleen de 
in de practijk veelvuldig gebruikte techniek van de binomiale toetsen met 
behulp van de normale verdeling als benadering van de binomiale. 
Binomiale toetsen met normale benadering 
In hoofdstuk XI (stelling 11.8 en figuur 11.1) hebben wij gezien, dat de 
binomiale verdeling met behulp van de aangepaste normale verdeling bena-
derd kan worden. Wij brengen nu op deze benadering nog een verfijning aan, 
die bekend staat onder de naam continuiteitscorrectie. Deze correctie 
heeft betrekking op het feit, dat de continue normale verde1ing gebruikt 
wordt om de discrete binomiale te benaderen. 
Indien n en p de parameters van de binomiale verdeling zijn, zodat 
(13.37) (n) x n-x x p q 
2 is, met E~ = np en o (~) = npq, dan wordt de normale verdeling met dezelfde 
verwachting en variantie voor de benadering gebruikt. 
Een discrete kans P(~=x) moet nu benaderd warden door een oppervlak 
ender de normale verdelingsdichtheid en het ligt voor de hand hiervoor 
het oppervlak boven het interval (x-l,x+!l te nemen, dus S}'lllilletrisch om 
de waarde x gelegen (vgl. fig. 13.2). Alleen voor P(~=Ol en voor P(~=n) 
neemt men de staart er volledig bij, dus dan neemt het het "normale" opper-
vlak boven het interval (- w1 ll resp. (n-!,wJ, orodat anders de som der be-
naderende kansen kleiner dan 1 zou zijn. 
t P (~ = x) 
I en f (x) 
x-'2 x+I, 
Fig. 13.2. Normale benadering van een binomiale verdeling met 
continuiteitscorrectie. 
->. 
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Wenst men nu de linkeroverschrijdingskans P(~Sx) te benaderen, dan 
neemt men daarvoor dus het "normale" oppervlak boven het interval (-oo,x+i), 
voor de rechteroverschrijdingskans P(~~xl dat boven het interval (x-! 100). 
Oeze benaderende oppervlakken kunnen, na standaardisering, ui t tabel 1 van 
de normale verdeling afgelezen worden. De term ! is de continuiteitscor-
rectie. 
In formule wordt dit: 
(13 . 38) 
resp. 
(13 .39) 
kt (x) = P(~~;n,pl 1>:1P(~ s x-np+!) , 
lnpq 
k (x) • P (x~x;n,p) 1>:1P(u ~ x-np- !), 
r - - lnpq 
en voor de twcezijdige overschrijdingskans: 
(13.40) k(x) "" 2P(~ ~ lx-npl-4). 
rnpq I 
VOORBEELD 13 • l . (Vervolg) 
Voor n = 50 en pa! geldt volgens tabel 13.1 
kr(18) = P(~~18; n • 50, p = ll = 0,055. 
Wij passen nu de normale benadering met continuiteitscorrectie toe om deze 
zelfde overschrijdingskans te benaderen : E~ = np • 12,5 , o 2 (x) = npq = 
= 9,375, dus o(~) a 3,06. 
Derhalve 
P(~~ lS) • p(~- 12 ' 5 ~ 18-12,5)"" P(u ~ 17,5-12,5) 3,06 J,06 - 3,06 
• P(~l,63) • 0,0516. 
Zender continu!teitscorrectie zouden wij vinden 
De benadering met continuiteitscorrectie is beter, hetgeen echter niet al-
tijd het geval is. Wel geeft de benadering met continu!teitscorrectie 
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altijd een grotere uitkomst voor een overschrijdingskans dan zonder, zodat 
minder gauw tot verwerping van de getoetste hYPOthese wordt overgegaan. 
Ir. het onderhavige geval zou bij rechts66nzijdige toetsing met onbetrouw-
baarheidsdrempel 0,05 bij gebruik van de exacte overschrijdingskans of de 
benadering met continuiteitscorrectie op grond van x • 18 niet tot ver-
werping van H0 : p = l worden overgegaan, maar zonder continuiteitscorrectie 
wel. Het is daarom "voorzichtiger" de continuiteitscorrectie te gebruiken 
dan deze weg te laten. Voor grote n is het effect echter gering, zodat weg-
lating dan wel gerechtvaardigd geacht mag worden. 
OPGAVE 13.1. Bereken voor n = 50, p = l, de linkeroverschrijdingskans 
van x - 6; exact, met en zonder continuiteitscorrectie. 
(Antwoord: 0,019; 0,025; 0,017.) 
OPGAVE 13.2. Bereken voor n = 900 en p = 0,5 de tweezi j dige overschrij-
dingskans van de waarde x 427 met en zonder continuiteitscorrectie. 
OPGAVE 13.3. Bij 225 onafhankelijke experimenten, die alle dezelfde kans 
p op succes hebben worden 85 successen gevonden. 
a) Teets de hypothese, dat p = ! is, met onbetrouwbaarheidsdrempel 0,05. 
1 b) Teets, met dezelfde onbetrouwbaarheidsdrempel, de hYPOthese dat p ~ 3. 
voer beide toetsen tweezijdig en links~6nzijdig uit. 
(Opgave 5 van het Sommenboekje; oplossing blz. 50-51.) 
OPGAVE 13.4. Van een binomial e verdeling is n • 10 en pa 0,3. 
a) Bereken met behulp van de normale benadering van de binomiale verde-
ling de linkeroverschrijdingskans van x • 1, met en zonder continuiteits-
cerrectie. 
b) Bereken deze kans ook exact en bereken vervolgens hoe groot de continu-
~ teitscorrectie in dit geval genomen zou moeten worden, om te bereiken 
dat de benaderende en de exacte overschrijdingskans precies gelijk zijn. 
(Opgave 26 van het Sommenboekje; oplossing blz. 71.) 
OPGAVE 13.5. Een organisator van een vuurwerk weet uit ervaring, dat van 
de vuurpijlen, die hij gewoonlijk gebruikt, ongeveer 66n op de 5 weigert. 
In verband daarmee maakt hij een aantal reserve pijlen gereed. Hij wenst 
het publiek minstens 20 goede vuurpijlen te laten zien en hij aanvaardt 
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h009es~ens een kans van 1/100, dat hem dit niet zal lukken. Hoeveel reser-
ve pijlen moet hij opstellen? 
(Opgave 40 van het Sommenboekje; oplossing blz. 83 . ) 
~ 13.6. Wat is, voor n - SO en B0 : p • l, de onbetrouwbaa.rheid van de kritieke zone, die uit de waarden 18, 19 en 20 bestaat? 
Bereken het onderscheidingsvermogen van deze kritieke zone voor 
p = 0,2; 0,4; 0,6; 0,8 en 1 met behulp van de normale benadering en verqe-
lijk dit met wr in fig . 13.1 en tabel 13.2. 
(Antwoord: 
ao a 0,049, 
p 0,02 0,25 0,4 0,6 0,8 1 
0,007 0,049 0,37 0,001 0 0 .) 
Ook voor de kritieke waarden zijn nu eenvoudige benaderingsformules af te 
leiden. Is u
0 
de waarde van een N(0,1)-grootheid, waarvoor 
(13.41) P(u::m ) • a 
- a 
i.s - u0 is dus in tabel te vinden voor kr • a - dan zijn de kritieke 
waarden van de linker- en rechtereenzijdige toets 
(13.42) 
respectievelijk 
(13.43) 
terwijl voor de syumetrische tweezijdige toets geldt: 
(13.44) 
De termen j stellen de continuiteitscorrectie voor. 
~ 13. 7. Gee£ de afleiding van deze formules. 
~ 13.8. Boe groot 1110et men het aantal experimenten mi.nstens nemen om 
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bij rechts~~nzijdige toetsing van de hypothese p = 0,3 met ar ~ 0,05 
voor p • 0,6 een onderscheidingsvermogen van mintens 0,9 te bereiken? (De 
continulteitscorrectie mag verwaarloosd worden. Houd bij de oplossing 
rekening met het feit, dat de toetsingsgrootheid alleen gehele waarden 
aan kan nemen. ) 
(Opgave 58 van het Sommenboekje; oplossing blz. 97-98.) 
De keuze tussen ~~n- of tweezijdig toetsen hangt af van het doel van het 
onderzoek en van de toege1aten hypothesen. Wij zullen hierover kort zijn. 
Indien men een beslissing moet nemen tussen twee handelwijzen, bijv. 
het alof niet aanschaffen van een nieuwe machine, dan zal men daartoe 
alleen wensen te besluiten als de nieuwe machine beter is dan de oude. Is 
nu van de oude machine bekend, dat deze een fractie p0 aan uitval geeft, 
dan toetst men de hypothese H0 : p ~ p0 ( waarin p de fractie uitval van 
de nieuwe machine voors telt) tegen de alternatieve hypothese p < p0 . 
Alleen bij verwerping van H0 gaat men tot aanschaf van de nieuwe machine 
over. De onbetrouwbaarheid at van de toets stelt dan de kans voor, dat 
men de nieuwe machine toch zal aanschaffen indien de oude even goed is. 
Is de oude beter, dan is de kans op deze foute beslissing kleiner dan at. 
Een tweezijdige toets zou hier niet op zijn plaats zijn, daar verwerping 
van H0 : p =
 p 0 ten gunste van p > p0 evenmin
 tot aanschaffing van de 
nieuwe machine leidt als niet-verwerpen van a0 . En het onderscheidingsver-
mogen van deze rechts~~nzijdige toets is, bij dezelfde onbetrouwbaarheids-
drempel, voor p < p 0 het grootst voor de rechts~~nzij
dige toets, zodat 
deze een kleinere kans dan de tweezijdige geeft om een fout van de tweede 
soort te maken (hetgeen hier zou zijn: de nieuwe machine niet aanschaffen, 
hoewel hij beter is dan de oude). 
Het kan ook voorkomen, dat hypothesen p > p0 onmogelijk geacht worden . 
oeze situatie doet zich bijv. voor bij het toedienen van middelen, waarvan 
men met recht kan zeggen: "baat het niet, dan schaadt het toch in ieder 
geval niet". In zo'n geval is het gebruik van een tweezi jdige kritieke 
zone zinloos, daar het rechterdeel hiervan behoort bij de dan zeker on-
juiste conclusie, dat p > p0 is. 
Bij de meeste wetenschappelijke onderzoekingen zal men echter met 
beide mogelijkheiden (p < p0 en p > p0 ) rekening moeten houden en dus 
tweezijdig moeten toetsen. 
BOOFDSTUK XIV 
ENIGE GANGBARE TOETSEN 
14 .1. oe 2 x 2-tal>el (dubbele dicbotomie) 
In het vorige hoofdstuk zijn toetsen behandeld, die op de binomiale ver-
deling berusten en waarmee de hypothese B0 : p Wij betuindelen nu een toets voor de hypothese 
(14.Ll) 
p0 getoets kan worden. 
inhoudende, dat twee onbekende kansen gelijk zijn. 
Dit is een samengestelde hypothese. De parameterruimte (zie fig. 
14 .1. 1) is een deel van het (p1 ,p2)-vlak begrensd door de ongelijkheden 0 s p 1 S l; 0 s p2 s 1 en B0 wordt voorgesteld door de diagonaal van dat 
gebied. 
P2 
1 1---------
0 
Fig. 14.1.1. De parameterruimte en a0 van de toets voor gelijkheid van twee onbekende kansen. 
De toets, die wij gaan beschrijven, kan toegepast worden indien het 
waarnemingsmateri.aal bestaat uit twee onafhankelijke reeksen van onafhanke-lijke experimenten, vaarbij p 1 resp. p2 de kansen op "succes" bij de 
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experimenten van de eerste resp. tweede reeks voorstellen. Zijn de aantal-
len experimenten n resp. m en de aantallen successen ~ resp. ~· dan kunnen 
deze resultaten samengevat worden in een tabel van de vorm van tabel 14.l.l. 
Tabel 14. 1. l. 
2 >< 2-tabel voor a0 : p 1 = p 2 f --Aantal malen 
ucc;s ~~i; lukking ·-totaal 
eerste a c n 
reeks - -
tweede b d m 
reeks 
totaal :: ~ N 
Bierin is: 
(14.1.2) a +c • n; b+d m m; :: n +m r +s. 
Een dergelijke tabel wordt een 2 >< 2 - tabel of ook een dubbele dichotomie 
genoemd. 
Als toetsingsgrootheid wordt de stochastische grootheid ~ genomen. 
De verdeling van ~· onder s 0 , is echter niet
 ondubbelzinnig bepaald, maar 
hangt nog af van de onbekende waarde p 1 (= p 2 ). oeze onbekende parameter 
kan echter in dit geval ge~limineerd worden door niet met de onvoorwaarde-
lijke verdeling van ~ Conder a0 ) te werken, maar met de voorwaardelijke 
verdeling van ~ onder de voorwaarde :: = r (hetgeen impliceert s = N - r) . 
Deze voorwaardelijke verdeling is, als H0 : p 1 = p 2 waar is, de hypergeo-
metrische: 
(14.1.3) 
of ook 
(14 .1.4) 
OPGAVE 14.1.l. Bewijs de formules (14.1.3) en {14.1.4). 
Zijn nu r en s de bij het beschouwde experiment door :: en ~ aangenomen 
waarden, dan maken wij gebruik van de voorwaardelijke verdeling van ~ met 
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deze waarden van r en s als voorwaarden. Deze formules (14.1.3) en (14.1.4) 
stellen ons dan i n staat tot exacte berekening van de linker en rechter 
overschrijdingskans van de gevonden waarde a van a : 
a (~) (r~) a (:) (n~J (14.l.5) kl (a) l (N) l (N) v•O v=O 
r n 
resp. 
n (~) (r~) r (~) (n~) (1 4 .1.6) kr(a) l (N) l (N) v•a v=a 
r n 
OPMERKING 14.1 . 1. De grenzen, waartussen a zich kan bewegen , zijn 
(14.1. 7) max(n-s,0) s as min(n,r). 
Buiten deze grenzen worden de termen van de in (14.1.5) en (14.1.6) ver-
melde i;ommen gelijk aan 0 . 
~ 14.1.2 . Bereken de exacte l inkerover schrijdingskans, behorende bij 
de volgende 2 x 2-tabel: 
succes mislukking 
eerste 2 5 reeks 
tweede 3 2 reeks 
(Oplossing: 0,001 +0,044 +0,265 = 0,310.) 
oeze exacte berekeningswijze is alleen dan zonder veel rekenwerk uit voer-
baar, als de aantallen klein zijn. Bij grotere aantallen wordt een bena-
deringsmethode gebruikt . 
Men kan bewijzen, dat ! voor m, n, r en s + .. asymptotisch normaal 
verdeeld is als s0 juist is. 
Volgens (9.26) en (9.33) geldt als a
0 juist is 
(14.1.8) EC!lr=r) nr = N 
en 
(14.1.9) 2 1- mnrs o (~ r=r) 
N2 (N-1) 
De asymptotische normaliteit houdt i n, dat de grootheid 
(14.1.10) * a 
nr 
a--
- N 
~ 
~2 (N-1) \/ mnrs 
bij benadering N(0,1)-verdeeld is. 
Bij de berekening van overschrijdingskansen past men dan bovendien 
nog een continuiteitscorrectie +l of -l toe. 
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V<X>RBEELD 14.1.1. Men vermoedt, dat bespuiting met een bepaald chemisch 
preparaat het voorkomen van een bepaalde ziekte ender selderieplanten zal 
verminderen. Om te onderzoeken of dit waar is neemt men twee groepen van 
100 planten en behandelt ~~n van deze beide groepen met het middel, de 
andere niet. Van de behandelde planten vertonenen 20 de ziekte, van de on-
behandelde 46. Betekent dit dat het middel werkt? 
Oplossing: De 2 x 2-tabel is: 
ziek niet ziek 
behandeld 20 80 
onbehandeld 46 54 
totaal 66 134 
Onder a0 geldt nu: 
a = 20; I 100·66 E (~ ::=66) = ~ = 33; 
cc::1::=66) 
104 ·66•134 
4 · 104 • 199 
3,33. 
11, 11; 
totaal 
100 
100 
200 
Voor de tweezijdige overschrijdingskans berekenen wij dus 
Ja-~I -N 
~ / mnrs 
V N 2 (N-1) 
12,5 ~ 3 ,B. 3,33 
De tweezijdige overschrijdingskans is zeer klein, zodat H0 verworpen wordt 
ten gunste van de hypothese, dat de behandeling het voorkomen van de ziekte 
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verm.indert. 
OPMER.KINGEN. 
14. l. 2. In een geval als het onde.rhavige kan men van mening verschillen 
over de vraag of men linkseenzijdig of tweezijdig moet toetsen. Gaat het 
er alleen om of men tot uitvoering van het middel wil besluiten of niet, 
dan kan men met linkseenzijdige toetsing volstaan. Indien men echter ook 
de mogelijkheid onder het oog ziet, dat de planten door de behandeljng 
een verminderde weerstand tegen de ziekte gaan vertonen en stelt men, uit 
wetenschappelijke interesse, ook belang in die mogelijkheid, dan is twee-
zijdige toetsing aan te bevelen. In dit geval leiden trouwens beide metho-
den tot dezelfde conclusie, omdat het resultaat zeer duidelijk is. 
14.l.3. De uit het experiment getrokken conclusie is alleen betrouwbaar 
indien de proef met de nodige voorzorg is opgezet. Is de ziekte bijv. be-
smettelijk en is het preparaat niet een geneesmiddel voor zieke planten, 
maar een afweermiddel tegen besmetting, dan dienen de 200 planten alle 
gelijke besmettingskans te hebben. Dit houdt in, dat de twee groepen niet 
in twee bakken of velden van elkaar gescheiden geplaatst mogen zijn. 
Immers dan zou een toevallig iets zwaardere besmetting op het niet behan-
delde veld het grotere aantal zieke planten aldaar veroorzaakt kunnen 
hebben. In statistisch idioom: dan zijn de proeven binnen ieder der twee 
waarnemingsreeksen niet onafhankelijk, zodat de toets zijn geldigheid 
verliest. Hoe kan men dan in zo'n geval de proef zo opzetten, dat de voor-
waarden wel vervuld zijn? Dit zou - met excuses voor de bewerkelijkheid 
van de proef - bijv. als volgt kunnen geschieden. De 200 planten worden 
ieder in een bakje geplant (of gezaaid), waarin nog een tweede plant ge-
plaatst kan worden. oeze 200 bakjes, alle met dezelfde aarde gevuld, 
worden zo opgesteld, dat ze zoveel mogelijk aan dezelfde weersomstandig-
heden zijn blootgesteld. Door loting worden 100 baklcen voor behandeling 
aangewezen en deze behandeling wordt uitgevoerd. Daarna wordt in ieder 
der bakken, op gelijke afstand van de proefplant, een zieke plant ge-
plaatst. Alle zieke planten worden zoveel mogelijk van gelijk formaat en 
van gelijke ziektegraad genomen en zij worden ofwel v66r de bovengenoemde 
loting ieder aan een bepaalde bak toegewezen, ofwel door een nieuwe loting . 
over de bakken verdeeld. 
De aselecte verdeling van de zieke planten en van de behandeling over 
de bakken, tezamen met het voork6men van besmetting van ~~n bak naax een 
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andere (een boven nog niet vermelde, maar essenti~le voorwaarde), garan-
deren dat een eventueel optredend systematisch verschil in ziektefrequen-
tie Cp1#p2 > inderdaad alleen een gevolg kan zijn van het enige systema-
tische verschil dat nu nog tussen de beide groepen bestaat: het al of niet 
behandelen. De kans op een verkeerde conclusie van de vorm p 1 < p2 of 
p 1 > p 2 is dan dus inderdaad gelijk aan de onbetrouwbaarheid van de toets. 
Worden dergeli j ke voorzorgen niet genomen, dan is deze kans echter vol-
komen onbekend. 
Wij vermelden de volgende eigenschappen van deze toets zonder bewijs. 
a) De toets bezit maximaal onderscheidingsvermogen, d.w.z. men kan geen 
toets ontwerpen met een grotere kans op verwerping van HO indien 
P1 # Pz is. Het onderscheidingsvennogen is een functi.e van P1, P2• m 
en n van een vrij ingewik.keld karakter. Bij gegeven P1 en Pz (met 
p
1 
:/- p 2) en N is het maximaal als m = n = !N. Bij het opzetten van proe-
ven kan men daar rekening mee houden. 
b) De eenzijdige toetsen zijn zuiver. 
c) De toets is asymptotisch (voor m en n ~ m) onderscheidend voor alle 
alternatieven Cp 1,p2l met p 1 ~ p2 • 
Dezelfde toets kan ook gebruikt worden als toets voor de onafhankelijkheid 
van twee kenmerken. Beschouwen wij een populatie, waarvan de elementen de 
kenmerken A en B al of niet bezitten, en nemen wij daaruit een steekproef 
van N elementen, dan kunnen wij de resultaten rangschikken in de volgende 
2 x 2-tabel. 
Tabel 14.1. 2. 
2 x 2-tabel voor onafhankelijkheidstoets 
A niet A totaal 
B ~ b ~ 
niet B 
= 
d ~ 
-
totaal r ~ N 
Bierin zijn nu alle randtotalen stochastisch, behalve N (= .!!?. + .!l = !'.. + ~) · 
De te toetsen hypothese is nu: 
(14.1.11) a
0
: A en B stochastisch onafhankelijk, 
of: P(AIBl = P(A IBl = P(A). 
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Onder de voorwaarde lE = m (dus ook ~ = N - m) hebben wij nu twee reeksen 
waarnemingen, waarin als HO juist is, P(A) dezelfde waarde bezit. Onder 
de voorwaarde m = m en r = r bezit a dus weer de hypergeometrische ver-
deling (14.1.3). De toets kan dus onveranderd toegepast worden. 
OPGAVE 14.1.3. In een steekproef van gezinnen werd de oogkleur van man en 
vrouw volgens een bepaald criterium geclassificeerd als "licht" of 
"niet-licht". De volgende gegevens werden verkregen: 
man en vrouw beiden lichte oogkleur: 309 
man licht, vrouw niet-licht ?.14 
man niet-licht, vrouw licht 133 
beiden niet-licht 119 
Onderzoek of de oogkleuren van man en vrouw - voor zover het de splitsing 
in "licht" en "niet-licht" betreft - stochastisch onafhankelijk zijn of 
niet. 
Een derde mogelijkheid voor toepassing van de 2 x 2-tabel is als mediaan-
toets. Laat 
(14. 1. 12) ~l' ... '~m en ~l' · • · •l'.n 
twee onafhankelijke steekproeven zijn uit twee verdelingen, terwijl wij 
de hypothese H0 willen toetsen dat deze verdelingen identiek zijn. Wij 
kunnen dan als volgt te werk gaan. 
Laat x1 , .. . ,xn en y 1 , ... ,yn de waargenomen waarden voorstellen en 
zi ::l M de mediaan van de gecombineerde steekproef x1 , . . . , y n. Als N = m + n 
oneven is dan is M de middelste waarneming naar grootte en als N even is 
het gemiddelde van de twee middelste waarnemingen. 
Laat voorlopig voor het gema.k N even zijn en stel dat geen van de 
waarnemingen gelijk is aan M. De volgende 2 x 2-tabel kan nu worden op-
gesteld. 
Tabel 14 . 1. 3. 
2 x 2-tabel voor mediaantoets (N even, geen waarnemingen M) 
aantal > M aantal < M totaal 
cerste 
b steekproef a m - -
tweede d steekproef E. - n 
totaal !N !N N 
Een intuitief aannemelijke toetsingsgrootheid voor H0 is ~· het aantal 
waarnemingen uit de eerste steekproef die groter dan M zijn. Als voor de 
gevonden waarde M geldt: P(~>M) > P(:i>M), dan mag worden verwacht dat 
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a een grote waarde zal aannemen en als P(~M) < P~M), dan mag warden ver-
wacht dat a klein zal worden. 
l.p.v. a kunnen ook ~, ~ of ~ als toetsingsgrootheid warden geb ruikt , 
daar i . v.m. de vaste randtotalen, de waarde van een van deze stochasten de 
waarden van de drie overigen volledig bepaalt. 
Als H0 waa r is be
z it a onde r de voorwaarde ~1 • x 1 , ••• ,~m = xrn, 
:i 1 = y 1 ,. .. , :i'.n = y n de hyperge
ometrische verdeling ( 14. 1. 4) , te weten: 
(!:) (!:) 
(N) 
m 
Als namelijk e0 waar is, de twee verdelingen z
ijn identiek, kan men 
~1 , . . . ,~m~:i1 , . . . , ~n beschouwen als ~~n steekproef uit ~~n, zij het onbe-
kende, verdeling. 
Gegeven de N trekkingen x 1 , . • ~,xm,y 1 , .. . ,yn uit deze door a0 gespe-
cificeerde ene ver deling zijn er ( ) mogelijke combi naties van m ele menten m 
die als "eerste steekproef" beschouwd kunnen worden en deze hebben onder 
(N)-1. e0 alle dezelfde voorwaardelijke kans, t.w. m Bet aantal daarvan 
dat a elementen b e vat met het kenmerk "> M" en dus b = m - a met het ken-
merk "< M" is c!:)(!:) · 
Als N oneven is en er geen andere waarnemingen gelijk aan de mediaan M 
van de g e combineerde steekproef zijn, laat men M we g uit de N waarnemingen 
x 1 , ••• ,xm,y1 , • • • ,y
n en gaat verder als boven te werk. 
De k ans op ~ = a onder a0 gegeven de waarnemin gen
 wordt dan 
(N-1) 
m-1 
of 
al naar gelang M wel of niet een element van de e e rste steekproef is. 
Als er tengevolge van diskreetheid van de verdelingen der stochasten 
x en :ii'. o f tengevolge van onnauwkeurigheden bij het waarnemen meer waarne-
mingen voorkomen die gelijk zijn aan M, is er sprake van 3 kenmerken 
"> M", "= M" en " < M". Mogelijke oplossingen in deze situatie zijn het 
weglaten uit de 2 x 2-tabel van alle waarneminge.n ge lijk aan M, Of een 
andere tweedeling der waarnemingen toepassen t.w . ":S M" en "> M" of 
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· "< M" en "<: M" en wel zo, dat de twee delen in aantal zo weinig 1110gelijk 
van elkaax verschillen. Trouwens, bij elke scheiding der waarnemingen 
in twee klassen, mits deze scheiding slechts afhangt van de beide steek-
proeven teza.men en niet afzonderlijk, kan men op grond van kleine over-
schrijdingskansen de bovenvermelde nulhypothese e0 van gelijkheid der 
verdelingen verwerpen. De afleiding van de voorwaardelijke verdeling der 
toetsingsgrootheid ~ onder H
0 
blijft natuurlijk hetzelfde, zodat hier 
{:) {~ P(asalx1"'X1 , ... ,x ~x ,~1-y1 , ... ,~ -Y) • ~-N~-' - - -mm nn {) 
m 
waar A en B staan voor de aantallen in de twee deelklassen van de gecom-
bineerde steekproef. 
VOORBEELD 14.1.2. Bij twee groepen studenten (van studierichtingen A en 
B) is de studieduur als volgt verdeeld: 
aantal jaren 5 6 7 1 8 9 10 >10 totaal 
richting A 4 10 ! 25 I 24 12 9 13 97 
richting B 1 7 21 [ 3o 15 8 20 102 
totaal 5 17 46 1 54 27 17 33 199 
In d~t geval is de mediaan 8 jaar, en deze valt middenin een groep van 
gelijke waarnemingen. Wij brengen daarom de scheiding naast deze groep 
aan en wel zodanig, dat de totalen links en rechts van deze scheiding zo 
weinig mogelijk van elkaar verschillen. Dit geeft ons de volgende 2 >< 2-
tabel. 
aantal jaren s a > 8 l totaal 
rich ting A 63 34 ! 97 I I 
richting B 59 43 l 102 
totaal 122 77 1 
I 
199 
Nu is onder H0 : 
en 
dus 
Ea 
2 
<1 (~) 
97. 122 ~~59,5 
97•102·122 · 77 ~ 11,85 , 
1992 ·198 
<1(~) ~ 3,44. 
Dus, voor tweezijdige toetsing: 
163 - 59,51 -o,s 
3,44 
3 
3,44 < l, 
zodat H0 niet verworpen wordt. 
OPMERl<INGEN. 
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14.1.4. Het wordt aan de lezer overgelaten om aan te tonen dat weglating 
van de mediaan uit de 2 x 2-tabel in bovenstaand voorbeeld ook niet tot 
verwerping van a0 leidt. 
14 . 1.5. Uit deze toepassing zien wij, dat de toets toegepast kan worden 
ondanks het feit, dat de precieze studieduur van hen, die meer dan 10 jaar 
nodig hadden, niet opgegeven is. In feite is de methode ook toepasbaar 
indien de gegevens niet kwantitatief, maar kwalitatief zijn: alleen van 
de volgorde naar grootte wordt n.l. gebruik gemaakt, niet van de grootte 
der waarnemingen zelf. 
14.1.6. over de vorm van de verdeling van het aantal studiejaren is geen 
veronderstelling gemaakt. Wat deze ook is, de toets kan steeds worden toe-
gepast. Een dergelijke toets heet verdeiingsvrij (beter ware: verdelings-
vormveronderstellingsvrij, maar dat is wat lang) of ook (minder juiste 
benaming) : parametervrij. 
14.1. 7. De toets is asymptotisch onderscheidend voor alle al.ternatieven, 
waarbij de media.nen der twee verdelingen verschillend zijn en niet asymp-
totisch onderscheidend als de media.nen gelijk zijn, ook al zijn de ver-
delingen in andere opzichten verschillend van elkaar. In dat geval is 
echter de verdeling van ~ niet meer de hypergeometrische en is de onbe-
trouwbaarheid van de toets onbekend. Indien de verdelingen echter in een 
omgeving van de Cvoor beide gelijke) mediaan dezelfde zijn blijft de toets 
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aSYIJlptotisch geldig. 
Tenslotte zij nog vermeld, dat de toets vaak in iets andere vorm ge-
geven wordt. Als toetsingsgrootheid wordt vaak opgegeven: 
2 
x 
N(l!~ -~=I - iN) 2 (14.1.13) 
mnrs 
2 
.. ( 2 ik d ) die dan, onder a0 , een z.g. x -verdeling bezit x = eh - wa raat . Deze 2 .. toets is, daar (N-l)X = N~ , behoudens een faktor (N-1)/N, equivalent met 
de boven beschreven normale benadering (met continulteitscorrectie). 
Ook wordt vaak gewerkt met het verschil der fracties successen 
(14.1.14) ! b 
n m 
waarbij dan eveneens een normale verdeling als benadering gebruikt wordt. 
De verwachting, onder a0 , van dit verschil is 0, maar de spreiding is nog 
afhankelijk van p1 (• p2l. Voor deze spreiding wordt dan, op de in hoofd-
stuk XII beschreven wijze, een schatting genomen. Deze methode is daarom 
minder betrouwbaar dan de hier beschrevene, waarbij p 1 (= p 2l geelimineerd 
wordt. 
14.2. De toetsen van Student 
W.S. GosSET (1876-1937), als brouwer in dienst bij Guinness in Dublin, 
heef t - schrijvende onder de schuilnaam SI'uDENT - een aantal voor de mo-
• l derne statistiek zeer belangrijke artikelen gepubliceerd. Zijn meest 
bekende resultaat is de afleiding van de verdeling van St:udent:, die te.n 
grondslag ligt a.an de naar hem genoemde toetsen. 
Oeze verdeling van Student is in feite een familie van verdelingen, 
die beschreven kan worden door de volgende formule voor de verdelings-
dichtheid. 
DEFINITIE 14.2.1. De grootheid !:v heeft een Student-verdeling "met v vrij-
heidsgraden" als de verdelingsdichtheid is: 
*) Student's collected papers, edited by E.S. PEARSON & J, WISHART, University College, London, 1943. 
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( 14. 2 .1) (\I 1,2, ... )' 
De verdelingen van deze familie zijn alle symmetrisch t.o.v. nul en 
voor \I~ w teedt de N(0,1)-verdeling als limiet op. voor eindige v is de 
verdeling vlak.ker dan de N(0,1)-verdeling, zoals in fig. 14.2.1 geschetst 
is. 
0 t 
Fig. 14.2.1. Student-verdeling in vergelijking met N(0,1) . 
In tabel 2 vindt men voor \I= 1(1)30 de bij een aantal tweezijdige over-
schrijdingskansen behorende waarden van tv. In de laatste regel staan de 
overeenkomstige waarden voor de N(0,1)-verdeling vermeld. Met behulp daar-
van kan men verifi~ren, dat het in fig. 14.2.1 geschetste verschijnsel 
optreedt. 
De toepassingen van deze verdeling berusten nu op de volgende van GoSSET 
afkomstige stellingen. 
STELLING 14.2.1. Indien ~1 ,~2 , .•• ,~n onafhankelijk N(~ 1 a)-verdeeld zijn 
en 
(14.2.2) - def 1 x--
n 
n 
l ~i' 
i=l 
dan bezit de grootheid 
(14.2.3) 
x -~ def _-__ rn 
:!:n-1 = s 
2 def n - 2 
S - - n-1 l (~i - ~) I 
i=l 
een Student-verdeling met n-1 vrijheidsgraden. 
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STELLING 14.2.2. Indien ~1'~2··--·~o en ;(1•l'.2•·--•l'.n onafhankelijk M(JJ1,a) 
resp. N(µ
2
,o} verdeeld zijn en 
(14.2.4) 
(14.2.S) 
dan bezit de grootheid 
(14.2.6) def ~ -~n-2 
- def ~ Y = - l X1·• 
-
0 i=l 
5 2 def 
-2 
een Student-verdeling met m +n - 2 vrijheidsgraden. 
OPMEIUUNGEN. 
14. 2 .1. Bet belang van deze stellingen is, dat de parameter o noch in de formula voor de ~·s (de indices worden vaak weggelaten), noch in de ver-deling (14.2.1) optreedt. Deze parameter is dus get'.!limineerd, waardoor het mogelijk wordt de aandacht volledig op µ resp. µ 1 - µ 2 te richten. 
~- De ve.ronderstelling van normaliteit is essentieel., evenals - bij 
stalling 14.2.2 - de gelijkheid van a voor beide reeksen stochastische grootheden. Niet al te grote afwijkingen van de normaliteit, in het bij-
zonder indien de sym:netrie de.r verdelingen bewaard blijft, hebben een 
vrij garin9e invloed op de verdeling der ~ · s. Ongelijkheid der spreidingen 
van de ~i en l'.j kan daarentegen de verdeling van ~m+n-2 sterk beinvloeden. 
TOBPASSINGBN. Bet is duidelijk, dat met behulp van deze stellingen hypothe-
sen <lllltrent µ resp. µ 1 - µ2 getoetst kunnen worden. Immers indien men atelt 
(14.2.7) 
va.arin µ0 •en bekend getal is, dan kan men op grond van waarnemingen 
x 1 ,x2 , · · · ,x0 de bijbehorende waarde t
0
_ 1 van ~n-l berekenen en de daarbij behorende Mn- of tweezijdige overschrijdingskans in tabel. 2 opzoeken. 
oeze toeta wordt de toets van Student voor een steekproef genoemd. Ook de aJ.~ere hypothese 110 : E~i • µ 011 (I = 1, ... ,n, met µO,i gegeven) kan 
getoetst worden door ~i - µO,i te gebruiken i.p.v. ~i en µ0 = O. 
Beschikt men over twee onafhankelijke steekproeven x 1 ,x2 , ... ,xm en 
y 1 ,y2 , •.. ,yn dan kan men de hypothese 
(14 . 2.8} 
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waarin 6 een bekend getal is, toetsen door tm+n-2 te berekenen en de bij-
behorende overschrijdingskans op te zoeken. Dit is de toets van Student 
voor twee steekproeven . 
VOORBEELD 14.2.1. Volgens opgave van een leverancier, die en gros vuur-
steentjes levert aan een afnemer, is het gemiddelde aantal steentjes per 
doosje gelijk aan 1000. De afnemer telt, ter controle, de inhoud van 10 
aselect gekozen doosjes en vindt de in tabel 14.2.1 in de eerste kolom 
vermelde aantallen. 
Tabel 14.2.l. 
Aantallen vuursteentjes in 10 aselect gekozen doosjes 
x x-995 (x-995) 2 
983 -12 144 
1002 7 49 
998 3 9 
996 1 1 
1002 7 49 
983 -12 144 
994 -1 1 
991 -4 16 
1005 10 100 
986 -9 81 
totaal -10 594 
Op grond van deze steekproef van waarnemingen kan men - in de veronder-
stelling, dat het aantal vuursteentjes in een doos een norma1e verdeling 
bezit - de toets van Student voor ~~n steekproef toepassen. 
Daartoe moeten x en s berekend worden. Dit gaat het gemakkelijkst 
door een "voorlopig gemiddelde" a te kiezen (een rend getal, dat in de 
buurt van x ligt , op het oog gekozen) en gebruik te maken van de volgende 
formules (vgl. voorbeeld 12.1): 
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(14.2.9) 
(14.2.10) s
2 
= n:l { ~ 
i=l 
2 - 2} (x -a) - n(x-a) i 
2 Wij kiezen a • 995; in tabel 14 . 2.1 zijn de waarden van x1 -a en (xi-a) en de sommen daarvan vermeld. Wij vinden dus 
x c -1 + 995 = 994 en 2 s !(594-10) = 64,89. 9 
Vullen wij deze waarden in in (14.2.3), tezamen metµ 
waarde willen toetsen, dan vinden wij 
1000 omdat wij die 
t = 994 - 1000 liO = -2,36. 9 164,89 
Voor de afnemer zijn in de regel alleen de alternatieven µ < 1000 interes-
sant, daar hij in dat geval bij de leverancier zal reclameren, doch niet 
als µ 2: 1000 is. Hier is dus de links-~enzijdige toetsing op zijn plaats. Kiest men a 1 • 0,05 (dus a = 0,10) dan vindt men in tabel 2 als kritieke 
waarde -1,83 (in de ta.bel is alleen de absolute waarde vermeld) . Oaar de gevonden waarde -2,36 kleiner is dan deze kritieke waarde, wordt de ge-toetste hypothese µ • 1000 verworpen ten gunste van µ < 1000. De conclusie luidt dus: de leverancier verpakt te weinig vuursteentjes in zijn doosjes. 
OPMERKING 14.2.3. De veronderstelling van normaliteit, die essentieel is bij de toepassing van de toets van Student, wordt in de practijk vaak 
stilzwijgend en zonder controle op juistheid gemaakt. Bij een gering aan-tal waarnemingen is deze veronderstelling ook slechts gebrekkig verifieer-. baar. Wij zullen later zien, hoe hij vermeden kan worden door toepassing 
van een verdelingsvrije toets. 
OPGAVE 14.2.1. Het opgegeven gemiddelde gewicht van zakjes suiker is 10 gram. Weging van een steekproef van 10 zakjes geeft de volgende uitkomsten: 10,04; 10 , 08; 10,01; 9,97; 10,02; 9,99; 10,02; 10,03; 10,00; 10,01. Teets tweezijdig, met behulp van Student ' s toets en met a= 0,05, of de opgege-
ven gemiddelde waarde juist is. 
(Antwoord: x = 10,017; s 2 = 0,00089; t 9 1,8. De getoetste hypothese wordt niet verworpen.) 
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Toepassinq op verschillen van paren waarneminqen 
De meeste toepassingen van de toets van Student voor een steekproef hebben 
betrekking op een andere en iets algemenere situatie dan de boven beschre-
vene. 
Laat (~i'Xil (i = 1, ... ,n) n onafhankelijke paren van onafhankelijke 
normaal verdeelde waarnemingen zijn, met 
(14.2.11) E~i = µi, 
dan zijn de verschillen 
(14.2 . 12) V. 
-l. 
def 
~i - :ii 
ook normaal verdeeld, met 
Indien de ~i alle dezelfde variantie hebben (b.v. omdat alle ~i dezelfde 
variantie hebben, en alle Xi ook), kan nu met behulp van de toets van 
Student de hypothese 
met gegeven ~O,i (i 1, •.. ,n) getoetst worden. De grootheden ~i - 60,i 
vormen dan n.l. onder H0 een steekproef uit een normale verdeling met ver-
wachting 0, zodat stelling 14 . 2 . 1 toegepast kan worden. 
Gewoonlijk zijn de paren (~i'Xil bepalingen in duple van de een of 
andere grootheid en is 60,i = 0 (i = 1, .•. ,n) in H0 . De toepassingen 
behoeven echter niet tot dat eenvoudige geval beperkt te blijven. 
Een belangrijk aspect van deze toets is, dat de µi onderling mogen 
verschillen; door niveauverschillen tussen de paren wordt de toets niet 
verstoord. 
VOORBEELD 14. 2.2. De bepaling van de isolerende eigenschappen van olie 
kan geschieden door een glazen buisje, waarin zich twee polen bevinden, 
met olie te vullen en vervolgens op de polen een spanningsverschil aan 
te brengen, dat men laat stijgen tot de isolatie doorbroken wordt. Men 
kan deze bepaling van de doorslagspanning met dezelfde olievulling zo vaak 
herhalen.als men wil . Wij beschouwen speciaal de eerste twee bepalingen 
(meting in duple). Geven wij de doorslagspanning bij de eerste bepaling 
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aan met x en die bij de tweede met x1 dan vindt men - hetgeen niet te ver-
bazen is - in de regel verschillende uitkomsten. Bet ligt echter voor de 
hand te veronderstellen, dat ~ en X wel dezelfde kansverdeling zullen be-
zitten, ook al is deze in de regel voor verschillende oliesoorten ver-
schillend. Indien ~ en X niet dezelfde kansverdeling bezitten kan men 
strict genomen niet van dupo-bepalingen spreken; de volgorde van bepaling 
heeft dan invloed op de uitkomst. Dit is echter geenszins uitgesloten te 
achten, daar een door de olie slaande vonk ionen daarin kan achterlaten . 
Bi j een door J . W. YOUDEN en J.M. CAMERON beschreven experim~n~ *) 
werden 14 verschillende oliemonsters (~fill van ieder van 14 soorten olie) 
gebruikt; van ieder monster werden twee vullingen onderzocht, bij iedere 
vulling twee bepalingen verricht. In tabel 14.2.2 staan de verschillen 
v 1 resp. v2 van de duplobepalingen bij de eerste resp. tweede vulling ver-
meld. 
*) 
Tabel 14.2.2. 
Verschillen (in K.V.) van duplobepalingen 
van de doorslagspanning van o l iemonsters 
olie bij eerste I bij tweede 
monster vulling vulling 
no. vl v2 
I 
v -1 v2 
1 3 I 
-1 4 2 2 I 
.I 
1 1 
3 4 2 2 4 4 5 
-1 5 1 : 
-2 3 6 5 1 4 7 6 3 3 8 0 0 0 9 
-1 7 
-a 10 1 I 5 
-4 11 7 1 6 12 
-1 
-1 0 13 1 0 1 14 1 I 8 
-7 
W.J. YOUDEN en J.M. CAMERON, Use of statistics to determine precision 
of test methods , Symposium on Appl ication of Statistics, Philadelphia, 1950, pp.27-34. 
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De veronderstelling, dat de volgorde geen invloed heeft op de uitkomsten, 
komt overeen met H0 van (14.2.14), met n0 ,i = 0. 
Oaar er geen reden is aan te nemen, dat er systematische verschillen 
optreden tussen de eerste en de tweede vullingen met dezelfde soort olie, 
laten wij dit onderscheid voorlopig vallen. Wij beschikken dan over 28 
ona£hankelijke waarnemingen, n.l. de in de kolommen met v 1 en v2 aangegeven 
verschillen. 
Bepalen wij daarvan gemiddelde en variantie, dan vinden wij: 
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v 28 = 2,214, 
v2 4,903, 
lV~ = 346, 
l. 
2 
s 
\ 2 -2 
n-1 (lvi - nv ) 
s = 17,73 = 2,78, 
~rn = 2,214 2 s 2, 78 = 4 , . 
2; (346 - 28 · 4, 903) 7,73, 
Deze waarde is aanzienlijk groter dan de grootste voor v = 27 in tabel 2 
voorkomende waarde . De overschrijdingskans (tweezijdig in dit geval) is 
dus veel kleiner dan 0,01 en de getoetste hypothese moet met stelligheid 
worden verworpen. Daar t > 0 is luidt de conclusie, dat er een systema-
tisch verschil tussen de beide bepalingen is in die zin, dat de tweede 
doorslagspanning de neiging heeft kleiner uit te vallen dan de eerste. 
Dit betekent niet, dat nu voor alle oliemonsters de waarden van bi = µi-vi 
dezelfde behoeven te zijn. Zelfs behoeven zij nog niet alle > te zijn, 
maar dit toch wel in overwegend aantal. Dit effect kan zeer wel het gevolg 
zijn van ionisering door de eerste doorslag. 
OPGAVE 14.2.2. Indien men nu nog wil nagaan, of dit effect verschillend is 
voor de eerste en de tweede vulling, dan kan men de "dubbel.verschillen" 
v 1 v 2 bepalen en daarop dezelfde toets toepassen. Indien de daling van 
µi tot v1 door de eerste doorslag bij de eerste en tweede vulling dezelfde 
is, vormen deze verschillen opnieuw een steekproef (nu van 14 waarnemingen) 
uit een verdeling met verwachting 0. Veer deze berekeningen uit. 
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(Oplossing: t 13 0,26. De hypothese wordt niet verworpen.) 
OPMERl<INGEN. 
14.2 . 4. De boven beschreven toets is, indien Ai • A voor alle i, asympto-
tisch onderscheidend als 6 ~ 0 en als de 61 verschillend zijn nadert het 
onderscheidingsvermogen asymptotisch tot 1 als 
(14.2.15) 1 
rn 
n 
~ 6i 
i=l 
voor n + 00 • 
:Immers voor n + .. zal s tot o naderen, terwijl v nadert tot ~ 1Ai, 
zodat ltl -+ oo als aan (14.2 .15) voldaan is. 
14.2.S. De hier gevolgde methode van het gebruiken van beide kolommen 
Cv1 en v2) tegelijk in 44n toets kan tot moeilijkheden leiden indien de 
aantallen vullingen voor verschillende oliesoorten verschillend zijn. 
Indien bijv. slechts bij 44n olie de doorslagspanning daalt, maa.r bij 
andere stijgt, kan men toch als conclusie een daling krijgen, indien men 
van die ene oliesoort meer proeven (vullingen) in de toetsing betrekt 
dan van de andere samen. Wanneer men echter met alle oliesoorten evenveel 
proeven doet, bestaat dit bezwaar niet. Proeven als deze berusten trouwens 
steeds op de gedachte, dat het (eventuele) verschil tussen de beide door-
slagspanningen voor alle of nagenoeg alle oliemonsters wel hetzelfde teken 
zal bezitten. 
VOORBEELD 14.2.3. (Voorbeeld van de toets van Student voor twee steekproeven) 
Van twee soorten varkensvoer, A en B, wenst men na te gaan of ~4n van beide 
meer gewicht aanzet dan het andere . Men verdee lt daartoe een groep van 24 
varkens aselect in twee groepen van. 12 en geeft gedurende enige tijd aan 
de ene groep voedsel A en aan de andere voedsel B. De gewichtstoenamen, 
die hiervan het gevolg zijn, staan in tabel 14.2.3 vermeld. 
Aannemende, dat de gewichtstoename een normale verdeling bezit met 
gelijke spreiding voor A en B, kan de toets van Student voor twee steek-
proeven toegepast worden om de hypothese te toetsen, dat de ve:noachting 
der gewichtstoename voor beide voedsels gelijk is. Daartoe wordt formule 
(14 . 2 . 6) gebruikt, met µ 1 - µ 2 • 0. Berekening geeft: t 22 = 2,65, hetgeen overeenkomt met een overschrijdingskans (tweezijdig) tussen 0,02 en 0,01. 
De hypothese wordt dus verworpen (als a ~ 0,02 gekozen was) ten gunste 
van voedsel A (waarvoor de gemiddelde gewichtstoename in de steekproef 
groter is dan bij 8). 
OPMERKINGEN. 
Tabel 14.2.3. 
Gewichtstoenamen (in K. G.) van varkeos gevoed 
met twee typen varkensvoer 
A B 
31 26 
34 24 
29 28 
26 29 
32 30 
35 29 
38 32 
34 26 
30 31 
29 iJ 32 2 31 8 
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14.2.6. Bij deze toets is niet alleen de normaliteit van belang, maar voor-
al ook de gelijkheid der beide spreidingen. In de beide steekproeven ver-
schillen deze niet sterk, zoals grofweg te zien is door de spreidings-
breedte (de grootste min de kleinste waarneming) te bepalen. Deze bedraagt 
voor de eerste steekproef 38 - 26 = 12 en voor de tweede 32 - 24 = 8. Daar 
beide steekproeven van dezelfde omvang zijn, zijn d eze twee uitkomsten ver-
gelijkbaar (bij ongelijke omvang is dat niet zo: hoe groter de steekproef, 
hoe groter ook in de r egel de spreidingsbreedte is) . Een verschil van 30\ 
is voor kleine steekproeven niet verontrustend. Men kan de qelijkheid der 
s preidingen ook rigoreus toetsen (uitgaande van de veronderstelling van 
normaliteit), met behulp van het quoti~nt der steekproefvarianties als 
toetsingsgrootheid; deze toets behandelen wij echter niet. 
14.2.7. Bij het opzetten van een proef als deze zijn er twee belangrijke 
richtlijnen ter vergroting van het onderscheidings vermogen van de toets . 
Ten eerste wordt dit , onder overigens gelijkblijvende omstandigheden, 
maximaal, indien men de beide steekproeven van gelijke omvang n1emt. Ten 
tweede doet men er goed aan het proefmateriaal - hier de 24 varkens -
zoveel mogelijk "homogeen" te maken, d.w.z. van gelijke leeftijd, geslacht 
en gewicht. Alle verschillen tussen de varkens verkleinen het onderschei-
dingsvermogen, al wordt de onbetrouwbaarheid van de toets - door het 
aselect verdelen in twee groepen - er niet door beinvloed. Zware varkens 
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zijn niet voor niets zwaar; zij zijn in het verleden snel gegroeid en 
zullen dit tijdens de proef dus waarschijnlijk ook doen. Grote verschillen 
in groeisnelheid vergroten echter o , dus ook de noemer van t, waardoor 
deze zelf kleiner neigt te worden dan bij varkens met kleinere verschillen 
in groeisnelheid. Zorgvuldige selectie van proefdieren - gevolgd door 
aselecte verdeling in twee groepen, voor alle zekerheid - loont daarom de 
moeite. 
14.2.B. Tabel 14.2.3 beschouwende zou men wellicht geneigd zijn de ver-
schillen in de regels te vormen en op deze verschillen de toets van Student 
voor ~~n steekproef toe te passen. E!oewel deze toets, mathemati.sch gezien, 
niet onjuist is - de onbetrouwbaarheid is i.mmers bekend - bestaat het 
bezwaar , dat het onderscheidingsvermogen ervan veel kleiner is dan dat van 
de toets voor twee steekproeven. De gewichtstoenamen, die in ~~n regel 
staan, hebben in feite niets met elkaar te maken; vermoedelijk staan de 
beide kolommen opgeschreven in de volgorde van weging, zodat de samen-
voeging in paren op aselecte wijze tot stand is gekomen. Bet is intuitief 
reeds wel duidelijk, dat dit een gebrekkige, weinig onderscheidende, wijze 
van toetsen is . 
Indien echter geen "homogene" groep varkens beschikbaar is, kan men 
met vrucht terugvallen op de toets voor een steekproef van verschillen. 
Men kan dan n.l. paren van vrijwel gelijke varkens vormen, waarbij het ene 
paar aanzienlijk kan verschill.en van het andere. Van ieder paar wordt dan 
aselect ~en varken aan A, een aan B toegewezen . Deze paren verschij nen dan 
ook - althans hun gewichtstoenamen - ieder in e~n regel. Nu is de situatie 
juist andersom: de toets voor e~n steekproef , toegepast op de verschillen 
der gewichtstoenamen, is nu de aangewezene. 
~ 14.2.3. Onderstaande twee steekproeven zijn afkomstig uit twee 
normale verdelingen met gelijke spreiding: 
0,87 
0, 75 
0,03 
0, 17 
0,67 
1,92 
0,23 
2, 14 
2,69 
1,31 
0,52 
1,94 
0 , 53 
1,02 
0,94 
0,06 
0,25 
2,05 
1 ,93 
1,17 
1 ,38 
1 , 43 
1 , 74 
Toets, met behulp van de toets van Student voor twee steekproeven, de 
hypothese, dat de verwachting der beide verdelingen deze l fde is. 
(Opgave 80 van het Opgavenboekje, onderdeel a; oplossing blz. 118-119.) 
14.3. Verdelingsvrije toetsen voor deze l fde of analoge hypothesen 
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Zoals reeds is opgemerkt kan de onderstelling van normaliteit der verde-
lingen vermeden worden zonder dat daarvoor een andere veronderstelling 
omtrent de vorm der verdelingen in de plaats gesteld behoeft te worden. 
Er zijn vele dergelijke "verdelingsvrije" toetsen en wij behandelen er 
slechts enkele van. 
Toetsen voor een steekproef 
Als toets voor een steekproef kan in plaats van de toets van Student voor 
de hypothese {14.2.7), als bekend is dat de verdeling symmetrisch is, ge-
werkt worden met het aantal der waarnemingen, die < µ 0 zijn, als toetsings-
grootheid. Is n.l. de verdeling symmetrisch dan impliceert µ = µ 0 : 
(14 . 3.1) 
Is P{~µ0) = 0 {bijv. omdat de verdeling continu is), dan zijn de beide 
kansen van (14.3.1) dus gelijk aan ! en dit kan getoetst worden met behulp 
van een binomiale toets - zie hoofdstuk XIII - met p = !. 
Is P {~\JO) > 0, dan volgt uit de symmetrie van de verdel,ing, als 
µ = µ0 is: 
{14.3.2) 
(de lezer bewijze dit). Voor de toepassing van de toets betekent dit, dat 
waarnemingen, die = µ
0 
zijn, buiten beschouwing gelaten worden en 'dat met 
b~hulp van de overige waarnemingen de relatie (14.3.2) wordt getoetst. 
De toepassing van deze toets wordt, voor n s 100, vergemakkelijkt 
door tabel 3, waarin de linker kritieke waarden voor deze toets (de zgn. 
tekentoets; deze naam wordt later duidelijk) zijn vermeld. De rechter 
kritieke waarden kunnen gemakkelijk berekend worden, daar zij (wegens 
p = !> opgeteld bij de linker kritieke waarden het aantal waarnemingen 
'f µ0 geven. 
VOORBEELD 14.3.1 . Wij kunnen deze toets toepassen op de gegevens van tabel 
14.2.1 {voorbeeld 14.2.1). In dat geval is µ 0 = 1000 en er zijn 10 waar-
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nemingen > 1000 (dit kan men evengoed gebruiken als het aantal < 1000; 
het is het gemakkelijkste het kleinste aantal van deze twee te nemen, 
daar dit in tabel 3 direct met de daarin vermelde kritieke waarden verge-
leken kan worden) is gelijk aan 3. Volgens tabel 3 leidt di.t resultaat, 
ook bij eenzijdige toetsing met onbetrouwbaarheidsdrempel 0,05 (dus bij 
gebruik van de kolom waarboven 0,10 staat) niet tot verwerping van de 
getoetste hypothese. 
OPMERKING 14. 3. 1 . Wij vinden dus bij toepassing van de toets van Student 
in dit geval een andere uitkomst dan bij de tekentoets. Oit is in overeen-
stemming met het feit, dat in geval van normale verdelingen - en verde-
lingen, die daarvan slechts weinig afwijken - de eerstgenoemde toets een 
groter onderscheidingsvermogen heeft dan de tekentoets. Hierover later 
meer. 
Indien de verdeling, waaruit de steekproef afkomstig is, niet symmetrisch 
is, gelden (14.3.1 en 2) niet, ook niet onder de hypothese ~ = ~0 • Oeze hypothese kan dan noch met de toets van Student - wegens de afwijking van 
normaliteit - noch met de tekentoets onderzocht worden. In feite is er 
geen enkele toets, behalve voor grote steekproeven, die zonder verdere 
onderstellingen ove.r de vorm van de scheve verdeling van toepassing is. 
Men kan dan echter met de tekentoets wel een andere hypothese toetsen, 
n. l. dat de mediaan een voorgeschreven waarde bezit; althans indien de 
verdeling continu is, want dan is de kans op een waarde onder de mediaan 
gelijk aan ~. evenals de kans op een waarde daarboven. Zoals wij in hoofd-
stuk XII (blz. 130 e.v.) gezien hebben is, juist voor scheve verdelingen, 
de mediaan vaak een geschiktere parameter dan de verwachting (of het 
gemiddelde) . 
OPGAVE 14.3.1. In een steekproef van 225 waarnemingen uit een verdeling 
met onhekende vorm worden 150 waarnemingen aangetroffen, die kleiner 
dan een zeker getal A zijn, terwijl de overige groter dan A zijn. 
Toets de volgende twee hypothesen (a • 0,05): 
a) A is de mediaan van de verdeling, 
b) A is bet derde quartile, d.w.z. voor A geldt: 
P(~<A) =f. 
Ga verder na welke waarden voor p wel en welke niet verworpen worden als 
de getoetste hypothese luidt: 
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(14.3.3) 
De toepassing op verschillen van paren waarnemingen, die in het voorgaande 
voor de toets van Student beschreven is, geldt analoog voor de tekentoets. 
Zijn x en l onafhankelijk verdeeld volgens dezelfde kansverdeling en is 
y c ~-x, dan geldt voor de verdeling van~· als P(y=O) = 0 is: 
(14.3.4) P(v<O) 
en als P(y=O) > 0 is: 
(14.3.5) 
(De lezer bewijze dit.) 
De hypothese, dat voor iedere 1 (• 1, ... ,n) twee grootheden (bijv. 
duplobepalingen) ~i en ~i dezelfde verdeling hebben, kan nu dus getoetst 
worden met behulp van het aantal positieve (of negatieve) tekens der 
verschillen y1 = ~i - ~1 . Hieraan ontleent de toets zijn naain. 
De vorm der verdelingen is nu van geen enkel belang meer; ook de 
spreidingen der ~i behoeven niet gelijk te zijn. 
VOORBEELO 14.3.2. Beschouw de gegevens van tabel 14.2.2 (doorslagspanningen 
van oliesoorten) . 
Bet aantal waarnemingen ~ 0 in de eerste twee kolommen (v1 en v 2> bedraagt 25 (de nullen worden buiten beschouwing gelaten) . Bet aantal 
negatieve hieronder is 5. Volgens tabel 3 is de bijbehorende tweezijdige 
overschrijdingskans s 0,01, zodat de getoetste hypothese - dat de duplo-
bepalingen aequivalent zijn - verworpen moet worden. (Bier vinden wij dus 
wel dezelfde uitkomst als met de toets van Student.) 
Onder de 12 "dubbelverschillen" v 1 - v 2 , die "' 0 zijn, zijn er 4 
negatief. Volgens tabel 3 is dit niets bijzonders; de tweezijdige over-
schrijdingskans is > 0,10, daar de d44rbij behorende kritieke waarde 2 
bedraagt. 
OPMERKING 14.3.2. E4n der meest opvallende verschillen tussen de teken-
toets en de toets van Student is wel, dat toepassing van de eerstgenoemde 
zoveel gemakkelijker is en vlugger gaat dan van de laatstgenoemde. Vooral 
bij het verkrijgen van een snel overzicht over waarnemingsmateriaal van 
uitgebreide en complexe aard kunnen toetsen zoals de tekentoets zeer 
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nuttig zijn. 
~ 14 . 3.2. Een chemisch analyste verricht een aantal titraties in 
duplo. Iedere te titreren oplossing wordt daartoe, direct na de bereiding, 
in twee kolfjes gedaan en terwijl de eerste titratie plaats vindt staat 
het tweede kolfje te wacht en. Zij verkrijgt de volgende ui t komsten: 
Tabel 14.3 . 1. 
Uitkomsten van 12 in duplo uitgevoerde titraties 
Oplossing l e titratie 2e titratie 
nr 
1 21,24 25,83 
2 16,84 17,35 
3 15,52 16,12 
4 25,68 28,54 
5 24,04 24,58 
6 19 , 77 27,42 
7 11,92 14,73 
8 28 , 83 27,52 
9 17,38 14,91 
10 11,01 19 , 87 
11 23,43 24,38 
12 17,16 20,55 
Ga na (met onbetrouwbaarheidsdrempel 0,05) of het wachten invloed heeft 
uitgeoefend op de uitkomst van de titraties. 
(Opgave 3 van het Sommen.boekje; oplossing op blz. 48-49.) 
Bet verschil in onderscheidingsvermogen tussen de tekentoets en de toets 
van Student is, als aan de voor de toets van Student nodige veronderstel-
lingen vo ldaan is , nogal groot, vooral bij kleine steekproeven. Dit is 
begrijpe l ijk, daar all een het teken van ieder der waarnemingen in de toet-
sing betrokken wordt, maar niet de grootte . Bierdoor gaat de informatie 
verloren, die in de steekProef aanwezig is. Aan dit bezwaar wordt bijv. 
tegemoetgekomen door de symmetrietoets van WILCOXON. 
De te toetsen hypothese van deze toets luidt als volgt: 
(14.3 . 6) H0 : ieder der onafhankelijke stochastische grootheden 
~ 1 , . .. ,~m heeft een verdeling, die symmetrisch is met 
betrekking tot een bekende waarde a 1 (i = l, .. .. ,m). 
181 
De waarden ai behoeven niet gelijk te zijn, de verdelingen overigens 
ook evenmin. De toets wordt toegepast met behulp van de verschillen 
~i - ai, die ender B0 symmetrisch verdeeld zijn om O. Het is duidelijk, 
dat deze toets gebruikt kan worden om, bij symmetrische verdelingen, de 
hypothese µ = µ0 te toetsen, terwijl hij anderzijds, evenals de tekentoets, 
op verschillen van duplo- waarnemingen toegepast kan worden. Immers het 
verschil ~ van twee onafban.kelijke stochastische grootheden ~ en X is, 
indien x en X dezelCde verdeling bezitten, symmetrisch om 0 verdeeld. 
Wij geven hier een korte beschrijving van deze toets. Een uitvoerige 
handleiding met tabellen is gegeven door A. BENARD en CONSTANCE VAN EEDEN*) . 
De toetsingsgrootheid ! is als volgt gedefinieerd. De waarnemingen 
C~1-a1 ; i = 1, ••• ,m; of: ~i - ~i als het over verschillen gaat), warden, 
evenals bij de tekentoets, voor zoverre zij - 0 zijn, buiten beschouwing 
gelaten. Noem het aantal , dat dan overblijft, n. Aan ieder van deze waar-
nemingen wordt nu een rangnummer toegekend naar opklimmende qrootte van 
de absolute waarden der waarnemingen. Zijn er gelijke absolute waarden, 
dan delen de desbetref f ende waarnemingen de hun toekomende rangnwmners 
gelijkelijk op. Deze rangnummers warden nu voorzien van de tekens der bij-
behorende waarnemingen en T is de som van de op deze wijze verkregen ge-
tallen. 
Men kan nu de volgende stelling bewijzen: 
STELLING 14 . 3.1. Indien B0 juist is, geldt voor T: 
(14.3.7) ET= 0, 
(14.3.8) <12 (T) 3n(n+1)
2
+n3-D 
12 ~n(n+l) (2n+l) - 1~CD-n), 
waarin D do volgende betokonis heeft: verdeel alle waarnemingen, die ~ 0 
zijn, in groepen met gelijke absolute waarden**). Laat tj (j = 1, ... ,k) 
de omvang van de je knoop voorstellen, dan is 
*) 
**) 
A. BENARD en CONSTANCE VAN EEDEN, Handleiding voor de symmetrietoets 
va.n WILCOXON, Rapports 208 (M 76) van de Statistische Afdeling van 
het Mathematisch Centrum, Amsterdam 1956. Rapport SW 4/70, een her-
ziene versie van rapport S 176 van D. WABEKE en C. Vl\N EEDEN, Hand-
leiding voor de toets van WILCOXON, is ook relevant on verkrijgbaar 
bij het Mathematisch Centrun. 
"knopen" (Engels: "ties). 
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(1~.3.9) *} 
Voor n + w is verder !, onder a0 , asymptotisch normaal verdeeld. 
Wij bewijzen deze stelling niet volledig, maar geven slechts het principe 
aan. 
Onder a0 is ieder der waarnemingen symmetrisch t.o.v. 0 verdeeld, 
zodat iedere absolute waarde > 0, die in de steekproef gevonden wordt, 
gelijke kans (nl. 6> heeft om bij een + resp. bij een -teken te behoren. 
Ieder der rangnUJ1DDers heeft dus gelijke Jeans om positief of negatief in T 
voor te komen. De verdeling van T kan dus verkregen worden door voor 
ieder der rangnUJ1DDers met kans i een + en met kans i een - te zetten en 
ze dan op te tellen. De lotingen voor + of - zijn bovendien onafhankelijk. 
Daar deze procedure symmetrisch is met betrek.king tot + en -
(hij verandert niet als +en - verwisseld worden), is!• onder s 0 , symme-
trisch verdeeld met betrekking tot 0, waa.ruit (14.3.7) direct volgt. 
Bet bewijs van (14.3.8) is iets ingewikkelder. Zijn de waarden der 
tj, gerangschikt naar opklimmende grootte van de rangnummers, waarbij 
zij behoren: t 1 , ... ,tk, en geven wij de bijbehorende rangnummers aan met 
r 1 , ... ,rk, dan geldt dus voor de eerste rangnummers, die alle gelijk aan 
r 1 zijn: 
Verder voor r 2 (de volgende t 2 rangnummers hebben deze waarde) : 
enz. Algemeen: 
j-1 
(14.3.10) l th + i<t).+1). 
hal 
Daar verder de verwachting van !• onder a0 , gelijk aan O is, geldt: 
*} Zijn er geen gelijken onder de absolute waarden, dan Zl.Jn dus alle 
tj = 1, k = D • n, en de laatste term van (14.3 . 8) valt weg. 
Tabellen van ~n (n+1 (2n+1} en / ~n (n+l} (2n+l} zijn, voor n = 21(1)100, 
te vinden in de bovengenoemde handleiding voor deze toets. 
o
2 (T) 
k 
I j=l t.r~ J ) 
k {j-1 }2 I t. I th + ! et j +i > = 
j=l ) h=1 
k { rj-1 )2 j-1 2} 
It, I~ +t.<t.+1>I th+ltJ.<tj+t>. j=l j'h=l ) J h=l 
Deze nogal ingewikkelde vorm laat zich als volgt reducer,en: 
n l \)2 + + ... 
v=1 
daar 
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t;' 2 1 2 Het linkerlid, l v , is gelijk aan Gn(n+l) (2n+1), zodat wij voor o krijgen: 
o
2 (T) 1 1 k k 2 
-n(n+1)(2n+1) - 6 I t.(t.+1)(2tj+1) +l l t.(t .+l), 
6 j=l ) J j=l J J 
hetgeen door een korte herleiding in (14.3.8) overgaat. 
OPMERKING 14.3.3. Bij de berekening van de variantie van T 2ijn de t. als 
- J 
niet-stochastische grootheden behandeld, terwijl zij toch eigenlijk ook 
stochastisch zijn. De in (14.3.8) gebruikte notatie is dan ook niet juist; 
de berekende variantie is die van de voorwaardelijke verdeling van !• 
onder a 0 en ender de voorwaarde: ! 1 = t 1 , ! 2 = t 2 , ... ,!k = ~ · Wij zouden 
dus, strikt genomen, de volgende notatie moeten gebruiken: 
(14.3.11) 
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Opmerkenswaard is overigens, dat de volgorde der t. er in (14 . 3 . 8) niet ) 
toe doet; alleen D = l t~ komt in de formule voor. Bij de berekening van 
D behoeft dus op deze volgorde niet gelet te worden. 
De asymptotische normaliteit van ! bewijzen wij hier niet. Dit b ewijs is 
te vinden in: CONSTANCE VAN EEDEN and A. BENARD, A general class of dis-
tribution-free tests for symmetry containing the tests of Wilcoxon and 
Fisher, Proc . Kon. Ned . Akad. v. wet. A 60 (1957) and Indagationes 
Mathematicae l2, (1957) 381-391, 392-400, 401-408. 
De exacte verdeling van !• onder a 0 en onder de voorwaarde van gegeven t ' s 
(nu is de volgorde wel van belang) is, voor kleine n, gemakkelijk af te 
leiden. Voor n • 3 bijv. en zonder gelijken onder de absolute waarden, is 
deze verdeling te verkrijgen door op de 23 8 mogelijke manieren + of -
tekens toe te kennen aan de rangnummers 1, 2 en 3. Dit is in tabel 14.3.2 
uitgevoerd. 
Tabel 14.3 . 2. 
Afleiding van de verdeling van !1 onder a0 , 
voor n = 3, zonder gelijken 
1 + - + + - - + -
2 + + - + - + - -
3 + + + 
- + - - -
T 6 4 2 0 0 -2 
-4 -6 
Deze 8 mogelijke uitkomsten hebben alle kans 1/8, dus heeft de waarde 0 
de ka.ns 1/4, terwijl 6, 4, 2, -2, -4, -6, alle kans 1/8 hebben. 
Voor de berekening van deze exacte verdeling voor grotere n zijn 
recursieformules opgesteld, die te vinden zijn in het boven aangehaalde 
artikel van Constance van Eeden en A. Benard . 
Met behulp van deze methode zijn, voor n = 4(1 ) 20, de exacte kritieke 
waarden van de toets berekend, voor o 0,01; 0,02; 0,05 en 0,10 (twee-
zijdig); deze zijn in tabel 4 te vinden. De overige in tabel 4 vermelde 
kritieke waarden zijn gevonden met behulp van de normale benadering voor 
lBS 
de verdeling van ! onder H0 . Zij maken de toepassing van de toets uiter-
mate eenvoudig, althans als er geen gelijke absolute waarden zijn. Uit-
gebreidere tabellen van kritieke waarden en tabellen van overschrijdings-
kansen zijn te vinden in de reeds eerder genoemde handleiding . 
OPMERKINGEN. 
14.3 . 4. Zijn er wel gelijke absolute waarden, dan wordt hierdoor D ver-
groot, dus de variantie verkleind. Dit betekent, dat men, toch werkende 
met de variantie zonder gelijken, tot iets te grote overschrijdingskansen 
komt . Het verschil is echter, als er geen grote groepen gelijken zijn, 
klein . 
Zijn er gelijken, dan geldt tabel 4 niet meer exact, maar als het er 
niet te veel zijn, nog wel bij goede benadering. Twij felt men, dan kan 
men naast het gebruik van de tabel de normale benadering gebruiken. Bij 
kleine n en veel gelijken kan men de exacte verdeling bepa1en langs de 
boven aangegeven weg, en daarmede dan de exacte overschrijdingskans van 
de gevonden waarde van T. 
14.3.5. Uit tabel 14 . 3.1 blijkt, dat de intervallen tussen twee op elkaar 
volgende waarden, die door ! aangenomen kunnen worden, de 1engte 2 bezit-
ten, althans als er geen gelijken zijn. De continuiteitscorrectie, bij 
gebruik van de normale benadering, bedraagt daarom ±1. Zijn er wel gelij-
ken, dan is de zaa.k veel ingewikkelder. Men handhaaft dan gewoonlijk toch 
deze continu~teitscorrectie. 
VOORBEELD 14. 3. 1 • (Vervolg) 
Wij passen de toets nu toe op de gegevens van voorbeeld 14 . 2.1, waarop 
wij reeds eerder de toets van Stude.nt en de tekentoets hebben toegepast. 
De waarde van T kan berekend worden als in tabel 14.3.3. 
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Tal:lel 14 . 3.3. 
Bereken.ing van T voor de symmetrietoets van Wilcoxon 
voor de gegevens van tabel 14.2.1. 
verschillen in volgorde van rangnummer 
x. 
l. -
1000 absolute grootte met teken 
-17 + 2 + 2 
+ 2 + 2 + 2 
- 2 - 2 
-
2 
- 4 
- 4 - 4 
+ 2 + 5 + 5 
-17 
- 6 - 6 
- 6 
- 9 - 7 
- 9 -14 
- 8 I + 5 -1 7 - 9! 
-14 
-17 
- 91 
+ 
n = 10 T =9-46=-37 
Volgens tabel 4, geen rekening houdende met de gelijken, ge1dt 
0,025 < k1 < 0,05 I 
hetgeen dus bij linkseenzij dige toetsing met ai = 0,05 tot verwerping van 
de getoetste hypothese leidt. 
Voor toepassing van de normale benadering berekenen wij eerst D: 
D = 3 3 + 1 + 1 + 1 + 1 + 1 + 23 c 40 
en vervolgens (met (14.3 . 8 ) ): 
2 
a 
30 · 11 2 + 1000 - 40 
12 • 382,5; 
Derhalve wordt 
T+l = -36 
a 19,56 -1,84. 
hetgeen, volgens tabel 1, geeft : k
1 
<:::i 0,033. 
D.it klopt goed met de vorige uitkomst. 
a= 19,56. 
OPHER.KING 14.3.6. Dit voorbeeld is een illustratie van het grotere onder-
scheidingsvermogen van deze toets, in vergelijking met de tekentoets. 
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Immers, de laatstgenoemde leidde niet tot verwerping van de getoetste 
hypothese, de eerstgenoemde wel, evenals de toets van Student (voorbeeld 
14 .2 .1). 
~ 14.3.3. Los opgave 14.2.1 (blz. 170 ) op met behulp van de symmetrie-
toets van Wilcoxon . 
(Antwoord: T = 34, n = 9; volgens tabel 4 is bij a = 0,05 de rechter kri-
tieke waarde 35, zodat H0 nog net niet verworpen wordt. Met de normale 
benaderi ng: n = 11'.,R; ~3/16,8 = t ,Cl6; k = 0,05, dus net OJ;> hP.t YandjP.. Zou 
men in dit geval een exacte beslissing willen nemen, dan kan. dit alleen 
op grond van de exacte verdeling, rekening houdende met de gelijken.) 
~ 14.3 .4 . Pas de symmetrietoets van Wilcoxon toe op voorbeeld 14.2.2 
en opgave 14 . 2.2 . 
(Antwoord: voor de 25 verschillen ~ 0 van tabel 14 . 2.2 i s T = 251, 
D = 1411, a= 73,5, Tr = 193 voor a 
is T = 12, Tr = 44 voor a = 0,10.) 
Toetsen voor twee steekproeven 
0,01; voor de 12 dubbelverschillen 
Een verdelingsvr ije toets voor twee steekproeven, de mediaantoets, is reeds 
in §14 . l behandeld. Een tweede, de twee-steekproeven-toets van Wilcoxon, 
zullen wij nu bespreken . 
(14.3 . 12) Zijn ~1 ,~2 , •. . ,~m en i 11 i 2 , ... ,Xn twee onafhankelijke steekproe-
ven, dan houd.t de getoetste hypothese H
0 
in , dat al deze m + n stochastische 
grootheden dezelfde kansverdeling bezitten. Aan de vorm van deze kansver-
deling wordt geen enkele voorwaarde opgelegd. 
Een uitvoerige handleiding (met tabellen) voor deze t oets is: 
DORALINE WABEKE en CONSTANCE VAN EEDEN, Handleiding voor de toets van 
Wilcoxon, Rapport SW 4/70 van het Mathematisch Centrum, Amsterdam, 1970, 
waarin ook verdere literatuur is vermeld. 
Een korte beschrijving van de toets volgt hieronde.r. 
De toetsingsgrootheid W is gelijk aan de som van 
al tweemaal het aantal paren (x. , y.} 
l. J 
bl het aantal paren <><ri,yk) met ~ = 
met i,h = 1, ... ,m; j,k = 1, . . . ,n.*l 
met xi > yj, en 
yk ' 
* ) 
Vaak wordt ook de grootheid u iw als toetsingsgrootheid gebruikt. 
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De toets berust verder op de volgende stelling. 
STELLING 14.3.2. Indien B0 juist is, geldt voor W: 
(14.3 . 13) EW • mn, 
*) 2 mn(N3-D) (14.3.14) 0 <!:!> = 3N(N-1) 
met 
k (14.3.15) N m +n, D ., l t:l j j•l 
De tj geven weer de cmvangen der knopen aan; nu echter niet van de abso-lute waarden der waamemingen, maar van de waarnemingen zelf. Voor men 
n + ~ is !:! verder, onder B0 , asymptotisch normaal verdeeld. 2 De formule voor o geldt, evenals bij de symmetrietoets van Wilcoxon, 
voorwaardelijk voor gegeven waarden t 1 ,t2 , .•. ,~ (als de N waarnemingen in totaal uit k knopen bestaan) . 
Bet bewijs van (14.3.13) is zeer eenvoudig. Is nl. H0 vervuld, dan geldt voor ieder paar (i,j) (vgl. (14.3.5)): 
zodat, als ~i ~ lj' de verwachte bijdrage tot~ gelijk is aan 1. Is echter 
x
1 • yj, d.w.z. nemen ~i en ~j dezelfde waarde aan, dan is de bijdrage tot !:! ook 1. Daar er mn paren (i,j) zijn, volgt (14.3.13) hieruit onmiddellijk. De afleiding van (14.3.14) is ingewikltelder, maar eveneens 9eheel 
elementair. Bet kan gevoerd worden met behulp van de reeds eerder afge-leide relaties (14.3.10) en (14.3.8,. Daartoe herleiden wij eerst w tot 
*) Zijn er geen gelijken (0 ~ N), dan wordt deze formule: 
(14.3.14a) 
Tabellen van 
0 2(W) 1 ( 1) ., 3mn N+ . 
EU • lE!:! !mn, 
en 
~(N+l) l 
zijn, voor m = 1(1)100, n = 11(1)100 en ms n, te vinden in: Auxiliary table for Wilcoxon's two sample test, Raport 132/S 86 van het Mathematisch Centrum, Amsterdam. 
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een som van rangnummers. 
Wij nummeren alle N 
geven deze aan met 
m + n waarnemingen naar opklimmende grootte en 
aantal 
(14.3.16) 
waarbij dan weer geldt: 
(14.3.10) 
j-1 
r. = l ~ + !Ct.+1). 
J h=1 J 
Laat nu de rangnummers der xi zijn: R1 ,R2 , .. . ,Rm' dan defini~ren wij 
m 
R def \ (14 . 3.17) l Ri . 
i = 1 
De vol gende relatie bestaat dan tussen W en R: 
(14.3 . 18) w = 2R - m(m+l). 
(14.3.19) 
aantal 
dan geldt 
c14.3 . 19> L tj 
j 
Verder is dan 
(14 . 3.20) R = 
en 
l 
j 
N, 
\) . ) r. ) 
!N (N+1) I 
k j-1 
w l vj (tj - vj) + 2 l l \)j (~-\lh) 
j j=2 h=l 
(L k j - 1 th) - (~ \) . t . + 2 l l \) . J ) ) j ::j=2 h = l ) 
De laatste van dez e twee termen is geli j k aan (~ 
) 
2 k j-1 \ \), + 2 l L \) . \)h)" J ) j=2 h=l 
\2 
dus 2 Verder \) j J I = m 
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volgt, door invullen van (14.3.10) in (14.3.20): 
2R 
k j-1 
l "J· tJ. + 2 L l vj ~ + l vj j j=2 h• 1 j 
2 W +m +m W +m(m+l) . 
Wij kunnen dus i.p.v . met W ook met R werken, terwijl krachtens (14.3.18) 
geldt: 
(14.3.21) EW 2ER - m(m+l) 
en 
Onde r H0 bezitten alle ~i en ij dezelfde verdeling en zij vormen dus teza-
men een steekproef : 1 , •.• ,~ uit deze verdeling, die als het ware door een 
aselecte verdeling in twee groepen van m en n waar nemingen is gesplitst . De 
voorwaarde ~1 = t 1 , ~2 = t 2 , ••• ,~k ~ ~· waardoor de bijbehorende verza-
meling (14 .3 .16) van rangnummers bepaald wordt, voegt aan de steekproef 
: 1 .:2 , •.• ,:N deze verzameling rangn\.Ulllllers op ondubbelzinnige wijze toe. 
De stochastische grootheden ~1 ,~2 , ... ,~m kunnen dus, ender e0 en de voor-
waarden ~l - t 1 , ~2 = t 2 , . . . ,~ = ~ beschouwd warden als een aselecte 
steekproef (zonder teruglegging) uit deze verzameling van rangnummers. 
Voor iedere i 1,2, ... ,m geldt dan echter (vgl. (14.3.19a)): 
l (N+l) 
en dus 
(14 . 3 . 23) E~ = mE~i = lmCN+l). 
Tezamen met (14.3.21) wordt hieruit (14. 3.13) gemakkelijk opn ieuw verkre-
gen . Verder is 
(1 4. 3.24) 
Beschouwen wij vervolgens de simultane verdeling van een willekeurig paar 
(~j ' ~t), dan is dit dezelfde als van een steekproef van 2 zonder terug-
legging uit de verzameling (14.3 .16) van rangnummers. Dit paar kan dus (~) 
l 
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verschillende paren van waarden met gelijke kansen aannemen (als de volgorde 
binnen het paar buiten beschouwing gelaten wordt) , zodat geldt: 
Nu is, 
= 
weer volgens 
H~) -l {I 
J 
2 
r. + 
J 
2 2 (tj-tj)rj 
(14.3.19a): 
2 2 ( )
2 
}N (N+l) = ~ tj rj = l 
j J 
+ 2 
2 2 
t. r. 
J ) 
k j-1 
l l t. ~ r. j=2 h=l J ) 
k j-1 
+ 2 l l t. j=2 h=l J 
zodat wij, ook van (14 . 3 . 24) gebruik makende, krijgen: 
Verder is dan 
ER2 = E(l R.)2 = mER~ + m(m-l)E~1.~. = . -1 -1 ,, 
l. 
= m{(1 - mN--11) ER~ + (m-1)N(N+1)2} 
-l. 4 (N-1) 
{ 
2 (m-1)N(N+1) 2} =mN~lE~i+ 4(N-l) 
rh}-
~ r. J rh, 
Hierin kan nu ER1 = - t. r. rechtstreeks 
- N J J ontleend worden aan (14.3.8), 2 1 ~ 2 
indien daarin voor n gesubstitueerd wordt: N. Immers, volgens het bewijs 
van deze formule is o2 (T) = l tJ. r~, zodat 
- j J 
E~~ = M~N(N+l) (2N+1) - ~~ (D-N)} 
Substitutie hiervan in de vorige vergelijking en herleiding geeft: 
zodat volgt 
o
2 (R) 
waarin D l t~ is. 
J j 
ER2 - (ER) 2 mn(N
3
-D) 
12N (N-1) ' 
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Het bewijs van de asymptotische normaliteit van ~, ender H0 , geven 
wij niet. Dit is, voor het geval zonder gelijke waarnemingen, te vinden 
in 
H.B. ~ & D.R. WHITNEY, On a test of whether one of two random 
variables is stochastically larger than the other, Ann. Math. 
Stat. 18 (1947) 50-60 
en in 
D. VAN DANTZIG, Hoofdstuk 6 van de Kade rcursus NathQmatischo Statis-
tiek, Mathematisch CentruJ11, Amsterdam, 1947-1950. 
Bet bewijs van de asymptotische normaliteit als er wel gelijken optreden 
is ilnpliciet te vinden in: 
W.H. KRUSl<AL, A non-parametric test for the several sampl.e problem, 
Ann. Math. Stat. 23 (1952) 525-540 
en in 
D.J. SToKBR, oor •n klas van toetsingsgroothede vir die probleem van 
twee steekproewe, dissertatie Amsterdam, 1955. 
Bewijzen van de asymptotische normaliteit (met en zonder gelijken) zijn 
oak te vinden, en gemakkelijker toegankelijk, in de meer recente 
literatuur zoals bijvoorbeeld: 
en 
J. ~K & Z. ~IDAK, The theory of rank tests (1967); 
J. HA.:JEK, A course in nonparametric statistics (1969); 
H. WITTING & G. NOLLE, Angewandte mathematische Statistik (1970) 
J.O. GIBBa-IS, Nonparametric statistical inference (1971) . 
(Zie de literatuurlijst in de inleiding.) 
De exacte verdeling van ~, onder a0 , en onder voorwaarde van g •egeven t' s (met hun volgorde) is ook nu weer op eenvoudige wijze af te leiden, in-
dien m en n klein zijn. Daartoe schrijft men alle moqelijke steekproeven 
van m uit de N ; m + n door de t. bepaalde ranqnUllDllers op en berekent voor J iedere daarvan de door W aangenomen waarde. Iedere steekproef heeft de N -1 
-kans (m) en daaruit volgt direct de gezochte kansverdeling. 
OPGAVE 14.3.5. Bereken de exacte verdeling van ~ voor het geval m e 2, 
n - 3 met tl • 1, t2 a 2, t3 • 2. 
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Ook voor deze verdeling zijn recursieformules a f geleid, nl. in het boven 
aangehaalde artikel van MANN & WHITNEY voor het geval zonder gelijke waar-
nemingen en in 
L.J. SMID, On the distribution of the test statistics of Kendall 
and Wilcoxon's two sample test when ties are present, 
Statistica Neerlandica .!Q (1956) 205-214, 
voor het geval met gelijken. (Zie ook de boven aangehaalde boeken van 
HAJEK & SIDAK, en van IiA.:rEK.) 
In ta.bel 5 (a, b enc) zijn voor a= 0,02; 0,05 en 0,10 (tweezijdig) de 
kritieke waarden van W voor m,n = 1(1)15 en m s n geta.belleerd. Tabellen 
van exacte overschrijdingskansen, voor m 5 n 5 10 zijn te vinden in de 
bovengenoemde handleiding voor deze toets. Een nomogram, waaruit men de 
overschrijdingskansen kan aflezen, samengesteld door P.J. RIJI<OORT, is 
te vinden in: Statistische tabellen en .momogramnen, uitgegev,en onder redac-
tie van de Vereniging voor Statistiek door H.E. STENFERT KROESE N.V., Leiden. 
Uitgebreide tabellen vindt men ook in M. HoLLANOER & D. A. ~LFE, Nonparametic 
statistical methods (1973); zie de literatuurlijst in de inleiding. 
VOORBEELD 14.3.2. Wij behandelen nu het probleem van voorbeeld 14.2.3 
(blz. 174) met behulp van de twee-steekproeven-toets van Wilcoxon. Dit 
geschiedt gemakkelijk in de vorm van ta.be! 14.3.4. 
Ta.be! 14.3.4. 
Schema ter berekening van W 
waar- aantal malen bijdrage t3 
neming bij A bij B tot w ti l. 
24 0 l 0 l l 
26 
I 
1 2 4 3 27 
28 0 2 0 2 8 
29 2 3 26 5 125 
30 l l 17 2 8 
I 31 2 l 38 3 27 
I 32 2 2 44 I 4 64 34 2 0 48 2 8 
35 I 1 0 24 1 1 38 
I 1 0 24 1 1 
totaal m= 12 n= 12 w = 225 N= 24 D= 270 
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Bet is in dit geval iets eenvoudiger x en y in gedachten te verwisselen en 
dan w te berekenen. De uitkomst is dan 63 (de lezer controlere dit), het-
geen tezamen met de gevonden waarde, 225, gelijk is aan 2mn - 288. Deze 
controle is altijd nuttig voor het ontdekken van fouten bij de berekening 
van W. 
Storen wij ons niet aan de knopen en gebruiken wij tabel 5, dan vin-
den wij voor de tweezijdige overschrijdingskans 
(14.3.25) 0,02 < k < 0,05 
(maar zeer dicht bij 0,02), hetgeen iets groter is dan op blz. 
toets van Student gevonden werd. 
met de 
Berekenen wij de variantie met behulp van (14.3.14), dan vinden wij 
2 
a 
144 (243 - 270) 
3•24•23 - 1178,6; a = 34,3 
(de invloed der gelijken is gering; past men formule (14.3.14a) toe, 
dan krijgt men a = 34,6). 
Nu is 
lw-mnl - 1 
a 
225-144-1 c 2,33, 
34,3 
dus k A$ 0,02, in goede overeenstemmi.ng met (14.3 . 25). 
OPGAVE 14.3.6. Pas op de gegevens van opgave 14.2.3 de twee-steekproeven-
toets van Wilcoxon toe. 
(Opgave 80 van het Sommenboekje, onderdeel c; oplossing op blz. 119-120.) 
OPGAVE 14.3.7. Behandel voorbeeld 14.1.2 met behulp van de toets van 
Wilcoxon. Beschouw daarbij alle waarnemingen > 10 als ~~ knoop. 
(Antwoord: w = 11.265; mn = 9894; o = 320.371; o2 • 632.801; a= 795,5; 
w-µ-1/a. 1,72; k a 0,085.) 
OPGAVB 14.3.8. Over het a.antal verkeersongevallen met dodelijke afloop in 
twee steden A en B zijn de gegevens van tabel 14.3.5 beschikbaar. 
Onderzoek of in ~~ van beide steden systematisch meer onqevallen 
met dodelijke afloop optreden dan in de andere (onbetrouwbaarheidsdrempel 
0,05). Ga hierbij uit van de veronderstelling, dat een eventueel verschil 
tussen A en B in ieder der onderzochte jaren in dezelfde richting ligt en 
Tabel 14.3.5. 
Aantal ongevallen met dodelijke afloop in 
twee steden A en B 
Jaar Aantal ongevallen 
-- in A in B 
1920 99 75 
1921 97 93 
1922 105 81 
1923 97 101 
1924 109 93 
1925 105 97 
1926 116 87 
1927 110 113 
1928 125 103 
1929 117 93 
1930 130 I 105 1931 137 107 
1932 121 124 
1933 126 112 
1934 131 121 
1935 145 130 
1936 142 121 
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licht de keuze van de door U gekozen toets toe aan de hand van een graf iek 
van de gegevens. Wat is Uw conclusie? Welke verklaringen van het door U ge-
vonden ve:rschijnsel acht U aannemelijk? 
(Opgave 13 uit het Sommenboekje; oplossing (gedeeltelijk) op blz . 56-58.) 
OPMERKINGEN. 
14 . 3.7. Bestaan de waa:rnemingen uit "twee knopen, dan gaat de twee-steek-
proeven-toets van Wilcoxon over in de 2 x 2-tabel toets van § 14.1. Men ver-
gelijke: 
CONSTANCE VAN EEDEN, Verdelingsvrije toetsen voor twee steekproeven 
en de methode der 2 x 2-tabel, Statistica Neerlandica 10 (1956) 
157-162. 
14.3.8. Zoals i .n opgave 14.3.7 blijkt, is de toets van Wilcoxon voor twee 
steekproeven geschikt voor toepassing op afgeknot waarnemingsmateriaal. 
Dit is bijv. van belang bij levensduurproeven, waarbij het grootste deel 
der waarnemingen in betrekkelijk korte tijd verkregen wordt, terwijl men 
op enkele waarnemingen zeer lang moet wachten. Men kan dan beter de proef 
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enigsain• ultbreiden <• en n 9roter) en na een van tevoren vastgestelde 
tljd a!brelten (wa.arom "van tevoren vastqeateld"?l. 
OPGAW 14.3.9. 
a) Twee soorten gloeilampen moeten met elkaar vergeleken worden wat hun 
leven9duur betreft. o.&rtoe worden van de eerste soort 10 e:xelllplaren 
en van de t-.de t 2 ex.-plaren qenomen en deze worden gebrand tot ze 
doorbranden. De uitkoaaton zijn (in uron): 
x: 625, 637, 710, 770, 820, 843, 856, 920, 1070, 1225, 
y: 630, 683, 780, 830, 889, 970, 1028, 1150, 1210, 1470, 1520, 2090. 
Onderzoek of 6*1 van beid• soorten een sy•tematisch langere levensduur 
heeft den de andere 900rt (onbetrouwbaarheidsdreUlpel 0,05). 
b) Indien men de boven beschreven proef wil bekorten tot maximaal 1000 
uren, n~ de qegeven• d• volgende vorm aan: 
x: 825, 637, 710, 770, 820, 843, 856, 920, 2 waarnemingen > 1000, 
y: 630, 683, 780, 830, 889, 970, 6 waarnemingen > 1000. 
Toet• oolt voor deze .,egeven• de hypotheae, die U in deel a) van deze 
opqave 9etoet•t hebt. 
(Aanwijzin91 beschouw de waarnemingen die groter dan 1000 zijn alle 
ah qelijlc uitgevallen waarneminqen.) 
(()p9ave 24 uit het S011191enboekjai oploaainq op blz. 68-70 . ) 
14.4. Oodersch•idizl9sv•r1K>9en van de toetaen van Student, de tekentoets en 
de toetaen van Wilcoxon en a.aymptotiache eigenschappen. 
De be.reltenizl9 van hat onderachaiding•venne>qen hebben wij in hoofdstuk XIII 
voor binoaiale toat•en uitgevoerd. Voor de toet sen van Student ·kan een 
soortgalijke berakening uitgevoerd worden, die echter niet tot een inte-
qr-1 voe.rt, die -t d• nor.ale verdeling te benaderen is, maar tot de 
&<pl. niet-cantrale t-vardelin9, die evenala de normale verdeling (maar pas 
veal later) uitvoerig g•tabelleard i•. Bet onderscheidingsvermoqen heeft 
dezelfde soort vo:na al• bij de tekentoets, indien men op de horizontale as 
uitzat 
(14.4.1) II - µO 4 ----1 0 
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voor de toets voor 4en steekproef (\.1 is de werkelijke verwachting, \.lo de 
getoetste en a de spreiding van x) en 
(14.4.2) 
voor de toets voor twee steekproeven C\.1 1 - \.1 2 is het werkelijke verschil 
tussen de verwachtingen van x en l en 6 de getoetste waarde daarvan; a de 
gemeenschappelijke spreiding van~ en~). 
Bet onderscheidlilgsvermogen hangt dan af van het aantal vrijheids-
graden v - n - 1 bij een steekproef en v = m + n - 2 bij twee steekproeven. 
In figuur 14.4.1 is het onderscheidingsvermogen als functie van \.1 
geschetst in de vorm van enkele curven voor verschillende waarden van v, 
behorende bij a = 0,05. 
1T 
1.0 
0,8 
0 , 6 
0 ,4 
0 ,2 
0 
v=99 v=l9 
Fig. 14.4.1. Bet onderscheidingsvermogen van Student's tweezijdige 
toetsen met a = 0,05. 
Men kan bewijzen dat de toetsen van Student, indien de bijbehorende voor-
waarden van norlllllliteit en gelijke spreidingen vervuld zijn, het grootst 
mogelijke onderscheidingsvermogen bezitten. Oit houdt dus in, dat zij in 
dat geval meer onderscheidend zijn dan verdelingsvrije toetsen. Bet om-
gekeerde kan voorkomen als aan de genoemde veronderstellingen niet is vol-
daan, terwijl dan bovendien de onbetrouwbaarheidsdrempel van de toetsen 
van Student niet meer de opgegeven waarde bezit. 
De minst onderscheidende toets (in geval van normaliteit en ver-
schuivingen als alternatieven) voor 44n steekproef die wij hebben behandeld, 
is de tekentoets. Ter illustratie zullen wij, voor n = 20, deze toets 
vergelijken met die van Student. 
Wij stellen daarbij, voor de ee.nvoud, a 0. Bet onder-
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scheidingsvermogen van de toets van Student kan dan uit fig. 14.4.l afge-
lezenworden. Voor de tekentoets kan het als volgt berekend worden. 
Voor n = 20 zijn de kritieke waarden bij a = 0,05 volgens tabel 3, 
gelijk aan 5 en 15. Wij berekenen nu eerst, bijv. voor v = 0,5, de kans 
p
015 
op een positieve uitkomst. De beschouwde verdeling is dus N{O,S;l), 
zodat tabel l ons geeft: p015 • 1-0,31 • 0,69 . Vervolgens berekenen wij, 
met behulp van de normale benadering voor de binomiale verdeling, de kans 
op 15 of meer positieve uitkomsten onder de 20 waarnemingen. Noemen wij 
het aantal positieve uitkomsten ~· dan is 
Ea 20•0,69 = 13,8; o 2 {a) = 20·0,69·0,31 4,28; 
a = 2,07; 14 ,5 - 13,8 = O 34 2,07 t I 
zodat de gezochte kans, volgens tabel 1, ,.. 0,367 is. De kans om in het 
andere deel van de kritieke zone (a s 5) terecht te komen is gering en 
wordt buiten beschouwing gelaten. Uit fig. 14.4.l volgt, dat de overeen-
komstige kans, voor de toets van Student, ,.. 0,55 is. 
Analoge berekening voor v • 1, 1 , 5 en 2 leiden tot de in fig. 14.4.2 
geschetste curve . In deze figuur is, ter vergeJ.ijking, de desbetreffende 
curve voor de toets van Student eveneens opgenomen. Voor v • 0 is p0 = i 
en de onbetrouwbaarheid blijkt dan, bij opzoe.ken in een tabel van de bi-
nomiale verdeling, 0,0414 te bedragen, dus vrij aanzienlijk minder dan 
die van de toets van Student, waarvoor deze exact 0,05 is. Een gedeelte 
van het geringere onderscheidingsvermogen is aan deze kleinere onbetrouw-
baarheid te wijten. 
TI 
1,0 
0,8 
0,6 
0,4 
0,2 
0 , 05 
-3 - 2 -1 0 2 3 via 
Fig . 14.4.2. Onderscheidingsvermogen van de tekentoets in vergelijking met 
de toets van Student (~~n steekproef, a• 0,05 tweezijdig, n • 20). 
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OPGAVE 14.4.1. Voer de berekening voor fig. 14.4.2 uit. 
Bet onderscheidingsvermogen van de toetsen van Wilcoxon, even.als van vele 
andere verdelingsvrije toetsen, is minder gemakkelijk te bestuderen. De 
belangrijkste reden hiervan is, dat dit onderscheidingsvermogen niet ver-
delingsvrij is. Ook bij verschuiving der verdelingen ten opzichte van de 
getoetste ligging, met behoud van de vorm, is het onderscheidingsvermogen 
van deze vo.r:m afhanktol.ijk . 
Verder blijkt, dat, in tegenstelling met het eenvoudige karakter van 
de verdeling van de toetsingsgrootheden ! en ~ ender a0 , deze grootheden 
onder alternatieve hypothesen juist zeer ingewikkelde verdeli.ngen bezitten. 
Bet onderzoek naar de eigenschappen van verdelingsvrije toetsen vindt dan 
ook op vele andere manieren plaats, zoals: 
- het vergelijken van toetsen d.m.v. simulatie van steekproeftrekkingen 
uit bepaalde verdelingen m.b.v. de computer. Zie bijvoorbeeld 
J. HEMELRIJK, Experimental comparison of Student's and Wilcoxon's 
two-sample tests, Symposium Quantitative Methods in Pharmacology 
(1960) North-Holland; 
- de bestudering van het asymptotisch onderscheidingsvermogen. Hierbij 
gaat het zowel om de asymptotische verdeling van de toetsingsgrootheden 
ender alternatieve hypothesen, als om het onderzoek of een bepaalde 
toets al of niet asymptotisch meest onderscheidend is. Zie i.h.b. 
J. HArEK & Z. SIDAK, Theory of rank tests (1967) 
en 
H. WITTING & G. NOLLE, Angewandte mathematische Statistik (1976); 
- de bestudering van het lokale onderscheidingsvermogen. D.w.z. van het 
onderscheidingsvermogen in een (kleine) omgeving van een bepaalde rele-
vante parameterwaarde, i.h.b. een omgeving van de nulhypothese, bij een 
gegeven funktionele vorm van de alternatieve verdelingen. Een uitvoeri-
behandeling van het lokale onderscheidingsvermogen van vele verdelings-
vrij e toetsen is te vinden in de bovengenoemde werken van HAJEK & SIDAK 
en WITTING & NOLLE; 
- de bestudering van de (asymptotische) relatieve efficiency . Als men twee 
toetsen vergelijkt m.b.t. hun onderscheidingsvermogen, kan men ook kij-
ken naar het quoti~nt n/m, waar n staat voor een willekeurig vast aantal 
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waarneminqen en m voor het aantal waarneminqen dat men moet verrichten 
om voor een bepaalde vaste alternatieve parameterwaarde met de ene toets 
een even qroot onderscheidinqsvermoqen te bereiken als bi:I de andere 
toets met n waarneminqen. Dit quoti~t n/m geeft dan een indruk van de doeltreffendheid (efficiency) van de ene toets t.o.v . de andere . Deze 
eenvoudige vergelijkingsmethode is in verschillende richtingen ont-
wiltkeld . 
I.h.b. is de asymptotische relatieve efficiency van helanry. Bierbij is 
men o.a. gelnteresseerd in de limiet van quoti~ten n/m bij toename van deze steekproefgrootten onder bepaalde bijkomende voorwaarden m.b.t. het 
onderscheidingsvermogen en de alternatieve hypothesen. Veel gebruikte definities van asymptotische efficiency zijn die van PITMAN, BARADUR 
en van HoDGES & LEHMANN. 
Men ra.adplege weer de bovenvermelde werken van HAJEK & ~IDAK en van Wl'ITING & NOLLE, en de in 1977 te verschijnen MC-syllabus over efficiency-begrippen in de statistiek. 
De resultaten van al deze onderzoekingen kort samenvattend kan men m.b.t. het onderscheidingsvermogen van de teken- en Wilcoxon-toetsen het volgende 
opmerken. 
In die situaties, waarin aan alle voorwaarden m.b.t. de beste para-
metrische toe tsen (de Student-toetsen) is voldaan, hebben deze verdelinqs-
vrije toetsen (uiteraard) een qeringer onderscheidingsvermogen. 
Bij het steekproeftrekken uit normale verdelingen hebben zowel de 
2 een- als de tweesteekproeven tekentoets Pitman-efficiency i; 0,64 t.o.v. de betreffende Student-toetsen. De beide t oetsen van Wilcoxon hebben 
Pitman-efficiency ~ "' 0,95 t .o.v. de Student-toetsen. De Wilcoxo:n-toetsen 'II 3 . hebben Pitman-efficiency 2 t.o.v. de tekentoetsen in dezelfde situatie. Als de steekproeven daarentegen getrokken worden uit loqistische ver-delingen (d.w.z . verdelingen met diohtheden 
-""<µ< .. , o>O, 
deze hebben "dikkere" staarten dan de normale verdelingen) dan zijn de Wilcoxon-toetsen lokaal en asymptotisch meest onderscheidend. 
Als de steelcproeven getroltken worden uit dubbel exponenti~le ver-delingen (d.w.z. verdelingen met dichtheden 
0 > 0 I 
deze hebben weer " dikkere" staarten dan de logistische verdelingen) dan 
zijn de tekentoetsen lokaal en asymptotisch meest onderscheidend. 
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Daar i.h.a. echter niet veel konkrete informatie beschikbaar zal zijn 
over de vorm van de onderliggende verdeling, zullen de Wilcoxon-toetsen 
in vele gevallen aan te bevelen zijn . 
In het normale geval zijn zij praktisch gelijkwaardig met de Student-
toetsen en in andere gevallen ("scheve" basisverdelingen of verdelingen 
met "di.kke" staarten) vaak superieur of gelijkwaardig . De tekentoetsen 
zijn in de meeste gevallen inferieur aan de Wilcoxon-toetsen, maar van-
wege de eenvoud van uitvoering zeer geschikt voor een eerste ori~ntatie. 
Er bestaan echter andere, zij het iets meer gecompliceerde verde-
lingsvrije toetsen, die in het normale geval asymptotisch gelijkwaardig 
zijn aan de Student-toetsen. Voor informatie m. b.t . deze laatstgenoemde 
toetsen kan de lezer de in de inleiding genoemde literatuur over verde-
lingsvrije methoden raadplegen en ook de reeds eerder genoemde werken van 
HAJEK & SIDAK en WITTING & NOLLE • 
Bet boek van 
J . V . BRADLEY, Distribution-free statistical tests (1968) 
geeft voor vele verdelingsvrije toetsen uitvoerige informatie over (experi-
menteel) onderzoek naar het onderscheidingsvermogen bij kleine steekproeven 
en informatie over de Pitman-efficiency van deze toetsen t.o .v. elkaar. 
Van alle besproken toetsen kan, grofweg, gezegd worden, dat zij asympto-
tisch onderscheidend zijn, zodra de getoetste hypothese niet is vervuld. 
Zo is dit bijv. het geval voor de tweezijdige toetsen van Student als 
µ 'f µ 0 resp . µ 1 -µ2 F !!. is, maar ni~t als µ = µ 0 resp. µ 1 -µ2 = !!. is, ter-
wijl de verdeling niet normaal is of de spreidingen niet gelijk zijn. Het 
onderscheidingsvermogen stijgt dan soms wel boven de onbetrouwbaarheids-
drempel (zoals reeds eerder gesignaleerd), maar het behoeft niet tot 1 te 
naderen. 
Bij de toets van Wilcoxon voor twee steekproeven is de grootheid, 
waar het om gaat: 
(14.4.3) 
Onder H0 is dit verschil = 0 en als het ~ 0 is, is de tweezijdige toets 
asymptotisch onderscheidend. Voor de symmetrietoets is de zaak iets inge-
wikkelder. Men zie voor dat geval de eerder geciteerde literatuur . 
HOOFOSTUI< ~ 
BETROUWSAARHEIDSGRENZEN 
De theorie der betrouwbaarheidsgrenzen vormt de verbinding tussen de 
schattings- en de toetsingstheorie. Ook hier wordt het onderwerp van on-
derzoek gevormd door 66n (of meer) onbekende parameter(s) van een kansver-
deling, waarover door een reeks, gewoonlijk onafhankelijke, waarnemingen 
(15.1) 
inforroatie wordt verschaft . 
DEFINITIE 15.1. Een functie ~i = tC~1 ,~2 , ... ,~0 ) van de waarnemingen is 
een betzouwbaarheidsondergrens voor een onbekende parameter e , met onbe-
trouwbaarheidsdrempel a1 , indien geldt: 
(15.2) 
waarin e de (onbekende) waarde der parameter voorstelt. 
Analoog geldt, voor een bet:rouwbaarheidsbovengrens met onbetrouw-
baarheidsdrempel ar: 
(15. 3) P (t >8) 2:. l - a • 
-r r 
Tezamen vormen !ten !r een betro11Wbaarheidsinterval voor e, met onbe-
trouwbaarheidsdrempel a, indien geldt: 
(15. 4) 
OPMERl<INGEN. 
15.1. In alle praktisch voorkomende gevallen, waarbij voor 6~n parameter 
zowel onder- als bovengrenzen zijn afgeleid, geldt: 
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(15.5) 
Indien hieraan voldaan is, geldt 
(15.6) 
(De lezer bewijze dit.) 
15.2. Evenals bij toetsen kan de toevoeging "drempel" in "onbetrouwbaar-
he1.0.sOrempel" vervall.en, 1.n0.1.en ~.e. en ~r een cont1.nue kansver<lel1.ng btozit-
ten; de ongelijkheden (15.2,3 en 4) gaan dan in gelijkheden over - niet 
binnen, maar buiten de haken -. Zijn ~t en ~r discreet verdeeld, dan is 
de onbetrouwbaarheid hoogstens gelijk aan en in de regel kleiner dan de 
onbetrouwbaarheidsdrempel; de eerstgenoemde hangt van de onbekende waarde 
van 6 af, zodat hij zelf ook onbekend blijft. Voor sommige (mogelijke) 
waarden van e worden onbetrouwbaarheid en onbetrouwbaarheidsdrempel ge-
li j k, zodat de ongelijkheden (15.2,3 en 4) niet "verbeterd" kunnen worden. 
15.3. 1 -a.e., 1 -ar resp . 1 -a worden bet:rouwbaarheidscol'Jfficii'Jnt:en *) 
genoemd. 
15 . 4. Aan het einde van hoofdstuk XII hebben wij reeds enkele voorbeelden 
van (benaderde) betrouwbaarheidsgrenzen ontmoet. Wij zullen in dit hoofd-
stuk de exacte grenzen, behorende bij die voorbeelden, afleiden. 
Afl eiding met behulp van de toetsingstheorie 
Wij bespreken eerst het verband van de theorie der betrouwbaarheidsgrenzen 
met de toetsingstheorie, daarna met de schattingstheorie. 
Indien wij beschikken over een toetsingsmethode T, waarmee wij, op 
grond van de waarnemingen (15.1), iedere toegelaten (mogelijk geachte) 
waarde van de onbekende parameter kunnen toetsen, dan geldt de volgende 
stelling. 
STELLING 15.1. De verzameling der voor e t:oegelaten waarden (de parameter-
ruimt:e 0) wordt, door toepassing van de t:oetsingsmethode met onbetrouw-
baarheidsdrempel a, in twee deelverzamelingen gesplitst. Dit zijn: 
(15. 7) 
de verzameling van alle niet verworpen waarden, en 
*) Engels: confidence coefficient, of: confidence level. 
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( 15.8) 
de verzameling van alle ~ verworpen waarden, het complement van G met 
betrekking tot n. voor ~ geldt: 
( 15. 9) 
waarin e de werkelijke waarde van de onbekende parameter voorstelt (en 
"E:" de relatie: "is een element van"). ~ is dus een betrouwbaarheidsgebied 
voor 8, met onbGtrouwbaarheidsdrompel a. 
BEWIJS. Indien de werkelijke waarde 0 getoetst wordt, is, per definitie 
van a, de kans op verwerping s a. Hieruit volgt (15.9) direct. 0 
OPMERKING 15.5. Bij een toets T behoort dus een betrouwbaarheidsgebied G. 
Omgekeerd wordt T weer uit G verkregen door een getoetste waarde e0 te 
verwerpen, indien eo niet in ~ ligt en niet, indien eo E: ~· 
VOORBEELD 15.1. Betrouwbaarheidsinterval voor een onbekende kans. 
Wij leiden nu, volgens het in stelling 15 . 1 beschreven principe, een 
methode af om exacte betrouwbaarheidsgrenzen voor een onbekende kans te 
vinden. 
oaarvoor is de volgende hulpstelling nodig. 
LEMMA 15. 1. De rechteroverschrijdingskans 
n 
(15.10) l 
icx 
n l. i n-i p q 
van een binomiale verdeling, behorende bij een gegeven waarde van x, is 
een monotoon stijgende functie van p . (De linkeroverschrijdingskans is 
dus een monotoon dalende functie van p.) 
BEWIJS. Bes chouw een term van (1 5 .10): 
(15.11) ... ( ) def (n) i n-i 
.. p-ipq. 
Voor de afgeleide hiervan geldt 
(15 .12) 
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een relatie, die voor i ~ 0 en i n zijn geldigheid behoudt. Uit (15.12) 
volgt 
( 15 .13) $ ' (p) l > ~ < 0 voor i > np, voor i np, voor i < np. 
Is nu in (15.10) x > np, dan bezitten alle tenDen een positieve afgeleide, 
zodat dit voor de som ook geldt. Is x s np, dan is x-1 < np en dan bezit-
ten alle termen van de complementaire som (de linkeroverschrijdingskans 
van xl negatieve afgeleiden, dus hun som ook. Trekken wij deze som van 1 
af, dan wordt weer (15.10) verkregen, die dus ook in dit geval een posi-
tieve afgeleide bezit. 0 
Wij beschouwen nu eerst de rechtseenzijdige toets, die, bij gegeven n en 
ar' berust op een kritieke waarde xr, die echter nog afhangt van de ge-
toetste waarde p 0 . Deze waarde xr is de kleinste, waarvoor geldt 
(15.14) 
zodat 
(15 . 15) 
a , 
r 
> a 
r 
is. Vergroten wij nu p 0 , dan wordt volgens lemma 15.1 het linkerlid van 
(15.15) bij vasthouden van xr' eveneens vergroot, zodat hij > ar blijft. 
Dit betekent dat xr door vergroting van p0 niet kan dalen, maar -
uiteraard - wel kan stijgen. 
Bij een gegeven waargenomen waarde x van x (het aantal "successen" 
inn onafhankelijke proeven; dit is in dit geval het waarnemingsmateriaal), 
worden nu die waarden Po verworpen, waarvoor x > xr is. De waarde Po = 1 
wordt zeker niet verworpen, want daarvoor is de rechter kritieke zone leeg. 
Laten wij p0 nu dalen vanaf de waarde 1, dan wordt voor een zekere waarde 
van p 0 : xr = n, en xr daalt vervolgens trapsgewijze. 
Zolang echter xr > x is, wordt p 0 nog niet verworpen. Bij een zekere 
waarde van p
0 
gaat xr echter van de waarde x+l over in de waarde x. Deze 
waarde van p 0 geven wij aan met p9..; het is de eerst die verworpen wordt. 
Alle waarden p 0 > p9.. worden niet, alle waarden s p9.. wel verworpen. 
Volgens stelling 15.1 is dus p9.., die een functie van het aantal sue-
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cessen x is, de betrouwbaarheidsondergrens voor p, zodat, ais wij x weer 
als stochastisch beschouwen, geldt: 
(15 .16) 
waarin p de (onhekende) werkelijke waarde van de kans op succes voorstelt. 
De onbetrouwbaarheid o van de rechtseenzijdige toets is dus gelijk aan 
r 
die van de betrouwbaarheidsondergrens. In deze laatste betekenis zou hij 
juist met a 1 aangegeven worden. 
Uit het bovenstaande blijkt: 
STELLING 15.2. Een betrouwbaarheidsondergrens p 1 voor een onbekende kans 
wordt verJcregen door de grootste waarde van p 0 op te zoeken, waarvoor 
geldt: 
(15.17) 
met x = aantal successen en xr = de bij de voor deze ondergrens gekozen 
onbetrouwbaarheidsdrempel behorende rechter kritieke waarde de:r binomiale 
toets. 
Op analoge wijze wordt een betrouwbaarheidsbovengrens pr voor p gevonden 
als de kleinste waarde van p0 , waarvoor 
(15.18) 
met x1 = de linker kritieke waarde van de binomiale toets met de voor de 
bovengrens gekozen betrouwbaarheidsdrempel. 
Beschikt men over exacte tabellen van de binomiale verde1ing of van 
xr, voor vele waarden van n en p, aan kan men dus bij gegeven n en x, de 
bijbehorende waarden van p1 en pr door opzoeken bepalen. 
Voor n • 10 en x = 0, 1, ... , 10 is het resultaat daarvan voor a 1 • ar = 
0, 025 in fig. 15. 1 in beeld gebracht. De dik getrokken stukken der verti-
cale lijnen stellen de betrouwbaarheidsintervallen voor, de gestippelde 
gedeelten de verworpen hypothesen. De verbindingslijnen der grenspunten 
hebben slechts aanschouwelijke betekenis. De horizon tale dienen voor het 
gemakt van de aflezing*) . 
*) 
Deze figuur vindt men ook in het leerboek van Dr. L.N.H. BUNT, 
St:atistiek voor het voorbereidend hoger en middelbaar onderwijs, 
WOlters, Groningen 1956, blz. 150. Oaar wordt de hier kort :be-
sproken theorie uitvoerig en elementa ir uiteengezet. 
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Fig. 15.1. Betrouwbaarheidsintervallen voor p _bij n = 10 en a 1 • ar = 0,025. 
Voor grotere n kan men gebruik maken van de normale benadering met con-
tinuiteitscorrectie. Dit leidt tot expliciete formules voor p 1 en pr' als 
functie van n, x, a 1 en ar' die echter een benaderen
d karakter bezitten. 
Zij zijn echter veel nauwkeuriger dan de benaderingsformule (12.77) , die 
op slordige wijze is afgeleid. De beide formules zijn wel asymptotisch, 
voor n • ~, aequivalent. 
Voor de afleiding van de benaderingsf ormules maken wij gebruik van 
formules (13.42) en (13.43) voor x1 en xr, die op de normale benadering 
met continuiteitscorrectie berusten. De tweede hiervan luidt: 
(15.19) 
waarin uar de bij rechteroverschrijdingskans ar behorende waarde van de 
N(0,1)-verdeling is (tabel 1) en p 0 de getoetste waarde voorstelt. Deze 
formule geldt, zolang de uitkomst van het rechterlid ~ n is; is deze > n, 
dan is de benaderde rechter kritieke zone leeg. 
Lemma 15.1 doet vermoeden, dat xr (eigenlijk wordt bedoeld: het 
rechterlid van (15.19)), bij gegeven n en ar' een monotoon sti j gende 
functie, van p0 zal
 zijn. Daar het hier een benaderingsformule betreft is 
het wenselijk dit te controleren. 
Daartoe beschouwen wij de afgeleide naar p (voor het gemak laten wij 
de indices 0 en ar in deze berekening weg). 
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Deze is: 
x' = n + iun(1-2p)/fnp{1-p). 
r 
Voor kleine p is deze inderdaad positief, maar voor p dicht bij 1 wordt 
hij negatief. Wij tonen nu aan dat dit pas het geval is voor zo grote p, 
dat daarvoor xr > n is . Daartoe berekenen wij het punt, waar x~ = O. Dit 
is het geval voor 
lu (2p-1) lnp(l-p). 
Bet rechterlid van deze vergelijking is, voor 0 < p < 1, positief, het 
linkerlid dus ook. Dit betekent, dat de oplossing een waarde van p is, 
die > ~ is. 
Lessen wij de vergelijking nu op, dan verkrijgen wij als oplossing 
Invullen van deze waarden in (15.19) geeft na herleiding 
> n, 
waarmede het gestelde bewezen is. 
Wij kunnen nu dus (15.17) toepassen om de bij een waarde x behorende 
pl te berekenen. Dit geeft 
(15.20) 
waarin nu a 1 (= ar uit (15.19)) de onbetrouwbaarheidsdrempel van p1 voor-
stelt. Schrijven wij deze vergelijking als 
dan zien wij, dat het rechterlid ~ 0 is, zodat dus meet gelden 
Deze ongelijkheid geeft aan welke der beide oplossingen van de vierkants-
vergelijking, die door kwadrateren ont staat, de juiste is. Deze blijkt 
te zijn 
(15 . 21) 
Op analoge wijze verkrijgt men voor de bovengrens 
(15.22) 
(x+!)+ u~ +"\ l~ {<x+!lC~-x-!> +!u~} 
r Vu r r 
Pr "" ~~~~~~~~~~~2~~~~~~~~~-
n + u 
a 
r 
terwijl beide grenzen tezamen een betr ouwbaarheidsinterval vormen met 
a= ar + aR. . 
OPMERKING 15.5. Voor grote n en x wordt, door verwaarlozing van k l eine 
termen in teller en noemer, formule (12.77) teruggekregen. 
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Zet men de z o verkregen grenzen voor n = 100 uit tegen x/n als abscis, 
dan wordt fig. 15.2 verkregen . Doet men dit voor verschill ende waarden van 
n, dan verkrijgt men een bundel van de rgelijke lijnen*) . 
p 
0,9 
0,8 
0,7 
0,6 
0,5 
0,4 
0,3 
0,2 
0,1 
0 
0 
n 
0 , 2 J,4 0 , 6 0,8 x/n 
x 
r 
n 
Fig. 15.2. Benaderde betrouwbaarheidsintervallen voor p 
*) 
(n = 100, a R. a = 0,025) 
r 
Zi e bijv. W.J. DIXON & F.J . MASSEY Jr., Introduction to statistical 
analysis, 3rd ed . , McGraw- Hi l l , N. Y. -'l'or onto- London 1969, t abl e A-9 
of L.N. H. BUNT, 1.c. fig. 23. 
2 10 
Geven dus de verticale lijnen in deze figuur betrouwbaarheidsintervallen 
voor p aan (nl. p 1 en pr als functie van x), men kan zich ook afvragen, 
wat de interpretatie is van de snijpunten der twee krommen met een horizon-
tale lijn. De vergelijkingen der beide krommen worden gegeven door (15.20), 
waarvan het rechterlid (dus ook het linkerlid) xr voorstelt, en een daaraan 
analoge uitdrukking voor x1 • De snijpunten, bij constante p, zijn dus niet 
anders dan de kritieke waarden x1 en xr, behorende bij deze waarden van p 
als getoetse waarde. 
Behalve uit de formule valt dit ook direct in te zien. Immers ieder 
punt buiten de "vis" kaat overeen met een x en een p, die niet met elkaar 
in overeenstemm.ing zijn: de waarde van p wordt, bij toetsing op grond van 
x, verworpen. De buiten de vis gelegen punten van een horizontale lijn (dus bij (!~ p behorend) vormen dus tezamen alle waarden van x, die tot 
verwerping van deze waarde p leiden, dus juist de kritieke zones. 
In de figuur komt duidelijk tot uiting, dat x1 met pr' en xr met pi 
correspondeert. 
Het oorspronkelijke door J. NEYMAN bij de afleiding van deze methode 
*) gegeven bewijs verliep juist omgekeerd . Zijn redenatie was: teken de 
kromme xr en x1 als functie van p0 , de getoetste waarde. Er is (!~ hori-
zontale lijn (onbekend welke), die bij de werkelijke p behoort. Hierop 
komt dus het punt (p,~) terecht. De kans, dat het links van (of in) x1 valt is S a 1 (als toetsings-onbetrouwbaarhei d) en de kans, dat het rechts 
van xr komt is s ar. Realiseert zich geen van deze beide mogelijkheden, 
dan komt het punt (p,~) dus in de vis terecht (al weten wij niet waar) en deze kans is dus :i: 1 -a. Wij voorspellen nu: 
*) 
Het punt {p,~) komt in de vis terecht, een voorspelling met kans 
:i: 1 -a op juistheid. Vervolgens wordt ~ waargenomen; dit geeft een 
waarde x. Bet punt (p,x) ligt nu, volgens de voorspelling, in de vis, dus de bewering 
Bet punt (p, x) ligt in de vis heeft een betrouwbaarheid :i: 1 - a. Maar 
deze bewering is aequivalent met: p ligt tussen de snijpunten, die de 
verticale lijn door x met de beide krommen heeft. Dit zijn dus de 
betrouwbaarheidsgrenzen. 
In zijn allereerste publicatie hierover gaf NEYMAN 
wikkelder bewijs, dat in een later artikel tot het vene werd herleid. 
een veel inge-
hieronder gege-
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OPGAVE 15.1. In verband met de bij boekingen voor bungalows te volgen po-
litiek wil een reisbureau inzicht hebben in de kans op afzeggen van een 
vroeg gemaakte reservering. Uit de gegevens van het vorige jaar blijkt, 
dat van 221 vroege boekingen 33 tenslotte niet zijn doorgegaan. Overwogen 
wordt in de winter en lente een zekere overboeking toe te laten. oaartoe 
wenst men te beschikken over een boven- en een ondergrens voor de kans op 
afzeggen van een reeds geboekte bungalow. 
Bereken een betrouwbaarheidsinterval voor deze kans met tweezijdige 
onbetrouwbaarheid 0,01 . 
(Oplossing: a 1 • ar • 0,005, dus u01 = u0 r = 2,575 (tabel 1). Invullen in 
(15 .2 1) en (15.22) geeft p1 = 0,096 en pr = 0,224.) 
Eigenschappen van betrouwbaarheidsintervallen 
DEFINITIE 15.2. Een betrouwbaarheidsgebied G heet zuiver met betrekking 
tot de parameter e, indien voor iedere van de werkelijke waarde e verschil-
lende waarde e• geldt: 
(15 . 23) 
STELLING 15.3. Indien een toets T, voor de hypothese 0 = 00 , berust op 
een continu verdeelde toetsing::>groot.heid en voor iedere toegelaten waarde 
van eo zuiver is, dan is het bijbehorende betrouwbaarheidsgebied voor e 
ook zuiver. 
~· De continuiteit van de toetsingsgrootheid heeft tot gevolg, dat 
onbetrouwbaarheid en onbetrouwbaarheidsdrempel geli j k zijn. Geef beide 
aan met a. 
wordt nu een onjuiste waarde e• getoetst, dan is, wegens de zuiver-
heid van de toets, de kans op verwerping van 0 ' minstens gelijk aan a. 
De kans, dat 0 ' niet in G ligt, is dus ~ a (en in het algeroeen uiteraard 
> a) . 
Wordt echter de werkelijke waarde e getoetst, dan is de kans op ver-
werping daarvan :S a. 0 
OPMERKINGEN. 
15.6. Voor tweezijdige toetsen is het begrip zuiverheid niet erg zinvol , 
omdat (vgl. blz. 148) het onderscheidingsvermogen in dat geval verkregen 
wordt door optelling van de kanse n op twee geheel ongelijksoortige gebeur-
tcnissen , nl. het trekken van de juiste conclu~ie enerzijd~ ~n het trekken 
van een falikant verkeerde anderzijds . voor tweezijdige betrouwbaarheids-
intervallen is het begrip zuiverheid echter wel zinvol. 
15.7. E~zijdige betrouwbaarheidsintervallen zijn nooit zuiver in bovenge-
noemde zin. Immers is, voor een ondergrens tt, de relatie tt < e juist, dan geldt ook tt < 6' voor iedere 0 ' > e. Oit betekent, dat in plaats 
van (15 . 23) geldt: 
(15 . 24) voor iedere e• > e, 
hetgeen juist overeenkomt met onzuiverheid. 
Naar de andere kant, nl. voor 0" < 0, is een ondergrens echter al-
tijd zu1ver. Immers is tt < 6", dan ook t£ < e (daar 6" < 6) I dus geldt 
(15. 25) P(t <6) a P(t <0 " ) 
-2. 
- t voor iedere 6" < e. 
l\naloge relaties gelden voor een bovengrens tr . De al of niet zuiverheid 
van de bijbehorende toets i s hierbij niet ter sprake gebracht , hetgeen 
misschien de indruk zou kunnen wekken, dat deze voor dit resultaat niet 
van belang is. Dit is echter slechts schijn . Immers het is gemakkelijk 
uit (15.24 en 25) de (eenzijdige) zuiverheid van de bijbehorende toets a f 
te loiden. Dit betekent dus, dat de bij een ~enzijdig betrouwbaarheids -interval behorende toets altijd zuiver is; een onzuivere toets kan nooit 
tot e en eenzijdig begrensd betrouwbaarheidsgebied leiden. 
DErl~ITIF 15 . 3 . Ecn betrouwbaarheids~nterval voor e heet asymptotisch 
verd•<J jnend als voor de (stochastische) lengte ~ m !:r -!:.!!. geldt: 
(15.26) lim P(L>t) = 0 
n-- - voor iedere c > 0. 
STELLING 15 .4. WOrdt een betrouwbaarheidsondergrens !:t a£gel.eid uit e e n ~nzijdige toets T voor de hypothese 6 s o0 , die voor iedere a0 asympto-tisch onderscheidend is met betrekking tot iedere a• > 00, dan geldt: 
(15.27) lim P(~.I!. < 0 -~E) • 0 
n+"" 
voor iedere t > 0. 
Hetzelfde geldt, mutatis mutandis voor t . 
- r 
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BEWIJS . ~JI. < e - !e: betekent, dat de waarde e - !e: niet verworpen wordt. 
De kans hierop nadert echter voor n ~ ~ tot O. O 
STELLING 15.5. Wordt een tweezijdig betrouwbaarheidsinterval aEgeleid uit 
een tweezijdige toets, samengesteld uit twee eenzijdige asymptotisch 
onderscheidende toetsen, dan is het betrouwbaarheidsinterval asymptotisch 
verdwijnend. 
BEWIJS. Volgens de vorige stelling geldt (15.27) en 
(15.28) lim P(t >B+!e:l = 0 
~ -r 
voor iedere e: > 0. 
Daar voor ieder tweetal gebeurtenissen geldt: 
P(AVB) ~ P(A) + P(b) 
volgt hieruit, dat ook geldt: 
dus 
lim P(B-!e: S t < t S 6+!e:l 1, 
n....., -JI. -r 
waaruit (15.26) volgt. 0 
Heeft van twee toetsen T1 en T2 voor eenzelfde hypothese T1 overal een 
grater onderscheidingsvermogen dan T2 , dan verdient het bij T1 behorende 
betrouwbaarheidsgebied 21 de voorkeur boven het bij T 2 behorende 22 . 
Immers voor iedere 6' t 6 geldt dan 
(15.30) 
hetgeen betekent, dat ~l in de regel korter zal zijn dan 22 · 
VOORBEELO 15 .2. Betrouwbaarheidsgrenzen voor de mediaan. 
Laat van een grootheid ~ n onafhankelijke waarnemingen ~1 ,~2 , .. . ,~n be-
schikbaar zijn, terwijl gevraagd wordt een (~~nzijdige of tweezijdige) 
betrouwbaarheidsinterval voor de mediaan xM te bepalen. Wij veronderstel-
len - om complicaties te vermijden - dat ~ continu verdeeld is, zodat 
geen gelijke waarden onder de waarnemingen voorkomen (althans de kans 
daarop is 0). Voor xM geldt dan: 
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(15.31) 
Wij rangschikken nu de waarnemingen naar opklimmende grootte en geven ze 
dan aan met ~(l)'~( 2 ), ... ,~(n)' waarvoor dus geldt 
(15.32) 
Noem nu ~ het aantal der waarnemingen, die kleiner zijn dan een te toet-
sen waarde xM,O voor de mediaan, dan bezit ~· onder de hypothese ~ = xM,O' een binomiale verdeling met p = i, zodat voor toetsing van 
tabel 2, de tekentoets, gebruik gemaakt kan worden. 
Laat a
1 
de in die tabel gevonden (of eventueel de met behulp van de 
desbetreffende formule berekende) linker kritieke waarde zijn, behorende 
bij een onbetrouwbaarheidsdrempel Q1 . Dan wordt dus xM, 0 verworpen indien ~ een waarde s a
1 aanneemt. Nu is e chter ~ s a 1 aequivalent met: onder >\.i,o liggen a 1 of minder waarnemingen. Of ook: xM,O s ~(al+l) • 
Alle waarden s ~ Ca.e.+ l) worden dus verworpen, zodat volgens stelling (15 . 1) geldt: 
(15.33) 
De betrouwbaarheidsondergrens is dus de Ca
1+1)e waarneming bij rangschik-king naar grootte. Om redenen van symmetrie moet de betrouwbaarheidsboven-
grens met ar • Q.l' op dezelfde wijze gevonden worden, maar nu van "rechts" 
e naar "links" werkende . In plaats van de (a1+1) van onderen af moet nu e dus de Ca1+1) van boven af genomen worden. Deze draagt het nummer n - a 1 . (N .B.: niet n-a1-1!), zodat wij verkrijgen: 
(15.34) 
Een tweezijdige betrouwbaarheidsinterval wordt verkregen door ( 1S.33) 
en (15.34) te combineren. De notatie kan vereenvoudigd worden al.s wij Q.t. • Qr • la stellen . Geven wij de linker-kritieke waarde van de teken-
toets voor dat geval aan met r, zodat de rechter-kritieke waarde n-r 
wordt, dan geldt: 
(15 . 35) 
terwijl de beide grenzen ieder afzonderlijk ia als onbetrouwbaarheids-
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drempel hebben. 
OPMERKING 15.8. Hoewel wij verondersteld hebben, dat ~ continu verdeeld 
is, is toch de onbetrouwbaarheid hier niet gelijk aan de onbetrouwbaar-
heidsdrempel, omdat de toetsingsgrootheid discreet verdeeld is. 
Is x discreet verdeeld, dan treden complicaties op, die wij hier 
buiten beschouwing laten. 
OPGAVE 15.2. Het tingehalte van 20 aselect uit een grondlaag genomen mon-
sters bedraagt, uitgedrukt in de een of andere eenheid: 
21,4; 13,7; 14,0; 18,2; 7,7; 16,3; 27,4; 17,4; 23,1; 5,6; 22,0; 16,9; 
27,9; 22,8; 10,8; 23,5; 13,5; 19,0; 17,8; 18,0. 
Bepaal een tweezijdig betrouwbaarheidsinterval voor de mediaan van 
het tingehalte, met onbetrouwbaarheidsdrempel 0,05. 
(Oplossing: Volgens tabel 2 is r = 5. Bij rangschikking naar grootte 
blijken de grenzen te zijn: 14,0 en 22,0.) 
VOORBEELD 15.3. Betrouwbaarheidsgrenzen voor n 
Indien van een reeks van n onafhankelijke experimenten, met voor ieder 
kans p op succes, de waarde van p bekend is, maar n niet, kan men door 
directe toepassing van stelling 15.1 betrouwbaarheidsgrenzen voor deze 
onbekende n bepalen. De binomiale toets wordt daarbij dan niet gebruikt 
als toets voor hypothesen van de vorm p = p0 , maar, bij de bekende p, 
voor hypothesen van de vorm n = n0 . 
OPGAVE 15 . 3. Bij een reeks van n onafhankelijke experimenten, ieder met 
kans ! op succes, worden 20 successen verkregen. Bet aantal (n) is onbe-
kend. 
a. Gevraagd wordt een tweezijdig betrouwbaarheidsinterval voor n te be-
palen met a = 0,05. 
2 b. Los de opgave ook op als p = 3 is. 
c. Leid (met behulp van de normale benadering zonder continuiteits-
correctie) een algemene formule voor dit betrouwbaarheidsinterval af. 
(Opgave 21 uit het Sommenboekje; oplossing op blz. 63-65.) 
VOORBEELD 15.4. Betrouwbaarheidsgrenzen voor een symx:ietriepunt 
Indien de grootheid ~· waarvan n onafhankelijke waarnemingen beschikbaar 
zijn, symmetrisch verdeeld is om een onbekend punt ~ (dat tevens = xM en 
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• ~is), kan de symmetrietoets van Wilcoxon gebruikt worden om een be-
trouwbaarheidsinte:rval voor t te bepalen. 
De procedure is eenvoudig, maar eist, indien men geen vaardigheid 
in de toepassing bezit, nogal wat rekenwerk. Het komt eenvoudig hierop 
neer, dat men in plaats van de waarnemingen zelf, de getallen 
(15. 36) 
beschouwt en daarop, voor verschillende waarden van 6, de tweezijdige 
symmetrietoets toepast. Er zijn twee grenswaarden voor 6, 6r en t.1 , waar-bij juist verworpen moet worden, terwijl dit voor intermediaire waarden 
niet het geval is. Oit zijn dan de betrouwbaarheidsgrenzen voor t. 
De procedure kan ook eenzijdig worden uitgevoerd . De kri tieke waar-
den van de toets kunnen a.an tabel 4 of aan de desbetreffende formul.es 
worden ontleend. 
~ 15.4. De qeqevens van opgave 15.2 zijn ontleend aan een symmetrische 
verdeling. Bepaal een tweezijdige betrouwbaarheidsinterval voor het symme-
triepunt, met a • 0,05. 
OPLOSSING . 
A T 
15,0 109 ) 15,1 108 n • 20, rechter kritieke waarde ~ 106 15,2 105 
21 
-122 
20,7 
-110 ) n • 20, linker' kritieke waarde ... -106 20,6 
-104 
Het betrouwbaarheidsinterval is dus 
15,l < t < 20,7 . 
VOORBEBID I 5 · 5 · Betrouwbaarheidsinte:rval voor de verschuiving van een 
vcrdeling t~ opzichte van een andere 
Indien twee stochastische grootheden x_ en v op 
L een verschuiving na dezelf-de verdelinq bezitten, d.w.z. als 
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(15.37) x + 6 en ¥ 
voor een onbekende waarde van 6 dez.elfde verdeling bezitten, dan kan, op 
grond van twee onafhankelijke steekproeven ~l, ... ·~m en i 1 , •.. •ln een 
betrouwbaarheidsinterval voor de "verschuiving" 6 bepaald worden. 
Dit geschiedt geheel analoog aan het vorige voorbeeld, maar nu met 
behulp van de toets van Wilcoxon voor twee steekproeven. De hypothese 
b. .. ti.0 kan, met bchulp van di.a t
oets, voor i.adere i10 get oetst w
orden P.n 
de niet verworpen waarden vormen tezamen het betrouwbaarheidsgebied. 
De uitovering is in dit geval eenvoudiger dan in het geval van de 
symmetrietoets. Door de beide steekproeven ieder op een strookje milli-
meterpapier uit te zetten en deze langs elkaar te schuiven, zijn de k.ri-
tieke verschuivingen (waarbij nog juist niet of net wel verworpen wordt) 
gemakkelijk te bepalen. Bij verschuiving van het ene strookje ten opzichte 
van het andere verandert de waarde van de toetsingsgrootheid met 2 wanneer 
een x-streepje een y-streepje passeert. 
~15.5. 
Bepaal uit de gegevens van opgave 14.2.3 een tweezijdig betrouwbaarheids-
interval, met a • 0,05, voor de verschuiving van de verdelingen ten op-
zichte van elkaar. 
OPLOSSING. m • 10, n 
66 en 194. 
13, a s 0,05; de kritieke waarden van W zijn dus 
Zonder verschuiving (LI 0): 
x 
y w .. 114 
Met verschuiving van x over 0,93 naar rechts: 
x 
y w ., 193 
Met verschuiving van x over 0,69 naar links: 
x 
y w - 67 
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Bet interval is: 
-0,93 ~ A $ 0,69. 
Afleiding van betrouwbaarheidsgrenzen met behulp van de schattingstheorie 
Een andere methode om betrouwbaarheidsintervallen af te leiden berust op 
de schattingstheorie . Het principe van deze methode kan als volgt uiteenge-
zet worden. 
Laat. t een schatter van de onbekende parameter 9 zijn met E~ ~ 0 en 
2 2-
a (~) = a onafhankelijk van e. Laat verder de verdeling van ~' op de onbe-
kendheid van e na, bekend zijn, bijv. normaal . Dan geldt: 
(15.38) 
Bet interval {0-uiaa 9+u!aal heet een voorspellingsinterval voor ~; de 
voorspelling, dat ~ in dit interval zal liggen heeft een kans 1. -a juist 
te zijn. 
Dit interval laat zich echter gemakkelijk omrekenen tot een betrouw-
baarheidsinterval voor 6. Immers (15 . 38) is equivalent met 
(15 . 39) 
en het interval (~-uiaa,~+uiacr) is nu een betrouwbaarheidsinterval met 
on.betrouwbaarheid a . 
Op dit principe, zij het soms in gewijzigde vorm, berust de af leiding van 
vele betrouwbaarheidsintervallen . 
Volgens opmerking 15.5 behoort bij zo ' n interval ook weer een toets, 
zodat er geen essentieel verschil met de in het voorafgaande behandelde 
methode is. 
Een moeilijkheid is echter, dat de verdeling van t vaak niet zo een-
voudig van 0 afhangt, dat een vergelijking van de vorm (15.38) opgeschre-
ven kan worden. 
Beschouwen wij bijv. het geval van een binomiale grootheid x met 
2 -parameters n en p, waarvoor dus geldt: E~ = np en cr {x) = npq, dan hangen 
verwachting en spreiding beide van n en van p af. Zowel indien bij beken-
de n een betrouwbaarheidsinterval voor p bepaald moet worden {voorbeeld 
15.ll als wanneer p bekend is en een betrouwbaarheidsinterval voor n ge-
zocht wordt (voorbeeld 15.3), leidt dit tot complicaties, die gewoonlijk 
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omzeild worden op de in hoofdstuk XII beschreven wijze: vervanging van a 
door een schatter daarvan, zonder rekening te houden met het stochastische 
karakter daarvan (resultaat: formule (12.77)). Deze moeilijkheid treedt 
echter niet op indien men van de toetsingstheorie uitgaat. 
In nog sterkere mate geldt dit voor de voorbeelden 15.2, 4 en 5. 
In die gevallen berust de toets op een toetsingsgrootheid, die geen schat-
ter van de onbekende parameter is, zodat directe toepassing van de schat-
tingstheorie niet mogelijk is. En hoewel men in alle drie genoemde gevaL-
len wel een schatter voor de onbekende parameter kan aangeven, is de 
ve.rdeling van deze schatter of wel onbekend, ofwel afhankelijk van de vorm 
van de verdeling der waarnemingen ofwel beide, zodat het met behulp van 
de toetsingstheorie opgeloste probleem uitgaande van de schattingstheorie 
niet opgelost is of zelfs niet kan worden. 
Anderzijds zijn er echter gevallen, waarin de schattingstheorie 
even snel als de toetsingstheorie tot een oplossing (en dan ook tot de-
zelfde oplossing) voert. 
VOORBEELD 15.6. Betrouwbaarheidsgrenzen voor de verwachting van een nor-
male verdeling met onbekende spreiding 
Indien x N(µ,a)-verdeeld is, en ~1 ,~2 , ... ,~n vormen een steekproef uit 
deze verdeling, dan bezit volgens stelling 14.2.1 de grootheid 
(15.40) t 
een Student-verdeling met n - l vrijheidsgraden. 
In tabel 2 kan men nu de waarde tja opzoeken, die een tweezijdige 
overschrijdingskans a bezit en daarvoor geldt dus 
(15 . 41 ) 
of, na enige herleiding 
(15.42) 
s 
P cx-t 1 -=-
- 2a rn 
1 -a, 
s 
< µ < x + t 1 -=-) - 1 -a. 
2CL /il 
Dit is een tweezijdig betrouwbaarheidsinterval met onbetrouwbaarheid CL, 
ieder der betrouwbaarheidsgrenzen, die de eindpunten van dit interval 
zijn, bezit afzonderlijk onbetrouwbaarheid jci.. 
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~ 15.6. Bereken, in de veronderstelling van normaliteit, een tweezij-
dig betrouwbaarheidsinterval voor µ, met onbetrouwbaarheid 0,05, uit de 
gegevens van opgave 15.2. 
OPLOSSING. x 
t~o " t0,025 
! tx. = 17,85; s 2 - - 1- tCx -x> 2 = 34,99; s - 5,8; n l. n-1 i 
2,093 (v = 19). De grenzen worden: 15,1 en 20,6. 
VOORBEELD 15. 7. Betrouwbaarheidsgrenzen voor het verschil van de verwach-
ting van twee normale verdelingen met gelijke spreiding 
Indien x en X beide normaal verdeeld zijn, met verwachtingen µ 1 resp. µ 2 
en met dezelfde spreiding a, terwijl ~1 ,~2 , •.. , ~m en i 1 ,i2 , .•. 'ln twee 
onafhankelijke steekproeven uit deze verdelingen zijn, dan hee£t volgens 
stelling 14.2.2 de grootheid 
(15.43) t 
x - i - (µ - µ ) 
------'1-....:2:;_ / mn (m+n-2) 
r;;---:;- m +n {~~+ ~~ 
een Student-ve.rdeling met m + n - 2 vrijheidsgraden. 
Oerhalve geldt dan weer (15.41), waarbij t!o in de juiste regel van 
tabel 2 moet worden opgezocht. 
Nu valt deze vergelijking te herleiden tot 
(15.44) 
OPGAVE 15 .7. Bepaal, in de veronderstelling van normaliteit, uit de gege-
vens van 14.2.3 een tweezijdig betrouwbaarheidsinterval, met o = 0,05, voor 
ul - µ2 . 
(Opgave SOb van het Sommenboekje; oplossing op blz. 119: 
-0,755 ~ u1 - µ 2 < 0,609.J 
VOORBEELD 15.8. Betrouwbaarheidsgrenzen voor het verschil van t"Wee 
onbekende kansen 
Een toets voor de de gelijkheid van 2 kansen (H0 : p 1 =p2 ) is in het beqin 
van hoofdstuk XIV behandeld. Deze toets leent zich echter niet voor het 
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toetsen van hypothesen van de vorm p1-6 = p 2 , zodat hieraan geen betrouw-
baarheidsinterval voor 6 = p 1-p2 te ontlenen valt. Een dergelijk interval 
moet dus op andere wijze afgeleid warden en hiervoor is geen andere methode 
bekend dan de aan het eind van hoofdstuk XII reeds beschreven methode 
"voor grate steekproeven". 
Beschikken wij over 2 onafhankelijke reeksen van n 1 resp. n 2 proeven, 
waarvan de ene betrekking heeft op p1 en de andere op p 2 , en zijn de aan-
tallen successen ~l resp . ~2 , dan zijn deze grootheden binomLaal verdee1d 
en onafhankelijk van elkaar. 
Als schatter voor p 1 resp. p 2 kunnen ~1 ;n1 resp. ~2;n2 dienen 
(vgl. (12.31)) en als schatter voor p 1-p2 gebruiken wij daarom de groot-
heid 
(15.45) d 
Voor de verwachting en de variantie van ~ geldt: 
(15 . 46) Ed cr2Cdl 
(De lezer bewijze dit . ) 
Zijn n 1 en n 2 niet te klein, dan zijn ~1 en ~2 en derhalve ook d bij 
benadering normaal verdeeld, zodat geldt: 
(15.47) 
Hieruit volgt een benaderd betrouwbaarheidsinterval, als men a(~) door 
een schatting van die grootheid vervangt. Daartoe vult men gewoonlijk in 
2 de formule voor a (~) (15.46) de schatters ~ /n1 resp. ~2/n2 in voor P1 
resp. p 2 , hetgeen leidt tot de schatter: 
1 
(15 . 48) 2 s + 
2 2 Soms gebruikt men oak noemers n
1 
cn1- 1) en n 2 Cn2-1), am de schatter zui-
ver te krijgen (vgl. (12.76)), maar de betekenis van deze correctie is 
beperkt, omdat dan wel voor o2 , maar niet voor o, een zuivere schatter 
verkregen wordt, ten.1ijl bovendien voor grote n de invloed van de correc-
tie gering is. 
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Het (tweezijdige) betrouwbaarheidsinterval, al of niet met deze cor-
rectie, wordt dus: 
( 15.49) 
Seide grenzen afzonderlijk bezitten als (benaderde) onbetrouwbaarheids-
drempel ~a. 
OPGAVE 15 . 8. Bereken een tweezijdig betrouwbaarheidsinterval met a' 0,01, 
voor het verschil p
1 
-p2 van de ziektekans van sel derieplanten op grond 
van de gegevens van voorbeeld 14.1.1. 
OPLOSSING. 
s = 0,0639. 
2 
s 
20 · 80 46·54 
---+ ---
106 106 
Het betrouwbaarheidsinterval wordt (met u!a 2,575): 
0,004084; 
OPMERKING 15.9. De bij dit betrouwbaarheidsinterval behorende t oets stelt 
ons in staat de hypothese p 1-p2 s d0 , met gegeven waarde van d 0 , bij bena-dering te toetsen door na te gaan of d0 in het betrouwbaarheidsinterval ligt of niet . De methode der 2 x 2-tabel (par. 14. 1) geldt alleen voor 
d0 = 0, maar is voor dat geval exact uitvoerbaar voor kleine n 1 en n2 , terwijl voor grote n1 en n2 de bijl>E!horende benadering (zie b l z. 159) beter is dan de hier beschrevene. Voor d0 = 0 is dus de laatstgenoemde 
methode te prefereren. 
Hiermede zijn een aantal der ganbare schattings- en toetsingsmethoden 
beschreven. Een veel groter aantal is buiten beschouwing gelaten. Het 
in deze cursus bestreken gebied bevat bovendien slechts een zeer klein 
gedeelte van de momenteel beschikbare statistische technieken. Lezers, die z ich verder in de mathematische statistiek wensen te verdiepen kunnen de in de inleiding vermelde leer- en handboeken raadplegcn. 
§1. Normale verdeling . 
Bewijs van de formule 
(A.1.1) 
2 
+o> -! (x--µ) 
1 I ,? 
- - e 
a& 
_.,. 
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APPENDIX 
dx 1. 
x:-µ Geven wij het linkerlid aan door L en substitueren wij u = ~, dan komt 
er, daar dx = odu is, 
L 
Derhalve is 
+o> 
1 Jf 211 
2 
e-!u du. 
2 2 
e-!<u +v ) dudv 
2 2 2 
en overgang op poolcoOrdinaten r en $ geeft, daar r ~ u +v en 
dudv 0 rdrd$ 
Afleidin<a: van de 
Volgens (9.4) is 
µ1 
Substitueer u 
1 
211 
momenten 
+o> 
1 
f -!r2 r e dr 
0 
(fo:nnule (9.9)) 
2 
- !(x-µ) 
2 (1 f x e dx. a& 
x-µ; 
x"' ucr+µ, dx crdu: a 
1. 
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..... 
2 1 I (uo+µ) e-iu du"' 1.11 ---n:; 
-
+co 2 +co 2 
D...£_ I u e-!u du+ _l.I_ I e-iu du. l2iT fi.rr 
-
De eerste term valt weg wegens symmetrie van het argument ender de inte-
graal en de t:weede term is volgens (A. 1.1) gelijk aan ll • Dus is 
(A. 1.2) µ. 
Verder is 
2 
+co -! (x-U) +co 
2 f 
2 I (OU+lJ) 2 __ 1_ 2 0 dx ~ _1_ e-!u du • 1.12 x e 
oili 
.... ili 
-«> 
daar nu de middelste term wegvalt. Nu is, met partieel integreren, 
-
2 +co +c>o 2 f u2 e-iu2 du 5 [-u e-!u] + I e -iu du = /2lr, _.,, 
hetqeen na invullen geef t 
(A.1. 3) 
§2. E?Cponenti~le verdeling 
Als ~1 ,~2 , ... ,~n onderling onafhankelijk verdeeld zijn volgens dezelfde 
exponenti!le verdeling 
(A.2.1) 
dan is 
(A.2.2) 
BEWIJS. Als 
(A. 2.3) 
El_•_!!_). 
- n-1 
x 
y def 
n 
l x. 
i=l - i 
ex 
n 
n l ~i). 
i=l 
dan is de verdelingsdichtheid f(y) van l 
(A . 2.4) 
Dit kan als volgt met behulp van volledige inductie 
(A.2 .1) volgt voor de verdelingsdichtheid 
-AX. 
(A . 2.5) g(xi) >.e l. = 
dus voor n = 2 is (zie (11.5)) 
(A. 2.6) f(y) = J g(x)g(y-x)dx 
0 
).2 f e->.y dx = 
0 
2 ->.y 
>. ye 
g(xi) van 
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bewezen worden. Uit 
~i 
Stel nu dat (A.2. 4 ) juist is voor n - 1, dan wordt de verdelingsdichtheid 
voor de som van n grootheiden ~i 
(A . 2. 7) 
Uit (A.2.4) volgt nu 
(A.2.8) 
daar (zie (A.2.7)) 
->.y 
e . 
->.y ).n (n- 2)! >. 
e dy • - ~-(n-1 l ! ~ - n-1 ' 
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Dus is 
(A.2.9) 
.. 
f Yn-1 e-Ay dy ~ 1. 
0 
0 
0 u 
u 0 1 2 
0,0 5000 4960 4920 
0, l 4602 4562 4522 
0,2 4207 4168 4129 
0,3 3821 3783 3745 
0,4 3446 3409 3372 
0,5 3085 3050 3015 
0,6 2743 2709 2676 
0,7 2420 2389 2358 
0,8 2119 2090 2061 
0,9 1841 1814 1788 
1,0 1587 1562 1539 
1,1 1357 1335 1314 
1,2 1151 113l 1112 
1,3 0968 0951 0934 
1,4 0808 0793 0778 
1,5 0668 0655 0643 
1,6 0548 0537 0526 
1,7 0446 0436 0427 
1,8 0359 0351 0344 
1,9 0287 0281 0274 
2,0 0228 0222 0217 
2,1 0179 0174 0170 
2,2 0139 0136 0132 
2,3 0107 0104 0102 
2,4 0082 0080 0078 
2,5 0062 0060 0059 
2,6 0047 0045 0044 
2,7 0035 0034 0033 
2,8 0026 0025 0024 
2,9 0019 0018 0018 
3,0 0013 0013 0013 
3, 1 0010 0009 0009 
3,2 0007 0007 0006 
3,3 0005 0005 0005 
3,4 0003 0003 0003 
TABEL 1 
N(0,1)-verdeling 
Waarden van k ·104 voor u=0,00(0,01)3,49. 
r 
k • - 1- J"" e-!v2 dv. 
r l2if u 
3 4 5 6 
4880 4840 4801 4761 
4483 4443 4404 4364 
4090 4052 4013 3974 
:no1 3669 3632 3594 
3336 3300 3264 3228 
2981 2946 2912 2877 
2643 2611 2578 2546 
2327 2296 2266 2236 
2033 2005 1977 1949 
1762 1736 1711 1685 
-
1515 1492 1469 1446 
1292 1271 1251 1230 
1093 107~ 1056 1038 
0918 0901 0885 0869 
0764 0749 0735 0721 
0630 0618 0606 0594 
0516 0505 0495 0485 
0418 0409 040l 0392 
0336 0329 0322 0314 
0268 0262 0256 0250 
0212 0207 0202 0197 
0166 0162 0158 0154 
0129 0125 0122 0119 
0099 0096 0094 0091 
0075 0073 0071 0069 
0057 0055 0054 0052 
0043 0041 0040 0039 
0032 0031 0030 0029 
0023 0023 0022 0021 
0017 0016 0016 0015 
0012 0012 0011 0011 
0009 0008 0008 0008 
0006 0006 0006 0006 
0004 0004 0004 0004 
0003 0003 0003 0003 
7 8 9 
4721 4681 4641 
4325 4286 4247 
3936 3897 3859 
3557 3520 3483 
3192 3156 3121 
2843 2810 2776 
2514 2483 2451 
2206 2177 2148 
1922 1894 1867 
1660 1635 1611 
1423 1401 1379 
1210 1190 1170 
1020 1003 0985 
0853 0838 0823 
0708 0694 0681 
0582 0571 0559 
0475 0465 0455 
0384 0375 0367 
0307 0301 0294 
0244 0239 0233 
0192 0188 0183 
0150 0146 0143 
0116 0113 0110 
0089 0087 0084 
0068 0066 0064 
0051 0049 0048 
0038 0037 0036 
0028 0027 0026 
0021 0020 0019 
0015 0014 0014 
-
0011 0010 0010 
0008 0007 0007 
0005 0005 0005 
0004 0004 0003 
0003 0003 0002 
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Een 5 betekent, dat bij afrondin9 naar het dichtsbijgelegen oneven cijfer 
afgerond moet worden. 
Een 5 wordt naar het dichtsbijzi j nde ~ cijfer afgerond. 
~ 
I 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
I 
15 
16 
17 
I 18 19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
.. 
Tabel 2 
waarden van t,,, bij tweezijdige overschrijdingskansen k van de Student-verdeling 
0,9 0,8 0,7 0,6 0,5 0,4 0,3 0,2 0, 1 0,05 0,02 
0,158 0,325 0,510 0, 727 1,000 1,376 1 ,963 3,078 6,314 12,706 31,821 
0, 142 0,289 0,445 0,617 0,816 1,061 1,386 1,886 2,920 4,303 6 ,965 
0, 137 0,277 0,424 0,584 0,765 0,978 1,250 1 ,638 2,353 3, 182 4,541 
0, 134 0,271 0,414 0,569 0,741 0,941 1t190 1,533 2t132 2, 776 3,747 
O, 132 0,267 0,408 0,559 0, 727 0,920 1,156 1,476 2,015 2,571 3,365 
0, 131 0,265 0,404 0,553 0, 718 0,906 1,134 1,440 1,943 2,447 3,143 
0, 130 0,263 0,402 0,549 0, 711 0,896 1t119 1 ,415 1,895 2,365 2,998 
0, 130 0 ,262 0,399 0,546 0,706 0,889 1,108 1,397 1,860 2,306 2,896 
O, 129 0,261 0,398 0,543 0,703 0,883 1,100 1,383 1,833 2,262 2,821 
o, 129 0,260 0,397 0,542 0,700 0,879 1 ,093 1,372 1 ,812 2,228 2,764 
0, 129 0,260 0,396 0,540 0,697 0,876 1 ,088 l,363 1,796 2,201 2,718 
0, 128 0,259 0,395 0,539 0,695 0,873 1,083 1,356 1,782 2, 179 2,681 
0, 128 0,259 0,394 0,538 0,694 0,870 1,079 1,350 1,771 2, 160 2,650 
0, 128 0,258 0,393 0,537 0,692 0,868 l,076 l,345 1,761 2,145 2,624 
0, 128 0,258 0,393 0,536 0,691 0,866 l ,074 1,341 1,753 2,131 2,602 
0, 128 0,258 0,392 0,535 0,690 0,865 l,071 1,337 1, 746 2, 120 2,583 
0, 128 0,257 0,392 0,534 0,689 0,863 1,069 1,333 1, 740 2,110 2,567 
0, 127 0,257 0,392 0,534 0,688 0,862 1,067 1,330 1, 734 2, 101 2,552 
0, 127 0,257 0,391 0,53l 0,688 0,861 1,066 1,328 1, 729 2,093 2,539 
0,127 0,257 0,391 0,533 0,687 0,860 1,064 1,325 l, 725 2,986 2,528 
0, 127 0,257 0,391 0,532 0,686 0,859 1,063 1, 323 1, 721 2,080 2,518 
0 , 127 0,256 0,390 0,532 0,686 0,858 1,061 1,321 1, 717 2,074 2,508 
O, 127 0,256 0,390 0,532 0,685 0,858 1,060 1,319 1,714 2,069 2,500 
0, 127 0,256 0,390 0,531 0,685 0,857 1,059 1,318 1, 711 2,064 2,492 
0, 127 0,256 0,390 0,531 0,684 0,856 1,058 1,316 1,708 2,060 2,485 
O, 127 0,256 0,390 0,531 0,684 0,856 1,058 1,315 1,706 2,056 2,479 
0, 127 0,256 0,389 0,531 0,684 0,855 1,057 1,314 1,703 2,052 2,473 
o, 127 0,256 0,389 0,530 0,683 0,855 1 ,056 1,313 1,701 2,048 2,467 
0, 127 0,256 0,389 0,530 0,683 0,854 1,055 1, 311 1,699 2,045 2,462 
0, 127 0,256 0,389 0,530 0,683 0,854 1,055 1,310 1,697 2,042 2,457 
0,12566 0,25335 0,38532 0,52440 0,67449 0,84162 1,03643 1,28155 1,64485 1, 95996 2,32634 
. -
0,01 
63,657 
9,925 
5,841 
4,604 
4,032 
3,707 
3, 499 
3,355 
3,250 
3, 169 
3, 106 
3,055 
3,012 
2,977 
2,947 
2,921 
2,898 
2,878 
2,861 
2,845 
2,831 
2,819 
2,807 
2,797 
2,787 
2, 779 
2, 771 
2,763 
2,756 
2,750 
2,57582 
IV 
IV 
CD 
n 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
137 
38 
39 
140 
141 
142 
143 
144 
145 
46 
47 
48 
49 
:so 
Tabel 3 
*) Linker kritieke waarden van de tweezijdige tekentoets 
Onbetrouwbaarheidsdrempel (a n Onbetrouwbaarheidsdrempel (a) 
0 , 01 0,02 0,05 0,10 0,01 0,02 0,05 0, 10 
- - - - 51 15 16 18 19 
-
- - - 52 16 17 18 19 
-
- - - 53 16 17 18 20 
-
-
- - 54 17 18 19 20 
- - - 0 55 17 18 19 20 
-
- 0 0 56 17 18 20 21 
- 0 0 0 57 18 19 20 21 
0 0 0 1 SS 18 19 21 22 
0 0 1 1 59 19 20 21 22 
0 0 1 1 60 19 20 21 23 
0 1 1 2 61 20 20 22 23 
1 1 2 2 62 20 21 22 24 
1 1 2 3 63 20 21 23 24 
1 2 2 3 64 21 22 23 24 
2 2 3 3 65 21 22 24 25 
2 2 3 4 66 22 23 24 25 
2 3 4 4 67 22 23 25 26 
3 3 4 5 68 22 23 25 26 
3 4 4 5 69 23 24 25 27 
3 4 5 5 70 23 24 26 27 
4 4 5 6 71 24 25 26 28 
4 5 5 6 72 24 25 27 28 
4 5 6 7 73 25 26 27 28 
5 5 6 7 74 25 26 28 29 
5 6 7 7 75 25 26 28 29 
6 6 7 8 76 26 27 28 30 
6 7 7 8 77 26 27 29 30 
6 7 8 9 78 27 28 29 31 
7 7 8 9 79 27 28 30 31 
7 8 9 10 80 28 29 30 32 
7 8 9 10 81 28 29 31 32 
8 8 9 10 82 28 30 31 33 
8 9 10 11 83 29 30 32 33 
9 9 10 11 84 29 30 32 33 
9 10 11 12 85 30 31 32 34 
9 10 11 12 86 30 31 33 34 
10 10 12 13 87 31 32 33 35 
10 11 12 13 88 31 32 34 35 
11 11 12 13 89 31 33 34 36 
11 12 13 14 90 32 33 35 36 
11 12 13 14 91 32 33 35 37 
12 13 14 15 92 33 34 36 37 
12 13 14 15 93 33 34 36 38 
13 13 15 16 94 34 35 37 38 
13 14 15 16 95 34 35 37 38 
13 14 15 16 96 34 36 37 39 
14 15 16 17 97 35 36 38 39 
14 15 16 17 98 35 37 38 40 
15 15 17 18 99 36 37 39 40 
15 16 17 18 100 36 37 39 41 
*) " - " betekent dat voor de betreffende waarden van n en ex voor geen 
enkele waarde van de toetsingsgrootheid de tweezijdige overschrij-
dingskans s a is. 
229 
230 
Tabel 4 
Rechter kritieke waarden van de tweeijzidge symmetrie-
*) toets van Wilcoxon 
Onbetrouwbaarheidsdrempel (<X) 
n 
0,01 0,02 0,05 0,10 
4 
- -
- -
5 
-
-
- 15 
6 
- - 21 17 
7 
-
28 24 22 
8 36 34 30 26 
9 43 39 35 29 
10 49 45 39 35 
11 56 52 46 40 
12 64 60 52 44 
13 73 67 57 49 
14 81 75 63 55 
15 90 82 70 60 
16 98 90 78 66 
17 107 99 85 71 
18 117 107 91 77 
19 126 116 98 84 
20 136 124 106 90 
21 151 135 115 97 
22 161 145 123 103 
23 172 154 130 110 
24 182 164 140 118 
25 193 175 147 125 
26 205 185 157 131 
27 216 196 166 138 
28 228 206 174 146 
29 241 217 183 155 
30 253 229 193 161 
*) " - " betekent dat voor de betreff ende waarden van n en a voor geen 
enkele waarde van T de tweezi j dige overschrijdingskans s a is. Voor 
n s 20 zijn de kritieke waarden exact berekend, daarboven met behulp 
van de normale benadering . 
*) 
Ta.be! 5a 
* ) 
Kr i L lukc waarden van de t weezijdigc toets voor twee s t eckprocve n van Wi l coxon voor m S n S 15 en a= 0 , 02 
~ I 2 3 4 5 6 7 8 9 10 11 12 13 1'I 15 
I ~ - .. - - - - - - - - - - - -
2 - ~ - - - - - - - - - - 52 56 60 
3 
-
- ~ - - - 42 48 52 58 64 68 74 80 0'1 
4 - - - ~ 40 46 54 60 66 74 00 06 94 100 106 
!.i 
- -
-
0 >Z S6 64 72 00 00 96 104 112 120 128 
6 - - - 2 4 ~ 76 84 94 104 114 122 132 142 150 
7 - - 0 2 6 0 ~ 12 98 108 110 130 140 150 162 172 
0 - - 0 4 0 12 14 ~ 8 122 134 1'16 150 160 100 192 
9 - - 2 6 10 14 18 22 ~ 140 162 174 100 200 21'1 28 
10 - - 2 6 12 16 22 26 32 ~ 0 176 192 206 220 234 
II - - 2 8 14 10 24 30 36 44 ~ 0 208 224 240 256 
12 - - 4 10 16 22 28 34 42 48 56 ~ 2 242 260 276 
13 
-
0 4 12 10 24 32 40 46 54 62 70 ~ 270 296 
14 - 0 4 12 20 26 34 44 52 60 60 76 86 ~ 4 318 
15 - 0 6 14 22 30 30 49 56 66 74 04 94 102 ~ 2 
"-" batekent dnt voor de beLreffende wnnrden van men n voor 9 een enkelc wnarde van wile t weezijdige overochrijdln9sk11ns <a is . ... .... 
Tabel Sb 
Kr i t.i <'ke waarden van de t weezijdige toets voor t wee steekproeven van Wilcoxon voor m :s n :s 15 en a ~ 0 ,05 
I~ I 2 3 4 s 6 7 8 9 10 11 12 13 
I ~ - - - - - - - - - - - -
2 
- ~ - - - - - 32 36 40 44 46 50 
3 - - K - 30 34 40 44 50 S4 60 64 70 
~ - - - ~ 38 44 so 56 64 70 76 02 88 
s - - 0 2 ·~ 54 60 68 76 84 92 98 106 
(j 
- - 2 4 6 ~ 72 80 88 98 106 116 124 0 
7 
-
- 2 6 10 12 ~ 6 92 102 112 122 132 142 
8 - 0 4 8 12 16 20 ~ 114 126 138 148 160 6 
9 - 0 4 8 14 20 24 30 ~ 4 140 152 164 178 
10 - 0 6 10 16 22 28 34 40 ~ 6 168 182 194 
I I - 0 6 12 18 26 32 38 46 S2 ~ 0 198 212 
12 - 2 8 14 22 28 36 44 52 58 66 ~ 4 230 
13 - 2 8 16 24 32 40 48 56 66 74 82 ~ 0 
14 - 2 10 18 26 34 44 52 62 72 00 90 100 
15 - 2 10 20 28 38 48 58 68 78 88 98 108 
*) Zie voetnoot bij tabel Sa. 
*) 
14 
-
54 
74 
94 
114 
134 
152 
172 
190 
208 
228 
246 
264 
~ 0 
118 
15 
-
58 
00 
100 
122 
142 
162 
182 
202 
222 
242 
262 
282 
302 
I~ 8 
IV 
w 
IV 
Tabel Sc 
*) 
Kritieke waarden van de t weezijdige toets voor twee steekproeven van Wilcoxon voor m.S n S 15 en B -0, 10 
~ 1 2 3 4 s 6 7 8 9 10 11 12 13 14 
I ·~ - - - . - - - - - - - - - -
2 - ~ - - 20 24 28 30 34 38 42 44 48 50 
3 - - ~ 24 28 32 38 42 46 52 56 E2 66 70 
4 
-
-
0 ,x 26 42 48 54 60 66 72 18 84 90 
5 - 0 2 4 i~ 50 58 64 72 78 86 94 100 108 
6 
-
0 4 6 10 ~ 68 76 84 92 JOO 110 118 126 4 
7 - 0 4 8 12 16 ~ 2 86 96 106 116 126 134 144 
8 
-
2 6 10 16 20 26 K 0 108 120 130 140 152 162 
9 - 2 8 12 18 24 30 36 ~ 2 132 144 156 168 180 
10 
-
2 8 14 22 28 34 40 48 5~ 158 172 186 l<:JB 
II - 2 10 16 24 32 38 46 54 62 ~ 188 20:! 216 8 
12 - 4 10 18 26 34 42 52 60 68 76 ~ 4 218 234 
13 - 4 12 20 30 38 48 56 66 74 84 34 ~ 252 2 
14 - 6 14 22 32 42 52 62 72 82 92 102 112 ~ 2 
15 
-
6 14 24 36 46 56 66 70 08 100 110 122 132 
*) Zie voetnoot bij tabel Sa. 
15 
-
54 
76 
96 
114 
134 
15-i 
174 
192 
212 
230 
250 
26U 
288 
~ 4 "' 
"" 
"" 
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ACTON, F.S., 6 
REGISTER 
Afhankelijkheid: van eventualiteiten, 33, 34, 36; 
van stochastische grootheden, 67. Zie ook Onafhankelijkheid 
ANDERSON, T.W., 7 
Aselect, 37, 38, 39, 40, 41, 44, S2, SS 
Asymptotisch: doeltreffend, 133; normaal verdeeld, 96, 97, 103; 
onderscheidend, 149, 165, 174, 199, 201; raak, 106, 107, 110, 
112, 132; verdwijnend, 212 
BABADUR, R.R., 200 
BAILLE I A., 8 
BARRA, J.P . , 5, 8 
BAYES: stelling van, 20 
BENARD, A. , 181, 184 
Betrouwbaarheids: bovengrens, 201; coi!fficii!nt, 129, 203; 
gebied, 204, 211; ondergrens, 201 
Betrouwbaarheidsgrenzen: afleiding uit schattingstheorie, 218; 
afleiding uit toetsingstheorie, 203 
Betrouwbaarheidsinterval, 129, 201, 204; asymptotisch ver-
dwijnend, 212; voor de mediaan, 213; voor de verschuiving 
van ~~n verdeling t.o.v. een andere, 216; voor de verwachting 
van een normale verdeling met onbe.lcende spreiding, 219; voor 
een onbekende kans, 204, 205, 206; voor een onbekende kans, 
benaderd, 134, 207, 208, 209, 2iO; voor een sya:metriepunt, 215; 
voor het verschil van de verwachtingen van twee normal.e verde-
lingen met gelijke spreiding, 220; voor het verschil van twee 
onbekende kansen, benaderd, 220; voor n, 215; zuiver, 211 
BEYER, W.B., 8 
BIENAYME-TCBEBYCBEFF: ongelijkheid van, 85 
BISHOP, Y.M.M., 7 
BOBS, D., 5 
BRADLEY, J.V., S, 201 
BRUIJN, N.G. OE, 44 
BUNT, L.N.H., 206, 209 
CAMERON, J . M., 172 
CHUNG, K.L . , 8 
COCHRAN, W.G., 5, 7 
Continuiteitscorrectie, 151, 185 
Correlatiecoeffici~nt, 83, 93 
Covariantie, 82, 83, 93 
COX, D.R., 6 
CRAME!R, H., 96, 97 
CRAIG, A.T., 5 
DANIEL, C., 6 
DANTZIG, D. VAN, 29, 37, 192 
Dichotomie, 70; dubbele, 156, 195 
DIXON, W.J., 5, 209 
Doel treffendheid, 200 
DRAPER, M.R., 6 
EEOEN, C. VAN, 181, 184, 187, 195 
Efficiency: asymptotisch relatieve, 200; Bahadur, 200; Hodges & 
Lehmann, 200; Pitman, 200; relatieve, 199, 200 
E'ITINGER, J. VAN, 111 
Eventualiteit, 29 
FELLER, W., 7 
FERGUSON, T.S. I 5 
FERMAT, 10 
FIENBERG, S.E., 7 
FINETTI, B. DE, 7 
FISSER, R.A., 8, 114 
Fout : van de eerste soort, 143; van de tweede soort, 146 
Frequentiequotient, 11, 14, 26, 35; voorwaardelijke, 14, 31 
Frequentieverdeling, 118 
Gemiddelde, 86, 91, 105; schatting voor, 107; voorlopig, 91, 169 
Gestandaardiseerde grootheid, 79, 85 
GIBBONS, J.D., 6 
GOSSET, W.S., zie STUDENT 
235 
236 
GRAYBILL, F.A., 5, 6 
GREENWOOD, J.A., 9 
HABERMAN, S.J., 7 
eA.n:K., J., 6, 192, 193, 199, 200, 201 
HARTLEY, H.O., 8, 9 
HE>IEIJUJK, J., 4, 8, 52, 199 
BODGES, J .L., 4, 200 
HOGG, R.V., 5 
BOLLAND, P.W., 7 
HOLLANDER, H., 5, 193 
HUYGENS , 24 
Hypothesen: alternatieve , 140; enkelvoudige, 138; samengestelde, 139; 
te toetsen (getoetste, nul), 139; toegelaten, 138; verworpen , 140 
INSTITIJI'B OF MATHEMATICAL STATISTICS, 8 
JOHN, P.W.H., 6 
JOHNSON, N.L., 8 
JONGE, B. DE, 4 
Kans: frequentie interpretatie, 25; voorwaardelijke, 30, 36, 40 
Kansrekening, 2, 10, 11, 14, 24, 36, 45, 46 
Kansverdeling, 47, 48; continue, 49, SO; discrete, 48, 49; gemengde, 51; 
marginale, SS, S6; n-dimensionale, 52, 53, 54; n-ci:il!le1'1sionale 
continue, S4; n-dimensionale discrete, 52; simultane, 52; 
voorwaardelijke, SS, S7, 58, 59 
KEHPTBORNE, 0., 6 
KENDALL, M.G., 5, 7, 8, 193 
Kleinste kwadraten: theorie der, 122, 127 
l<OLMOGOROV, A. , 35 
KO'l'Z, S ., 8 
KRBS, B., 8 
Kritieke: waarde, 142; zone, 141 
KROSKAL, W.B., 4, 192 
LAPLACE: kansdefinitie van, 24, 34, 37, 39, 41, 66; 
stellin9 van, 97, 98 
LEHMANN, E.L., 4, 5, 6, 200 
Lim.ietstelling: centrale, 90, 95, 96, 103 
LINDGREN, B.W., 5 
LOEVE, M. I 7 
MANN, H.B., 192, 193 
MASSEY, F . J., 5, 209 
Mediaan, 130 
MENDEL, 137 
MENDENHALL, w. I 6 
MERE, CHEVALLIER, DE, 10, 25 
MILLER, R.G., 7 
MISES, R. VON, 25 
Hodel, 1, 2, 13, 25, 28, 29, 34, 37, 46, 47, 55, 65, 66 
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linkseenzijdige, 142; lokaal onderscheidingsvermogen van een, 199; 
onbetrouwbaarheid van een, 143; onderscheidingsvermoqen van een, 145; 
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voor hypothesen m.b.t. de mediaan, 178 
Toets voor ~n steekproef van Wilcoxon, syametrie toets, 180; 
asymptotisch onderscheidend, 201; exacte verdeling toetsingsgroot-
heid, 184; knopen, 181, 182, 185; lokaal- en asymptotisch onder-
scheidingsvermogen, 200, 201; normale benadering, 181, 182, 184; 
onderscheidingsvermogen, 186, 199; Pitman-efficiency, 200; toe-
passing op verschillen van paren waarnemingen, 181 
Toets voor gelijkheid van 2 binomiale kansen, 156, 157, 158; 
asymptotisch onderscheidend, 161; eenzijdige toetsen zuiver, 161; 
normale benadering, 159; onderscheidingsvermogen, 161; verschil 
der frakties en chi-kwadraat toets voor dezelfde hypothese, 166 
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Toets voor geiijkheid van 2 verdeiingen, mediaan toets, 162, 163, 164, 165; 
asymptotisch onderscheidend, 165; verschil der fraktie.s en chi-kwadraat 
toets voor dezelfde hypothese, 166 
Toets voor onafhankeiijkheid van 2 kenmerken, 161, 162; chi-kwadraat toets 
voor dezelfde hypothese, 166 
Toet;s voor 2 st:eekproeven van Student, 169; asymptotisch onderscheidend, 
201; onderscheidingsvermogen, 197; vervuld zijnder voorwaarden, 168, 175 
Toets voor 2 steekproeven van wiicoxon, 187; asymptotisch onderschei-
dend, 201; exacte verdeling toetsingsgrootheid, 192, 193; knopen, 
188, 190, 192, 195; lokaal- en asymptotisch onderscheidingsvermogen, 
200, 201; normale benadering, 188, 192; onderscheidingsvermogen, 199; 
Pitman-efficiency, 200; relatie met toets voor 2 >< 2-tabel, 195 
Toetsen: van Student, 166; verdelingsvrije, 177; voor de 2>< 2-tabel, 156 
Toetsingsgrootheid, 140 
Toetsingstheorie, 136 
TUCKER, B. , 8 
varia.ntie, 72; van een lineaire kombinatie, 83; van een schatter, 128; 
van een som van onafhankelijke grootheden, 76; van een steekproef, 
107; van een stochastische grootheid, 72, 75, 76; van het gemid-
delde van een steekproef, 128; van toetsingsgrootheid symmetrie 
toets van Wilcoxon, 181, 182, 183; van toetsingsgrootheid toets 
voor gelijkheid van 2 kansen, 157; van toetsingsgrootheid 
2 steekproeven toets van Wilcoxon, 188, 189 , 190, 191 
Verdeiing: asymptotisch normale, 158, 182, 188; binomiale, 41 , 48, 53, 
77, 112, 117, 133, 141 , 204, 206; chi-kwadraat, 166; continue, 
49, S4, 63, 69; n-dimensionale; S4, 61, 72; discrete, 48 , S2, 5S, 
62, 67, 69; exponentiele, 118; gestandaardiseerde normale, 79, 
BO, 91, 100, 101; homogene, Sl, S3, 71, 75; hypergeometrische, 
41, 48, 78, 112, 1S7; marginale, SS, 64, 6S, 73, 74; negatief 
binomiale, 43, 49, 67 I 70, 77, 113 I 118; normale, so, 51 I S7, 59, 
65, 66, 73, 74, 78, 90, 92, 93; simultane , S2, S4, S6, S7, 63, 
66, 67, 72, 80, 82, 90, llS; tweedimensionale normale, S4, SS, S7, 
S9, 6S, 73, 74, 82, 83; tweedimensionale homogene, SS, 7S; 
van Student, 166, 167, 168, 219; voorwaardelijke, S7, 58, S9, 
6S, 73, 1S7, 183 
Veraeiingsdicht:heid: bij continue kansverdelingen, 49; voorwaardelijke, 
bij continue kansverdelingen, 58, 59 
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verdelingsfunct:ie, 48; bij continue verdelingen, 49; bij continue 
marginale verdelingen, 56; bij continue voorwaardelijke verde-
lingen, 57; 58; 59; bij discrete verdelingen, 48; bij discrete 
marginale verdelingen, 55; bij discrete voorwaardelijke verde-
lingen, 57; zie ook kansverdeling 
Verwacht:ing, 69, 73; als lineaire operator, 75; marginale, 73; van 
een l ineaire kombinatie van stochastische grootheden, 75; van 
een product van stochastische grootheden, 74; voorwaardelijke, 
73, 74 
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