We study the Bipartite Unconstrained 0-1 Quadratic Programming Problem (BQP) which is a relaxation of the Unconstrained 0-1 Quadratic Programming Problem (QP). Applications of the BQP include mining discrete patterns from binary data, approximating matrices by rank-one binary matrices, computing cut-norm of a matrix, and solving optimization problems such as maximum weight biclique, bipartite maximum weight cut, maximum weight induced subgraph of a bipartite graph, etc. We propose several classes of heuristic approaches to solve the BQP and discuss a number of construction algorithms, local search algorithms and their combinations. Results of extensive computational experiments are reported to establish the practical performance of our algorithms. For this purpose, we propose several sets of test instances based on various applications of the BQP. Our algorithms are compared with state-of-the-art heuristics for QP which can also be used to solve BQP with reformulation. We also study theoretical properties of the neighborhoods and algorithms. In particular, we establish complexity of all neighborhood search algorithms and establish tight worst-case performance ratio for the greedy algorithm.
Introduction
The Unconstrained 0-1 Quadratic Programming Problem (QP) is to
subject to x ∈ {0, 1} n , where Q ′ is an n × n real matrix, c ′ is a row vector in R n , and c ′ 0 is a constant. QP is a well-studied problem in the operations research literature (Billionnet, 2004) . The focus of this paper is on a problem closely related to the QP called the Bipartite Unconstrained 0-1 Quadratic Programming Problem (BQP) (Punnen et al., 2012) . The BQP can be defined as follows: maximize f (x, y) = x T Qy + cx + dy + c 0 subject to x ∈ {0, 1} m , y ∈ {0, 1} n ,
where Q = (q ij ) is an m×n real matrix, c = (c 1 , c 2 , . . . , c m ) is a row vector in R m , d = (d 1 , d 2 , . . . , d n ) is a row vector ✩ This research work was supported by an NSERC Discovery accelerator supplement awarded to Abraham P. Punnen. ✩✩ This research was completed during the visit of Daniel Karapetyan to the Simon Fraser University supported by LANCS International Scientific Outreach Fund.
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in R n , and c 0 is a constant. Without loss of generality, we assume that m ≤ n and c 0 = 0. In what follows, we denote a BQP instance built on matrix Q, row vectors c and d and c 0 = 0 as BQP (Q, c, d) , and (x, y) is a feasible solution of the BQP if x ∈ {0, 1} m and y ∈ {0, 1} n . Also x i stands for the ith component of the vector x and y j stands for the jth component of the vector y.
By a simple transformation, the BQP can be formulated as a QP of size m + n, see (Punnen et al., 2012) . Since any feasible solution of such a QP instance corresponds to a feasible solution of the original BQP, both exact and heuristic algorithms available to solve the QP can be used directly to solve the BQP. However, solving BQP instances by converting them into QP instances and then applying QP solvers is rather inefficient; indeed, the obtained QP instances are of larger size, and, further, QP algorithms cannot exploit the special structure of the problem. Later in this paper, we discuss this assertion in detail, supported by experimental results. Thus, in this paper we focus on heuristics designed specifically for solving BQP exploiting its special structure.
A graph theoretic interpretation of the BQP can be given as follows (Punnen et al., 2012) . Let I = {1, 2, . . . , m} and J = {1, 2, . . . , n}. Consider a bipartite graph G = (I, J, E). For each node i ∈ I and j ∈ J, respective costs c i and d j are prescribed. Further, for each (i, j) ∈ E, a cost q ij is given. Then the Maximum Weight Induced Subgraph Problem on G is to find a subgraph G ′ = (I ′ , J ′ , E ′ ) such that i∈I ′ c i + j∈J ′ d j + (i,j)∈E ′ q ij is maximized, where I ′ ⊆ I, J ′ ⊆ J and G ′ is induced by I ′ ∪ J ′ . The Maximum Weight Induced Subgraph Problem on G is precisely the BQP, where q ij = 0 if (i, j) / ∈ E. There are some other well known combinatorial optimization problems that can be modelled as BQP. Consider the bipartite graph G = (I, J, E) with w ij being the weight of the edge (i, j) ∈ E. Then the Maximum Weight Biclique Problem (MWBP) (Ambühl et al., 2011; Tan, 2008) is to find a biclique in G of maximum total edge-weight. Define
where M is a large positive number. Set c and d as zero vectors. Then BQP(Q, c, d) solves the MWBP (Punnen et al., 2012) . This immediately shows that the BQP is NPhard and one can also establish some approximation hardness results with appropriate assumptions (Ambühl et al., 2011; Tan, 2008) . The MWBP has applications in data mining, clustering and bioinformatics (Chang et al., 2012; Tanay et al., 2002) which in turn become applications of BQP.
Another application of BQP arises in approximating a matrix by a rank-one binary matrix (Gillis and Glineur, 2011; Koyutürk et al., 2005 Koyutürk et al., , 2006 Lu et al., 2011; Shen et al., 2009 ). For example, let H = (h ij ) be a given m× n matrix and we want to find an m×n matrix A = (a ij ), where a ij = u i v j and u i , v j ∈ {0, 1}, such that m i=1 n j=1 (h ij − u i v j ) 2 is minimized. The matrix A is called a rank one approximation of H and can be identified by solving the BQP with q ij = 1 − 2h ij , c i = 0 and d j = 0 for all i ∈ I and j ∈ J. Binary matrix factorization is an important topic in mining discrete patterns in binary data (Lu et al., 2011; Shen et al., 2009) . If u i and v j are required to be in {−1, 1} then also the resulting factorization problem can be formulated as a BQP.
The Maximum Cut Problem on a bipartite graph (MaxCut) can be formulated as a BQP (Punnen et al., 2012) and this gives yet another application of the model. BQP can also be used to find approximations to the cut-norm of a matrix (Alon and Naor, 2006) .
To the best of our knowledge, heuristic algorithms for the BQP were never investigated thoroughly in the the literature except some results on variations of block coordinate descent type algorithm applied to BQP(Q, 0 m , 0 n ), where 0 k is a zero vector in R k . In this paper, we examine BQP systematically from an algorithmic point of view. In particular, we present very fast construction heuristics and more involved improvement heuristics. We show that a greedy type algorithm guarantees a 1 m−1 -optimal solution for BQP in polynomial time for m > 2. For m ≤ 2 the algorithm is shown to produce an optimal solution. We also introduce various new neighborhoods for BQP which can be integrated into sophisticated search algorithms. The power of these neighborhoods is examined experimentally within a multi-start local search framework. It is shown that a partitioning problem associated with one of our neighborhoods is NP-hard. However, approximations to this partitioning problem can be used effectively to define related neighborhoods that work well in practice. Our experimental analysis provides additional insights into the problem structure and properties various types of problem instances. Further, our work provide a systematically developed test-bed that can be used as benchmark for future research. Results of extensive experimental analysis are also provided using our algorithms and these are compared with the best known heuristic for solving QP (Wang et al., 2012) . This comparison confirms the need for developing special purpose algorithms for BQP.
The paper is organized as follows. In Section 2, we present several algorithms for quick construction of BQP solutions. We also provide theoretical analysis on the performance of the greedy algorithm. In Section 3, we propose more advanced heuristic approaches to solve the problem and establish theoretical properties of some of our neighborhoods. We also provide efficient implementation details, data structures, and complexity analysis of all our algorithms. Details of the testbed used in our experimental analysis is described in Section 4. Results of extensive computational experiments using our algorithms and comparison with one of the best-known heuristic for QP (Wang et al., 2012) are presented in Section 5. Finally, the concluding remarks are provided in Section 6.
Construction Heuristics
Let us start from a general observation. Assume that for some i ∈ I both c i ≥ 0 and q ij ≥ 0 for all j ∈ J. Then the value of x i can be fixed to 1, and this will preserve the optimal solutions. If c i ≤ 0 and q ij ≤ 0 for all j ∈ J, then x i can be fixed to 0. Similar results can be obtained for the y j variables. Thus, all the NP-hard instances have mixed positive and negative values of q ij and/or c i and d j .
Hence, the objective value of a feasible solution may be either negative or positive. However, the optimal objective value is always non-negative since a trivial solution (x, y) = (0 m , 0 n ) achieves f (x, y) = 0 for any problem instance. A trivial solution can be used as a starting point for an improvement heuristic. However, it is worth noting that this solution may turn out to be a deep local maximum for some local search neighborhoods and, thus, should be used carefully.
In order to obtain several different starting points, one can use random solutions. A random solution (x, y) is obtained by choosing x i and y j randomly for each i and j, respectively. Observe that the expected value E[f ] of a random solution is
where n 1 and m 1 are the expected numbers of 1's in y and x, respectively, and q, c and d are the averages of q, c and d. The values n 1 and m 1 can be calculated as
. Thus, if q < 0, c ≤ 0 and d ≤ 0, the expected objective value E[f ] of a random solution will be negative. An attempt to improve such a solution with a simple local search will usually generate a trivial solution. Thus, a better approach is to use the following construction heuristic. Let positive(v) = v if v ≥ 0 and positive(v) = 0 otherwise. Let w
Order the rows of the problem such that w + i ≥ w + i+1 for i = 1, 2, . . . , m − 1. On the ith iteration, choose the best value of x i with the assumption that x 1 , x 2 , . . . , x i−1 are fixed, x i+1 = x i+2 = . . . = x m = 0 and y is selected optimally. Note that the latter can be done efficiently since an optimal value of y = y(x) given a fixed x is as follows (Punnen et al., 2012) :
We call this algorithm Greedy and the solution produced by the Greedy algorithm, a Greedy solution. Our implementation of the Greedy heuristic (see Algorithm 1) terminates in O(mn) time.
Algorithm 1: The Greedy algorithm implementation.
1 Order the rows of the problem such that w
Below, we provide some properties of the Greedy algorithm.
Remark 1. For m ≤ 2 and arbitrary n, the Greedy algorithm produces an optimal solution.
Proof. Let m = 1. Then the Greedy algorithm tests all possible values of x and for each of those values it finds the optimal y, yielding an optimal solution.
Let m = 2. Observe that the Greedy algorithm selects the best of solutions (x, y), where y ∈ {0, 1} n and x is x ∈ (0, 0)
T , (1, 0) T , (1, 1) T . Observe also that if there exists an optimal solution (x, y) such that x = (0, 1) T , then f (x, y) = w + 2 and, hence, there exists another optimal solution (x ′ , y ′ ) such that x = (1, 0) T and f (x ′ , y ′ ) = w Let (x * , y * ) be an optimal solution of the problem. Assume x * i = 0 for some i ∈ I. Then the optimal objective f (x * , y * ) is at most w
Recall that, after two iterations, the Greedy algorithm produces an optimal solution for the problem consisting of the first two rows. Thus, w
To establish that the 1 m−1 bound is sharp, consider the following example, where m = n and c and d are zero vectors:
Observe that (x, y) provides an optimal solution with objective value f (x, y) = m − 1 if x = y = (0, 1, 1, . . . , 1) T . Indeed, if x 1 = 1, then y 2 = y 3 = . . . = y n = 0 and f (x, y) ≤ 1. Since the Greedy algorithm fixes x 1 = 1 on its first iteration, it yields a solution with objective value 1. The result follows.
Improvement Algorithms
The Greedy heuristic proposed above is usually very fast and produce solutions of acceptable quality. One can further improve the quality of the solutions obtained using some of the algorithms discussed in this section.
Alternating Algorithm
This approach is well-known as block coordinate descent algorithm in the non-linear optimization literature and was used used to solve the BQP(Q, 0 m , 0 n ) problem.
We provide a brief description of the algorithm in the context of BQP(Q, c, d) and discuss ways to improve its performance.
Observe that, analogous to (2), given a fixed y, one can efficiently compute the optimal x = x(y) (Punnen et al., 2012 ) using
The Alternating Algorithm is a simple heuristic that alternatively fixes x and y to improve y and x, respectively, until a local optimum is reached. A formal description of this algorithm is given in Algorithm 2.
Algorithm 2: A naive implementation of the Alternating local search. 
Since f (0 m , 0 n ) = 0 for any BQP instance, the objective value of the best solution in N alt (x, y) is at least 0.
Although the general framework of the alternating algorithm is well known, we provide here additional improvements yielding better average running time. We observed that, in practice, the number of iterations of the Alternating heuristic may be noticeable but, after a couple of iterations, only a few variables x i and y j are getting updated. By maintaining two arrays, namely s and w, one can reduce the time needed to calculate x(y) and y(x) to O(m) are O(n) time, respectively, see Algorithm 3. Updating the arrays s and w, though, takes O(mn) time in the worst case but it is significantly faster if only a small number of values of x i or y j are modified. Thus, the improved implementation provides significantly better average performance while preserving the worst case time complexity. Observe also that such an implementation is much more friendly than Algorithm 2 with regards to CPU cache (Karapetyan et al., 2009 ).
Algorithm 3: An efficient implementation of the Alternating local search.
1 s j ← d j + i∈I q ij x i for each j ∈ J; 2 w i ← c i + j∈J q ij y j for each i ∈ I; 3 λ ← −1; 4 while λ ≤ 0 do 
Portions-Based Algorithms
Another approach to improve a BQP solution is to fix several variables x i and solve the resulting constrained problem. Let BQP(Q, c, d, I
* , x 0 ) be defined as follows:
if i = π(r) for some r, x 0 i otherwise and y = y * .
Then (x, y) is an optimal solution to BQP(Q, c, d, I * , x 0 ). The corresponding neighborhood N I * (x 0 , y 0 ) = (x, y) : 
Hereafter, we assume this technique to be used in all implementations of the heuristics derived from this idea.
We now propose several improvement algorithms exploiting this approach. Consider Exhaustive Portions neighborhood defined as follows:
Observe that the intersection N I * (x, y)∩N I * * (x, y), where I * , I * * ⊂ I, may be significant. To avoid re-exploring candidate solutions, we start from enumerating all the subsets I * ⊂ I of size 1, then we enumerate all the subsets I * ⊂ I of size 2, etc. For each subset, we only need to test one value of x = x * , where
For details see Algorithm 4.
Algorithm 4: An efficient implementation of the Exhaustive Portions local search.
With the above algorithm, the Exhaustive Portions neighborhood is of size |N
Thus, for a reasonably large instance, it is normally possible to use the Exhaustive Portions local search only with a very small k. When k = 1, the algorithm becomes a simple local search that we call Flip heuristic. The corresponding neighbor-
n and i∈I |x i −x
n + 1 and can be explored in O(mn) time. Observe that N flip (x, y) is larger than N alt (x, y) although the time complexity of the corresponding exploration algorithms is the same. This may indicate superior quality of the Flip heuristic.
It may be noted that N flip (x 0 , y 0 ) is not exactly equal to N 1 ex (x 0 , y 0 ). Observe that most of the BQP heuristics yield solutions such that y is already optimal for the given x. Thus, in our implementation of the Flip heuristic, we avoid exploration of solutions that are different from the given one only in y.
Another strategy is to consider only a limited number of subsets I * ∈ I, each of a larger size k. The resulting algorithm is called Random Portions improvement heuristic which proceeds as follows. Let k, 1 < k ≤ m, be a parameter of the algorithm. Randomly select a set I * ⊂ I such that |I * | = k. Replace the solution (x, y) with the best solution in N I * (x, y) and proceed to the next random set I * . Terminate when either the prescribed number of iterations is completed or the given time limit is reached. The time complexity of the Random Portions algorithm is O(mn+κn2 k ), where κ is the number of iterations, and the size of the explored neighborhood N k,κ
Variable Neighborhood Descent
Given sufficiently large k, the Random Portions heuristic may be effective in removing a solution from a deep local maximum but it may be unnecessarily slow when applied to low quality solutions. Thus, a good strategy is to start from a fast heuristic and, when it reaches a local maximum, apply the Random Portions algorithm for an appropriate value of k. If it succeeds in removing the solution from the local maximum, go back to the fast heuristic. Otherwise proceed to the Random Portions algorithm with a larger value of k. Such an algorithm can be viewed as an implementation of the Variable Neighborhood Descent (VND) (Hansen and Mladenović, 2003) , and we implemented it as discussed in Algorithm 5.
In our VND, the initial solution is constructed with the Greedy heuristic. Then it is repeatedly improved with Alternating and Flip heuristics until a local maximum in N alt (x, y) ∪ N flip (x, y) is reached. Next, the Random Portions (k = 2) local search is applied. If it does not succeed, the Random Portions (k = 3) local search is applied, etc. If at some point the solution is improved, the algorithm restarts with Alternating and Flip heuristics.
The VND neighborhood N VND (x, y) is defined as follows:
Algorithm 5: The VND heuristic. 15 return the objective of (x, y) and (x, y);
Let us calculate the intersections of the components of (5).
Observe that the intersection of the first two neighborhoods is small:
port (x, y) if the Random Portions heuristic is implemented as in Algorithm 5.
Let us now estimate the size of N p,m
port (x, y). In particular, we will show that the probability of choosing a set I * of size p < k such that
if A, B ∈ I are selected randomly, |A| = p and |B| = k. Thus, the probability that N
(6) Note that, in Algorithm 5, the sets I * are not exactly arbitrary but for simplicity we can ignore it. For small k and p, 2 ≤ p < k, we have
Even if m = 100, k = 3 and p = 2, the probability (6) is below 6%, i.e., only a small number of neighborhoods
Thus, the neighborhood N VND (x, y) is significantly larger than any of its components which indicates the potential of the VND heuristic to yield superior solutions. Although the quick heuristics Alternating and Flip are mostly dominated by following algorithms, it is expected that they speed up the VND method.
Another variation of VND that we call VND Exhaustive alternates between the Alternating heuristic and the Exhaustive Portions algorithm. As for the Flip heuristic, our implementation of VND Exhaustive does not explore solutions (x 0 , y) : y ∈ {0, 1} n within the Exhaustive Portions local search.
Multi-Start Algorithms
Multi-Start method is a simple yet efficient technique that have been applied to many combinatorial optimization problems (Martí, 2003) . There exist several variations of the metaheuristic; the one that we used is as follows: (a) produce a random solution; (b) improve it; (c) save the obtained solution if it is better than the best one found so far; (d) terminate if the given time has elapsed or proceed to the next random solution otherwise.
We have three fast local search algorithms, namely Alternating, Flip and VND Exhaustive (k = 1). These algorithms are embedded within the multi-start framework to obtain enhanced heuristics.
Row-Merge Algorithms
Another approach to reduce heuristically the size of the problem is to partition its rows into clusters and consider all the rows in each cluster merged together.
k . Introduce a problem BQP(Q, c, d, I):
subject to
To solve BQP(Q, c, d, I), compute
i and i ∈ {1, 2, . . . , k}. Then (x, y * ) is an optimal solution to BQP(Q, c, d, I).
We call this method Clustering Row-Merge heuristic. Its quality depends significantly on the partition I. In particular, it is expected that rows i and ℓ are 'merged' only if x i = x ℓ in most of near-optimal solutions of the problem. We propose the following partitioning technique.
Let S 1 , S 2 , . . . , S p be p 'good solution' to BQP(Q, c, d). Create a complete weighted graph G with a node set I. Let the weight w iℓ of an edge (i, ℓ) in G be the number of
Define the Partitioning Problem be the problem of finding
Since the weight w(I i ) of a cluster I i is proportional to the weight of the lightest edge in the clique induced by I i , the elements of such a partition will tend to have no light edges. It is important to note that w(C) is also proportional to the cardinality of C and, hence, it is preferable to have the number of clusters with light edges as small as possible. Proof. We reduce the maximum clique problem to the partitioning problem. Let G = (I, E) be a given graph. Let G ′ = (I ′ , E ′ ) be a complete weighted graph with node set I ′ = I ∪ {v}. Let w iℓ = p if (i, ℓ) ∈ E and w iℓ = 0 otherwise, where w iℓ is a weight assigned to the edge (i, ℓ) ∈ E.
Observe that in such a graph, w(C) = |C|p if C ⊂ I ′ is a clique and w(C) = 0 otherwise (see 10).
Let k = 2 and I = {I 1 , I 2 } be an optimal partition of I ′ . For simplicity, assume v ∈ I 1 . Then there exist the following options:
1. If |I| = 1, the problem is trivial, and the maximum clique in G is I.
2. If w(I) = p, the graph G is an independent set. Indeed, if there exists an edge (i, ℓ) ∈ E, then setting I 2 = {i, ℓ} and I 1 = I ′ \I 2 would result in w(I) = 2p. If |I| = 1, the partition I 1 = {v} and I 2 = I provides a solution with objective value 2p.
If w(I)
is not a clique and, thus, w(I 1 ) = 0. Provided that w(I 2 ) ≤ |I 2 |p < |I ′ |p, we get I 1 = {v} and w(I 1 ) = p. Therefore, w(I 2 ) = |I|p and, thus, I 2 = I is a clique in G, i.e., G is complete.
2 is not a clique in G, then w(I 2 ) = 0 and w(I) ≤ p since w(I 1 ) ≤ p. Thus, I 2 is a clique and |I 1 | > 1 resulting in w(I 1 ) = 0. Observe that w(I) = |I 2 |p and, therefore, I 2 is maximized. The result follows.
5. Note that w(I) ≥ p for any graph G because the weight of a partition I 1 = {v} and I 2 = I is at least p.
Since the Partitioning Problem is NP-hard, we use a heuristic approach to solve it. Consider the Greedy Partitioning Algorithm that proceeds as follows. Create a partition I = {1}, {2}, . . . , {m} . In each iteration, choose a pair P, Q ∈ I such that w(I ∪ {P ∪ Q} \ {P, Q}) is maximized and update I ← I ∪ {P ∪ Q} \ {P, Q}. Repeat this until |I| = k.
The algorithm performs m − k iterations. In each iteration, there are m 2 pairs of elements of I to be compared. It takes O(m 2 ) time to calculate the weight of a merged cluster. Hence, the time complexity of the Greedy Partitioning Algorithm is O(m 5 ), which is unreasonable even for moderate instances. The following is a modification of the algorithm that terminates in O(m 2 log m) time. For P, Q ⊂ I, let δ(P, Q) = w(P ∪ Q) − w(P ) − w(Q) and µ(P, Q) = µ(P ∪ Q). Set µ(P ) = p for each P in the initial partition I = {1}, {2}, . . . , {m} . Calculate the values µ(P, Q) for each P = Q ∈ I and place all these pairs in an ordered set L. Sort L by δ(P, Q) in descending order. Let (P, Q) be the first element in L. Merge P and Q by updating I ← I ∪ (P ∪ Q) \ {P, Q}. Remove (P, Q) from L. For each R ∈ I \ {P ∪ Q}, also remove (R, P ) and (R, Q) from L and insert (R, P ∪ Q) such that the ordering of L is preserved. Note that µ(P ∪ Q) = µ(P, Q) and µ(R, P ∪ Q) can be calculated in O(1) time as µ(R, P ∪ Q) = min µ(P, Q), µ(R, P ), µ(R, Q) .
Repeat the procedure until |I| = k. The first iteration of the algorithm takes O(m 2 log m) time. Then, on each iteration, the algorithm spends O(m log m) time to update L and the values of µ. Since the number of iterations is m− k, the total complexity of the algorithm is O(m 2 log m). By exploiting the fact that p is usually a small fixed number, we are able to further speed up the Greedy Partitioning Algorithm. Observe that −pm ≤ δ(P, Q) ≤ 0. For each w = −pm, −pm + 1, . . . , 0, introduce a list a w that contains all the pairs (P, Q) such that δ(P, Q) = w, where P and Q are in the initial partition. Creating such lists takes only O(m 2 ) time. On every iteration, select an arbitrary pair of cliques (P, Q) ∈ a w , where w is the largest index such that a w = ∅. Since the number of lists a w is O(m), this operation takes only O(m) time. The updating procedure is similar to the one described above and also takes O(m) time. Thus, the complexity of the algorithm is O(m 2 ). We used this implementation in the Clustering Row-Merge algorithm.
Observe that both implementations of the Greedy Partitioning Algorithm require quick operations with pairs (P, Q). In our implementation, we maintain a hash table for each P ∈ I. Such a hash table stores all the pairs (P, Q), where Q ∈ I. As the hash key, we use the first vertex Q 1 in Q. Since the clusters are non-intersecting, such a key is unique and limited by 1 ≤ Q 1 ≤ m.
The Clustering Row-Merge heuristic effectively exploits information obtained from several near-optimal solutions of the problem and, thus, may be useful in evolutionary algorithms and other metaheuristics. However, if such solutions are unavailable, the Clustering Row-Merge algorithm cannot be used. In order to apply the idea of row merging in a standalone heuristic, we propose the following method. Generate a random partition I = {I 1 , I 2 , . . . , I k } of I such that I i = ∅ for each i. Solve BQP(Q, c, d, I) as described above and improve the resulting solution with a fast local search. If the obtained solution is better than the best known so far, save it. Repeat the procedure until the given time is elapsed. We call this method Multi-Start Row-Merge.
The Multi-Start Row-Merge algorithm can be modified to be used as an improvement procedure. Let (x, y) be the starting solution. Generate a random partition I(x) of I of size k such that x i = x ℓ for each x, ℓ ∈ C, where C ∈ I(x). A solution to BQP(Q, c, d, I(x)) is the best solution in the neighborhood N merge (x 0 , y 0 ) = (x, y) : x ∈ {0, 1} m , x i = x ℓ if i, ℓ ∈ C, where C ∈ I(x 0 ), and y ∈ {0, 1} n . The size of this neighborhood is |N merge (x 0 , y 0 )| = 2 k+n and it takes O(n2 k ) time to explore it. Observe that (x, y) ∈ N merge (x, y) and, thus, the corresponding local search never worsens the solution. We call this improvement procedure Row-Merge Local Search.
Assume (x, y) ∈ N merge (x 0 , y 0 ) is an improvement over (x 0 , y 0 ). Then x is different from x 0 in at least |C| values, where C ∈ I(x 0 ). Intuitively, it is unlikely that such an improvement is possible if (x 0 , y 0 ) is a near-optimal solution and the cluster C is large. Thus, this local search can be efficient only if k is large. Hence, it is impractical to solve BQP(Q, c, d, I(x)) exactly. Note, however, that a heuristic solution to BQP(Q, c, d, I(x)) may be worse than (x 0 , y 0 ) and, thus, the Row-Merge Local Search algorithm needs to evaluate a solution before accepting it.
Testbed
There are no standard test problems available in the literature for BQP. Thus, we have created a testbed consisting of five instance types that correspond to some of the real life applications of the problem.
In order to generate some of the instances, we need random bipartite graphs. To generate a random bipartite graph G = (V, U, E), we define seven parameters, namely
The bipartite graph generator proceeds as follows.
1. For each node v ∈ V , set d v as a uniformly distributed random integer in the range
2. For each node u ∈ U , set d u as a uniformly distributed random integer in the range d 2 ≤ d u ≤d 2 .
3. While v∈V d v = u∈U d u , alternatively select a node in V or U and regenerate its degree as described above. 
Select a node
node exists, go to the next step). Let
Otherwise randomly select a node u ∈ U such that (v, u) / ∈ E and d u > 0; randomly select a node v ′ ∈ V adjacent to u and delete the edge (v ′ , u). Add an edge (v, u) . Repeat this step.
6. For each edge (v, u) ∈ E, the weight w vu is a normally distributed integer (σ = 100 and µ is given).
The following are the instance types used in our computational experiments.
1. The Random instances are as follows: q ij , c i and d j are normally distributed random integers with mean µ = 0 and standard deviation σ = 100.
2. The Max Biclique instances model the problem of finding a biclique of the maximum weight in a bipartite graph. Let G = (I, J, E) be a random bipartite graph with d 1 = n/5,d 1 = n, d 2 = m/5,d 2 = m and µ = 100. Note that setting µ to 0 would make the weight of any large biclique likely to be around 0 and, thus, the landscape of the problem would be rather flat. If w ij is the weight of an edge (i, j) ∈ E, set q ij = w ij for every i ∈ I and j ∈ J if (i, j) ∈ E and q ij = −M otherwise, where M is large number. Set c = 0 m and d = 0 n .
The
Max Induced Subgraph instances model the problem of finding a subset of nodes in a bipartite graph
, this algorithm converges very quickly. However, in theory it may not terminate in finite time. Thus, one can update it as follows. If the equality v∈V dv = u∈U du is not achieved after a certain number of iterations, start a fixing procedure as follows. Let δ = 1 if v∈V dv < u∈U du and δ = −1 otherwise. While v∈V dv = u∈U du and md 1 ≤ δ + v∈V dv ≤ md 1 , select randomly v ∈ V such that d 1 ≤ dv + δ ≤ d 1 and update dv ← dv + δ. While v∈V dv = u∈U du, select randomly u ∈ U such that d 2 ≤ du −δ ≤d 2 and update du ← du −δ.
that maximizes the total weight of the resulting induced subgraph. The Max Induced Subgraph instances are similar to the Max Biclique instances except that q ij = 0 if (i, j) / ∈ E and µ = 0. The latter change is needed because having too many edges with positive weights would make the problem very simple (indeed, including all or almost all the nodes would yield a good solution).
The MaxCut instances model the MaxCut problem
as follows. First, we generate a random bipartite graph as for the Max Induced Subgraph instances. Then, we set q ij = −2w ij if (i, j) ∈ E and q ij = 0 if (i, j) / ∈ E. Finally, we set c i = 1 2 j∈J q ij and d j = 1 2 i∈I q ij . For an explanation, see (Punnen et al., 2012) .
The Matrix Factorization instances model the prob-
lem of producing a rank one approximation of a binary matrix. The original matrix H = (h ij ) (see Section 1) is generated randomly with probability 0.5 of h ij = 1. The values of q ij are then calculated as q ij = 1 − 2h ij , and c = 0 m and d = 0 n .
The proposed instances are hard to solve exactly. We have optimal solutions for many small instances but we do not know optimal objective values of any of the moderate and large instances used in our computational experiments. Thus, in our experiments, we use the best known objective values to evaluate the quality of the obtained solutions. All our test instances and best known solutions can be found at http://www.cs.nott.ac.uk/~dxk/. The best known objective function value is taken from our extensive experiments during the fine-tuning stages. The experimental results presented in various tables in this are obtained for a fixed parameter settings of the corresponding algorithms. We plan to keep the best-known solutions periodically updated based on our own experiments and results provided by other researchers.
Empirical Evaluation
In this section, we provide empirical analysis of the algorithms discussed in Sections 2 and 3. Our experiments were conducted on an Intel i7-2600 CPU based PC. All the algorithms are implemented in C# 4.0, and no concurrency is used.
Several of the heuristic techniques described in this paper require an exact algorithm to solve a reduced problem. We are not attempting to provide efficient exact algorithms here. Since the reduced problems are of small size, some rudimentary algorithms are sufficient for our purpose. Obviously, more sophisticated exact algorithms will speed up our heuristics but the solution quality remains unaltered when the number of iterations is fixed. We tested two basic approaches to obtain an optimal solution for small size BQP. Our first approach is called an Exhaustive Enumeration. Since an optimal y for a fixed x can be obtained efficiently, we only need to try all possible x values in an enumerative scheme. There are 2 m such values to be considered. Thus, with a careful implementation, such an exhaustive enumeration algorithm terminates in O(n2 m ) time. Our second algorithm uses a mixed integer programming solver applied to the following problem:
for i ∈ I and j ∈ J, z ij ≤ y j for i ∈ I and j ∈ J, z ij ≥ x i + y j − 1 for i ∈ I and j ∈ J, x i ∈ {0, 1} for i ∈ I, 0 ≤ y j ≤ 1 for j ∈ J, 0 ≤ z ij ≤ 1 for i ∈ I and j ∈ J.
We will refer to this as MIP approach. As a mixed integer programming solver, we used CPLEX 12.4. Setting parameters appropriately to choose suitable branch and bound strategy in CPLEX is crucial. We found that the feasibility emphasis setting usually provided better performance in our experiments. For the other CPLEX parameters, we used the default values except that we disabled multithreading. To produce starting solutions for the MIP approach, we used the Greedy algorithm followed by the Alternating local search. Giving a starting solution is not necessary for CPLEX but we found that providing it speeds up the optimization process.
The results of our experiments with these rudimentary exact algorithms are reported in Table 1 . We report the running times of the Exhaustive Enumeration method for the Random instances only because its performance practically does not depend on the instance type. On our computational platform, the running time of the Exhaustive Enumeration algorithm can be roughly approximated as
In contrast, the behavior of the MIP approach depends significantly on the size and the type of the problem, see Table 1 . Note, for example, that many matrix elements in the Max Biclique instances are 'forbidden', which allows the MIP solver eliminate numerous variables each time some variable x i or y j is fixed to 1. This explains the success of the MIP approach with the Max Biclique instances. Observe that the MIP approach usually outperforms the Exhaustive Enumeration algorithm, especially for larger instances. This result, however, holds only for small values of n. Indeed, the performance of the MIP approach dramatically depends on the number of columns while the performance of the Exhaustive Enumeration is linear in n, see Figure 1 . As a result, Exhaustive Enumeration outperforms MIP approach even for the Max Biclique instances, provided n ≫ m. Since the reduced problems arising within Random Portions, VND and Row-Merge heuristics preserve the number of columns of the original instance, Table 1 : Evaluation of exact algorithms. For each instance, the running time, in seconds, is reported for the MIP approach (if it does not exceed 5 hours). The last column reports the running time of the Exhaustive Enumeration algorithm, in seconds, for the Random instances of the given size (for the instances of size m ≥ 40, the reported times are obtained according to (11) we used the Exhaustive Enumeration algorithm in our implementations when an exact solution was needed.
Another interesting observation is that the integer programming formulation cannot be used to obtain a good upper bound for the BQP. The LP relaxation of the problem provides an objective that is normally several times larger than that of the optimal solution. One can also use a mixed integer program solver to find an upper bound by giving it a limited time. We noticed, however, that, in case of the BQP, the gap between the lower and the upper bounds is usually large until the very last steps of the algorithm, see Figure 2 .
Let us now discuss experimental results using our heuristics. Since there are several basic heuristic approaches that can be combined to form compound heuristics, it is important to adapt appropriate naming conventions to indicate the nature of the heuristics (combinations) considered. Where appropriate, we denote the algorithms as follows. 'Rn', 'G', 'A' and 'F' stand for Random (a procedure that generates a random solution), Greedy, Alternating and Flip algorithms, respectively. We use parentheses to indicate the initial solution for a local search. For example, 'A(G)' denotes the Alternating local search applied to a Greedy solution. 'P k ', 'V k ' and V Table 2 provides a summary of notations for some of the important heuristics we discuss here.
Experiments with Small instances
We initially tested the heuristic algorithms on the small instances. Our experiments showed that the performance of the fastest algorithms (Greedy, Alternating, Flip and VND Exhaustive (k = 1)) is relatively good, on average, but those algorithms rarely reach optimality. Increasing the value of k in the VND Exhaustive heuristic significantly improves the solution quality. However, even when k = 7, VND Exhaustive was not able to obtain optimal solutions for certain instances while the running time of the heuristic was roughly 10 minutes for each of the instances of size 50 × 50.
It turns out that one of the most efficient approaches for the small instances is the Multi-Start heuristic used with a fast local search. Even being given only 10 iterations, M(V ex 1 ) produced optimal solutions for almost all the Random instances.
2 With 100 iterations, M(V reaches optimality for all the Random, Max Induced Subgraph, MaxCut and Matrix Factorization instances. By further increasing the number of iterations, we were able to improve the quality of M(V ex 1 ) solutions for the Max Biclique problems though, even for 100 000 iterations, the algorithm did not reach the optimal solution for the Max Biclique problem of size 50 × 50. Note, however, that for most of the test instances, M(V ex 1 ) (100 000 iterations) terminated in less than 10 seconds. Moreover, the performance of M(V ex 1 ) with only 1000 iterations was almost as good as its performance with 100 000 iterations.
The Row-Merge heuristics also work well for small instances. For example, R m 20 , where the reduced problem is solved using V ex 2 with reasonable time restriction (less than 1 second for most of the instances), yielded optimal solutions for all the test problems.
Using the insight obtained from experimental results on small size instances, we have decided on initial parameter setting and examined the scalability of the algorithms using medium and large instances.
Experiments with Fast Heuristics
We first analyse the performance of our fastest heuristics: Random, Greedy, Alternating, Flip and VND Exhaustive (k = 1). The results of the experiments for the Random and Max Biclique instances can be found in Tables 3 and 4. For each of the heuristics, the tables reports the running time and the relative gap between the solution obtained and the best known solution calculated as
where f is the objective value of the solution obtained and f best is the objective of the best known solution for that test instance (note that for any practical instance f best > 0). Where uncertainty is present (e.g., in 'Rn' or 'A(Rn)'), the experiment is repeated 10 times, and the average value is reported. The last row of the table reports the average objective gap and the average running time for each heuristic. These values, however, should be considered with caution. For example, the running time of a heuristic may vary dramatically for different instances and, thus, the average running time almost does not reflect the performance of the algorithm for smaller instances.
Recall that the expected objective value of a random solution can be calculated using equation (1). Since the expected weightsq,c andd in these instances are zeros, the expected objective value of solutions produced by the Random heuristic is also zero and the objective gaps are close to 100%, see (12). This result also holds for the Max Induced Subgraph, MaxCut and Matrix Factorization problems. However, it is different for a Max Biclique instance for which the expected objective value is a large negative number (recall that, in a Max Biclique problem, q ij = −M Gap to the best known, % Time, ms Table 3 : Evaluation of fast heuristics on the Random instances. The running times of the local searches started from random solutions are close to those started from Greedy solutions. The time needed to generate a random solution is negligible and, thus, is also skipped.
if there is no edge between i and j in the original bipartite graph). Thus, the objective gaps of the random solutions for Max Biclique are very large, and the Alternating algorithm applied to a random solution quickly converges to near-zero solutions (recall that, according to Theorem 2, the solution improved with the Alternating local search can never have negative objective). It shows that the Alternating algorithm should not be normally applied to solutions with negative objective values as the Alternating local search tends to fall into a trivial local maximum of (x, y) = (0 m , 0 n ) in such cases. Also note that, among the quick heuristics, V ex 1 (Rn) shows the best performance for Max Biclique problems and F(Rn) performs poorly.
Other than that, the performance of the fast heuristics has the same pattern for the other instance types. The Greedy algorithm is a good option to obtain a reasonable solution in a very short time; it is the fastest heuristic in most of the experiments. The Alternating and Flip algorithms are yet two fast and efficient local searches; the Alternating heuristic performs faster but the Flip algorithm yields better solutions. The solution quality of V ex 1 is similar to that of the Flip heuristic though V ex 1 is notably slower. However, the neighborhood of V ex 1 is clearly larger than that of the Flip local search and, thus, being applied to a near-optimal solution, V ex 1 is expected to demonstrate superior performance.
Whether we start a local search from a random or a Greedy solution, the performance of the local searches remains approximately the same. However, we noticed that starting from the Greedy algorithm yields, on average, slightly better solutions and, thus, in what follows, we have used Greedy solutions as the starting ones by default. In Tables 5 and 6 , we compare Portions-based and Multi-Start heuristics, which include the VND Exhaustive (V ex k ), VND (V k ), Random Portions (P k ) and Multi-Start (M(A), M(F) and M(V ex 1 )) algorithms. For a fair competition, we give each of the Random Portions and Multi-Start algorithms the same amount of time as the VND (k = 6) takes to solve the corresponding instance. We also studied performance of the heuristics being given smaller and larger times but this did not yield any new observations.
Experiments with Portions-Based and Multi-Start Heuristics
The most successful heuristic in this series of experiments is Multi-Start based on either Flip or V ex 1 local search. Usually, M(F) dominates M(V ex 1 ); indeed, according to Table 3 , Flip is significantly faster than V ex 1 and, thus, Multi-Start is able to complete more iterations when using the Flip improvement procedure. However, for the Max Biclique instances, M(F) performs very poorly (see Table 6 ) as a result of F(Rn) low performance (see Section 5.2) and, therefore, M(V ex 1 ) is preferable for the instances like Max Biclique.
It is worth noting that for the Matrix Factorization instances, the Multi-Start algorithms are sometimes dominated by the P 3 and/or P 4 heuristics although, on average, M(F) shows slightly better performance; a possible reason for that is discussed in Section 5.4. In several experiments, M(F) and M(V ex 1 ) were also outperformed by V ex 2 but at the cost of unreasonable running times. We recommend to use V ex k with k > 1 only for relatively small instances. According to our experiments, the optimal value of k for the Random Portions heuristic is k = 4 (sometimes k = 3). We conducted the tests for a wide range of k, given times and instances, and P 4 was the winner in most such experiments. We believe, however, that, being given better starting solutions, the Random Portions heuristic Gap to the best known, % Time, ms Table 4 : Evaluation of fast heuristics on the Max Biclique instances. The running times of the local searches started from random solutions are close to those started from Greedy solutions. The time needed to generate a random solution is negligible and, thus, is also skipped.
would benefit from a larger value of k. Performance of the VND (k = 6) is slightly worse, on average, than that of P 4 , and this tendency holds for all the instance types. In our experiments, we also tried a modification of the VND heuristic that restarts immediately after finding an improvement. Considering that the P k algorithm is usually significantly slower than the Alternating and Flip local searches, this could speed up the heuristic. However, our experiments showed that such a change did not improve the performance of the VND.
Experiments with Row-Merge Heuristics
Unlike all other algorithms discussed above, the Clustering Row-Merge heuristic requires a number of good solutions to perform row clusterization. In an evolutionary algorithm, one can, e.g., use a subset of the last generation for this purpose. In iterative heuristics, one can use the best p distinct solutions obtained so far. In our experiments, we generate synthetic solutions by producing p = 100 random solutions which are then further improved with VND Exhaustive (k = 1). Note that we do not include the time spent on generating these solutions in the running time of the Clustering Row-Merge heuristic.
Recall that the Clustering Row-Merge algorithm solves a constrained version of the BQP. Thus, even if the obtained solution is optimal with respect to the BQP(Q, c, d, I), it is unlikely that it remains a local maximum for either of the neighborhoods defined above after relaxation of the constraints (8). In our experiments, we apply V ex 1 to every solution obtained by the Clustering Row-Merge heuristic.
As it was mentioned in Section 3.5, the Row-Merge Local Search cannot be efficient if k is small. In particular, it is necessary to keep the clusters in I small. Thus, we use k = ⌊m/2⌋, k = ⌊m/3⌋, etc. The resulting reduced BQP instances are, therefore, too large to be solved exactly. We use F(G) to obtain a solution (x * , y * ) of such an instance. Same approach is used within the Multi-Start Row-Merge heuristic as Multi-Start Row-Merge also performs better for small clusters (indeed, if a random cluster is large, then there is a high chance that neither assigning 0 nor 1 to the corresponding variable x i * is good). These decisions were made after extensive experimentation with different construction and improvement procedures.
The results of computational experiments for the most successful variations of the Row-Merge heuristics are reported in Tables 7 and 8 . The Clustering Row-Merge heuristic shows outstanding performance for the Random instances and performs similarly to M(F) and M(V ex 1 ) for the other instances. Note, however, that generation of initial solutions (the corresponding procedure is denoted as M 100 in Tables 7 and 8 ) for the Clustering Row-Merge heuristic often takes more time than running the Clustering Row-Merge algorithm itself and produces solutions superior to the solutions obtained by the Clustering RowMerge heuristic. Our experiments with different values of p showed that reduction on the number of initial solutions worsens the quality of the Clustering Row-Merge method. Hence, the Clustering Row-Merge algorithm is impractical as a standalone heuristic. We also tried to use a heuristic solver for the BQP(Q, c, d, I) problems in order to increase the value of k. We noticed that the better is the heuristic solver and the larger is k, the higher is the quality of the resulting solutions. However, the best performance was observed for the exact algorithm for BQP(Q, c, d, I) and k = 15 or k = 20. It is also worth mentioning that we expect that using better initial solutions for the Clustering Row-Merge heuristic would improve its performance.
The Multi-Start Row-Merge and Row-Merge Local Search algorithms demonstrate very good performance for certain instances. In particular, the Multi-Start Row-Merge Gap to the best known, % Time, sec Table 5 : Evaluation of slow heuristics on the Random instances. The running times of M(A), M(F), M(V ex 1 ), P 3 , P 4 , P 6 and P 8 are equal to that of V 6 .
and Row-Merge Local Search heuristics outperform, on average, all other heuristics for the Biclique and Matrix Factorization instances, respectively. Indeed, iterative improvements may not be efficient for the Biclique problems characterized by deep local maxima. The Multi-Start approach utilized in the Multi-Start Row-Merge algorithm is preferable in such a case. In contrast, the landscape of the Matrix Factorization instances is rather flat and iterative improvements work well for it. These results hold even if we allow more or less time to each of the heuristics.
Transformation Based Solver
Note that the BQP(Q, c, d) can be formulated as a QP with m + n variables: QP(Q,c): Maximize f (w) = w TQ w +cw subject to w ∈ {0, 1} m+n ,
and O n×n and O m×m are zero matrices. Thus, any algorithm (exact or heuristic) to solve QP(Q,c) can be used to solve BQP as well. This approach is particularly interesting because the QP problem is very well studied and there exist highly efficient algorithms for it (see, e.g., Lü et al. (2010); Wang et al. (2012) ). To assess the effectiveness of this approach, we compared some of our algorithms to a state-of-the-art heuristic for the QP (Wang et al., 2012) . The parameters of the heuristic were determined empirically; we set the tabu tenure to 100 and the iterations cutoff to 10000. We call the resulting BQP algorithm QP Based Solver.
We report some of the results of our experiments in Table 9. An interesting observation is that the performance of the QP Based Solver significantly depends on the type of the instance. For example, it clearly outperforms other algorithms for the Matrix Factorisation instances while losing the competition with Random instances. Moreover, it might be impossible to apply the QP Based Solver to the Max Biclique problems using the above transformation 3 . Another observation is that the QP Based Solver is performing very well for 'square' or 'near-square' instances (i.e., when m ≈ n). However, if m ≪ n, the corresponding QP instance is significantly larger than the original BQP instance and this worsens the performance of the approach.
The more time the QP Based Solver is given, the better is its performance in comparison to the BQP specific algorithms. Being given less time than in Table 9 , the QP Based Solver may not be able to produce any solution at all because its initialisation phase takes significant amount of time. Such a behaviour is typical for a metaheuristic.
All this shows that the QP Based Solver is a viable approach though BQP specific algorithms are vital in certain circumstances. Also note that we compare straightforward implementations of simple algorithms 4 with an approach based on a sophisticated fine-tuned QP metaheuristic.
Conclusion
In this work, we considered an important combinatorial optimization problem called Bipartite Unconstrained Gap to the best known, % Time, sec Table 6 : Evaluation of slow heuristics on the Max Biclique instances. The running times of M(A), M(F), M(V ex 1 ), P 3 , P 4 , P 6 and P 8 are equal to that of V 6 . 0-1 Programming Problem. We proposed several heuristic approaches to construct and improve BQP solutions. Several fast algorithms such as the Greedy construction heuristic and the Flip local search may be a reasonable choice if the solution quality requirements are low.
The success of slower techniques significantly depends on the instance type. In particular, we noticed that simple Multi-Start heuristics perform very well for the Random instances. For the instances with rather flat landscapes, iterative improvement methods work better. For the problems having some 'structure' (i.e., not purely random instances), the Row-Merge heuristics, being used with small clusters, provide superior solution quality comparing to simple Multi-Start algorithms. Thus, we believe, this technique is of use in real applications.
The Clustering Row-Merge method also performs well for many problems though it can only be used within some metaheuristics. A more sophisticated VND algorithm did not work well in our experiments.
Another viable approach to the BQP is a transformation of the problem into the QP and then solving it with well-developed QP algorithms. This works particularly well for 'square' instances (i.e., when n ≈ m) and large running times.
In addition to the heuristics, we compared two rudimentary exact algorithms, namely the MIP approach and the Exhaustive algorithm. It was shown that the former is generally faster for 'square' instances, while the latter is significantly better when n ≫ m.
Detailed complexity analysis of all algorithms and worstcase performance ratio of the greedy algorithm are given. We believe that our study will motivate other researchers exploring more efficient algorithms for solving BQP. Since the trade-off between computational time and solution quality are often contradictory in nature, no single algorithm or solution approach is likely to be considered as the best.
In order to reduce the size of the manuscript, we excluded some of the tables from this paper. The full version of our experimental results, test instances and best known solutions is available at http://www.cs.nott.ac.uk/~dxk/. is fixed to that of V 6 . The algorithm M 100 denotes M(V ex 1 ) terminated after 100 iterations.
Gap to the best known, % . The running time of all the solvers is equal to that of V 6 .
