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We present an efficient method for the characterization of two coupled discrete quantum systems,
one of which can be controlled and measured. For two systems with transition frequencies ωq,
ωr, and coupling strength g we show how to obtain estimates of g and ωr whose error decreases
exponentially in the number of measurement shots rather than as a power law expected in simple
approaches. Our algorithm can thereby identify g and ωr simultaneously with high precision in a
few hundred measurement shots. This is achieved by adapting measurement settings upon data as it
is collected. We also introduce a method to eliminate erroneous estimates with small overhead. Our
algorithm is robust against the presence of relaxation and typical noise. Our results are applicable
to many candidate technologies for quantum computation, in particular, for the characterization of
spurious two-level systems in superconducting qubits or stripline resonators.
PACS numbers: 03.65.Wj, 03.65.Yz, 03.67.-a, 03.67.Lx
Parameter estimation in many microscopic and some
macroscopic systems inevitably involves quantum mea-
surements. This implies that parameters cannot be iden-
tified with a single measurement shot since the outcome
of such a measurement is generally random. Instead, the
standard approach is to determine ensemble averages for
many experiments and fit the parameters of certain quan-
titative models to those averages. The most common ex-
ample for this is spectroscopy: it involves direct measure-
ment of the energy splittings between quantum states in
the form of resonances to incoming radiation. Typically,
a large ensemble average is produced by gathering data
from a large number of independent trials, either simul-
taneously on an ensemble of molecules (in nuclear mag-
netic resonance [1]) or from many repetitions of a specific
experiment (in optical spectroscopy of single molecules,
quantum dots, or superconducting qubits [2]).
While being reliable in many contexts, this approach is
often too resource intensive. Specifically, the error in the
estimate of a single expectation value at a fixed measure-
ment setting decreases in proportion to M−
1
2
r after Mr
measurement shots. Moreover, many choices of measure-
ment settings are usually required for complex measure-
ment tasks. Such slowness of parameter estimation can
also turn into imprecision in the estimate if the param-
eters of interest drift as a function of time, broadening
spectroscopic signatures.
Imprecision in system characterization is particularly
problematic for quantum information processing applica-
tions. These require extremely precise logic operations,
usually implemented as pulses. The pulse parameters
such as length, amplitude, and carrier frequency, depend
on the system parameters. In manufactured solid state
qubits, this is rather central as they are subject to fabri-
cation uncertainty.
In this Letter, we demonstrate that advanced spec-
troscopy can be performed far more efficiently. Our re-
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Figure 1: (color online) (a) Theoretically obtained
swap spectrum in frequency–waiting time plane. Here,
δ = (ωq − ωr,0)/(2g0), with ωq the qubit frequency, ωr,0 the
resonator frequency, and g0 the coupling strength. The color
scale of the swap spectrum represents the probability of the
qubit being in its excited state. (b) Outcomes of a set of sim-
ulated single-shot measurements: blue the ground state; red
the excited state.
sults are particularly relevant for the “tune-up” stage in
quantum information processing, i.e., for the initial cali-
bration of the system and maintaining it. We use a con-
trolled qubit to characterize the uncertain frequency of
another mode ωr that is coupled to the qubit with uncer-
tain coupling strength g. Our algorithm employs mod-
ern Bayesian inference techniques to choose informative
experimental settings while remaining computationally
feasible. We demonstrate that our approach is robust
against experimental imperfections [3, 4].
Our work belongs to the context of estimating an a
priori unknown Hamiltonian [3–7]. Modern inference
techniques have also been developed, e.g., for phase esti-
mation [8–17] and state estimation [18–20]. These tech-
niques are able to use each bit of data obtained from
experiment, instead of inferred expectation values only.
This is both faster and more precise than the conven-
tional approach involving ensemble averages.
Bayesian inference has been applied to identify qubit
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2Hamiltonians in a standard tomographic setup using
fixed, evenly spaced waiting times t between preparation
and measurement [21]. In extracting an unknown fre-
quency of a qubit, significant advantage can be achieved
through an adaptive algorithm [5, 6] that updates the
measurement setting during the experimental data collec-
tion and tends to choose exponentially increasing, rather
than evenly spaced, waiting times. Such a problem is
equivalent to extracting g in a model discussed below
when the frequency ωr is known. The assumption that ωr
is known, however, limits the applicability of the model.
The situation where both g and ωr are initially unknown
is more widely and practically applicable. To solve the
latter problem, we deliver a strategy that chooses both t
and the qubit frequency ωq to achieve near-optimal scal-
ing of errors in the estimates.
A qubit coupled to a resonator is described by the
Jaynes-Cummings Hamiltonian
HˆJC =
~ωq
2
σˆz+~ωr
(
aˆ†aˆ+
1
2
)
+~g
(
σˆ+aˆ+ σˆ−aˆ†
)
, (1)
where g  ωr. This model is broadly applicable to poten-
tial quantum computing technologies [22] and reproduces
also the dynamics of spurious two-level systems[23–25],
a notorious source of decoherence for superconducting
qubits.
The standard method to estimate g and ωr is called
swap spectroscopy [26]. To understand swap spec-
troscopy, it helps to picture a single measurement setting
as a single point in a figure such as Fig. 1(a) or 1(b).
One starts by preparing the qubit in the excited state
and the cavity in its ground state (typically by moving
ωq far away from ωr and then exciting it with an external
pulse). Then ωq is fixed to a chosen value that in Fig. 1
determines the horizontal coordinate (see the caption).
The system is allowed to evolve a time t (vertical coordi-
nate of Fig. 1) after which the qubit is measured in the
σˆz basis. The system is then reset to its ground state
before the next measurement.
As the Jaynes-Cummings Hamiltonian conserves the
total number of excitations Nˆ = aˆ†aˆ + 12
(
σˆz + 1ˆ
)
we
can describe the excitation oscillating between the qubit
and the resonator in the single-excitation subspace by
the Hamiltonian Hˆ ′ = ∆ω2 ηˆz + gηˆx, where ηˆ are Pauli
matrices and the detuning ∆ω = ωq − ωr. This form
of the relevant Hamiltonian occurs, in addition to the
applications mentioned above, also in magnetic resonance
spectroscopy. For the Hamiltonian Hˆ ′ the probability of
the qubit being in its excited state is
Pωq,t (1|g, ωr) = 12
(
4g2
ω2R
cosωRt+ 1 +
∆ω2
ω2R
)
, (2)
with ωR =
√
∆ω2 + 4g2. The Supplemental Material
generalizes this formula to account for qubit relaxation.
In conventional swap spectroscopy, the measurement
is repeated at a setting (ωq, t) in order to establish an
(b)
Figure 2: (color online) (a) Illustration of an adaptive
Bayesian inference scheme. (b) Exemplary trace of adaptive
measurements overlaid on swap spectrum in the frequency–
waiting time plane. The order of the measurement shots
is denoted by their color (from black to white). Here δ =
(ωq − ωr,0)/(2g0), with ωq the qubit frequency, ωr,0 the res-
onator frequency, and g0 the coupling strength. The color
scale for the swap spectrum represents the probability for the
qubit to be in its excited state. Note the logarithmic scale on
the time axis.
ensemble to calculate the relative frequency of the ex-
cited state and, hence, approximate its probability. To
estimate g, usual swap spectroscopy first seeks ωq, where
∆ω = 0, and where the Chevron pattern of the oscillat-
ing excitation probability has a maximum visibility; cf.
Fig. 1. Measuring the angular frequency of these oscilla-
tions then yields 2g by Eq. (2).
Our algorithm, rather than establishing ensemble av-
erages, chooses a new pair (ωq, t) after each measurement
step. We employ Bayes’ theorem, which reads
P (g, ωr|d) = P (d|g, ωr)P (g, ωr)
P (d)
, d = 0, 1 (3)
for our system. This formula can be understood as a
rule for iterative learning of the parameters. One starts
with an initial probability distribution, or prior, P (g, ωr)
that describes one’s a priori conception about the un-
certain parameters. Based on the measurement outcome
d, cf. Fig. 2(a), one can use Bayes’ theorem to update
the probability distribution into a posterior based on the
3likelihood of the data P (d|g, ωr) according to conjectured
model parameters g and ωr. The normalization factor
in the denominator can be calculated via the integral
P (d) =
∫
P (d|g, ωr)P (g, ωr)dgdωr. The estimate is ob-
tained from the mean value of the posterior. The poste-
rior is then identified as the prior for the next measure-
ment. Thus each measurement outcome is immediately
incorporated into our knowledge of the system.
We now want to optimize the measurement settings
based on the current knowledge about ωr and g. In prin-
ciple, for each adaptation step one can maximize utility
(e.g., a negative trace of the posterior covariance ma-
trix or information gain I [27]) of the next shot as if
it were the last in the series, a so-called “greedy” algo-
rithm. Computationally however, maximizing utility be-
tween the shots is quite unwieldy. Moreover, to optimize
the whole series of measurement shots, i.e., to optimize
globally, it is not sufficient to optimize greedily, i.e., lo-
cally. We have therefore studied information gain I(ωq, t)
as a function of the control parameters with different pa-
rameter values (g, ωr) and different priors. These consid-
erations (which we carried out off-line rather than in real
time parallel with parameter estimation) suggest a strat-
egy in which t ∼ 1/σg and ωq − µω ∼ σω. With respect
to the prior, µω is the mean of ωr and σg (σω) is the
standard deviation of g (ωr). Our measurement strategy
chooses the Mth measurement setting (ωq, t) according
to the rule
t =
{
ar1
σg
if M ≤M0
|a+bz|
σg
if M > M0
,
ωq =
{
µω +
(
r2 − 12
)
µg if M ≤M0
µω + c
(
r2 − 12
)
σω if M > M0.
(4)
Here, a = 1.57, b = 0.518, and c = 3.0 are numeri-
cal constants that we have found to yield a robust and
efficient strategy. Furthermore, z is a standard normal
deviate and r1,2 are uniform random variables on the in-
terval [0, 1]. This strategy is the central result of our
Letter. The measurement settings with M ≤ M0 are
chosen more uniformly to obtain a unimodal posterior in
the beginning of the series [6], which makes the strategy
more effective. We chooseM0 = 15 which we found to be
sufficient especially for our prior and the parameters con-
sidered in Figs. 3, 4(a), and 4(b). Figure 2(b) illustrates
an exemplary trace of measurement shots chosen adap-
tively according to Eq. (4). Even though the algorithm
adaptively chooses measurements based on the current
uncertainty in the Hamiltonian, it is different from “par-
ticle guess heuristic” (PGH) of Refs. [4, 7] since it does
not attempt to counteract the time evolution e−iHˆJCt or
the influence of g. In particular, our algorithm only con-
trols (ωq, t). These control knobs are easier to adjust
experimentally than the 3 degrees of freedom including
two-qubit gates suggested by PGH.
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Figure 3: (color online) Relative median squared error of the
estimate of g (solid) and ωr (dashed) calculated from an en-
semble of 10 000 simulated samples (see text). The curves
correspond to T1 = ∞ and Pe = 0 (black), T1 = ∞ and
Pe = 0.1 (blue), T1µg = 2000pi and Pe = 0.1 (red), and
T1µg = 40pi and Pe = 0.1 (brown). Here, T1 is the relaxation
time, Pe is the probability for a readout error, and µg the
mean of g over the ensemble.
A numerical challenge with Bayesian inference tech-
niques is that each application of Bayes’ theorem (3) re-
quires the evaluation of the computationally expensive
integral P (d). To calculate the integrals we adapt a se-
quential Monte Carlo approach [3, 18, 28–30] with mov-
ing grid points or “particles” whose density describes the
probability distribution of interest [31]. In evaluating a
probability distribution in fixed grid points, the density
of the grid points would limit the precision on the es-
timates, which is mitigated by the adaptive grid. We
perform the calculations with 50 000 particles, so, for in-
stance, in computing P (d) one evaluates 50 000 times the
likelihood function.
To consider the performance of our algorithm, we have
applied it to ensembles of 10 000 simulated samples with
randomly chosen parameters (g0, ωr,0). Here the sub-
script 0 denotes a specific fixed true value, in contrast to
the symbols naming a quantity. The values g0 have been
chosen from a log-normal distribution with the mean µg
and the standard deviation σg while ωr,0 have been cho-
sen from the normal distribution N (µω,σω). For each
sample we have chosen the initial prior of the (g, ωr) es-
timate to coincide with the probability distribution from
which the true values (g0, ωr,0) are randomly picked. Un-
less specified otherwise we have chosen σg = 0.25µg and
σω = µg.
Figure 3 exhibits the relative median squared error as a
function of measurement shots for g (solid) and ωr (dot-
ted). The changes in parameters represent the effects of
relaxation and noise: (i) T1 = ∞, Pe = 0 (black), (ii)
T1 = ∞, Pe = 0.1 (blue), (iii) T1 = 2000piµg , Pe = 0.1
(red), and (iv) T1 = 40piµg , Pe = 0.1 (brown). Here T1 is
4Table I: Number of outliers per 10 000 simulated samples with
T1 = ∞, Pe = 0. Rows correspond to the number of outliers
with squared error larger than E˜2g after a given number of
measurement shots (indicated by the columns).
E˜2g/Shots 150 300 600 1200 3600 6600
10−10 533 466 276 25 3 0
10−7 265 251 111 18 2 0
10−4 118 116 25 14 1 0
the relaxation time and Pe the probability of a readout
error. The error decreases exponentially with the base of
the exponential function affected by Pe. When the error
reaches a low crossover value determined by T1, the de-
cay law crosses over into a power law.
For each simulated ensemble there are some samples
we call “outliers” for which the error significantly exceeds
the exponentially decaying median and the width of the
posterior distribution. The outliers mostly correspond to
unlikely parameter values. Our algorithm can be made
robust against such outliers through repetition as follows,
based on the idea that most bad estimates are good initial
guesses. After 300 measurement shots we set the prior
widths back to their original values but keep the mean
of the probability distribution unchanged. Another 300
measurement shots are performed thereafter. We then
compare the estimates after 300 and 600 measurement
shots. If their difference is smaller than a set thresh-
old, we conclude that we have found a correct estimate,
otherwise we start a new search of the estimate. For
the new search we choose a prior whose mean values for
g and ωr are randomly chosen from the original prior
while the prior widths equal those of the original prior.
Table I summarizes the performance of our outlier cor-
rection scheme. Outliers are defined as the samples with
the squared error of the g estimate larger than threshold
E˜2g . Our scheme appears to reduce the number of outliers
with an acceptable overhead.
Figure 4 exhibits the average number of measurement
shots required to meet the desired level of relative mean
squared error. Each point represents the average per-
formance over 10 000 samples. The robustness of our
algorithm against measurement errors and relaxation is
demonstrated in Figs. 4(a) and 4(b), and the effect of
greater initial parameter uncertainty is considered in
Figs. 4(c) and 4(d). We find that when |ωr,0 − µω| is
no larger than few times g0, the number of measurement
shots is comparable to the one ideally required when ωr
is initially known precisely [3, 6], indicating the near op-
timality of our algorithm in this parameter region.
With conventional swap spectroscopy, the choice of the
measurement settings tends to limit the accuracy of the
estimates. Their squared error scales no better than ∼
M−1s in the number of measurement settings Ms (grid
points distributed on a rectangular grid in Fig. 1) and in
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Figure 4: (color online) The average number of measure-
ment shots required to meet the desired level of relative mean
squared error E2g : 10−4 (black), 10−7 (red), and 10−10 (blue).
The number of measurements presented as a function of (a)
probability of readout error Pe, (b) relaxation time T1, (c)
standard deviation σg over the initial prior, and (d) standard
deviation σω over the initial prior.
a typical experimentMs is in the range O(104)−O(105).
The accuracy of the estimate of Pt,ωq (1|g, ωr) [color scale
in Fig. 1(a)] is also limited due to projection noise as the
ensemble average is typically taken over Mr ∼ O(103)−
O(104) trials. Our results show that it is possible to
obtain far more accurate estimates with a much smaller
number of measurement shots which makes our approach
highly efficient.
In order to estimate the experimental time advantage,
one has to take into account the delay of requesting and
transferring data between the experiment and the compu-
tation that determines the measurement setting tlatency,
as well as the time to computationally determine a single
measurement setting tadapt. If the adaptive scheme is im-
plemented on a field-programmable gate array, tlatency ∼
200 µs is dominated by tadapt ∼ 10 ms [32]. The typical
time to initialize the system and perform the measure-
ment, e.g., in superconducting qubits is tcycle ∼ 100 µs.
We therefore expect it is optimal to repeat measurements
in a single setting ∼ 10 − 100 times. Making several
repetitions decreases the number of required adaptation
steps. We estimate that in a few seconds it is possible
to obtain estimates that are more precise by several or-
ders of magnitude compared to conventional swap spec-
troscopy where the time to carry outMsMr measurement
shots ranges from minutes to several hours. For experi-
mental considerations it will also be useful to develop a
more general algorithm to choose measurement settings
for wide frequency ranges containing multiple resonators
at frequencies ω(i)r .
In conclusion, by adaptively focusing measurements on
the regions of high information gain we obtained a glob-
ally efficient measurement strategy for two control pa-
5rameters. Our algorithm makes advanced spectroscopy
drastically more efficient.
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6Supplemental Material
The dynamics of the qubit-resonator system is gov-
erned by the Master equation
˙ˆρS = −i
[
Hˆ, ρˆS
]
+D
[
Aˆ
]
ρˆS , (5)
with ρˆS the density matrix in the Schrödinger picture.
In the absence of relaxation the system is described by
the Jaynes-Cummings Hamiltonian
Hˆ = Hˆ0 + Hˆ1,
Hˆ0 =
Eq
2 σˆz +
Er
2 τˆz, Hˆ1 = g (σˆ+τˆ− + σˆ−τˆ+) . (6)
Here Eq and Er, are the bare qubit and resonator en-
ergies, respectively, and the qubit-resonator coupling is
characterized by g. Furthermore, σˆz (τˆz) are Pauli ma-
trices in qubit (resonator) subspace, whereas σˆ± and τˆ±
are raising and lowering operators. We focus on energy
relaxation of the qubit as the main channel of loss, de-
scribed by a Lindblad form
D
[
Aˆ
]
ρˆS ≡ AˆρˆAˆ† − 1
2
{
Aˆ†Aˆ, ρˆS
}
(7)
with the amplitude damping Lindblad operator
Aˆ =
√
Γσˆ− (8)
where Γ is the relaxation rate.
We would first like to show that we can drop the state
|11〉 in the equations from the very beginning. We switch
to the interaction picture with the Schwinger-Tomonaga
equation
˙ˆρI = −i
[
Hˆ1, ρˆI
]
+D
[
AˆI
]
ρˆI . (9)
It is easy to show that HˆI |11〉=0. Moreover, AˆI =
e−iEqtAˆ implies AˆIρIAˆ
†
I |11〉 = 0. Thus all the time-
dependence left is〈
11
∣∣∣ ˙ˆρI ∣∣∣ 11〉 = −Γ 〈11 |ρˆI | 11〉 . (10)
Therefore if the initial state does not include a |11〉 com-
ponent, that state stays unoccupied.
Below we assume that the initial state at t = 0 is
|10〉. As the Jaynes-Cummings Hamiltonian preserves
the number of excitations we can describe the resulting
dynamics in the single-excitation subspace by the Hamil-
tonian Hˆ ′ = ∆ω2 ηˆz + gηˆx. Here ηˆ are Pauli matrices and
∆ω = ωq−ωr is the detuning frequency. The eigenstates
of Hˆ ′ are
|e〉 = cos θ2 |10〉+ sin θ2 |01〉,
|g〉 = − sin θ2 |10〉+ cos θ2 |01〉, (11)
where tan θ = 2g∆ω . The eigenenergies are E = ±~ωR2 ,
with ωR =
√
ω2 + 4g2. Note that ∆ω = 0 corresponds
to θ = pi/2.
To treat relaxation, we now express the qubit lowering
operator in these eigenstates as
σˆ− =|0〉〈1| ⊗ 1ˆ
=|00〉
(
cos
θ
2
〈e| − sin θ
2
〈g|
)
+
+
(
sin
θ
2
|e〉+ cos θ
2
|g〉
)
〈11|.
(12)
Our approach is to perform a rotating wave approxima-
tion (RWA), recognizing that ωR/2 ≥ g  Γ. To carry
out the transformation, we first introduce a further inter-
action picture where the perturbation now includes only
the relaxation
˙ˆρI′ = D
[
AˆI′
]
ρˆI′ . (13)
In this picture the lowering operator in the qubit sub-
space is
σˆ
(I′)
− =e
−i(Eq+Er)t/2~|00〉
(
cos
θ
2
e−iωRt/2〈e|
− sin θ
2
eiωRt/2〈g|
)
+ e−i(Eq+Er)t/2~
×
(
sin
θ
2
eiωRt/2|e〉+ cos θ
2
e−iωRt/2|g〉
)
〈11|.
(14)
To evaluate the Lindblad form on the right hand side
of Eq. (13) we need to transform the operator σˆ+σˆ− =
|1〉〈1| ⊗ 1ˆ to the interaction picture. In the RWA the
transformed operator reads(
σˆ
(I′)
+ σˆ
(I′)
−
)
RWA
= cos2
θ
2
|e〉〈e|+ sin2 θ
2
|g〉〈g|+ |11〉〈11|.
(15)
We can now drop all the terms involving the state |11〉
using the same argument as in the context of Eq. (10).
Hence we obtain〈
e
∣∣∣ ˙ˆρI′ ∣∣∣ e〉 = − cos2 θ
2
Γ 〈e |ρˆI′ | e〉 ,〈
g
∣∣∣ ˙ˆρI′ ∣∣∣ g〉 = − sin2 θ
2
Γ 〈g |ρˆI′ | g〉 ,〈
e
∣∣∣ ˙ˆρI′ ∣∣∣ g〉 = −Γ
2
〈e |ρˆI′ | g〉 . (16)
We would now like to calculate the evolution of the
population of |10〉 starting in that state. The initial den-
sity matrix is
ρˆI′(t = 0) = |10〉〈10|
= cos2
θ
2
|e〉〈e|+ sin2 θ
2
|g〉〈g| − 1
2
sin θ (|e〉〈g|+ |g〉〈e|) .
(17)
Using Eqs. (13) and (16) we find that the state decays
according to
ρˆI(t) = cos2
θ
2
e−Γt cos
2 θ/2|e〉〈e|+ sin2 θ
2
e−Γt sin
2 θ/2|g〉〈g|
− 1
2
sin θe−Γt/2 (|e〉〈g|+ |g〉〈e|) .
(18)
7The projection operator Πˆ = |10〉〈10| corresponding to
the measurement is in the interaction picture
ΠˆI′(t) = cos
2 θ
2
|e〉〈e|+ sin2 θ
2
|g〉〈g|
− 1
2
sin θ
(|e〉〈g|eiωRt + |g〉〈e|e−iωRt) . (19)
Since the trace of an operator is the same in the interac-
tion and the Schrödinger pictures we find the occupation
probability of the state |10〉
Pt,ωq (1|g, ωr) = Tr
(
Πˆρˆ
)
=
(1 + cos θ)
2
4
e−Γt(1+cos θ)/2
+
(1− cos θ)2
4
e−Γt(1−cos θ)/2 +
sin2 θ
2
e−Γt/2 cosωRt.
(20)
Using tan θ = 2g∆ω and T1 =
1
Γ this can be recast as
Pt,ωq (1|g, ωr) =
(
ωR + ∆ω
2ωR
)2
e−(ωR+∆ω)t/2ωRT1
+
(
ωR −∆ω
2E
)2
e−(ωR−∆ω)t/2ωRT1 +
2g2
ω2R
e−t/2T1 cosωRt.
(21)
This generalizes Eq. (2) in the main text for finite relax-
ation.
