of different dynamic scheduling strategies. Preliminary results show that using the strategy it is possible to design good 23 approximation algorithms for scheduling parallel jobs [32] . 24 
Penalty factor

25
To find a trade-off between the complexity of actual parallel systems and the desired simplicity of their models for 26 theoretical study, we consider the model of parallel jobs based on a penalty factor. Such a model has been used in 27 various actual programs [2, 7] . The idea is to add an overhead to the parallel execution time that includes the time lost 28 for communication, synchronization, preemption and any extra factors that come from the management of the parallel 29 execution. The penalty factor implicitly takes into account some constraints, when they are unknown or very hard to define the use of runtime measurements to improve job scheduling on a parallel machine with emphasis on gang scheduling-based 23 strategies was studied. 24 
Processor allocation regulation
25
The number of processors chosen by the user for job execution is typically based on the nature of the job or user desire, 26 and does not take into account the workload characteristics of the multiprocessor system. This number is usually suitable for 27 light load conditions, but it leads to unacceptably low system performance at heavy load [14] . Since users cannot practically 28 know the system load, one possible way to optimize system behavior is to support different solutions and adapt to them at 29 runtime.
30
The idea of allocating fewer and fewer processors to each job under heavy load, thus increasing throughput, was 31 proposed in [15] . Maximizing application speedup through runtime selection of an appropriate number of allocated 32 processors was discussed in [21] , where the use of a runtime system that dynamically measures job efficiency at different 33 allocations and automatically adjusts a job's processor allocation to maximize its speedup was proposed. While in [20] , 34 the study of the dynamic scheduler that uses runtime idleness information to dynamically adjust processor allocations to 35 improve shared memory system utilization was presented. A self-adaptive scheduling strategy in a master-worker paradigm 36 that dynamically adjusts the number of processors based on performance measures gathered during job execution was 37 considered in [16] . In [8] , it was shown that, of several strategies with equivalent turnaround times, the strategy that reduces 38 allocation when load is high yields the lowest slowdowns. A general virtualization technique that simulates a virtual machine 39 of p processors on p < p processors and allows the execution of a parallel job that requests p processors while only p 40 processors are allotted to it can be found in [25] . The technique yields good results for different network topologies. The 
Outline
45
The reminder of the paper is organized as follows: in Section 2 we present the notation and statement of the scheduling 46 problem and describe the two-phase strategy for on-line parallel job scheduling with idle regulation. The analysis of the performance guarantee considering a specific job allocation to 1 and/or the whole m processors machine (1 − m allocation 48 policy) is presented in Section 3. The analysis of the case when jobs allocated to a fixed number of processors (1−k allocation 49 policy) is discussed in Section 4. Finally, conclusions and further research directions are discussed in the last section. 
Preliminaries
51
We focus on the analysis of scheduling systems where all jobs arrive at time 0 and are processed into the same batch. A 52 set of available and ready jobs will be executed up to the completion of the last one. All jobs that arrive during this time will 53 be processed in the next batch. A relation between this scheme and the scheme where jobs are released over time, either 3 We consider a set of independent parallel jobs with the objective of minimizing the total execution time (makespan) 4 in the frame of the two-phase list scheduling strategy. The following problem is studied: given a parallel machine with m 5 identical processors and a set of n independent parallel jobs T = {T 1 , . . . , T n } whose processing times p 1 , . . . , p n are not 6 known until their completion. The number of processors k i needed for the execution of job T i may not be imposed (Section 3), 7 or fixed and known as soon as it becomes available (Section 4). We assume that the job irrespective of k i can be scheduled 8 either on a single processor, on m processors (if k i is not preset), and/or on requested k i processors (if k i is fixed). Real systems 9 support preemptions, so we assume that the job can be preempted, redistributed and migrated if necessary. Unfortunately, 10 it may incur large overheads. To minimize the number of preemptions we restrict our analysis to the case where the job can 11 be preempted once, assigned to the required number of processors, then it cannot be preempted and/or run on a different 12 set and/or different number of processors. Hence, the algorithms perform at most m preemptions.
Scheduling problem
13
A parallel job T i is characterized by a triple T i = {p i, k i , µ i k }: namely, its execution time on a single processor (the total 14 work done by the job), the number of requested processors k i , and the penalty factor of its parallel execution on k i processors. 
15
Its parallel execution time is
p i k = µ i k p i /k i .
The two-phase algorithm 1
We are interested in studying the influence of idle regulation on a general list scheduling based on a two-phase strategy.
2
This strategy has been introduced in [24] and considers two successive phases. In the first phase, when the number of jobs is 3 large, the strategy allocates processors sequentially without idle times and communications. When enough jobs have been completed, it switches to a second phase with multiprocessor execution. In the following analysis, we assume that in the 5 first phase each processor has one job, each job is assigned to one processor, and thus, the processors' utilization is 1, and 6 the schedule is optimal. Inefficiency appears when less than m jobs remain. In [24], another strategy is applied when the 7 first processor becomes idle. In this paper, we generalize this approach by introducing an idle regulation mechanism. Hence, 
12
The successive phases are shown: phase 1a, when all the processors are busy; phase 1b, when at least m−a+1 processors 13 work (both phases use the well-known Graham's list strategy); and phase 2, when a or more processors become idle, and,
14
hence, turn to a second strategy with parallel jobs. The parameter a is equal to the largest number of processors allowed to 15 be idle in the system before switching to the second phase. It determines the balance between the number of jobs processed 16 by the first and the second strategies. The sequential execution of jobs in the first phase under heavy load is a best strategy as 17 there is no extra overhead. In the second phase, when the load is reduced and the number of idle processors becomes equal 18 to or greater than a, the system changes strategy to avoid too many idle times. When such an idle regulation is used, there 19 is a trade-off between starting parallelization sooner, when a is small (hence more jobs are parallelized causing larger par-20 allelization overhead), and delaying their parallelization, when a is big (hence causing more processors to be left idle), until 21 a smaller number of jobs is available. This scheme balances the needs of the user (job) with those of the computer system.
22
We assume that all parallel jobs can be executed sequentially irrespective of their type and the number of processors 23 needed for the execution. It is a reasonable assumption for many distributed and shared memory applications, in which 24 parallel processes can be executed sequentially (in particular, message passing processes executed by one processor, or a 25 load balancing scheme based on common pool of jobs easily adapted to the processors' number). It is suitable even for rigid 26 jobs that cannot cope with the reducing or increasing the number of allotted processors. Rigid jobs can be executed efficiently 27 on one processor because of exploiting one processor communications locality.
28
But the assumption excludes from our consideration some class of parallel jobs, for example, synchronous shared memory 29 applications, where parallelism cannot be transformed efficiently to the serial execution. The performance guarantees of any list algorithm for scheduling independent parallel jobs on m processors can be found
. It is shown that ρ * ≤μ/µ and ρ * ≤μ. If all jobs in the optimal solution are allocated to m processors (µ =μ) 2 then ρ * = 1, and if they are allocated to one processor (by our assumption µ = 1) then ρ * = ρ * .
3
Lemma 1. The performance guarantees of any list algorithm for scheduling independent jobs on one processor are bounded as:
) in the case of large workload.
5
Proof. The proof of the first bound is straightforward and appears to rely mainly on the Graham type arguments. An idle 6 interval occurs when a processor does not process a job. Recall that in a greedy schedule, an idle interval can only occur if ).
10
From (3), (4) and (1), it follows that ρ * ≤ 2 − 14 a = 1.
15
Let us assume now that the strategy switches from the Graham's strategy to Gang when a first processor becomes idle, so 16 a = 1 (Fig. 2) . This case has been studied in [24] . It uses a combination of two extreme scheduling strategies Graham and
17
Gang, a combination of allocation of one processor per job and assigning the whole machine to a job (coordinated strategy).
18
In the first phase, when n ≥ m, each job is processed on one processor (Fig. 2a) . At time t, less than m jobs remain. In order
19
to avoid idle processors the remaining jobs are preempted and assigned to m processors according to Gang strategy (Fig. 2b) .
20
The performance guarantees are bounded as: ρ * ≤μ µ (1 − 4. Analysis for 1 − k allocation policy (rigid jobs) 1 We provide now an analysis of the two-phase algorithm with allocation to 1 and/or to the fixed number of processors, 2 from k tok, with idle regulation by 0 ≤ a ≤ m. We study the performance with regard to the number of processors allotted 3 to a job for its execution and its penalty factor. Before deriving a general bound, we review known results of the restricted 4 case with a = 0 that corresponds to the strategy that starts from the second phase (scheduling rigid jobs by a list algorithm).
I. If
A (h) ≥ B (a) then J (a, h) ≤ A (h)p. Hence C ≤ C * + (μ−1)h mp , C ≤ C * µ + h m (μ µ − 1 µ )p k , and ρ * ≤ 1 + (μ−1)(m−a) m = 21 µ(1 − a m ) + a m . From (5), ρ * ≤μ µ (1 − a m ) + a µm . A (h) ≥ B (a) when a−1 m −μ −1 m h ≤ 0, hence h ≥ a−1 µ−1 . For h ≤ m − a,
II. If
A (h) < B (a) then J (a, h) ≤ (B (a) − A (h))p + A (h)p ≤ B (a)p. Hence C ≤ C * + a−1 mp and C ≤ C * µ + (a−1)k µmp . It
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5
The case a = m corresponds to list scheduling for sequential jobs (only the first phase is applied). Before going into the details of the two-phase algorithm we make some general remarks well known in the literature. Proof. In the schedule, there are two kinds of time slots which can be combined conceptually into two successive intervals,
11
namely C 1 and C 2 (Fig. 5) [19,35 ]. Both intervals correspond respectively to the time slots when at mostk − 1 processors are 12 idle, and strictly more thank − 1 processors are idle. 
. Recalling (2) , (3) and (1), we obtain
Remark. The result is a generalization of the well-known Graham bound. For sequential jobs we obtain the bound 2 − 1/m 7 (no penalty: µ =μ = 1, and k =k = 1) and both competitive ratios coincide. .
10
Proof. The proof follows directly from Lemma 2 and the assumption that k = 1. 
Idle regulation with a > 0 13
Let us turn now to the case in which the strategy switches from the Graham's strategy to parallel job scheduling when a 14 processors become idle (Fig. 6 ). Proof. Let us denote by W 1 the work executed until t. Each job not finished until t is executed necessarily in phase 1 2. Then, assuming that part of these h jobs have not been processed in phase 1a or 1b, the remaining work is W
15
Theorem 2 (Sequential Competitivity [32]). Given a set of n independent parallel jobs with variation of the penalty factors, from
+ 1 m−k+1 (μ(m − a) + µ k (m −k)). U N C O R R E C T E D P R O O F DAM: 7018
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for the completion time of phase 2, the upper bound of the total completion time C is
. We know
Considering h jobs executed after t , and thatp
There are two different possibilities for values of A (h) and B (a). Proof. The proof follows directly from Theorem 2 and the assumption that k = 1. We also note for any m,k,μ, k,
10
I. If
Theorem 4. Given a set of n independent parallel jobs allocated to a fixed number of processors, from k tok, with minimum 5 penalty factor µ, the performance guarantee of the two-phase strategy can be estimated as:
Proof. As shown in Theorem 2, the completion time of the schedule is C ≤ W 1 m
. Note that
, and 
A (h) µ k ≥ B (a) then J (a, h) ≤ A (h)p , and 16 C ≤ W µm + hk m −k + 1 − hk µm + (m −k) m −k + 1 p .
17
Lower bounds for an optimal schedule are (4) and (6) . Hence C * ≥ µp ≥ µ kp =p , and number of processors, from 1 tok, the performance guarantee of the two-phase strategy can be estimated as:
Proof. The proof follows directly from Theorem 4, and the assumption that k = µ = 1. We also note that A (h) ≥ B (a) (see
12
Theorem 3), hence
Conclusions
15
We have focused on non-clairvoyant scheduling of parallel jobs with emphasis on the regulation of idle periods in the 
Allocation to k (fromk tok) processors to be left idle) until a smaller number of jobs is available can be found. The parameter a can be calculated based on runtime 12 measuring workload characteristics, and adapted to the change of the workload quality on-line. A summary of the results
13
can be found in Table 1 . It shows that within the proposed model it is possible to design good parallel job scheduling 14 approximation algorithms whose qualitative behavior can be estimated. Performance guarantees of job scheduling in space-
15
sharing mode can be improved under certain conditions of idle regulation.
16
Several problems remain open: firstly, theoretical and experimental analysis of the idle regulation with more variations 17 of job scheduling strategies (largest job first, backfill, etc.), and optimization criteria, both system centric (utilization, 18 throughput, etc.) and user centric (waiting time, turnaround time, etc.). Secondly, the analysis of the system in a practical 19 scheduling environment that supports dependent jobs, and jobs that can arrive at any moment. Also of interest is the 20 application of the proposed scheme to the set of malleable jobs.
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