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Povzetek 
Trgovanje z električno energijo na trgu za dan vnaprej deluje na principu dražb, kjer 
se križata agregirani krivulji ponudb za nakup in prodajo. Te so dan prej podane s strani 
trgovcev in dobaviteljev, ki za ceno na dan trgovanja ne vedo, saj se ta izoblikuje šele po 
prejemu vseh ponudb. V času oddaje le-teh tako nastane negotovost, ki jo lahko vsak izmed 
sodelujočih izkoristi, če le ima orodja, s katerimi si pomaga pri boljšem predvidevanju cene. 
S tem bi si ustvaril ključno prednost pred ostalimi in lažje oddal dobičkonosno ponudbo. 
Namen naloge je bil opisati metode kratkoročnega (za dan vnaprej z urnim korakom) 
napovedovanja cene električne energije in jih preizkusiti na primeru trga za dan vnaprej v 
Sloveniji.  
Najprej smo si podrobneje ogledali znane informacije o trgu in prišli do podatkov o 
cenah električne energije v določenem časovnem obdobju. Po njihovi preučitvi smo izbrali 
najbolj primerne metode napovedovanja. Lastnosti in delovanja metod povprečne vrednosti, 
naključnega hoda, eksponentnega glajenja in modela ARIMA so bila vsa temeljito 
predstavljena in tako smo si ustvarili podlago za nadaljnje delo, napovedovanje cene. Tu 
smo vzeli dva dvotedenska intervala iz različnih obdobij, ki sta služila kot nabor podatkov 
za napoved cen dni za intervaloma, kjer je bil en izmed njiju stabilen, drugi pa nestabilen. S 
primerjavo cenilk napak napovedi RMSE in MAPE smo prišli do zaključkov, da je sicer 
najbolj kompleksen med modeli, sezonski model ARIMA, opravil najboljšo napoved, 
vendar so si bili nekateri modeli pri rezultatih precej blizu, prav tako smo opazili, da so bili 
posamezni dnevi, predvsem vikendi, problematični zaradi popačenja stalnega trenda 
delavnikov. Na podlagi teh ugotovitev smo se odločili primerjavo med modeli razširiti na 
intervale skozi celo leto in poizkusiti z razdelitvijo le-teh na delavnike in vikende ter jih 
posebej vključiti pri samih napovedih.  
Končni rezultat je še podkrepil zaključke iz prvega dela. Sezonski model ARIMA se 
je tu izkazal za daleč najboljši model, še najbližje mu je prišel en najbolj intuitivnih in 
enostavnih modelov, model naključnega hoda, kjer so bile napovedi cen enake vrednostim 
iz prejšnjega dneva. Prav tako se izkaže, da se razdelitev intervalov, kjer posebej 
obravnavamo delavnike in vikende, običajno izplača in prinese boljše rezultate. 
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Abstract 
Electric energy trading on the day-ahead market operates on the principle of auctions, 
where intersect the curves of bids and offers to sell. Bids and offers to sell are given the day 
before by traders and suppliers who do not know the price since the prices are formed only 
after receiving all offers. At the time of submitting them, there is uncertainty, of which each 
of the participants can take advantage of if they have the tools to help them better predict the 
price. These tools can help them create a key advantage over others and make it easier to 
submit a profitable offer. The purpose of work was to describe the methods of short-term 
forecasting (for the day-ahead hourly loads) of the price of electric energy and to test these 
methods on the example of the day-ahead market in Slovenia. 
First, we inspected the known market information and came up with data on electric 
energy prices over a period. After examining them, we selected the most appropriate 
forecasting methods. We created a basis for price forecasting and further work and by 
thoroughly presenting the properties and functions of the methods of average value, random 
walk, exponential smoothing and the ARIMA model. We took two two-week intervals from 
different periods that served as a data set for forecasting the price on the days after the 
intervals, where one of them was stable and the other unstable. By comparing forecasts with  
error estimators RMSE and MAPE, we concluded that the most complex among the models, 
the seasonal model ARIMA, gave the best prediction, but some other models also had close 
results. We also noticed that some days, especially weekends, were problematic because of 
the distortion of the constant trend of working days. Based on these findings, we expanded 
the comparison between the models to a comparison of intervals throughout the year and to 
split them to weekdays and weekends and include them separately in the forecasts.  
The results further supported the conclusions from first part. ARIMA seasonal model 
proved to be by far the best model, the closest to him came one of the most straightforward 
and most intuitive models, the random walk model, where price forecasts were equal to the 
values on the day-ahead. It also turned out that the distribution of intervals, when we treat 
the weekdays and weekends separately, pays off and brings better results. 
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Key words: day-ahead electric energy market, electric energy price, short-term 
forecasting, exponential smoothing, ARIMA model 
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1 Uvod 
Z električno energijo (v nadaljevanju EE) kot tržnim blagom se v Sloveniji trguje na 
maloprodajnem in na veleprodajnem trgu od leta 2007. Prvi sestoji iz dobaviteljev in 
odjemalcev, kjer je vnaprej določena cena, ne pa tudi količina dobavljene EE. Drugega so 
še ne dolgo nazaj sestavljali le proizvajalci in dobavitelji. Tu se trguje bilateralno oziroma 
dvostransko, kjer se podpiše zaprta pogodba za daljše časovno obdobje, kar pomeni, da je 
količina EE za vsak interval vnaprej določena. Pogodba tako ni odvisna od dejansko 
dobavljene energije, kakršnakoli razlika v pogodbenih in dejanskih vrednostih pa je predmet 
bilančnega obračuna. V zadnjem času na ta trg vstopajo tudi večji odjemalci, ki lahko 
podpišejo pogodbo neposredno s proizvajalcem. 
 En izmed ostalih načinov trgovanja na veleprodajnem trgu se izvaja na borzi, kjer se 
trguje za dan vnaprej. Tu se izvajajo dražbe. Ustvarita se agregirani krivulji, ki predstavljata 
ponudbe za nakup in prodajo. Tržna cena EE za naslednji dan se določi z njunim presečiščem 
in na podlagi maksimizacije družbene koristi, ob tem pa se upošteva tudi omejitve samega 
omrežja, ki jih poda operater. [1]   
Zaradi izvajanja dražb pri trgu za dan vnaprej je ključnega pomena, da so udeleženci 
na te pripravljeni. Tako se lahko lotijo napovedovanja cene EE. V splošnem poznamo tri 
metode napovedovanja: 
- kvalitativne metode, 
- metoda analize časovnih vrst1, 
- vzročne metode2. 
Pri prvih se najpogosteje upošteva mnenja strokovnjakov. Tu običajno ni zadostnih 
preteklih podatkov, ki bi jih lahko uporabili, zato moramo vključiti človeški faktor, kjer z 
logičnim in sistematičnim pristopom poizkušamo izvesti napoved. To metodo uporabimo na 
primer pri novih tehnologijah, ki šele prodirajo na trg. Druga metoda deluje na podlagi 
podatkov iz preteklosti s pomočjo modelov, ki se jih uporablja na časovnih vrstah/serijah. 
Te modeli delujejo na principu obdelave podatkov, kjer se iz njih izlušči kakršne koli trende, 
 
1 Ang. time - series analysis 
2 Ang. casual methods 
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sezonskosti in/ali korelacije, ter se jih uporabi pri napovedi. Pri tretji metodi moramo poznati 
dejavnike, ki vplivajo na obravnavane podatke ter imeti na voljo tudi njihove vrednosti v 
istem časovnem obdobju, da lahko iščemo vzporednice med obema ter jih uporabimo pri 
napovedi. [2] 
V našem primeru imamo dovolj podatkov o preteklih vrednostih, primanjkuje pa 
podatkov o vplivnih dejavnikih, tako da je od treh naštetih metod zares uporabna le druga 
metoda, ki jo bomo kot edino tudi uporabili. 
Cilj naše naloge je najprej izbrati primerne modele, jih opisati ter uspešno 
implementirati na primeru trga za dan vnaprej v Sloveniji. Primerjava s pomočjo cenilk 
napak naj bi prinesla model, ki poda najboljše rezultate in se ga lahko uporabi pri samem 
trgovanju, kjer dobra napoved lahko pomaga udeležencu pri odločitvi, kakšno ponudbo naj 
odda, da se mu bo to najbolj izplačalo. Hkrati bomo dobili neko predstavo, kako natančne 
so sploh lahko napovedi le na podlagi podatkov iz preteklih obdobij. 
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2  Trg za dan vnaprej v Sloveniji 
To avkcijsko trgovanje je razdeljeno po fazah. Prva je faza trgovanja, v času katere 
imajo trgovci in dobavitelji možnost vnosa, spremembe in preklica svoje prodajne oziroma 
nakupne ponudbe v sistem. V vsaki ponudbi se določi, kakšno količino je vsak pripravljen 
prodati oz. kupiti v izbranem intervalu znotraj določenega dneva in za kolikšno ceno. 
Minimalna količina je 1 MW, intervali so urni. Ta faza se začne 8 dni pred dnevom, ko bo 
trgovanje izvedeno, traja pa vse do 12. ure zadnjega dne. V naslednji fazi, fazi mirovanja, se 
preveri vse ponudbe in odpravi nepravilnosti, v fazi po trgovanju pa se za vsako uro 
naslednjega dne določi agregirani krivulji ponudbe in povpraševanja. S presečiščem krivulj 
je določena količina in dokončna tržna cena EE za vsako uro naslednjega dne, kar prikazuje 
slika 2.1. Kdor je v svoji prodajni ponudbi postavil previsoko ceno ali v svoji nakupni 
ponudbi postavil prenizko ceno, naslednji dan ne bo sodeloval v izmenjavi EE. Ostane še 
neaktivna faza, kjer se le pregleda vse posle. [3] 
Pomembno se je zavedati dejstva, da vsak udeleženec v fazi trgovanja ve samo za 
svojo ponudbo. Tako postavi ceno, po kateri je pripravljen kupiti ali prodati EE. Tu nastopi 
C
en
a 
[€
/M
W
h
]
Količina [MW]
Krivulji ponudbe in povpraševanja
Povpraševanje
Ponudba
Tržna količina
Tržna cena
Slika 2.1: Krivulji ponudbe in povpraševanja 
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odločilni faktor napovedovanja cene, ki bo določena na dražbi, s katerim se v svojem bistvu 
ukvarja ta naloga. Natančna napoved lahko postavi v prednost tistega, ki jo ima, saj se že 
vnaprej lahko pripravi na ceno, ki bo določena in lažje sprejme odločitev o svoji ponudbi. 
Trgovec bi tako v času višjih cen v svojo ponudbo vključil večje količine EE, obratno bi v 
času nižjih cen ponudil manj ali celo ne bi oddal ponudbe. Očitno je tako napovedovanje 
predvsem iskanje prednosti pred »tekmeci« in priložnosti za boljši zaslužek. Se pa 
napovedovanja lahko poslužuje tudi operater omrežja, ki spremlja trg in mu je to v pomoč 
pri opazovanju dogajanja na njem. 
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3  Kratkoročno napovedovanje cene EE 
Cena električne energije na trgu za dan vnaprej je temelj opazovanja te naloge. V 
primerjavi z npr. proizvodnjo ali porabo EE precej bolj niha in obstaja več dejavnikov, ki 
močno vplivajo na njen potek za vsak posamezen dan. To potrjuje tudi slika 3.1, kjer na 
naključnem intervalu opazimo, da ima poraba neko značilno obliko vsak dan v tednu, le za 
vikend se vrednosti nekoliko znižajo, medtem ko ima cena vsak dan posebej precej 
nepredvidljiv potek, brez nekega zaporedja in neodvisno od dneva v tednu. Sicer se morda 
pojavi nekakšen trend dveh konic v dopoldanskem in popoldanskem času, ko je 
povpraševanje največje in s tem tudi cena, vendar to še zdaleč ni pravilo in se lahko iz dneva 
v dan tudi podre na račun vpliva kakšnega drugega dejavnika.  
 
Slika 3.1: Potek cene in porabe EE v Sloveniji v izbranem tednu 
To precej oteži samo napovedovanje. Še bolje predstavo o raznolikosti in nihanju cen 
poda slika 3.2, ki prikazuje potek cene EE v Sloveniji skozi obdobje enega leta. Zdi se, da 
obstaja neka povprečna vrednost, vendar so odstopanja na določenih mestih precej velika in 
nimajo nekega konstantnega vzorca. Tako se lahko vrnemo na dejavnike, ki imajo na tak 
6 Kratkoročno napovedovanje cene EE 
 
potek največji vpliv. Razvrstimo jih lahko na naravne in na nenaravne. Prvi imajo skupno 
izhodišče v vremenu. Tu pomembno vlogo igra hidrologija, kjer lahko neko obdobje talitve 
snega ali povečana količina padavin omogočita hidroelektrarnam povečanje svoje 
proizvodnje, kar niža ceno. Prav tako, glede na to, da je Slovenija le del skupnega evropskega 
trga, lahko na ceno vpliva veter, ki velikemu številu vetrnic v Nemčiji in na Danskem 
omogoča relativno poceni proizvodnjo energije. To sta le dva izmed takih ali drugačnih 
naravnih dejavnikov. Pri nenaravnih se lahko pojavijo remonti, daljši nenapovedani izpadi, 
omejitve ali celo prekinitve nekaterih čezmejnih prenosnih zmogljivosti. Vse to v tem 
povezanem sistemu lahko prinese do večjih pretresov in odstopanj v samih cenah, zato je 
napovedovanje lahko precej nehvaležno, sploh v primeru, če nimamo dostopa do vseh teh 
podatkov, ki bi odločilno pripomogli v iskanju najboljše napovedi. 
 
Slika 3.2: Cena EE v Sloveniji skozi obdobje enega leta  
Ob pomanjkanju informacij se moramo posluževati drugih metod in iz podatkov, ki 
jih imamo, izvleči kar se da natančno napoved. Takšen primer je tudi v naši nalogi. Imamo 
le podatke o ceni električne energije v določenem preteklem časovnem obdobju. Metode 
morajo tako vsebovati iskanje vzorca v podatkih in ga poskušati prenesti v napoved. Ker 
moramo metode pred dejanskim napovedovanjem prihodnosti prej preizkusiti, vzamemo 
izbran časovni interval s podatki v preteklosti in ga razdelimo na dva dela. Prvi prvem se 
podatke analizira in z modelom ustvari napoved, temu delu rečemo tudi obdelava podatkov. 
Drugi del je test. S tem preverimo točnost napovedi modela. Tu se potem ustvari nek cikel, 
v katerem nastavimo parametre modela, preverimo točnost napovedi ter to ponavljamo vse 
dokler ne pridemo do napovedi z najmanjšo napako. Dolžina obeh delov je lahko povsem 
odvisna od modela in naših sklepanj, v tej nalogi bo tako obdelava podatkov lahko obsegala 
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teden, mesec, ali celo leto, lahko pa tudi le posamezne dneve iz različnih tednov, odvisno od 
primera, medtem ko bo test vedno obsegal le en dan, saj delujemo na trgu za dan vnaprej in 
je to edini logični interval, ki nas zanima. Kratkoročnost napovedi bo pomagala modelom, 
ki so običajno znani po tem, da v dolgoročnem smislu niso primerni za napovedovanje, tu 
pa še vedno lahko konkurirajo ostalim. Modeli, ki jih bomo uporabili, so naslednji: 
- model povprečne vrednosti, 
- model naključnega hoda, 
- model eksponentnega glajenja, 
- model ARIMA. 
Vsakega izmed modelov je potrebno predstaviti ter obrazložiti njegovo delovanje, na 
koncu pa pokazati rezultate napovedi in jih primerjati med sabo ter tako izbrati najboljši 
model za napovedovanje cene. 
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4 Osnovni pojmi  
Pred začetkom obravnave modelov smo dolžni nameniti vsaj nekaj časa definiranju 
nekaterih osnovnih pojmov. To bo olajšalo delo pri sami analizi modelov in rezultatih. 
4.1 Časovna vrsta 
Časovna vrsta3 je niz podatkov, izmerjenih v različnih časovnih točkah, navadno 
določenih z intervali. Analiza le-te združuje metode, ki omogočajo razumevanje teh 
podatkov, hkrati te podatke lahko preučujemo, opazujemo razvoj in tudi predvidimo 
prihodnje trende. [4] 
V našem primeru imamo urne podatke za obdobje nekaj več od enega leta, kar zadošča 
za dokaj konkretno analizo. Zavedati se moramo, da so podatki le številke, katerih ozadja 
nastanka običajno ne poznamo preveč dobro, saj je enostavno preveč dejavnikov, ki vplivajo 
na vsak posamezen podatek. Tako smo pri analizi vedno precej omejeni, modeliramo le na 
podlagi nekih osnovnih značilnosti, kot so vpliv ure v dnevu, dneva v tednu, meseca v letu, 
vpliv odnosa med zaporednimi vrednostmi,… Smiselno se zdi, da bi z upoštevanjem več 
dejavnikov opravili boljšo analizo. Pogosto se v praksi vseeno izkaže, da je vse odvisno od 
samega vpliva dejavnika na proces. Tako lahko tudi z upoštevanjem sicer manjšega števila 
bolj vplivnih dejavnikov opravimo precej boljšo analizo. 
4.2 Stacionarnost in diferenciranje 
Časovni vrsti lahko pripišemo lastnost stacionarnosti, kadar so njene statistične 
lastnosti, nekatere izmed njimi so srednja vrednost, varianca in avtokorelacija, konstantne 
skozi čas. Veliko modelov napovedovanja »zahteva« za svoje optimalno delovanje 
stacionarne podatke, ali vsaj stacionirane. Slednje dobimo z matematičnimi 
transformacijami nestacionarnih podatkov. Taki podatki so skoraj vsi, saj kakršno koli 
izkazovanje trenda, sezonskosti, cikla ali ne-naključnosti pomeni, da podatki niso 
 
3 Ang. time series 
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stacionarni. Omenjene lastnosti moramo tako kar se da dobro definirati in izločiti. To lahko 
med drugim opravimo z diferenciranjem, logaritmiranjem in izničitvijo trendov4. Predvsem 
prva je pomembna in pogosto uporabljena metoda, sploh pri modelu ARIMA.  
Diferenciranje časovne vrste opravimo tako, da odštejemo zaporedne vrednosti v vrsti. 
Prvo diferenco dobimo z 
 𝑌𝑡 − 𝑌𝑡−1. (4.1) 
Celotna diferencirana vrsta je tako vrsta razlik oz. sprememb med zaporednimi 
vrednostmi. Če je ta vrsta popolnoma stacionarna, torej ni korelacije med sosednjimi členi, 
lahko osnovno časovno vrsto opišemo z modelom naključnega hoda5, ker si vrednosti sledijo 
povsem naključno in imamo opravka z belim šumom6, o katerem več pozneje.  
V primeru še vedno prisotne avtokorelacije uporabimo druge modele, ki med drugimi 
uporabijo tudi drugo diferenco. Ta se izračuna kot  
 𝑌𝑡 − 2 ∙ 𝑌𝑡−1 + 𝑌𝑡−2 (4.2) 
in jo lahko poimenujemo kar sprememba v spremembi osnovne vrste. V praksi se 
skorajda nikoli ne uporablja višjega od drugega reda diferenciranja. [5] [6] 
4.3 Avtokorelacija in delna avtokorelacija 
Pri korelaciji v časovnih vrstah gre za soodvisnost dveh različnih spremenljivk ali 
signalov, pri avtokorelaciji ali tudi serijski korelaciji pa gre za razmerje oz. odvisnost signala 
samega s seboj. ACF in PACF tako merita podobnost med opazovanji istega signala v 
različnih trenutkih. Razlika med obema je v tem, da če opazujemo dva trenutka, npr. 
vrednosti 𝑌𝑡 in 𝑌𝑡−ℎ, kjer je h časovni zamik med njima, pri PACF odstranimo vpliv vmesnih 
vrednosti od 𝑌𝑡−1 do 𝑌𝑡−ℎ+1. Tako bolj podrobno opazujemo le neposredno korelacijo med 
obema vrednostma. PACF je očitno le nek dodatek obstoječi ACF. S slednjo si pomagamo 
pri iskanju vzorcev v signalu, ki jih zaradi šuma ni mogoče takoj opaziti. Skupaj pa funkciji 
uporabimo pri ne-naključnosti podatkov, kjer precej primorata k lažji določitvi parametrov 
nekaterih modelov napovedovanja. 
Ko na časovni vrsti izvedemo obe funkciji, dobimo koeficiente za vsak zamaknjen 
trenutek oz. tudi zamik ali odlog7, katerih vrednosti so vedno na intervalu [-1,1]. Vrednost 1 
predstavlja popolno korelacijo, vrednost -1 pa popolno anti-korelacijo med primerjanima 
vrednostma. Koeficiente ACF dobimo po enačbi: 
 
4 Ang. de - trending  
5 Ang. random walk 
6 Ang. white noise 
7 Ang. lag 
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 𝑟𝑘 =
∑ (𝑌𝑡 − ?̅?)(𝑌𝑡+𝑘 − ?̅?)
𝑁−𝑘
𝑡=1
∑ (𝑌𝑡 − ?̅?)2
𝑁
𝑡=1
, (4.3) 
kjer je k trenutni odlog, 𝑟𝑘 koeficient ACF ob odlogu k, ?̅? povprečje vseh vrednosti, N 
pa število vseh opazovanj. Nekoliko enostavneje lahko zapišemo tudi kot 
 𝑟𝑘 =
𝛾𝑘
𝛾0
, (4.4) 
kjer je 𝛾𝑘 kovarianca ob zamiku k, 𝛾0 pa varianca. [7] 
Pri PACF imamo dve enačbi za določitev koeficientov, ki jih označimo z α:  
 𝛼(1) = 𝑐𝑜𝑟𝑟(𝑌𝑡+1, 𝑌𝑡) 𝑧𝑎 𝑘 = 1 𝑖𝑛 (4.5) 
 𝛼(𝑘) = 𝑐𝑜𝑟𝑟 (𝑌𝑡+𝑘 − 𝑃𝑡,𝑘(𝑌𝑡+𝑘), 𝑌𝑡 − 𝑃𝑡,𝑘(𝑌𝑡)) 𝑧𝑎 𝑘 ≥ 2, (4.6) 
kjer je 𝑃𝑡,𝑘(𝑌) operator, ki izloči vse člene med dvema vrednostma, ki jih primerjamo. 
[8] 
Te enačbe so bolj informativne narave, saj se v praksi s programskim orodjem 
poslužujemo prikaza korelogramov, kot pravimo grafoma funkcij ACF in PACF. Na sliki 
4.1 je predstavljen graf ACF na naključnem primeru. Na x - osi so zamiki, na y - osi pa so 
vrednosti koeficientov. 
 
Slika 4.1: Graf ACF na naključnem intervalu 
Na grafu opazimo območje, ki je označeno z modro barvo. Ta označuje interval 
zaupanja, katerega meje izračunamo s pomočjo standardne napake. Običajno uporabimo 
enačbo 
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 𝑆𝑝𝑟 =
1
√𝑁
 (4.7) 
kjer je N število opazovanj. Dodamo ji še koeficient 1.96, ki se v statistiki uporablja 
kot vrednost, ki omejuje 95 % interval zaupanja, torej 
 𝑆𝑝𝑟 = ±1.96 ∙
1
√𝑁
 (4.8) 
V zgornjem grafu je sicer uporabljena metoda, ki uporablja Barlettovo  enačbo: 
 𝑆𝐸𝐴𝐶𝐹 = ±1.96 ∙ √
1
𝑁
(1 + 2 ∑ 𝑟𝑞2
𝑘−1
𝑞=1
), (4.9) 
kjer je 𝑟𝑞 avtokorelacijski koeficient. Opazimo, da ta metoda uporablja že izračunane 
koeficiente za izračun intervala zaupanja, medtem ko standardna napaka za izračun vzame 
le število opazovanj. [7] 
4.4 Merila za ocenjevanje napovedi 
Vsaka napoved ima določeno napako, ki jo izračunamo kot razliko med napovedano 
in dejansko vrednostjo. Obstaja kar nekaj meril, s katerimi določimo napako napovedi 
modela in jo primerjamo z ostalimi. Omejili se bomo na dve, na tem področju pogosto 
uporabljeni cenilki, to sta RMSE in MAPE. 
4.4.1 Korenjena srednja kvadratna napaka – RMSE 
Definirana je kot kvadratni koren srednje kvadratne napake z enačbo 
 𝑅𝑀𝑆𝐸 = √
1
𝑁
∑(𝑌𝑡 − ?̂?𝑡)2
𝑁
𝑡=1
, (4.10) 
kjer je N število napovedanih vrednosti. Ta metoda se uporablja pogosteje od bolj 
osnovne MSE8 zaradi same enote napake, ki je enaka kot pri podatkih. 
4.4.2 Srednja absolutna procentualna napaka – MAPE  
Definirana je kot povprečna vrednost absolutnih vrednosti razlik napovedanih in 
dejanskih vrednosti. Zapišemo jo kot 
 
8 MSE = mean - square error 
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 𝑀𝐴𝑃𝐸 =
1
𝑁
∑ |
(𝑌𝑡 − 𝑌?̂?)
𝑌𝑡
|
𝑁
𝑡=1
∙ 100, (4.11) 
uporabljamo pa jo še pogosteje, saj je edina, ki ni vezana na enoto podatkov. Faktor 
100 ji dodamo zato, da dobimo vrednosti v odstotkih. Vrednost MAPE pove, kakšno je 
povprečno procentualno odstopanje napovedane vrednosti od dejanske.  
Pri RMSE kot tudi pri MAPE velja, da manjša, kot je vrednost napake, boljšo napoved 
je ustvaril model. Prav tako se pozitivne in negativne napake ne odštevajo med seboj, zaradi 
funkcije kvadrata pri RMSE in absolutnih vrednosti pri MAPE. Pri prvi lahko še omenimo, 
da precej bolj kaznuje posamezna večja odstopanja, ki presegajo nek normalni okvir, saj se 
napake najprej kvadrirajo, seštejejo in šele zatem korenijo, ob tem pa premalo kaznuje 
napake, ki so manjše od 1 enote (npr. če je napaka neke meritve 0.2 je kvadrat napake 0.04), 
kar prav tako lahko vpliva na končno vrednost cenilke. 
Pri vrednosti napake MAPE sicer lahko poudarimo, da je ta najbolj odvisna od 
velikosti in razpona vrednosti, v katerem se vrednosti gibljejo. Torej npr. pri podobnem 
razponu bo večja napaka pri manjših vrednostih, saj bo razpon procentualno večji. [9] 
4.4.3 Beli šum 
Pri modelih napovedovanja je pomembno, da se njihove vrednosti napovedi kar 
najbolje prilegajo dejanskim podatkom časovnih vrst. Tako pri modelih z enačbo 
 𝑥𝑡 = 𝑌𝑡 − ?̂?𝑡, (4.12) 
ob času t izračunamo napako oziroma ostanek9 𝑥𝑡. Vsi ostanki napovedi skupaj tvorijo 
časovno vrsto. Če je model iz podatkov uspešno izvlekel vse njihove korelacije v različnih 
časih, morajo biti podatki časovne vrste ostankov povsem neodvisni med sabo. To lahko 
preverimo tudi z ACF, kjer naj bi bili vsi koeficienti korelograma znotraj intervala zaupanja, 
kar opazimo na sliki 4.2. Taki časovni vrsti rečemo beli šum. 
Beli šum vsebuje vrednosti, ki so med sabo neodvisne, enakomerno porazdeljene, 
imajo povprečno vrednost nič in varianco 𝜎2. Taka vrsta je tudi stacionarna. [10] 
 
9 Ang. residual 
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Slika 4.2: Primer belega šuma in korelograma njegove ACF
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5 Modeli napovedovanja 
V tem poglavju se bomo lotili obravnave vsakega izmed, omenjenih v tretjem 
poglavju, modelov napovedovanja. Potrebno je opisati delovanje vsakega modela in metod 
znotraj njega, saj imajo pogosto modeli več različic, ki upoštevajo različne vplivne 
dejavnike. 
5.1 Dekompozicija signala 
Podatki časovnih vrst, kot jih imamo v našem primeru, pogosto izkazujejo neke 
vzorce, ki se ponavljajo, vendar so težko določljivi le z opazovanjem časovnih potekov, zato 
jih je priporočljivo razcepiti na več komponent. To naredimo s pomočjo t. i. dekompozicije. 
Prva poznana je aditivna dekompozicija10 in jo zapišemo kot 
 𝑌𝑡 = 𝑆𝑡 + 𝑇𝑡 + 𝑅𝑡 , (5.1) 
kjer so, v času t, 𝑆𝑡 sezonska komponenta, 𝑇𝑡 trend - ciklična komponenta in 𝑅𝑡 
residualna ali tudi ostala komponenta. Trend in cikel lahko obravnavamo tudi kot samostojni 
komponenti, vendar se jih običajno združi. Ciklična komponenta se sicer od sezonske loči 
po tem, da nima tipičnega periodičnega ponavljanja. Pri drugi, multiplikativni 
dekompoziciji11, zapišemo enačbo kot 
 𝑌𝑡 = 𝑆𝑡 × 𝑇𝑡 × 𝑅𝑡. (5.2) 
Prvo uporabimo v primeru časovnih vrst, kjer se sezonska in trend - ciklična  nihanja 
ne spreminjajo skupaj s povprečjem časovne vrste. Tako imamo skozi celoten interval enako 
magnitudo odstopanj, zato lahko posamezne komponente med seboj seštejemo. 
Multiplikativno dekompozicijo uporabljamo v ostalih primerih, kjer se s povprečjem vrste 
spreminjajo tudi omenjena nihanja. [6] 
Pri aditivnih lahko omenimo, da jih obstaja več vrst, ki se med sabo ločijo po svoji 
robustnosti, po stopnji zmožnosti ocenjevanja posamezne komponente v signalu in po 
 
10 Ang. additive decomposition 
11 Ang. multiplicative decomposition 
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kontroli uporabnika nad samo operacijo. Pri preverjanju komponent bomo uporabili STL 
dekompozicijo, ki deluje na podlagi LEOSS, kar je metoda za ocenjevanje nelinearnih 
razmerij. STL je hitra, enostavna in precej robustna, kar v tem primeru pomeni, da je čas 
operacije tudi ob daljših časovnih vrstah kratek, je prijazna uporabniku, odporna na 
tranzientna, kratkotrajna odstopanja in uspešno izvede dekompozicijo tudi v primeru, če v 
podatkih manjkajo vrednosti. Več o razvoju metode STL v dnevniku [11], ki so ga napisali 
Robert B. Cleveland, William S. Cleveland, Jean E. McRae in Irma Terpenning. 
5.2 Model povprečne vrednosti 
Prvi in najenostavnejši model že v samem imenu pove vse, kar je o njem treba vedeti. 
Namreč, pri tem modelu vse napovedani vrednosti zavzamejo povprečno vrednost podatkov, 
ki jih imamo v obdelavi. Torej,  
 ?̂?𝑡+𝑘 = ?̅? =
𝑌1 + 𝑌2 + ⋯ + 𝑌𝑡
𝑁
, (5.3) 
kjer je ?̂?𝑡+𝑘 napovedana vrednost ob koraku k, število opazovanj označuje N. [6] 
5.3 Model naključnega hoda/naivni model 
Drugi, še vedno precej enostaven model, ki ga bomo uporabili, je model naključnega 
hoda12. Zaradi svoje enostavnosti ga imenujemo tudi naivni model, a je kljub temu zelo 
pomemben. Poznamo dve različice modela, osnovnega in sezonskega. Prvega razdelimo še 
na modela brez ali z lezenjem13. Pri lezenju gre za upoštevanje navideznega trenda, ki ga 
kažejo podatki od njihovega začetka do trenutka, kjer se začne naša napoved. Tako ne 
smemo enačiti pojmov lezenja in trenda, saj je prva le statična komponenta v časovni vrsti, 
medtem ko je slednja časovno odvisna komponenta. Pri modelu naključnega hoda brez 
lezenja tako napovedujemo vrednosti z  
 ?̂?𝑡+𝑘 = 𝑌𝑡. (5.4) 
Enačba pove, da bodo vse napovedane vrednosti enake vrednosti ob zadnjem 
opazovanem trenutku. Pri modelu z vključenim lezenjem imamo enačbo: 
 ?̂?𝑡+𝑘 = 𝑌𝑡 + 𝑘 ∙ ?̂?, (5.5) 
kjer je ?̂? faktor lezenja. Ta napoved bo izgledala kot podaljšek neke trendne črte, 
vendar se bo začela, prav tako kot napoved prve metode, z zadnjo opazovano vrednostjo. 
 
12 Ang. random walk 
13 Ang. drift 
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Določitev faktorja ?̂?, ki ga lahko definiramo kot naklon te črte, je definiran z izrazom, ki 
uporabi prvo 𝑌1 in zadnjo 𝑌𝑡 opazovano vrednost podatkov: 
 ?̂? =
𝑌𝑡 − 𝑌1
𝑡 − 1
, (5.6) 
kjer je t trenutek zadnje opazovane vrednosti. Opazimo, da je ta faktor le naklon 
premice, ki povezuje prvo in zadnjo vrednost, torej to ni čisto prava trendna črta. Ob tem 
lahko poudarimo, da je pri tej metodi ključnega pomena število opazovanj, ki jih vzamemo 
v obdelavo, saj se lahko ta faktor precej spremeni in s tem tudi celotna napoved. Prav tako 
lahko opazimo, da vse vrednosti med prvo in zadnjo pravzaprav ne vplivajo na vrednost 
faktorja, vsaj ne direktno. 
Imamo še sezonsko različico modela, ki je, podobno kot prvi dve, precej enostavna. 
Ta predvideva, da bo napovedana vrednost sicer ista, kot je bila vrednost v istem delu 
opazovane sezone, le premaknjena. Od podatkov in izkazovanja sezonskosti je odvisno, 
katera vrednost to bo. V naših primerih je to lahko vrednost v istem dnevu izpred dveh 
tednov, enega tedna, lahko se tudi odločimo, da za napoved vzamemo kar vrednost, ki je bila 
določena na dan pred dnevom, ki ga napovedujemo. Napovedano vrednost določimo z 
enačbo 
 ?̂?𝑡+𝑘 = 𝑌𝑡+𝑘−𝑚 + 𝜇, (5.7) 
kjer je m število opazovanj, za katere gremo nazaj v čas, da dobimo opazovanje v istem 
času preteklega obdobja, μ podobno kot lezenje, povprečni trend v podatkih med opazovano 
vrednostjo v istem času v preteklosti in do trenutka napovedi. Tudi tu opazimo, da so vsi 
ostali podatki, ki so vmes, povsem nepomembni. [5] [6] 
5.4 Model eksponentnega glajenja 
Naslednji izmed modelov napovedovanja je model eksponentnega glajenja14. Ta 
metoda se sicer pogosto uporablja za glajenje signalov, kjer se obnaša kot nizkopasovni filter 
za odstranitev visokofrekvenčnega šuma. So pa trije znanstveniki, po katerih se tudi 
imenujejo posamezni modeli, vzeli značilnosti eksponentnega glajenja in jih uporabili v 
namen analize časovnih vrst. Te znanstveniki so Charles C. Holt, Robert G. Brown ter Peter 
R. Winters. 
Napovedi temeljijo na preteklih opazovanjih, ki jim ustrezno dodelimo težo, torej 
njihov vpliv, ki ga naj imajo na dejanske vrednosti napovedi. Vpliv opazovanj eksponentno 
pada z oddaljevanjem od trenutka napovedi. Tako bodo imela zadnja opazovanja veliko težo, 
 
14 Ang. exponential smoothing model 
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medtem ko bodo opazovanja v nekem oddaljenem trenutku lahko že povsem nepomembna 
za napovedane vrednosti, odvisno od hitrost padanja te teže in oddaljenosti trenutka. 
Znotraj modela imamo tri glavne metode, ki jih bomo podrobneje predstavili. Prva 
opravi le osnovno eksponentno glajenje, druga ob tem še upošteva trend, tretja pa ob trendu 
upošteva tudi sezonskost, zaradi česar se za njih v literaturi pogosto uporablja izraz ETS15 
metode. Trend in sezonskost sta vključena s pomočjo dekompozicije, zato imamo možnost 
vključitve aditivne ali multiplikativne komponente pri obeh, prav tako lahko pri trendu 
dodatno upoštevamo še dušenje. S tem se precej razširi nabor metod. Skupaj jih je pri 
eksponentnem glajenju 15, prikazuje jih tabela 5-1, v kateri je posebej označenih pet metod, 
ki jih bomo podrobneje predstavili in uporabili pri napovedovanju. Vsaka metoda je 
označena z dvema črkama v oklepaju ( , ), kjer prva označuje, kako je prisoten trend, druga 
pa, kako je prisotna sezonskost podatkov. Metode, ki jih bomo podrobneje obravnavali, so: 
- osnovno eksponentno glajenje (N,N), 
- trendno eksponentno glajenje (A,N), 
- trend - sezonsko eksponentno glajenje: 
o aditivno (A,A), 
o multiplikativno (A,M), 
o multiplikativno z dušenjem (Ad, M). 
Prav slednja naj bi bila precej priljubljena zaradi svoje robustnosti in uspešnosti pri 
napovedih. [6] [12] [13] 
 
Tabela 5-1: Predstavitev metod eksponentnega glajenja 
TRENDNA  
KOMPONENTA 
SEZONSKA KOMPONENTA 
𝑁 𝐴 𝑀 
𝑁 N, N N, A N, M 
𝐴 A, N A, A A, M 
𝐴𝑑 Ad, N Ad, A Ad, M 
𝑀 M, N M, A M, M 
𝑀𝑑 Md, N Md, A Md, M 
N »brez trendne/sezonske komponente« 
A/Ad »aditivna komponenta (brez ali z dušenjem)« 
M/Md »multiplikativna komponenta (brez ali z dušenjem)« 
 
15 ETS = error, trend, seasonality 
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5.4.1 Enostavno (Brownovo) eksponentno glajenje  
Prva in najbolj enostavna izmed metod, ki jo je predstavil Robert G. Brown in je 
pogosto označena tudi z SES16, je najbolj primerna za podatke brez nekega očitnega trenda 
in sezonskosti. Zaradi metode, kjer določimo težo podatkom pri napovedovanju, jo 
imenujemo tudi metoda eksponentno tehtanih drsečih sredin17.  
Pri prejšnjih dveh modelih smo imeli napovedi, ki so bile enake kot zadnja vrednost 
pred napovedjo (model naključnega hoda) in kot povprečje vseh podatkov (model povprečne 
vrednosti). Tu najdemo nekakšen kompromis med obema. Enačbi, ki opisujeta metodo, sta 
v komponentni obliki: 
 𝑛𝑎𝑝𝑜𝑣𝑒𝑑: ?̂?𝑡+ℎ = 𝑙𝑡, (5.8) 
 𝑔𝑙𝑎𝑗𝑒𝑛𝑗𝑒: 𝑙𝑡 = 𝛼 ∙ 𝑌𝑡 + (1 − 𝛼) ∙ 𝑙𝑡−1, (5.9) 
kjer je 𝑙𝑡 glajenje ob času t. Velja 0 ≤ 𝛼 ≤ 1. Če je faktor 𝛼 = 1, imamo spet opravka 
z modelom naključnega hoda. Za vse vrednosti med 0 in 1 teža podatkov z oddaljevanjem 
od časa napovedovanja pada. Ob vrednosti α bližje ničli teža podatkov pada počasneje, torej 
bodo imeli lahko podatki iz oddaljenih trenutkov še vedno vpliv na napoved. Pri vrednosti α 
bližje enici pa precej bolj poudarimo nedavne podatke. 
Kakšno vrednost določimo faktorju glajenja je seveda odvisno od samih podatkov, ni 
pa formalno določene formule, ki bi to vrednost izračunala. Zato običajno uporabimo 
iterativni način, kjer znotraj obravnavanih podatkov izvedemo glajenje za različne vrednosti 
α, torej prilagajamo model podatkom, za kriterij pri izbiri optimalne vrednosti pa izberemo 
metodo najmanjših kvadratov napak po enačbi: 
 
𝑆𝑆𝐸 = ∑(𝑌𝑡 − ?̂?𝑡)
2
𝑁
𝑡=1
. (5.10) 
Kriterij je negativno orientiran, torej nižja, kot je vrednost SSE, boljši je uporabljen 
faktor za opazovan primer. 
5.4.2 Trendno (Holtovo) eksponentno glajenje 
Pri tej metodi osnovnemu glajenju dodamo še trendno komponento. Seveda je od 
samih podatkov odvisno, koliko ta trend sploh vpliva na rezultate. Vključimo ga lahko 
aditivno ali multiplikativno, vendar bomo v tej nalogi obravnavali le prvo. Enačbi za 
napoved in glajenje se spremenita, prav tako dobimo novo enačbo za trend: 
 
16 SES = simple exponential smoothing 
17 Ang. exponentially weighted moving average 
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 𝑛𝑎𝑝𝑜𝑣𝑒𝑑: ?̂?𝑡+𝑘 = 𝑙𝑡 + 𝑘 ∙ 𝑏𝑡, (5.11) 
 𝑔𝑙𝑎𝑗𝑒𝑛𝑗𝑒: 𝑙𝑡 = 𝛼 ∙ 𝑌𝑡 + (1 − 𝛼) ∙ (𝑙𝑡−1 + 𝑏𝑡−1), (5.12) 
 𝑡𝑟𝑒𝑛𝑑: 𝑏𝑡 = 𝛽 ∙ (𝑙𝑡 − 𝑙𝑡−1) + (1 − 𝛽) ∙ 𝑏𝑡−1, (5.13) 
kjer je 𝑏𝑡 trend ob času t. Velja 0 < 𝛽 < 1. Opazimo, da je napoved zdaj linearna 
funkcija k-ja , koraka napovedi. 
5.4.3 Trend - sezonsko eksponentno glajenje 
Pri tej metodi vključimo zraven še sezonskost. Na voljo imamo aditivno in 
multiplikativno metodo njene vključitve. Če izberemo aditivno metodo, predvidevamo, da 
so sezonska nihanja skozi čas približno konstantna. Tako v enačbe vključimo absolutne 
vrednosti: 
 𝑛𝑎𝑝𝑜𝑣𝑒𝑑: ?̂?𝑡+𝑘 = 𝑙𝑡 + 𝑘 ∙ 𝑏𝑡 + 𝑠𝑡+𝑘−𝑚(ℎ+1), (5.14) 
 𝑔𝑙𝑎𝑗𝑒𝑛𝑗𝑒: 𝑙𝑡 = 𝛼 ∙ (𝑌𝑡 − 𝑠𝑡−𝑚) + (1 − 𝛼) ∙ (𝑙𝑡−1 + 𝑏𝑡−1), (5.15) 
 𝑡𝑟𝑒𝑛𝑑: 𝑏𝑡 = 𝑏𝑡 = 𝛽 ∙ (𝑙𝑡 − 𝑙𝑡−1) + (1 − 𝛽) ∙ 𝑏𝑡−1 ,  (5.16) 
 𝑠𝑒𝑧𝑜𝑛𝑠𝑘𝑜𝑠𝑡: 𝑠𝑡 = 𝛾 ∙ (𝑌𝑡 − 𝑙𝑡−1 − 𝑏𝑡−1) + (1 − 𝛾) ∙ 𝑠𝑡−𝑚, (5.17) 
kjer je m frekvenca sezonskosti (npr. 12 za mesečne podatke v enem letu, 365 za 
dnevne,…), 𝑠𝑡 sezonska komponenta v času t, parameter h pa poskrbi, da se uporabi podatke 
zadnjega časovnega obdobja (meseca, leta,…). Velja 0 < 𝛾 < 1.  
Pri multiplikativni metodi predvidevamo, da se sezonskost spreminja proporcionalno 
s podatki, zato jo vključimo v enačbe z relativnimi vrednostmi: 
 𝑛𝑎𝑝𝑜𝑣𝑒𝑑: ?̂?𝑡+𝑘 = (𝑙𝑡 + 𝑘 ∙ 𝑏𝑡) ∙ 𝑠𝑡+𝑘−𝑚(ℎ+1), (5.18) 
 𝑔𝑙𝑎𝑗𝑒𝑛𝑗𝑒: 𝑙𝑡 = 𝛼 ∙
𝑌𝑡
𝑠𝑡−𝑚
+ (1 − 𝛼) ∙ (𝑙𝑡−1 + 𝑏𝑡−1), (5.19) 
 𝑡𝑟𝑒𝑛𝑑: 𝑏𝑡 = 𝛽 ∙ (𝑙𝑡 − 𝑙𝑡−1) + (1 − 𝛽) ∙ 𝑏𝑡−1, (5.20) 
 𝑠𝑒𝑧𝑜𝑛𝑠𝑘𝑜𝑠𝑡: 𝑠𝑡 = 𝛾 ∙
𝑌𝑡
(𝑙𝑡−1 + 𝑏𝑡−1)
   + (1 − 𝛾) ∙ 𝑠𝑡−𝑚. (5.21) 
Pri zadnji, peti metodi, dodamo v postopek še dušenje pri multiplikativni sezonskosti 
in dobimo naslednje enačbe: 
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 𝑛𝑎𝑝𝑜𝑣𝑒𝑑: ?̂?𝑡+ℎ = (𝑙𝑡 + (𝜙𝑑 + 𝜙𝑑
2 + ⋯ + 𝜙𝑑
𝑘) ∙ 𝑏𝑡) ∙ 𝑠𝑡+𝑘−𝑚(ℎ+1), (5.22) 
 𝑔𝑙𝑎𝑗𝑒𝑛𝑗𝑒: 𝑙𝑡 = 𝛼 ∙
𝑌𝑡
𝑠𝑡−𝑚
+ (1 − 𝛼) ∙ (𝑙𝑡−1 + 𝜙𝑑 ∙ 𝑏𝑡−1), (5.23) 
 𝑡𝑟𝑒𝑛𝑑: 𝑏𝑡 = 𝛽 ∙ (𝑙𝑡 − 𝑙𝑡−1) + (1 − 𝛽) ∙ 𝜙𝑑 ∙ 𝑏𝑡−1, (5.24) 
 𝑠𝑒𝑧𝑜𝑛𝑠𝑘𝑜𝑠𝑡: 𝑠𝑡 = 𝛾 ∙
𝑌𝑡
(𝑙𝑡−1 + 𝜙𝑑 ∙ 𝑏𝑡−1)
+ (1 − 𝛾) ∙ 𝑠𝑡−𝑚, (5.25) 
kjer velja 0 < 𝜙𝑑 < 1. Dušenje naj bi imelo večji vpliv pri dolgoročnih napovedih, saj 
imajo modeli brez njega tendenco k prevelikem upoštevanju trenda pri napovedovanju za 
daljše časovne obdobje. Vseeno ga bomo kljub kratkoročnosti naših napovedih uporabili v 
nalogi ter opazovali njegov vpliv. 
V enačbah imamo tako štiri faktorje glajenja: 𝛼, 𝛽, 𝛾, 𝜙𝑑. Vsi zavzemajo vrednosti med 
0 in 1. Pri vseh se lahko zanašamo na izračun vrednosti po cenilki SSE, se pa v literaturi [14] 
predstavi nekaj vrednosti predvsem faktorja 𝛼, ki naj bi bile v večini primerov najbolj 
primerne za obravnavo. Nekateri znanstveniki trdijo, da naj ta vrednost ne presega 0.2, 
nekateri omenjajo 0.5. Sicer pa prav tako lahko za cenilko namesto SSE uporabimo RMSE 
ali MAPE, kjer opravimo napoved na prejšnjih podatkih z različnimi vrednosti faktorjev ter 
tako empirično dobimo neko vrednost 𝛼, ki jo kasneje uporabimo pri napovedi. 
5.4.4 Statistični modeli 
V začetku poglavja je omenjenih 15 metod eksponentnega glajenja. Pri metodi 
napovedovanja gre za algoritem, ki na podlagi vhodnih podatkov določi napoved za določen 
čas v prihodnosti. Poleg teh metod imamo tudi statistične modele. Ti podobno kot metode 
generirajo napoved, ob tem pa določijo tudi nek interval zaupanja oz. verjetnostno 
porazdelitev spremenljivke v prihodnosti, torej so nekoliko bolj zapleteni. Ta interval 
zaupanja se lahko določi z modeli aditivnih ali multiplikativnih napak, tako da imamo za 
vsako metodo dva modela, vse skupaj torej 30 modelov eksponentnega glajenja. V ta namen 
bomo na metodi enostavnega eksponentnega glajenja predstavili enačbe obeh modelov, 
aditivnega in multiplikativnega. 
Enačbi aditivnega modela osnovnega glajenja ali tudi ETS(A,N,N), kjer prva črka 
označuje način, na katerega so vključene napake, lahko zapišemo kot: 
 𝑙𝑡 = 𝑙𝑡−1 + 𝛼 ∙ 𝑒𝑡, (5.26) 
kjer je 𝑒𝑡 = 𝑌𝑡 − 𝑙𝑡−1 = 𝑌𝑡 − ?̂?𝑡 napaka napovedi ob času t. Do časa t to dejansko niso 
napovedi, saj model dela na podatkih, ki jih imamo, torej je bolje uporabiti izraz prilagajanje 
modela podatkom. Lahko si podrobneje pogledamo, kako vse skupaj deluje. Če je npr. ob 
času t napaka 𝑒𝑡 negativna, velja 𝑌𝑡 < ?̂?𝑡, torej je bilo glajenje ob času t – 1 pregrobo. 
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Naslednji korak glajenja ob časi 𝑙𝑡 bo tako prejšnji korak 𝑙𝑡−1 popravljen navzdol. Kako grob 
bo korak glajenja, je odvisno od faktorja 𝛼. Če bo njegova vrednost bližje enici, bo glajenje 
bolj grobo, če bo vrednost bližje ničli, bo glajenje bolj gladko.  
Pri modelu z aditivnimi napakami predvidevamo, da so napake 𝑒𝑡 normalno 
porazdeljene kot beli šum s povprečjem 0 in varianco 𝜎2 in lahko zapišemo: 
 𝑒𝑡 = 𝜀𝑡~𝑁𝐼𝐷(0, 𝜎
2), (5.27) 
Model sedaj zapišemo z enačbo meritve in enačbo stanja: 
 𝑌𝑡 = 𝑙𝑡−1 + 𝜀𝑡, (5.28) 
 𝑙𝑡 = 𝑙𝑡−1 + 𝛼 ∙ 𝜀𝑡. (5.29) 
Te enačbi skupaj definirata celoten model z aditivnimi napakami. Pri modelu z 
multiplikativnimi napakami ali tudi ETS(M,N,N) zapišemo napake v relativnih vrednostih: 
 𝜀𝑡 =
𝑌𝑡 − ?̂?𝑡
?̂?𝑡
. (5.30) 
Enačbi meritve in stanja pa kot: 
 𝑌𝑡 = 𝑙𝑡−1 ∙ (1 + 𝜀𝑡), (5.31) 
 𝑙𝑡 = 𝑙𝑡−1 ∙ (1 + 𝛼 ∙ 𝜀𝑡). (5.32) 
Enačbe ostalih modelov so dostopne na [13] ali [5].  
Zaradi neprisotnosti takega pristopa pri ostalih modelih napovedovanja se bomo 
uporabe statističnih modelov vzdržali ter napovedovali le s pomočjo opisanih metod, brez 
intervalov zaupanja. 
5.5 Model ARIMA 
Najpogosteje omenjen in uporabljen model pri analizi časovnih vrst in napovedovanju 
je ARIMA. To je nekoliko izboljšana različica modela ARMA18, saj z njo lahko obdelujemo 
tudi serije podatkov, ki morda izkazujejo lastnost nestacionarnosti, saj integrirani (I) del 
modela v enem ali več postopkih podatke stacionira za nadaljnjo obdelavo. Avtoregresivni 
(AR) del je pomemben pri iskanju povezave med trenutnimi in predhodnimi vrednostmi, 
drseča sredina (MA) pa povezuje trenutne vrednosti in predhodne napake prilagajanja 
modela. Osnovni model ne deluje na principu iskanja trenda in sezonskosti podatkov, kar je 
sicer pogosta usmeritev modelov napovedovanja. Temelji namreč na iskanju avtokorelacije 
 
18 ARMA = autoregressive moving average 
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v samih podatkih, zato je precej bolj kompleksen od ostalih, ki v večini uporabijo le 
dekompozicijo kot osnovo za svojo napoved. 
Poleg osnovnega poznamo tudi SARIMA model (seasonal ARIMA), ki pri napovedi 
upošteva sezonskost in FARIMA model (fractional ARIMA), ki upošteva LRD, torej so 
napovedi s tem modelom skozi daljše časovne obdobje še vedno močno odvisne od osnovnih 
podatkov, imajo »dolg spomin«. Namreč, tudi pri ARIMA modelih, podobno kot pri 
eksponentnem glajenju, imajo običajno največjo težo podatki tik pred napovedjo, pri tem 
modelu pa se precej enakopravno upošteva tudi podatke iz bolj oddaljenih časovnih obdobij. 
[15]  
V naši nalogi bomo obravnavali osnovni ARIMA model in model SARIMA. Cena EE 
je najpogosteje odvisna od vrednosti v zadnjih časovnih obdobjih in sledi nekemu povprečju, 
ki se skozi čas spreminja, tako da FARIMA model izpustimo iz obravnave. 
5.5.1 Box - Jenkinsova metoda 
Oba izbrana modela izvedemo s pomočjo metode, ki sta jo leta 1970 ustvarila britanska 
statistika George E. P. Box in Gwilym M. Jenkins. V tej metodi so zajeta vsa navodila v 
zvezi s postopkom napovedovanja z ARIMA modelom. Ta uporabimo in skonstruiramo 
model v naslednjih treh korakih: 
1. Obravnava in priprava podatkov 
Podatke vizualiziramo in opravimo dekompozicijo, ki pokaže, če obstaja kakršen koli 
trend. Z diferenciranjem in/ali logaritmiranjem ga odpravimo. Tako dobimo stacionarnost 
podatkov, ki jo model potrebuje za optimalno napoved. Stacionarni podatki ne izkazujejo 
trenda, prav tako je njihova varianca skozi celoten opazovan interval konstantna, podobno 
kot pri belem šumu, ki smo ga že obravnavali v prejšnjih poglavjih. 
2. Definiranje parametrov p, d in q ter izvedba modela 
Omenjeni parametri, ki so nenegativna cela števila, pripadajo posameznim delom v 
kratici ARIMA: 
• Parameter p pove, koliko členov v enačbi za napovedane vrednosti bo pripadlo AR 
delu; 
• Parameter d pove, kolikokrat diferenciramo podatke pred samo izvedbo modela in 
pripada I delu; 
• Parameter q pove, koliko členov v enačbi za napovedane vrednosti bo pripadlo MA 
delu. 
Zaradi ključne vloge teh parametrov model označimo tudi kot ARIMA(p,d,q). 
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3. Urejanje napovedi 
Napovedane vrednosti, ki jih ustvari model, je potrebno še enkrat urediti, tokrat z 
obratnimi operacijami od tistih, ki smo jih uporabili v prvem koraku. Torej, če smo na 
začetku podatke diferencirali in logaritmirali, jih je potrebno v tem delu oddiferencirati in 
eksponencirati, da dobimo pravilno napoved. [5] 
Najzahtevnejši del metode je določitev vseh treh parametrov v drugem koraku. V ta 
namen se bomo lotili vsakega posebej. 
5.5.2 Diferenciranje in parameter d 
Pojem diferenciranja smo omenili že v poglavju 4.2. Tam smo poudarili, da časovno 
vrsto redko diferenciramo več kot dvakrat. Vrednost parametra d določimo ob pogledu na 
operacije, opravljene v prvem koraku Box - Jenkinsove metode. Ob enkratnem 
diferenciranju je vrednost 1, ob dvakratnem 2 in tako naprej. Če diferenciranja ne opravimo, 
je vrednost 0.  
Diferenciranje časovne vrste je najpomembnejši korak, saj s tem stacioniramo časovno 
vrsto in jo pripravimo za nadaljnjo obravnavo. Pri tem se držimo nekaterih osnovnih pravil, 
ki jih najlažje predstavimo na primeru. To bomo opravili s pomočjo dvakratnega 
diferenciranja naključne časovne vrste in korelogramov avtokorelacije vsakega izmed 
intervalov. Na kratko lahko ponovimo, da je pri korelogramu z modro označen interval 
zaupanja, kjer vrednosti znotraj njega lahko zanemarimo oz. jim priredimo vrednost 0, torej 
pri takih zamikih ni avtokorelacije in je časovna vrsta stacionarna. 
 
Slika 5.1: Diferenciranje časovne vrste in avtokorelacija 
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Prvo pravilo je vezano na vrednosti pri poznejših zamikih avtokorelacije časovne vrste 
z zgornjega desnega diagrama na sliki 5.1. Če ima korelogram visoke vrednosti na začetku 
in tudi pri poznejših zamikih, potem je časovno vrsto potrebno vsaj enkrat diferencirati. To 
je potrebno tudi v našem primeru. Pri prvi diferenci ponovno pogledamo prvo pravilo, ob 
tem upoštevamo še drugega. To je vezano na vrednosti pri prvem zamiku, torej prvo vrednost 
v korelogramu. Če ta zavzema vrednost 0 (torej znotraj obarvanega intervala) ali je negativna 
in večja od -0.5, smo dosegli želeno stopnjo diferenciranja, ob tem pa negativna vrednost 
zamika, manjša od -0.5, pove, da je časovna vrsta preveč diferencirana, kar prikazuje 
korelogram avtokorelacije druge diference, ki ima to vrednost nekje na meji. Pri 
korelogramu prve diference nas mogoče zmotijo visoke vrednosti pri ~25-tem zamiku in 
pozneje še pri ~45-em, vendar je to posledica sezonskosti, ki jo prva diferenca še ne 
odstrani. Tako se glede na te tri grafe lahko odločimo o vrednosti parametra d. Pri tem 
primeru bi lahko nekako oklevali med vrednostjo 1 in 2, saj druga diferenca lepo odstrani 
kakršnokoli sezonskost, je pa po drugem pravilu vrednost pri prvem zamiku že nekoliko 
preveč negativna. Pogosto se namesto grafičnega načina prvih dveh pravil odločimo za 
upoštevanje tretjega pravila, kjer izračunamo standardni odklon pri prilagajanju modela 
časovnim vrsti. Uporabimo ARIMA(0,0,0), ARIMA(0,1,0), ARIMA(0,2,0) in pogledamo 
rezultate prilagajanja vrsti z izračunom odklona. Najmanjša vrednost le-tega nam pove, 
katero diferenco uporabiti. 
Vsa tri pravila lahko pri definiranju celotnega modela nadgradimo še s četrtim, kjer, 
ko dodamo še AR in MA parametra, skupaj določimo najboljšo kombinacijo parametrov. 
Namreč, dodatni AR parameter lahko popravi prešibko diferenciranje, medtem ko MA 
parameter lahko popravi premočno diferenciranje, tako da določitev vrednosti parametra d 
takoj na začetku z upoštevanjem prvih treh pravil še ni nujno dokončna. [5] 
5.5.3 AR model in parameter p 
Pri avtoregresivnih modelih je vrednost časovne vrste ob času t linearno odvisna le od 
svojih vrednosti v preteklih časovnih obdobjih. Že sam pojem avtoregresije nakazuje na 
regresijo – razmerje samega s seboj (»avto«). 
Imamo enačbo za model AR: 
 𝑌𝑡 = 𝜙1 ∙ 𝑌𝑡−1 + 𝜙2 ∙ 𝑌𝑡−2 + ⋯ + 𝜙𝑝 ∙ 𝑌𝑡−𝑝 + 𝜀𝑡, (5.33) 
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kjer so 𝜙1, 𝜙2, … , 𝜙𝑡−𝑝 koeficienti AR modela, 𝜀𝑡 je beli šum. Te modeli so sicer zelo 
fleksibilni pri obravnavi različnih časovnih vrst. Vrednosti koeficientov, ki so odvisne od 
podatkov, spremenijo vzorec vrste, medtem ko sprememba vrednosti belega šuma spremeni 
le razpon vrste. 
Določitev parametra p poteka s pomočjo korelograma delne avtokorelacije, ki jo 
opravimo na (diferencirani) časovni vrsti iz prejšnjega poglavja. Vrednost določimo kot 
zamik, pri katerem vrednost še ne pade v interval zaupanja. Na sliki 5.2 je ta vrednost 3 in 
lahko zapišemo model kot AR(3). 
5.5.4 MA model in parameter q 
Pri modelu drseče sredine namesto preteklih vrednosti uporabimo napake preteklih 
napovedi/prilagajanj. Enačbo modela zapišemo kot 
 𝑌𝑡 = 𝑒𝑡  + 𝜃1 ∙ 𝑒𝑡−1 + 𝜃2 ∙ 𝑒𝑡−2 + ⋯ + 𝜃𝑞 ∙ 𝑒𝑡−𝑞 , (5.34) 
kjer so 𝜃1, 𝜃2, … , 𝜃𝑞 koeficienti MA modela. Opazimo, da je vrednost ob času t lahko 
zapisana kot obtežena drseča sredina napak napovedi. 
Vrednost parametra q določimo s pomočjo avtokorelacije (diferencirane) časovne 
vrste, kjer, podobno kot pri avtoregresivnih modelih, najdemo zamik preden vrednosti prvič 
padejo v interval zaupanja. Na sliki 5.3 je ta vrednost 1 in model lahko zapišemo kot MA(1). 
[5] [10] 
Slika 5.2: Delna avtokorelacija časovne vrste 
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Slika 5.3: Avtokorelacija diferencirane časovne vrste  
5.6 Informacijski kriteriji, ocena koeficientov, testi  
Kot smo opazili, določitev parametrov p, d in q ni enoumna, zato lahko poizkušamo z 
več kombinacijami vseh treh dobiti najboljšo. Primerjanje kombinacij lahko izvedemo z 
informacijskimi kriteriji. Najpogostejša sta AIC in BIC. Oba verjetnostna kriterija sta 
kaznovalno usmerjena. Torej vsak dodatni parameter kaznujeta s povečanjem svoje 
vrednosti, saj s tem model postaja bolj kompleksen, časovno zamuden in potencialno tudi 
dražji. Tako se poišče neko ravnovesje med najboljšo prilagoditvijo in številom uporabljenih 
parametrov. Enačba za izračun AIC: 
 𝐴𝐼𝐶 = 2 ∙ 𝑘 − 2 ∙ 𝑙𝑛(?̂?), (5.35) 
kjer je ?̂? največja verjetnost podatkov, k število parametrov (p + q), kjer izpustimo d, 
saj je ?̂? drugačen pri različni vrednost d. 
Ob časovnih vrstah z malo podatki ima AIC težnjo izbirati bolj kompleksne modele, 
zato imamo prav za take vrste na voljo še kriterij AICc: 
 
𝐴𝐼𝐶𝑐 = 𝐴𝐼𝐶 +
2 ∙ 𝑘2 + 2 ∙ 𝑘
𝑛 − 𝑘 − 1
, (5.36) 
kjer je n število podatkov. Manjše število podatkov tako pomeni večji AICc, ob 𝑛 →
∞ pa se AICc pretvori v AIC. Enačba za izračun BIC: 
 𝐵𝐼𝐶 = 𝑘 ∙ 𝑙𝑛(𝑛) − 2 ∙ 𝑙𝑛(?̂?) (5.37) 
Oba kriterija sta negativno naravnana, torej manjša, kot je vrednost kriterija, boljši je 
model. Ob tem sama vrednost kriterijev ni pomembna, pomembna je le primerjava vrednosti 
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med modeli. Razlika med AIC in BIC je v kaznovanju števila parametrov, kjer prvi kaznuje 
z 2 ∙ 𝑘, medtem ko drugi s 𝑘 ∙ ln(𝑛), torej slednji običajno kaznuje bolj. 
Ob tem omenimo še največjo verjetnost podatkov ?̂?, ki jo dobimo z MLE. Ta tehnika 
poišče vrednosti koeficientov AR(𝜙1, … , 𝜙𝑝) in MA(𝜃1, … , 𝜃𝑞), ki kar najbolje prilagodijo 
model podatkom. Pri modelu ARIMA je ta metoda podobna metodi najmanjši kvadratov, le 
precej bolj kompleksna. [6] [16] 
Ob prilagajanju modela na podatke lahko izvemo, ali je v teh ostalo še kaj informacij, 
ki jih model ni vzel in uporabil za svojo prilagoditev časovni vrsti. Pri ARIMA modelu 
imamo zaradi večjega števila parametrov in koeficientov možnost spreminjanja le-teh, zato 
bi te informacije prišle prav, za razliko od prejšnjih modelov, kjer prav veliko sprememb ne 
bi morali postoriti. Iskanje preostalih informacij opravimo z izračunom napak/ostankov ter 
posebej definiranimi testi. Prilagojene vrednosti so napovedane vrednosti modela na 
obstoječih podatkih. Ob izbiri optimalnega modela morajo te napake kot časovna vrsta biti 
podobni belemu šumu. To lahko grafično preverimo s korelogramom avtokorelacije in/ali s 
histogramom napak, oboje je predstavljeno na sliki 5.4 za izbran primer. Pri histogramu smo 
pozorni, ali se prilega normalni (Gaussovi) porazdelitvi. Torej, ali ima povprečje (vrh) pri 
vrednosti 0, prav tako pa morajo biti vrednosti levo in desno približno enakomerno 
porazdeljene. Pri avtokorelaciji naj bi bile skorajda vse vrednosti znotraj intervala zaupanja, 
izjemoma se pri višjih vrednostih zamikov lahko pojavijo nekatera odstopanja. Če tem 
kriterijem na grafih ni zadoščeno, moramo zamenjati parametre modela. 
 
Slika 5.4: Histogram in korelogram napak 
Sicer se poleg grafičnega dela lahko ob zagonu modela opravlja tudi teste, ki vrnejo 
neko vrednost. Ta pove, ali je v podatkih še kaj neraziskanega s strani modela in ali so možne 
izboljšave.  
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Testov je več, pogosto se uporabljata: 
- Jarque - Bera test po ekonomistih po imenih Carlos Jarque in Anil K. Bera in 
- Ljung - Box test po statistikih po imenih Greta M. Ljung in George E. P. Box. 
Prvi preverja, kako dobro se napake prilegajo normalni porazdelitvi z izračunom 
sploščenosti19 in koeficientom (a)simetrije20, torej s testom, ki ga že sami opravimo grafično 
ob pogledu na histogram napak. Ta test potrebuje za natančno obravnavo model s precej 
veliko bazo podatkov (>2000 vrednosti). 
Drugi test se pogosto uporablja prav pri modelu ARIMA, za izračun pa uporablja 
avtokorelacijo napak (namesto naše metode, kjer gledamo korelogram). Kot rezultat testa 
vrne vrednost p (stopnja značilnosti), ki je v statistiki precej znan. Ta pove, ali so vrednosti 
napak še kakorkoli povezane med seboj. 
Vrednosti p-ja se gibljejo med 0 in 1, kjer imamo mejo pri 0.05 ali 0.01, kar predstavlja 
95 % oz. 99 % stopnjo zaupanja. Če parameter zavzame vrednost, nižjo od določene meje, 
so podatki še odvisni med sabo, če pa zavzame višje vrednosti, lahko model označimo kot 
ustrezen, saj ni korelacije med napakami, ki bi jo lahko še kakorkoli uporabili. 
Ob prilagoditvi se prav tako izvede povzetek modela, kjer je pri vsakem dodanem 
parametru AR(p) in MA(q) podana vrednost p, ki, podobno kot pri Ljung - Box testu 
ponazori odvisnost parametra in celotnega modela. V tem primeru mora biti vrednost p 
manjša od določene meje (običajno 0.05), da ga lahko označimo kot pomembnega za 
obravnavo. Parameter, pri katerem temu kriteriju ni zadoščeno, lahko odstranimo iz modela, 
saj nima resnejšega vpliva na rezultate. [6] [17] 
Vse te kriterije in teste se seveda preveri in opravi pred dejanskim napovedovanjem 
vrednosti v prihodnosti. S tem dobimo najboljši možen model za izbran interval časovne 
vrste. 
5.7 Osnovni model ARIMA(p,d,q) 
Z ustreznim definiranjem posameznih delov modela ARIMA lahko sedaj napišemo 
končno enačbo za osnovni model: 
?̂?𝑡 = 𝑐 + 𝜙1 ∙ 𝑌𝑡−1 + ⋯ + 𝜙𝑝 ∙ 𝑌𝑡−𝑝 − 𝜃1 ∙ 𝑒𝑡−1 − ⋯ − 𝜃𝑞 ∙ 𝑒𝑡−𝑞 , (5.38) 
kjer je c konstanta. Opazimo, da imajo členi AR dela pozitivne predznake, medtem ko 
imajo členi MA dela negativne, kar sta v dogovoru sklenila Box in Jenkins, utemeljitelja 
celotne metode.  
 
19Ang. kurtosis  
20Ang. skewness 
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Osnovni ARIMA model s parametri p,d,q je skupek avtoregresivnega modela in 
modela drseče sredine, zato v splošnem lahko večino omenjenih modelov, ki so v tem 
poglavju, izvedemo z modelom ARIMA. Nekaj modelov, ki jih opišemo s pravilno 
kombinacijo parametrov: 
- ARIMA(0,1,0) = model naključnega hoda, 
- ARIMA(0,1,1) brez konstante = enostavno eksponentno glajenje, 
- ARIMA(0,1,1) s konstanto = enostavno eksponentno glajenje z lezenjem (ni 
obravnavano v nalogi), 
- ARIMA(0,2,1) = trendno eksponentno glajenje, 
- ARIMA(1,1,2) s konstanto = trendno eksponentno glajenje z dušenjem (ni 
obravnavano v nalogi). 
5.8 Sezonski model SARIMA(p,d,q)(P,D,Q,S) 
Pri sezonskem modelu imamo poleg osnovnih parametrov p,d,q še parametre: 
- P = število sezonskih avtoregresivnih delov (SAR), 
- D = število sezonskih diferenciranj, 
- Q = število sezonskih delov drseče sredine (SMA), 
- S = časovno obdobje ponavljajočega se vzorca. 
Enačbo, ki opisuje sezonski model, zapišemo s pomočjo operatorja B, za katerega 
velja: 
 𝐵 ∙ 𝑌𝑡 = 𝑌𝑡−1. (5.39) 
Na primeru, npr. ARIMA(1,1,1)(1,1,1,12) lahko zapišemo enačbo modela kot: 
 (1 − 𝜙1𝐵)(1 − 𝛷1𝐵
12)(1 − 𝐵)(1 − 𝐵12) ∙ 𝑌𝑡
= (1 + 𝜃1 ∙ 𝐵)(1 + 𝛩1𝐵
12) ∙ 𝜀𝑡, 
(5.40) 
kjer sta Φ1, Θ1 koeficienta sezonskih AR in MA delov, ki se v splošnem zapišeta kot: 
 𝑆𝐴𝑅: 1 − 𝛷1 ∙ 𝐵
𝑆 − ⋯ − 𝛷𝑃 ∙ 𝐵
𝑃∙𝑆, (5.41) 
 𝑆𝑀𝐴: 1 + 𝛩1 ∙ 𝐵
𝑆 + ⋯ + 𝛩𝑄 ∙ 𝐵
𝑄∙𝑆. (5.42) 
Število parametrov obeh delov je odvisno od P in Q. Sezonski parameter S izberemo 
s pomočjo korelograma ACF. Če smo pri parametru q dejansko opazovali le prvih nekaj 
zamikov, nas tu zanimajo tudi kasnejši. Na sliki 5.3 opazimo visoke vrednosti pri 24-em in 
kasneje še pri 48-em zamiku, zato bi za tako časovno vrsto določili vrednost S = 24. Ob 
poznavanju obravnavane časovne vrste lahko to vrednost določimo že vnaprej, saj obstajajo 
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neke običajne, pogosto uporabljene vrednosti (1 pri letnih podatkih, 12 pri mesečnih, 52 pri 
tedenskih, 365 pri dnevnih in 24 pri urnih). 
Če obdržimo vrednosti parametrov iz primera, bosta oba dela, tako SAR kot tudi SMA 
prvega reda, vrednosti ob času t bosta napovedovala z ozirom na vrednosti časovne vrste ob 
času t - 12. V primeru uporabe drugega ali celo višjih redov, se vrednosti ob času t 
napovedujejo glede na vrednosti ob časih t - 12, t - 24,... Glede na mesečno sezonskost bi to 
pomenilo, da napovedujemo vrednosti, kjer si pomagamo z vrednostma istega meseca 
prejšnjega leta, leta pred tem,… 
Pri določitvi parametrov P, D in Q si pomagamo z nekaj priporočili, ki običajno 
privedejo do dobrih rezultatov in lahko skrajšajo čas iskanja najboljšega modela: 
- ob stabilni sezonski komponenti na korelogramu ACF je D = 1, sicer D = 0, 
- 𝑑 + 𝐷 ≤ 2, 
- 𝑃 ≥ 1, če je vrednost ob zamiku S na korelogramu ACF večja od 0, 
- 𝑄 ≥ 1, če je vrednost ob zamiku S na korelogramu ACF manjša od 0, 
- 𝑃 + 𝑄 ≤ 2, 
- 𝑃, 𝐷, 𝑄 naj ne bodo večji od 1, 
- v model vključimo P ali Q, redko oba skupaj. 
Vse to so le priporočila, tako da se ob primerih, kjer omenjeni informacijski kriteriji 
ali vrednost parametra p ponujajo drugačno rešitev, to tudi uporabimo. [5] [18]
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6 Rezultati napovedi 
Za napovedovanje imamo na voljo podatke o cenah EE za Slovenijo med 1. oktobrom 
2018 in 20. decembrom 2019. Imamo urne podatke in napovedujemo le za en dan vnaprej, 
zato predvidevamo, da zadostujejo podatki zadnjih tednov (pred napovedjo), prav tako 
oblika časovne vrste izkazuje dnevno in tedensko sezonskost. Pretiravanje z upoštevanjem 
podatkov iz daljšega obdobja lahko prinese kar nekaj nevšečnosti pri uporabi modelov, saj 
se konkretno podaljša čas simulacije, hkrati pa imajo bolj oddaljeni podatki pri sami 
napovedi precej manjši, v večini primerov kar ničen vpliv v primerjavi s podatki v zadnjem 
obdobju. Na podlagi teh ugotovitev bomo v obravnavo vzeli štiri intervale, dva dvotedenska 
ter še dva tedenska, ki sta enaka drugemu tednu v dvotedenskih intervalih. To bo prišlo prav, 
saj bomo tako imeli paroma napoved dveh intervalov različnih dolžin za isti dan in s tem 
dobili konkreten odgovor, kakšno dolžino intervala se bolj splača vzeti. Dvotedenska 
intervala sta posebej izbrana, namreč prvi je precej stabilen, drugi je bolj nepredvidljiv. S 
tem bomo preizkusili robustnost in prilagodljivost modelov na različne vhodne podatke. 
Dodamo lahko še to, da sta intervala vzeta tako, da je napovedovan dan del delavnika (v 
obeh primerih četrtek), kar bo vsaj nekoliko izboljšalo rezultate, saj se vikenda tako 
oblikovno kot po vrednostih pogosto precej razlikujeta od ostalih dni. 
Intervali, ki jih lahko vidimo na sliki 6.1, so: 
- od 1. 11. 2018 do 14. 11. 2018, interval 1 (levo zgoraj), 
- od 8. 11. 2018 do 14. 11. 2018, interval 2 (levo spodaj), 
- od 6. 6. 2019 do 19. 6. 2019, interval 3 (desno zgoraj), 
- od 13. 6. 2019 do 19. 6. 2019, interval 4 (desno spodaj). 
Na podlagi teh intervalov bomo izvedli štiri napovedi pri vsakem modelu. Te bodo 
sestavljene iz 24-ih vrednosti za vsako posamezno uro v dnevu, kjer je prva napoved ob 
00:00, zadnja pa ob 23:00. 
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Slika 6.1: Prikaz podatkov, ki jih bomo uporabili v modelih napovedovanja 
Rezultate napovedi bomo vedno predstavili najprej grafično, kjer bomo lahko 
opazovali prileganje napovedi dejanskim vrednostim in že tam nekako dobili občutek, katera 
izmed napovedi je boljša. Zraven bomo dodali še tabelo z ocenitvijo napak RMSE in MAPE, 
ki bosta bolj sistematično predstavili in primerjali napovedi. Tako bomo lahko med selekcijo 
izbrali modele z najmanjšimi pogreški. 
Za bolj reprezentativno predstavo natančnosti modelov bomo najboljše izmed njih 
nadalje uporabili pri napovedih dneva v tednu skozi celo leto (med novembrom 2018 in 
novembrom 2019). Odvisno od rezultatov na teh dveh intervalih bomo pri celem letu vzeli 
vsak teden za napoved podatke prejšnjega tedna ali prejšnjih dveh tednov. Napovedovali 
bomo tako za delovni dan kot tudi za vikend. 
Modele bomo na časovnih vrstah preizkušali v Pythonu s pomočjo posebnih knjižnic, 
namenjenih za analizo časovnih vrst in uporabo obravnavanih modelov. 
6.1 Rezultati dekompozicije 
Rezultati dekompozicije obeh daljših časovnih intervalov, ki jih prikazujeta sliki 6.2 
in 6.3, bodo ključno pomagali pri definiranju parametrov v nekaterih modelih. 
Če se poglobimo v samo obliko grafov, lahko opazimo, da se trend-ciklična 
komponenta skozi celoten interval giblje okoli neke vrednosti, torej se ne viša ali niža s 
časom. Ima dva padca, ki sta posledica vrednosti v času vikenda. Vidimo tudi precej značilno 
obliko sezonske komponente. Dnevno ponavljajoča oblika z dvema vrhovoma v 
dopoldanskem in popoldanskem času. 
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Slika 6.2: Rezultati dekompozicije na izbranem časovnem intervalu (november 2018) 
Pri drugi dekompoziciji je vse precej podobno, očitno je tudi dejstvo, da interval ni 
tako stabilen kot prejšnji, saj sezonska komponenta nima konstantne oblike. 
 
Slika 6.3: Rezultati dekompozicije na izbranem časovnem intervalu (junij 2019) 
6.2 Rezultati modela povprečne vrednosti 
Napovedane vrednosti, ki jih vidimo na sliki 6.4, so pričakovano ravne črte. To 
moramo razumeti v smislu, da takšna napoved ne poda vrednosti, ki bi jih dejanske morda 
zavzele, ampak vrednosti, okoli katerih se bodo te gibale. Najprej primerjamo napoved 1 in 
2 med seboj, isto storimo za napovedi 3 in 4. Opazimo, da je pri prvem paru nekoliko boljša 
napoved iz krajšega (drugega) intervala, pri drugem pa ni očitne razlike v prid katere koli 
napovedi.  
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Slika 6.4: Rezultati modela povprečne vrednosti 
Če primerjamo vse intervale, MAPE v tabeli 6-1 predstavi, da je očitno boljši par 
intervalov stabilnih podatkov, kar je pričakovano. Pri drugem paru je ta cenilka precej večja 
zaradi sicer podobnega razpona (~30 €/MWh), vendar različne povprečne vrednosti (~56 
€/MWh pri prvem in ~40 €/MWh pri drugem). Večja, kot je vrednost, manjše bodo 
procentualne napake pri enakem razponu vrednosti. Tekom vseh rezultatov se bodo vlekla 
podobna dognanja. 
Tabela 6-1: Ocenitev napak modela povprečne vrednosti 
NAPOVED RMSE [€/MWh] MAPE [%] 
1 12.08 15.45 
2 11.09 14.97 
3 13.71 26.72 
4 13.25 27.27 
6.3 Rezultati modela naključnega hoda 
Napovedovali smo s tremi različnimi modeli: Osnovnim, osnovnim z lezenjem in 
sezonskim. Zaradi številčnosti napovedi tu grafično prikažemo vsakega izmed štirih 
intervalov posebej, kjer legenda v levem zgornjem kotu velja za vse grafe. 
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Slika 6.5: Rezultati modela naključnega hoda 
Že sami grafi dajo predstavo, razen pri prvem primeru, da sezonska napoved najbolj 
točno napove vrednosti v prihodnosti, ostali dve napovedi sta zaradi majhnega izkazovanja 
trenda precej podobni med seboj. Preverimo še podrobneje, kaj povejo napake. 
Tabela 6-2: Ocenitev napak modela naključnega hoda 
NAPOVED 
RMSE [€/MWh] MAPE [%] 
osnovna lezenje sezona osnovna lezenje sezona 
1 12,56 12,19 16,84 15,71 15,33 22,78 
2 12,56 11,88 5,99 15,71 15,02 8.25 
3 13,08 13,01 13,33 31,35 31,04 19,95 
4 13,08 13,01 8,39 31,35 30.75 12,18 
5 12,56 15,69 3,88 15,71 36.98 5,86 
6 13,08 13,80 11,80 31,35 31,18 14.77 
 
Pri večini razlike med osnovno in metodo z lezenjem praktično ni, prav tako pri 
osnovni opazimo paroma ponavljanje vrednosti, saj ta metoda napove prihodnje vrednosti 
na podlagi zadnje vrednosti intervala, ki je pri intervalih 1 in 2 ter posebej pri 3 in 4 enaka. 
Majhna razlika med prvima modeloma prav tako nakazuje na šibak trend v podatkih. Pri 
sezonski napovedi je zanimiva ugotovitev, da je pri obeh primerih boljša napoved krajšega 
intervala. To pomeni, da je dan, katerega napovedujemo, bolj podoben dnevu izpred enega 
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tedna kot dnevu izpred dveh tednov. Hkrati spet opazimo, da pri stabilnih intervalih dobimo 
boljšo napoved.  
Za dodatek smo pri oceni napak dodali še peto (za stabilen interval) in šesto (za 
nepredvidljiv interval) napoved, kjer smo izvedli najbolj »naivno« od napovedi, tj. napoved 
le na podlagi zadnjega dne. Pri napovedovanju na podlagi stabilnega intervala opazimo, da 
cenilki napak pri sezonskem modelu zavzameta že precej nizko vrednost, kar je zelo 
vzpodbudno za samo napovedovanje v nadaljevanju z bolj kompleksnimi modeli. 
6.4 Rezultati modela eksponentnega glajenja 
Pri napovedovanju z modelom eksponentnega glajenja imamo kar nekaj faktorjev 
glajenja. Za njihovo določitev smo se lahko odločali med tem, ali jih bomo izbrali sami ali 
pa bomo prepustili to funkciji v programu, ki jih optimizira na vrednost cenilke SSE. 
6.4.1 Rezultati metode enostavnega eksponentnega glajenja  
Pri tej metodi funkcija določi vrednost faktorja glajenja 𝛼 = 1, kar v teoriji pomeni, 
da bo napoved enaka tisti pri modelu naključnega hoda brez lezenja in brez sezonskosti, kar 
naj bi pokazale tudi cenilke napak. Ob tej priložnosti zato dodamo »svojo« vrednost faktorja. 
Tako smo najprej ustvarili napoved na prejšnjih dveh dneh, izvedli ocenitev napak z RMSE 
(lahko bi vzeli tudi MAPE) pri različnih vrednostih 𝛼 (od 0.001 do 0.999 s korakom 0.001), 
dobili dve vrednosti, ki sta optimalni za vsak posamezen dan in vzeli kar aritmetično sredino 
obeh. Tako imamo za prve dva intervala 𝛼1 = 0.468 in za drugi par intervalov 𝛼2 = 0.519.  
 
Slika 6.6: Rezultati metode enostavnega eksponentnega glajenja 
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Pri napovedih pride do iste napovedi intervalov, ki napovedujeta isti dan, zato 
uporabimo le daljša intervala pri obeh parih. V tabeli 6-2 opazimo, kar smo predvidevali, da 
bo napaka napovedi pri 𝛼 = 1.0 enaka kot pri napovedi modela naključnega hoda. 
Tabela 6-3: Ocenitev napak metode enostavnega eksponentnega glajenja 
NAPOVED RMSE [€/MWh] MAPE [%] 
1, (𝛼 = 1.0) 12,56 15.71 
1, (𝛼 = 0.468) 9.64 14.27 
3, (𝛼 = 1.0) 13.08 31.35 
3, (𝛼 = 0.519) 14.50 33.47 
Pri prvem intervalu je metoda z izbranim faktorjem precej boljša, medtem ko je pri 
tretjem intervalu razlika manjša, kaže pa v prid faktorju, ki ga je določil program. Tako lahko 
pridemo do zaključka, da je izbira vrednosti 𝛼 lahko precej zapletena in tudi nekoliko 
nedorečena. Zato se tu pogosto vrine del kvalitativnih metod, kjer uporabimo »izkušnje«, če 
jih imamo. Torej, če smo z istim modelom že večkrat obravnavali enake oz. podobne 
podatke, lahko uporabimo tisto vrednost faktorja, ki se je pri napovedih že kdaj izkazala kot 
uspešna. 
6.4.2 Rezultati metode trendnega eksponentnega glajenja 
Pri tej metodi imamo poleg osnovnega faktorja 𝛼, kjer bomo spet uporabili tudi »naše« 
vrednosti iz prejšnje metode, še faktor 𝛽. Tu smo prepustili določitev vrednosti tega faktorja 
programu, saj je rešitev kombinacija obeh. Vrednost, ki jo je pri vseh intervalih določil 
program, je 0, kar je očitno po vrednosti SSE optimalna izbira.  
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Slika 6.7: Rezultati metode trendnega eksponentnega glajenja 
Tu bomo zaradi različnih trendov vsakega izmed štirih intervalov obravnavali posebej. 
Slika 6.7 prikazuje rezultate, kjer so pri isti dolžini intervala le nekoliko različni nakloni črt 
napovedi zaradi razlike v trendu, sicer pa so rezultati še vedno podobni tistim iz prejšnje 
metode. To dokazuje tudi tabela 6-4, kjer opazimo le rahlo izboljšanje vrednosti. 
Tabela 6-4: Ocenitev napak metode trendnega eksponentnega glajenja 
NAPOVED 
RMSE [€/MWh] MAPE [%] 
𝛼 = 1.0 𝛼 = 0.468/0.519   𝛼 = 1.0 𝛼 = 0.468/0.519 
1 12.05 9.31 15.19 13.82 
2 11.94 9.13 15.08 13.05 
3 13.02 14.68 31.09 33.31 
4 13.01 14.83 31.02 33.44 
 
6.4.3 Rezultati metode trend - (aditivno) sezonskega eksp. glajenja 
Tu pričakujemo boljše rezultate, saj imamo upoštevanje tako trenda kot tudi 
sezonskosti. Slednja pomaga pri precej bolj realno obliki napovedi. Prav tako imamo tu 
vključene tri faktorje, saj dodamo še 𝛾. Funkcija je izbrala naslednje vrednosti:  
- napoved 1: 𝛼 = 0.842, 𝛽 = 0.047, 𝛾 = 0.158, 
- napoved 2: 𝛼 = 0.798, 𝛽 = 2.9 ∙ 10−51, 𝛾 = 1,2 ∙ 10−50, 
- napoved 3: 𝛼 = 0.947, 𝛽 = 0.051, 𝛾 = 0.053, 
- napoved 4: 𝛼 = 0.789, 𝛽 = 0.046, 𝛾 = 0.211. 
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Slika 6.8: Rezultati metode trend - (aditivno) sezonskega eksponentnega glajenja 
V tabeli opazimo že zelo majhno vrednost tako RMSE kot tudi MAPE pri napovedi na 
podlagi drugega intervala, imamo pa še vedno kar visoke vrednosti obeh cenilk pri napovedi 
nestabilnega intervala. 
Tabela 6-5: Ocenitev napak metode trend - (aditivno) sezonskega eksponentnega glajenja 
NAPOVED RMSE [€/MWh] MAPE [%] 
1 8.39 10.11 
2 2.64 3.46 
3 11.75 18.66 
4 10.55 15.14 
 
6.4.4 Rezultati metode trend - (multiplikativno) sezonskega eksp. glajenja 
Ta metoda je precej podobna prejšnji, razlikuje se le način vključitve sezonske 
komponente v izračun in napoved, saj imamo tu multiplikativno sezonskost. 
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Slika 6.9: Rezultati metode trend - (multiplikativno) sezonskega eksponentnega glajenja 
Funkcija je za posamezne napovedi izbrala naslednje vrednosti faktorjev: 
- napoved 1: 𝛼 = 0.842, 𝛽 = 0.052, 𝛾 = 0.158, 
- napoved 2: 𝛼 = 0.800, 𝛽 = 2.8 ∙ 10−20, 𝛾 = 8.4 ∙ 10−20, 
- napoved 3: 𝛼 = 0.895, 𝛽 = 0.053, 𝛾 = 0.105, 
- napoved 4: 𝛼 = 0.789, 𝛽 = 0.052, 𝛾 = 0.211. 
Na hitro se zdijo napovedi nekoliko manj natančne od aditivne metode, predvsem pri 
drugi napovedi je drug vrh na levem delu slike 6.9 nekoliko višje, bolj oddaljen od dejanskih 
vrednosti, na desnem delu pa je vrh nižji ter ponovno bolj oddaljen od dejanskih vrednosti. 
Cenilke napak to tudi potrdijo, saj se prav vse vrednosti nekoliko povečajo. 
Tabela 6-6: Ocenitev napak metode trend - (multiplikativno) sezonskega eksponentnega glajenja 
NAPOVED RMSE [€/MWh] MAPE [%] 
1 9.34 11.75 
2 3.15 4.31 
3 11.89 18.43 
4 11.08 15.68 
6.4.5 Rezultati metode trend - (multiplikativno) sezonskega eksp. glajenja z dušenjem 
Prejšnji metodi dodamo še dušenje. S tem vključimo še četrti faktor 𝜙𝑑. Dušenje naj 
bi sicer bolj vplivalo na dolgoročne napovedi, vendar bomo preverili njegov vpliv na našem 
primeru. 
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Slika 6.10: Rezultati metode trend - (multiplikativno) sezonskega eksp. glajenja z dušenjem 
Funkcija je za posamezne napovedi izbrala naslednje vrednosti faktorjev: 
- napoved 1: 𝛼 = 0.789, 𝛽 = 0.789, 𝛾 = 0.211, 𝜙𝑑 = 0.105,  
- napoved 2: 𝛼 = 0.800, 𝛽 = 0.029, 𝛾 = 0.000, 𝜙𝑑 = 3.7 ∙ 10
−4, 
- napoved 3: 𝛼 = 0.895, 𝛽 = 0.895, 𝛾 = 0.105, 𝜙𝑑 = 0.211, 
- napoved 4: 𝛼 = 0.789, 𝛽 = 0.789, 𝛾 = 0.211, 𝜙𝑑 = 0.211. 
Napovedi so se proti morda proti pričakovanjem precej izboljšale, sploh pri prvem in 
četrtem intervalu, kar pokažejo tako cenilke napak kot tudi sami grafi na sliki 6.10.  
Tabela 6-7: Ocenitev napak metode trend - (multiplikativno) sezonskega eksp. glajenja z dušenjem 
NAPOVED RMSE [€/MWh] MAPE [%] 
1 6.76 8.51 
2 2.94 3.96 
3 9.95 15.51 
4 8.72 13.17 
6.5 Rezultati modela ARIMA 
Model ARIMA se je že pri sami predstavitvi in podrobnejšem opisu dokazal kot 
najbolj kompleksen izmed modelov. Izvedbe modela na naših časovnih intervalih se bomo 
lotili najprej z osnovnim modelom ter nato še z sezonskim, kjer tudi pričakujemo najboljše 
rezultate. Pri obeh bomo vrednosti parametrov, p,d,q pri osnovnem in p,d,q,P,D,Q,S pri 
sezonskem, določili na dva načina. Pri prvem se bomo sami poglobili v korelograme ACF 
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in PACF ter stacionarnost intervalov ter tako ročno, brez optimiziranja glede na teste, 
določili vrednosti parametrov. Pri drugem načinu bomo s pomočjo programa določili 
optimalne vrednosti parametrov na podlagi kriterija AIC/AICc. Tu si pomagamo z dvema 
knjižnicama, »pmdarima« in »statsmodels« ter pripadajočimi funkcijami »auto arima« pri 
prvi in »ARIMA, SARIMAX« pri drugi. Ko program ponudi najboljši model, pregledamo 
še teste ter histogram napak, ter po potrebi spremenimo vrednosti parametrov. 
Tako bomo najprej prikazali postopek ročnega prilagajanja modela (izbire parametrov) 
za daljšega izmed obeh intervalov pri obeh parih, zatem pa še avtomatskega s pomočjo 
programa, medtem ko bomo pri krajših izmed intervalov prav tako izvedli vse teste, vendar 
bomo v nalogi prikazali le dobljene parametre.  
6.5.1 Prilagajanje osnovnega modela podatkom in rezultati napovedi 
Pri obeh dvotedenskih intervalih, novembra in junija, najprej opravimo potrebno 
enkratno diferenciranje (parameter 𝑑 = 1) ter prikažemo korelograme ACF in PACF. 
 
Slika 6.11: Korelogrami ACF in PACF obeh intervalov 
Pri ACF kot tudi pri PACF, kot opazimo na sliki 6.11, vrednosti padejo prvič v 
intervale zaupanja pri različnih vrednostih. Tako imamo po metodi, kjer sami le grafično 
določamo vrednosti parametrov, definiran osnovni model: 
- ARIMA(1,1,2) za interval 1, 
- ARIMA(1,1,1) za interval 2, 
- ARIMA(3,1,1) za interval 3, 
- ARIMA(1,1,1) za interval 4. 
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Po programu smo najprej izvedli avtomatsko iskanje optimalnih parametrov glede na 
vrednosti AICc/AIC ter nato še preverili, če je kateri izmed parametrov nepotreben s 
preverjanjem vrednosti p. Modeli so določeni z: 
- ARIMA(3,1,1) za interval 1, 
- ARIMA(2,1,2) za interval 2, 
- ARIMA(2,1,1) za interval 3, 
- ARIMA(2,1,1) za interval 4. 
AICc naj bi kaznoval preveliko število parametrov, zato pričakujemo boljšo napoved 
pri intervalih z večjim skupnim številom parametrov, ki bo kompenzirala večjo 
kompleksnost modela in s tem zadostila pogojem, postavljenim s tem kriterijem. 
Obe različici modelov uporabimo pri vsaki napovedi in dobimo rezultate, prikazane 
na sliki 6.12. Napovedi z modeli, izbranimi s pomočjo programa, so označene z *. Na desni 
strani se zdi, da imamo prikazane le tri napovedi, ker se napoved tretjega intervala z našo 
izbiro modela ter napoved tretjega intervala napovedi s pomočjo programa prekrivata. 
Očitno je tretji AR del pri modelu z ročno določenimi parametri odveč, saj je napoved enaka 
tisti z le dvema AR deloma. Modeli niso sezonski, zato je napoved v obliki ravne linije 
pričakovana, čeprav se pri kompleksnejših modelih z več parametri pojavi neobičajna oblika 
napovedi. 
 
Slika 6.12: Rezultati osnovnega modela ARIMA 
 To je posledica dejstva, da ob pravi izbiri koeficientov pri AR(2) modelu pride do 
napovedi, ki je podobna sinusni funkciji, ki pa se v našem primeru hitro izniha v ravno linijo. 
Če vrednosti koeficientov zadostijo enačbi  
 𝜙1
2 + 4 ∙ 𝜙2 < 0, (6.1) 
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pride do omenjene oblike napovedi. Pri npr. napovedi 2 z modelom, ki ga je izbral 
program, imamo avtoregresivni del AR(2) in vrednosti teh koeficientov 𝜙1 = 1.3566, 𝜙2 =
−0.7699. To pomeni, da: 
 1.35662 + 4 ∙ (−0.7699) < 0 (6.2) 
 −1.2392 < 0, (6.3) 
torej koeficienta zadovoljita pogoj in je napoved zato sinusne oblike, kar prikazuje siva 
krivulja na levem diagramu slike 6.12. [19] 
Pri tabeli ocenitve napak lahko pri večini vrednosti opazimo, da programsko določeni 
parametri privedejo do nižjih vrednosti napak. So pa te relativno velike, zato pri upoštevanju 
sezonskega modela pričakujemo precejšnje izboljšanje.  
Tabela 6-8: Ocenitev napak osnovnega modela ARIMA 
NAPOVED 
RMSE [€/MWh] MAPE [%] 
Ročno Program Ročno Program 
1 15.20 10.87 17.70 12.63 
2 14.90 11.14 17.45 14.86 
3 11.86 11.87 28.50 28.50 
4 12.45 12.12 29.88 29.05 
6.5.2 Prilagajanje sezonskega modela podatkom in rezultati napovedi 
Sezonski model je najbolj kompleten izmed modelov, obravnavanih v tej nalogi. Pri 
njem imamo kar 7 parametrov (p,d,q,P,D,Q,S), ki jih je potrebno določiti. Pri ročni metodi 
si spet pomagamo s korelogrami ACF in PACF izbranih intervalov, da določimo še 
parametre P,D,Q,S, saj prvi trije parametri ostanejo enaki kot pri osnovnem modelu. 
Priporočila iz poglavja o sezonskem modelu predlagajo 𝐷 = 1 ob stabilni sezonski 
komponenti, ki jo imamo, kar prikazuje slika 6.11. Na tej sliki opazimo tudi pozitivne 
vrednosti ob zamikih pri višjih vrednostih, ki označujejo sezone, zato izberemo 𝑄 = 0 in 
𝑃 = 1, pri vrednosti S pa imamo situacijo, kjer ima prvi interval sezonskost na vsakih 24 
zamikov, torej je ta sezonskost dnevna, medtem ko ima tretji interval sezonskost na 12 
zamikov, torej poldnevno, zato naj bi imeli različne vrednosti parametra S. Vseeno smo 
glede teh zaključkov skeptični, saj pri korelogramu intervala v juniju pride do večje in bolj 
očitne korelacije pri 24-em zamiku, zato vzamemo 𝑆 = 24 tudi pri drugem paru intervalov, 
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bomo pa tu poizkusili obe vrednosti. Tako imamo pri ročnem določanju parametrov 
naslednje modele: 
- ARIMA(1,1,2)(1,1,0,24) za interval 1, 
- ARIMA(1,1,1)(1,1,0,24) za interval 2, 
- ARIMA(3,1,1)(1,1,0,24) za interval 3, 
- ARIMA(1,1,1)(1,1,0,24) za interval 4. 
Pri iskanju modela s pomočjo programa v literaturi [5] zasledimo, da ob močnem 
vplivu sezonskosti v časovni vrsti uporabimo naslednje dve različice modelov: 
- ARIMA(0,1,q)(0,1,1,S), kjer q zavzame vrednosti 1 ali 2 in 
- ARIMA(p,0,0)(0,1,1,S), kjer p zavzame vrednosti 1, 2 ali 3. 
To precej skrajša zamudno iskanje najboljšega izmed modelov pri vseh možnih 
kombinacijah in ga skrajša na 5 možnih modelov, kjer spet primerjamo njihov AICc/AIC, 
dodatno pogledamo tudi vrednost p posameznih koeficientov pri parametrih ter jih 
odstranimo, če niso pomembni. 
Dobimo naslednje modele za napovedovanje: 
- ARIMA(0,1,2)(0,1,1,24) za interval 1, 
- ARIMA(0,1,2)(0,1,0,24) za interval 2, 
- ARIMA(2,0,0)(0,1,0,24) za interval 3, 
- ARIMA(2,0,0)(0,1,1,24) za interval 4. 
Pri prvem intervalu si bomo bolj podrobno pogledali zgoraj opisan postopek, kako smo 
prišli do teh parametrov.  
Najprej izvedemo, s pomočjo funkcije »auto arima«, primerjavo vseh petih možnih 
modelov. Izberemo model z najmanjšim kriterijem AIC/AICc. 
Izbran model izpeljemo še s funkcijo »SARIMAX« ter opravimo test, ki pokaže, če je 
kateri izmed parametrov odveč: 
 
Slika 6.13: Test prilagajanja modela časovni vrsti 
Opazimo vrednosti p, ki so vse znotraj meje zaupanja (0.05), torej so vsi parametri 
pomembni za sam model in jih ne smemo izločiti. Da je model v redu, predstavita tudi še 
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histogram in korelogram ACF napak prilagajanja modela. Pri histogramu opazimo vrh, ki je 
na sredini (pri vrednosti 0), ter precej podobno mero razpršenosti na levo in desno, kar 
pomeni, da so napake prilagajanja naključno porazdeljene. Tudi korelogram ACF prikazuje, 
da je večina izmed prvih 50 zamikov znotraj intervala zaupanja, izstopata le zamika 19 in 
24. Model je na tem mestu določen in ga lahko uporabimo pri napovedi. Podoben postopek 
smo opravili tudi na ostalih treh intervalih in dobili že zgoraj podane modele s parametri. 
 
 
Slika 6.14: Rezultat prilagajanja modela časovni vrsti 
Zaradi preglednosti smo razdelili grafično predstavitev rezultatov na dva dela. Na sliki 
6.15 so prikazane napovedi z modeli, ki smo jih določili ročno, medtem ko slika 6.16 
prikazuje rezultate, ki smo jih sistematično določili s pomočjo programa in testov. 
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Slika 6.15: Rezultati sezonskega modela z ročno določenimi parametri 
V oči takoj padejo precej boljše napovedi na levem delu slik, kjer imamo stabilen 
interval. Te se lepo prilegajo dejanskim vrednostim, medtem ko na desnem delu pričakovano 
nimamo tako dobrih rezultatov, vendar še vedno precej boljše od prejšnjih modelov. Ob tem 
lahko še povemo, da so bili rezultati na desnem delu, ko smo poizkusili z vrednostjo 𝑆 = 12, 
še precej slabši, zato jih nismo vključili v nalogo in smo ohranili le po občutku izbrano 
vrednost 𝑆 = 24. 
 
Slika 6.16: Rezultati sezonskega modela s programsko določenimi parametri   
Pri ocenitvi napak opazimo precej nizke vrednosti, kar je pričakovano, saj so modeli 
dovolj kompleksni, hkrati pa upoštevajo in uporabijo vse značilnosti časovne vrste. Še vedno 
pri napovedi nestabilnega intervala ostajajo napake visoke, saj sezonskost ni tako zelo očitna 
in enolična, kot pri stabilnem intervalu. Opazimo tudi, da pride pri več kot polovici vrednosti 
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cenilk do boljših napovedi ročnega modela, kjer smo se lotili le odčitavanja z grafov, kar 
kaže na to, da se da tudi po tej preprosti metodi priti do dobrih rezultatov. 
Tabela 6-9: Ocenitev napak sezonskega modela ARIMA 
NAPOVED 
RMSE [€/MWh] MAPE [%] 
Ročno Program Ročno Program 
1 3.31 2.70 4,77 3.40 
2 3.54 4.88 4.21 7.30 
3 7.96 8.56 12.41 13.23 
4 8.90 8.31 15.07 15.63 
6.6 Primerjava rezultatov napovedi vseh obravnavanih modelov 
Primerjavo rezultatov bomo razdelili na dva dela, kjer bomo pri prvem delu primerjali 
rezultate napovedi prvega in drugega intervala posebej ter tretjega in četrtega intervala 
posebej in tako prišli do zaključka, ali je bolje vzeti krajši ali daljši interval na podlagi dveh 
primerjav. Pri drugem delu bomo primerjali napovedi stabilnega in nestabilnega intervala 
med seboj, kjer bomo prišli do zaključka, kako močno na napoved vpliva konstantnost oblike 
in trenda delov intervala. Še enkrat naštejmo vse modele, katerih napovedi primerjamo: 
- model povprečne vrednosti – PV,  
- model naključnega hoda – NH:  
o osnovni – NH(1), 
o osnovni z lezenjem – NH(2), 
o sezonski, napoved enaka dnevu izpred enega tedna (ali dveh) – NH(3), 
o sezonski, napoved enaka prejšnjemu dnevu – NH(4), 
- model eksponentnega glajenja – ETS: 
o enostavni – ETS(1), 
o trendni – ETS(2), 
o trend - (aditivno) sezonski – ETS(3), 
o trend - (multiplikativno) sezonski – ETS(4), 
o trend - (multiplikativno) sezonski z dušenjem – ETS(5), 
- model ARIMA – A: 
o osnovni – A(1), 
o sezonski – A(2). 
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Vrednosti v oklepaju predstavljajo številko metode znotraj modela. Skupaj imamo 
torej pri vsakem intervalu 12 napovedi, kar je 12 vrednosti RMSE in MAPE, ki jih bomo 
primerjali med seboj. Tako bomo dobili model z najmanjšimi pogreški za naš nabor izbranih 
modelov in intervalov časovnih vrst.  
Napovedovali smo za dan vnaprej, torej za naslednjih 24 urnih vrednosti, kar da vedeti, 
da je napaka pri vsaki izmed ur lahko močno prisostvovala k vrednosti cenilke, k smo jo 
dobili. Sploh pri RMSE, ki bolj kot druge cenilke kaznuje večja odstopanja. 
Tabela 6-10 zbere vse cenilke napak modelov. Najprej omenimo, da smo pri modelih, 
kjer smo imeli za isti interval različne napovedi (npr. pri enostavnem in trendnem 
eksponentnem glajenju za različne vrednosti faktorja 𝛼), izbrali boljšo izmed napovedi za 
cenilko RMSE. Enako smo storili tudi pri modelu ARIMA, kjer smo imeli ročno in 
avtomatizirano napoved. Tako lahko začnemo s primerjavo napovedi modelov.  
Tabela 6-10: Primerjava ocen napak napovedi modelov 
NAPOVED 
RMSE [€/MWh] MAPE [%] 
1 2 3 4 1 2 3 4 
PV 12.08 11.09 13.71 13.25 15.45 14.97 26.72 27.27 
NH(1) 12.56 12.56 13.08 13.08 15.71 15.71 31.35 31.35 
NH(2) 12.19 11.88 13.01 13.01 15.33 15.02 31.04 30.75 
NH(3) 16.84 5.99 13.33 8.39 22.78 8.25 19.95 12.18 
NH(4) 3.88 3.88 11.80 11.80 5.86 5.86 14.77 14.77 
ETS(1) 9.64 9.64 13.08 13.08 14.27 14.27 31.35 31.35 
ETS(2) 9.31 9.13 13.02 13.01 13.82 13.5 33.31 33.44 
ETS(3) 8.39 2.64 11.75 10.55 10.11 3.46 18.66 15.14 
ETS(4) 9.34 3.15 11.89 11.08 11.75 4.31 18.43 15.68 
ETS(5) 6.76 2.94 9.95 8.72 8.51 3.96 15.51 13.17 
A(1) 10.87 11.14 11.86 12.12 12.63 14.86 28.50 29.05 
A(2) 2.70 3.54 7.96 8.31 3.40 4.21 12.41 15.63 
Najbolj primerni so očitno trije modeli, katerih vrednosti napak so posebej obarvane z 
modro barvo. Prvi je pričakovano sezonski model ARIMA – A(2), sledi mu model 
eksponentnega glajenja – ETS(5), kjer bi lahko izbirali med različnimi trend - sezonskimi 
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modeli, ki privedejo do podobnih rezultatov. Pri večini pa je vseeno najmanjši pogrešek imel 
izbran model z vključenim dušenjem. Tretji najboljši je sezonski model naključnega hoda – 
NH(4), kjer so vrednosti napovedi enake podatkom prejšnjega dne.  
Pri primerjavi v stabilnem intervalu, ki je razdeljen na prvi in drugi interval, opazimo, 
da je drugi, krajši interval, dosegal nekoliko boljše rezultate, torej na podlagi tega 
zaključimo, da kljub občutku, da je opazovan tedenski interval prekratek in da bi lahko glede 
na to, da imamo podatke celega leta, vzeli daljšega, to niti ni potrebno. Manj razlik glede na 
dolžino intervala opazimo pri primerjavi nestabilnega intervala, kjer sta tretji in četrti 
interval izmenično boljša pri različnih modelih. 
Primerjava stabilnega in nestabilnega intervala je nekoliko težja. Nestabilni interval 
ima precej manj konstantno obliko po dnevih, kar že privede do nekaj slabših možnostih pri 
napovedi, ob tem je interval postavljen v junij, kjer so cene nižje. Razpon vrednosti ostaja 
enak, torej so avtomatično procentualne napake večje, zato težje ocenimo, koliko je na večje 
vrednosti predvsem MAPE vplivala sama oblika in koliko problem nižjih cen. Vseeno lahko 
zaključimo, da stabilni interval seveda dosega precej boljše rezultate. 
Če se poglobimo še malo v same številke: Pri MAPE, ki je podan v odstotkih dobimo 
najmanjšo vrednost pri prvih dveh intervalih 3.40 %, medtem ko pri drugih 12.41 %. Če 
pretvorimo v absolutne vrednosti glede na povprečja vrst, je povprečna absolutna napaka 
znašala 1.93 €/MWh pri prvem paru in 4.94 €/MWh pri drugem, torej je v teh vrednostih 
razlika med napakama manjša. 
Z napovedmi smo lahko zadovoljni. V smislu trgovanja to nakazuje na možnost 
napovedovanja cene EE tudi do 2 €/MWh natančno. Pri običajnih vrednostih (povprečje 
celega leta je ~50 €/𝑀𝑊ℎ) bi taka napoved najbrž zadostovala trgovcu, da z njo dobro 
oceni situacijo vnaprej in se pripravi. 
6.7 Rezultati napovedi modelov skozi celo leto 
V tem poglavju bomo predstavili rezultate napovedi le najboljših modelov na 
tedenskih in dvotedenskih intervalih skozi celo leto. S tem bomo dobili še bolj realno sliko, 
kako natančni so modeli, saj smo opravili napovedi na precej več intervalih. Namreč, prej 
smo imeli dejansko le 2 povsem različna obravnavana intervala, sedaj jih imamo 52. Iz te 
obravnave bomo lahko prišli do več zaključkov, kako zelo natančna je lahko napoved. 
 Še vedno smo napovedovali le za en dan vnaprej, tokrat za vse dni v tednu. Tako za 
delovne dni kot tudi za vikend smo vzeli dvoje podatkov. Prvič, celoten prejšnji teden 
oziroma prejšnje dva, drugič pa za napoved delovnega dne le dneve delavnika preteklega 
tedna (ali dveh), za napoved dneva v vikendu pa le vrednosti v prejšnjih dveh vikendih.  
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Skupaj torej 4 napovedi: 
- delavnik: 
o podatki izbranega intervala in 
o podatki izbranega intervala brez vikenda/-ov, 
- vikend:  
o podatki izbranega intervala in 
o podatki le zadnjih dveh vikendov. 
Z izključitvijo vikenda pri podatkih za delavnik bomo ugotovili, ali te podatki, ki so 
običajno precej popačeni in nižjih vrednosti, kaj pokvarijo celotno napoved. Podobno 
bomo pri vikendu preverili, če je opazovanje le preteklih vikendov boljše od opazovanja 
celotnih tednov.  
Glede na rezultate v tabeli 6-10 se še odločimo, kateri modeli so najbolj primerni za 
nalogo, ki smo si jo zadali v tem poglavju. Najboljši trije so: 
- sezonski model naključnega hoda, kjer je napoved enaka podatkom prejšnjega dneva 
(ali tedna), 
- trend - sezonski (multiplikativni) model eksponentnega glajenja z dušenjem, 
- sezonski model ARIMA. 
Pri vseh bomo glede na rezultate vzeli različne dolžine intervalov. Pri glajenju bomo 
tako vzeli tedenski interval, medtem ko bomo pri ARIMA vzeli dvotedenskega, saj se tako 
pri RMSE kot tudi MAPE izkaže, da je taka izbira boljša za samo napoved. Pri naključnem 
hodu je vseeno, saj model vzame le podatke dneva, ki si ga izberemo. 
Zaradi preglednosti se bomo omejili na grafično predstavitev le najboljših rezultatov, 
pri napakah pa bomo v tabelah prikazali najmanjšo in največjo napako ter povprečje vseh 
skozi celo leto.  
Ob tako široki obravnavi pride tudi do napovedi, kjer imamo ekstremne vrednosti 
napak. Lahko se zgodi, da se dejanske vrednosti v nekem trenutku razlikujejo tudi za 400 % 
in več z napovedanimi. Sicer so to osamljeni primeri, anomalije, vendar lahko precej 
pokvarijo končne rezultate. Zato želimo te največje napake izločiti iz samega izračuna. 
6.7.1 Metoda interkvartilnega razmika – IQR 
Statistična metoda IQR izloči najbolj ekstremne vrednosti v nekem naboru podatkov. 
Postopek je sledeč: 
- določitev 25., 50. in 75. procentila, 
- izračun IQR, 
- izbira faktorja k ter izločitev ekstremnih vrednosti. 
Prvo je potrebno določiti vsak procentil. Po definiciji je to vrednost, pri kateri pade 
toliko vrednosti, kot je vrednost procentila, pod to izbrano vrednost. Običajno določimo 25., 
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50. ter 75. procentil, kar so t. i. kvartili, označimo jih z 𝑄1, 𝑄2 in 𝑄3. Lahko jim rečemo tudi 
mediane posameznih intervalov, saj so, če so vrednosti razporejene po velikosti, 𝑄1 mediana 
spodnje polovice vrednosti, 𝑄2 mediana celotnega nabora vrednosti, 𝑄3 pa mediana zgornje 
polovice vrednosti. 
Ko dobimo te vrednosti, lahko določimo IQR: 
 𝐼𝑄𝑅 = 𝑄3 − 𝑄1 (6.4) 
V literaturi se zatem vzame faktor k, s katerim nastavimo, katere vrednosti bomo 
označili kot ekstremne in jih izločili iz obravnave. Običajno se vzame vrednosti 1.5 ali 3. V 
naši nalogi bomo izbrali slednjo in s tem izločili res le najbolj ekstremne vrednosti. 
S tem faktorjem pomnožimo IQR ter tako dobimo vrednost, ki jo bomo prišteli 75. 
procentilu in dobili mejo, kjer bomo izločili vse vrednosti, ki so višje od te meje. Prenizkih 
vrednosti zaradi narave naših podatkov ne bomo izločali. [20] 
6.7.2 Rezultati napovedi sezonskega modela naključnega hoda 
Kot že omenjeno v opisu modela, je to najbolj intuitivna in enostavna napoved. 
Napovedane vrednosti so lahko enake vrednostim dneva pred napovedjo ali pa vrednostim 
dneva izpred enega tedna. Tako pokrijemo vrednosti, ki naj bi jim bila napoved najbolj 
podobna. Namreč dan pred napovedanim ima prednost zaradi vrednosti, ki se s precej veliko 
verjetnosti gibljejo okoli istega povprečja kot napoved. Pri dnevu izpred enega tedna lahko 
pričakujemo, da bodo vrednosti dneva, ki ga napovedujemo, kot celota podobne oblike, če 
predvidevamo, da so si tedni med seboj podobni. 
Tu nima smisla razdeliti intervale na delavnike in na vikend, saj program dejansko za 
napoved vzame le dan, ki ga izberemo, naj si bo to dan pred napovedjo ali dan izpred enega 
tedna. Tabela 6-11 poda minimalno, maksimalno ter povprečno vrednost napake napovedi 
modela za posamezen dan skozi obdobje celega leta, kjer je napoved opravljena na podlagi 
prejšnjega dne. Prve dve vrednosti nista toliko pomembni, podata le neko predstavo o samem 
razponu napak, medtem ko je tretja vrednost, povprečje vseh napovedi, dober pokazatelj 
kakovosti posameznega modela in predmet primerjave z drugimi. 
V oklepajih za dnevom je število vrednosti, ki smo jih pri njem morali izločiti iz 
obravnave s pomočjo IQR metode. 
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Tabela 6-11: Ocenitev napak napovedi modela NH na podlagi prejšnjega dne  
 RMSE  [€/MWh] MAPE [%] 
NAPOVED min. maks. povp. min. maks. povp. 
Pon (4) 7.58 41.22 18.88 10.99 103.4 30.39 
Tor (6) 3.90 33.20 11.87 5.08 39.18 16.13 
Sre (6) 2.45 26.58 10.24 3.82 31.57 13.00 
Čet (3) 1.85 29.32 10.86 4.11 42.03 15.36 
Pet (4) 2.97 20.28 8.89 3.49 32.99 13.10 
Sob (2) 4.85 23.95 12.12 6.41 46.56 23.20 
Ned (7) 2.71 22.47 9.14 6.42 99.05 22.20 
 
Kot vemo, sta dneva v vikendu po obliki in velikosti pogosto precej različna od 
delavnikov, zato pričakovano dobimo pri soboti in ponedeljku najslabše rezultate, saj se tu 
zgodi prehod med obema deloma tedna in tako vzamemo na primer za napoved ponedeljka 
vrednosti nedelje. Tako pri realni napovedi teh dveh dni zagotovo ne bi uporabili prejšnjega 
dne. Na podoben način smo se lotili še napovedovanja na podlagi vrednosti izpred enega 
tedna. 
Tabela 6-12: Ocenitev napak napovedi modela NH na podlagi dne izpred enega tedna  
 RMSE  [€/MWh] MAPE [%] 
NAPOVED min. maks. povp. min. maks. povp. 
Pon (7) 3.29 34.05 14.00 5.23 53.16 21.12 
Tor (4) 4.71 46.52 14.56 5.35 61.15 20.36 
Sre (3) 3.29 33.20 13.71 5.73 53.80 19.64 
Čet (3) 3.48 33.15 12.62 4.86 45.81 17.88 
Pet (4) 3.15 22.73 10.30 4.13 35.40 15.53 
Sob (1) 1.98 18.99 9.10 3.55 38.33 16.94 
Ned (6) 2.77 25.72 10.07 5.61 69.03 24.56 
V primerjavi s prejšnjimi rezultati opazimo dve stvari. Najprej vrednosti, ki so, 
gledano v celoti, nekoliko višje in pa pričakovano precej izboljšani napovedi za ponedeljek 
in soboto. Zvišanje napak pove, da je napoved na podlagi prejšnjega dne v večini primerov 
boljša izbira, kar je očitno posledica trenda, ki mu sledijo cene EE. Namreč, kot omenjeno, 
ima napoved na podlagi prejšnjega dne prednost, saj se bodo cene skoraj zagotovo gibale 
okoli enakega povprečja, medtem ko pri napovedi na podlagi dneva izpred enega tedna že 
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lahko pride do premika tega povprečja. Tako je lahko prišlo tudi do primera, ko je bilo 
ujemanje oblike napovedi izpred enega tedna precej dobro, ampak je bila za večjo napako 
kriva razlika v povprečju cen, ki se je naredila v času enega tedna.  
Na tem mestu lahko še pokažemo na primeru, kako je deloval sistem izločevanja 
ekstremnih vrednosti s pomočjo IQR pri naključnem dnevu in napaki RMSE. Program je v 
skupini napak 52-ih napovedi najprej določil potrebna procentila. Za 25. procentil smo dobili 
vrednost 8.267 €/MWh, za 75. pa 14.747 €/MWh. Z razliko teh dveh dobimo IQR, ki je 
6.480 €/MWh. To pomnožimo s faktorjem k, dobljeno vrednost pa prištejemo 75. procentilu. 
Dobili smo vrednost 34.188 €/MWh, ki je določena zgornja meja. Vse napake, ki so nad to 
mejo, izločimo iz nadaljnjih izračunov povprečij in maksimalnih vrednosti. Strnjeno v eno 
enačbo: 
 𝑚𝑧𝑔 = 𝑘 ∙ (𝑄3 − 𝑄1) + 𝑄3, (6.5) 
kjer je 𝑚𝑧𝑔 zgornja meja, k pa faktor, ki v našem primeru vedno zavzame vrednost 3. 
 
6.7.3 Rezultati napovedi modela eksponentnega glajenja 
Pri tem modelu smo za obravnavo vzeli le zadnjo, najbolj kompleksno, trend - 
sezonsko (multiplikativno) metodo eksponentnega glajenja z dušenjem. Izbrali smo tedenski 
interval za napovedovanje, prav tako pa smo opravili razdelitev na delavne dni in na vikend, 
ter opazovali vpliv raznolikosti podatkov. 
Tabela 6-13 prikazuje rezultate, kjer smo za napoved posameznega dne vzeli vse dneve 
v tednu pred napovedjo. Iz prejšnjega poglavja vemo, da moramo biti pozorni na ponedeljek 
in soboto. Opazimo, da se samo v ponedeljek ponovi scenarij iz prejšnjega modela, sobota 
je tu celo med dnevi z najmanjšimi napakami. 
Tabela 6-13: Ocenitev napak modela eksponentnega glajenja (vsi podatki) 
 RMSE  [€/MWh] MAPE [%] 
NAPOVED min. maks. povp. min. maks. povp. 
Pon (5) 5.89 34.53 13.73 7.11 41.09 20.07 
Tor (4) 3.70 30.80 11.37 3.82 56.34 16.39 
Sre (3) 3.29 27.82 10.84 4.82 44.77 16.65 
Čet (2) 2.94 29.89 10.01 3.96 57.25 16.60 
Pet (4) 3.60 27.64 9.92 4.82 44.77 14.83 
Sob (2) 2.06 17.88 9.75 4.35 48.87 18.92 
Ned (7) 3.38 22.20 8.88 5.43 62.38 20.86 
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Tu smo poizkusili še upoštevanje daljših intervalov, npr. enega meseca podatkov pred 
samo napovedjo, vendar se izkaže, da so rezultati precej podobni, zato nima smisla v 
obravnavo vzeti daljši interval od enega ali dveh tednov, vsaj ne v tem primeru. 
Sedaj preizkusimo še isto metodo na razdeljenih podatkih, torej le s podatki delavnikov 
za napoved delavnika in s podatki vikendov za napoved vikenda. Tu se za napoved vikenda 
odločimo vzeti vrednosti preteklih dveh tednov, saj bi sicer vikend napovedovali le na 
podlagi dveh dni prejšnjega tedna, tako pa bomo imeli vsaj štiri, ki bodo pripomogli k 
boljšim rezultatom. 
Tabela 6-14: Ocenitev napak modela eksponentnega glajenja (razdeljeni podatki) 
 RMSE  [€/MWh] MAPE [%] 
NAPOVED min. maks. povp. min. maks. povp. 
Pon (5) 3.54 34.02 12.30 6.33 53.96 19.15 
Tor (6) 3.46 42.39 11.52 3.81 59.32 16.71 
Sre (6) 2.67 37.14 11.03 4.55 49.19 15.77 
Čet (3) 2.53 31.31 10.44 3.46 32.75 15.26 
Pet (3) 3.63 26.91 9.97 4.73 59.58 15.52 
Sob (3) 2.00 18.60 8.91 4.57 36.50 15.56 
Ned (7) 2.94 21.02 8.85 3.95 64.73 20.74 
Rezultati so po pričakovanjih nekoliko boljši od rezultatov napovedi z vključenimi 
vsemi podatki, vendar so razlike precej majhne. 
6.7.4 Rezultati napovedi sezonskega modela ARIMA 
Pri tem modelu smo na izbranih dveh intervalih dobili najboljše rezultate z 
upoštevanjem daljšega intervala. Zato bomo tu prav tako vzeli dvotedenski interval. Naloga 
se precej zakomplicira, saj moramo za vsako izmed 52 napovedi posameznega dneva določiti 
parametre (p,d,q,P,D,Q,S), da se bo model dobro prilegal podatkom pred samo napovedjo. 
Omejili smo se na primerjavo modelov ARIMA(0,1,2)(0,1,1,24) ter 
ARIMA(2,0,0)(0,1,1,24) in izbiro boljšega izmed njiju za vsako napoved. Rezultati so sicer 
med obema modeloma podobni, se pa napoved izboljša nekje do 4 %, če vpeljemo oba in 
vsakič izberemo boljšega izmed njiju za posamezen primer. 
Tabela 6-15 prikazuje rezultate, kjer smo pri napovedi upoštevali celoten dvotedenski 
interval. Že minimalne in maksimalne vrednosti pričajo o precejšnjem izboljšanju napovedi 
glede na ostale modele, kar je spodbudno za izbran model. 
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Tabela 6-15: Ocenitev napak sezonskega modela ARIMA (vsi podatki) 
 RMSE  [€/MWh] MAPE [%] 
NAPOVED min. maks. povp. min. maks. povp. 
Pon (5) 2.94 30.38 10.48 5.69 34.45 15.10 
Tor (5) 2.65 24.05 8.61 3.53 29.06 12.41 
Sre (6) 2.70 18.42 8.48 3.89 32.94 12.41 
Čet (3) 2.27 21.33 8.05 3.10 28.72 12.21 
Pet (2) 2.44 23.90 7.33 4.02 23.90 11.07 
Sob (2) 3.82 16.16 8.67 6.03 38.54 17.06 
Ned (8) 4.73 18.69 9.81 8.25 62.36 22.93 
Prav tako so precej nižje tudi povprečne vrednosti, ki so pomembne pri sami 
obravnavi, saj prikažejo bolj realno sliko, kako učinkovita je neka napoved. 
Sedaj preizkusimo model še na podatkih, ki so prirejeni za napoved le delavnika in le 
vikenda. 
Tabela 6-16: Ocenitev napak sezonskega modela ARIMA (razdeljeni podatki) 
 RMSE  [€/MWh] MAPE [%] 
NAPOVED min. maks. povp. min. maks. povp. 
Pon (5) 2.99 24.02 9.51 5.45 37.14 15.02 
Tor (5) 3.08 24.55 8.56 4.69 31.62 12.35 
Sre (5) 3.32 24.01 9.02 5.09 36.13 12.42 
Čet (3) 2.24 21.46 8.06 3.20 31.55 12.54 
Pet (2) 2.13 16.80 7.46 3.47 25.24 11.24 
Sob (2) 2.79 20.06 8.12 4.89 35.10 14.05 
Ned (6) 2.66 15.11 7.62 4.06 79.81 19.10 
 
Tu opazimo nizke povprečne vrednosti napak, ki za RMSE pri vseh padejo pod 
vrednostjo 10 €/MWh. Tudi vrednosti MAPE so že precej nizke, razen v nedeljo, ko tako pri 
povprečju kot tudi pri maksimalni vrednosti precej odstopajo od povprečja. 
6.7.5 Primerjava rezultatov napovedi vseh obravnavanih modelov 
V zadnjem poglavju rezultatov bomo preverili, kateri izmed modelov se je najbolje izkazal 
in na podlagi katerih podatkov. Tabela 6-17 prikazuje povprečja minimalnih, maksimalnih 
in povprečnih vrednosti iz prejšnjih tabel. Pri NH imamo označbi d in t, ki ponazarjata 
napoved modela naključnega hoda na podlagi prejšnjega dneva (d) in na podlagi dneva 
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izpred prejšnjega tedna (t). Pri ETS in ARIMA imamo označbi v in r, ki ponazarjata izbiro 
podatkov za napoved, enkrat smo imeli vse podatke (v), medtem ko smo pri drugem primeru 
imeli razdeljene (r). Številka za imenom je povprečno število napovedi, ki so bile s pomočjo 
IQR izključene iz izračuna vrednosti v tabeli zaradi prevelikih napak. Prvi pogled na tabelo 
da vedeti, da modela ARIMA precej izstopata. Največ pozornosti se splača nameniti 
povprečni vrednosti povprečij napovedi, kjer sta najboljši napovedi tako pri RMSE kot tudi 
pri MAPE najprej oba modela ARIMA, sledi pa jima nekoliko presenetljivo naključni hod, 
kjer je napoved enaka prejšnjemu dnevu. 
Tabela 6-17: Primerjava rezultatov obravnavanih modelov 
 RMSE  [€/MWh] MAPE [%] 
 min. maks. povp. min. maks. povp. 
NH(d) 21 – 5 2.78 26.37 10.20 4.58 48.96 15.96 
NH(t) – 4 3.24 30.62 12.05 4.07 50.95 19.43 
ETS(v) – 4 3.55 27.25 10.64 4.90 50.78 17.76 
ETS(r) – 5 2.97 30.20 10.43 4.49 50.86 16.96 
ARIMA(v) – 4 3.08 21.85 8.78 4.93 35.71 14.74 
ARIMA(r) – 4  2.74 20.86 8.34 4.41 39.51 13.82 
Najslabši model je model naključnega hoda, kjer so vrednosti napovedi enake tistim 
izpred enega tedna. Sicer niso toliko slabše, da bi ga lahko označili kot neuporabnega, se pa 
pokaže, da tedenska sezonskost ni tako izrazita, tj. da si tedni med sabo po dnevih očitno 
niso tako zelo podobni.  
Iz tabele razberemo, da je povprečna vrednost napake pri najboljšem modelu, modelu 
ARIMA(r), okoli 14 % oz. 7 €/MWh, kar kaže cenilka MAPE. Minimalne in maksimalne 
vrednosti predvsem kažejo neke meje, do katerih gredo napovedi. Pri minimalnih se tako 
bližamo 4 % oz. 2 €/MWh, pri maksimalnih pa se kljub temu, da v povprečju odstranimo 
med 4 in 5 ekstremnih napovedi, gibljemo pri okoli 40 % oz. 20 €/MWh, kar je praktično 
neuporabno pri cenah, ki jih dosega EE na trgu v Sloveniji. Po posameznih dneh skozi celo 
leto so najboljše napovedi, z ozirom na povprečni vrednosti RMSE in MAPE, kjer, če si 
vrednosti kontrirata, damo v osnovi prednost cenilki MAPE, ki pokaže relativno napako: 
- ponedeljek: ARIMA(r),  
- torek: ARIMA(r), 
- sreda: ARIMA(v), 
 
21 Pri izračunu vrednosti za NH(d) nismo vzeli vrednosti za ponedeljek in soboto, saj je taka napoved 
precej nesmiselna, o čemer smo že pisali pri takratnih rezultatih. 
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- četrtek: ARIMA(v), 
- petek: ARIMA(v), 
- sobota: ARIMA(r), 
- nedelja: ARIMA(r).  
S tem smo še dodatno pokazali, da sta modela ARIMA daleč najboljša izmed nabora 
modelov, se pa izkaže, da vpliv spremembe podatkov za napoved pri teh dveh ne vpliva tako 
zelo, saj so si rezultati med njima zelo blizu. 
Na koncu lahko še grafično predstavimo najboljše izmed napovedi za vsak posamezen 
dan v tednu v obdobju enega leta. Lahko mu rečemo kar popoln teden. 
Nekoliko presenetljivo se zdi, da najboljše napovedi niso prišle ob dnevih, ko bi imele 
cene neko lepo obliko z dvema položnima vrhoma v dopoldnevu in popoldnevu. Same 
razlike v vrednostih po dnevih so posledica sestavljenosti tedna iz različnih obdobij. 
Običajno v enem tednu ni bilo takih razlik, vsaj ne med dnevi v delavniku.  
Povprečna napaka teh sedmih (po dnevih) najboljših napovedi je za RMSE enaka 2.38 
€/MWh in za MAPE 4.39 %, povprečno urno odstopanje pa je bilo tako le okoli 2.19 €/MWh, 
kar je odličen rezultat pri našem naboru podatkov in metod.
Slika 6.17: Grafična predstavitev najboljših rezultatov za posamezen dan skozi celo leto 
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7 Zaključek 
V nalogi smo obravnavali napovedovanje cene električne energije na trgu za dan 
vnaprej v Sloveniji, kar bi trgovcem lahko prineslo določeno prednost pred konkurenco na 
trgu.  
Za potrebe naloge smo pridobili podatke o urnih cenah v obdobju med oktobrom 2018 
in decembrom 2019, glede na lastnosti le-teh pa smo se nato odločili, katere metode bi nas 
privedle do najboljših napovedi. To so bile metode povprečne vrednosti, naključnega hoda, 
eksponentnega glajenja in model ARIMA. 
Napovedi smo opravljali za izbrane dni na podlagi prejšnjih tedenskih in/ali 
dvotedenskih podatkih. Tekom predstavitve rezultatov smo prišli do sklepov, podanih v 
naslednjih točkah: 
1. Model s povprečno najboljšimi rezultati je sezonski model ARIMA, kjer so za 
napoved delavnika upoštevani le pretekli delavniki in za napoved vikenda upoštevani le 
pretekli vikendi. 
2. Glede na prvi sklep lahko zaključimo, da večja kompleksnost modela lahko pomeni 
boljši rezultat, ni pa to pravilo, saj se je enostavna metoda naključnega hoda, kjer je bila 
napoved enaka prejšnjemu dnevu, izkazala za boljšo od modela eksponentnega glajenja. 
3. Najslabšo napoved je predstavil osnovni model naključnega hoda, kjer je napoved 
enaka zadnji vrednosti prejšnjega dne. Ta povsem enostavna metoda ni primerna za kakršno 
koli resno napovedovanje, razen če bi napovedovali le za eno vrednost naprej. 
4. Pri modelu naključnega hoda smo dobili dokaz, da so si zaporedni dnevi delavnika 
in zaporedna dneva vikenda med sabo bolj podobni kot pa dnevi zaporednih tednov. 
Tedensko sezonskost, oziroma podobnost dni med zaporednimi tedni lahko tako označimo 
kot premajhno, da bi odločilno vplivala na rezultate. 
5. Cena EE je skozi celotno opazovano obdobje, kljub temu, da se je gibala okoli neke 
povprečne vrednosti, enostavno preveč nekonstantno nihala, da bi lahko prišli do še boljših 
vrednosti napovedi, vsaj le s podatki o cenah ne. 
Pri možnostih nadaljnje analize tako 5. sklep že namigne, da bi se mogoče izplačalo 
pogledati, kateri dejavniki najbolj vplivajo na tako nihanje podatkov ter jih vključiti v 
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modele. Z vpletenimi ključnimi zunanjimi dejavniki bi najbrž za vsak dan posebej dobili 
razlago, zakaj je cena EE kot celota take oblike, prav tako pa bi s tem za obravnavo postali 
primerni nekateri še bolj kompleksni modeli. 
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