Abstract
Introduction
An ensemble is a composite model aggregating multiple base models, making the ensemble prediction a function of all included base models. Ensemble learning, consequently, refers to methods where a target function is learnt by training and combining a number of individual models.
Although the use of Artificial Neural Networks (ANNs) will most often lead to very accurate models, it is also well known that even higher accuracy can be obtained by combining several individual models into ensembles; see e.g., [1, 2] . The main reason for the increased accuracy obtained by ensembles is the fact that uncorrelated base classifier errors will be eliminated when combining several models using averaging; see e.g. [3] . Naturally, this requires the base classifiers to commit their errors on different instances -there is nothing to gain by combining identical models. Informally, the key term diversity therefore means that the base classifiers make their mistakes on different instances.
While the use of ensembles is claimed to virtually guarantee increased accuracy compared to the use of single models, the problem of how to maximize ensemble accuracy is far from solved.
The purpose of this study is to look into ensemble member selection based on performance on training data. More specifically, the assumption is that we have a number of individually trained ANNs, and the task is to select a subset of these to form an ensemble. Naturally, what we would like to maximize is ensemble accuracy, when applying the ensemble to novel (test) data. The performance measures considered in this study, either in isolation or in combination, to select an ensemble are base classifier accuracy, ensemble accuracy and the two diversity measures double fault and difficulty.
In the next section, the background of this study is presented together with related work. In section 3, the method of the study is described, which is followed by an analysis of the results in section 4. Finally, concluding remarks are given in section 5.
Background and related work
Krogh and Vedelsby derived an equation stating that the generalization ability of an ensemble is determined by the average generalization ability and the average diversity (ambiguity) of the individual models in the ensemble [4] . More specifically; the ensemble error, E, can be calculated using E E A = − (1) where E is the average error of the base models and A is the ensemble diversity, measured as the weighted average of the squared differences in the predictions of the base models and the ensemble. Since diversity is always positive, this decomposition proves that the ensemble will always have a higher accuracy than the average accuracy obtained by the individual classifiers. The problem is, however, the fact that the two terms are normally highly correlated, making it necessary to balance them rather than just maximizing diversity.
For classification, where a zero-one loss function is used, it is, however, not possible to decompose the ensemble error into error rates of the individual classifiers and a diversity term. Instead, algorithms for ensemble creation typically use heuristic expressions trying to approximate the unknown diversity term. Naturally, the goal is to find a diversity measure highly correlated with majority vote accuracy.
Kuncheva presents a review of previous work where diversity in some way has been utilized to select the final ensemble [5] . Giacinto and Roli [6] form a pair-wise diversity matrix using the double fault measure and the Q statistic [7] to select classifiers that are least related. They search through the set of pairs of classifiers until the desired number of ensemble members is reached. Likewise, Margineantu and Dietterich [8] also search for the pairs of classifiers with lowest kappa (highest diversity) from a set of classifiers produced by AdaBoost. They call this approach "ensemble pruning".
Giacinto and Roli [9] apply a hierarchical clustering approach were the ensembles are clustered based on pair-wise diversity. The ensemble is formed by picking a classifier from each cluster and step-wise joining the two least diverse classifiers until all classifiers belong to the same cluster. The ensemble used in the end is the ensemble with highest accuracy on a validation set.
Banfield et al. [10] use an approach were only the uncertain data points are considered and used to exclude classifiers failing on a larger proportion of these instances, compared to other classifiers.
All these approaches select ensembles based on diversity between pairs of classifiers, rather than on ensemble diversity.
Several studies have shown that all diversity measures evaluated show low or very low correlation with ensemble test set accuracy; see e.g. [11, 12] . As a consequence, diversity measures are expected to be poor predictors for test set accuracy. The measures double fault and difficulty does, however, constantly perform better than the other measures.
Method
The purpose of this study is to evaluate combinations of measures that could be used to estimate ensemble accuracy on novel (test) data. More specifically, we investigate the following four measures, either separately or somehow combined: ensemble accuracy (EA), base classifier accuracy (BA), and the diversity measures double-fault (DF) and difficulty (DI). Accuracy refers to the accuracy of the entire ensemble on a dataset. Base classifier accuracy refers to the average accuracy obtained by the base classifiers on a dataset.
Let the output of each classifier D i be represented by an N-dimensional binary vector y i , where the jth element y j,i =1 if D i recognizes correctly instance z j and 0 otherwise, and let N ab refer to the number of instances for which y j,i =a and y j,k =b, e.g., N 11 is the number of instances correctly classified by both classifiers. Using this notation, the double fault diversity measure, which is the proportion of instances misclassified by both classifiers, is defined as 00 , 11 10 01
For an ensemble consisting of L classifiers, the averaged double fault (DF) over all pairs of classifiers is
The difficulty measure was used in [13] by Hansen and Salomon. Let X be a random variable taking values in {0/L, 1/L,…, L/L}. X is defined as the proportion of classifiers that correctly classify an instance x drawn randomly from the data set. To estimate X, all L classifiers are run on the data set. The difficulty θ is then defined as the variance of X. The reason for including only these two diversity measures is simply the fact that they have performed slightly better than other measures in previous studies; see [11] .
Ensemble Settings
Three sets of ANNs, with 15 networks in each, were trained initially. The first set of ANNs did not have any hidden layer at all, thus resulting in rather weak models. The ANNs in the second set had one hidden layer and the number of units in the hidden layer was based on data set characteristics according to (4).
where v is the number of input variables, c is the number of classes, and rand is a random number in the interval [0, 1] . This set represents a standard setup for ANN training. The third set of ANNs used two hidden layers, where h 1 in (5) determines the number of units in the first hidden layer and h 2 in (6) determines the number of units in the second layer.
As before, v is the number of input variables and c is the number of classes. The third set of models could be expected to be over-fitted on the training set. The motivation of using two-layered networks in an ensemble is that over-fitted models may not be detrimental for the overall performance. In fact, extensive experimentation shows that for ensembles, over-fitted models are preferable over more well-fitted models.
All data except the test data was used to train the ANNs. For actual experimentation, 10-fold cross-validation was used. All ANNs were trained without early stopping validation, which may also lead to slightly over-fitted models. Each network used only 80% of the available variables, drawn randomly. Majority voting was used to determine ensemble classifications.
Overall, it should be noted that the design choices were made to ensure some diversity among the networks in each group.
Experiments
The empirical study was divided into three experiments. The purpose of the first experiment was to evaluate both single measures and linear combinations of measures. Although the concept of combining diversity measures may appear somewhat odd, it must be noted that the diversity measures capture very different properties. Furthermore, combining accuracy measures with diversity measures fits very well into the original Krogh-Vedelsby idea, i.e., that ensembles should consist of accurate models that disagree in their predictions. On the other hand, it is not obvious exactly how to formulate such a combination, especially since the measures have different ranges and meanings. In this experiment, we chose the simple approach of just summing the measures that are to be combined. For some diversity measures where a lower value indicates a higher degree of diversity, this, of course, means subtracting instead of adding the value. As an example, a combination of ensemble accuracy (↑), base classifier accuracy (↑) and double fault (↓) would be: S EA BA DF = + − (7) In the first experiment, 10,000 random ensembles with exactly 25 ANNs were drawn. The test set accuracy of the best performing ensemble, according to the individual or combined measures, is reported.
In the second and third experiments, GA was used to search for ensembles that simultaneously optimize both an accuracy measure and a diversity measure, using Matlabs multi-objective GA function, gamultobj 1 . The second experiment did not impose any restrictions on the size of an ensemble, other than that it should consist of at least two ANNs. In the third experiment, the sizes of the ensembles were restricted to consist of at least 25 ANNs. The second and third experiments used the same ANNs as in the first experiment.
The default settings for Matlab's GA toolbox were used when running the GA, except for the settings described in Table 1 . From among the solutions generated by GA that reside in the Pareto front, three ensembles are selected. The two ensembles with best performance with respect to the accuracy measure and to the diversity measure are selected. These two ensembles correspond to the two edges of the Pareto front and are almost the same as would be found if optimizing only one of the objectives. The only difference to single objective search is that if there are ties, the ensemble with best performance on the second objective is guaranteed to be selected, which would not be the case in single objective search. The third model selected is the one closest to the median of the ensembles in the Pareto front along both measures. The Euclidian distance is used to find the ensemble closest to the median. This ensemble is selected, since it represents both one of the most accurate ensembles and at the same time one of the most diverse.
Data Sets
This study used 27 data sets from the UCI Repository [14] . For a summary of the characteristics of the data sets, see Table 2 . The first column, No is a numbering used in the result tables instead of abbreviations. Inst is the total number of instances in the data set. Cl is the number of output classes in the data set. Var is the number of input variables. 
Results
The results from the first experiment are presented in Table 3 and Table 4 . The measures in the column header indicate which measures that are linearly combined and used to select the ensemble. As noted above, the No. column indicates the data set and corresponds to the numbering in Table 2 . The last row show the mean ranks and is indicated with R. Lower ranks are better. The results achieved regarding the use of individual measures are interesting. Since the results reported here are from ensembles selected using the training data, we could expect a higher bias for the ensemble accuracy measure, which could explain why the average rank for ensemble accuracy is higher than for base classifier accuracy, even though the difference is not significant. So far, most research has concluded that diversity measures are bad predictors for test set accuracy. Even though most studies agree that double fault and difficulty are the best among the diversity measures at predicting test set accuracy, it has been concluded that ensemble accuracy or base classifier accuracy are still superior. The results presented here indicate that these two diversity measures, if combined with the accuracy measures, very well could compete with the use of accuracy measures alone as selection criteria's for ensembles.
The ensembles selected using combinations of at least two measures is often better than using a single measure. However, using only diversity measures, or using both diversity measures in combination with one of the accuracy measures does not turn out to be very successful.
Another interesting result is that the combination of only accuracy measures (EA BA) is among the best solutions. This suggests that combining more than one performance measure could be beneficial.
No significant differences could, however, be observed. The results from the second and third experiments are presented in Table 5 and Table 6 . The first row in the column header indicates which two measures that were used as objectives in the GA search. The three columns for each pair of measures represent the median ensemble (Med) on the Pareto front, the most accurate ensemble based on the specific accuracy measure used (Acc), and the most diverse, based on the specific diversity measure used (Div). Table 5 shows the results from the second experiment.
The performance is obviously greatly affected by the choice of pairs of measures. Any combination that includes Base classifier accuracy or double fault is obviously not a very good choice, using these settings. Combinations including ensemble accuracy or difficulty turn out to be constantly good choices. The most median ensemble turns out to be a good choice whenever any of the measures produces good results.
A Friedman test indicates significant difference with p = 0.05. A Nemenyi post-hoc test, with p = 0.05, has a critical difference of 3.2. This means that the five best ranked results are all significantly better than the five worst ranked. Moreover, the two worst ranked results are also significantly worse than selecting the most accurate ensemble using the combination of ensemble accuracy and double fault. Once more, the results suggest that selecting the most diverse ensemble is at least as good as selecting the most accurate ensemble. The most median ensemble is better than selecting the most accurate using all combinations, except base classifier accuracy and difficulty (BA DI).
Obviously, since the critical difference using a Nemenyi post-hoc test with p = 0.05 is 3.2, there is far from any significant difference among these results. However, when the results of experiment 2 and 3 are evaluated together, all results in experiment 3 have better ranks than any result in experiment 2.
Since the only difference between experiment 2 and 3 were the size restriction, it is fair to assume that the size of the ensemble might have influenced the results.
When examining the sizes of the ensembles obtained in the different experiments, it became obvious that both base classifier accuracy and double fault preferred very small ensembles.
Concluding remarks
The purpose of this study was to evaluate the use of combinations of different accuracy and diversity measures for generating accurate ensembles.
Even though no strong advantage for combined measures could be confirmed, the experiments still indicate that combinations of measures are an interesting option, often resulting in better performance than when using any single measure. The results indicate that not only combinations of accuracy and diversity measures could be beneficial, but also combinations of accuracy measures only worked. However, no specific combination turns out to be clearly better than any other.
The experiments show the rather surprising result that selecting an ensemble based on a single accuracy measure is not clearly better than basing the selection on any single diversity measure, using these settings. Even though many studies of diversity measures have confirmed that double fault and difficulty are the best predictors of test set accuracy, the general assumption have still been that accuracy measures are their superiors.
Regarding the experiments were GA was used to search for the Pareto optimal set of solutions it was clear that using a size restriction really did affect the results. The measures base classifier accuracy and double fault should probably be excluded whenever the search for a good solution is not restricted to a specific size, or a minimum size.
The GA results also indicate that using one of the solutions in between the extremes of the different objectives, i.e. the median choice, was in most cases better ranked than the alternatives, even though the results were not significant.
The results presented in this study show that using multiple measures to select an ensemble is an interesting option, even when the measures intend to capture the same feature, such as either accuracy or diversity. It could be worthwhile to examine other measures as well, including the other (in total ten) diversity measures presented in [12] .
Using several different measures in combination could be considered as using an ensemble of measures. In this study, the different measures were either linearly combined or optimized individually. An interesting alternative could be to search for measure weights and use the sum of the weighted measure votes to select an ensemble. This would enable measures to be tailored for specific datasets.
