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. IN T R O D V C Tl O N 
Les modèles utilisés en théorie économique et en économé-
trie n 1ont , en général, atteint une certa ine perfection que 
dans le cadre de l'hypothèse d 'un univers statique ou, tout au 
plus de s t at ique comparative. Depuis plusieurs années, les cher-
cheurs économiques semblent orienter leur effort davantage vers 
l a construction de modèles dynamiques et cet effort se caracté-
rise par le fait qu'il est perçu dans toutes les disciplines 
économiques. La théorie des chaines de Markov offre une possi-
bilité de dynamiser certains modèles économiques en les basant 
sur l'hypothèse markovienne selon laquelle, sous sa forme la 
plus simple, l a probabilité qu'un événement a it lieu à l'épo-
que t ne dépend directement que de l'événement qui a eu lieu 
à l'époque t -l. Cette hypothèse semble, en effet, dans certains 
cas , r eprésenter une base de description suffisamment réaliste 
d 'un processus économique évolutif. 
Cette théorie des chaînes de Markov est tout particulière-
ment un des instruments mis à l a disposition du chercheur opé-
rationnel, spécialement dans le domaine économi que de la ges-
tion de l a f i rme . La Recherche Opérationnelle est difficile à 
définir : elle est moins qu ' une s cience, ma is plus qu'une métho-
de . Nous s ommes tentés de dire qu 'elle correspond à un double 
processus d ' opt i mation, que nous décririons alors comme suit: 
le chercheur opérationnel travaille dans un cadre institution-
nel et s'efforce de trouver l'optimum pour les problèmes qui 
lui sont proposés. Dans un premier mouvement , il s ' agit de dé-
couvrir l a ou les méthodes de solution qui soient optimales 
par rappor t aux contra intes institutionnelles qui lui sont im-
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posées (grandeur et qualification de 1 1 équipe de travail dont 
il dispo s e, budget à consacrer à l'étude, temps imposé, capaci-
té de ca ~_cul de 1 : équipement, etc •.• ). Ce premier problème 
d 1 optimation étant r ésolu, il faut, au moyen de la ou des tech-
niques sélectionnées 1 résoudre le problème lui-même et, d'ail-
leurs, en trouver la solution optimale. Il suit de cette con-
ception de l a Recherche Opérationnelle, que l'utilisation de 
méthodes particul ières (telles que la programmation linéaire 
ou la prograrrL.1ation dynamique, par exemple) ne peut se décider 
a priori, ma iR dépendra toujours d'une connaissance préalable 
de chaque problème concret et de chaque situation de travail. 
C'est dans cette optique que nous avons placé ce mémoire qui 
vise à décrire , à la manière d'une monographie, la théorie des 
chaînes de Markov et ses possibilités d'application à l'écono-
mie. Il eût été, en effet, contraire à la logique même de la 
Recherche Opéra tionnelle de décider d'emblée d'utiliser la 
technique de s chaînes de Markov pour telle étude empirique. 
Le but que nous nous sommes proposé dans ce travail est 
de jeter un pont entre la théorie des chaînes de Markov, éla-
boration mathématique abstraite, et ses utilisations concrètes 
à des problè~es économiques. Cette préoccupation nous a amené 
à considérer trois niv ·aux de recherche correspondant r es pecti-
vement aux trois chapitres de ce mémoire. Dans un premier temps, 
il s'agissait de rendre la théorie opérationnelle. Ceci a con-
sisté à dégager de la littérature - qui est caractérisée par 
de nombre t:s es divergences et imprécisions - tout d'abord une 
terminologie homogène 1:; t cohérente, afin de se constituer un 
cadre de réfé renc e rigoureux et, ensuite, les principales pro-
priétés auxquel les il s era f a it appel dans les applications 
économiques. C1est au moyen de ces propriétés que nous montre-
rons, dans un second chapitre, comment certains problèmes éco-
nomique s perti~,uliers peuvent être décrits par un modèle en 
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chaines de Markov. Il apparaitra, en retour, qu'une correspon-
dance pourra ~tre établie entre les éléments d'un problème éco-
nomique et les concepts théoriques définis au chapitre 1. 
Enfin, considérant que l a plupart des problèmes.économiques -
et spécialement ceux qui sont du domaine de la Recherche Opé-
r ationnelle au sein de la firme - sont des problèmes d'optima-
tion, un troisième chapitre sera consacré à résoudre parmi ces 
problèmes ceux qui peuvent ~tre formulés en termes de chaines 
de Markov o Ce dernier chapi tre complète loe iqueroent à la fois 
le premier chapitre, en ce qu'il prolonge l a description théo-
rique des cha înes de Markov par l a présentation des méthodes 
théoriques susceptibles de résoudre l es problèmes d 1 optimation 
associés à ce type de modèle et le second chapitre, du fait que 
l a nature même de la plupart des problèmes économiques se ré-
duit à l a recherche d 'un optimum contraint . 
Remarquons, dès l'abord, qu'à ce travail il manque au 
moins un quatrième chapitre. Celui-ci eût été consacré à une 
étude des probl èmes statistiques qui se posent lors du passage 
de l' étude théorique des cha înes de Markov à ses utilisations 
empiriques à l'économie. S'il est, en effet, relativement sim-
ple de résoudre les problèmes posés par un modèle markovien 
dès que les paramètres du système sont connus , l'estima tion et 
l a signification statistique de ceux-ci semblent @tre des points 
particulièrement ardus. Il se fait, toutefois, que ces problè-
mes sta tistiques, si intéressants soient-ils, sont à la fois 
trop vastes et trop spécialisés pour qu'ils s'insèrent harmo-
nieusement dans le cadre de ce travail. Il y a néanmoins là 
un vaste terrain ouvert à la recherche. 
Tout en reprenant, dans les conclusions finales, l'essen-
tiel de notre travail dans une perspective de synt~èse, nous y 
i ndiquerons également quels sont, à notre avis, les possibilités 
de développement et de recherche ultérieurs. 
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C h a p i t r e 1 
LA THEORIE DES CHAINES DE }iARKOV FINIES 
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CHAPITRE 1 - LA THEORIE DES CHAINES DE MARKOV FINIES 
I n t r o d u c t i o n 
L'objet de ce pr emier chapitre est de résumer la théorie 
des cha înes de Markov de manière claire et synthétique, et 
dans le but d:en dégager l es propriétés utiles pour la descrip-
tion et l'analyse de phénomènes économiques. 
La littérature en matière de chaînes de Markov présente 
de nombreuses divergences quant aux termes utilisés pour dési-
gner un même concept. Cette anarchie de la terminologie est 
fâcheuse pour le cheTcheur opérationnel, car elle tend à rendre 
très confuse une matière où les raisonnements deviennent rela-
tivement simples dès que l'on précise clairement les hypothèses 
de départ et les définitions des concepts utilisés. Il nous a 
donc semblé indiqué d 'effectuer au cours de ce premier chapi-
tre, une mise en ordre qui n ' a nullement la prétention d 'être 
un travail d ' élaboration mathématique, mais qui sera néanmoins 
utile à la Re cherche Opérationnelle. Les différentes positions 
des auteurs seront présentées brièvement et un vocabulaire en 
sera dégagé . Les critères de choix sont évidents. Tel qualifi-
catif sera préférable à tel autre, s'il est plus clair ou s'il 
est plus communément utilisé . En outre, le vocabulaire le plus 
homogène sera le meilleur . Cette discussion se cristallisera 
autour de la notion d 'er godicité. 
Nous aboutirons a insi à une classification claire des dif-
férents types de chaînes de Markov f inies. Si cet effort est 
utile d'un point de vue purement t héorique, nous verrons, d'au-
tre part, a u cours du chapitre 2 , comment il permet une analyse 
structurelle des appli cations économiques. 
• 
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Au-delà d~ cette mise en ordre de la terminologie, nous 
dégagerons simultanément les principales propriétés qui carac-. 
térisent chaque type particulier de chaine de Markov . Ce sera, 
en effet, sur base de ces propriétés et après avoir Gffectué 
une première analyse structurelle du modèle économique qu'on 
pourra mettre en évidence ses caractéristiques dynamiques. 
Finalement, quelques méthodes de calcul seront exposées. 
Celles- ci simplifieront considérablement le traitement des ap-
plications . 
Les théorèmes et les propriétés seront, en général, énon-
cés sans démonstration, afin de ne pas surcharger le texte et 
de s auvegarder la clarté de l'exposé . Ces démonstrations se 
trouvent explicitées dans la lit téra ture et l'un ou l'autre 
ouvrage sera indiqué , à titre de référence. 
-o-
1.1. Processus stochastigues et chaines de Markov.-
Les chaînes de Markov s'insèrent, comme cas particulier, 
dans la théorie des processus stochastiques. 
Un processus est dit stochastique s'il s'agit d'un système 
évoluant dans le temps ou dans l'espace, selon certaines lois 
de probabilités . Celles-ci peuvent être ramenées à trois formes 
fondamentales, reliées entre elles par l'axiome des probabili-
tés composées. 
prob (x et y)= prob (x).prob.(y/x), 
c'est-à-dire que la probabilité que l es événements x et y se 
présentent est égale au produit de la probabilité que l ' événe-
ment x se présente seul -Gt de la probabilité conditionnelle 
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que l'événement y se présente, lorsque .l'on sait que l'événe-
ment x s'est présenté. S'il s'agit de l'évolution d'un systè~e 
dans le temps, l a possibilité que le système se trouve dans un 
certain "état" à un moment du temps peut @tre indépendante ou 
dépendante de son passé. Dans ce dernier cas, il s'agira d'une 
probabilité conditionnelle et celle-ci peut, à sÔn tour, pren-
dre différentes formes, d ' après la manière dont elle dépend 
explicitement du passé du système. Un cas particulier sera ce-
lui où tout le passé de l' évolution du système se trouve résu-
mé dans son ét at au dernier instant. 
Dès lor s, un processus stochastique est appelé markovien 
si, pour des instants arbitrairement choisis du temps, •.••• 
... < 1 < m < n, il répond. à l a propriété 
= y, x1 = z, •.• )=Px (x/Xm = y) n 
où 
Px (x) = lim 
n ,6x~o 
X pro b ( X .( n -< X + .6. X ) 
/\ X 
(1.1.1) 
Xn représentant l'état dans l equel se trouve le système 
au temps n. En d'autres mots, la connaissance de l'état du sys-
tème aux instants consécutifs, ••• , 1, m, antérieurs à n , 2ppo!' --
te bien, quant à la connaissance de son éta t en n, une certaine 
information, mais celle-ci est contenue tout entière dans la 
connaissance de son éta t à l'instant le plus récent, m. 
On dira qu'un processus markovien est une chaîne de Markov 
s 'il obéi t aux trois restrictions suivantes : 
1. L1 espace temporel sur l equel il est défini est discret 
et l es instants de trans ition sont équidistants. En d'autres 
termes , l'intervalle entre de ux point s s uccessifs du temps est 
supposé constant, quel s que s oient ces points 9 et lorsque le 
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temps s'écoule de l'instant n à l'instant n + 1, le système 
peut , soit passer d'un état à un autre et un seul, soit rester 
dans le m~me état, sans passer par d'autre(s) état(s). 
2. Homo~énéité dans_le_temEs 
Un processus markovien est dit homogène si 
prob (Xm+n+l = k/Xm+n = j) = prob (Xn+l = k/Xn = j) (1.1.2) 
ce qui signifie que les probabilités ne sont pas affectées par 
une translation dans le temps (l). 
3. Ces chaînes de Markov sont d'ordre 1 
Certains auteurs ont défini des chaînes de Markov d'ordre 
r, par la propriété 
c'est-à-dire que l es états X 1 , X 2 , •.• , X résument n- ·r+ n-r+ n 
pour Xn+l tous les états antérieurs et donc, que l'état du sys-
tème à l'instant n + 1 dépend explicitement, non plus seulement 
de l'état i mméd i atement antérieur , mais des r états antérieurs 
du système. 
Cette notion ne semble cependant plus pravaloir dans la 
littérature actuelle où l'on désigne habituellement par chaînes 
de Markov les "chaînes de Markov d 'ordre l". 
(1) Il ne faut pas confondre homogénéité dans le temps et sta-
tionnarité. Nous verrons plus loin que, sous certaines con-
ditions, une chaîne de Markov converge vers une distribu-
tion limite, c'est -à-dire vers un processus stationnaire. 
Un tel processus obéit à une loi de probabilité qui est in-
dépendante du temps. 
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On entendra donc par chaîne de Markov une séquence de va-
riables aléatoires disc:t'ètes xO., x1 , •.• possédant la proprié-
té que la distribution conditionnelle de Xn+l' étant donnés 
xO, x1 , •.• , Xn' ne dépend directement que de la valeur de Xn, 
soit 
prob (Xn+l = k/XO= a, ..• , Xn= j) = prob(Xn+l= k/Xn= j) 
(1.1.4) 
où a, •. • , j, k appartiennent à l'esp~ce discret des états que 
peut prendre le système. 
On notera. que, du point de vue historique, la notion de 
chaîne de Markov correspond à des définitions de plus en plus 
restrictives (1). 
Dans son ouvrage fondamental en cette matière Lë -:il, Kai 
Lai Chung distingue les cha înes de Markov à paramètres discrets 
des chaînes de Markov à paramètres continus. La définition, 
plus restrictive, adoptée ci-dessus, ne couvre que ce que K.L. 
Chung entend par chaînes de Markov à paramètres discrets (2). 
Une chaîne de Markov sera dite finie ou infinie, selon 
que la séquence de variables a l éatoires xO, x1 , ••• , ou selon 
que l'ensemble des états du système comporte un nombre fini ou 
infini d!élémentso Dans ce qui suit, on se limitera au cas des 
chaînes de Markov fini es . Les applications économiques sont, 
en effet, généralement de cet ordre. 
(1) Voir LG JJ, p. 9. 
(2) D'autre part, on se référera à cet ouvrage en ce qui con-
cerne les fondements axiomatiques du calcul des probabili-
tés, sous-jacent à la matière traitée dans ce chapitre . 
10 
1.2. Types de probabilités.-
Les concepts de base relatifs à une chaine de Markov sont 
ceux d'"états" dans lesquels se trouve le système et de "tran:. 
sition" d'un état à un .autre. 
La notion d ' états a été précisée précédemment, sous 1.1. 
Ceux-ci seront désignés par les symboles 1, 2, . .• • R (R <.. C>ô 
puisqu 'il s ' agit de ch~înes finies). On dira que le système 
"est dans l'état i à l'instant n" , si la transition qui s'ef-
fe ctue à l'instant n l' amène (ou éventuellement le laisse) 
en i. 
Un processus de Markov , tel que nous l' avons défini, peut 
être représenté pa r une relation, par un graphe ou par une ma-
trice. Un exempl e d ' un processus markovien , représenté par une 
relation, est A.B; B. B; B.C; C.D; D.D; D.A; A. C; D.B; A.D; où 
l a paire ordonnée A. B représente la transition de l'état A à 
l'état B. Une présentation équivalente , sous fo rme de graphe, 
est donnée ci-dessous. 
A 
C 
Les vecteurs orientés joignant les différents points in-
diquent les transitions possibles. A chacun de ces vecteurs, 
on peut associer une probabilité. Toutefois, la présentation 
sous forme matricielle,ayant été davantage élaborée,sera uni-
quement retenue par la suite. 
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La probabilité de transition dei à j, définie dans la 
section 1.1 par 
prob (X l = j/X = i) n+ n 
sera dorénavant notée p .. , élément de la matrice de transition 
l.J " 
La probabilité initiale ou la probabilité que le système 
se trouve initialement dans l'état i, se note p., élément du 
J. 
vecteur de probabilités initiales 
Les probabilités initiales et de transition satisfont évi-
demment aux propriétés 
p.> 0 J. ,,.,,, 
p .. ;;O 
J. J 
·R 
>- pi= 1 
i=l 
R 
L. pij = 1 
j=l 
pour tout i, j. 
Dans ces conditions, la matrice [!:,] est dite matrice 
stochastique. 
La probabilité de transition en n étapes dei à j est 




0 si i f= j pij = 
= 1 si i = j 
1 
(1) p .. p .. = lJ lJ 
' 
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Dès lors , p~~+l) est défini par la formule de récurrence 
lJ 
(n+l) p . 
ij 
1L (n) 
= )__ pik pkJ. 
k=l 
équation qui se généralise pour p~~+n) 
l.J 
R (m+n) ç- (m) (n) 
p. . = I Pi· k pkJ" lJ k=l 
(1.2.l) 
(1.2.2) 
Cette dernière équation est appelée équation de Chapman-Kolmo-
gorov (cas discret). 
L'équation (1.2.1) s'écrit en notation matricielle 
(1 .2. 3) 
et, en vertu de la récurrence sur n, on obtient finalement 
(1.2.4) 
,--::Pln+l r~1 lJ étant une matrice stochastique, parce que ~en est 
une (1). 
On vient de définir l a probabilité que le système se trou-




on a supposé p. = 1. Si l'on ne connaît pas l'état de 
l 





(1) Preuve : Lë j], pp. 8 et 9, par exemple. 
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parfois appelée probabilité inconditionnelle. En notation ~a-
tricielle 
= (1 . 2.6) 
La probabilité ue· le svstème artant de revienne our 




f~~) (n ) ~ f~~-k)p~~) (1.2.7) -- p . . L-JJ JJ k=l JJ JJ 
La probabilité que l e système revienne tôt ou tard en j, 
sachant qu 'il est parti de j, est 
<:Y-:) 
.,_ L f~~) f:. = JJ JJ (1.2.8) 
n=l 
Si * = 1, on définit f .. JJ 
00 
Pj = L nf~~) JJ (1.2.9) 
n=l 
comme étant le temps moyen de récurrence. Cette notion sera 
explicitée dans les sections suivantes. 
La probabilité gue le s,;ystème t partant de it 12asse en _i 
la . ' fo is a,E,rès ét a__pes , est pour prem1.ere n 
n-1 n-1 
f~~) (n) -2 f~~-k) ~~) (n) L f~1;-k)p~~) (1 . 2.10) = pij = p .. -1. J - l.J PJJ 1.J J J l.J k=l k=l 




La probabilité que le système arrive t8t ou tard en j, 
sachant qu 1il est parti dei, est 
C>':::) 
f~. = ) f~~) J.J J.J (1 .2.11) 
n=l 
Si f~. = l, on définit 
J.J 
Ot. 
L (n) Pïj = n f .. lJ (1.2.12) 
n=l 
comme étant l e temps moyen de ~remier Rassage de i à j Lë -:J'. 
La probabilité de premi er passage f~~) et l a probabilité 
de premi er retour f~~) peuvent se calcul!~ par multiplication 
JJ 
matricielle : 
ou, en notation matr icielle 
lF (n ~= fp]L; (n-1~ (1.2.l4) 
où ~(n-l~ est la matrice k(n-l~ dans l aquelle on a remplacé 
tous les éléments diagonaux par des zéros. 
La relation (1.2.14) fourni t une méthode de calcul r apide 
qu'il sera utile d 1 a ppliquer dans l es problèmes économi ques 
tels que ceux qui s eront présentés au chapitre 2 . 
1.3. Types d ' états et class ification des éta_i~.-
1. S·' il exi ste un m positif, tel que p ~°:1) ) 0, le système 
lJ 
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peut passer dei à j. K.L . Chung dit que l' état i mène à l'état 
j Lë 'j] . D.R. Cox et H.D. Miller disent que les deux états 
communiquent Lë· rf:/. 
S'il existe un couple (m, n)> (O, O), tel que p~~)-0 et 
p~~ )> O, le système peut passer dei à j ot réciproqu!~ent. 
J J. 
K.L. Chung dit que l es états i et j communiquent Lë j}. D. R.Cox 
et H.D. Mi ller disent qu 'ils interco!ll[l)uniquent Lë :[!. 
Dans ce qui suit, on retiendra la terminologie de K. L.Chung . 
Un état qui co mmunique avec tout état auquel il mène est 
appelé un ét at essentiel; dans le cas contra.ire, il s ' agira 
d'un état inessentiel. 
Un ét at essentiel ne peut pas mener à un état inessentiel. 
2 . D. Ro Cox et H.D. Miller Le r{l appellent l'état j un 
état éphémère (ephemeral) , si p .. = 0 pour tout i~ Un tel état 
J.J 
ne peut jamais être atteint à partir d'un autre état. Cet état 
ne peut être occupé par le système qu'au temps initial. 
3. Ltétat i est un état absorbant, si 
p .. = 1 
J.1. 
p .. = 0 pour tout j I i. 
J. J 
4. L'état j est appelé récurr~p.t Lë i/, Lë '{!, persistant 
LG 17'(1) ou non-récurrent Lë '"j], transiant Lë 'i/ LF il, transi-
toire [G JJ selon que f ~- = 1 ou < 1. 
J J 
Nous adopterons la terminologie persistant - transitoire . 
(1) Dans sa seconde édition, W. Feller LF 2..Ï change "recurrent" 
en "persistant". 
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Ainsi définies, les notions de "persistant" et de "tran-
sitoire" sont contraires l'une de l'autre et déterminent une 
partition de l'ensemble des R états: un état est soit persis-
tant, soit transitoire . 
( On démontre (1), au moyen des fonctions génératrices de 
J f ( n )) t d ) ( n )) 1 ' · 1 l j j ) e e \pj j J' es equiva ences 
f~. = 1 
J J 












la série des pjj 
converge. 
Un état éphémère est un état transitoire; un état absor-
bant est un état persistant. 
5. Soit un état i dans lequel le système se trouve initia-
lement et l'ensemble des états j auquel il mène. 
tiel, il existe un couple (k,1) > (0,0), tel que 





Si i est essen-
p~~) > 0 et 
lJ 
et l'état i est persistant. 
Si i est inessentiel, i est transitoire (2). Cette alternative 
vaut pour tout éta t i du système, s auf pour les états qui ne 
mènent à aucun autre état. Un tel état ne peut être qu'un état 
absorbant, car 
(1) Voir [ff }Ï pa r exemple . 
(2) Preuve Lë j], p. 18 . 
17 
R 
L p .. = 1. J.J 
j=l 
Or, il est évident qu'un état absorbant est un état per-
sistant . D' autre part, on ne peut pa s généraliser la distinc-
tion entre ét a ts essentiels et inessentiels, au cas où i = j. 
De ce raisonnement , il découle que : 
un état persistant est, soit un état essentiel, soit un état 
absorbant; 
un éta t transitoire est un état inessentiel. 
Pour cette raison, on négligera par la suite la distinc-
tion entre états essentiels et états inessentiels (1). 
00 
6. Puisque, dans le cas d'un état persistant J f~~)= l, 
n=l JJ 
{ f ~ ~) , n~l, 2 , •• • } est une dis tri but ion de pro ba bili té ( recur-
rence tiroe distribution of the recurrent state j) et le temps 
moyen de récurrence, défini précédemment, n'est rien d'autre 
que le premier moment de cette distribution. 
Un état j pers i stant est dit état nul LG JJ, (null recur-
rent state Lë fi Lë 5Ï), si et seulement si son temps moyen de 
récurrence (1 . 2 . 9) est infini . Si .u.< co , j est dit non nul 
- 7:Ï - ~ï (12,ositive recurrent state Le .LI Le 21 ). Cette distinction, qui 
n'a un sens que pour les états persistants, constitue une par-
tition de l'ensemble de ces états. 
(1) Il est cependant intéressant de consulter K. L. Chung à ce 
sujet Lë JÏ, p. 19; il dit ~ "Feller does not à. istinguish 
between essential and inessential states ( ••. ). Feller la-
ments the pos sible literal interpretation of the word "ines-
sential" , nevertheless the distinction between the "essen-
tial" and "inessent ial" is rather essential". 
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Nous verrons toutefois à la section 1.7.2.i, que dans une 
cha1ne de Markov finie, aucun état ne peut ~tre nul. Ainsi donc, 
la distinction précédente n'est utile que dans le cas des cha1-
nes infinies. 
7. Un état j est dit Eériodigue de période t, si le sys-
tème partant de j ne peut revenir en j qu'aux temps t, 2t, 
3t, •.• , où test plus grand que 1 e t est le plus petit entier 
à posséder cette propriété. 
Pour j périodique de période t, on a donc . . 
( 
0 si n -/= 
(n)) = 
kt 
k 1, 2, 
pjj l> = ••• 
0 sin= kt 
Un état ne possédant pas cette propriété est dit non-
E,_ériodigue ou apériodi~ue. 
Cette distinction constitue une partition de l'ensemble 
des états persistants non nuls. Tous l os états transitoires 
et tous les états persistants nuls sont périodiques. En effet, 
d'une part, un état transitoire ne peut être périodique puisque 
si j est périodique 
(n) 
p .. =<>9. 
JJ 
D'autre part, si j est périodique, on montrera dans la 
section suivante que : 
lim (nt) -1, 
n ,(Y-)Pjj = t Jlj .,,, 0 
et l'inégalité ne pourrait être vérifiée si, en outre, j était 




8 . On a fait remarquer qu'un état absorbant est un état 
persi stant (1.3 . 5). 
D'autre part, un état aooorbant est un ét a t non nul. En 
effet, 
P-j = L nf~~) JJ 
n=l 
8t s i j est absorbant 
) f(l) = 1 JJ 
( f~~) = . . . = f~~) = 0 JJ JJ 
et Jl· = 1 < oo J 
Fina lement , un ét at absorbant es t un ét at persistant non 
nul non périodi que, car l a période t d ' un état périodi que 
doit ~tre supérieure à l. 
9. Arrivé à ce stade , . il convient de tenter une premi ère 
classification des états . Ce t t e classification se précisera 
ultérieurement , en fonction de s propriétés qui seront dégagées . 
On montrera , en outre , que certa ins de ces états ne peuvent pas 
se r encontrer dans une chaîne de Mar kov f i nie . 
Soit un ensemble fini d ' états (1) 
(i) 
(ii) 
E = { l, 2, •• 0 0 ' 
E = 
où 
El U E2 
El(\ E2 = ~ 
E1 = )l ét ats 
E2 = létats 
R\ 
) R fin i 
{états inessentiels\ transitoires; = 
persistants} = iétats essentiels} 
'\. ou absorbants 
(l) La nota tion utili sée es t la notat ion, désorma is classique , 
de 18 théorie des ensembl es . 
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(iii) E2 = E3 V E4 
E; Îl E4 = ~ 
où E
3 
= { états nuls} = {~} dans les chaînes finies 
E4 = {états non nuls} 
(iv) E4 est composé d ' états périodiques et d'états non 
périodiques. 
Soit E5 = {sous ensemble des états périodiques de E4J 
E6 = {sous ensemble des états non périod. de E4 ~ 
On a . E5 l) E6= E4 . 
E5 n E6= ~ 
(v) {états périodiques\ = E
5 
{états non périodiques\= E6 U El\) E3 . 
10. On définit un état ergodique comme étant un état per-
sistant non nul non,:périodig_ue. 
Çette définition semble la plus géné:r;-a.lement admise (1). 
K.L. Chung préfère rejeter la notion d ' ergodicité dans ce 
contexte pour la réserver à la théorie ergodique proprement 
di te ( 2). 
P. Gordon ne définit pas de qualificatif particulier pour 
désigner un ét a t persistant non nul non périodique (3). 
La plupart d0s auteurs (4) n'introduisent la notion d 1 ergo-
(1) Voir LF '2 p. 353, Lë 27 p . 93. 
(2) Voir L-c "fi p. 33. 
(3) Voir L-G J}. 
(4) Voir L-K 27, ffi 27, ffi 17, etc •.. 
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dicité qu'à un stade ultérieur. C'est pourquoi on étendra cette 
discussion dans la section 1.9. 
Dans les deux sections suivantes, nous énoncerons un cer-
tain nombre de propriétés des chaînes infinies, pour deux rai-
sons. Tout d'abord, dans certaines applications économiques, 
le nombre dJétats du système sera suffisamment grand pour que 
l a description correcte de celui-ci se présente sous forme de 
chaînes infinies. D'autre part, comrne l os propriétés des chaî-
nes finies ne sont que des cas particuliers des propriétés des 
cha înes infinies, il es t utile de souligner les relations exis-
tant entre ces deux types de chaînes de Markov. 
l. 4 . Propriétés des états - Théorèmes limites des chaînes de 




l. Si j est persistant non nul non périodique (ergodique) 
(2 ) 
- p.-1 f ·*· 
- j l.J 
-1 =p... 
J 
Ces t héorèmes sont parfois appelés théorèmes de Tauber, 
bien qu'ils n'en soient que des applications. 
La démonstration de cette pr opriété ainsi que de la suivan-
te est reprise dans P. Gordon LG 17 pp. 49 à 60. Il s'ins-
pire de l a démonstration de W. Feller, en la détaillant da-
vantage. 
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2. Si j est périodigue de :eériode t, on a· 
J 1 . (nt+k) -1 * im p .. = t Pj fij n--+ ÔO lJ 
l 1· (nt) . -1 lm p .. = t >1j n~ CG JJ 
3. o · ül j est transitoire, on a (1) 
lim p~~) = 0 
n~oa lJ 
lim p~~) = 0 
n~ e.~ J J 
4e Si j est un état nul, on a (2) 
lim p~~) = 0 
n~ ç .:::, lJ 
lim p~~) = 0 
n---:'J' oo J J 
1.5. Propriété des relations entre états (d'une chaîne infinie).-
On démontr e (3) l a propriété suivante: d'un état persis-
tant, on ne peut a tteindre que des états persistants et tous 
ces états sont de l a même classe: ou bien ils sont tous nuls, 
ou bien ils sont tous ergodiques, ou bien ils sont tous non 
nuls périodiques. 
(1) Voir, par exemple LF i/. 
( 2) Id. 
( 3) Id. 
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1.6 . Types de classes d ' ét ats. -
Sur base Œe la pr oprié t é précédente, on peut diviser l'en-, 
semble des ét ats en sous-ensembles ou classes, de telle sorte 
qu'à l'intér i eur d 'une classe, tous les états soient soit tran-
s itoires , soit nuls, s oit ergodiques, soit persistants non nuls 
périodi ques. Tout ét a t qui ne comr,1unique avec aucun autre état 
• 
(ét a t absorbant) , f ormera une classe à lui seul • .Ainsi, une 
classe es t soit un ensemble de deux ou plus ieurs ét ats qui com-
muniquent (1 . 3 .1), s oit un ét a t unique. 
Une propriét é de classe est une propriét é dont l a posses-
sion par un ét a t de la classe entraîne la possess ion par tous 
l es ét ats de la classe. Par exemple, l a propriété d ' avoir une 
période t est une propriété de classe • 
.A partir de ce concept, toute chaîne de Markov peut être 
décompos ée en un certa in nombre de classes (1) par regroupement 
des ét a ts. 
Ces regroupements sont partj_culièroment utiles dans l es 
applications économiques, ainsi qu'il sera souligné au chapitre 
2. Ils permettent, en effet, de dégager clairement quelle est 
l a structure de l a matrice de transition et , partant, du phéno-
mène étudié. C' est la r a ison pour laquelle nous nous étendrons, 
dans ce qui suit , sur l' étude de ces diffé rentes struct ures et 
s ur l'examen des propriétés correspondantes qui s ' avèrent ~tre 
les plus intéressantes pour l ' économiste. 
Appliquant ce regroupement, l a matrice de transition peut 
être r amenée a u s chéma suivant : 
(1) Au sens de l a théorie des ensembl es , on appelle "classes " 
l es sous- ens embl es non vides d ' un ensemble, deux à deux 








T R Q 
où Ca' Cb, •.• , c1 sont l 2s classes d ' ét a ts persistants 
(chaque é t at absorbant se r éduisant à une classe, e t pour le 
r es t e chaque classe se di st i nguant des autres par le type d'é-
t a ts persistants qu' elle regroupe) et où Test l'ensemble des 
éta t s transitoires . Dans cette matrice , l e bloc Hord-Ouest, 
qu 'on dés i gnera par [A], es t une matrice di agonale par blocs ;: 
l e s él éments de l a di agonal e principa l e sont éga ux à 1, s 'ils 
correspondent à des ét a t s absorbants . Le bloc Nord-Est (sous-
matrice[o]) est une matrice nulle: elle regroupe l es probabi-
lités de transition d 'un ét a t absor bant ou persistant à un 
état transitoire. La sous-matrice R es t l a matrice de transi-
tion des ét a ts t r ans itoires aux états persistants, la matrice 
[QJ reprenant l es probabilités de trans ition d'un ét a t transi-
t oire à un autre ét at transitoire. 
La classe C. est appelée un ensemble clos , pa rce que cha-
i 
que état en C. ne mène qu'aux ét ats en C .• Chaque classe d 1 é-
i l. 
tats persistants forme un ensemble clo s . 
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1.7. Types de chaines.-
On distingue différents types de chaînes de Markov , sui-
vant que celles- ci se p:ésentent sous forme de l ' un ou l'autre 
cas particulier du schéma général présenté à l a section précé-
dente. 
1 . Une chaîne est dite absorbante si elle comprend au 
moins un éta t absorbant et s'il est possible d ' atteindre le(s) 
état(s) absorbant(s) à partir de n ' importe quel autre état, en 
une ou plusieurs étapes . Cette définition et la propriété 1 . 5 
entraînent que tous l es autres états sont des états transitoi-
res . Dans ce cas, la matrice de transition peut se représenter 
par (apr ès regroupements) : 
I 0 
R Q 
où [rJ est la ma trice identité ~ dont l'ordre égale le nombre 
d ' états absorbants du système, [ci] étant une matrice rectangu-
laire ne co mportant que des él éments nuls, [Q] ot [RJ compre-
nant l es probabilit és de transition des ét a ts transitoires, 
soit vers l e s ét a t s abs orbants, soit vers ces m@mes ét ats tran-
sitoires . Lorsqu ' un état absorbant ost atteint, on dit que la 
cha îne ost absorbée. Tous l e s auteurs sont d'accord en ce qui 
concerne cette terminologie . Certains se sont consacrés parti-
culièrement à étudier ce type de chaîne de Markov lK i/. 
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2. Une chaîne est irréductible s'il n'y a pas d'autre en- · 
semble clos que celui de tous l es états de ~a chaîne. Cette dé-
finition•et la prop~iété 1.5 entraînent qu'une chaîne irréduc-
tible se réduit à une classe pBrticulière d ' états persistants • . , 
Cette terminologie est 
Lë 5] ... ). Certains auteurs 
(LK 27, LK 17, . .. ). 
assez cpmmunément admise (/Y y, 
• cependant ne l'utilisent guère 
Puisque to us l e s états appartenant à une même chaîne irré-
ductible appartiennent à une même classe, on pourra distinguer 
autant de chaînes irréductibles qu 'il y a de classes d'états 
persistants. 
(i) Dans une chaîne finie et irréductible, il n'y aura 
pas d'états nuls. En effet , dans une telle chaîne, si un état 
est nul, ils le sont tous. Dans ce cas, on aurait, par 1.4.2 
et pour tout i, j 
J 
lim p~i:-) = 0 
n~ v.:; J.J 
l lim p ~ i:-) = 0 n-->-oo J J 
et [P]n ne serait p~s une matrice stochastique. 
On r emarquera que cette propriété s'étend aux chaînes de 
Markov finies en général. En effet, dans pareille cha îne, si 
i est un état nul, seules les probabilités de passer à un au-
tre état nul peuvent être positives (propriété 1.5). Or, on 
vient de montrer qu'à la limite, ces probabilités tendent vers 
zéro . Ceci i mpliquerait quo la ime ligne de [P]n ne serait com-
posée que de zéros et [P]n ne serait pas une matrice stochasti-
que. 
(ii) Donc, dans une cha îne irréductible finie,tous les 
ét ats s eront soit persistants non nuls périodiques (et de m~me 
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période t), soit er godiques. 
Si tous les états sont périodiques, on dira que la chaîne 
est Eériodig_ue de période t. Dans l a matrice de transition 
correspondant e , tous les éléments de l a diagonale principale 
seront nuls . En outre, l es ét ats d'une chaîne irréductible pé-
riodique de période t peuvent être divisés, de manière unique, 
en t sous - ensembles "cycliques", mutuell ement exclusifs c1, c2, 
... , Ot' de telle sorte que, s i la chaîne occupe initialement 
un état de 0 1 , elle occupera, à l a première transition , un état r 
de a;+l' pour passer ensuit e à c;+2 , •.• , Ct, c1, ... , c;_1 et 
retourner en 0' à la tme transition. r 
Si t = 2, l a ma trice de transition sera de la forme 
1 
0 1 X 
1 




où X désigne un bloc ne comportant que des él éments positifs. 
Si t = 3, on a 
0 X · O 
1 1 -- _.,__ _ --r-- -
1 
0 1 0 : X 
1 _._ -r- - L __ --
X 1 0 : 0 
l , 
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et si t = n, on a 
1 I 1 1 o, x·, o ,... . •• 
1
o 
- -1 - -, - - -, - - - - - - - -, - -
o 10 1 xio •.. ,o -- r-- 7 -- 1 - - - - - --1--
01 o I o, x O ••• 10 
--,-- --1-- -- -- --'--
• l 1 • 
1 1 1 
• 1 1 • 
• 1 1 1 1 • 
- - - ~ -1 - -' - - - - - - - - --
01 o, o, .•••.• l x 
- - 1 - -1- - 1- - - - - - _1 - -




1 1 1 
1 
(iii) Si tous l es ét ats de l a cha îne i rréductible sont 
er godiqu0s, on dit que la cha î ne es t ergodique . Cette défini-
tion est assez r arerœnt admi se . On discutera cette question de 
terminologie dans l a section suivante. 
3 . Enfin faut-il remar quer que, dans une cha îne de Markov 
f inie, tous les ét ats ne peuvent être transitoires. En effet, 
si j est transitoire, on a , par (1.4.3) 
(n ) lim p .. = 0 
--'-~ J.J n , 
(n) J_im p .. = 0 
n~ oc J J 
Si ces relations étaient vérifiées pour tout j, tous l es 
él éments de [P]n seraient nuls à partir de n assez grand , et 
[ P] n ne serait pas une matrice stochastique. 
29 
S y n t h è s e 
transitoires 
réductible/ nulles: impossible si la 







, cha îne est 









1.8. Propriétés des différents types de chaînes de Markov finies.-
1. A l a section 1.6, on a décompos1 le cas général des 
cha ines non iiréductibles en plusieurs ensembles clos d'états 
persistants et en un ensemble d'états transitoires. Certains de 
ces ensembles clos se réduisaient à un seul éta t, appelé état 
absorbant. 
(i) Dans une cha îne de Markov finie et gQQ irréductible, 
l a probabilité que le système atteigne un ensemble clos est éga-
le à 1 (1). 
(ii) Le nombre moyen de passages pa r un éta t transitoire 
en partant d'un état transitoire, avant que le système n'attei-
gne un ensemble clos, est donné par 
(iii) Le nombre moyen d'étapes que le système parcourt 
avant d ' a tteindre un ensemble clos est donné pa r 
= 
(iv) La probabilité que le système atteigne tel ence~b~c 
clos est 
(1) Les preuves de cette propriété et des tro is suivantes sont 
reprises dans LK 5], pp . 43 à 53. 
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Ces propriétés sont d'un int€rêt particulier, lorsque 
tous les ensembles clos se réduisent à des états absorbants • ... 
On parlera de la probabilité d 1absorpti~n, du nombre moyen 
d'étapes que le système parcourt avant absorption, etc ••• 
2. Puisque,ooome nous vonoht3 d(;j _l ·'éyoquer,la p:i:·obàbi~ité qu' 
une chaîne de Markov finie atteigne un ensemble clos est égale 
à l, il est raisonnable de s'étendre spécialement sur les pro-
priétés de ces ensembles clos ou, ce qui revient au même , sur 
l es propriétés des chaînes de Markov irréductibles. 
On a vu (1.7 . 2.ii) que, dans une chaîne finie irréducti-
ble, tous les états sont soit persistants non nuls périodiques , 
soit ergodiques . 
Dans l e cas de s cha înes finies, les propriétés (1.4.1 et 2) 
deviennent 
(i) si j est persistant non nul non périodique (ergo-
_g_ig_ue) 
(n) . (n) -1 
lim p . . = lim p . . = JlJ· 
n➔ ~ l.J n-7 ~ J J 
(ii) si j es t Eériod~g_ue de période t 
1 . (nt+k) lm p .. 
n~(,lt, l.J 
c' est-à-dire que f ,?:F. = 1 si l a chatne est finie (1). 
l. J 
La proprié t é (i) ci-dessus est fondamentale en théorie 
des chaînes de Markov finies. Elle signifie que, dans le cas 
d'une chaîne er godique, la matrice de transition [Jjn tend, 
quand n tend vers l'infini, vers une matrice dont tout es les 
lignes sont identiques . En d ' autres termes, dans une chaîne fi-
(1) Cette égalité peut être démontrée. 
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nie ergodique , dès que le nombre d'étapes devient suffisamment 
grand, la probabilité que le système pa sse d'un état i à un 
éta t j est indépendante de l'état de départi. 
-l • Le vecteur Jl· est, en outre, une dis~ribution de proba-
J 
bilité sta tionnaire, c'est-à-dire que 
-1 Ji -1 ) 
l1j = L J-\: pkj (1. 8 .2. 3 
k=l 
En effe t 9 sin tend 
lim p~~+l) = 
n--:, r::x:J J.J 
vers l'infini, (1.2.1) devient 
ou = 
R (n) 




I u. pk J. 
k=l K 
équa tion qui s'écrit en notation matricielle 
1.9. La notion de cha~ne ergodique.-
(l. 8.2.4) 
Les divergences du vocabulaire utilisé p2r l es auteurs 
pour dés i gner l e concept de cha îne er godique doivent se discu-
ter pa r ra~port à l a propri été présentée dans la section précé-
dente. 
La définition qu 'on a adopté e dans ce chapitre correspond 
à celles de W. Feller et cle D. Ro Cox e t H.D. Miller (1). 
K. L. Chung , théoric ien prudent, esquive l e problème et n'asso-
cie aucun qualific8. t i f part icu.J_i er à ce type de cha îne . Il fait 
simpl ement remar quer que le théorème démontrant l a propriété de 
l a section précédente 11 a souvent été appel é le 11 théorème d 'ergo-
dicité II des cha î nes de iYiê=-irkov . En conformité 1 poursui t -il, 
(1) LF ~7, p . 353, Lë 27, p . 93 . La note (7) dans LF 17, p . 353 
peut éclairer(!) ce débat. 
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11 avec 1 1 usage en ·théorie ergodique, nous réservons ce quaJ,.ifi-
catif pour un théorème ultérieur" (1). P. Gordon ne parle pas 
d'ergodicité. Il dit qu'une chaîne de Markov est ~ière, si 
Q(n), distribution de probabilité à l'instant n, tend , pour n 
tendant vers l'infini, vers une limite qt- indépendante de Q(O), 
distribution initiale (2). Cette définition i mplique, en vertu 
de la propriété précédente, que les chaînes ergodiques sont ré-
gulières, sans que les cha înes régulières soient toutes ergodi-
ques , certa i nes pouvant ~tre p-ériodiques. En d ' autres termes, 
s i l'on a ccepte l a définition d 'une chaîne CTe Markov finie pré-
sentée à l a S3ction l.l, il y a équivalence entre la définition 
de chaîne régulière (au sens de Gordon) et celle de chaîne ir-
r éductible. 
P . Gor don fa it, en outre , un rapprocherœnt entre l a théo-
rie des graphes et l a théorie des cha tnes de Ma rkov, montrant 
l'équivalence de certaines notions et il tente a insi de jeter 
un pont entre les deux t héories. Cette approche semble extr~me-
ment fructueuse (elle ava it d ' ailleurs ét é préconisée pa r Kauf-
mann (3)) et di gne d'être davantage él aborée . D'autres auteurs 
définissent une chaîne r égulière, comme ét ant une cha îne de 
Markov, dont l a matrice de transition correspondante tend vers 
une matrice stochastique [~ n ne comportant que des éléments 
strictement positifs. Cette terminologie équivaut à l a not ion 
de chaîne ergodique, telle qu'elle a é t é définie à l a section 
1.7. En effet , on a vu que si la cha î ne ost ergodique , tous 
les él éments de [P]n tendent, quand n tend vers l'infini, vers 
-1 Y.j > 0. La réciproque est vra ié, car si, à 1~ limite 
(1) Lë 'il, P• 33. 
(2) LG 17, P• 15. 
(3) LK fi, p . 387 . 
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(n) 
p . . , O, quels que s oient i e t j , ces états ne peuvent être 
J.J /Y 
q:u'ergodiques . 
Ka ufmann (1) note que l a terminologie utilis é e par les 
différents auteurs est aussi diverse qu 'imparfaite. Dans ses 
"Méthodes et Modèles", i l adopte, sous réserve d'une présenta-
tion plus rigoureuse, s'appuyant sur l a théorie des graphes 
(dont il annonce l ' élaboration dans un ouvrage à publier en 
collabora tion avec R. Gruon: "La programmation dynamique") (2), 
l a terminologie de R.A. Howard (3). Celui-ci dit qu'une cha îne 
est ergodi que si la matrice [~n, quand n tend vers l'infini, 
ne comporte a ucun élément nul, qu ' elle est complètement ergo-
dique, si elle r épond à la condition de r égularité de P. Gordon. 
Cette présentation semble peu rigoureuse. En effet, si lim [Pln 
rl-:.x, -
ne co mporte aucun él ément nul, l a cha î ne ne peut être périodi-
que. Si, par contre, l a cha îne est "complètement ergodique" 
(au s ens de Howard) ou "régulière" (au sens de Gordon), elle 
peut ~tre périodique et lim (j,J n co mportera toujours certains 
~00 -. 
él éments nuls. 
Kemeny (4), de son côté , adopte comme point de départ la 
théorie des ensembles et définit un ens emble ergodique . "Les 
él éments mi ni mau...x d 1w:13 classe d'équivalence partiellement or-
donnée sont appel és - dit-il - des ensembles ergodiques~ Les 
(l) LK...J.7, p. 387. 
( 2 ) Cet ouvrage a paru depuis lors LK {! et les auteurs y né:fi-
nissent une cha î ne ergodique comme ét ant~~ cha îne non pé-
riodi que r épondant à l a propriété lim p.~J =)1:1 > O. n __ -o J.J J 
Cette définition rejoint donc l a noti~n de chaîne ergodique, 
telle que nous l'avons adoptée au cours de ce chapitre; 
cette équivalence a été commentée au paragraphe précédent. 
(3) LH fi. 
(4 ) Voir [K. 'iÎ• 
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autres éléments sont appelés des ensembles transitoires." 
(Un élément a de U est appelé élément minimal si a T x im-
plique x T a, pour tout x E U, où T représente la relation 
d 'ordre partiel). Appliquant ces notions à la théorie des 
chaînes de Markov, il vient: une chaîne est ergodique si elle 
est composée d 'un ensemble ergodique . Si l'ensemble ergodique 
est régulier, la chaîne est régulière; si l'ensemble ergodique 
est cyclique, la chaîne est cyclique de période t. 
En guise de conclusion de cette discussion, on reprend 
ci-dessous, sous forme schématique, les différentes termino-
logies utilisées par les principaux auteurs. On a tâché d'éta-
blir des équivalences entre celles-ci; ces équivalences se 
rapportent évidemment aux chaines de Markov finies, telles 
qu'elles ont été définies à la section 1.1. 
TABLEAU 1.9.1 
Comparaison des différentes définitions que les principaux 
auteurs donnent d 1 une chaîne de Markov ergodique (1). 
-
Chaîne irréductible: il 
Référence n 'y a pas d ' autre ensem- Chaîne ergodigue: chaîne 
biblio- ble clos que l'ensemble irréductible dont tous 
graphique de tous les états de l a les états sont ergodiques 
chaîne. 
li il chaîne irréductible chaîne ergodique 
fi'il cha îne ergodique cha îne régulière 
lf:. -g cha îne régulière -
[H J7 chaîne complètement chaîne ergodique 
L'f il 
ergodique 




Lë 27 cha îne irréductible chaîne ergodique 
LK g chaine irréductible chaîne ergodique 
(1) Rappelons que les équivalences résumées dans ce tableau ne 
sont valables que par rapport à la définition de chaines de 
Markov finies que nous avons adoptée . 
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L'établissement d'une terminologie précise e t rigoureuse 
devrait se f a ire en prenant comme point de départ, ainsi que 
l'ont esquissé certains a uteurs, un terrain stable, telles la 
théorie des ensembles ou l a théorie des graphes. 
1.10 . Soluti~n~ratique de~qeux problèmes.-
Dans cette s ection, nous dégagerons deux méthodes de 
c8lcuJ_ permettant de résoudre facilement des problèmes qui 
se posent immédia tement dans presque toutes les applications 
économiques des cha înes det ,Markov. Il s I agit, d I une part, du 
calcul du vecteur de probabilités sta tionnaires qui représente 
l a limite vers laquelle tend un processus en cha înes de Markov 
ergodiques et, d'autre part, du temps qu'il faut au processus 




1 .10. 1 . Calcul du vecteur de probabilités stationnair..§.§_ 
Si 12 matrice [PJ est ergodique, on av~ que [P]n 
tend, lorsque n tend vers l ' infini, vers une matrice 
, t- - lJ t es l es lignes sont egales au vecteur Lu , vecteur 
bilités stationnaires, solution de l'équation 






(1 .10 .1.2) 
[n] est de rang R-1. En effet, s i l a cha îne est ergodique, il 
faut que l'équation (1 .10 .1.1) ne comport e qu ' une solution 
k {p-1] unique (où k est une constante arbitraire) . Si cela 
est vrai, k sera déterminé par· la relation 
R 
\ -1 
L >1-· = 1 
j=l J 
(l.10 . 1 . 3) 
-1 et les valeurs absolues des ?-j seront déterminées univoquement. 
Si [n] était de r ang R, tous les µ.j1 seraient nuls, ce 
qui est incompatible avec (1 .10 .1.3). Si [D] éta i t de r ang 
strictement inférieur à R-1, les µ~1 ne pourraient être déter-
. J 
miné s de manière unique , mal gré la condition (1 .10 . 1 . 3) . 
Puisque [n] est de r ang R-1, la solution de (1 .10.1.1) 
est -1 kp. . = D. 
J JV 
(1 . 10 .1.4) 
où j = 1 , 2, ••• , R, quel que soit v = 1 , 2 , • . • , R et où D. 
JV 
est le cofacteur de l ' élément d. de [n]. 
JV 
La condition (1.10.1.3) définit 
R 
k - \ D - Fl j~ 
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(1.io.1.5) 
En outre , (1 .10.1. 4) implique que~- est indépendant de 
JV 
v. D'où D . = D · .. (1.10.1.6) 
JV JJ 





L D .. 
j=l JJ 
(1.10.1.7) 
1.10.2. Calcul du temps de convergence 
On définit le temps de convergence comme étant le nombre 
n .. d'étapes qu'il faut pour que la probabilité de transition 
l.J p~~) en n étapes atteigne un certain niveau de convergence 
l. J 
C par rapport à l'élément correspondant du vecteur de probabi-
lités stationnaires. Il sera donc défini (1) par la relation: 








(n .. ) 1 
l.J -p.. - p.. < C .. 
l.J J .......... l.J 
définir le temps de convergence 
exemple aussi, par les relations 
-1 
)lj / si -1 (n) (n .. ) ,::::::: C .. u. > p . . p .. l.J 1.J / J 1/ 1. J 
J.J 
< ....l... si -1 (n) Pj ( p .. -......: C .. 1.J 
1.J 
(1 .10. 2.1) 
de multiples façons 
Nous avons cependant préf éré l a définition (1.10.2.1) parce 
que, exprimée en va.leurs absolues, elle ne doit pas tenir 
compte des oscillations de (nij)autour de ~l. Cette défi-
nition convient d 1ailleur~/Pij J1J 
mieux aux développements qui suivent. 
On peut démontrer (1) que 
[PJn = {i} [u-1] + an [ T_l (1.10.2.2) 
cette relation ayant les propriétés 
J 
{ 1) lu -l J : r ~1 ~ [ 1] ce g_ui permet de calculer (TJ puisg_ue 
~~- _f est connu par 1~ .mé thode de calcul exposée 
dans la section précédente. 
a = dét [P J, ce qui comporte O < jaj < 1. 
Il vient donc 
(1.10.2.3) 
e t en utilisant la relation (1.10.2.1), le temps de convergence 
n. . est défini par 
l.J 
min j a /ni j / t .. < C .. 
n. . lJ ........_ l.J 
l.J 
(1.10.2.4) 
ou encore, en exigeant que le niveau de convergence soit lem~-
me pour tout élément p .. de l a matrice de transition 
l.J 
min I aJnij I tij ~ C (1.10.2.5) 
n .. 
l.J 
et n .. est finalement solution de l'équation l.J 
j ~nij 
1 tij 1 = a 
s oit 
n .. 1 (log C - logJtijJ) (l.10.2.6) = log 1al l.J 
En f ait, on voit par l'équation (1.10.2.6) que, pratique-
ment , on peut faire correspondre une valeur n .. à chaque 
l.J 
(1) R.A. Howard démontre cette formule dans LH 2Ï au moyen de 
l a transformée en z. 
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valeur t .. , 1 1 ensemble de ces différentes valeurs pouvant ~tre 
J.J - ~ 
regroupé en une matrice carrée L NJ d I or_dre R. On obtient donc 
finalement R2 estj_mations du temps de convergence. Celles-ci 
seront cependant toutes d 'un m~me ordre de grandeur et d'après 
la. na ture du cas d ' application, on choisira, soit le n .. mini-
J.J 
mal, soit le n .. maximal, soit, par exemple , une moyenne arith-
lJ 
métique simple des n .. , comme valeur du temps de convergence 
J.J 
du système. 
0 o n c 1 u s i o n s 
Kous nous sommes efforcés, au cours de ce chapitre, de 
définir l e s concepts qui seront utilisés par J.a suite. Un ef-
fort de classification a , d'autre part, été poursuivi, en ce 
qui concerne l e s différents types de probabilité entrant en 
jeu, les différents types d ' états qu 'une chaîne de Markov fi-
nie peut comporter et les différents types de chaînes de Mar-
kov finies. Certaines définitions, à première vue divergentes, 
se sont avérées ~tre équivalentes. Les propriétés fondamenta-
les ont été évoquées. Des points d'interrogation subsistent 
certes (notamment en ce qui concerne la notion d'ergodicité), 
mais l'objectj_f de ce chapitre était plus de les poser claire-
ment que de les l ever. 
No us avons également dégagé les propriétés qui correspon-
dent à chaque type de cha îne. La propriété fondamentale, qui 
sera constamment utilisée par l a suite, caractérise l es chaînes 
ergodiques (auxquelles s e ramène l a plupart des a pplications) 
e t implique que , dès que le nombre d'étapes devient suffisam-
ment grand , l a probabilité que le système passe d 'un état à un 
autre est indépendante de l'état de départ. D'autre part, dans 
certains cas pratiques, la chaine sera absorbante ou, plus gé* 
néralement, réductible et comportant des ensembles ·clos; les 
propriétés correspondantes sont également intéressantes du 
point de vue de leur interprétation économique. Finalement, 
des moyens de calcul, notamment du temps de convergence et du 
vecteur de probabilités stationnaires, fournissent aisément 
des résultats chiffrés. 
Dans le chapi tre suivant, cet effort conceptuel sera 
orienté vers J. 1application économique et, dans ce but, nous 
t~cherons d'y marquer le passage du niveau spéculatif au niveau 
opératoire. 
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CHAPITRE 2 - LES APPLICATIONS ECONOMIQUES DES CHAINES DE IvJ.ARKOV 
I n t r o d u c t i o n 
Dans un second chapitre, nous esquisserons comment la. théo-
rie développée précédemment a été et peut être utilisée dans le 
domaine économique . Si l a technique des chaînes de Markov a ser-
vi quel quefois de base à des analyses d'ordre macroéconomique, 
elle est cependant plus typiquement un des instruments mathéma-
tiques mis à 18 disposition du chercheur opérationnel a u sein 
de l a firme . Bien que les applications concrètes de cette tech-
nique , car actérisées par un traitement rigoureusement spécifi-
que e t par des résultats réellement opératoires, soient aujourd ' 
hui encore assez sporadi ques , de nombreux cas d ' application -
principalement dans le domaine de la gestion d'entreprise -
ont été proposés et des modèles théoriques ont été construits. 
Nous nous proposons , dans une première partie , de dévelop-
per, in extenso , un exemple- type d 'utilisation courante de la 
théorie des chaînes de Markov dans l a gestion d 'entreprise et 
dans l a recherche de m3rché. Il s ' agit de l a description, par 
un processus en chaîne, du comportement du consommateur qui se 
trouve devoir f a i re un choix entre un certain nombre de produits 
substituables. Not re but, autant que possible, est d 'y détailler 
une application , s ans toutefo is entrer dans les modalités qui 
prendraient l a d i mension de ca s d 'espèce, et de donner a insi 
une i nterpréta tion économique particulière des concepts théori-
ques présentés dans le chapi t re précédent. 
Une seconde pa rtie résumera ensuite, de manière très sché-
matique1 les principale s études empiriques basées sur un modèle 
stochastique en chaine de Markov . Trois domaines d ' application 
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y seront distingués : modèles de répartition ~acro économiques , 
modèles de développement régional et de cornrra:'ce interrégional 
et modèles microéconomiques relevant principalement de l a ges-
tion de l'entreprise. 
2 . A. Dynamique de l a préférence des consommateurs pour certaines 
marques d'une catégorie déterminée de produits 
2 . A.l. Les différente s marques d ' une ca tégorie de produits 
considérées comme une chaîne.-
Le consommateur q.i se rend a u marché dans l'intention de 
se procurer un certain produit, y trouve un ensemble de marques 
di ffé rentes parmi l esquelle s il devra fa ire un choix. Supposons 
que le produit dont il s 1 agit soit un bien non durabl e, comme , 
pa r exemple, une poudre à less iver ou une margarine: un tel bien 
est, d 1 une part, consommé au cours d'une période de consommation 
relativement courte et fixe, et, d ' autre part, présenté sous 
des marques et des qualités très étroitement substituables. 
Dans ces hypothèses , notre consommateur devra chois ir, disons 
chaque semaine (s 'il consomme le produit en une semaine), pa r mi 
l' évent ail qui lui est présenté, une marque et , éventuellement , 
une qualité, et ce choix ne sera pas nécessairement toujours le 
m~me . A partir de l'observation de son comportement pendant une 
période assez longue, on peut décrire celui--ci par une chaî ne 
de Markov, dont l es probabilités de trans ition (calculées à par-
tir de l a série temporelle observée ) expriment que lle est l a 
vraisemblance que le consommateur , ayant opté pour t eTI..e mar que 
lors de son dernier a chat, choisira telle autre (ou l a même) 
cette fo i s -ci. Cette méthode , toutefo is, présente un double i n-
convéni ent. '.I'out d ' abord, le consorrimateur cons idéré et observé, 
ne peut en aucune mani ère être i dentifié à l'ensemble des 
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consommateurs achetant le produit. Le comportement de cet en-
semble d ' acheteurs sera mieux, bien qu 1 imparfaitement , approché 
par une certaine agrégation des comportements des consommateurs 
individuels. Le second inconvénient, t out aussi grave du point 
de vue opératoire que le précédent, est que, pour établir les 
• probabilités de transition, il faudrait observer le consommateur-
cobaye pendant une période de temps trop longue pour que tous 
les éléments exogènes puissent être considérés co~me invariants 
et sans influence sur le processus lui-même ; pendant une période 
de temps trop longue aussi pour que quelque action préventive 
utile puisse être tirée de l' étude . 
Afin d ' ~viter ce double inconvénient, on substitue à la 
méthode précédente (analyse historique ou ''time- series analysis~ 
qui cons iste à observer l a réalisation unique du processus sto-
chast ique à des moments différents du temps, l a méthode dite 
d ' anal yse instantanée (ou "cross section analysis"). Cel le- ci 
consiste à étudier le comportement d ' un échantillon représenta-
tif de l'ensemble des consommateurs du produit, à un moment du 
temps, et d ' en t irer une est i mation aussi statistiquement satis-
faisante que poss ible des paramètres du problème , c ' est- à-dire 
des probabilités de transition d 'une marque à une autre . L' esti-
mation pourra probabl ement encore ~tre améliorée en combinant 
les deux mé thodes précédentes : dans ce but, on observera le com-
portement d ' un échantillon de consommateurs au cours d ' une pé-
riode de temps raisonnablement courte (pour que l ' objection c;p.i 
a été faite~ la méthode historique n'entre pas en ligne de 
compte). Cette mé thode est appelée analyse complète. 
Soit un produit qui est vendu sur le marché sous trois 
marques différentes A, B et C. Afin d'estimer les probabilités 
de transition , on a construit un échantillon de 1.000 consomma-
teurs . Leur comportement d ' une semaine à l'autre pourrait, par 
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exemple, être schématisé de la manière suivante: 
deuxième semaine 
marques A B C Total 
A 125 
<j • 
75 50 250 
premi ère 
B 75 100 75 250 
semaine C 50 100 350 500 
Total 250 275 475 1.000 
On lit dans ce tableau que, parmi l es 1.000 consommateurs, 
500 ont ache t é , au cours de la première semaine, le produit C. 
P8rmi ces 500 consommateurs, 50 ont a cheté le produit A au cours 
de l a deuxième semaine, 100 ont acheté le prod uit B e t 350 sont 
restés fidè l es au produit o. Et a i nsi de sui te. A partir de ces 
i nformations, l a matrice de transition peut (1) s ' établir comme 
suit: 
(1) Ces e stimateurs des paramètres sont les estimateurs obtenus 
par l a maximisation de l a fonction -:" e vra isemblance ( "like-
lihood function "). L ' application de cette méthode pour l'es-
timat ion des paramètrGs dans une cha î ne de Ma r kov est sujet-
te, nous semble-t-il, à deux objections. La premi ère est que 
l a f onction de vra isemblance retenue, en l'occurrence l a 
distribution multinomiale, n 'est qu ' une a pproxi ma tion de l a 
di s t r ibution réelle des paramètres, donnée par l a fo rmule 
de Whittl e (appr oximation à un facteur multiplicatif près). 
En second lieu, si les pro pri ét és des .- st i mateurs de maximum 
de vraisemblance sont remarquabl es , celles-ci ne sont véri-
f i ées qu' à partir d ' échantillons assez grands , ce qui n'est 
que rarement l e cas poui~ les a pplications économiques. 
D' autres estima teurs ont été dégagés tels que: estimateurs 
· moindres carrés , estiPiateurs par moindres carrés sous 
condition et ponèérés ... Ce problème d ' estimation des para-
mètres , a insi que celui des tests sta t i st i ques en matière de 
cha înes de Markov constituent, aujourd'hui encore, un domai-
ne de recherche, où l a plus grande partie du travail reste 
à faire. Pa t rick Billingsley fait le po int en cette mat ière, 
dans son article "Statistical Methods in Ma r kov Chains" in 
"The Annals of Methematical Statistics" (U . S.), Vol. 32(1961) , 



















Il conY:'..ent de remarquer qu ' un des états de la chaîne 
ains i définie r; era l'état résiduel de "non-consommation" du pro-
duit auque l oa s 'intér esse: il faut, en effet, que les consom-
mateurs du produit a i ent la possibilité de ne plus en consommer 
l a sema ine suivante et réciproquement, ceux qui n'en ont pas 
cons ommé 2.a première semaine doivent avoir l'occasion d 'en con-
sommer l a seconde sema ine. 
Ainsi décrit, l e modèle souffre d'un certain nombre de 
faiblesseR qu ' il faut souligner. 
Les hypothGses théoriques du premier chapitre doivent 
être satisfaites. 
Il faut tout d ' abord que le temps qui sépare les diffé-
rents a chats soit relativement égal, quel que soit cet achat 
(c'est- à - dire que chacune des marques se consomme également vi-
te) et que les différ8nts états soient des marques différentes 
d'un même produit ou de produits étroitement substituables. Si 
ces conditions ne sont pas remplies, le modèle précédent ns dé -
crira pas de manière satisfaisante le comportement des consom-
mateurs . 
Il faut ensuite que la matrice de transition soit stable 
dans le temps (homogénéité dans le temps). Cette hypothèse peut 
être fort irréaliste puisqu 'elle suppose, non seulement que l'ef-
fort publici ta :i_re poursuivi pour cha cune des marques a insi que 
les résultats d.e Gette publicité, croissent de la même manière 
(de telle sorte que l'effet de ces éléments sur les probabilités 
de transition d ' une marque à une autre soit homothétique), mais 
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aussi que l'influence de toutes les autres forces économiques 
soit neutre . Cette condition appuie encore la nécessité de ne 
considérer que des substituts proches. 
Enfin , les chaînes de Markov sont d'ordre un. Cela signi-
fie que la probabilité de passer d'une marque à une autre est 
absolument indépendante du comportement passé et en particulier 
du fait que le conso lllPla teur consoIJ1..me le produit depuis toujours 
ou depuis une sema ine seuleMent . Le r éalisme de cette hypothèse 
a été fortement discuté (1). 
Il faut souligner finalement que l a précision du modèle 
sera améliorée si l a class ification des états est plus fine. 
On pourrait ainsi concevoir un modèle dont les états seraient 
f onction, d ' une part, non seulement de s différentes marques d'un 
produit, mais également des différentes sous-marques de ces mar-
ques, et même éventuellement des différentes qualités existant 
à l'intérieur de cha cune de ces sous- marques, et, d'autre part, 
également des différents types de cqnsommateurs (par exemple: 
f i dèl es , instable s , inf i dèles). Toutefois, il es t évident que 
s i une telle désagrégation du comportement du consommateur amène 
une précision croissante du mod èle (ce qui, d ' ailleurs, n'est 
pas né cessairement vrai, car il peut se produire que des élé-
ment s aléatoires, qui se neutralisent à partir d ' un certa i n ni-
veau d ' agréga tion, perturbent un modèle par trop désagrégé), 
elle entraîne en même temps un coût croissant en ce qui concerne 
l a récolte des données. Une solution intermédia ire optimale de-
vra ~tre établie dans chaque c as d'espèce. 
2.A . 2 . Si gnifica tion économique de l a matrice de transition 
suivant sa structure. -
Si tous les consommateurs sont parfa itement fidèles, 
(1) Voir fH 17 pp . 31 à 34. 
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tous les états seront des états absorbants et la matrice sera 
égale à f è. ~ où 6 .. est le 5 de Kronecker. ,_ ij.J J_J 
Si, au contraire, tous les consommateurs sont parfaite-
ment infidèles , on a ura rp . . 7 = ÎÏ./Rl où R est le nombre de ~ J_J.,! 1~ -
marques considérées. 
Un problème important est de découvrir tous les ensembles 
clos. Il est toutefois clair que si la mé thode d'estimation pré-
cédente est utilisée pour calculer les probabilités de transi-
tion, la ma trice de transition ne comportera aucun élément nul 
et l a chaine ne possédera ni ét at absorbant, n i ensemble clos 
au sens strict: d2ns la plupart· des cas , en effet, il y a tou-
jours une certa i ne probabilité, si minime soit-elle, qu'un con-
sommateur passe d 'une certaine marque à cha cune des autres mar-
ques . Tout es ces chaînes sont donc en f a it ergodiques. Il n'est 
cependant pas inutile d 'assimiler les très f a i bles probabilités 
à zéro et de r estandar diser l es autres él éments de cha que ligne 
par rapport à l ' unité afi n de découvrir l es en sembles de ma rques 
qui ont tendance à former des ensembles clos ou les marques qui 
ont tendance à constituer des ét a ts absorbantsc 
En regroupant , pa r cette manipula tion, les différentes 
marques en "ensembles clos" e t "état s abso r bants ", on pa rvient 
à dégager quelles sont les ma rques qui s 1 "aliment ent " les unes 
l es autres. Cett~ décomposition signifie, en effet , que dès 
qu 'un consomma teur a opté pour une marque faisant partie d'un 
ensemble clos, il ne choisira plus à l' avenir que cette même 
marque ou les autres marques du même ensemble clos. La conna is-
sance de cette décomposition est donc d'un intér~t appréciable 
pour la f irme, par l e fait, non seulement qu'elle lui donnera 
une certa ine idée du marché, mais aussi parce qu'elle l'incite-
r a vers une action déterminée qui serait, par exemple, l a réu-
nion de ces propres produits d~ns un m~me ensemble clos, situa-
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tion qu i l ui confé rerait un monopole s ur une partie du marché 
au moins . 
Pour des r aisons analogues, il est important de découvrir 
quels sont les états trans itoires. 
• 
D' autre part, e t en utilisant l a ~ésagrégation proposée 
plus haut, il est intéresm:mt de savo ir dans quelles proportions 
une ma rque détermi née ost a chetée par à.es a cheteurs "fidèles" 
ou par des a cheteurs "infidè l es" . En effGt, s i l a plupart des 
acheteurs sont fidèles, un effort de publicité aura moins d'ef-
fet que s i l es a cheteurs sont infidèles. 
Ces rema rques suggèrent l ' utilité d 'une première analys e 
rela tivement sommaire de la matrice de transition. Si des conclu-
sions peuvent en être tirées, une analyse plus fine - sur base, 
par exempl e , d'une désagrégation - sera poursuivie, afi n de con-
firmer et de préciser ces premières conclusions, qui peuvent 
alors aboutir à la modifica tion de l a politique de marché pour-
suivie par la f irme. 
2.A.3. Prédictions à partir d'une cha îne de Vœrkov.-
Une première étude ayant été réalisée, certaines décisions 
ayant éventuellement été prises à ce stade, il sera probable.r18n L; 
utile à la f irme d 'utiliser le modèle élabor é pour prédire l'é-
volution future du marché . Dans ce domaine, plus ieurs problèmes 
sont susceptibles de l'intéresser. 
(i) On peut se den.ander quelle est l a probabilit é qu 'après 
un certai n nombre de semaines , le consomma t eur a chète pour la 
premi ère fo i s telle ma rque, ou qu ' après un certa i n nombre de 
semaines , ce consommateur a chète de nouveau, pour l a premi ère 
fo i s , l a marque qu 'il a a chetée l a semaine dernière. Ces proba-




lesquels se calculent par la formule (1.2.14). D2ns le cas du . 
produit vendu sous trois marques différentes, dont la matrice 
de transition est la matrice (2.A.1.1), on trouve 
&(1)J ~ LPJ ~ ro.5 
0,3 0,2 
0,3 0,4 0,3 
0,1 0,2 0,7 
LF ( 2 ~ ~ l p j lG ( 1 ~ [0,5 0,3 0,2J ~,o 0,3 o,~ = 0,3 0,4 0,3 0,3 o,o 0,3 
· 0,1 0, 2 0,7 0,1 0,2 o,o 
[0,11 0,19 0,19] 
= 0,15 0,15 0,18 
0,13 0,17 o,os 
[0, 5 0,3 o,~ r-00 0,19 0,191 0, 3 0, 4 0 , 3 0,15 o,oo 0,18 
0,1 0,2 0,7 0,13 0,17 0,00 
= 
[0,071 0,129 0,149~ 
0,099 0,108 0,129 
0,121 0,138 0,055 
etc ••• 
Cette f ormulat ion peut également fournir une réponse à 
l a ques tion de savoir combien de semaines il faudra attendre au 
plus, pour que l' a cheteur revienne acheter l a même marque (ou 
vienne pour l a première fois acheter telle marque) avec une pro-
babilité supérieure à un minimum fixé. Ceci pourrait mener à 
l' établissement de critères de rent abilité future du produit . 
(ii) Si, à l a suite d ' un examen approfondi de l a structu-
re du marché et de l a matricG de transition, on arrive à l a con-
clusion que cette derni ère comporte un ou plus ieur s ensembles 
clos (ou éventuellement éta t s abs orbants), il est intéressant de 
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savoir quel est le nombre moyen de semaines avant que tel ensem-
ble de marques constituant un ensemble clos, ou te1le marque 
correspondant à un état absorbant, se rende maitre de tout le 
marché. Les réponses à ces questions ont été évoquées de manière 
formelle au chapitre 1. 
Si, dans l'exemple précédent, 
analyse que la m2rque C correspond à 








o,o o,o 1,0 
on conclut d'une première 
un état absorbant, la m.atri-
Appliquant l es formules du chapitre 1 à ce cas, on trouve 
que 
(a) le nombre moyen de semaines que chacun des produits 
A e t B restent sur le marché avant que celui-ci ne soit complè-
tement absorbé par le produit C, en fonction de l'état de départ 
(c'est-à-dire en fonction de l'hypothèse que, soit le produit A, 
soit le produit B était le seul à se présenter sur le marché à 










Les éléments de la matrice [NJ s'interprètent de la ma-
nière suivante: supposons qu'à l'époque initiale, seul le pro-
duit A se présente sur le marché. Les éléments de la première 
ligne de l a matrice [NJ correspondent à cette hypothèse et si-
gnifient respectivement que le produit A restera 2,857 semaines 
sur le marché avant que celui-ci ne soit complètement absorbé 
par le produit Cet que l e produit B qui, ent~etemps se sera 
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présenté sur le marché, y demeurera pendant 1,424 semaines avant 
l' absorption de celui-ci par le produit C •. Si, hypothèse inverse, . 
seul le produit Best .présent sur le marché à l'époque initiale, 
l a seconde ligne de l a matrice[}~ s'interprète de manière ana-
logue. 
(b) l e nombre moyen de semaines avant que l a marque C 
n '" aval e " l s totalité du marché , dans chacune des hypothèses 





(c) l a probabilité que le marché soit absorbé par la 
marque C est évi demment: 
2,857 
_l,424 
ce qui correspond à l a propriété énoncée précédemment (l.9.1) 
(la différence avec l e résultat théorique ét ant due aux arron-
dis). Cette dernière question n ' a de signification que si le 
marché comporte plusieurs marques abs orbantes ou plusieurs en-
sembl es clos . 
Cha cun de ces r ésultats peut être précisé , per pondér a-
tion, en f onction des parts de marché occupées initialement par 
cha cune des tro is ma r qu8s . 
Ces rel a tions ont une valeur cert aine dans l'élaboration 
de pl ans de promot ion de produits , do publicité ou d 'introduc-
tion de nouveaux produi ts . Elles démontrent également que cer-
taines marques demandent une période plus longue que d ' autres 
avant de f ournir certa ins profits à l a f irme . Il es t évident 
que l a firme préférer a , du moins au départ, se concentrer sur 
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des produits qui auront tendance à absorber le marché plus rapi-
dement. D' autre part, si plusieurs marques ont des temps dr~iab-
sorption similaires et, par exemple, considérablement plus courts 
ou plus longs que ceux des autres marques, ce fait suggère qu'il 
existe une relation entre ces marques et que des politiques ana-
logues pourra i ent être adoptées vis-à-vis des consommateurs de 
chacune de ces marques. 
(iii) L'élément le plus intéressant à prédire est, sans 
doute, l a structure stable de marché vers l aquelle tend le mar-
ché actuel. En termes de théorie dos chaînes de M8rkov, ceci 
correspond à calculer le vecteur de probabilités stationnaires. 
A titre d'exemple, on a calculé celui-ci pour la matrice 
de transition (2.A.1 .1) au moyen de la formule (1.10.1.6) démon-
trée au chapitre 1. 
-1 
D .. 
JJ luj = D .. [ JJ 
j 
(n] 
[-0,5 0,3 0,2] 
' = 0,3 -0,6 0,3 ou 
0,1 0,2 -0,3 
e t il vient : 
Dll -1 0,12 0,261 P-1 = = ·-L D .. 0,46 JJ 
j 
-1 D22 0,13 0,283 fl-2 = = = L D .. 0,46 J J 
j 
-1 D33 0221 0,456. ?3 -r D .. = 0,46 = 
JJ 
j 
ce qui implique qu' après une période assez longue, la marque C 
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occupera environ 50 % du marché total, les deux autres marques 
se partageant l'autre moitié à parts égales. 
(iv) Une autre information importante est de savoir en 
combien de temps cette situation limite sera approchée. Il s'a-
git de calculer le temps de convergence. L'importance de cette 
information est due au fait que ce temps de convergence consti-
tue un élément de coût pour l a firme. Il peut également fournir 
des indications concernant l a politique à suivre: s 'il est rela-
tivement long , l a firme pourra tâcher de l' abréger par une me-
sure de politique qui sera it, par exemple, celle de l ancer une 
campagne publicita ire en faveur de ses produits. Une telle déci-
sion ne r écî.uira pa s nécessairement le coût, puisqu I elle substi-
tuera un coût de publicité à un coût d ' attent e; elle aura cepen-
dant l' avantage de contrer une action éventuelle de s concurrents 
- d ' autant plus vra isemblable que le temps de convergence est 
plus long - qui aura it pour effet de modifier le s données du 
modèle , ce qui invalider ait l es conclusions de celui-ci. 
Voyons quel sera_ le temps de convergence dans l e cas de 
l'exemple que nous avons choisi pour illustrer ces commenta ires. 
On le calcule a u moyen de l a formule (1.10.2.6): 
où 
où 




= 7 0 l I ( log C - log I t .. j) - g a J.J 
1 al est l a vàleur absolue du déterminant de l a matrice 
(2.A.1.1), soit a = 0,060 
C est le nivea u de conver gence 
-7 C = 5.10 
[TJ = [tiJ = [r - s] = ~0,739 
0,261 
0,261 





et, après calcul, on trouve les ~emps de convergence correspon-







On choisira pour mesurer ce temps de convergence, soit 
l'élément le plus grand de cette matrice (5,050), soit l'élément 






lJ = 4,840 
Si on choisit la première mesure, cela signifie que tous 
l es él éments de [P]n auront atte int la distribution de probabili-
t és stationnaires au niveau de convergence de 5.10-7 , si on 
choisit l a seconde mesure, un seul élément l'aura atteint à ce 
degré de convergence et, enfin, si on utilise l a troisième me-
sure, on dégagera le temps de convergence moyen pour l'ensemble 
des éléments de la matrice [P]. Dans 1 1 exemple proposé, il est 
cla ir que le problème de ce choix ne se pose pas vraiment, puis-
qu'on lit immédiatement que, pour atteindre la répartition sta-
ble du marché , il faudra attendre environ cinq semaines . Dans 
d'autres c~s, par contre, il peut se produire que les différents 
él éments de la matrice [1D di ffèrent davant age l es uns des au-
tres, et alors (si, par exemple , ils diffère~t entre eux de plus 
d'une unit é),il faudr a f a ire un choix entre les différentes pos-
sibilités de mesurer le t emps de conver gence. 
(v) Nous ne ferons que remarquer, pour mémoire , que dans 
le cas où l' estimation de l a matrice de transition approcherait 
un schéma périodique, des analyses analogues peuvent être pour-
suivies. 
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2.A . 4. Introduction d'un nouvea u __produit.-
Lorsqu'une firme se propose de l ancer un nouveau produit 
sur un marché , elle aura pour premier souci de se demander si 
ce nouvea u produit sera ou non rentable. Pour répondrê à cette 
question et afin de prévoir la rentabilité future du nouveau 
produit, on "teste" s ouvent celui-ci sur une partie du marché 
total, laquelle doit représenter, au mieux, un échantillon par-
f a itement représentatif de ce marché total. Au cours de ce test, 
il faudra utiliser des techniques susceptibles de donner des ré-
sultats suffisamment sûrs, rapides et continus pour que des con-
clusions valables puissent en ~tre tirées, quant au comportement 
futur du produit sur l e grand marché et cela dans un délai mi-
ni mum. Par mi ces t echniques, la théorie des cha înes de Markov 
occupe une place utile . 
Dans LL 37, B. Lipstein donne les résultats d 1 une étude 
de ce genre, entreprise lors du lancement projeté d 1une nouvelle 
marque "Electra" (1) de ma rgarine sur l e marché américain. Le 
marché-test choisi était, en l'occurrence, une ville de l'Ouest 
de s Etats-Unis e t l' expérience débuta mi-novembre 1958 . L'appa-
rition de ce produit sur le marché s'accompagna d 'une grande 
campagne publicitaire, de distributions gratuites d'échantil-
lons, de bons de réduction à 1 1 achat, etc... Simultané 1ent ~ c.:. 
étudia tout d ' abord, pendant une période s'écoulant de l a mi-
novembre 1958 à la mi- mai 1959, une série de trends r epris dans 
l a f igure 2 . A.4.1. 
Une première courbe (prolongée jusqu'en mi-noveMbre 1959) 
décrit l'évolution de l a part de marché de l a nouvelle marque 
(1) Toutes les marques citées sont fictives, le test ayant été 
fa it pour un produit qui se comporte sur le marché de maniè-
r e similaire à l a mar garine. 
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qui, au cours des· quatre çiu cinq premiers mçis de l'expérience, 
croît rapidement en fonction de l'effort de publicité, décroît 
ensuite et semble se tasser autour de 12 % dès la mi- mai 1959. 
Dans cette première phase de 1' étudo, l a période intéressant'e 
à analyser est donc celle des sept premiers mois de l'expérience, 
comprenant d'une part la réaction du marché à l'effort publici-
taire de lancement et , d ' autre part, la stabilisation de celui-
ci vers un comportement de longue durée. Cette étude s 'est effec-
tuée principalement au moyen de trois autres lignes de tendance, 
exprimant respectivement l'évolution des pourcentages des ache-
teurs traditionnellement fidèles à leur marque, celle de la part 
de nouveaux consommateurs d 1 "Electra" dans l'ensemble des con-
sommateurs e t enfin celle du taux donnant, à, un moment donné , 
parmi tous les a cheteurs d 1 "Electra", coux qui en ont acheté 
lors de leur achat précédent. 
La se conde phase de l'analyse a alors consisté à étudier, 
au moyen d 'une matrice de transition, la structure dynamique 
du marché lorsque celui-ci semblait s'être stabilisé vers la 
mi-mai. Les résuJ_tats ont été consignés dans le tableau 2.A.4.1. 
Ce t ableau donne une information précieuse ainsi que 
nous 1 1 avons souligné c:ans les sections précédentes, concernant 
le comportement des acheteurs: d 'où viennent nos acheteurs, 
vers où s e dirigent ceux qui nous quittent, sont-ils fidèles 
ou infidèles? •.• etc • .. Ces renseignements sont intéressants 
en ce qu'ils donnent une idée de la structure probable du futur 
marché du produit et des possibilités stratégiques éventuelles. 
Un test d.e ce typo aura finalement pour but de recher-
cher si le nouveau produit pourra conquérir une partie stable 
du marché total de manière durable, quelles seront l'ampleur et 
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à leur marque 
taux d'achats 
répétés 




Les pourcentages sont calculés sur base de l'ensemble 
des acheteurs de ma r garine , sauf dans le cas des taux d'achats 
répétés qui se rapporte uniquement à la marque "Electra". 
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s e C 0 n d a C h a t 
marque l 2 3 4 5 6 7 TotaJ 
p l.Electra 0,12 o,.o~ 0,07 0,04 0,03 0,28 0,41 1,00 
r 2.Gloria 0,05 0,25 0,03 0,02 0,02 0,26 0,37 1,00 e 
m 3.Meadow- 0,03 0,02 0,21 0,05 0,03 0,26 0,40 1,00 i lark 
e 4.Aunt r Mary's 0,02 0,05 0,01 0,23 0,04 0,25 0,40 1,00 
a 5.B.R.Stores 0,04 0,01 0,03 0,02 0,22 0,30 0,38 1,00 
C Priv Lab 
h, . 6.Autres 0,03 0,05 0,03 0,04 0,05 0,23 0,57 1,00 a 
t ?.N'ont pas 




L' exemple d'application à l'économie de la théorie des 
chaînes de Markov, développé dDns les sections précédentes 
dans le but de donner une interprétation des concepts théori-
ques du chapitre 1, a été choisi parmi d'autres pour différen-
tes raisons. 
Il semble, tout d'abord, que l'hypâth~se markoviennè 
selon laquelle, rappelons-le, la probabilité de prendre telle 
décision aujourd'hui ne dépend que de la dernière décision qui 
a été prise, soit une hypothèse de travail stûf isamment réa-
liste pour l a cons t ruction d 'un modèle de comportement du con-
sommateur qui doit faire un choix sur un marché de produits 
rela tivement substituables. 
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Il se fait ensuite que la nature de ce problème permet 
une élaboration assez poussée du modèle et que le développement 
de celui-ci pourrait ~tre poursuivi dans de multiples directions 
en fonction des objectifs particuliers d'une étude concrète. 
Nous n'avons fait qu'évoquer cette élaboration, ainsi que les 
diverses orientations qu'elle pourrait prendre, mais ceci nous 
a permis d'utiliser les concepts et les propriétés théoriques 
dans un cas d'espèce. Ces concepts et propriétés qui sont, en 
effet, autant d'outils mathématiques, ne correspondent pas à 
une réalité économique générale. Ils sont susceptibles d'être 
utilisés dans les cadres les plus divers et c'est l a raison 
pour laquelle la seule manière de les éclairer d'un jour écono-
mique consiste à les appliquer dans un cas particulier. 
En outre - et c' est une autre raison du choix qui a été 
fait - l'utilisation de la théorie des chaînes de Markov dans 
cet exemple est sans doute le cas d'application le plus fréquent 
en matière d'économie de la firme. Principalement aux Etats-Unis, 
certaines firmes, vendant des biens de consommation, ont pour-
suivi des recherches de ce type, à partir de matériel statisti-
que tel que l es "panneaux de consommation" ("consumer's panels"). 
La principale difficulté semble être que, en fait, la matrice 
de transition n'est pas homogène dans le temps et que, par con-
séquent, l e s probabilités de transition (paramètres du système) 
devraient elles-mêmes être exprimées comme une f onction des 
principaux facteurs économiques agissant sur le marché (prix, 
publicité, revenu disponible des consommateurs, action des con-
currents, etc •.. ) (1). De tels modèles ont d'ailleurs été pro-
posés mais ceux-ci ne semblent pas encore avoir atteint le ni-
veau opérationnel. 
(1) Co qui peut se faire, par exemple, par une analyse de 
régression. 
2.B. Autres exemples d ' applications économiques des chaînes 
de Markov. 
2.B.l . Modèles de distribution.-
62 
L'hypothèse de Markov a souvent été utilisée en théorie 
macroéconomique et en économétrie, comme hypothèse de base pour 
la construction de modèles dynamiques (l). Les chaînes de Mar-
kov proprement dites, tolles que nous l e s avons définies, sem-
blent toutefois avoir été beaucoup moins envisagées dans ce 
domaine et les applications de celles-ci se confinent aux modè-
l es de distribution , qu'il s'agisse de revenu, de valeur ajou-
tée LR y ou d ' autres grandeurs macroéconomiques. La contribu-
tion théorique l a plus importante est s 8.ns doute celle de D.G. 
Champernowne Le 17, qui a construit à partir d 'un modèle simple, 
une série de modèlGs de plus en plus perfectionnés, en abandon-
nant tour à tour chacune des hypothèses simplificatrices ayant 
servi de base à son modèle simple. 
Supposons que l'évBntail des revenus soit divisé en un 
certain nombre de classes de revenu définies de telle manière 
que si on exprime l'étendue d 1 une classe en pourcentage de s a 
limite inférieure, cette étendue proportionnelle soit constan-
te, quelle que soit la classe de revenu (2). Il f aut, en outre 1 
borner inférieurement et supérieurement l'éventail des r evenus, 
de sorte que le nombre de classes de revenu soit fini. Le modè-
le consiste à considérer la dynamique de 1 8 distribution de re-
venu entre les classes ainsi définies comme étant celle d'un 
processus stochastique où le revenu annuel d'un individu dépend 
(1) E::1 .. le es_:t;_, J28r exemple, sous-jacente au travail de F .G. 
Pyatt LP 'il, concernant la demande de ménagers durables. 
(2) Il s ' agit d ' uno progression géométrique de raison 2. 
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de c~ qu'était son revenu l'année précédente. On pose à ce sta-
de une première hypothèse simplificatrice qui sert à rendre 
constant le.nombre de revenus individuels: on supposera qu'à 
chaque bénéficiaire de revenu qui "meurt•~, il correspond un 
héritier et un seul, qui devient à son tour uri nouveau bénéfi-
ciaire do revenu. Cette hypothèse fait en sorte que le nombre 
de revenus qui disparaissent est exactement compensé par l e 
nombre de "nouveaux" revenus. 
Dans ces hypothèses, les distributions de revenus seront 
engendrées par 
X. ( t+l) 
J = (2.B.1.1) 
où X. (t+l) représente le nombre de revenus dans la classe de 
J 
revenus j à l'époque t+l, p! .(t), la proportion du nombre de 
lJ 
revenus passant entre l'époque t et l'époque t+l de l a classe 
i à la classe j, le nombre de classes de revenu étant R. Il 
est toutefois utile, pour l a suite, de récrire l es probabilités 
de transition sous la forme ~ 
pii+j(t) = p .. ( t) (2.B.1.2) lJ 
d'où j-R X. ( t+l) = r: X. (t)p. (t) (2.B.1.3) J J-a J-aa a=J-1 
et "a" indique alors l e nombre de classes qu'un revenu "saute" 
d'une année à l'autre . 
Deux autres hypothèses sont f aites ici: elles se résu-
ment en posant que l a distribution 
p .. (t) est indépendante dei et de 
lJ 
de fréquences en j de 
t. Qu'elle soit indépendan-
te dei signifie que les mouvements (tant vers le haut que vers 
le bas) d'un revenu le long de l'échelle des revenus sont les . 
m~mes, quell e que soit l a classe à l aquelle appartient ce reve-
nu . Or , il se fait que, dans la réalit é , l n mobilité (Gxprimée 
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en termes absolus) serrible être beaucoup plus grande pour les 
revenus élevés que pour l es revenus faibles. Pour cette raison, 
les intervalles de classes ont été définis par une progression 
géométrique qui rend la mobilité, mesurée cette fois en nombre . 
de classes (ou en termes relatifs) constante sur tout l'éven-
tail des revenus. Telle est la première hypothèse. La seconde 
hypothèse est celle de l'homogénéité dans le temps des probabi-
lités de transition, hypothèse peu réalist~, a insi que nous 
l' avons déjà f ait remarquer dans un autre contexte. 
Les hypothèses du modèle simple peuvent dès lors être 
formalisées comme suit: 
(i) p .. ( t) = 0 si j > 1 ou j < -k (2 . B.1.4) J.J 
ce qui signifie que l e r evenu ne peut augmenter qu'au rythme 
d'une classe de revenu par an e t ne peut diminuer qu 'à raison 
de k classes en une année. 
(ii) p .. (t) =p.:> 0 si -k ,( j-< 1 et j > -1 (2.B.1.5) 
J.J J 
cette condition exprimant l'hypothèse commentée ci-dessus d'in-
dépendance de p .. (t) par r apport à i e t t, ainsi que l'impossi-
J.J 
bilité pour un revenu de descendre en-dessous de l a classe mi-
nimale. 
(iii) (2. B.1.6) 
expression que 1 ' on peut écrire s i on suppose, co.rune nous 
l'avons fait ci-dessus, que tous les revenus individuels 
gardent l eur individualité dons l e t emps. 
Telles sont les hypothèses principales et l'interpréta-
tion économique correspondante , qui permettent d' écrire le pro-
blème do l a distribution de r evenu sous forme de processus en 
chaînes de Mar kov. 
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Si on pose k = 5, on obtient, pa r exemple, l a matrice 
de transition 
rev./an C 0 1 2 3 . 4 5 6 R (.000 fr) ... 
10 - 20 0 1-p 1 pl 0 0 0 0 0 ... 0 
21 - 40 1 1-pO-pl Po pl 0 0 0 0 .. . 0 
41 - 80 2 P_5+P_4+P_3+P_2 P_l Po P1 0 0 0 ... 0 
81 -160 3 P_5+P_4-+P_3 P_2 P_l Po P1 
0 0 ... 0 
161 - 320 4 P_5+P_4 P_3 P_2 P_l Po pl 0 ... 0 
321 - 640 5 P_5 P_4 P_3 P_2 P_l Po pl . . . 0 
641-1280 6 0 P_5 P_4 P_3 P_2 P_l Po . . . 0 . . . . . . . . • • . . .. • 
R 0 0 0 0 0 0 0 ~ . . Po+Pl 
Une t elle matri ce de transition ét ant er godique pa r cons-
truct ion , i l est pos sible de calculer l a limite ver s laquel le 
ell e tend , lorsque le processus s o déroule , e t d'établir a insi 
une distr i but ion de r Gvenu d ' équilibr e, s e reproduisant de pé-
r iode en période . D. G. Champernowne mont re que l a distribution 
d ' équilibre, corres pondant à ce modèle s i mple , obéit exactement 
à l a loi de Pa r eto. Des modè l es plus compl exes ont été construits 
et da ns ce ux-ci , l a loi de Pa~eto n ' es t plus exactement s atis-
fa ite, mais elle l 1 es t de mani èr e asymptotique. Ces modèl es 
sont basés s ur l e modèl e s i mple dans lequel l es génér alisations 
sui vantes sont succes s ivement int roduites : 
(i) liberté pour les r evenus de s' él ever à r a ison de 
plus d 1 une classe par an; 
(ii) abandon, dans l e cas des revenus i nférieurs, de l'hy-
pothèse ( 2 . B.1. 5 ), s elon l aquel l e pl}) s er ait invariant par rap-
port à i ; 
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(iii) introduction dans la détermination d8s probabili-
tés de transition d 'une classe dG ·revenu à une autre classe de 
revenu, de 1 1 inflLencG qu' exercent sur celle-ci l ' âge et la 
"professio~" des ~-ndi•.ridus . 
* 
Dans 'll"._~: remarquable étude statistique LH 27 qu'ils ont 
faite de la di0 t ribution, par dimension, des entreprises bri-
tanniques de 1885 à 1950, P.E. Hart et S.J. Frais ont évoqué 
une possibilité de développement ultérieur de ce travail sur 
base d'h;vpothèfles stochastiques et notamment au moyen de mo-
dèl8s en chaîne de MaTkov. Cos auteurs ont établi des matrices 
de transition montran-~ comment, de période en période (celles-
ci étant d ' une longueur moyenne de 10 à 15 ans), l a dimension 
des entreprises britar..niques s'est modifiée au cours des 65 
années que co r·.v1 c 1 1 étude. Nous reprenons ci-après, dans le 
table2u 2.B.1.1 ~ne de ces matrices, correspondant à lapé-
riode 1907-1924. 
L2s entreprises retenues sont toutes l es entreprises 
minières, manufa cturières ou de distribution dont les actions 
étaient cotées à l a Bourse de Londres. Par "naissance " on entend 
l' apparition sur 12 marché de l a Bourse d'une nouvelle firme, 
les "décès 11 rér::ml·0ant de la disparition de firmes de ce même 
marché . La dimension de l a firme est mesuréG au moyen de l a 
valeur totale , au prix du marché, des actions émises. Ces entre-
prises sor:t a:::..crs classées par ordre de grandeur en classes A, 
B, C, ... f ormant une progression géométrique de raison 2, com-
me C "1·étai i; le cas dans le modèle de distribution de revenu, 
commenté ci-dessus. Le but de cette classification Gst de mon-
trer l a validi té de la loi de Gibrat ou de "croissance propor-
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Cl A B C D E F G H K L M N 0 p Q R Tot. d Tot. 1go7 
A - ., l 2 2 - ..L - - - - - - - - - - - - -
B - - 1 - 1 1 - - - - - - - - - - 3 3 6 
C - 1 - 1 3 3 - - - - - - - - - - 8 2 10 
D - - - - 3 5 3 - - - - - - - - - 11 6 17 
E - - - 2 14 16 2 1 - - - - - - - - 35 29 64 
F - - - - 9 33 34 2 1 - - - - - - - 79 35 114 
G - - - - 2 13 30 23 4 1 - - - - - - 65 37 122 
H - - - - 3 3 14 36 14 1 - - - - - - 71 54 125 
K - - - - 1 2 9 20 26 5 2 - - - - - 65 37 
L - - - - - 1 3 5 13 13 5 - - - - - 40 26 
M -· - - - - - 1 3 4 11 8 - - - - - 27 10 
l'if - - - - - - - 1 3 5 6 3 - - - - 18 17 
0 - - - - -- - - 2 - 1 6 4 2 - - - 15 1 
p - - - - - - - - - - - 2 3 - - - 5 -
Q - - - - - - - 1 - - 1 - - - 1 - 3 -
R - - - - - - - - - - - - - 1 - - 1 -
Tot. - l 2 4 36 77 96 94 65 37 28 9 5 l 1 - 456 270 
n - - 7 5 15 28 23 16 13 5 1 - - - - - 113 -
.~ot .1924 - 1 9 9 51105 119 110 78 42 29 9 5 1 1 - 569 -
.. 
Tableau 2.B.1 .,1. Vnri 8tion de l a dimension des entreprises au 
Royaume-Uni entre 1907 e t 1924 (source: LH ?]. 
d = dé cès 












tion...n.elle", suivant l aquelle l a probabilité pour une firme de croitre 
d I un cer_is in pg_~~r~-.:tage au cours d I une période est indépendante de 
l a classe à l aquelle elle Eippartient. Si cette loi es t vérifiée - et 
les auteuTs mont rent qu'elle l'est dans le cas considéré - l a dis-
tribution de fré quence des firmes en fonction de leur dimension 
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engendre une distribution log-normale (1). 
A partir de pareilles informations et d'une série d'hy-
pothèses dG travail? il est possible de construire une théorie 
des variations drms la dimension des entreprises, analogue à 
celle que D.G. Champernowne a élaborée on ce qui concerne les 
classes de revenus. En négligeant les naissances et les décès, 
des prévisions pourraient ~tre faites concernant, par exemple, 
l'évolution future de la concentration industrielle. 
De nombreuses difficultés surgissent cependant. Tout d'abord, 
les sourmes statistiques utilisées par P.E. Hart e t S.J . Frais 
(cotations boursières) ne concernent pas l'ensemble des firmes 
de l'économie et cet échantillon n 'est probablement pas repré-
sentatif de l ' ensemble de l'économie (seules, les entreprises 
importantes so présentent à l A Bourse) . Ensuite, les "naissan~ 
ces" et "décès" rendent les prévisions difficiles, car il semble 
que ces phénomènes n 'obéissent pas aux lois du modèle. Ceux-ci 
devraieht être étudiés séparément avant d'être incorporés dans 
l'ensemble (2). ~nfin, la matrice de transition dégagée ne peut 
être considérée comme homogène dans le temps, dès que la pério-
de étudiée est longue. Ici encore faudrait-il introduire des 
éléments d'explication suppl~cientaires pour obtenir des estima-
tions améliorées des paramètres du modèle. 
(l) Dans LB§], H.A. Simon et O.P . Bènini prétendent cependant 
que la distribution de Yulo décrirait plus exa ctement le 
phénomène . 
(2) H.A. Simon e t C.P. Bonini (op. cit.) posent comme hypothè-
se quo les "naissances" ne se font que dans les classes in-
férieures et à un taux fixe. Cette hypothèse, jointe à cel-
l es de la croissance proportionnelle et de l a constance dos 
coûts , l Gur permet de f a ire des estimations relativom0nt 
val8bles pour lo dimension de dix producteurs d'acier aux 
Etats-Unis. 
2.B.2. Mqtrices d'échanges inte régionaux et problèmes de 
develo emont ré ional 1 .-
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Le problème d.u développement régional peut être décrit 
comme étant celui du développement harmonisé• et simultané de 
toutes l es "régions" constituant un ensemble macroéconomique 
relativement indépendant des autres ensembles macroéconomiques 
de même taille Gt de m~me nature. Cet ensemble macroéconomique 
sera, bien sûr, en général la Nation. Il suit de cette défini-
tion qu'un problème de développement régional n'existera que si 
une ou plusieurs régions de l' ensemble appara issent, du point 
de vue de leur développement économique, défavorisées, handi-
capées, retardat a ires, lorsqu'on l es compar e a ux autres régions. 
La solution du problème consistera à recycler ou à brancher ces 
r égions "sous-développées" dans l'interdépendance intérrégionale 
afin de lier leur développement à celui de s régions plus favo-
risées. 
Encore f aut-il, avant de cons truire un modèle économétri-
que, définir un moyen de quantifier le degré de développement 
d'une région (à s upposer que l a région elle-môme ait préal able-
ment été définie, cette entité étant, s ans doute, moins aisé-
ment cernabl e qu'il ne par Dît à première vue ). Nous adopterons 
comme critère de degré de développement régional le revenu moyen 
par habitant: il a l' avantage d '~tre cla i r et quantifiabl e , ce 
qui bénéficiera à cet exposé . Disons cependant, pour toute cri-
tique, qu'il n'es t pas idéal, loin s' on f aut. 
Soit R régions géogr aphiquos aux revenus correspondant 
yi (i = 1, 2, •.• R) susceptibles d'être dépens és à l'intérieur 
de l a r égion ou dans une autre région. Si on suppose que 12 con-
s ommation domestique et l es i mportations sont de s fonctions li-
néaires homogènes du revenu régional (et si toutes les variables 
sont exprimées en t ermes réels), l'élément p .. de l a matrice 
1J 
stocha stiqueTP] représentera à l a fois l o propension mar ginale 
(1) Voir ffi '{l. 
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et moyenne à dépenser de la région i dans la région j. La ma-
trice tPJ sera la matrice des échanges interrégionaux. 
Le revenu total de chaque région est constitué des ven-
tes qui se font à l'intérieur de la région ainsi que des ventes 
de la région à toutes les autres régions, soit 
R 
Yi = L. p .. y. 
j=l J1 J 
(2.B,2.1) 
et, par conséquent, un vecteur {Y} donnant la distribution in-
terrégionale de revenus, devra satisfaire l'équation d'équili-
bre (1): 
(2.B.2.2) 
Si [P] est irréductible, la solution {y} d'équilibre 
sera unique, à une constante multiplicative près. Ceci implique 
que, si pour améliorer le sort d'une région on augmente le re-
venu moyen d'une autre région, on provoque de ce fait une crois-
sance homothétique de toutes les régions, la part de chaque ré-
gion dans l'ensemble restant la môme mais la distance, mesurée 
en termes absolus, d'une région sous-développée par rapport à 
une région développée, allant en s'agrandissant. Toutefois, 
même ce type de croissance est utile à la région sous-dévelop-
pée puisqu'il entraîne une élévation du niveau de revenu de la 
région. 
Si [P] est réductible, la solution précédente est valable 
à l'intérieur de chaque ensemble clos. Ceci signifie qu'il est 
impossible d'accroître le revenu d'une région d'un ensemble clos 
sans accroître d'un montant proportionnel l e revenu de chacune 
des autres régions du même ensemble clos. Mais, par contre, 
(1) On démontre que, si l a matrice [r - PJ est singulière , il 
existe un vecteur {y} à composantes positives ou nulles, 
solution de l'équalion (2.B.2.2). 
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cette conclusion n'est pas vraie d'un ensemble clos à un autre 
ot, pour r elever le revenu d'une région sous-développée, on 
pourra augmenter celui d'une autre région du même ensemble clos, 
sans quo cette me sure de politique économique ne modifie la si-
tuation de toutes les régions ne fais ant pas partie de l'ensem-
ble clos considéré. Ce r ésultat était logique a priori, c~r que 
[P] soit réductible signifie que l'ensemble des régions peut 
~tre décomposé en sous-sensembles disjoints du point de vue des 
échanges interrégionaux. 
En outre~ les distributions interrégionales de revenu 
sont liées d'une période à une autre par l'équation de récur-
rence: 
(2.B.2.3) 
qui permet d'écrire l'équation dynamique: 
[Y(n)] = [Y(o)J[PJn (2.B.2.4) 
On se :appellera ici des propriétés des différents types 
de probabilités, d'états et de chaînes de Markov, présentées 
dans le premier chapitre . En particulier, on sait que si la 
chaîne est finie (ce qui est une hypothèse réaliste dans ce 
contexte) irréductible, tous les états sont soit périodiques, 
soit ergodiques . 
Si -[P] est ergodique, considérons un modèle simple à 
deux régions dont la matrice des échanges est: 
-[PJ [: 1-pJ 
( 0< p < 1 ) 
= 1-q ( 0 <' q ( l ) 
On a, à la limite 
si 1-,E 
[iln = 
1 - p + q 1 - p + q 
lim 
t-.cc q l-12 
1 - p + q 1 - p + q 
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et si la distribution correspondante de r evenu est une distri-
bution d'équilibre (satisfaisant l_'éqqation 2.B;2.'2), celle-ci 
sera: 
où Yio) est le revenu initial de la région 1. Ici encore, la 
variation du wvenu d'une région no peut influencer la réparti-
tion limite de celui-ci entre les régions. 
Par cont re, dans certEiine s hypothèses, cette répartition 
peut ~tre modifiée si l'aide à l a région sous-développée se fait 
sous forme d'investissements en capital, qui a pour effet d'éle-
ver le produit et le revenu de l a région pendant la période cou-
rante e t tout es les périodes suivantes. Supposons que le modèle 
soit en équilibre au cours de la période initiale: 
= 
et que, au cours des périodes 1, 2, ••• , n, le revenu de l a ré-
gion 1 soit augmenté d'un montant égal à Xe On obtient dès lors 
de période en période un accroissement relatif du revenu de la 
région 1, accroissement égal au montant de l'injection: 
[Y(l~f = [cyf O)+ x) 1 ~ .Q Yio) J 
[y< 2)] = ~(l~ [PJ + [ x o] 
= [(1+x)yio) + x ll~E (yio) + x~ 
[y( 3 ~ = ~(2~[PJ + [ x oJ 
= 
etc ••• 
Si [PJ est périodique , on ne peut obtenir une distribu-
tion d'équilibre qui se reproduise de période en période, comme 
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c'éta it le cas dans l'hypothèse d'une chaîne ergodique. Toute-
fois, et malgré ce fait, on peut constater par un raisonneme~t 
analogue au précédent que la seule manière d'accroître la part 
relative du revenu de la région sous-développée dans le revenu 
total, es t d'utiliser une politique (d·1 investissement par exem-
ple) qui a it pour &ffet de provoquer un flux continu de revenus 
su~plémentairee dans cette -région. 
Le modèle que nous venons da présenter peut ~tre davantage 
désagrégé e t l'on peut, par exemple, distinguer à l'intérieur 
de chaque région l os trois fonctions rGspectives de production, 
de consommation e t d'investissem0nt. La matrice stochastique 
correspondante os t obtenue en exprimant chaque élément du tableau 
comptable interrégional en pourcentage <les recettes totales du 
secteur f ournisseur. On obtient ainsi, dans l'hypothèse où le 
nombre de régions se réduit à deux , dont l'une est, par exemple, 
une région particulière et l'autre 
une matrice stochastique du type: 
cj, 
l'ensemble des autres régions, 
~ 0Pe-0~ région 1 
~ % r ~----, 
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Il résulte de l'exposé précédent que les conclusions de 
celui-ci sont toujours valables dans ce modèle plus désagrégé, 
pourvu que l'on maintienne l'hypothèse _d 'homogénéité dans le 
temps des p .. • D'autre part, on peut vérifier que la matrice 
l.J 
présentée ci-dessus est ergodique (1) . Il s'ensuit donc que, 
du point de vue statique, une variation des recettes totales 
d'un secteur d'une région n'aura d'autre effet que de provo-
quer une variation proportionnelle e t de même signe des recettes 
des autres s ecteurs de la région, ainsi que des r 6cettes des 
secteurs de la seconde région . Du point de vue dynamique, d'au-
tre part, la répartition par fonctions ët par régions des re-
cettes ne pourra être modifiée que par des injections, répétées 
de période en période, d'un poste à un autre. Remarquons que pa-
reille mesure revient, en fait, à modifier l es éléments d'une 
ligne de la matrice initiale. 
En reprenant le problème par l'autre bout, on peut con-
clure que, dans l e cadre de l'hypothèse d ' homogénœité dans le 
temps des pij' la répartition des recettes par fonctions et par 
régions ne peut être modifiée. Si, par contre, on considère une 
variation des éléments d 1 une ligne de la matrice initiale, cau-
sée par exemple par une décision de politique économique, la 
présenta tion donnée ci-dessus permet de déduire quelles sont les 
implications de cette me sure, du point de vue de la distribution 
des r ecettes total es . On peut donc, au moyen de ce modèle et en 
fonction d'objectifs politiques de répartition, déterminer de 
manière qualitative et quantitative quelles sont la ou les 
(1) Pour déterminer si une matrice stochastique est ergodique, 
il suffit d ' en calculer l es puissances successives . Si, pour 
une certa ine valeur n de l'exposant, la matrice [pJn ne com-
porte que des éléments positifs, toutes les puissances sui-
vantes [i?Jn+l, [P]n+2, etc •• • ne comporteront également que 
des éléments positifs et l a Il!.atrice [P] sera ergodique . Dans 
l e cas qui nous intéresse, IPJ3 no comporte plus que des élé-
ments positifs. 
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mesures politiques qu'il faut envisager. Rappelons toutefois 
que cette analyse, qui n'est rieri d'autre qu'un exercice de sta-
tique comparative, n'est réaliste que dans une perspective de 
court terme, puisqu'elle suppose que l os éléments p .. sont ho-
1.J 
mogènes dans l e temps. La construëtion d'un modèle à long terme 
est toutefois possible, ains i que nous l' avons déjà indiqué à 
plusieurs reprises, e t on pourrait utiliser, par exemple, une 
analyse de régression pour exprimer les différents p .. comme 
l.J 
fonction d'autres variables économiques, dans le cadre d'un mo-
dèle économétrique interrégional. 
Si, par cont re, on se permett8it de considérer les p .. 
J.J 
comme ét ant homogènes d8ns l e temps, il serait intéressant de 
rechercher quelle serait l a structure limite vers l a.quelle ten-
drait l a matrice i nitiale . Il faudrait toutefois, dans ce cas, 
poser l a contra inte que cette limite possède la m~me structure 
booléenne que l a matrice initiale , c'est-à-dire que les éléments 
nuls de la matrice initiale demeure nt des éléments nuls tout 
au long du processus évolutif. 
* 
* * 
Dans [.ë iJ, H. Corréa utilise un modèl e en cha î nes d 6 
Mnrkov pour décrire les mouvements migratoires interrégionaux 
d'un pays. Les probabilités de transition p .. (i, j=l, 2 , ..• ,R 
J.J 
si le pays est divisé en R régions) représent ent, en pourcenta-
ge de la population totale de l a région i avant migration, la 
population qui se déplace de cette région i vers l a région j 
a u cours d'une migration , ou - en termes de théorie des chaînes 
de Markov - a u cours d I une étape. 
L' auteur proposG ce modèle pour étudier l a distribution 
76 
géographique de la population dans deux cas alternatifs: ou bien 
la population immigrante adopte, lorsqu'elle arrive à la région 
j, le taux de croissance naturel de j, ou bien elle maintient 
en permanence le télux de croissance naturel de la zone d ' ori-
gine. Cette dernière alternative, moins réaliste que la premiè-
re de l'avis de l'auteur de l'article, mais plus intéressante 
du point de vue opératoire, est ensuite appliquée à la projec-
tion depuis 1950, par périodes de dix ans, jusqu ' en 1970, de 
la distribution de la population par province, on Equateur. 
Ces projections sont alors comparées à d'autres projections ob-
tenues au moyen des coefficients d'élasticité des naissances et 
la coïncidenco dGs deux types d'estimation est jugée satisfai-
sante . 
Ce modèle repose donc sur les hypothèses simplificatri-
ces énoncées à la section 1 . 1 du chapitre 1. Ceci signifie, en 
particulier, d ' une part, que les migrations se font de manière 
discrète dans le temps et que l'intervalle de temps s'écoulant 
entre deux migrations successives est toujours le même, d'autre 
part, que la matrice de transition est homogène dans le temps. 
Ici, de nouveau, c'est sans doute cette dernière hypothèse qui 
est la moins réaliste: elle suppose, entre autres, que la crois-
sance noturelle de la population de la région i n'influence pas 
les taux de migration p .. • Cette hypothèse de base du modèle 
l.J 
nous semble d'autant plus criticable que les projections s e font 
de décennie en décennie, c'est-à-dire sur des intervalles rela-
tivement longs. 
2.B.3. Applications des chaînes de Markov dans la gestion des 
entreprises: un exem]le.-
Un domaine où les applications des chaînes de Markov sont 
particulièrement nombreuses et diverses, au moins potentiellement, 
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est celui de la gestion des entreprises. La plupart des problè-
mes avec l0squels celle-ci se tro.uve· confrontée sont toutefois 
des problèmes d ' optima tion: maximation de profit ou minimation 
de coûts, et ce type de question sera spécifiquement envisagé 
dans le chapitre suivant. Etant donné la diversité des sujets 
traités - allant de l a gestion de stocks à celle du portefeuil-
le financier, en passant par le problème du transport - il nous 
est impossible de donner ici un aperçu, même schématique, des 
études empiriques ou théoriques qui ont été poursuivies dans ce 
domaine. Nous décrirons donc, à titre d'illustration et pour 
montrer jusqu'à quel degré de spécialisation un modèle de chai-
nes de Markov peut être utilisé, un exemple particulier. 
Le modèle choisi Le 77 vise à décrire , au sein d'une en-
treprise particulière, les mouvements de créancGs douteuses et 
d'isoler le mont2nt de celles-ci pouvant finalement être récu-
péré par la firme . 
Si on considère l'ensemble des créances d'une entreprise, 
celles-ci peuvent, à un moment donné du temps, être classées en 
différentes cat égories, en f onction du nombre de périodes écou-
lées depuis qu ' elles sont arrivées à échéance. Ainsi donc, la 
catégorie 0 (ou état 0 du système) représentera le montant des 
créances dont l ' échéance s e situe dans l a période courante, la 
catégorie 1 (ou ét a t 1), le montant des créances dont l ' échéance 
a eu lieu au cours du mois passé, etc ••• L.'état R sera constitué 
par toutes l es créances échues depuis au moins 
considérées comme irrécupérables. On désignera 
R mois et qui sont 
par b . . le montant 
l.J 
moyen des créances passant d'un mois à l' autre de l'état i à 
l'état j e t on ajoutera aux R+l états, un état O tel que biO re-
présente l e montant de créances échues depuis i mois et payées 
au cours de la transition considérée . Comme d'habitude, les pro-
babilités de transition sont alors définies par: 
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b .. 




exprimant l a probabilité qu'une créance d'un franc appartenant 
à l'état i (c' ost-à-dire échue depuis i mois) passe on un mois 
à l'état j. Remarquons qu e , dès qu'un franc entre dBns l'état O, 
il ne peut plus en sortir, puisqu'à ce moment-là l a créance est 
payée et, pél r conséqu0nt, 1 1 état 5\ -est un éta t absorbant . Il en 
est de même de l'état R, ensemble des créanc es considérées com-
me per dues. 
Il convient également de préciser l a notion de "créance" 
utilis ée dans ce modèle. Un0 créance est individualisée, non pas 
par un titre de créance, mais pa r l' ensemble des titres de créan-
ce que l a firme détient vis-à-vis d'un client et l a créance ainsi 
définie sera classée dans l'état correspondant à l'échéance l a 
plus ancienne . Ainsi, la créance d'un cJ_iont classée dans l'état 
3 signifie que ce client n' a pas honoré l0s échéances échuGs de-
puis 3, 2 e t l mois, ainsi que celles du mois courant. 
On pose enfin l'hypothèse d'homogénéité dans l e temps de 
la matrice de transition. 
Celle-ci sera une matrice de transition d'ordre R+2 , com-
portant deux états absorbants et elle pourra être pa rtitionnée 
comme suit, ainsi qu'il a été indiqué au chapitre 1 : 
[P) ~-u+-;J 
( i) Dans l e produit [ aj [ aj où [ ;J = ~ - q}-1 , l a premiè-
r e colonne donne l es probabilités qu'un f r anc d'"âge i" soit payé, 
l a s econde donnant l es probabilités que ce franc soit irrécupéra-
ble . Si, à un moment donné du temps, le vecteur 
[B] = [Bo, B1 ... BR_J] 
donne le nombre de francs dans chaque état, les deux éléments du 
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vecteur [ ~ [ NJ [ R] donnent, 11 un les paiements attendus et 11 autre 
le montant des créances perdues. 
(ii) Désignons parc le montant total des dettes échues, . 
payées à la firme par ses clients au cours de chaque mois et 
supposons que ce montant soit distribué entre les différents 
états suivant les composantes du vecteur 
[c] = [ CO' cl, • • • CR_J 
Les éléments du vecteur [c}[~[RJ d'ordre 2 expriment, d'une 
part, les paiements totaux effectués chaque mois en acquittement 
de dettes échues et, d'autre part, les pertes certaines encou-
rues par mois. 
(iii) Toutefois 9 dans la plupart des firmes, les ventes 
ne se font pas à un taux uniforme toute 1 1 année mais suive.nt, au 
contraire, bien souvent une courbe cyclique présentant, par exem-
ple, des pointes à Noël 9 à Pâques et au début de l' a utomne, lors 
de la réouverture des écoles. Afin d'incorporer ces constatations 
dans le modèle, on peut procéder de la manière suivante: 
soit [cJ1e vecteur des nouvelJes créances ouvertes au 
cours du mois t, et le montant total de celles-ci et 
[YJ = (1/ct) [c-Jie vecteur de probabilité correspondant. On 
suppose que [Yt-TJ = 
[et---~ = 
[ ytl 
1/a [ et] 
(2.B. 3.1) 
(2.B. 3.2) 
où a est le t a ux de croissance, la longueur du cycle étant T. 
Si, alors, [NJ = [r - Q~ -l, on démontre que les éléments de 
[ At] Jt Ct-kQ~ [NJ 
[ T-1 Ct-kQÎ [NJ ti} = z.. 
k=O 
(2.B.3.4) 
et [T-1 0t-kQj INJ [R] = L 
k=O 
donnent respectivement, pour le mois t, les montants attendus 
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de créanc es par catégorie d'âge (2.B.3.3), le montant total at-
tendu de celles-ci (2. B.3.4) e t l e s montants attendus des paie-
ments e t dos créanc es perdues (2.B.3.5). 
Ce modèle pourrait encorê être raffiné , mais nous avons 
voulu n'indi quer que l e s lignes générales du raisonnement. 
Quant à l'hypothèse de l'homogénéité dans le temps de la matrice 
de transition , bien qu ' elle semble être plus réaliste dans cet 
exemple-ci que dans l es cas tra ités précédemment (à cause de la 
nature du problème e t de son caractère de court terme), elle 
peut à nouveau être mise en doute . 
Un modèle, t el que celui qui vient d'être présenté, s'in-
sère dans un cadre plus génér al de politique dG crédit de la fir-
me. Il peut, en effet, fournir des éléments de réponse à des 
questions telles que: l e s tolérances de crédit doivent-elles 
être r endues plus sévères e t faut-il instaurer une politique de 
r ecouvrement des .dettes? Ou, au contraire, l a firme peut-elle 
élargir l e crédit afin de promouvoir les ventes? 
2 . B.4. CO n C 1 us i Ons 
Il se dégage des exemples d'applications économiques 
repris dans ce chapitre, que la théorie de s chaînes de Markov 
permet d'étudier la structure et l'évolution dans l e t emps d ' un 
certain nombre de phénomènes, t ant macro que micro-économiques. 
Il r essort cependant que, particulièrement dans le cas des ap-
plications de type macro- économique, l'on s e heurte à l'objec-
tion que , en r éalité , l es probabilités de transition ne sont pas 
homogènes dans l e t emps. Cette objection provient du fait que 
l es modèle s macro-économiques sont, en général, plus typiquement 
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des modèles à long terme, soit par les objectifs à réaliser 
s'il s'agit de modèles de politique économique, soit encore à 
cause dGs séries temporelles disponibles, s 'il s'agit de modè-
les purement analytiques. Dans ces circonstances, il est indiqué 
de poursuivre la recherche dans le sens d'une élaboration de mo-
dèles en chaînGs de Markov dont l os paramètre s ne seraient plus 
homogènes dans le temps, mais seraient, au contraire, eux-mêmes 
fonction de vari ables économiques él 8mentaires. 
L8s problème s de l' économi e de la firme, par contre , étant 
l e plus souvent des problèmes dG court t erme, pourront ~tre ana-
lysés de mani ère plus réaliste au moyen de cha înes de Mar kov. 
Ce s problèmes s ont multipl0s e t de nature très di fférente. Un 
grand nombre de ceux-ci pe uvent toutefois s e formuler en termes 
de profits à maximer ou de coûts à minimor. C' es t ce type de pro-
blème qui fera l'ob j et du troisième chapitre, dans lequel nous 
dégagerons un certa in nombre de méthodes permettant de les ré-
soudre. 
C h a p i t r e 3 
PROBLmm s D' OPTIMATION 
. ~--------
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CHAPITRE 3 - PROBLEMES D1 0PTIMATION 
3.1. In t r o duc t ion 
Dans le chapitre précédent, nous avons montré comment l'évo-
lution dans le temps de problèmes économiques divers peut ~tre 
décrite par un processus en chaines de Markov. Ces problèmes sont 
toutefois. en général, d'une manière ou d'une autre, des problè-
mes de recherche d'un optimum. Si, en macro-économie, on peut, 
par exemple, s'attacher à rechercher une distribution oytimale 
des re"'Penus en fonction de certain~ critères de "bien-~tre", le 
problème de trouver un optimum sera, sans doute, plus typiquement 
du domaine de la recherche opérationnelle micro-économique. La 
théorie micro-économique n'est-elle pas, en effet, basée sur le 
principe que l'entrepreneur cherche à ·maximer son profit? 
D'où gestion de stocks, utilisation d'un capital physique, poli-
tique de marché, problème de transport, gestion financière, etc •. 
sont autant de problèmes qui se formulent en termes de la recher-
che d'un o~~imum. Nous nous intéresserons, dans ce chapitre, aux 
problèmes d'optimation qui peuvent se formuler comme une chaîne 
de Markov. Nous montrerons, à l'aide d'un modèle, d'une pRrt, 
suffisamment général pour qu'il puisse s'adapter à plusieurs si-
tuations particulières et, d'autre part, relativement spécifique 
pour qu'il puisse être traité mathématiquement, comment l'opti-
mum d'un p~ocessus de Markov, qui est un processus séquentiel 
particulier, peut être obtenu par la programmation dynamique. 
Une autre œéthode de solution, désormais classique, est due à 
R.A.Howard c Nous décrirons ensuite une formulation en +s~~es de 
progr&n:..:....a t ~.~a linéaire. Enfin, un type très particulier de mini-
mation de coûts sera présenté, avec une solution correspondante. 
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3.2. Matrices de gains associés.-
Les problèmes dont il est question dans ce chapitre concer-
nent, soit une maximation de profit, soit une minimation de 
.coûts. Comment, dès lors, introduire ces concepts de profits et 
de coûts dans les modèles en cha1nes de Markov? 
Ces processus étant basés sur les transitions que le systè-
me peut eff ectuer, au cours d'une période de temps, d'état à état, 
on associera tout naturellement, à chacune de ces transitions en 
une étape, un gain (ou un coût) monétaire correspondant. On ob-
tient ainsi la matrice [ R] des gains associés : 
[RJ = [rijJ 
où r .. représente le gain ( ou le coût) que produit le passage du 
l.J 
système de l'état i à l'état j, en une étape. Les éléments rij 
peuvent prendre des valeurs positives, nulles ou négatives (ces 
dernières représentant les pertes encourues lors des transitions 
correspondantes). Notons, incidemment, que, en vertu de la rela-
tion d'ordre, tout problème de minimation de coûts se ramène à 
un problème de maximation de profit, dans lequel la matrice [R_] 
des gains associés ne comportera que des éléments négatifs. 
Dans l'exemple qui nous a occupé au chapitre 2, le gain as-
socié sera le profit (ou la perte) dont la firme bénéficiera 
l orsqu'un consommateur change de marque. L'interprétation de ces 
gains associés sera donc fonction du problème traité. 
Dans ces conditions, le processus de Markov engendre une 
série de gains au fur et à mesure qu'il effectue des transitions 
d'un état à un autre. L'élément rij est donc une variable aléa-
t oire dont la distribution de probabilité est définie par les 
relat i ons probabilistes d'une cha1ne de Markov. 
3. 3. I ntroduction de politiques alternatives.-
La s olution du problème d'optimation consiste, dans notre 
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contexte, à choisir parmi un ensemble de politiques pouvant ~tre 
adoptées, celle qui maximera le profit ou minimera le coô.t asso-
cié au processus. Montrons à l'aide de deux exemplès comment, 
pratiquement, ce problème se présente. 
Le problème de stockage est un exemple typique. Les R niveaux 
différents qu'un stock considéré est susceptible d'atteindre, 
constituent les R états d'une cha1ne de Markov finie. Les transi-
tions d'un état à un autre se font au cours d'une séquence tempo-
relle inf'inie. On suppose connues les distributions de probabili-
tés de l'offre et de la demande pour le produit stocké (imprévisi-
bles avec certitude) et on suppose que ces distributions sont in-
variantes dans le temps (hypothèse irréaliste). D' a11tre part, on 
dispose d'un ensemble de politiques de gestion de stocks. A cha-
cune de celles-ci, il 
tés de transition p .. 
1.J 
correspond donc une matrice de probabili-
de l'état i à l'état j, ainsi qu'un coô.t 
cij y associé . Le problème d'optimation se formule, dès lors, 
comme suit: il s'agit de choisir la politique de gestion de stocka 
qui minime le coût total, après un nombre raisonnablement grand 
d'étapes. 
Un autre exemple classique est le problème de l'inspection, 
de la réparation et du remplacement d'un équipement dont l'usure 
peut ~tre représentée par une chaine de Markov. On pose les hypo-
thèses suivantes: l'état du système ne peut ~tre connu qu'après 
inspection; l'état du matériel étant connu, on peut soit le rem-
placer, soit le garder; si on se décide à le garder, il faut dé-
terminer, d'une part ,duns quellemeaurc il nécessite des répara-
tions immédiates et, d' autre part, à quel moment il convient 
d'effectuer l'inspection suivante. Les degrés d'usure du matériel 
correspondent aux ~ifférents états d 'une chaîne de Markov finie. 
L'inspection permet de déterminer dans quel état se trouve le sys-
tème. Si le matériel est remplacé, l'état dans lequel se retrou-
vera le système sera l'"état neuf". 
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Si une réparation est effectuée, le système pourra, d'après 
l'importance de celle-ci, occuper un des nombreux états possi-
bles. On cherche la politique combinée d'inspection, de répara-
tion et de remplacement, qui mi!).ime le coût moyen par unité de 
temps. 
Dans les quatre sections suivantes, nous présenterons un 
modèle de portée suffisamment générale pour qu'il puisse s'adap-
ter aux cas d'espèce, t els que les exemples qui viennent d'être 
donnés, et trois méthodes de solution du problème d'optimation, 
tel qu'il vient d'être posé. 
3.4. Le Modèle.-
Considérons les R états 1, 2, ••• R que le système peut oc-
cuper. Supposons qu'au terme de chaque étape une décision de ges-
tion dik (i = 1, 2, ... R; k = 1, 2, •.• K) doive ~tre prise et 
que celle-ci soit fonction de l'état i dans lequel se trouve le 
système. Nous dirons que le vecteur i dk}, faisant correspondre 
à chaque état dans lequel le système peut se trouver, une déci-
sion particulière, constitue une politique. Associons à la déci-
sion d.k un coût c.(k). Le système se trouvant dans l'état i et 
1. 1. 
la décision dik ayant été prise, une nouvelle étape le fera pas-
ser de l'état i à l'état j avec une probabilité p .. (k) et ce pas-
iJ 
sage fournira un gain associé rij(k). 
Définissons le rendement d'une étape, comme étant le gain 
net récolté au terme de cette étape. Ce rendement est fonction 
de l'état dans lequel se trouve le système au début de l'étape 
et de la décision prise. Il s'écrit donc: 
R 
.L_ p .. (k)r
1
. (k) 
j=l l.J J 
( i=l, 2, ••• R) 
(k=l, 2, ••• K) 
Si le processus s'étend sur un certain nombre n d'étapes, on 
s'intéresse au rendement attendu, lorsque le ~ystème part d'un 
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état i et parcourt ces n étapes. Si on désigne par b~n)(k) ce 
1 • 
rendement attendu, on a: 
R ï:° p .. (k)b~n-1\k) (i=l,2, • • .R) (3.4.2) 
j=l 1J J . (k=l,2, ••• K) 
Cette équation de récurrence s'interprète de la façon suivante. 
Le système partant de l'état i peut atteindre, avec une certaine 
probabilité, chacun des R états. Nous avons trouvé que le rende-
ment attendu au terme de cette première étape est b.(k). Après 
1 
cette première étape, il en reste n-1 à parcourir et le rendement 
attendu correspondant, si le système part de l'état j, est 
b~n-l)(k). L'espérance mathématique du rendement attendu au cours 
J 
de ces n-1 étapes restantes est donc le second terme du membre 
de droite. 
La solution du problème d'optimation consiste dès lors, à 
trouver la politique { dk1 qui maxime bln) (k). 
Notons que ce problème d 1 optimation pourrait se poser en 
d'autres termes. Ainsi, par exemple, on pourrait chercher à ma-
ximer le temps d'utilisation d'une machine avant que celle-ci 
ne devienne inutilisable. Cet te approche peut ~tre soutenue si 
le co~t de remplacement de la machine est disproportionné par 
rapport aux coûts d'entretien et de réparation. Nous avons ce-
pendant veillé à ce que les solutions données dans les sections 
suivantes soient suffisamment générales pour qu'elles puissent 
s'adapter à des formulations telles que celle-là. 
3.5. Solution en termes de programme dynamique.-
Cette méthode repose sur ce que Bellman LB{! appelle le 
"principe d'optimalité" et qui s'énonce comme suit: une politique 
optimale est telle que, quels que soient l'état initial et la dé-
cision initiale, les décisions suivantes doivent constituer une 
politique optimale par rapport à l'état résultant de la première 
décision. 
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Le modèle présenté à la section précédente comporte un nom-
bre fini d'états et le nombre de politiques différentes est éga-
lement fini (R et K sont finis). D'autre part, on a vu dans les 
sections précédentes, que le problème se pose en avenir aléatoi-
re et que Jes lois de probabilité 'associées sont connues a priori. 
Etant donné ces précisions, une solution du problème par la 
programmation dynamique peut s'écrire: 
b~n)(k)= max(b.(k) + 
1 k 1 
avec (i=l,2, ••• R) (k=l, 2, ••• K) 
où b~n)(k) représente la valeur du rendement attendu en n étapes 
1 
lorsqu'une politique optimale {dkJest adoptée. Il se fait, en ef-
fet, en vertu de la récurrence, que le système (3.5.1) jouit de 
la propriété d'optimalité. 
Notons que, pour écrire l a solution précédente, nous nous 
sommes placé d'abord au début de la période initiale et que nous 
avons suivi l'évolution stochastique du processus, de période en 
période, jus~u•à la dernière période n. On pourrait, bien sôr, 
procéder de manière exactement inverse et établir la récurrence, 
non pas par rapport à la période précédente, mais par rapport à 
la période suivante, en partant de la dernière période e t en r e-
montant le temps jusqu'à la période initiale. La présentation pro-
posée, qui convient d'ailleurs mieux à la suite de l'exposé, per-
met de f a ire varier n. Ceci est important car, dans le cas où n 
est fini, l a poli tique optimale idk \ dépendra de la valeur de n. 
Sin est infini, l'équation de récurrence (3.5.1) se ramène 
à l'équation d'équilibre: 
R 
b~(k) = max (b. (k) + .L p .. (k)~(k) ) 
1 k 1 j=l l.J J 
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où b~c (k) = lim b ~n) (k). 
J n➔ °'° J 
Cette équation est l'équation-type d'un système de R équations 
linéaires à R inconnues: ce système est donc exactement détermi-
né et le vecteur { b*(k) J, solution du système, est unique. La 
relation précédente sera le point de départ de la méthode pré-
sentée à la section suivante. On peut toutefois la résoudre au-
trement. Cette méthode de résolution repose sur le fait que, si 
tous les éléments r .. (k) et c.(k) sont finis (ce que nous suppo-
J.J l. 
sons dans ce contexte), les rendements successifs par étape 
(nous entendons par là le rendement supplémentaire que fournit 
une étape supplémentaire) sont bornés supérieurement par les 
termes de la suite convergente m~l), m~ 2 ) , •.• , m~n) qui dépen-
1 l. J. 
dent de l'éta t de départ, mais pas des différentes décisions qui 
ont été prises. Ainsi, les rendements relatifs aux étapes n+l, 
. , (n+l) (n+2) n+2, ••• sont respectivement bornes par m. ~ m. , ••• et 
la somme de ceux-ci est donc bornée par m~(n+l + ~- (n+2 )+ •.• 
La méthode consiste à choisir un vecteur tb(O)(k) }
1
quelconque et 
de ca~culer successivement les vecteurs\ b(l)(k)\ {b( 2)(k)t , ••• , 
{b(n)(k)} à l'aide de (3.5.l). On obtient ainsi étes estimations 
b ~n~ (k) des b'[' (k), telles que b ~n) (k) - b>l<(k) est inférieure en 
v~leur absolu~ à m~n+l) + m~n+2t + ••• , e~, p8r conséquent tend 
l. l. 
vers zéro quand n tend vers l'infini. Il suffira de choisir n 
sUÎfisamment grand pour que l'erreur faite en remplaçant bf(k) 
par b~n)(k), soit négligeable. 
J. 
Pour déterminer ensuite la politi que optimale, on résoud 
l'équation 
max(b. (k) + 
k J. 
R 
~ p .. (k)b~(k) ) 
t==J_ l.J J 
qui fait correspondre à chaque état i une ou plusieurs décisions 
optimales. 
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Remarquons que, dans cette formulation du problème en ter-
mes de programms tion dynamique, nous n'avons à aucun moment fait 
allusion à la présence de contraintes. Si, dans une application 
pratique, de telles contraintes existent et si la formulation 
précédente est adoptée, ces contraintes interviennent, en fait, 
dans une phase préalable lors de la définition des différentes 
politiques possibles. Une politique qui ne tiendrait pas compte 
des contraintes serait évidemment à rejeter R priori. Le modèle 
pourra it toutefois ~tre adapté au cas où l'on désirait, tout au 
long du cheminement dynamique, pouvoir tenir compte, de manière 
explicite , de ces contraintes. 
Nous comparons plus loin les différentes méthodes présentées 
dans ce chapitre. Remarquons dès m8intenant que cette méthode de 
programmation dynamique présente des avantages par rapport aux 
méthodes exposées dons l es sections suivantes. Tout d'abord, elle 
est la seule à pouvoir ~tre utilisée dans le ca s où le processus 
n' a pas encore atteint ou approché l'état stationnaire à un cer-
tain niveau de convergence. Un autre avantage par rapport aux mé-
thodes s uivantes est que celle-ci permet de dégager toutes les 
politiques optimales, lorsqu'il y en a plusieurs . Si, toutefois, 
on s 'intéresse au cas où n est infini e t aux valeurs correspon-
dantes des ~(k), l a méthode exposée ci-des sus ne sera intéres-
sante que dans la mesure où l a convergence de b~n)(k)vers ~\ (k) 
1. 1. 
est r apide. Dans le cas contraire, en effet, les calculs devien-
nent rapidement très longs du f ait que , à chaque étape du proces-
sus récurrent, on doit calculer l'expression (3.5.1) pour toutes 
les valeurs de k, afin d 'extraire de cet ensemble de solutions 
possibles, celle qui est l a plus grande. 
3 .6. Solution itérative par a pproximations convergentes.-
La solution présent ée dans cette section est due à R.A.Howard 
dans LH g. 
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Elle est basée sur l'idée implicite que, dans beaucoup de 
problèmes pratiques, le nombre d'étapes parcourues par le systè-
me est grand ou que la convergence du système vers la distribu-
tion de probabilités stationnaires est rapide (ce qui est, d'ail-
leurs, généralement le cas, en réalité). On supposera donc, ici, 
que les matrices de transition [P(kU sont ergodiques. 
Supposons que dans l'équation (3. 4 .2), on fixe k, c'est-à-
dire qu'on se donne arbitrairement une politique ldkajet récri-
vons l'équation correspondante sous forme matricielle: 
(3.6.1) 
Il vient, par récurrence 
{ b ( l >c k Q ) \ = lb ( k Q ) ~ + [ P ( k Q )] { b ( O ) ( k Q ) J 
ib( 2 )(kQ)} = 1b(kQ)1 + [P(kQj 1b(kQ)1 + r(kQ~ 2{b(O)(kQ)} 
l~(~\ke)} = [ I + P(ke)+ P"-1 (ke~ lb(ke)~+[P{ke)Jn~(O)(ke)} 
et, par différence: 
~ (n+i) (ke )}-~ (n) (kQ )\ = I P(kQ J ntb(kQ )5 + [P(kQ )n+i -P(kQ )j{b (C) (kQ 1/ 
Mais puisque, par hypothèse, [P(kQj]est ergodique,on a: 
n:;"' J P(kQ )ln = \1 !~(ke)-1] 
où [,u(kQ)-1] est le vecteur de probabilité stationnaire , défini 
par (voir 1.8.2) 
(3.6.2) 
On peut donc en conclure: 
lim [bf n+l) (kQ) - bin) (kQ ~ 
n-,-co J = [µ(kQ)~~ {b(k9)} 
= g(kQ) 
vù i = 1, 2, •.• R (3.6.3) 
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Si le nombre n d'étapes est suffisamment grand pour que la dis-
tribution de probabilités stationnaires soit atteinte au terme 
de ces n étapes, à un certain niveau de convergence, l'équation 
(3.6.3) s'interprète a isément. En effet, dans cette hypothèse 
et si on adopte toujours l a politique { dkQ \ la pr~babilité pour 
que le système se trouve dans l'état j est y..(kQ) 1 , quel que soit 
J 
l'état de départ; d'autre part, le rendement d'une étape, à par-
tir d'un ét a t j es t b.(kQ) et l a valeur 
J 
R 
g(kQ) = } p. . (kQ)-1b.(kQ) 
j";I J J 
représente donc le gain moyen pour une étape. 
Not re objectif est alors de ma ximer le rendement moyen par 
étape, g(k), en choisissant l a politique optimale. 
Par (3.6.1) et (3.6.3), il vient, pour n grand, et en ,aban-
donnant l'hypothèse d'une politique déterminée: 
b~n)(k) + g(k) = b . (k) + 
l. l. 
où i = 1, 2, • • • R. 
ou, sous forme matricielle 
{ b ( n) ( k) 1 + g ( k) li 1 = \ b ( k) 1 + [P ( k )] {b ( n) ( k ) 1 ( 3 • 6 • 5 ) 
Remarquons que tout vecteur tb(n)( k )\, solution de (3.6.5) n'est 
défini qu'à une constante additive près, en vertu de la relation: 
R 
[_p . . (k) = 1 
j=l J.J 
Dès lors, l a méthode de R.A. Howard procède comme suit: on 
choisit une politique quelconque 1dk \, à l aquélle correspond 
une matrice stochastique [P(k1 )J, _un1 vecteur de coûts { ci (k1 ) 1 
et une matrice de gains associés Lrij (k1 Ü, ce qui permet de 
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déterminer suivant (3.4.1) un vecteur lb(k1)~. En introduisant 
ces éléments dans l'équation (3 . 6 .5), il vient: 
lb (n) (k) J + g(k) {1 \ = {i, (k1 )\ +~(k1d { b (n) (k)} (3, 6,6) 
Cette équation matricielle représente un s ystème de R équa tions 
linéaires a ux inconnues g (k) et b ~n) (k), s-oit R+l inconnues, se 
1. 
r éduisant à R inconnues en posant une des composantes du vecteur 
t b (n)(k)\ arbitrairement égale à zéro. L' équnt :i_on (3.6.6) permet 
donc l a détermination de g (k
1
) et de tb(n)(k
1
)5, ce dernier en 
valeUJ'.Srelatives. On cherche dès lors une nouvelle politique 
{dk \telle que: 
-2 R 





)= max rb. (k)+ i. p .. (k)b ~n) (k
1
J 
1.J 1 k ~ 1 j=l 1.J J .j 
(3.6.7) 
où i = 1, 2, • • • R. 
La maximation du second membre permet, en effet, de découvrir 
pour chaque indice i la meilleure décision à prendre, l'ensemble 
de celles-ci définis sant l a nouvelle politique ldf ·\. A partir 
de 1dk \, on calcule à nouveau g (k2 ) et tb(n)(k2 )}
2 par l 1 équa-
tion 2 (3 . 6 . 6). La politique optimale t dk) sera a tteinte lorsque: 
b~n)(k) + g.(k) = b. (k) + 1: p.j(k)b~n)(k) = 
1 1 . l 1 1 
J= 
= maxrb. (k) + t p .. (k)b~n)(k)l 
k ~ 1 . j=l 1.J J ~ 
où i = 1, 2, .•• R. (3.6.8) 
ce qui ne permet plus d' amélioration de l a politique. 
On peut démontrer comme suit que le processus est effecti-
vement convergent. Soit 10} la dif f érence 
l b(k2) \ + [P(k2)] lb (n) (k 2) \- ( ~(kil} + I P{kl1 lb (n)ckl)}) 
L'équation (3.6.6) donne: 
{i}[g(k2) - g(k18 = {6\ :[P(k2)](lb(n)(k2))-{b(n)(k1)!) 
- (5b(n)(k )\ - }b(n)(k )~) 
l 2 J l 1 > 
En prémultipliant cette relation par le vecteur µ(k 2)-l 
et en notant que 
(;i(k2)-1.~(k2~ = [,u(k2)-j 
il vient: 
g(k2) - g (kl) = ~(k2)-j 10 ! 
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L'accroissement de g (k) sera certainement non négatif puisque 
les deux vecteurs lfl(k)-1] et 16 ! sont positifs; de plus, l' ac-
croissement sera strictement positif si 6. est positif pour un 
l. 
état au moins dont la prob~bilité dans le nouveau système n 1est 
pas nulle. 
D' autre part, g(k) est nécessa irement fini. En effet, g(k) 
est défini par : 
R 1 
g (k) = Z u-:- (k) bj (k) 
j=l / J 
c'est-à-dire comme étant une moyenne pondérée d'un nombre fini 
de termes finis (b.(k) est fini dès que tous les coûts et gains 
J 
associés sont finis (voir 3.4.1), ce qui est une hypothèse norma-
le dans ce contexte). 
L'équation (3.6.9) permet également de montrer que la solu-
tion dégagée est effectivement la solution optimale. En effet, 
si g(k1 ) correspondait à une solution de (3.6.8) et s'il existait 
cependant une meilleure politique tdk
2
~, on aurait si!Îiultanément 
g (k2 ) - g(k1
) > 0 
et 61.. z O ( ) °" i = 1, 2, •.• R 
ce qui est i mpossible p8r (3.6.9). 
Par la relation (3.6.7), i a •méthodè de R.A. Howard s'insère 
dans la méthodologie génér ale de l a programmation dynamique. 
Cette remar que permet d' ailleurs de justifier le f ait que, dE!nS 
• • 
ce t te seconde demi-ét ape du processus itér atif, on fixe, dans 
le but de trouver une politique améliorée fdk}, l a valeur que 
prennent certa ins él éments (les b~n)(k)) à 2celle qui est dé-
J. 
t erminée par l a poli tique précédente i dk } • En d' a utres mots, . on 
pourrait se demander quelle est l a base ~ui permet de considérer 
cert a i ns t er mes de l' équation précitée comme variables et d'au-
tres comme pr édé t er minés dans l' espace des différentes politi-
ques, alors qu'ils sont, en f ait, tous f onction de ces politi-
ques. L'int erprétation découle de l'observation suivante. Pour 
n grand , l' équation (3. 6. 4) s'écrit,en tenant compte de (3.6.3) 
R 
b~n+l)(k) = b.(k) + L_p . . (k ) b~n)(k) 
l. l. j=l l.J J 
qui est l' équation récurrente de la solution (3.5.1) en termes 
de programme dynamique. Ainsi, on r amène l a seconde demi-étape 
de l a méthode de R.A. Howard au principe d'optimalité de Bellman 
et on a vu à l a section précédente que, d' après celui-ci, l a so-
lution consiste effectivement à r ésoudre l'équation 
= max( b. (k) + f p .. (k) b ~n) (k
1
)) 
k l. R l.J J / 
3.7. Solution par la Erogrammation linéaire.-
Le_ problème de l a s ection précédente peut se reformuler 
comme un progr amme linéaire, de l a manière suivante: 
cont r a intes: [ Al t}l-1 ) = 10) 
[ i] i}l-1\ = 1 
contra intes de non-négativité : ?ï(k)-1 3-0 
fonct i on ob jectif: max g = lb] f,u-1 \ 
( :i=l, 2 , ••• R) 
(k=l, 2 , ••• K) 
P(kx) 
matfice d'ordre (R x KR) 
• [;,-~ = h (kl )-1 1'2 (~) -1 ••• 
et 
>J = [bl (kl) b2(kl) .. • .. • 




les contraintes exprimant l es conditions (3.6.2) de l a section 
précédente. Lo matrice [AJ est au plus de r ang (R-l), puisque 
la somme des él éments de chaque colonne est nulle en vertu du 
fait que l es ma t rices j-P(k)J sont stochastiques. La matrice com-
plète du programme linéaire sera donc, au plus, de r ang R. 
Ce programme linéaire, ainsi posé, se résoud par l a méthode 
habituelle du Simplexe. 
3.8. Solution d'un problème particulier de minimation de coûts . -
Dans cette section, nous adopterons un point de vue assez 
différent de celui qui ava it été adopté dans les sections pré-
cédentes et, en ce sens, ce s développements peuvent ~tre consi-
dérés comme une digression. 
Supposons, afin d'illustrer ce dont il s'agit et r éférant 
à un des exemples d'application dont nous avons tra ité dans l a 
seconde partie du chapitre précédent, qu'une matrice des échan-
ges interrégionaux évolue de période en période, comme un pro-
cessus de MRrkov. Cela implique, entre autres, que les éléments 
de cette ma trice, qui représenie .nt des propensions marginales 
et moyennes à dépenser le revenu d'une région dans une a utre ré-
gion, tendent vers une distribution stationnaire (si l a matrice 
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est ergodique, hypothèse de base qne nous supposerons réalisée 
tout au long de cette section, afin de simplifier l'exposé). Il 
a été montré au chapitre 1 qu'il est aisé de calculer le vecteur 
' de probabilités stationnaires vers lequel tend chaque ligne de 
l a matrice de transition initiale (voir 1.10.1), et on peut donc 
trouver l a "structure limite" du commence interrégional vers la-
quelle tend la "structure actuelle". (Nous entendons pa r "struc-
ture" une matrice particulière d'échanges interrégionaux). Si, 
pour des r a isons par exemple de développement interrégional har-
monisé, cette structure limite s' avère ne pas correspondre à une 
structure limite idéale, dégagée, d' autre part, dans le contexte 
de l a politique de développement, le problème cons iste à modi-
fier l a structure actuelle de telle manière que, d'une part, la 
structure modifiée tende au cours du proces"sus vers l a structure 
proposée , e t que, d ' autre part, b.a structure modifiée soit, de 
î 
toutes les structures ayant pour· limite l a structure "idéale", 
celle qui se rapproche le plus de l a structure actuelle. Il s'a-
git évidemment de l a minimation des coûts entraînés par l a re-
structurs tion du commerce interrégional, ce coO.t ét ant une fonc-
tion croissante de l a distance entre la structure actuelle et la 
structure modifiée . Désignons l a structure actuelle par [ P .J , 
l a s tructure modifiée par [PJ et soit [ vJ le vecteur de proba-
bilités stationnaires correspondant à la structure limite "idé-
ale", proposée pa r le plan. Michael Bacharach a montré LB Y 
que ce problème se r ésoud au moyen de ce qu'il appelle les "ma-
trices biproportionnelles"(l). 
La solution peut se décrire comme suit: supposons que [w] 
(1) Une application plus connue, à laquelle l a plus grande par-
tie de l a thèse pr écitée est d'ailleurs consacrée - outre les 
développements théoriques - est l'utilisa tion des matrices bi-
proportionnelles (ou suivant l a terminologie de R. Stone, du 
procédé R.A.S.) pour l'estimat ion des coefficients techniques 
en analyse Input-Output. 
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soit le vecteur de probabilités stationnaires vers lequel tend 
chacune d e s lignes de [PAJn lorsque n tend ~ers l'infini. One 
(voir chapitre l)°: 
Nous cherchons une matrice I PM , a ussi semblable que possible 
à [PJ (afin de minimer le coût de restructuration), t elle que: 
où [v] est le vecteur de probabilités stationnaires Rréconisé 
vers l equel t end chaque ligne de [ P~ n quand n tend vers 1 1 in-
fini. 
Ls solution découle du théorème suivant. Soit [v]un vecteur 
positif. Dans ce cas, l a matrice [PMj est non négs tive et satis-
f ait a ux conditions 
si et s eulement si 
[PM]~}= ÎiJ 
[v] [P;j = (v] 
[vJ [PM] = [xJ (1) 
où jx/ est une matrice non négative, satisfaisent a ux conditions: 
Preuve: 
(a) Condition nécessaire: 
(1) L' écriture [v] représente 18 ma trice carrée obtenue à !)8rtir 
du vecteur [VJ et définie par vij = vi si i = j 
= o si i-/:- j 
" 
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(b) Condition suffisante: 
[?J {i \ = [ vJ-1 [ x] { i \ = [ tJ-1 \v\ = li\ par ( 3. 7. 6) 
[ v] [PM 1 = L~j [v J-r · l_ X J = [ i] [ X J = [ v] par ( 3 • 7 • 7 ) 
Etant donné l a relation (3.7.5), le problème devient alors ce-
lui de trouver l a matrice [ ~ , à partir de laquelle [ PM] se cal-
cule. 
Or, il se fait que [xJ est l a solution du processus bipro-
portionnel (solution R.A.S.). Si on définit: 
ce processus peut se décrire, dans le cas qui nous occupe, par 
les relations suivsntes: 
IPA' (2 t+l0 = IJ(t+l~ ~ A' (2t~ 
~A' (2t+2)] = ~ A 1 (2t+lTI [§ ( t+1j 





= R l (3.7.10) 
~ PA'ij(2t) 
V. 
s. ( t+l) = 
J R 
L PA, .. (2t+l) 
i=l J.J 
(3.7.11) 
et où i e t j prennent des v<1 lours de 1 à R si le modèle inter-
r égional comporte R régions, t prenant les valeurs O, 1, 2, ••• 
et l e processus démarront pour t=O, auquel cas [PA 1 (0~ =[PA~• 
M. Bacharach démontre l'unicité (1) de 18 solution du pro-
(1) Voir ,Q3 fl, pp. 73-78. 
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blème biproportionnel, la convergencq (1) de l a solution itéra-
tive dans notre hypothèse d' application et l'exis tence (2) de la 
solution dans l es mêmes conditions. Il prouve, en outre, que ln 
matrice[PMJ donnG effectivement la structure la plus proche (3) 
de celle représentée par fPJ, parmi toutes celles qui permettent 
d' a tteindre, à la limite, l a structure que l'on s'est proposée. 
Nous pvons donc trouvé l a solution 
Celle-ci exige que tous les éléments du vecteur [vl soient posi-
tifs, ce qui est toujours le cas si l a matrice [PM] est ergodi-
que, a insi que nous l'avons supposé. En termes de l' application 
choisie, cela signifie que, par structure de co n1merce "idéale", 
on impliquerait, ent re autres, qu'il existe toujours un flux de 
dépenses, si minime soit-il, de chacune des régions considérées 
vers chacune des autres régions. 
Il convient de souligner également quelques propriét és de 
l a solution: 
(i) l os él uments nuls dans [PA] demeurent des éléments nuls 
dai:is ~M]· 
(ii) _il_se peut, théoriquement, que si [_PA] est irréductible, 
[PM J soit réductible. Cette propriété sort un pou du cadre 
d'hypothèse que nous nous sommes fixé, puisque nous n'avons 
r a isonné que sur des matrices ergodiques. Il convi onclrFJ it 
- . 
d' Ûlnrgir l a discussioh afin d'y introduire l e cas plus gé-
néral des matrices réductibles. Il semble, toutefois, qu'en 
f a it, à une ma trice [PJ irréductible corr espondra, en géné-
(1) Voir LB i/', pp. 78-90. 
(2) Voir op . cit. p. 90. 
(3) Voir op . cit. pp. 202-205. 
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ral, une matrice l!iv-J égal ement irréductible. Une remarque ana-
logue doit être f aite quant à la périodicité. 
Il faut également discuter lo concept de coût. Le proces-
sus itératif que nous venons de décrire aboutit à minimer le 
coût de restructuration de l a matrice des échanges interrégiona ux. 
Il y a toutefois dans ce problème un autre é.J.. ément de coût, asee-
cié au temps de convergenc.~. En effet, si (PMJ ne conver ge que 
très lentement vers l a situa tion idéale [v], de sorte que , pra-
tiquement, celle-ci ne s er a jamais a tteinte (même approximative-
ment), i l sera inutile de supporter le coût de transformer la 
structure I! AJ en l a str1.ll!Cture [PJ. Dans ce cas, le "processus 
~MJ" sera it_ t_out s impl ement "inutilement plus coûteux" que le 
"processus [P J ". DGns d ' autres cas, où l a convergence de [PrrJ 
vers [ v], tout en r estant plus l ente que celle de [P J vers [ wJ, 
est cependant s atisfaisante , il f a udra tenir compte du coût en-
traîné par l a modification structurelle de [PJ en [PM]' du coût 
entraîné p?. r l a convergence plus lente de [Piv-J, ainsi que de la 
distance entre [vJ e t [w], afin de décider ~i l a solution est 
praticable. En-deça de cette remarque, il faut d'ailleurs obser-
ver que, d8ns un cas d' application, il se peut qu'un coût plus 
él evé de restructur2tion ( corresp_on~ant à une matrice [PM ,J, plus 
éloignée de [PA] que ne l' ét ait [PJ) soit préféré si cette troi-
sième structure permet d ' abaisser relativement plus l e coût que 
nous appellerons ici "de conver gence" (c'est-à-dire que le coût 
associé a u temps de convergence de [PMJ vers [v] serait suffi-
s amment plus f a ible que celui associé a u temps de conver gence 
de [PMl versfv]). 
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3.9. Con c 1 usions 
No us avons, au cours de ce chapitre, présenté trois méthodes 
permettant de résoudre les modèles en chaines de Markov, qui ~e 
posent sous forme de problèmes d'optimation. Dans le modèle que 
nous avons retenu, il s' agit de choisir parmi un ensemble de po-
litiques possibles, celle qui rend le rendement maximum. Certains 
problèmes sont toutefois des problèmes de minimation de coûts (pro-
blèrœs de gestion de stocks, par exemple): il est clair que le mo-
dèle peut être adapté à ce type de question et les trois méthodes 
de résolution qui ont été proposées resteront parfaitement vala -
bles. D'autre part, le modèle peut également être adapté à la ma-
ximation du rendement actualisé et, pour ce faire, il suffit d'in-
t roduire dans le raisonnement un taux d'actualisation. 
Concluons ce chapitre IE r une comparaison sommaire des trois 
méthodes de résolution qui y ont été développées. Cha cune de ces 
méthodes vise à dégager l a politique optimale, qui rend le rende-
ment du système maximum, lorsque celui-ci parcourt n étapes. 
Ce nombre n d I ét apes peut être tel que ou bien 1·1 état station-
naire (s'il s'agit de chaines ergodiques, ce que nous supposons) 
soit atteint à un niveau élevé de convergence, ou bien que cet 
état ne soit pas atteint à ce niveau de convergence. Dans cette 
seconde hypothèse, seule l a méthode de programation dynamique est 
utilisable. On suppose, en ef fe t, dans les deux autres méthodes, 
celle de R.A. Howard et celle de programmation linéa ire, que n 
soit suffisamment grand pour que l a distribution de probabilités 
stationnaires soit approchée: ce n'est que sous réserve de cette 
hypothèse que g(k), dont on maxime la valeur, représente le ren-
dement moyen par ét ape. 
La méthode de programmation dynamique est également la seule 
à dégager toutes les politiques optimales, lorsqu'il y en a plu-
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sieurs. Les deux autres méthodes aboutissent à~ politique opti-
male, sans nous dire s'il y en a d' àutres. 
D' autre part, la méthode de programmation dynamique rend la 
rendement total en n ét apes rnax~mum, alors que l a méthode de R.A, 
Howard e t l a solution par programmation linéaire maxime le rende-. ·, 
ment moyen pnr ét ape . 
Supposons que l'on s'intéresse uniquement au cas limite, 
c' est-à-dire a u c2s où l a distribution de probabilités station-
naires du système (si celui-ci est ergodique) peut être considé-
r ée comme étant a tteinte. Le problème pourra , dans cette hypothè-
se, être r ésolu pa r cha cune des trois méthodes. Quelle est toute-
fois, p□ rmi celles-ci, l a méthode qui donnera le résulta t le plus 
r apidement? La longueur des calculs _p3r la méthode de progra:nma-
tion dynamique dépend de la vitesse de convergence de b~n)(k) 
J. 
vers b>!<(ië), a insi que nous l'avons déjà indiqué, et elle est donc 
J. 
essentiellement variable. Elle augmente exponentiellement avec n 
puisque cette méthode comporte, à chnque étape de la récurrence, 
le calcul du rendement total correspondant à chacune des politi-
ques possibles. Tel n'est pas le cas des deux autres méthodes 
qui sont indépendantes den. La méthode de R.A. Howard et l amé-
thode du Simplexe en programmation linéaire consistent toutes 
deux à se déplacer dans l'espace des politiques par itér ations 
successives, de telle sorte que, à chaque itération l e rendement 
moyen pa r étape, g(k), augmente jusqu'à atteindre une valeur ma-
ximale, ces processus itéra.tifs ét~mt cnvergents. Remarquons tou-
tefois que l a méthode du Multiplexe élaborée par R. Frisch (1), 
fournit en progran1n1ation linéaire plus r apidGment une soiution 
que celle du Simplexe. En effet, au lieu de se déplacer de sommet 
(1) Voire. a . : R. Frisch, "The Multiplex Method for Linear and 
Quadratic Progrom.rning", Oslo Memo, 21.1.1957. 
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en so mmet le long des arêtes du corps convexe déterminé p8r les 
contraintes, cette méthode coupe court en ce qu'elle permet de 
se mouvoir à l'intérieur du corps convexe, soit de f a çon complè-
t eme nt libre , dans l n oonne dj_ rection, c'est-à-dire dDns la di-
~ 
r ection du gr adi ent de L~ f onction objectif, soit dans un espa-,, 
ce dont l e nombre de degr és de liberté diminue au fur et à mesure 




1. L'utilisation éventuelle de la théorie des chaines de 
Markov pour l a construction de modèles économiques, pose deux 
questions préliminaires importantes. La première consiste à se 
demander si le phénomène étudié peut ~tre décrit de manière ré-
aliste par une chaîne de Markov; c'est-à-dire, l a réalité peut-
elle être simplifiée sans être amputée, de telle sorte que les 
hypothèses qui sont à l a b8se de l a théorie des cha ines de Mar-
kov finies, soient s atisfaites? Un second problème est celui de 
l'estimation statistique des paramètres. Il s' agit de s avoir, 
tout d' abord, si les séries statistiques nécessaires sont dis-
ponibles, ensuite quels seront l es estimateurs à utiliser et, 
enfin, comment l a significa tion statistique de ceux-ci peut être 
testée. Dès que ces points d'interrogation sont levés, il est 
en génér al relativement simple de répondrè a ux questions que 
l'on se propose d' étudier à l' a ide d'un modèle en cha ines de 
Markov. 
Dans l es applications économiques, le nombre d' ét ats que 
peut pr endre le système est presque toujours fini. D'autre 
part, l'hypothèse markovienne selon l aquelle l a probabilité 
qu'un système évolutif se trouve dans un certain état à un mo-
ment donné du temps ne dépend que de l'état dans lequel se trou-
vait ce système à l'instant précédent (rappelons cependant que, 
du f ait de l'encha înement des événements, cet état résume en 
quelque sorte l'histoire passée du système), est une hypothèse 
val able pour la description de certains phénomènes économiques. 
Enfin , l'hypothèse qui précise que l'espace temporel sur lequel 
le système est défini est discret et à intervalles él émentaires 
égaux, n ' es t pas gênante dans un contexte économique qui, pour 
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toutes sortes de r 3isons ne peut, la plupart du temps, être ap-
préhendé dans s o continuité. Ces applications économiques cons-
tituent, le plus souvent, une chaîn~ de Markov ergodique ou une . 
cha îne r éductible à up. certain nombre de classes ergodiques. 
Ces structures sont remarquables par l eur propriété fondamenta-
le en vertu de l aquelle l a distribution de probabilité initiale, 
homogène d2ns le temps mais non stationnaire, t end , lorsque le 
processus évolue, vers une distribution de probabilités station-
naires, qui, elle, est indépendante du temps. 
Une mise en ordre de la terminologie, permettant de distin-
guer clairement quels sont les différents cas qui peuvent se pré-
senter et comment ces différents ca s sont hiérarchisés, corres-
pond à l'établissement d 1 nutant de structures fond amentales. 
Elle fournit ai nsi l es éléments d'une analyse structurelle qui, 
procédant par regroupements booléens dans la matrice de transi-
tion, constitue une étude statique des cas d 1 espèce. 
A cha cune de ces structures correspond un certain nombre 
de propriétés dynamiques. Celles-ci permettent alors, au cours 
d 1 une étude ultérieure, d'établir, sur base des structures déga-
gées, l' évolution dans le temps du processus considéré. 
Cette seconde phase de l' analyse ne pourra toutefois être 
envisagée que dans la mesure où l'hypothèse de base , qui veut 
que l es é l éments de l a matrice de transition, paramètres du sys-
tème, soient homogènes dans le temps, peut être considérée comme 
suffisamment r éaliste. Le réalisme de cette hypothèse est étroi-
tement lié à l a longueur de l'intervalle temporel élémentaire 
s'écoulant entre deux états success ifs du système. En d ' autres 
mots, l'hypothèse sera r éaliste dans les modèles à très court et 
à court terme , t andis qu'elle le sera beaucoup moins dans l es 
modèles à moyen et à long terme. Nous avons conclu de cette cons-
t atation , que ce fait constitue un handicap fondamental et géné-
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r a l pour l a description dynamique (ou pour l a proje ction) de 
phénomènes macroéconomiques por des modèles en chaînes de Mar-
kov, ces phénomènes étant plus naturellement des phénomènes à 
moyen ou long terme. Par contre, l'utilisation de cette théorie, 
comme technique de Recherche Opérationnelle au sein de l a firme, 
est p2rfa itement val able . 
Dans ce domaine d ' application, l a recherche est encore trop 
spéculative, c' est-à-dire qu'elle se limite à l a construction de 
modèl es t héoriques et à la critique de ceux-ci. Le s cas concrets 
d 'utilisation empirique de tels modèles se r amènent quasiment, 
d'une p8rt, à l n de scription du comportement du consommateur dms 
l e cadre de l' analyse de marché et, d 1 3utre part, à la matière 
de l a gG stion des stocks . 
Co dernier problème , ninsi que la plupart des problèmes de 
l' économie de l'entreprise, peut se réduire à un problème d 1 op-
timation. Pour ce f aire, on construit un ensemble de modèles en 
ch~ înes de Mc.~rkov (1), destinés à être compar és et exprimant dif-
f érentes politiques hypothétiques de gestion. Un c erta in nombre 
de techniques de résolution sont alors disponibles pour ét ablir 
quelle est l a politique de gestion qui permet de maximer le pro-
fit ou de minimer le coftt, associé au processus. 
2 . L'utilisa tion de la théorie des cha înes de M8rkov pour 
l a description et l' analyse de phénomènes économiques, est de 
plus en plus envisagée et de nombreux trava ux y ont été consacrés 
ces dernières années. Pour un certain nombre de r aisons, le pas-
sage de l a théorie mathématique à l'applica tion empirique ne se 
f ait cependant que lentement. 
(1) Cet ensemble constitue un modèl e de simula tion. 
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Le ma~que d'homogénéité dans la terminologie r end cette thé-
orie peu claire et les relations qui existent entre celle-ci et 
d'autres théories mathématiques modernes (théorie des graphes, 
théorie des ensembles, algèbre de Boole, ••• ) ne sont que trop 
r a rement soulignées. Une recherche rigoureuse et synthétique de-
vrnit se faire dans ce sens. Si un tel effort bénéficierait l ar-
gement à l'économiste, il n'est toutefois pas de sa compétence 
immédiate. 
Un autre domaine d'élaboration scientifique en cette matiè-
re es t du ressort du atatisticien. D'une part, des méthodes d'es-
timation s atisfaisantes des pa r amètres et des t ests sta tistiques 
correspondants doivent être ét ablis. D'autre p2rt, le mntériel 
de base nécessaire à l' es timation des paramèt~es est souvent 
inexistant ou nettenent insuffisant. Nous songeons ici, particu-
lièrement, au modèl e de comportement du consommateur. Si, dans 
quelques pays, certaines s éries statistiques utilisables sont 
établies périodiquement ("consumer's panels"), i l ne s' agit là 
que d'exceptions. Un effort devrait être poursuivi dans ce sens, 
à l'initiotive dë s firmes elles-mêmes ou d'autres organismes pri-
vés. 
C' est toutefois, surtout, l'utilisation empirique elle-m~me 
qui permettra de dégager quelles sont los ressources et l es li-
mita tions de tels modèles. Il appar aît que c'est en tout premier 
lieu, par r apport à l'hypothèse d'homogénéité dans le t emps que 
l a validité d'une application doit être jugée. Nous avons souli-
gné à ID8 intes reprises que cette hypothèse n'est normal ement pas 
vérifiée dans l es modèles à moyen et long terme. Dans ces cas, 
il s' agira d'élaborer dos modèles plus complexes où les probabi-
lités de transition sont exprimées en fonction des différentes 
vari8bles économiques qui l es conditionnent. Qu'il s' agi s se de 
certa ins modèles microéconomiques, tel que celui du comportement 
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du consommateur, ou de modèles mcroéconomiques, c'est sans dou-
te dans ce sens qu'un effort doit être fait. Dans les modèles à 
court terme, où l'homogénéité dans le temps est une hypothèse 
simplifica trice r éaliste , il serait utile d'examiner dans quel-
le mesure il serait possible, premièrement de les perfectionner 
en ma rquant, pnr exemple, le pa ssage d'un univers discret à un 
univers continu, en second lieu d'étudier au-delà de l'interpré-
t ation onalytique qu'ils fournissent, leur puissance prévision-
nelle e t enfin de tâcher de l es utiliser conjointement avec d' au-
tres t echniquus de Reche rche Opérationnelle, ce qui permettra it, 
a u moyen des r ecoupements et des convergences des résult ats, 
d ' assurer des descriptions plus correctes du f ait économique. 
Uno autre orienta tion de 12 recherche devra it se f aire dans 
l e sens d'une ana lyse concernant l' opplicabilité de l a théorie 
dG s cha înes de Mnrkov et l' aménagement de celle-oi · dans les cas 
de matrices interrégionales de comptabilité, exprimées en flux 
relatifs, a insi que nous l' avons esquissé au chapitre 2, de ma-
trices input-output et d ' a utres présentations matricielles de 
phénomènes économiques essentiellement sous forme de matrices 
stochastiques. Il appar a ît tout d'abord, qu'une analyse struc-
turelle de telles matrices est f acilitée lorsqu'on utilise les 
propriétés des cha înes de Markov. Plus intéressante cependant 
serait l'analyse dynamique qui consisterait, par exemple, à se 
demander vers quelle structure sta tionnaire le système converge. 
Lo difficulté , dans ce cas, est double. Tout d' abord, certains 
él éments de ces m~trices sont nuls et doivent rester nuls de 
période en période . Ceci constitue une contrainte essentielle. 
Ensuite, l'hypothèse d'homogénéit é dans le temps des par amètres 
ne sero pas toujours une hypothèse r éaliste. Dans certa ins cas, 
toutefois, les ét apes du processus évolutif pourront être consi-
dér ées comme ét ont suffisamment courtes pour que cette hypothèse 
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puisse effectivement être f aite (modèles régionaux). Dans d' au-
tres C8 S, même si celle-ci n 'est pa s r éalisée, il peut être in-
t éressant de s avoir vers où évolue un système a ctuel, pour dé-
terminer de manière qualita tive ~t éventuellement m~me quanti-
t ative, l es mes1.µ" es politiques qui devront être prises afin de 
r éorienter l'évdlution du système vers l' ét a t final désiré. 
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