The Eyring-Stover survival theory has been applied to the kinetics of the distribution of intermitotic intervals of mammalian cells and by inference to the transition from the G, phase into DNA synthesis (S phase). The theory faithfully fits experimental data acquired by time-lapse cinemicrography of cloned HeLa cells in tissue culture and also suggests the existence of a labile initiator substance which mediates the G1-S phase transition. This theory provides an alternative to the transition probability model proposed by Smith In a previous report (1), we showed that the distribution of intermitotic intervals of mammalian cells in tissue culture could be described by a formalism identical to one derived by Eyring and Stover (2) for the kinetics of survival of populations. We developed this approach as an alternative to the transition probability model proposed by Smith and Martin (3) and Shields and Smith (4). Other alternative approaches have been reviewed in detail (ref. 5; also see ref. 6).
In a previous report (1), we showed that the distribution of intermitotic intervals of mammalian cells in tissue culture could be described by a formalism identical to one derived by Eyring and Stover (2) for the kinetics of survival of populations. We developed this approach as an alternative to the transition probability model proposed by Smith and Martin (3) and Shields and Smith (4) . Other alternative approaches have been reviewed in detail (ref. 5 ; also see ref. 6) .
At the time of our report, we had not explored the distribution of differences in the time of mitosis of sister cells. In the analysis of such data, the finding of an exponential in this distribution is the central argument in the random transition hypothesis. An explanation of the experimental findings of Shields and Smith with sibling pairs is a necessary condition for the further development of the proposed alternate model based on the Eyring-Stover formalism. In this paper, we show that our approach does indeed correctly predict the distribution of differences in the time of mitosis of sister cells.
The probability, f, that a critical event leading to mitosis does not occur prior to time t is given by f = (1 + ea(T)f-1 [1] The parameter r is the time interval after the division of the mother cell(s) when half the daughter cells have divided and is a measure of the state of the cell in response to its environment. The parameter a is the overall rate constant of the reactions leading away from the transition from G1 to S phase. The argument in the exponential term is determined by the rate of acquisition of a critical growth factor and the rate of inactivation of that factor, but other interpretations are possible.
From Eq. 1, the formula for the distribution of intermitotic intervals of sister cells can be derived (see Appendix) to be
where At is the time difference between the division of a sister cell and the division of its sibling. It For each experiment, a single exposure was made every 2 min for 5 days. Films were scored visually, and the frame number and pedigree of every cell division was recorded for up to seven generations. Four experiments, two with each of the chosen clones, were analyzed in detail. The experiments contained 405 (clone f8), 579 (c5), 648 (f8), and 781 (c5) mitotic events which resulted in 196, 269, 311, and 371 sister pairs, respectively. The third experiment was chosen for the illustrations in this paper, as it had the largest number of mitoses from f8, the more homogeneous clone. The frame numbers of the mitotic events were entered into a Zenith Z-90 microcomputer in a format that allowed calculation of the intermitotic intervals of the cells and also the time intervals between divisions of the sibling pairs. All data analysis was done on a Z-90 computer using FORTRAN (details available on request). Fig. 1 shows the basic observation of intermitotic intervals plotted to show the percentage of cells remaining undivided with time. Clearly the curve based on Eyring-Stover Eq. 1 fits the data more faithfully than a simple exponential. However, the fit is not perfect. In each of the four experiments, the a chosen arbitrarily to fit the majority of the cell divisions did not perfectly fit the early and late events. The failure of a perfect fit of this nature could be due to inhomogeneity in the cell population. However, it is shown below that 2379
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The publication costs of this article were defrayed in part by page charge payment. This article must therefore be hereby marked "advertisement" in accordance with 18 U.S.C. §1734 solely to indicate this fact. The fraction of cells remaining undivided as a function of the differences in the times of division of sister cells (Fig. 2 , curve A) may be approximated by an exponential as shown by Shields and Smith. However, there is a correlation between the intermitotic intervals of sister cells (see Fig. 3A ).
This must be taken into consideration because the derivation of the formula for the kinetics of sister intermitotic intervals contains the assumption of uncorrelated data. This is true of both the Shields and Smith approach and the derivation leading to Eq. 2. To eliminate the correlation between sister intermitotic intervals, the pairing of sister cells was changed in the following manner. Two columns were constructed, each row containing the mitotic times of a pair of sisters, where the first column contained the generation time of the earlier dividing sister cell and the second column contained that of the later dividing sister. The pairs in these columns were first randomly reversed so that the earlier-dividing sisters were equally divided in the two columns. Then one of the columns was shuffled vertically by exchanging each member with another by using a table of computer-generated nonrepeating pseudorandom numbers to make the changes. This completely removed the correlation between sisters (Fig. 3B) . Now, when the differences in the generation times of randomly created sister cells were plotted, an entirely different result was obtained, and it is clear that this sister intermitotic interval curve is not an exponential (Fig. 4) .
This finding led us to derive Eq. 2, by which the distribution of intermitotic times of sisters can be calculated from the a found in the Eyring-Stover formulation. Fig. 2, (Fig. 1) . a = 1.2 and X = 16.5 hr.
with the transition probability hypothesis of Shields and Smith.
The failure of the fit of the Eyring-Stover equation at both early and late times to the distribution of intermitotic intervals of HeLa cells shown in Fig. 1 could be caused by the correlation of the division times of sisters. The experimental data in fact consist of two similar populations (i.e., each cell and its respective sister). This necessarily causes distortion in the results. In order to evaluate the problem, the earlierdividing sisters of each sibling pair were selected and plotted exactly as before (see Fig. 4 ). It is evident that the fit is now within experimental error.
The following study was done in order to demonstrate more precisely the effect of the correlation of the sister mitoses on the distribution found when the percentage of sisters remaining undivided was plotted against time. One thousand hypothetical mitoses were generated by using the EyringStover equation (see Fig. 5 , curve A). These hypothetical intermitotic intervals were arranged in a column and randomized by using the same shuffling technique described above, where each item in the column was exchanged with another by using a set of 1000 nonrepeating pseudorandom numbers. The data were then paired by shifting alternate items into a second parallel column. This produced 500 artificial, uncorrelated, intermitotic intervals of sister pairs. Next, an artificial correlation was introduced into the data in the following way. One column of the two-column table of intermitotic intervals of sister pairs was manipulated by exchanging each member of the column with one further down the list that was closer in time to the member's sister in the opposite column (see Table 1 ). This process was repeated until the correlation coefficient reached 0.56, the approximate value found in the experimental data. As in the case of the HeLa cell data, this reproduced the straight line or artificial exponential (see Fig. 5, curve B (4)].
as the time-dependent plant uptake of phosphorus (8), plant growth as a function of salt concentration at different soil moistures (8) , plant decomposition (8) , soil denitrification (8), corrosion of metals (2) , survival of dogs after exposure to 239Pu (5) or 226Ra (9) , aging causeI by poisoning (2); accumulation of harmful products (2), and spreading infection (2) .
The theory also has been used to interpret data on the inci- Artificially generated sister pairs before and after rearranging col- dence of 21 types of human cancer (9) as well as other degenerative diseases (10) . When the theory is applied to the dynamics of cell division, the term "survival" in the Eyring-Stover sense applies to the survival of the G1 state. The transition from G1 phase to S phase defines the end of the G1 state and is formally analogous to nonsurvival in the Eyring-Stover sense. The time between the G1-S phase transition and mitosis is assumed to be a constant (11) .
The application of the theory to the survival of the G1 state agrees well with the experimental data. The theory suggests a biochemical basis for the G1-S transition that is compatible with other experimental data. The ability of a cell to accumulate a labile critical initiator substance is a plausible process that would result in Eyring-Stover dynamics (1). Schneiderman et al. (12) found evidence for such a process by using pulses of cycloheximide and measuring the resultant prolongation of the G1 phase. This finding has been further documented by Highfield and Dewey (13), by Tyson et al. (14) , and by Rossow et al. (15) , who estimated the half-life of the initiator protein to be about 2 hr in Swiss 3T3 cells. The last study has been extended to include simian virus 40-transformed 3T3 cells (16) , with the finding that the labile critical initiator had a greater stability in these cells. Campisi et al. (16) have speculated on the possibility that the initiator might be identical to the pp53 phosphoprotein which appears to be an initiator of DNA synthesis in several transformed and untransformed cell lines. Crawford et al. (17) have not found pp53 in HeLa cells, however.
Shields (18) noted that curves generated by randomly chosen "sister" cells do not yield exponential distributions of differences in generation times, but he did not find a mechanism to select a correlated population to reproduce the eyperimpntal result. We have found such a mechanism and demonstrated its applicability to the understanding of the kinetics of the Ga-S phase transition.
Brooks et al. (19) have extended the original Shields and Smith random transition hypothesis by postulating two random transitions to account for the responses of quiescent cells to stimulation by growth factors. However, these results can be explained by using the Eyring-Stover theory, which predicts that factors influencing T-a measure of the general state of the cell in response to its environmentwould change the length of the generation time, displacing the curve but not affecting the shape, which is determined by a.
By formally defining a = pk3 [3] and T = (pk3)-f[lnK-' -pln(kl/k2)], [4] we obtain an equation that is formally the same as the Eyring-Stover equation for nonsurvival. To obtain the equation for survival, we define f = 1 -g f = (1 + ea(-T))-l.
[5]
It should be noted that at t = 0, f < 1. In principle, the origin of the t axis should be when the first cell becomes committed to divide. For experimental convenience, however, t = 0 is arbitrarily chosen as the time when the mother cells divide. Consequently, the measured t equals the sum of the variable time between the end of the previous mitosis and the onset of S phase plus the constant time after that point until the daughter cell(s) divide. The deduced value of X is biased in the same way. Because Eq. 5 is determined solely by the difference between t and T, operationally this choice of t = 0 does not matter.
If we define B(At) to be the probability that the intermitotic time difference between sister cells is greater or equal to At, following the arguments of Shields (13), we can write B(At) = -2 I f(t + At) dt dt. Jo dt [6] Although this integral can be formally evaluated, the functional form is sufficiently complicated that little physical insight can be obtained from it. To obtain a simple analytical expression, the interval of the integral can be extended over the domain [-oo , oo] to yield B(At) = 2(1 -eaA)-2[1 + (aAt -1)eal]. [7] The extension of the limits of integration results in a maximum error of less than 10-3% in Eq. 7 = (1 + K-1 e-P In[PI)1- [1] If in addition, it is assumed that P is being formed at a rate k, and disappearing at a rate (k2 e-k3t)[P], we can write in analogy with the work of Eyring and Stover (2) on nonsurvival of populations that
