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ABSTRACT 
Gomory’s cutting-plane technique can be viewed as a recursive procedure for 
proving the validity of linear inequalities over the set of all integer vectors in a 
prescribed polyhedron. The number of rounds of cutting planes needed to obtain all 
valid linear inequalities is known as the rank of the polyhedron. We prove that 
polyhedra featured in popular formulations of the stable-set problem, the set-covering 
problem, the set-partitioning problem, the knapsack problem, the bipartite-subgraph 
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problem, the maximum-cut problem, the acyclic-subdigraph problem, the asymmetric 
traveling-salesman problem, and the traveling-salesman problem have arbitrarily high 
rank. In particular, we prove conjectures of Barahona, GrGtschel, and Mahjoub; 
Chvhtal; GrGtschel and Pulleyblank; and Jiinger. 
1. INTRODUCTION 
How do you certify that there are no k pairwise nonadjacent vertices in a 
prescribed graph? How do you certify that there is no acyclic subgraph with 
k arcs in a prescribed directed graph? How do you certify that there is no 
tour of length at most k in a prescribed instance of the traveling-salesman 
problem? One way is to first state the problem as an integer linear-program- 
ming problem and then solve it by a cutting-plane algorithm of the kind 
designed by Gomory (1958, 1960, 1963): like all algorithms, the cutting-plane 
algorithm must provide a certificate when it solves the problem. The subject 
of this paper is the structure of the cutting-plane certificates for several 
popular formulations of combinatorial optimization problems. Our results 
state that, for certain instances of these formulations, all cutting-plane certifi- 
cates must be complex in a sense. 
To make this statement more precise, consider a polyhedron P in the 
ndimensional Euclidean space R”; as usual, let Z” denote the set of all 
vectors in R” all of whose components are integers; in addition, set 
P’= { xEP:a’x<bwheneveraEZ”, bEZ, 
andmax{aTx:xEP) <b+l). 
Trivially, P nZ” c P’; if we define PC” = P and, recursively, 
p(i) = (pCj-l))f 
for all positive integers j, then P nZ” c P(i) for all nonnegative integers j. 
Hence, letting Pr denote the convex hull of P nZ”, we have PI G P(j) for all 
nonnegative integers j. 
THEOREM 1.1. For every bounded polyhedron P there is a nonnegatioe 
integer j such that P(j) = PI. 
The validity of Theorem 1.1 follows from Gomory’s own analysis of his 
cutting-plane algorithms; an alternative proof was given by ChvAtal (1973b). 
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As pointed out by Schrijver (1980) the assumption that P is bounded cannot 
be dropped: for instance, if c is an irrational number and P in R2 is defined 
by x2 = cxi, then P (j) = P for all j but PI includes only the origin. However, 
Schrijver (1980) also proved that this assumption can be replaced by another: 
rather than assuming that P is bounded, we may assume that P is rational 
(that is, P consists of all solutions of some system Ax Q b of linear inequalities 
such that all entries of A and b are integers). 
THEOREM 1.2. For every rational polyhedron P there is a nonnegative 
integer j such that P(j) = P,. 
Incidentally, Theorem 1.1 follows easily from Theorem 1.2. 
The rank of a polyhedron P is the smallest j such that P(j) = P,. Our 
results provide lower bounds on the rank of polyhedra featured in popular 
formulations of 
(1) the stable-set problem (Theorems 3.2 and 3.3) 
(2) the setcovering problem (Theorem 3.4) 
(3) the set-partitioning problem (Theorem 3.5) 
(4) the knapsack problem (Theorem 3.6) 
(5) the bipartite-subgraph problem (Theorem 4.1) 
(6) the maximum-cut problem (Theorem 4.3) 
(7) the acyclic-subdigraph problem (Theorem 5. l), 
(8) the asymmetric traveling-salesman problem (Theorem 8.1) 
(9) the traveling-salesman problem (Theorems 8.3 and 8.4). 
In particular, we prove conjectures of Barahona, Griitschel, and Mahjoub 
(Theorem 4.1) Chvatal (Theorem 8.3) Grijtschel and Pulleyblank (Theorem 
8.5) and Jiinger (Theorem 5.5), and answer a question of Schrijver 
(Theorem 3.3). 
We still have not explained the relationship between the rank of polyhe- 
dra and the complexity of cutting-plane certificates; discussion of this rela- 
tionship is postponed till Section 6, where cutting-plane proofs will be 
defined. 
We close the present section with a few comments on terminology and 
notation. 
Let P be a polyhedron in R”, and let aTx < b be an inequality valid over 
P nZn. The depth of this inequality relative to P is the smallest d such that 
aTx < b is valid over Pcd). Thus the rank of P is the maximum depth, relative 
to P, of an inequality valid over P nZn. In fact, our lower bounds on the 
rank of P are typically presented by exhibiting an inequality valid over 
P n Z” and establishing a lower bound on its depth relative to P. 
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We let Z, denote the set of all nonnegative integers. Whenever conve- 
nient, we ignore the artificial distinction between real vectors with compo- 
nents subscripted by elements of a finite set V on the one hand and mappings 
from V to R on the other hand; we let R”denote the set of these objects (and 
similarly for Z” and Z”,). We let e denote the vector with all components 
equal to 1 (and length understood from the context), and we let e denote the 
base of natural logarithms 2.71828.. . ; to avoid overworking this letter, we let 
the mnemonic h denote a typical edge of a graph. Each edge of an 
undirected graph is a set of two vertices; thus, for instance, the statement 
“edge h has precisely one endpoint in the set W .’ can be recorded as 
“ (h n W) = 1”. All three expressions 
C 'i> c(x,:i~S), and x(S) 
iss 
have the same meaning and are used interchangeably. The natural logarithm 
of t is In t, and the binary logarithm of t is log, t. As usual, ltl and It 1 denote 
t rounded down and up, respectively, to the nearest integer. 
2. FOUR LEMMAS 
Our first lemma will be used four times in the following three sections. It 
guarantees that certain points lie in P (j) for all small values of j. These points 
are on the half line that starts at a point u in P and goes in the direction 
opposite to a vector v. 
LEMMA 2.1. Let P be u rational polyhedron in R”; let u and v be points 
in R”; let m,, m2,. . , md be positive numbers; write 
.Ci) = u _ (j=O,l,..., d). 
i’f u E P and if, for all j = 1,. . . , d, every inequality aTx < b valid over 
P flZ” with a E Z” and aTv -C mj satisfies aTx(j) G b, then x(J) E P(j) for all 
j=O,l d. >..., 
CUTTINGPLANE PROOFS 459 
Proof. By induction on j; note that x(O) = u and that u E PC’) by 
assumption. Now assume that x(j- ‘) E P(j- ‘) for some positive integer j not 
* exceeding d. If x(j) @ P(j) then a x (j) > b for some a and b such that 
aEZ”, bEZ, and max{a*x:xEP(j-‘j} <b+l. (2.1) 
Hence we only need show that a x * (j) G b whenever (2.1) holds. For this 
purpose, we may assume that aTv >, mi (otherwise the desired conclusion is 
guaranteed by assumption). Since a*x < b + 1 is valid over P(j-‘), we have 
a*x(j) = aTX(j-l) - ;a*, < (b + 1) _ 1= b, 
1 
as claimed. n 
On several occasions, we shall establish a lower bound on the rank of a 
polyhedron T indirectly, by transforming another polyhedron S into a subset 
of T. Lemma 2.3 spells out conditions which are sufficient to guarantee that 
the rank of T is at least the rank of S. The first part of the argument will be 
used on its own twice in Section 8; we set it out separately a$ Lemma 2.2. 
LEMMA 2.2. Let C be an integer matrix of size t x s, and let d E Z’; let 
f: R” + R” be defined by f(x) = Cx + d; let S be a polyhedron in R”, and let T 
be a polyhedron in Rt. If f(S) G T then 
f( S”‘) _c T(') (2.2) 
for all nonnegative integers i. 
Proof. By induction on i; note that (2.2) with i = 0 holds by assumption. 
Now assume that (2.2) holds for some nonnegative integer i, and consider an 
arbitrary x* in Scicl); we need only show that f(x * ) E T(‘+‘). Since x* E S(j), 
we have f(x*) E T(‘) b y (2.2); hence our task reduces to showing that 
a’f(x*) < b whenever a E Z’, b E Z, and 
ma.x{a*y:yET(‘)} <b+l. 
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The last inequality combined with (2.2) guarantees that 
max{a*(Cx+d) :xES’)} <ht-1; 
since C and d are integral, it follows that 
max{ar(Cx+d):x E S”+“} <h; 
in particular, aTf(x*) 6 b. W 
LEMMA 2.3. Let the assumptions of Lemma 2.2 hold; in uddition, let f 
be one-to-one and let f(S r‘l2’) 2 T f’ Z'. Then the rank of 1’ is ut least the 
rank of S. 
Proof. Since f(S f? Z’) > T n Z ‘, and f is a one-to-one linear function, 
we have 
f’(TJ -cs,. (2.3) 
Now let r be the rank of S; we only need show that the rank of T is at least 
r. If r = 0, then the desired conclusion is trivial; if T > 0, then there is a point 
x in 9-i) - S, and (2.2), (2.3) guarantee that f(x) E T”-‘) - TI. w 
Recall that a face of a polyhedron P is the intersection of P with a 
hyperplane {x : arx = b } such that 
b=max{arx:xEP}. 
LEMMA 2.4. Zf S is a face of T, then the rank of T is at least the rank 
OfS. 
Proof. Since S 5 T, we have trivially 
s(i) _C T(i) for all nonnegative integers i. (2.4) 
In addition, we claim that 
SnT,cS,. (2.5) 
TO justify (2.5), consider an arbitrary x in S n TI. By definition, x is a convex 
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combination of points x(i),x@), . . . ,xck) in T n Zn. Since aTx = b and arxci) < b 
for all i we must have arx(j) = b for all i. To put it differently, xti) E S for all 
i, and sb x ES,. 
The rest is straightforward. Let T be the rank of S; we only need show 
that the rank of T is at least r. If r = 0 then the desired conclusion is trivial; 
if r > 0, then there is a point x in S (r-l) - S, and (2.4), (2.5) guarantee that 
x E T(‘- 1) - T1. n 
3. STABLE SETS, SET COVERING, SET PARTITIONING, AND THE 
KNAPSACK PROBLEM 
Let G be an undirected graph with vertex set V; let C denote the family 
of all cliques in G; let P denote the polyhedron in R” defined by 
x(C) < 1 forallCinC, 
(3.1) 
x,>o for all 0 in V. 
The problem of maximizing a linear function over P nZ” is known as the 
maximum-weight stable-set problem, and P, is called the stable-set polytope 
of G. (These terms are explained by observing that an integer vector belongs 
to P if and only if it is the incidence vector of a set of pairwise nonadjacent 
vertices; such sets are called stable.) The stable-set polytope has been studied 
by Chvatal (I973b, 1975), Padberg (1973, 1977), Nemhauser and Trotter 
(1974), Trotter (1975), Wolsey (1976), Balas and Zemel (1977), Boulala and 
Uhry (1979), Ben Rebea (1981) Giles and Trotter (1981), Fonlupt and Uhry 
(1982), Sbihi and Uhry (1984), and Gerards and Schrijver (1986). 
Our first task in this section is to show that the rank of (3.1) may increase 
as fast as a linear function of the number of vertices of G [the lower bound 
established previously by Chvatal (197313) is only logarithmic in the number 
of vertices]. We begin with a lemma, in which a(G) stands for the largest 
number of pairwise nonadjacent vertices in G. 
LEMMA 3.1. Let G be a graph with n vertices and let k, s be positive 
integers. If k < s and if every subgraph of G with s vertices is kcolorable, 
then the depth of eTx < a(G) relative to (3.1) is at least 
n 
“In- 
k ka(G) * 
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we only need show that x(j) E P(j) for all j: if j < (s/k)ln[ n/ka(G)] then 
s j 
eTx(j) = !t _ 
i i k s+k 
2 fe-jkls> a(G) 
To show that x(j) E P(j) for all j, we only need verify the assumptions of 
Lemma 2.1 with 
1 
u=-e, 
k 
v = e, 
Since G contains no clique with more than k vertices, we have u E P. Now 
consider an arbitrary inequality aTx < b valid over P n Z” and such that 
aEZV, aTe < mi; we only need to verify that aTx(j) ,< b. For this purpose, 
note that 
b>max{aTx:xEPnZV} zkmax{ c a,:ISl<s). (3.2) 
iGS 
We may assume that aTe > 0 (otherwise aTx’l’ < 0 and we are done, as b > 0); 
if a has at most s positive components, then (3.2) implies h >, (l/k)a?k > 
aTx(j); if a has at least s positive components, then (3.2) implies 
THEOREM 3.2. There are a positive integer c, a positive number E, and 
arbitrarily large graphs G such that G has n vertices and cn edges and the 
depth of eTx < a(G) relative to (3.1) is at least en. 
Proof. Erdiis (1962) proved that for every positive t there are a positive 
integer c, a positive number 8, and arbitrarily large graphs G such that G 
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has n vertices and cn edges, a(G) < tn, and every subgraph of G with at 
most Sn vertices is 3-colorable. (In fact, he proved that for all sufficiently 
large n, at least 99% of all graphs with n vertices and cn edges have the last 
two properties.) Any t smaller than i will do for our purpose: we only need 
set k = 3 and s = l&l in Lemma 3.1. n 
A graph is called claw-free if it does not contain three pair-wise nonadja- 
cent vertices with a common neighbor. Giles and Trotter (1981) gave 
examples of claw-free graphs G such that (3.1) has rank at least two; 
Schrijver asked whether this lower bound can be replaced by arbitrarily large 
numbers; our next theorem provides an affirmative answer. 
THEOREM 3.3. There are arbitrarily large graphs G such that G has n 
vertices, a(G) = 2, and the depth of eTx < 2 relative to (3.1) exceeds i In n. 
Proof. Erdiis (1961) has proved that there are a positive c and arbitrar- 
ily large graphs G such that G has n vertices, o(G) = 2, and every clique in 
G has at most c&2 In n vertices. We only need apply Lemma 3.1 with k 
equal to the largest number of vertices in a clique G and with s = k + 1. m 
As we shall observe later (Theorem 9.1) the lower bounds of Theorem 3.2 
and 3.3 cannot be improved beyond a constant factor. 
Next let A be a zero-one matrix of size m X n, and let P denote the 
polyhedron in R” defined by 
The problem of minimizing a linear function over P n Z n is known as the 
set-couering problem, and P[ is called the set-covering polytope. (These terms 
come from interpreting the jth column of A as the incidence vector of a 
subset Sj of the “ground set” { 1,2,. . . , m }, and calling a set J of subscripts a 
cover if the union of all Sj with j E 1 is the ground set.) The set-covering 
polytope has been studied by Balas (1980), Balas and Ng (1985), Sassano 
(198!5), and Cornuejols and Sassano (1986). Our objective is to show that the 
rank of (3.4) may increase as fast as a linear function of the number of 
positive entries in A. 
THEOREM 3.4. There are a positive number E and arbitrarily large 
zero-one matrices A of size m X n such that m > n, each row of A has 
precisely two ones, and the polyhedron defined by (3.4) has rank at least em. 
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Proof. Given a graph G, consider the transpose A of the incidence 
matrix of G: rows of A correspond to edges of G, columns of A correspond to 
vertices of G, and each row of A is the incidence vector of the corresponding 
edge of G. Let S denote the polyhedron defined by (3.1), and let T denote 
the polyhedron defined by (3.4); let f: RV + RV be defined by f(x) = e - x. 
The desired conclusion follows from Lemma 2.3 and Theorem 3.2. n 
Now let A be a zero-one matrix of size m x n, and let P denote the 
polyhedron in R” defined by 
Ax = e, OdxGe. (3.5) 
The problem of minimizing a linear function over P nZ” is known as the 
set-partitioning problem, and PI is called the set-partitioning polytope. (These 
terms come from interpreting once again the jth column of A as the 
incidence vector of a subset Sj of the “ground set” { 1,2,. . . , m }, and calling 
a set J of subscripts a partition if the sets Sj with j E J are pairwise disjoint 
and their union is the ground set.) The set-partitioning polytope has been 
studied by Balas (1977), Johnson (1980), and others, Again, our objective is to 
show that the rank of (3.5) may increase as fast as a linear function in the 
number of positive entries in A. 
THEOREM 3.5. There are a positive constant E and arbitrarily large 
zer-one m&rices A of size m x n such that m < n < 2m, each row of A 
has precisely three ones, and the polyhedron defined by (n.5) has rank at 
least Em. 
Proof Given a zero-one matrix A of size m X n such that Ae = 2e, let S 
denote the polyhedron in R” defined by (3.4), let T denote the polyhedron in 
R”+” defined by 
Ax+y=e, O<x<e, OGyGe, 
and define f: R” + R”+” by 
ftx> = [ kLxe] ’ 
The desired conclusion follows from Lemma 2.3 and Theorem 3.4. n 
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Finally, let a be a vector in Z: and let b be an integer; let P be the 
polyhedron in R” defined by 
aTx<bb, O<x=ge. (3.6) 
The problem of maximizing a linear function over P n Z n is known as as 
the zero-one knapsack problem, and PI is called the knapsack polytope. The 
knapsack polytope has been studied by Balas (1975) Hammer, Johnson, and 
Peled (1975), Padberg (1975), Wolsey (1975) Balas and Zemel (1978), 
Johnson (1980), Hammer and Peled (1982), and others. We are going to show 
that the rank of (3.6) may increase as fast as a linear function of the number 
of variables even when b and the components of a are relatively small. 
THEOREM 3.6. There is a positive constant E such that, for arbitrarily 
large n, there are a vector a in Z: and a positive integer b with the 
following properties: each component of a as well as b is less than 4”, and 
the rank of the polyhedron defined by (3.6) is at least en. 
Proof. By Lemma 2.4, we only need prove a modified statement, where 
the polyhedron defined by (3.6) is replaced by the polyhedron defined by 
aTx = b, OGx<e. (3.7) 
Given a zero-one matrix A consisting of rows a(‘), ac2’, . . . , a(*’ such that each 
a”) has precisely three ones, define 
m-1 “1 - 1 
aT= C 4’a(‘+‘), b= c 4’. 
i=O i=O 
Let S denote the polyhedron (3.5), and let T denote the polyhedron (3.7). 
Since aTx = b is a linear combination of Ax = e, we have S c T. Hence we 
only need prove that 
T nZ" G S nZ", (3.8) 
for then the desired conclusion will follow from Lemma 2.3 [with f(x) = x] 
and Theorem 3.5. To prove (3.Q consider an arbitrary x in T n Z”: we have 
m-1 m-l 
C (a(i+1)x)4i = C 4’. 
i=O i=O 
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Since each a(‘+ r) has precisely three ones, each a(‘+‘)~ is one of the integers 
0,1,2,3; since the 4ary expansion of any nonnegative integer is unique, we 
concludethata”“)x=lforall i=O,l,..,, m-1,andsoxESnZ”. n 
Let us conclude this section with another look at the stable set polytope. 
Consider an undirected graph G with vertex set V; for each subset S of V, let 
a(S) denote the largest number of pairwise nonadjacent vertices in S; let P 
denote the polyhedron in R”defined by 
x(S) <a(S) for all subsets S of V, 
(3.9) 
X, > 0 for all v in V. 
Obviously, Pr is the stable-set polytope of G. Even though (3.9) approximates 
the stable-set polytope better than (3.1) does, the rank of (3.9) can still exceed 
any constant. 
THEOREM 3.7. There are a positive constant c and arbitrarily large 
graphs G with n vertices such that the rank of (3.9) exceeds c( n/In n )r/‘. 
Proof. To construct G, let p, denote the kth prime; for an arbitrary but 
fixed positive integer m, take pairwise disjoint sets V,, V,, . . . , V,,, such that 
IV,( = 2p, + 1 for all k, and let V denote the union of these sets. Then let 
each V, induce a chordless cycle of length 2p, + 1, and make every two 
vertices in distinct sets V, adjacent. [The same construction has been used by 
Chvatal, Garey, and Johnson (1978) for a different purpose.] 
Now write b = p,p, . . . p, and ak = b/p, for all k. On the one hand, it 
is not difficult to see that 
c a,x(x,,: v E Vk) < b 
k=l 
defines a facet of PI, and so it (or its positive multiple) must be induced in 
every system of linear inequalities that defines P{. On the other hand, 
Remark 1 after Theorem 10 in Cook, Gerards, Schrijver, and Tardos (1986) 
guarantees that P(j) can be defined by a system of linear inequalities with 
integer coefficients whose absolute values do not exceed nj. Hence the rank 
of P is at least (lna,)/(lnn). 
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Finally, observe that a, = $b > fm! > i(m/e)“, and so In a 1 > elm In m 
for some positive constant ci. The prime-number theorem asserts that p, - 
kln k, and so 
m n, m 
n= c (2p,+l)<c, c klnk<c,Inm c k<c3m21nm 
k=l k=l k=l 
. 
for some positive constants c,, cs. Hence m > cq( n/in n)‘/’ for some positive 
constant cd, and the desired result follows. n 
4. THE BIPARTITE-SUBGRAPH PROBLEM 
AND THE MAXIMUM-CUT PROBLEM 
Let G be a complete graph with vertex set V and edge set E; let 0 
denote the family of all odd circuits in G; let P denote the polyhedron in RE 
defined by 
x(C) G ICI - 1 forallCin0, 
(4.1) 
O,<X,,<l for all h in E. 
The problem of maximizing a linear function over P n Z E is known as the 
bipartite-subgraph problem, and PI is called the bipartite-subgraph polytope. 
(These terms are explained by observing that an integer vector belongs to P 
if and only if it is the incidence vector of a bipartite subgraph of G.) The 
bipartite-subgraph polytope has been studied by Barahona, Griitschel, and 
Mahjoub (1985) and Gerards (1985). In particular, Barahona, Grotschel, and 
Mahjoub (1985) conjectured that, for each complete subgraph H of G such 
that H has 2k + 1 vertices, the depth of the inequality 
x(H) < k(k +l) (4.21 
relative to (4.1) grows linearly with k. We shall prove this conjecture. 
Straightforward induction on k shows that the depth of (4.2) relative to (4.1) 
relative to (4.1) is at most k - 1; the lower bound is provided by the 
following theorem. 
THEOREM 4.1. The depth of (4.2) relative to (4.1) is at Zeast $(k - 1). 
In order to prove this theorem, we first establish an auxiliary result. 
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THEOREM 4.2. Let (V, E) be a complete graph, and Zet a: E --) Z be a 
function; write m = a(E). Zf m > 0, then there is a subset S of V such that 
x(a(h):hEE, IhnS[=l)>~+/~]1’2-~. (4.3) 
Proof. Write n = [VI; we shall proceed by induction on n and distin- 
guish between two cases. 
Case 1: a(h*) < 0 for some h*. In this case, we identify the two 
endpoints of h* and use the induction hypothesis. Formally, let u and v be 
the two endpoints of h*, and let w be a point outside V; define 
v*=(v- {u,u})u{w}, 
E*= {h:hc_V*, [h/=2}, 
a*(h) =a(h) whenever h E E IT E * , 
a*(wx)=a(ux)+a(ux) whenever x E V* , x f w, 
m* = m - a( uv). 
By the induction hypothesis, there is a subset S of V* such that 
C(a*(h):hEE*, \hnSj=l)>~+(~]“‘-~. (4.4) 
Without loss of generality, we may assume that S c V (to put it differently, 
1~; G S); now the left-hand side of (4.4) equals the left-hand side of (4.3). As 
m* > m, the right-hand side of (4.4) is at least the right-hand side of (4.3). 
Case 2: a(h) 3 1 for all h. In this case, averaging over all subsets S of 
V such that 1st = 1 n/2], we observe that at least one of them satisfies 
C(a(h):hEE, (hnSI=I)> (4.5) 
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Since 
we have 
ma 
( 1 ; 
and na2, 
m_j~)*‘2=[(~)1’2-(g2]2-~ 
2n 
>[(~)‘/‘-(IL_)l~2jl-~, 2, 
and so the right-hand side of (4.5) is at least the right-hand side of (4.3). 
Proof of Theorem 4.1. Writing 
1 x(j)=: l+- e 
i 1 4j+3 ’ 
we only need show that x(j) E P(j) for all j: if j < +( k - 1) then 
To show that x(j) E P(j) for all j, we only need verify the assumptions of 
Lemma 2.1 with u = ie, v = e, and mj = i(4j +3)(4j - 1). It is easy to see 
that u E P. Now consider an arbitrary inequality aTx < b valid over P I-I Z E, 
and such that a E ZE, aTe < mj for some j; we need only verify that 
aTx(j) < b. For this purpose, we may assume that aTe 2 1 (else aTx(j) < 0 and 
we are done, as b >, 0). Now write 
A= 4j +3, B = [(4j +3)(4j - l)]““, 
and observe that 
A + B > 2B = (8mj)1’2, 
4j+3 14 
A-B,<2- 
4j +l 
< 5 < S112 
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[here we use the inequality 1 - (1 - t )‘I2 < t/(2 - t ) with t = 4/(4j + 3)]. 
Since 1 ,< aTe < mj, we conclude that 
[ (Sare)“” - A - B] [ (8aTe)“” - A + B] < 0; 
that is, 
2a’e - (4j +3)(2a?k)1’2+ (4j +3) < 0. (4.6) 
Finally, Theorem 4.2 guarantees that 
this bound combined with (4.6) yields 
and the proof is completed. q 
Now let P denote the set of all ordered pairs (B, C) such that C is (the 
edge set of) a circuit in G and B is a subset of C such that (BI is odd; let Q 
denote the polyhedron in RE defined by 
x(B) - x(C- B) < IB( - 1 for all (B, C) in P, 
(4.7) 
o< X}, < 1 for all h in E. 
The problem of maximizing a linear function over Q n Z’, is known as the 
maximum-cut problem, and QI is called the cut polytope. (These terms are 
explained by observing that an integer vector belongs to Q if and only if it 
intersects each circuit in G in an even number of edges, and thus it is the 
incidence vector of a set of all the edges that have precisely one endpoint in 
some fixed subset S of V; such sets of edges are called cuts.) The cut 
polytope has been studied by Barahona and Mahjoub (1986). 
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THEOREM 4.3. The depth of (4.2) relative to (4.7) is at least i( k - 1). 
Proof. Identical with the proof of Theorem 4.1, except that Q is 
substituted for P. n 
5. THE ACYCLIC-SUBDIGRAPH PROBLEM 
Let G be a complete directed graph with vertex set V and edge set D (so 
that D consists of all ordered pairs of distinct elements of V); let C denote 
the family of all (edge-sets of) directed circuits in G (including directed 
circuits of length two); let P denote the polytope in RD defined by 
x( c> < ICI - 1 forallCinC, 
(5.1) 
O<x,,<l for all h in D. 
The problem of maximizing a linear function over P r~ ZD is known as the 
acyclic-subdigraph probkm, and PI is called the acyclic-subdigraph poly- 
tape. (These terms are explained by observing that an integer vector belongs 
to P if and only if it is the incidence vector of an acyclic subdigraph of G.) 
The acyclic-subdigraph polytope has been studied by Grijtschel, Jiinger, and 
Reinelt (1985). 
In our next theorem, as elsewhere in this paper, we let n stand for IV\. 
THEOREM 5.1. For all sufficiently large n, the rank of the polytope 
defined by (5.1) exceeds 10-8n3/2. 
Before proving this theorem, we shall establish three auxiliary results. 
There, as usual, IIxllt, denotes the Idnorm of a vector x. 
LEMMA 5.2. For every integer matrix consisting of rows a’, a’, . . . , a’ and 
columns b’ b2 > p.s.9 b”, we have 
,~lll~iI12 + 5 Ibill 2 
j=l 
3/4 
. 
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Proof First, let us show that 
i~lllail12+ 2 IlW2 2 k-“’ i lIbilll+ k Ilbjlli'2 
j=l j=l j=l 
for all k = 1,2,. . . , s. For this purpose, let 5’ denote the vector consisting of 
the first k components of a’. Since JJxJJa 2 kp’/2)lxl)l whenever x E Rk, we 
have 
Now observe that llxlla > IIxI(:/~ whenever x E Z’. 
We shah complete the proof of the Lemma by justifying the following 
claim: for every nonincreasing sequence cl, c2,. . . , c,~ of nonnegative reals 
there is a subscript k such that 1~ k < s and 
k-“2 ; cj+ t c”‘~,, 
j=l j=l ’ 
This will be done by induction on s. Writing d = Cislcj, note that c, < d/s. 
Hence we may assume that cs < d ‘I2 (for otherwise the desired conclusion 
holds with k = s). By the induction hypothesis, there is a subscript k such 
that 16 k ,< s - 1 and 
j=l j=l 
Hence we only need show that 
(d - c~)~‘~+ c,“~ 2 d3/“. 
This inequality follows from observing that 
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and that 
n 
LEM~ 5.3. Let n be a positive integer, and let [n] denote the set 
{1,2,..., n >. For all x in R”, we have 
2-nC(Ix(S)l: S c [n]) >, 2-3’2\1x1)2. (5.2) 
Proof. We shall rely on the inequality 
2-nC(jx(S)-~([n] -S)J:SC [n])>2-'/2~1~1~2, (5.3) 
proved by Szarek (1976); see also pp. 138-139 in Devroye and Gyijrfi (1985). 
To derive (5.2) from (5.3), we only need observe that 
and use the inequality la\+ Jbj > Ia + bJ with a = x(S), b = - x([n] - S). n 
An oriented graph is a directed graph H such that, for each pair of 
distinct vertices v, w of H, at most one of VW, WV is an edge of H. 
THEOREM 5.4. Let H be an oriented graph with vertex set V and edge set 
E; kt a: E -+ Z be a function; write m = a(E), lf m > 0, then there is an 
acyclic subset E* of E with 
a( E*) >, irn + &m314. 
Proof. Extend the domain of a to V X V by writing a(vw) = 0 when- 
ever VW 4 E; for each ordered pair v, w of vertices of H, write 
x’(w)=a(vw)-a(wv); 
for each vertex v of H, let x” denote the vector with components x”(w). 
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Applying Lemma 5.2 to the skew-symmetric matrix with columns x“, we find 
that 
(5.4) 
By Lemma 5.3, we have 
for all t?; now (5.4) guarantees that 
c C(lx”(S)I:S_cV- {"})~2"-"-"(2nr):1'". 
DEV 
Hence there is a set S such that 
It follows that there is a subset R of V - S such that 
To put it differently, there are disjoint subsets R, S of V such that 
switching R and S if necessary, we may assume that 
a(R x S) - a(S x R) 2 &m3,‘4. (5.5) 
The rest is routine. Each linear order < on V defines an acyclic subset 
E’ of E: set UD E E” if and only if uo E E and u < O. Clearly, there is a pair 
of linear orders on V such that, for any pair U, o of distinct vertices, we have 
u<v inbothorders ifandonlyif u~R, UES. 
If E:, Eg denote the two acyclic subsets of E defined by these two orders, 
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then trivially 
u(E:)+a(E,O)=a(E)+a(RxS)-a(SxR); 
now (5.5) guarantees that at least one of Ey, Eg has the property required 
of E*. n 
A tournament is a directed graph W such that, for each pair of distinct 
vertices v, w of H, precisely one of VW, WV is an edge of H. Spencer (1971) 
proved that, for some positive constant c, every tournament with n vertices 
contains an acyclic set of at least 1 2 i 
( 1 
+cn 3/2 edges. Note that this theorem 
is a special case of Theorem 5.4; conversely, our proof of Theorem 5.4 relies 
in part on the ideas used by Spencer. 
Proof of Theorem 5.1. Spencer (1980) proved that, for some constant c 
and for ail sufficiently large n, there is a tournament in which every acyclic 
set of edges has size at most 
i 
i 1 
i + cn312; 
subseqently, de la Vega (1983) proved that we may set c = 1.73. (In fact, 
both Spencer and de la Vega proved that a randomly chosen tournament is 
very likely to have the property.) Let v be the incidence vector of the edge 
set of such a tournament. Writing 
we need only show that x(j) E P(j) for all j: if j 6 10-8n3/2 then 
and so x(i) G P,. 
Lemma 2.1 with u = FV :nd 
To show that x(j) E P J) for all j, we need only verify the assumptions of 
2 
3 
mj = 
3(3i”j + 8)1’3(310( j - 1) + 8)1’3 
(31°j + 8)1’3 - (3i”( j - 1) + S)‘/” ’ 
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Let us note at once that 
(31Oj + sy3 - [3y j - 1) + 81 1’3 > 39(31Oj + 8) - 2’3, 
and so 
mj < 3-8(3’Oj +8)[31°(j - 1)+8]1’3 < 3-“(31°j +8)? 
hence 
$ (3”j + 8) _ 1’3 < &rnJ 1/4. (5.6) 
Obviously, u E P. Now consider an arbitrary inequality aTx < b valid over 
P fl ZD and such that a E ZD, aTv < mi; we only need verify that aTx(j) < b. 
If aTv < 0 then aTx(j) < 0 and we are done as b > 0; if J’v > 0 then 
2x(j) < (+ + &mj1j4)aTv < iaTv+ &(arv)“‘” < b 
by (5.6) and Theorem 5.4. H 
Finally, let si, ti (i = 1,2,. . , k) be distinct points in V; let v denote the 
incidence vector of the set of the k edges si, t,, and let w denote the 
incidence vector of the set of the k(k - 1) edges tisj for which i + j. It is 
easy to see that the inequality 
(v+~)~x<k(k-1)+1 (5.7) 
is valid over P n Z D; this inequality was introduced by GrMschel, Jiinger, and 
Reinelt (1985) under the name of “simple k-fence inequality”. [Actually, 
Grotschel, Jiinger, and Reinelt proved that (5.7) defines a facet of PI; 
however, this fact is irrelevant to our discussion.] Jiinger publicized (but 
never published) the conjecture that the depth of (5.7) relative to (5.1) tends 
to infinity with k; we are about to prove this conjecture. 
THEOREM 5.5. The depth of (5.7) relative to (5.1) is at least log, k - 1. 
Proof. Writing 
x(j) = w+2-(j+Ll V, 
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we need only show that x(j) E I’(j) for all j: if j < log, k - 1 then 
(w+v)TX(i)=WTW+2-(~+1Wv= k(k-1)+2-(j+r)k> k(k-l)+l, 
and so x(j) fails to satisfy (5.7). 
To show that x(j) E I’(j) for all j, we need only verify the assumption of 
Lemma 2.1 with u = w + iv and mj = 2j+‘. Obviously, u E P. Now consider 
an arbitrary inequality aTx < b valid over P n ZD and such that a E Z D, 
aTv < mj; we need only verify that aTx(j) < b. If arv < 0 then let d be the 
zero vector; if aTv > 0 then let d be the incidence vector of any single edge 
siti such that a(~&,) > 1. In either case, w +d E P n ZD, and so 
aTx(j)=aTw+ ‘arv <ar(w+d) < b, 
mi 
as desired. W 
The lower bound of Theorem 5.5 can be improved to [log, (k - 1)l; for a 
proof, see Hartmann (1988). Straightforward induction on k shows that this 
improved bound is best possible. 
6. CUTTINGPLANE PROOFS 
Arguments of this section rely on the duality theorem of linear program- 
ming in the following strong form: if a system Ax < b of linear inequalities in 
n variables has a solution and if each of its solutions satisfies a linear 
inequality cTx < d, then there is a nonnegative vector y with at most n 
positive components such that y TA = cT and yTb < d. 
Let m and M be positive integers; let 
a:x < bi (i=1,2 ,..., m), (6.1) 
a:x < bi (i=m+l,m+2,m+M) (6.2) 
be sequences of linear inequalities in n variables such that a i E Z * whenever 
m<i<m+M;let 
Wik (m<i,<m+M, l,<k<i) (6.3) 
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be nonnegative numbers such that 
t-1 
a, = 1 w,kak and bi> 
k=l 
for all i. 
Straightforward induction on i shows that every integer solution of (6.1) 
satisfies ail the inequalities (6.2). We shall refer to the sequence (6.2) along 
with the numbers (6.3) as a cutting-plane proof of a:$,+,~ < b,,,+xl from 
(6.1) and say that M is the length of this proof. 
Now let P denote the polyhedron in R” defined by (6.1). If there is a 
cutting-plane proof of an inequality arx < b from (6.1) then, as we have just 
observed, aTx < b holds for all x in P nZ”. The converse is true as soon as P 
is rational and P n Z n is nonempty (actually, the second assumption can be 
dropped): this is guaranteed by the following theorem in conjunction with 
Theorem 1.2. 
THEOREM 6.1. Let a, E Z” whenever i = 1,2,. . , rn; let (6.1) have an 
integer solution; let aTx < b have depth at most d relutive to (6.1) und let 
a E Z^, b E Z. Then there is a cutting-plane proof of z~‘x 6 b from (6.1) of 
length at most ( ndi ’ - l)/( n - 1). 
Proof. Let (6.1) satisfy the assumptions of the theorem; let P denote the 
polyhedron defined by (6.1). We propose to prove the following statement by 
induction on d: if a E Z”, b E Z, and if all x in Pcd) satisfy aTx -C b + 1, then 
there is a cutting-plane proof of aTx < b from (6.1) of length at most 
(&cl - l>/(n - 1). 
In case d = 0, the desired conclusion follows at once from the duality 
theorem. Now let d be a positive integer. Since P is a rational polyhedron, 
Theorem 1 of Schrijver (1980) guarantees that P (“I is a rational polyhedron; 
hence PC”) consists of all sohrtions of some system 
gx < f!l 
I ’ I (i=1,2 > . . > I71 )
such that, for all i = 1,2,. . . , $1, we have ai E Z”, 6, E Z, and 5:x < hi + 1 
whenever x E Pcdpl). By the induction hypothesis, there is a cutting-plane 
proof of each %7x < 6, from (6.1) of length at most (n” - l)/(n - 1); by the 
duality theorem, there are a set Z of at most n subscripts i and a set of 
positive numbers yi (i E I ) such that 
x YiH, = a, c y,h,<b+l. 
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It follows that there is a cutting-plane proof of arx < b from (6.1) of length at 
most 1 + n( n - l)/( n - l), which is the desired conclusion. n 
Finally, we are ready to relate rank to computational complexity. For 
example, let f(n) denote the smallest t such that, for every graph G with n 
vertices, there is a cutting-plane proof of erx < o(G) from (3.1) of length at 
most t. There are reasons to conjecture that f(n) grows faster than every 
polynomial in n. (Analogous conjectures can be made about the set-covering 
problem, the set-partitioning problem, the knapsack problem, the bipartite- 
subgraph problem, the maximum-cut problem, and the acyclic-subdigraph 
problem.) These reasons stem from the theory of NP-completeness, and we 
shall not elaborate on them; the interested reader is referred to Cook, 
Coullard, and Turan (1987) or to Chapter 23 of Schrijver (1986). 
The conjecture that j’(n) grows faster than every polynomial in n implies 
(by virtue of Theorem 6.1) that the depth of eTx < o(G) relative to (3.1) 
cannot be bounded from above by any constant; from this point of view, 
Theorem 3.2 can be seen as evidence supporting the conjecture. (Analogous 
comments can be made on Theorems 3.4, 3.5, 3.6, 4.1, 4.3, and 5.1.) 
However, the strength of this evidence is questionable: inequalities of large 
depth may admit short cutting-plane proofs. For example, there are arbitrar- 
ily large graphs G with n vertices and with 01(c) = 2 such that the depth of 
eTx < 2 relative to (3.1) exceeds j In n and yet there is a cutting-plane proof 
of eTx < 2 from (3.1) of length at most : the first property is guaranteed 
by Theorem 3.3, and the second property is guaranteed by the following 
result. 
THEOREM 6.2. For every graph G with n vertices, there is a cutting-plane 
proof of eTx < a(G) jkm (3.1) of length at most 
Proof. For every subset W of V, let CI( W) denote the largest number of 
pairwise nonadjacent vertices in W. We propose to prove by induction on 
1 W) that there is a cutting-plane proof of 
Cb,: tlEW)<a(W) 
from (3.1) of length at most 
(6.4) 
For this purpose, we may’assumk’that 1 < o(W) < JW (, for otherwise the 
desired conclusion is trivial. Since cu( W) < 1 W 1, there is a vertex w in W such 
that a(W-{w})=cu(W).WriteW,=W-{w},and1etW,denotetheset 
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of all vertices in W, are not adjacent to w. Since e( W,) < a(W) - 1, there is 
a set W, such that W, c W, c W, and (Y( W,) = a(W) - 1. By the induction 
hypothesis, there are a cutting-plane proof of 
Cb,: v E W,) d a(W) (6.5) 
from (3.1) of length at most and a cutting-plane proof of 
(6.6) 
from (3.1) of length at most 
Iw,l 
i i a(W)-1 . 
Note that 
since IW,( < IWI - 1 and a(W)> 1; note also that the maximum of 
X(X “: D E W) subject to (3.1), (6.5) and (6.6) is strictly less than o(W)+ 1. 
Hence the desired cutting-plane proof of (6.4) from (3.1) can be obtained by 
concatenating a cutting-plane proof of (6.5) from (3.1) a cutting-plane proof 
of (6.6) from (3.1), and the inequality (6.4). n 
7. TWO MORE LEMMAS 
If every cutting-plane proof of crx < d from Ax < b must use many 
inequalities from Ax < b, then it must be long; in that case, Theorem 6.1 
guarantees that the depth of crx < d relative to Ax < b is large. Our next 
lemma refines this observation. [The lemma deals just with cutting-plane 
proofs, but the argument applies as well to more general proof systems; for 
example, see Cook, Kannan, and Schrijver (1986).] 
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LEMMA 7.1. Let 
a:x + b:y < ci (i=1,2,...,m) (7.1) 
be a system of linear inequalities such that ai E ZP, bi E Zq, ci E Z for all i; 
let 
a*xfb*y<c (7.2) 
be a linear inequalily such that a E ZP, b E Zq, c E Z. Let y* be a vector in 
Zq such that the system 
a’;x G ci - bry* (i=1,2,...,m) (7.3) 
has an integer solution and such that, for at least t distinct choices of the 
subscript k, the system 
a:x<ci-bry* (i=1,2,...,m; i+k), a*x>c-b*y* 
has an integer solution. Then every cutting-plane proof of (7.2) from (7.1) 
has length at least (t - l)/( p - l), and the depth of (7.2) relative to (7.1) is 
at least (log t/log p) - 1. 
Proof. First, we propose to show that every cutting-plane proof of 
aTx 6 c - b*y* (7.4) 
from (7.3) has length at least (t - l)/(p - 1) and that the depth of (7.4) 
relative to (7.3) is at least (log t/log p) - 1. 
For this purpose, consider the shortest cutting-plane proof of (7.4) from 
(7.3): this proof consists of a sequence of M linear inequalities along with 
certain numbers wik (m < i < m + M, 1~ k < i). Let N denote the total 
number of the numbers wik that are positive. On the one hand, for each k 
such that m < k < m + M there must be at least one i such that k < i 6 m + 
M and wik > 0 (else the inequality subscripted by k could be dropped, 
contradicting the minim&y of M); by assumption, wik > 0 for at least t 
subscripts k with k < m; hence N z M - 1 + t. On the other hand, the 
duality theorem (in the strong form quoted at the beginning of Section 6) 
allows us to assume that, for each i such that m < i < m + M, there are at 
most p positive numbers wik; hence N < pM. Comparing the two bounds on 
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N, we conclude that M > (t - l)/(p - 1). Next, if d denotes the depth of 
(7.4) relative to (7.3), then Theorem 6.1 yields 
t-1 P d+l_l 
----GM< 
P--l p-l ’ 
andso d>(logt/logp)-1. 
To complete the proof of the lemma, note that every cutting-plane proof 
of (7.2) from (7.1) reduces to a cutting-plane proof of (7.4) from (7.3): each 
inequality aTx+ b:y < ci reduces to a:x ,< ci - byy* and the numbers wik 
remain unchanged. In addition, let P denote the polyhedron in RP+9 defined 
by (7.1), and let P, denote the polyhedron in RP defined by (7.3); straightfor- 
ward induction on j shows that 
P(y) c {x E RP: [r&y*] r E P} . 
Now the desired conclusion follows. n 
LEMMA 7.2. If s denotes the set of all vectors [ yl, y2,. . . , yk] such that 
i~AYi+i~A(l-Y~)~~ whenever AC {l,Z,...,k}, 
Odyi6l whenever i = I,2,..., k 
then te E S”-l). 
Proof. Let Fj denote the set of all vectors y of length k such that j 
components of y equal $ and each of the remaining k - J’ components is 0 or 
1. We propose to prove by induction on j that 
Fi c 9-l) (7.5) 
for all j = 1,2,..., k. The case of j = 1 is trivial; now assume that (7.5) holds 
for some positive integer j such that j < k; let y* be an arbitrary vector in 
Fj+ 1; we only need prove that y* E S (j). For this purpose, consider an 
arbitrary inequality ary < b + 1 valid over Scj-1’ and such that a E Zk, 
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b E Z; our task reduces to proving that aTy* < b. Since y* belongs to the 
convex hull of Pi, the induction hypothesis guarantees that y* E S(j- “, and 
so aTy* < b + 1. Hence we may assume that aTy* is not an integer (otherwise 
we are done). This assumption implies that yi* = i and ai f 0 for some i. 
Replacing the ith component of y* by 0, we obtain a vector y’; replacing the 
ith component by 1, we obtain a vector y”. Note that max(aTy’,ary”) > aTy* + 
i; since y’, y” E F., the induction hypothesis guarantees that y’, y” E S(j-r’, 
+ and so max(a’y’,a y”) < b + 1. Hence aTy* < b + $; since 2aTy* is an integer, 
we conclude that aTy* 6 b. w 
8. THE TRAVELINGSALESMAN PROBLEM 
As in Section 5, let G denote a complete directed graph with vertex set V 
and edge set D; cd a subset W of V proper if W # 0, W f V; let P denote 
the polyhedron in R* defined by 
44 XP- {a) = 1 for all 2) in V, 
x((V- {4)x {nI)=f for all v in V, 
x[(wx(v-w))u((v-w)xw)] 22 for all proper t8*l) 
subsets W of V, 
O<x,<l for all h in D. 
The problem of minimizing a linear function over P n Z * is known as the 
asymmetric traveling-salesman problem, and P, is called the asymmetric 
traveling-salesmun polytope. (These terms are explained by observing that an 
integer vector belongs to P if and only if it is the incidence vector of a 
directed Hamiltonian circuit in G.) The asymmetric traveling-salesman poly- 
tope has been studied by Griitschel and Padberg (1975) Grijtschel (1977), 
Grijtschel and Wakabayashi (1981a, 1981b), and Balas (1987). 
We shall prove that the rank of P is at least [n/B] by exhibiting 
(whenever n >, 8) a linear inequality valid over P, whose depth relative to P 
is at least [n/81. To describe the inequality, write k = [n/B] and r = n - Bk; 
label the vertices in V as 
ai,bi,ci,di,ei,f;,gi,hi (i=1,2,.**,k), wj (j =1,2,...,r); 
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set w,, = ek and w,+i = a,. Let D,,, denote the set consisting of the edges 
Uib,,uihi,g,~,gjhi,bjci,‘ici,f;ei,’iei,biJ,,f;bi (i = 1,2,..., k); 
let D, denote the set consisting of all the edges 
hid, (i=1,2 ,..., k), 
Ci&i+l>eiai+l (i=l,Z )..., k-l), 
ckg,,wjwj+i (j=O,l,..., T). 
For illustration with n = 27, see Figure 1. 
It is easy to check that the directed graph with vertex set V and edge set 
D1,2 U D, contains no directed Hamiltonian circuit; to put it differently, the 
inequality 
is valid over P CT Z D. 
x(D,,,UD,)<n-1 (8.2) 
FIG. 1. Double links indicate edges in D,; single links indicate edges in D,,, 
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THEOREM 8.1. The depth of (8.2) relative to (8.1) is at kxzst \n/8J. 
Fwthermme, euey cutting-plane proof of (8.2) from (8.1) has length at least 
2”/8/3n. 
Before proving this thoerem, we shah establish an auxiliary result. Define 
a vector x* in RD by setting 
x*- f 
h- 
i 
1 if hED1 
if h E D1,2 
0 if h @ D, n D1,2. 
LEMMA 8.2. Zf P denotes the polyhedron defined by (8.1) then 
x* E pck- 1). 
Proof. First, let us define a certain mapping f: Rk + RD. For this 
purpose, write 
Ai= {aibi,bif;,~ei,g,hi,dici}, 
Bi= {aihi,diei,gifi,fibi,bici}. 
For each y in Rk, write y = [ yr, y,, . . . , yklT and let f(y) denote the vector x 
defined by 
I 
1 if hED1, 
Yi if hEAi, 
xh= l-y, if hEBi, 
0 if h E D,U Or/s, 
Note that x* = f(ie). Hence with S as in Lemma 7.2, we need only show that 
f(S)cP, (8.3) 
for then the desired conclusion follows from Lemma 2.2 (with T = P) and 
Lemma 7.2. To prove (8.3), consider an arbitrary y in S. We need only show 
that f(y) in place of x satisfies 
x[(Wx(V-W))U((V-W)xW)] 32 (8.4) 
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for all proper subsets W of V it is easy to see that f(y) in place of x satisfies 
all the remaining constraints in (8.1) simply because 0 < y < e. 
For each subset B of { 1,2,. . . , k }, let ys denote the incidence vector of B 
and define 
Observe that f(ys) is the incidence vector of a subgraph of G that consists of 
two directed circuits, one spanning W, and the other spanning V - W,. 
Hence f(y,) in place of x satisfies all the constraints (8.4) except for 
x[(W,x(V-W,>)U((V-W,)xW,)] 22. (8.6) 
Since y is a convex combination of zeroone vectors, and since f is a linear 
function, we conclude that f(y) in place of x satisfies all the constraints (8.4) 
except possibly some of the constraints (8.6). Now we only need observe that 
the left-hand side of (8.6) with f(y) in place of x is at least 
4 C (1-Yi)+4 III Vi> 
iEB iEB 
which is at least 2, as y E S. n 
Proof of Theorem 8.1. The first assertion follows at once from Lemma 
8.2; to prove the second assertion, we shall use Lemma 7.1. For each subset 
B of { 1,2,. . . , k }, let yB denote the incidence vector of B and define W, by 
(8.5). As in the proof of Lemma 8.2, observe that f(yB) in place of x satisfies 
all the constraints (8.1) except for (8.6). 
Hence Lemma 7.1 with t = 2k and p = 10k + 1 [counting the 10k edges 
in D 1,2 plus an additional edge, say d, f,, to assure solvability of (7.3) in 
integers] guarantees that every cutting-plane proof of (8.2) from (8.1) has 
length at least (zk - l)/lOk. n 
Next, let d denote a complete undirected graph with vertex set V and 
edge-set E; let Q denote the polyhedron in R” defined by 
Ch: vEh)=2 for all v in V, 
x(~~:]hnW]=1)>,2 for all proper subsets W of V, (8.7) 
O,<x,<l for all h in E. 
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The problem of minimizing a linear function over Q n Z E is known as the 
traveling-salesman problem, and QI is called the traveling-salesman polytope. 
(These terms are explained by observing that an integer vector belongs to Q 
if and only if it is the incidence vector of a Hamiltonian circuit in 6.) The 
traveling-salesman polytope has been studied by Dantzig, Fulkerson, and 
Johnson (1954) Chvatal (1973a), Maurras (1975), Grijtschel and Padberg 
(1979a, 1979b, 1985), Grijtschel and Pulleyblank (1986), and others. 
In particular, Chvital (1973a) conjectured that the rank of Q tends to 
infinity with n. We shall prove this conjecture by exhibiting a linear inequal- 
ity valid over Q1 whose depth relative to Q is at least [n/8]. To describe this 
inequality, let Di,s and D, be as in (8.2); write 
Ei= {{v,w}:(v,w)~D,or(w,v)~D,orboth}. 
It is easy to check that no Hamiltonian circuit in the graph with vertex set V 
and edge set E,,, U E, includes all the edges of E,; to put it differently; the 
inequality 
x(-b) +2x&) G (n - 1) + lhl 
is valid over Q n Z”. [This inequality is closely related to a sequence 
G,, G,, G,, . . . of hypc+Hamiltonian graphs constructed by ChvAtal (1973c); 
there, G, has 8k + 2 vertices. If V and E* denote the vertex set and the edge 
set, respectively, of G, and if Q is defined by (8.7), then x(E) < n - 1 is 
valid over Q n Z E, and its depth relative to (8.7) is at least k. The first of 
these assertions amounts to saying that G, is not Hamiltonian; the second 
follows from a variation on the proof of Theorem 8.3.1 
THEOREM 8.3. The depth of (8.8) relative to (8.7) is at least [n/8], 
Furthermore, every cutting-plane proof of (8.8) j&m (8.7) has length at least 
2”18/3n. 
Proof. Let D and P be as in the beginning of this section. For each x in 
RD, let f(x) denote the vector y in RE defined by 
Y( u,u) = XC U,D) + X(“,U). 
With k = In/81 and x* as in Lemma 8.2, we have f(x*) E QCk-” by Lemma 
2.2 (with P in place of S and Q in place of I’) and Lemma 8.2. Since f(x*) 
fails to satisfy (8.8), the first assertion follows. 
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To prove the second assertion, define W, by (8.5) and observe that the 
graph with vertex set V and edge set E,,, U E, has a subgraph consisting of 
two circuits, one spanning W, and the other spanning V - W,. This sub- 
graph includes all the edges of E,, and the incidence vector of its edge set 
satisfies all the constraints (8.7) except for 
c(Xh: Ih n W,l= 1) 2 2. 
Hence Lemma 7.1 with t = 2k and p = 9k + 1 [counting the 9k edges in 
E 1,2 plus an additional edge, say d,f,, to assure solvability of (7.3) in 
integers] guarantees that every cutting-plane proof of (8.8) from (8.7) has 
length at least (2k - 1)/9k. m 
A large class of linear inequalities over Q n Z E has been introduced by 
Grotschel and Pulleyblank (1986); we are going to describe this class now. 
For each subset W of V, set 
E(W)= {h:h_cW, (h(=2}. 
Let H,, H,, . . . , H, and T,, T,, . . , T, be nonempty subsets of W; set 
V*=H,uH,u ... uH,uT,uT,u ‘.- UZ’,, 
E*=E(H,)uE(H,)u ..- UE(H,)uE(T,)uE(T,)u ... uE(T,). 
Sets Hi will be called handles, and sets Tj will be called teeth. The graph G* 
with vertex set V* and edge set E* is called a clique tree if 
(1) the handles are pairwise disjoint and the teeth are pairwise disjoint, 
(2) for each handle, the number of teeth it intersects is odd and at least 
three, 
(3) each tooth includes at least two vertices, at most n - 2 vertices, and 
at least one vertex that belongs to no handle, 
(4) G* is connected, 
(5) if a handle Hi and a tooth Tj intersect then Hi n Tj is a cutset of G*. 
Finally, let tj denote the number of handles that intersect Tj. Grijtschel and 
Pulleyblank proved that the inequality 
i~lx(E(Hi))+j~lX(E(‘j)) =S i$lIffil+I6 (ITjI-tj)-T (8.9) 
j=l 
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is valid over Q nZE. [In fact, they proved that (8.9) defines a facet of Q1; 
however, this fact is irrelevant to our discussion.] Inequalities (8.9) are called 
clique-tree inequalities; by the clique-tree polytope, we shall mean the 
polytope in RE defined by all the clique-tree inequalities and by the con- 
straints 
CCX h:vEh)=2 for all v inV, 
(8.10) 
O<Xr,<l for all h in E. 
It is easy to see that the polytope in RE defined by (8.10) and by 
x@(W)) G (WI - 1 
is precisely the polytope Q defined by (8.7); in addition, (8.11) is a special 
case of (8.9) with r = 0, s = 1, T1 = W. Hence the clique-tree polytope approx- 
forallsubsetsWof Vsuchthat 2<(W(<n-2 
(8.11) 
imates the traveling-salesman polytope better than (8.7) does; nevertheless, 
an analogue of Theorem 8.3 holds true when (8.7) is replaced by the 
clique-tree polytope and the lower bounds are slightly weakened. 
THEOREM 8.4. The depth of (8.8) relative to the clique-tree polytupe is at 
least 
1 n 
( i 
- -2. 
48 log,n 
Furthermore, every cutting-plane proof of (8.8) j%tn the clique-tree polytope 
has length at least n-32n/12. 
Proof. Let F* denote the family of all 2k sets W, defined by (8.5). In 
the proof of Theorem 8.3, we observed that every cutting-plane proof of (8.8) 
from (8.7) must use all the inequalities 
~(x,,:(hnW,I=1)>2 with W,EF*. (8.12) 
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We propose to show that 
every clique-tree inequality admits a cutting-plane proof 
from (8.7) that uses at most n .22k/3 of the inequalities (8.13) 
(8.12). 
As soon as (8.13) is proved, the rest follows easily: by (8.13), every cutting- 
plane proof of (8.8) from the clique-tree polytope that uses M clique-tree 
inequalities can be converted into a cutting-plane proof of (8.8) from (8.7) 
that uses at most Mn .22k/3 of the inequalities (8.12). Since all 2k inequalities 
must be used, we must have M 2 n ‘2k/3. Now we only need apply Lemma 
7.1 with t = np12k/3 and p = n(n - 1)/2. 
Our proof of (8.13) begins with two preliminary observations. First, let Z’ 
be an arbitrary subset of V that contains at least one member of F*. By 
definition, 
gi>‘i E T forall i=1,2 ,..., k, 
and there is a subset S of { 1,2,. . , k } such that 
f;, bi E T whenever i E S and h,, d, E T whenever i @ S. 
If R denotes the set of subscripts i such that 
hi,diET, iES or f;,b,ET, ies, 
that T contains precisely 2iRI members of F*. Since IR) < i(ITI - 4k), we 
conclude that 
every set of size t contains at most 2(‘-4k’/” members of F*. (8.14) 
Next, consider a clique tree with handles H,, H,,.. , H, and teeth 
T,, 7.2,. . . , T,; we wish to point out that a large tooth cannot intersect too 
many handles. For this purpose, fix a subscript j, and let Z denote the set of 
all subscripts i such that Hi n Tj f 0. By definition, each Hi meets at least 
three teeth; letting i run through I, we obtain 2111 teeth distinct from Tj; 
since every nonempty intersection of a handle and a tooth is a cutset of the 
clique tree, these 2111 teeth are pairwise distinct. Since every tooth includes at 
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least two nodes and since every two teeth are disjoint, we conclude that 
4111 < n - ITi\. To put it differently, 
every tooth of size t meets at most ( n - t ) /4 handles. (8.15) 
Finally, let F denote the family of all nonempty sets that have either the 
form Ni n Tj for some subscripts i and j or the form Tj - U(H,: i E J) for 
some subscript j and some (possibly empty) family J of subscripts. In proving 
their Theorem 3.7, Griitschel and Pulleyblank (1986) have shown that the 
clique-tree inequality (8.9) has a cutting-plane proof from the system 
C<x ,:uEh)=2 for all u inV, 
x(X,,:(hnW(=1)>,2 forallwin F, 
O<x,<l for all h in E. 
This fact reduces our task of proving (8.13) to the task of proving that 
IFnF*j<n.22k/3. (8.16) 
To prove (8.16), note that each member of F is a subset of some tooth and 
that each member of F* includes g,. Since every two teeth are disjoint, we 
conclude that there is a single tooth, say Tj, that contains all the members of 
F n F*. If [Tjl G 16k/3, then (8.14) guarantees that 
if lTil 2 16k/3, then (8.15) guarantees that 
2k 7 
IF n F*)G 3+ 4 +27/4e22k/3; 
in either case, (8.16) holds with room to spare. w 
The last theorem of this section bears on a remark made by Griitschel and 
Pulleyblank (1986) at the end of their paper: 
Clique tree inequalities have several interesting properties with respect to the rank 
function defined by Chvktal (1973b). For example, a clique tree with more than one 
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handle is of rank at least two, and it appears that as the number of handles increases, 
so too does the rank although not linearly. This will be treated in a subsequent paper. 
THEOREM 8.5. For every positive integer k there is a clique tree G* with 
5k + 1 vertices such that, for every complete undirected graph d that 
contains G*, the depth of the corresponding clique-tree inequality (8.9) 
relative to (8.7) is at least [(k - 1)/(4 + 21og, k)] - 1 and every cutting-plane 
proof of (8.9) from (8.7) has length at least 2k/40k2. 
Proof. The vertices of G* are 
ai,bi,c,,di,ei (i=1,2 ,..., k) and f, 
its handles are 
{ bi,ci,d,} (i=1,2 ,..., k), 
and its teeth are 
{aj,bi},(di,ei} (i=1,2,...,k) and {cl,cz,...,ck,f}. 
For illustration with k = 5, see Figure 2. 
Now let G” be any complete undirected graph whose vertex set V 
includes all the vertices of G*; enumerate all the vertices of c - G* as 
W1’W2,..., w,; let E, denote the set of edges 
(so that E, = 0 in case r = 0); let E1,2 denote the set of all the edges of d 
that have both endpoints in G*. For each subset S of { 1,2,. . . , k} such that 
ISJ 2 2, set 
ivs= {f}n{ci:iES) 
and observe that G has a subgraph F, with the following properties: 
(1) F, consists of two circuits, one spanning W, and the other spanning 
V-w,, 
(2) 4 uses edges a ibi, bidi, d iei whenever i E S, and it uses edges 
aibi, bicj, cidi, die, whenever i & S, 
(3) F, uses only edges of E,,, U E,, and it uses all the edges of E,. 
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FIG. 2. 
Note that F, and G* share 4k + 1 edges; note also that the right-hand 
side of (8.9) is 4k. Hence Lemma 7.1 with 
t=2k-(k+l) and p= 
guarantees the desired conclusion: observe that t >, $2” + 1 whenever k > 3 
and that p < 15k2 for all k. 
9. AN UPPER BOUND ON DEPTH 
We have already noted that the lower bound of Theorem 4.1 (and hence 
also the lower bound of Theorem 4.3) is best possible within a factor of two. 
To show that a few other lower bounds derived earlier in this paper are best 
possible within a constant factor, we only need appeal to the following 
theorem. 
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THEOREM 9.1. Let A he a matrix of size rn x n with all entries nonnega- 
tive, and let b E R”‘, c E Z:, d E Z,. Zf d < cTe and if all integer solutions 
x of 
h<b, Q,<x<e (9.1) 
satisfy cTx < d, then the depth of cTx < d relative to (9.1) is at nwst cTe - d; 
if cTe 2 2d + 1, then the upper bound can he replaced by 
T 
d+l+ (2d+l)lnZd% . 
1 
Proof. First, we propose to show that, with P defined by (9.1) 
for each v in Z: such that v < c and vTe < d + 1, the 
inequality vTx < d is valid over P’. (9.2) 
If vTe < d, then the conclusion is immediate (since x ,< e whenever x E P ); 
hence we may assume that vTe = d + 1. Now we only need show that 
max{v’x:x E P} < v’e 
If this inequality fails then P must include a point x* such that X; = 1 
whenever vi > 1. Let f be the zero-one vector of length n defined by “lj = 1 if 
and only if vj >, 1. Since all entries of A are nonnegative and since E < x*, we 
have I E P, and so cTZ < d by assumption, However, cTi > v’% = v”e = cl + 1, 
a contradiction. 
If d = 0, then (9.2) implies that c’x < 0 is valid over P’; hence we may 
assume that d > 1. Now let us define a sequence n,, n,, n2,. . of integers by 
setting n, = d + 1 and letting each nk with k 2 1 be the largest integer 
smaller than (d + l)n,_ ,/d. We propose to show that 
for each v in Zy such that v < c and vTe < nk _1, the 
inequality v’x < d is valid over PCk). (9.3) 
For this purpose, we shall use induction on k; note that (9.3) with k = 1 is 
just (9.2). Now assume that (9.3) holds for some positive integer k, and 
consider an arbitrary v in Z: such that v 6 c and vTe < nk; we have to show 
that vrx < d holds over PCkil). If vre < nkpl, then (9.3) guarantees that 
vrx < d holds over PCk); hence we may assume that vTe > nk_ ,. Let S consist 
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of all ordered pairs i, j of integers such that 1~ j < n and 1~ i < vj. Next, 
let x* be an arbitrary but fixed vector in PCk); write yij = rl whenever 
ij E S. For each subset T of S such that IT( = nk_l, the assumption (9.3) 
guarantees that 
C yij= i I(i:ijET}(xf,<d; 
ij ET j=l 
now symmetry implies that 
c Yij4d.J% 
ij E S nk- 1 
Hence 
“TX* = C yij<d.-\ 1’1 <d nk a----<d+l. 
ij ES nk-l nk-l 
Since x* was an arbitrary vector in Pck’, we conclude that 
max{vTx:x E PCk)} <d + 1, 
and so vTx < d holds over PCkil). 
Now we only need prove that the smallest k with nk_ r > cTe satisfies 
k < cTe - d and, in case cTe >, 2d + 1, 
k<d+l+ (2d + 1)ln & . 
1 
For this purpose, we first use induction on k to show that nk > d + 1 + k for 
all k. Then, observing that 
k-d k-l&d 
+1< 
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whenever k > d, we use further induction on k to show that 
k-d 
forall k=d,d+l,d+2 ,.... 
Since 
1 1 
lt~aexp- 
2d+l’ 
the desired conclusion follows. W 
By Theorem 9.1, the lower bound of Theorem 3.2 cannot be improved by 
more than a constant factor, and the lower bound of Theorem 3.3 cannot be 
improved to more than 51n n. Furthermore, Theorem 9.1 guarantees that the 
depth of (8.2) relative to the polyhedron in RD defined by 
for all v in V, 
xw- bw+l)~l for all v in V, 
(9.4) 
x(WXW),<IW(-1 for all proper subsets W of u , 
OdX,<l for all h in D 
is at most (5n/8)+ 1, and that the depth of (8.8) relative to the polyhedron 
in RE defined by 
forall y inV, 
x(W) < IW( - 1 for all proper subsets W of V, (9.5) 
o<xx,,<l for all h in E 
is at most (n/2) + 1. It follows that the lower bound of Theorem 8.1 cannot 
be improved to more than (5n/8) + 1 [ since all solutions of (8.1) are solutions 
of (9.4)] and that the lower bound of Theorem 8.3 cannot be improved to 
more than (n/2)+ 1 [since all solutions of (8.7) are solutions of (9.5)J. 
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Jeff Kahn told us about Khinchine’s inequality when we were looking for 
a proof of Lemma 5.3; Bill Pulleyblank suggested to us the clique tree used in 
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