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Figure 1: Wireless ad hoc network scenario. The soldiers (circles) maintains an
mobile ad hoc wireless network while moving towards the enemy.
Abstract
Routing in ad hoc networks is somewhat more complex than routing in
regular wired networks. Unreliable links and (possibly) rapid changes in
topology calls for customized routing protocols. This essay aims to discuss
two such protocols, namely AODV and OLSR.
1 Introduction
As wireless communication technology is increasing, people are expecting
to be able to use their network terminals anywhere and anytime. Examples
of such terminals are PDAs and laptops. Users wish to move about
while maintaining connectivity to the network (i.e., Internet), and wireless
networks provide them with this opportunity.
Wireless connectivity to the network gives users the freedom of
movement they desire. Most wireless networks today requires an underlying
architectureofxed-positionrouters,andarethereforedependentonexisting
infrastructure. Typically, the mobile nodes in such networks communicate
directly with so-called access points (APs), which in turn routes the trafc
to the corresponding nodes. Today, another type of wireless networks
is emerging, namely ad hoc wireless networks. These networks consist
of mobile nodes and networks which themselves creates the underlaying
architecture for communication. Because of this, no pre-existing routers are
needed.
Figure 1 depicts a typical situation in which an ad hoc wireless network
can be applied. In this battleeld scenario, the soldiers move toward the
enemy while maintaining network connectivity. The network itself is in
this scenario mobile, thus forming a mobile ad hoc network (MANET) [3].
Soldier A is within range of the backbone,and can thereforeact as a gateway
between the two networks.
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Figure 2: IEEE 802.11 standards mapped to the OSI reference model and a
standard linux router implementation.
2 Wireless networks
Numerous different wireless networks exist, varying in the way the nodes
interconnect. One can roughly classify them in two types:
 Infrastructure dependent
 Ad hoc wireless networks
Current cellular networks are classied as the infrastructure dependent
networks. What is typical for these networks is their use of access points, or
base stations. In addition to acting as a router within the network, an access
point can also act like a bridgeconnecting,for example, the wireless network
and a wired network. GSM, and its 3G counterpart UMTS, are examples of
well know cellular networks.
In ad hoc wireless networks, on the other hand, the nodes themselves are
responsible for routing and forwarding of packets. Hence, the nodes need
to be more intelligent so that they can function as routers as well as regular
hosts.
Centralized routing and resource management by an AP implies less
complicity than the distributed counterpart. An AP, as opposed to individual
nodes, usually has more information about the network, and are therefore
able to make intelligent decisions when it comes to routing.
52.1 The OSI reference model
The open systems interconnection (OSI) reference model was developed
by the International Organization for Standardization (ISO) in order to
standardize the protocols used in various network layers.
IEEE 802.11[2] is a family of specications for wireless local area
networks (WLANs). Like all IEEE 802.11 standards, the 802.11 works on
the two lower levels of the OSI model. Although wireless networks are
not restricted to any special hardware, nodes in such networks are likely to
operate according to the IEEE 802.11.
Figure 2 shows the IEEE 802.11 standards mapped to the OSI reference
model. Also, the gure shows how the implementation of a typical linux
router corresponds to these models.
In wireless networks, nodes typically use radio frequency channels as
their physical medium. This corresponds to the lowest layer in the OSI
model. Since the nodes need not be physically connected, the network offers
data connectivity along with user mobility.
TheIEEE802.11MAC layercorrespondstothedata linklayerinthe OSI
model. The main objective of the OSI data link layer is to provide error-free
transmission of data across a physical link. IEEE 802.11 protocols' version
of this scheme consists of two sublayers: Logical Link Control (LLC) and
Medium Access Control (MAC). The (possibly)most importantservices that
the LLC offers is error- and ow control. The MAC directly interfaces with
the physical layer, and provides services such as addressing, framing, and
medium access control.
2.2 Radio technology
As mentioned above, nodes in wireless networks typically utilizes radio
transmission. Infrared(IR) and Microwave(MW) are two other transmission
technologies, of which IEEE 802.11 supports the former one in addition to
radio.
Wireless LANs use electromagnetic airwaves (radio or infrared) to
communicate. The airwaves propagate through space (even in a vacuum).
Differentfrequencieshavedifferentqualities: Thehigherthe electromag-
netic frequency, the more information can be transmitted per second. How-
ever, lower frequencies are easy to generate, can travel long distances, and
can penetrate buildings easily. Radio waves operate on lower frequencies
than infrared waves, making it more suitable for most wireless networks.
Frequency hopping spread spectrum (FHSS) and direct sequence spread
spectrum (DSSS) are the two radio transmission schemes supported in IEEE
802.11. The idea behind FHSS is that the transmitter hops from frequencyto
frequency hundreds of times per second. The hop pattern is known to both
the sender and receiver, and to other receivers not aware of the pattern, the
transmission is hard to detect. DSSS, on the other hand, does not hop from
one frequency to another, but distributes the signal over the entire frequency
band at once.
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Figure 3: The hidden terminal problem. Node A and C try and communicate with
B simultaneously, but cannot detect the interference.
2.3 Issues in wireless networks
There are a number of issues to consider when designing operations of
wireless networks. The next subsections describe a selected few of them.
2.3.1 Hidden terminals
As illustratedin Figure 3, nodeA andnodeC are in rangeforcommunicating
with node B, but not with each other. Both may try to communicate with
node B simultaneously, and might not detect any interference on the wireless
medium. Thus, thesignalscollideat nodeB, whichwill notbe abletoreceive
the transmissions from either node. [5]
The typical solution for this so called Hidden terminal problem is
that the nodes coordinate transmissions themselves by asking and granting
permissiontosendandreceivepackets. Thisschemeis oftencalledRTS/CTS
(Request To Send/Clear To Send). The basic idea is to capture the channel
by notifying other nodes about an upcoming transmission. This is done by
stimulating the receiving node to outputting a short frame so that nearby
nodes can detect that a transmission is going to take place. The nearby nodes
are then expected to avoid transmitting for the duration of the upcoming
(large) data frame. The scheme is illustrated in Figure 4 on the following
page.
2.3.2 Exposed terminals
Consider a topology similar to that of Figure 3, but added a node D only
reachable from node C.
Furthermore, suppose node B communicates with node A, and node C
wants to transmit a packet to node D. During the transmission between
node B and node A, node C senses the channel as busy. Node C falsely
conclude that it may not send to node D, even though both the transmissions
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Figure 4: A request to send (RTS) and clear to send (CTS) scheme. First, A
and C transmits a packet simultaneously, causing a packet collision at B. Then
A retransmits the packet before C does, thus capturing the channel.
(i.e., between node B and node A, and between node C and node D) would
succeed. Bad reception would only occur in the zone between node B and
node C, where neither of the receivers are located. This problem is often
referred to as the exposed terminal problem.
Both the hidden and the exposed terminal problem cause signicant
reduce of network throughput when the trafc load is high.
2.3.3 Neighbor discovery
Discovering neighbors is a central link layer operation in wireless networks.
In some cases the node might be interested in just one particular kind of
neighbor, or all neighbors. In either case, the node needs to discover its
neighbors and determine their types. Since the topology of the network
typically is very dynamic, the neighborhood information should be updated
periodically. If the topology undergoes too rapid changes in connectivity for
the nodes to exchange topological information, ooding is the only way to
get data to a particular destination. [4]
3 Mobile Ad Hoc Wireless Networks
In ad hoc networks, as mentioned above, the nodes themselves are
responsible for routing and forwarding of packets. If the wireless nodes are
within range of each other, no routing is necessary. But, on the other hand,
if the nodes have moved out of range from each other, and therefore are not
able to communicate directly, intermediate nodes are needed to make up the
network in which the packets are to be transmitted.
Figure 5 gives an illustration of a multihop (ad hoc) network.
There are a number of situations in which ad hoc networks are
suited. Examples include emergency operations where there exist no xed
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Figure 5: Ad hoc network. The nodes makes up the network themselves. C and E
cannot reach A directly, so B routes and forward the trafc.
infrastructure,andmilitaryoperationswheretheexistinginfrastructuremight
not be trusted.
As for cellular networks, nodes in an ad hoc network are responsible for
dynamicallydiscoverwhichothernodestheycandirectlycommunicatewith.
There are quite a few issues that need to be considered when it comes to
ad hoc networking. A brief overview of some of these follows:
Medium access scheme The medium access protocol (MAC) needs to be
designed to allow for certain characteristics of wireless networks.
Typical for wireless networks the nodes moves about, and this leads
to hidden terminal problem as previously described. Also, fair access
to the medium, and minimize collisions, must be taken into account.
The MAC protocol should also be able to adjust the power used for
transmissions, because, for an example, reducing transmission power
at a node cause a decrease in interference at neighboring nodes, and
increase frequency reuse. [4]
Routing Traditional routing protocols are not designed for rapid changing
environments such as ad hoc networks. Therefore, customized routing
protocols are needed. Examples of such protocols are AODV[6] and
OLSR[1]. Routing is further discussed below.
Security Due to the fact that the nodes in a wireless ad hoc network com-
municate on a shared medium, security becomes an important issue.
This, in combination with the lack of any central coordination, makes
the network more vulnerable to attack than wired networks. There are
different ways of compromising wireless networks, including:
 Denial of service. An attacker makes services unavailable to
others by keeping the service provider busy.
 Resource consumption. Battery power of critical nodes is de-
pleted because of unnecessary processing caused by an attacker,
or the attacker causes buffer overow which may lead to import-
ant data packets being dropped.
 Host impersonation. As the name suggests, a compromised node
may impersonate a host, and thereby cause wrong route entries in
routing tables elsewhere in the network.
Quality of service Providing quality of service (QoS) in a wireless ad
hoc network is a difcult task to overcome. Nodes in such a
9network usually act both as clients and service providers, making,
contrary to most networks, the boundary between network and host
less clear. Hence, to achieve QoS, a better coordination between
the nodes is required. Furthermore, wireless communication usually
implies limited resources, and this, in addition to the lack of central
coordination, exacerbate the problem.
 Parameters. Different applications have different QoS
parameter requirements. Whereas multimedia applications re-
quire high bandwidth and low delay, availability is the primary
requirement for search-and-rescue operation applications.
 Routing. To make sure that applications are provided with the
services they request, QoS parameters should be considered for
route decisions. Throughput, packet loss rate, and reliability are
examples of such parameters.
4 Routing in ad hoc wireless networks
As the nodes in a wireless ad hoc network can be connected in a dynamic
and arbitrary manner, the nodes themselves must behave as routers and take
part in discovery and maintenance of routes to other nodes in the network.
The goal of a routing algorithm is to devise a scheme for transferring a
packet from one node to another. One challenge is to dene/choose which
criteria to base the routing decisions on. Examples of such criteria include
hop length, latency, bandwidth and transmission power.
[4] lists some challenges in designing a routing protocol for ad hoc
wireless networks, and a brief overview of these is given below.
Mobility The network need to adopt to rapid changes in the topology due to
the movement of the nodes, or the network as a whole.
Resource constraints Nodes in a wireless network typically have limited
battery and processing power, and these resources must be managed
optimally by the routing protocol.
Error-prone channel state The characteristics of the links in a wireless
network typically varies, and this calls for an interaction between the
routing protocol and the MAC protocol to, if necessary, nd alternate
routes.
Hidden and exposed terminal problem This is described in 2.3.1 and
2.3.2.
MANET routing protocols are typically subdivided into two main
categories: proactive routing protocols and reactive on-demand routing
protocols.
4.1 Proactive protocols
In networks utilizing a proactive routing protocol, every node maintains one
or more tables representing the entire topology of the network. These tables
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Figure 6: AODV route discovery.
are updated regularly in order to maintain a up-to-date routing information
from each node to every other node.
To maintain the up-to-date routing information, topology information
needs to be exchanged between the nodes on a regular basis, leading to
relatively high overhead on the network. One the other hand, routes will
always be available on request.
Many proactive protocols stem from conventional link state routing,
including the Optimized Link State Routing protocol (OLSR) which is
discussed in section 6 on page 14.
4.2 Reactive protocols
Unlike proactive routing protocols, reactive routing protocols does not make
the nodes initiate a route discovery process until a route to a destination is
required. Thisleadstohigherlatencythanwithproactiveprotocols,butlower
overhead. Ad Hoc On-Demand Distance-Vector routing protocol (AODV) is
further discussed in section 5.
4.3 Hybrid protocols
These types of protocols combine proactive and reactive protocols to try and
exploit their strengths. One approachis to divide the network into zones, and
use one protocol within the zone, and another between them.
5 Ad hoc On-demand Distance Vector (AODV)
This section describes the AODV routing protocol. Some details on the route
request mechanism and link sensing are provided, along with an example.
5.1 Introduction to AODV
AODV is an on-demand routing algorithm in that it determines a route to a
destinationonlywhena nodewants to senda packetto thatdestination. It is a
relative of the Bellman-Ford distant vector algorithm, but is adapted to work
11in a mobile environment. Routes are maintained as long as they are needed
by the source. AODV is capable of both unicast and multicast routing.
In AODV, every node maintains a table, containing information about
which neighbor to send the packets to in order to reach the destination.
Sequence numbers, which is one of the key features of AODV, ensures
the freshness of routes.
5.2 Control Messages
Three message types are dened by AODV:
RREQ When a route is not available for the desired destination, a route
request packet is ooded throughout the network. Figure 7 on the
following page shows the format of such a packet.
RREP It a node either is, or has a valid route to, the destination, it unicasts
a route reply message back to the source.
RERR When a path breaks, the nodes on both sides of the links issues a
route error to inform their end nodes of the link break.
5.3 Sequence numbers
AODV differs from other on-demand routing protocols in that is uses
sequence numbers to determine an up-to-date path to a destination. Every
entryin theroutingtableis associatedwith asequencenumber. Thesequence
number act as a route timestamp, ensuring freshness of the route. Upon
receiving a RREQ packet, an intermediate node compares its sequence
number with the sequence number in the RREQ packet. If the sequence
numberalready registeredis greater than that in the packet, the existing route
is more up-to-date.
5.3.1 Counting to innity
The use of sequence numbers for every route also helps AODV avoid the
count to innity problem. This problem arises in situations where nodes
update each other in a loop. The core of the problem , as Tanenbaum [7]
put it,  is that when X tells Y that it has a path somewhere, Y has no way of
knowing whether it itself is on the path. So if Y detects that the link to, say,
Z is down, but X says it have a valid path, Y assumes X in fact does have a
path, thus registering X as the next neighbor toward Z. Then, if the path X
assumed valid is through Y, X and Y will start updating each other in a loop.
5.4 Route discovery
Route discovery is initiated by issuing a RREQ message. The route
is established when a RREP message is received. However, multiple
RREP messages may be received, each suggesting different routes to the
destination. The source only updates its path information if the RREP holds
information about a more up-to-date route than already registered. Thus,
every incoming RREP packet is examined to determine the freshness of the
route suggested.
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Figure 7: The format of a ROUTE REQUEST packet.
When a intermediate node receives either a RREQ or a RREP packet,
information about the previous node from which the packet was received is
stored. This way, next time a packet following that route is received, the
node knows which node is the next hop toward the source or destination,
depending on which end node originated the packet.
The next subsection illustrates route discovery by providing an example.
5.4.1 Example of a Route Discovery
Consider the ad hoc network of Figure 6 on page 11. In this example, node
A wants to send a packet to node F. Suppose A has no table entry for F. Then
A needs to discover a route to F. In our example, we assume that neither of
the nodes knows where F is.
The discovery algorithm works like this:
Node A broadcasts a special ROUTE REQUEST packet on the network.
The format of the ROUTE REQUEST (RREQ) packet is shown in gure 7.
Upon receiving the RREQ packet, B, C and E checks to see if this RREQ
packet is a duplicate, and discards it if it is. If not, they proceed to checks
their tables for a valid route to F. If a valid route is found, a ROUTE REPLY
(RREP) packet is sent back to the source. In case of the destination sequence
number in the table being less than the destination sequence number in the
RREQ, the route is not considered up-to-date, and thus no RREP packet is
sent. Since they don't know where F is, they increment the RREQ packet's
hop count, and rebroadcasts it. In order to construct a route back to the
source in case of a reply, they also make an entry in their reverse route tables
containing A's address.
Now, D and G receives the RREQ. These goes through the same process
as B, C and E. Finally, the RREQ reaches F, which builds a RREP packet and
unicasts it back to A.
5.4.2 The Expanding Ring search
Since RREQ packets are oodedthroughoutthe network,this algorithmdoes
not scale well to large networks. If the destination node is located relatively
near the source, issuing a RREQ packet that potentially pass through every
node in the network is wasteful. The optimization AODV uses is the
expanding ring search algorithm, which works as follows. The source node
searches successively larger areas until the destination node is found. This is
done by, for every RREQ retransmission until a route is found, incrementing
the time to live (TTL) value carried in every RREQ packet, thus expanding
the search ring in which the source is centered.
135.5 Link Breakage
When a link breaks, a RERR message is propagated to both the end nodes.
This implies that AODV does not repair broken links locally, but rather
makes the end nodes discover alternate routes to the source. Moreover, link
breakage caused by the movement of end nodes also results in initialization
of a route discovery process.
When a RERR packet is received by intermediate nodes, their cached
route entries are removed.
6 Optimized Link State Routing (OLSR)
In this section the proactive routing protocol OLSR is described, with
emphasis on the multipoint relay mechanism.
6.1 Introduction to OLSR
The Optimized Link State Routing (OLSR) is a table-driven, proactive
routing protocol developed for MANETs. It is an optimization of pure link
state protocols in that it reduces the size of control packet as well as the
number of control packets transmission required.
OLSR reduces the control trafc overhead by using Multipoint Relays
(MPR), which is the key idea behind OLSR. A MPR is a node's one-hop
neighborwhich has been chosen to forwardpackets. Instead of pure ooding
of the network, packets are just forwarded by a node's MPRs. This delimits
the network overhead, thus being more efcient than pure link state routing
protocols.
OLSR is well suited to large and dense mobile networks. Because of the
use of MPRs, the larger and more dense a network, the more optimized link
state routing is achieved.
MPRs helps providing the shortest path to a destination. The only
requirement is that all MPRs declare the link information for their MPR
selectors (i.e., the nodes who has chosen them as MPRs).
The network topology information is maintained by periodically
exchange link state information. If more reactivity to topological changes is
required, the time interval for exchanging of link state information can be
reduced.
6.2 Control messages
OLSR uses three kinds of control messages: HELLO, Topology Information
(TC), and Multiple Interface Declaration (MID).
A Hello message is sent periodically to all of a node's neighbors. Hello
messages contain information about a node's neighbors, the nodes it has
chosen as MPRs (i.e., the MPRSelector set), and a list of list of neighbors
whom bidirectional links have not yet been conrmed. Figure 8 on the next
page shows the format of the Hello message.
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Figure 8: The format of a OLSR HELLO packet.
Every node periodically oods, using the multipoint relying mechanism,
the network with a TC message. This message contains the node's
MPRSelector set.
A MID message is used for announcing that a node is running OLSR
on more than one interface. The MID message is ooded throughout the
network by the MPRs.
6.3 Multipoint Relays
A node N selects an arbitrary subset of its 1-hop symmetric neighbors to
forward data trafc. This subset, referred to as MPRset, covers all the nodes
that are two hops away. The MPRset is calculated from information about
the node's symmetric one hop and two hop neighbors. This information is
extracted from HELLO messages. Similar to the MPRset, a MPRSelectors
set is maintained at each node. A MPRSelector set is the set of neighbors
that have chosen the node as a MPR.
Upon receiving a packet, a node checks it's MPRSelector set to see if the
sender has chosen the node as a MPR. If so, the packet is forwarded, else the
packet is processed and discarded.
6.4 Selection of Multipoint Relay Nodes
The MPRset is chosen so that a minimum of one-hop symmetric neighbors
are able to reach all the symmetric two-hop neighbors. In order to calculate
the MPRset, the node must have link state information about all one-
hop and two-hop neighbors. This information is, as already mentioned,
gatheredfromHELLO messages. Only nodes with willingness differentthan
WILL_NEVER may be considered as MPR.
156.5 Neighbor discovery
As links in a ad hoc network can be either unidirectional or bidirectional,
a protocol for determining the link status is needed. In OLSR, HELLO
messages serve, among others, this purpose. HELLO messages are
broadcasted periodically for neighbor sensing. When a node receives a
HELLO message in which it's address is found, it registers the link to the
source node as symmetric.
As an example of how this protocol works, consider two nodes A and
B which not yet have established links with each other. First, A broadcasts
an empty HELLO message. When B receives this message and does not
nd its own address in it, it registers in the routing table that the link to
A is asymmetric. Then B broadcasts a HELLO message declaring A as
an asymmetric neighbor. Upon receiving this message and nding its own
address in it, A registers the link to B as symmetric. A then broadcasts a
HELLO message declaring B as a symmetric neighbor, and B registers A as
a symmetric neighbor upon reception of this message.
Upon receiving a HELLO message in which the node's address is not
contained, the node registers in the routing table that the link to the source
node is asymmetric. The node then sends a HELLO message containing the
source node's address, and when the source node receives this message and
nd its own address in it, it registers
6.6 Topology Information
Information about the network topology is extracted from topology control
(TC) packets. These packets contain the MPRSelector set of a node, and
are broadcasted by every node in the network, both periodically and when
changes in the MPRSelector set is detected. The packets are ooded in the
networkusingthemultipointrelayingmechanism. Everynodeinthenetwork
receives such TC packets, from which they extract information to build a
topology table.
6.7 Route Calculation
The shortest path algorithm is used for route calculations, which is initiated
whenachangeis detectedineitherofthefollowing: the linkset, the neighbor
set, the two-hop neighbor set, the topology set, or the Multiple Interface
Association Information Base.
To calculate the routing table, information is taken from the neighbor set
and the topology set. The calculation is an iterative process, in which route
entries are added starting from one-hop neighbors, increasing the hop count
each time through. A more detailed outline is found in [1].
7 Comparing the protocols
In this section the two protocols described are compared. In section 7.1
a comparison overview is provided, and in sections 7.2 through 7.4 the
16protocols are compared with respect to resource usage, mobility, and route
discovery delay, respectively.
7.1 Overview
Being a proactive protocol, OLSR imposes large control trafc overhead
on the network. Maintaining an up-to-date routing table for the entire
network calls for excessive communication between the nodes, as periodic
and triggeredupdates are ooded throughoutthe network. The use of MPR's
decrease this control trafc overhead, but for small networks the gain is
minimal. The trafc overhead also consumes bandwidth.
The reactiveness of AODV is more sensitive to resource usage. As
control trafc is almost only emitted during route discovery, most of the
resource and bandwidth consumption is related to actual data trafc.
7.2 Resource usage
Because information about the entire network need to be maintained at all
times, OLSR require relatively much storage complexity and usage. Hence,
there is a greater demand for storage capacity of nodes in such networks.
Also, the control overhead adds to the necessary processing in each node,
hence increasing the battery depletion time. Another downside to OLSR is
that it must maintain information about routes that may never be used, hence
wasting possibly scarce resources.
AODV, on the other hand, only informationabout active routes are stored
at a node,whichgreatlysimplies the storagecomplexityandreducesenergy
consumption. The processing overhead is also less than with OLSR, as little
or no useless routing information is maintained.
7.3 Mobility
OLSR and AODV have different strengths and weaknesses when it comes to
node mobility in MANETs. Unlike wired networks, the topology in wireless
ad hoc networks may be highly dynamic, causing frequent path breaks to on-
going sessions. When a path break occurs, new routes need to be found. As
OLSR always have up-to-date topology information at hand, new routes can
be calculated immediately when a path break is reported.
Because AODV is a reactive protocol, this immediate new route
calculation is not possible, so a route discovery must be initiated.
In situations where the network trafc is sporadic, OLSR offers less
routing overhead due to having found the routes proactively. AODV, on the
other hand, will have to rst discover a route before the actual information
can be transmitted. This calls for extensive control overhead per packet. In
cases where the network trafc is more or less static (i.e., the trafc has a
longduration),however,AODV mayperformbetter, as the amountofcontrol
overhead per packet decreases.
177.4 Route discovery delay
When a node in a network running the OLSR protocol wished to nd the
route to a host, all it has to do is do a routing table lookup, whereas in a
AODV network, a route discovery process need to be initialized unless no
valid route is cached. It goes without saying that a simple table-lookup takes
less time than ooding the network, making the OLSR protocol performance
best in delay-sensitive networks.
8 Conclusion
In this paper the two MANET routing protocols, OLSR and AODV, were
compared. Furthermore, an overview of wireless networks were given,
along with a general introduction to MANETs and related routing protocol
classications.
8.1 The protocols
AODV and OLSR both have distinctive characteristics which makes the one
better suited than the other one, depending on the setting.
As OLSR must maintain an up-to-date routing table at all times, a
decrease in network performance is expected as more network overhead is
needed. Most control overheadin AODV is related to route discovery, which
is initiated when a path break occurs. In networks with low mobility, path
breaks occurs less frequently, making AODV perform well.
OLSR will perform best when the trafc is sporadic, that is, when the
trafc can benet from having found a route proactively. This follows from
that the single packet transmission delay is relatively small compared to
running a route request protocol, as is done in AODV. For long duration
trafc, however, AODV might perform better.
In networks with more or less static connectivity (i.e., little mobility),
AODV performs best. The control overhead is kept at a minimum, so both
bandwidth and energy consumption by control overhead is greatly reduced.
These points make AODV more suited to resource and bandwidth critical
situation.
8.2 Future work
As both AODV and OLSR are relatively mature MANET routing protocols,
it would be interesting to see how well selected features can be utilized in
other routing protocols. The author will, in his master thesis, study the well
known OSPF routing protocol extended with selected OLSR mechanisms.
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