Abstract. The algorithm we develop outputs the order and the structure, including generators, of the -Sylow subgroup of the group of rational points of an elliptic curve defined over a finite field. To do this, we do not assume any knowledge of the group order. We are able to choose points in such a way that a linear number of successive -divisions leads to generators of the subgroup under consideration. After the computation of a couple of polynomials, each division step relies on finding rational roots of polynomials of degree . We specify in complete detail the case = 3, when the complexity of each trisection is given by the computation of cubic roots in finite fields.
Introduction
Throughout this paper let p > 2 be a prime number, F a finite field of characteristic p (we will write F p for the prime field) and E/F an elliptic curve defined over F. There exist positive integers m 1 , m 2 such that the group of the F-rational points is E(F) ∼ = Z/m 1 Z × Z/m 1 m 2 Z with m 1 dividing |F| − 1 (see [19] ). The possible pairs (m 1 , m 2 ) that may occur are classified in [17] and [15] or [22] . But when |F| is large, computing the group order |E(F)|, and the group structure, is a non-trivial task. Our aim is to determine the Sylow subgroups of E(F) without assuming any knowledge of the group order, so that the unique data is an equation for E.
Given a prime number , we are interested in the computation of the -Sylow subgroup of E(F), namely the subgroup of rational points having -power order. We will denote this subgroup S (E(F)). The case = 2 was already developed in [12] .
The Sylow subgroup S (E(F)) will be non-trivial if and only if there exists a rational point of order . If = p, to check this condition we can argue on rational roots of the -division polynomial. If = p, we can use Gunji's formulae (see [6] ).
As for the structure, the p-Sylow subgroup of E(F) is cyclic and for any = p the -Sylow subgroup is a product of at most two cyclic groups. In any case, we must determine integers n ≥ r ≥ 0 such that
After some consideration of the initial computation of the rational -division points, we begin the description of the inductive process which leads to the determination of S (E(F)) showing how we can make an appropriate choice of points to perform successive divisions. Once this is done, we devote to the existence and computation of rational -divisors of a given rational point, which are the preimages under the multiplication-by-isogeny.
After the general description, we provide full details of the case = 3. We develop a polynomial-time algorithm that for each elliptic curve E/F returns the complete information about its 3-Sylow subgroup. Namely, it returns
• n 3 , the maximum value for which E has F-rational points of order 3 n 3 ; • r 3 such that S 3 (E(F)) ∼ = Z/3 n 3 Z × Z/3 r 3 Z; • two points in E(F), of orders 3 n 3 and 3 r 3 , generating S 3 (E(F)).
In the last section we provide some examples of the performance of the algorithm.
For general results or common terminology on elliptic curves used throughout this paper, we refer to [19] or [7] .
Basics on -division
Let E/F be an elliptic curve and let be a prime integer. Then, it is said that a point Q ∈ E(F) -divides if there exists another point P ∈ E(F) such that [ ]P = Q, where [ ] denotes the multiplication-by-isogeny . It can be said, as well, that P is an -divisor of Q or that the point Q is divisible by .
The kernel of the multiplication-by-isogeny, the set of -divisors of O E , is ker [ ] = E[ ], the -torsion subgroup, which consists of O E and the points of E having order . The rational points of E[ ] are denoted by E(F)[ ]. They will be initially computed by the algorithm for determining S (E(F)). Therefore, our first task is to determine when this is a non-trivial subgroup and then compute its elements.
If p is the characteristic of the ground field and the curve E is given by an equation In [6] we can find expressions for the x-coordinates of the p-torsion points. We have that the p-th power of such a coordinate is given by a rational expression in the coefficients of f and a p−1 2 -th root of the Hasse invariant. This expression involves the computation of determinants of tridiagonal matrices of size p−1 2 . We should compute one of these x-coordinates and then check if it actually corresponds to a rational point of the curve, namely if x is rational and f (x) is a square in F.
For example, for p = 3 and E/F given by y 2 = x 3 + x 2 + a the Hasse invariant is 1 and the points of order 3 have x-coordinate 0, so that E(F) [3] F) ) are products of two cyclic groups. In the first case, E(F)[ ] is isomorphic to Z/ Z and S (E(F)) ∼ = Z/ n Z, for a certain integer n ≥ 1. In the second one, E(F)[ ] ∼ = Z/ Z × Z/ Z, namely the full -torsion is rational, and
In order to distinguish the two possibilities, one can compute the degree of the polynomial δ(x) = gcd(Ψ (x), x |F| − x). If it has degree zero, then both groups E(F)[ ] and S (E(F)) are trivial. Otherwise, according to the factorization patterns studied in [20] , this degree can be ( − 1)/2, − 1 or ( 2 − 1)/2. The first two cases correspond to the cyclic Sylow subgroup; in the first one any root of δ(x) is the abscissa of a point of E(F)[ ] and in the second case just half of the roots of δ(x) give rise to points in this group. In the third case, E(F)[ ] is isomorphic to Z/ Z × Z/ Z and the roots of δ(x) = Ψ (x) are the abscissas of those rational -torsion points different from O E .
In order to avoid factorization of a degree ( 2 −1)/2 polynomial and gain efficiency one can use the modular polynomial Φ (j E , X), which has degree + 1. If it has no rational roots, then the group E(F)[ ] is trivial. Otherwise, computing its rational roots and then proceedingà la SEA (see [2] and [3] ) to determine the kernel of the corresponding degree -isogeny one ends up with polynomials of degree ( − 1)/2. Their rational roots provide the abscissas of the -torsion points different from O E .
-division trees
We give here some algebraic and combinatorial properties of the group S (E(F)). We will define some trees with roots which play a crucial role in the design of our algorithm to compute the -Sylow subgroup of E(F), since they show us how to choose good -division paths.
As we said, the group of rational points having -power order is
with 0 ≤ r ≤ n. The following lemmas, which are easy to prove, give the first basic information on how these points are organized, according to their order and behavior under -division.
Lemma 3.1. Let Q ∈ E(F) be a point which -divides and P an -divisor of Q, then the -divisors of Q are exactly the points
Lemma 3.2. Let n, r, k be integers such that 1 ≤ r ≤ n and 1 ≤ k < n. Now we define a combinational structure associated with the group S (E(F)). It is a tree with root which we denote T . We put T = (V, A), where the set of vertices is V = S (E(F)) and the set of edges is
So we deal with a digraph or oriented graph, which we call the -division tree of the S (E(F)) group.
Let us assume that S (E(F)) is non-trivial and use the terminology of trees to give a first description of T . If S (E(F)) is cyclic, then T has − 1 children of the root vertex, which is O E , and in the k ≥ 1 levels every internal vertex has children. If S (E(F)) is not cyclic, then the root vertex has 2 − 1 children and the rest of the vertices, either have 2 children or none. In Figure 1 we show the trees T 3 corresponding to these two cases. 
Here, we have + 1 cyclic subgroups of order :
The sets
2 , j = 0, and i ∈ {0} or i ∈ {0, 1, . . . , }, respectively, are the subtrees rooted at the rational points of order .
However, for our purposes it is enough to consider a simpler structure: instead of the tree T we will take a representative tree of the quotient tree F * \T generated by the natural action of the multiplicative group F * on the graph T ; see [18] for more details. Since for any j the diagram
is commutative, the scalar multiplication [j] is an automorphism of T . It maps the subtree T (i) into T (ji) , and therefore these are isomorphic trees. We denote T a representative tree of F * \T . All the information about -divisibility will be obtained from this representative tree, which we show in Figure 2 for = 3. Let us describe in further detail the structure of these representative trees. We recall that a complete m-ary tree is a tree with root in which all internal vertices have out-degree m and all the leaves are at the same height.
The simple structure of a cyclic group can be expressed in terms of the combinatorial structure of
is a complete -ary tree of height n − 1.
In the non-cyclic case, namely when S (E(F)) ∼ = Z/ n Z×Z/ r Z, with 1 ≤ r ≤ n, the structure of T is the following:
• If r = n, then the subtrees T (i) , where i ∈ {0, 1, . . . , }, are all isomorphic. They are complete 2 -ary trees of height n − 1.
• If 1 ≤ r < n, then of the subtrees T (i) are 2 -ary complete trees of height r −1. The remaining one, the subtree denoted as T (0) in Figure 2 (b), is also 2 -ary and its height is n − 1. But it is complete only until level r. From there on it has leaves, since, according to Lemma 3.2, in each level only one -th of the points are -divisible. The strategy followed by the algorithm to determine the -Sylow subgroup S (E(F)) of E(F) will consist of descending through the subtrees of the representative tree until reaching its leaves. This way, the values n and r will be obtained, as well as a couple of points {Q, R}, with respective orders n and r , which are generators of S (E(F)). In fact, due to this linear structure, the descending process can be restricted to only two subtrees 1 . Moreover, since these subtrees are complete until level r, each step will consist of finding just one -divisor of the present point. This way, from any pair of the root-points of the subtrees, for instance, P 0 and P 1 , two lists of successive -divisors will be obtained:
When either one or none of the points P 0,k , P 1,k do not -divide, then r = k. The point of order r is one of the points that does not -divide. In case that none of them do, it should be checked whether some of the − 1 points P 0,r + [i]P 1,r , for i ∈ {1, . . . , − 1}, would -divide. If not, then n = r and {Q = P 0,n , R = P 1,n } would be the generators of S (E(F)). Otherwise, it holds that n > r, and we have identified the subtree of maximum height n − 1. To compute n and a point of order n , we should descend through this subtree, say T (0) , until we reach its height. The problem is that we may end up in an external node whose depth is not maximal, namely a point of order k , with r < k < n, which cannot be -divided. To deal with this situation we consider the sets
exactly one of the points in the set
Proof. First, let us observe that -divisibility of two of the points in the set
2 } would imply the -divisibility of R, which contradicts our assumption.
Let us assume that we cannot -divide the point Q. Since k < n, we know that there is some Q ∈ Q 0,k which can be -divided: Q = [ ]P . We have
-dividing
In the previous sections we have been sketching the main ideas involved in the design of the algorithm presented in this paper. At this point, we face the problem that arises at each step of the algorithm: finding a point
. Therefore, such a point P belongs to the preimage of Q by the multiplication-by-isogeny, and we can consider the following expression in terms of division polynomials:
(for instance, see [2] ), to obtain that the point (x, y) must be a root of
Now working modulo the equation of the elliptic curve, we are led to the one variable polynomial
which is the polynomial associated to the -division of a point having abscissa ξ. Notice that its degree is 2 , its trace is ξ 2 and it has distinct roots whenever Q is taken not to be a 2-torsion point.
With this approach, in order to compute the -Sylow subgroup of E(F) we use once the formula (4.1) to obtain the polynomial
. Then, starting with suitable rational points of order as explained in the previous section, at each -division step of the algorithm we have a given point Q = (ξ, ζ) and we should find a root in F of a degree 2 polynomial in F[x]. However, this computational cost can be improved if we take advantage of an isogeny decomposition
where I is an isogeny of degree and I denotes its dual. Then, to carry out the -division steps the above degree 2 polynomial can be replaced by a couple of polynomials of degree , associated to I and I respectively: first we consider the preimages of Q by I, fix one of them Q = (X, Y ) and then consider its preimage by I.
In what follows we show how to consider an appropriate isogeny I of degree , compute the polynomials attached to I and its dual I, and finally use them to find an -divisor.
In the context of our problem, there is an obvious candidate for the isogeny I, since we are assuming from the beginning that the elliptic curve E has a rational point P 0 of order . Let I be the isogeny whose kernel is the cyclic group generated by this point. Hence, I : E −→ E = E/ P 0 is a separable isogeny of degree defined over F. This situation corresponds also to the existence of a rational root of the modular polynomial Φ (x, j E ), which is the j-invariant of the curve E . If we have followed the procedure explained at the end of Section 2, we already have such an isogeny I explicitly computed.
The isogeny equations provide the identities
where
are polynomials with coefficients in F. The SEA algorithm (cf. [13, 3] ) efficiently determines polynomials F (x) and F (X), both of degree ( − 1)/2, such that its roots are the abscissas of the non-trivial points in the kernel of the respective isogeny:
The final computation of the abscissa can be done following Kohel [8, p. 14] or Dewaghe [4] :
where S 1 is the trace coefficient of F , namely the first elementary symmetric polynomial in the distinct abscissas of the points in the kernel of the isogeny. The formula for N (X) is analogous. As we said before, an -division step now involves first finding a root X 0 ∈ F of the degree polynomial
and then a root of the degree polynomial
For the sake of completeness, we would like to mention a third way to perform an -division step in the context of a small prime and a rational order point P 0 explicitly known, so that the set of abscissas {x(P 0 ), x(2P 0 ), . . . , x(( − 1)P 0 )} is easy to obtain. In this case we are able to provide a purely algebraic description of the procedure.
In order to fix notation, for E, E /F elliptic curves, I : E → E a non-constant isogeny and Q = O E a point on E , we call the associated polynomial for the isogeny I and the point Q the polynomial
It is monic of degree |G|, where G is the kernel of I. If Q is a rational point and G is Gal(F/F)-invariant, namely if the isogeny is defined over
We fix the isogeny I 0 : E −→ E = E/ P 0 , which is defined over F. As shown in [11] , a generalization of Vélu's formulae [21] allows us to obtain the coefficients of the polynomial
for X = x(I 0 (P )) and P a point on E,
where S j is the j-th elementary symmetric polynomial in the abscissas of the points P 0 , 2P 0 , . . . ( − 1)P 0 and the w i , the generalized Vélu parameters, are given by (4.6)
where S (j) indicates the j-th power sum of the abscissas of the same set of points as before, with the b i being the usual quantities defined in terms of the Weierstraß coefficients of E ( [19] ). Under our current hypothesis, using these formulas we are able to efficiently determine the polynomial f X,I 0 (x) in terms of X = x(I 0 (P )), which is still unknown. This is another way to obtain the polynomial N (x)−X D(x) of the previous setting.
As for the polynomial attached to the dual isogeny, taking into account that x( I 0 (I 0 (P ))) = ξ, this polynomial is
The following lemma determines the kernel of the dual isogeny.
Lemma 4.1. Let E be an elliptic curve, G a non-trivial subgroup of E, n = |G| and I G : E → E/G the isogeny with kernel G. Then,
Proof. The claim follows from the exhaustivity of I G and the fact that
On the other hand,
Going back to our particular case, we let {P 0 , P 1 } be a basis of E[ ] as an Fvector space. Then, we have ker I 0 = I 0 (P 1 ) and the points in the kernel of the dual isogeny I 0 are not always rational.
The polynomial associated to the dual isogeny can be written as
Notice that X = x(I 0 (P )) is one of the roots of this polynomial, which are
Over F(X 0 , . . . , X −1 ), the splitting field of f ξ, I 0 (x), we have the factorization
Therefore, the rational values of the unknown X that we are looking for give rise to polynomials f X,
x). Let us show now that the resultant of f ξ,[ ] (x) and f X,I 0 (x), both considered as polynomials over F(X)[x]
, is a power of the polynomial f ξ, I 0 (X) ∈ F[X].
Proposition 4.2. Let E/F be an elliptic curve, {P 0 , P 1 } a basis of E[ ] as an F -vector space with P 0 ∈ E(F)[ ], and f
the polynomials associated to the isogenies [ ] and I 0 = I P 0 , respectively. Then
where c ∈ F * and f ξ, I 0 (x) is the polynomial associated to the dual isogeny.
. As a polynomial in X, it vanishes for the values X k , k ∈ {0, 1, . . . , − 1}, and it is therefore divisible by f ξ, I 0 (X) = −1 k=0 (X − X k ). We denote r(X, x) as the quotient. Thus, from the properties of the resultant, it follows that
The resultant can be written as
where α j ∈ F, j ∈ {1, 2, . . . , 2 } are the roots of f ξ,[ ] (x). Since f X,I 0 is linear in X, the resultant is a non-zero polynomial in F[X] of degree 2 . Consequently, the factor Res x (f X,I 0 (x), r(X, x)) belongs to F * .
Putting this all together, this method consists of determining the degree 2 polynomial f ξ,[ ] (x), depending on ξ, using (4.1); determining f X,I 0 (x), depending on X, using (4.5) and, finally, we compute f ξ, I 0 (X), depending on ξ, using the resultant as in (4.10) . Once this is done, in each -dividing step an abscissa ξ is fixed and we are faced as before with the computation of roots of two degree polynomials.
To avoid the computation of the resultant we can also use a hybrid method, determining the polynomial f X,I 0 (x) using the algebraic formulas in the abscissas of the multiples of the point P 0 and using the analytic formulas of the SEA algorithm to compute f ξ,
To finish this section, we provide an easy example for a 5-division procedure, by fixing a small field of definition: F = F p with p = 1021. Since gcd(Ψ 5 (x), x 1021 − x) = Ψ 5 (x), we know that it splits completely over F and that E(F) [5] ∼ = Z/5Z × Z/5Z. From expression (4.1) we obtain the polynomial f ξ, [5] (x) in terms of the abscissa ξ: [5] The cyclic subgroup of E(F) [5] generated by the point P 0 = (0, 0), which is The two polynomials of degree 5 we have computed are what we need to perform the 5-division of points. As an example, we show descent from P 0 = (0, 0) in the 5-division tree. Taking ξ = 0 in the second polynomial we obtain f 0, I 0 (X) = X 5 + 211X 4 + 59X 3 + 163X 2 + 1007X + 1008, which has rational roots 48, 491, 560, 871, 882. Each one of them determines a polynomial f X k ,I 0 (x). Let us look for a rational root of the first one, which is f 48,I 0 (x) = x 5 + 114x 4 + 236x 3 + 366x 2 + 882x + 340.
We obtain the root x 1 = 201 which is the abscissa of the points P 0,2 = (201, 261) and −P 0,2 = (201, 533). One of these points is a 5-divisor of P 0 and the other one a 5-divisor of −P 0 . Let us continue with the 5-division of P 0,2 = (201, 261). Now we take ξ = 201 and we get
This polynomial has no rational roots and consequently the point P 0,2 is not divisible by 5. Table 1 shows the average time in seconds to perform the -division of a point using this method. We have considered primes p between 90 and 190 bits and one hundred elliptic curves E/F p to carry out -division for primes 3 ≤ ≤ 19. The calculations are due to J. Molgó, who executed a LiDIA [9] program over a Pentium IV 1.7 GHz. Now we work out the same example but proceeding as in the SEA algorithm to determine isogenies, so that computation of the degree 2 polynomial and the resultant are avoided. We consider the short Weierstraß equation
The isomorphism between the two models is (x, y) 
where F 5 (x) = x 2 +447x+647 = (x−724)(x−871) is the polynomial corresponding to the kernel. Therefore the polynomial N (x) − X D(x) involved in the 5-division procedure is
The corresponding equations for the dual isogeny, (X, Y )
, the second polynomial involved in the 5-division procedure, is
Putting ξ = 724, we obtain a rational root X = 22. Substituting in the first polynomial we get a polynomial in F[x] having rational roots 146, 303, 326, 593 and 823. If we go on with the 5-division procedure using the first one, namely ξ = 146, then we deal with the polynomial
Its rational roots X give rise to polynomials N (x) − X D(x) without rational roots, which means that at the point (146, 410) the 5-division descent stops.
Trisection
This section is devoted to develop the algorithm in full detail for = 3. The main purpose is to show that we can reduce the trisection of points to computation of cubic roots in finite fields. We use this fact for the complexity analysis of the algorithm.
If E is an elliptic curve over a finite field F of characteristic p > 3, the abscissas of the points of order 3 are given by the roots of the 3-division polynomial, which is a quartic polynomial with coefficients in F, explicitly computable in terms of the equation of E/F. Therefore, to decide whether or not a rational point of order 3 exists, we compute the gcd of this polynomial and x |F| − x. In case of existence, the explicit determination of such a point may also require the computation of a root of the quartic polynomial in the finite field F. Once we have done this, we can take the point of order 3 to the origin and work with a model
Its discriminant is ∆ = 27(a Proof. The roots of ψ 3 in F are
are the cubic roots of ∆/27b 3 in F. If ω ∈ F is a primitive cubic root of unity, we have
If |F| ≡ −1 mod 3, then −3 ∈ F * 2 and ω ∈ F. Every element of F * is a cube and has a unique cubic root in F * . In this case, ψ 3 has a unique root in F. But it is not the abscissa of a rational point, since d(x) = 4ψ 3 (x) − 3(b + ax)
2 . If |F| ≡ 1 mod 3, then ω ∈ F. Only one third of the elements in F * are cubes and each one of them has three cubic roots in F * .
Corollary 5.2. If
If |F| ≡ 1 mod 3, then we have two possibilities for the factorization over F of the 3-division polynomial:
In the first case E(F) [3] = {O E , (0, 0), (0, −b)} ∼ = Z/3Z and in the second case
From now on, let us denote P 0 = (0, 0) (rational 3-torsion point) and
Once we have determined the 3-torsion structure, we perform successive trisection steps until we reach the maximal 3-power torsion. Let us deal now with one of these trisection steps. That is, we assume that Q = (ξ, η) is a point in E(F) and we want to know if there exists P = (x P , y P ) ∈ E(F) such that [3]P = Q. This condition shows that x P must be a root of the polynomial f ξ, [3] 
The roots of f ξ, [3] (x) are the x-coordinates of the points in the set P + E [3] = {P + εP 0 + δP 1 : −1 ≤ ε, δ ≤ 1}. Since P 0 is rational, the abscissas of the points P, P + P 0 and P − P 0 are defined over the same field extension of F and therefore the polynomial [3] (x) in F(x P ). Let us consider the polynomial
According to the values S 0 = 1, S i = 0, i ≥ 1, w 0 = 3ab, w 1 = b 2 , corresponding to the isogeny I 0 , with kernel P 0 , this polynomial is f −X,I 0 (x). Nevertheless, for the sake of notational simplicity, we change X by −X. Input: Point Q = (ξ, η) ∈ E(F) with η = 0. Output: Points P ∈ E(F) such that 3P = ±Q.
(1) If η ∈ F * 3 , then return "Q cannot be trisected "; else, compute cubic roots
* 3 for all i, then return "Q cannot be trisected "; else, compute three cubic roots
Return the points (ξ ij , η ijk ) (either 6 or 18 points).
At this point we have shown that trisection of points in E/F reduces to computation of cubic roots in F * and F(ω) * . In a finite field with q elements, this computation can be done in O(log 4 q) bit operations using a randomized algorithm (see [1, Theorem 7.3.2] ). Assuming the Extended Riemann Hypothesis, a deterministic algorithm can be considered instead. In that case, the cost would be O(log 5 q) (see [1, Theorem 7.8 
.2]).
Now, putting this all together it is easy to obtain a concrete statement of the procedure of successive trisection that we have described previously and that ends up describing completely the 3-Sylow subgroup of E(F) . Let us just remark that the above trisection algorithm has to be adapted to compute only one trisection point and not all of them. The cost of the whole algorithm is dominated by the repeated call (each time four calls at most) to this trisection algorithm, as many times as the height of the tree T 3 , namely O(log |F|) times. Then, we finally get that with this algorithm the cost of computing group order and generators for the 3-Sylow subgroup of E(F) is O((log |F|) 5 ). Again, assuming the ERH for the computation of cubic roots, the algorithm would be deterministic with cost O((log |F|) 6 ) bit operations.
Examples
The algorithm to compute the 3-Sylow subgroup of E(F) presented in the above section has been implemented by J. Valera in MAGMA, [10] , running over a Pentium IV 1.7 GHz. It has been used to test one million random elliptic curves E/F p : y 2 + 3axy + by = x 3 , for a couple of 60-digit primes p. The average time of execution for a curve was 0.035 seconds when p ≡ 1 mod 3 and 0.049 seconds when p ≡ −1 mod 3. Some examples are shown in Table 2 . They have been taken over a prime field F p as well as over some of those extensions F p k where the size of the 3-Sylow subgroup increases. In the case p ≡ 1 mod 3, the 3-Sylow subgroup grows only for extensions of degree divisible by 3 while for p ≡ −1 mod 3 the 3-Sylow subgroup changes when considering extensions of degree divisible by 2 or 3. We provide also two examples of big 3-Sylow subgroups corresponding to a 100-digit prime p in Table 3 . In order to compare performances, the group order of the first of the curves in Table 3 has been computed using MAGMA, which implements the SEA algorithm. The time to obtain |E(F p )| = 3 11 · 5 · 19 · 5413097 · q where q is the prime 109773315961887140276574601976831947116686249194668952 068232967554646936221117475309929, was 205.83 seconds. Taking p = 10 180 + 711 and coefficients a = 10 100 + 2 and b = 10 100 + 4 for E/F p , the 3-Sylow subgroup Z/3 5 Z was computed in 0.51 seconds with our algorithm, while the computation of the group order, without factoring, took 5346.86 seconds in a first execution and 5244.24 seconds in another one.
Our algorithm has also been used to study the distribution of the curves y 2 + 3axy + by = x 3 over a prime field F p . In particular, the results obtained for the prime p = 4483 are summarized in Table 4 . They are classified according to their 3-Sylow subgroup Z/3 n 3 Z × Z/3 r 3 Z. Notice that, since there is no integer in Hasse's interval divisible by 3 6 , the value n 3 + r 3 = 6 is not possible. The amount of curves for each pair (n 3 , r 3 ) is given in the third column, while the corresponding isomorphism classes are counted in the last one.
The amount of isomorphism classes has been computed taking into account that elliptic curve isomorphisms x = u 2 x + v, y = u 3 y + su 2 x + t preserve the form y 2 +3axy+by = x 3 of the equation when (v, t) are the coordinates of a rational 3-torsion point and s is the slope of the tangent line to the curve at
