A new approach to the quantization of totally constrained systems. 
Introduction
The purpose of this paper is to present a new interpretation for the dynamics of totally constrained systems and should constitute a step towards the systematic solution of such systems both at the classical and at the quantum levels. Though designed to be a self-contained presentation, this paper builds upon the observations made in [1] and [2] regarding quantum gravity. The quantization of totally constrained systems has been treated extensively in the literature by various authors and various insights have been gained. 1 In the present paper we would like to present a new approach based upon a new principle of the semiclassical-quantum correspondence (SQC). The SQC requires the consistent and exhaustive application of the commutation relations defining a quantum theory as a necessary condition for producing a finite wavefunction of the universe. We find in the present work that the a large class of totally constrained systems can be placed into the same equivalence class of an infinite dimensional symmetry group of functional translations of its phase space variables. The choice of a particular system corresponds to a breaking of this symmetry, which in conjunction with the SQC extracts nontrivial dynamics from a universe otherwise devoid of dynamics. We show this property through a combination of the canonical and the path integration approaches to quantization and then examine the implications for renormalizability properties of the system. The format of this paper is as follows. In section 2 we set the stage by considering the path integral quantization of a trivial system devoid of dynamics, with the view that all systems are contained therein. We derive an infinite wavefunction of the universe for this case. In section 3 we subject the trivial system to the canonical commutation relations and apply the semiclassical-quantum correspondence (SQC). The observation is that the existence of the SQC implies the existence of a particular configuration of phase space variables from the infinite set of possibilities derived in section 1. In section 4 we demonstrate how the wavefunction of the universe can be made finite through the SQC. This implies a gauge-fixing of the infinite dimensional translational symmetry identified in section 1, in direct analogy to fixing the gauge in a nonabelian gauge theory in order to obtain a finite path integral (wavefunction). The associated implications of this gauge-fixing are examined for the case of a general totally constrained system, leading to the observations of sections 5 and 6 that there must exist a sector which implements the dynamics of the theory in parallel with the sector of the original constrained system. This can be seen in analogy to the Yang-Mills ghost action result-ing from the Fadeev-Popov determinant, as a third quantized theory dual to the original secind-quantized theory. We examine a particular system, similar in structure to the Yang-Mills classical equations of motion and attempt to deduce the action for the corresponding third-quantized theory in two different ways. Finally, we make inferences upon the renormalizability properties of the third quantized theory in relation to its second-quantized counterpart through a perturbative treatment of its effective action.
Analysis of trivial constrained systems
For a completely unconstrained system with vanishing Hamiltonian, the classical equations of motion reaḋ
which implies that the fields φ i and π i are constant in time. Such might represent a theory of gravity in which the gravitational and the matter variables and their momenta are completely static with no constraints of interaction between them. The classical equations of motion for this trivial system can be realized in the path integral representation when one attempts to construct the wavefunction. Consider the phase space path integral for this system
Integration over the conjugate momenta π i creates a delta functional which must be integrated over the configuration space variables φ i .
In the summation c ∼ c i (x) ranges over all functions of x in the threemanifold Σ of spatial positions x. The result of functional integration over φ i is that the wavefunction Z has support only on configurations for which the configurations variables are constant in time. The sum over c takes into account all possible functions constant in time that φ i (x) can assume. 2 The result is that coordinates φ i cannot evolve away from the spatial hypersurface Σ t upon which they are defined, which is consistent with the classical equations of motion (1) . Since the space of functions c i (x) is infinite dimensional, and φ i (x) ranges over all of c i , the summation over c should really be replaced by a path integral as in
So the wavefunction then becomes
Path integration over φ i implements the delta functional setting Z to any one of the uncountably infinite configurations c i (x). Hence we obtain an infinite sum of terms, each term representing one functional configuration of φ i , which sums to
where N is the number of independent components of the field φ i labelled by the index i. The wavefunction is formally infinite, ζ(0) counting the number of points in the spatial manifold Σ and ∞ taking into account the full range of integration of the functional space at each x. To obtain a similar result for the momenta, one integrates by parts in (2), factoring out the boundary term and interchanging the order of path integration.
Functional integration over φ i creates a delta function in momenta which must as well be integrated
Here we have also that the momenta are constant in time. The sum over v is taken over the infinite dimensional space of functions of spatial position which the momentum π i can assume. In direct analogy to the steps leading to (6) we obtain an equivalent representation for the wavefuntion
Since the path integrals (3) and (7) are equivalent, it follows that the dimension of the space of functions are equal (Dim[c] = Dim [v] ). Hence the quantum condition of a completely static universe is consistent with the classical equations (1) resulting from a vanishing Hamiltonian. This quandary constitues one manifestation of the problem of time in that the dynamical variables cannot evolve. Note that since all functions v(x) have been accounted for, the total wavefunction Z is invariant under the shift of the momentum by an arbitrary function
This invariance signifies a symmetry group of the trivial theory under translations by arbitrary functions for both the field φ i or its conjugate momentum π i .
Canonical commutation relations and the semiclassicalquantum correspondence
Let us now perform a canonical quantization of the trivial system corresponding to (2) . From the phase space structure of the theory, one can read off that the canonically conjugate variables are φ i and π i . The consistent quantization of the theory must involve a complete and exhaustive application of the canonical quantization relations in a given representation. First we promote the dynamical variables to quantum operators φ i →φ i and π i →π i satisfying canonical quantization relations. We must exhaustively apply the relations as a necessary condition to claim consistency of the theory. Since we are interested in addressing the problem of time, it is most natural to specify the equal-time commutation relations of the trivial theory for each spatial hypersurface Σ t . These are given by
Equation (11) states that the field and its momentum commute at spatial separation. The additional commutation relations
on the surface appear trivial, but we shall see that they indeed have nontrivial physical content. One might pose the question as to the relation amongst these variables for different times, e.g
for t = t ′ . However, since the theory we have started with is completely trivial, there is no correlation between the variables at different times owing to the vanishing of the Hamiltonian. 3 Note thatφ i is the generator of translations ofπ i and vice versa, since they are conjugate variables. Hence (10) can be realized as
The set of functional translations in field space for a given operator forms an abelian group due to the commutation relations (12) . In order to construct wavefunctions of the universe, it will be imperative to choose a Hilbert space upon which all commutation relations (11) and (12) can consistently be realized. A polatization of the wavefunction in terms of configuration space variables φ i (x) is well-suited for this purpose. The state should be expanded in terms of the basis vectors on a spatial hypersurface Σ T , without regard to any notion of evolution to this hypersurface. 4 
Ψ =
for some weighting function W . The canonical commutation relations are realized in this polarization in which the coordinates act by multiplication and the momenta act by functional differentiation.
The representation in which the wavefunction is a functional of the configuration space variables is known as the Schrödinger representation. We will show that the existence of such a representation is a natural consequence of the semiclassical-quantum correspondence. Let us assume a form for the wavefunction Ψ[φ] = e i/ I[φ] for some functional I, which we will refer to as the phase of the wavefunction. 5 In order to consistently quantize this theory, we must exhaustively apply the commutation relations in the representation chosen. Starting with (11), we have
Equation (17) is none other than a statement that each separate component of the field φ i are independent variables corresponding to individual degrees of freedom. In particular, when evaluated at the same spatial point x = y at equal times t, it produces ultraviolet singularities
Such field-theoretical infinities must be addressed in order to have the chance of a finite quantum theory. We must now evaluate the remaining commutation relations. The first relation of (12) is trivial, however the second relation contains nontrivial physical content. Let us define an 'eigenvalue' by the action of the momentum operator on the wavefunction living on the spatial hypersurface Σ T bŷ
where Π(x) is a c-number-valued function of spatial position x at time T . Evaluating the relation (12) for x = y, we have that
Equation (20) must be identically satisfied in order for the commutation relations to be valid. This consists of a semiclassical part, which automatically vanishes since Π i are c-number functions of the coordinates φ i . But there is also a field theoretical singularity of order δ (3) (0). Such a singularity is a source of difficulties in a quantum field theory. As a consistency condition, the coefficient of this singularity must vanish. Let us look at the implications of this. The condition is
We refer to (21) as the mixed partials condition. This is a consistency condition on the quantization procedure for any theory with a well-defined semiclassical limit, which must hold at all points x on the hypersurface Σ. If the functions Π i are viewed as the components of a U (1) connection, then the mixed partials condition is simply a statement that the curvature of this connection must vanish. Let us examine the implications of this. By the Poincare Lemma, the functions Π i can be expressed locally as the gradient of a scalar function λ = λ[φ i ].
The semiclassical condition defining the momentum c-numbers Π i is given by
which is a semiclassical condition that can be directly integrated in the direction of the functional space of fields on the final spatial hypersurface Σ T to yield
Equation (24) defines a wavefunction purely from the consistency of the canonical commutation relations. An interesting analogy, in the sense of the term 'wavefunction', is that the left hand side of (24) can be seen as the Wilson line correpsonding to the presymplectic potential, the analog of
A for an Maxwellian connection. The functional then integrates to a boundary term, which occurs only when this connection is pure gauge. We introduce the notion in [11] that the arena for quantization of the gravitational field possesses a kind of fibre bundle structure whose base space consists of spacetime x ∈ M combined with the functional space of fields φ i ∈ Γ, where M = Σ × R. By analysing the commutative relationship of the variations within and amongst each subspace of the base space B, we presented the case for addressing the problem of time in totally constrained theories.
Wavefunction of the universe from the path integral representation of totally constrained systems
Before proceeding, we must first address the issue as to how we have obtained a wavefunction on configuration space, which features a kind of constraint on the conjugate momentum of the theory, from a trivial theory (2) in which there exists no relation between coordinates and momenta and no dynamics. To answer that question, let us substitute (22) into (2) subsequent to implementing the aforementioned constraint.
By interchanging the order of spacetime integration on the right hand side of (25), the integral turns into a boundary term
The incorporation of a set of constraints, or conditions, into an otherwise trivial and static system has converted the path integral into a product of boundary terms on the final and the initial spatial hypersurfaces Σ T and Σ 0 . These terms can be factored out from the remainder of the path integral to yield
where V ol φ is the volume of the configuration space of fields φ i , which is a formally infinite numerical constant. Observe that the integration in the time direction in (26) has produced the same result as the integration in (23) along the direction of the functional space of fields. 6 This implies that the wavefunction as defined by the path integration procedure and the wavefunction as defined by the canonical quantization procedure are one and the same for certain totally constrained theories. The delta function implementing the desired constraint can be imposed by Lagrange multiplier λ i into the unconstrained functional (2), via the identification
where we have defined C i = π i − Π i . By enlarging the configuration space to include these auxilliary variables λ i , the functional Z acquires the interpretation of the path integral of the action of a constrained theory. If one associates the quantity Ψ(t) = exp i/ Σt λ with a wavefunction on the configuration space of fields φ i living on a spatial hypersurface Σ t , then (27) can be rewritten in the form
Equation (29) states that the wavefunction at time t 0 on spatial hypersurface Σ 0 has 'evolved' to the hypersurface Σ T at time T as a result of the imposition of a set of constraints combined with consistency of the quantization procedure. Thus it appears as though the semiclassical-quantum correspondence has circumvented the problem of time which existed before in the trivial theory, in that the time evolution has occured by holographic effect. The path integral then has the interpretation of the transition amplitude of a constrained theory with classical four dimensional action S = M (π·φ−λ·C)
It is important to note that the constraint as imposed below is linear in the momenta π i . However, the constraints for a more complicated theory must have constraints at least quadratic in momenta in order to have nontrivial dynamics [9] . This implies, therefore, that in order to have dynamical evolution in a totally constrained theory, there must exist an invertible map C i = C i (π j ) from the set of linear constraints π i − Π i to their nonlinear counterparts. 7 The action of the theory must then be expressed in terms of the nonlinear version of the constraints. To recapitulate, starting from an infinite wavefunction (9) for a system with no constraints trivial and possessing dynamics, which is invariant under the group of functional translations of the conjugate momentum π i (x, T ) by an arbitrary function P i (x) = P i (x, T ), we have produced a finite wavefunction (23) by imposing the condition that the momentum take on one particular configuration π i = Π(φ) from the infinite set of possibilities for v i (x). Hence, the choice of a particular configuration breaks the translational invariance of the infinite wavefunction, thus leading to a finite wavefunction.
Analogy to gauge-fixing of a symmetry
The process of obtaining a finite wavefunction from an otherwise infinite one resembles very closely the process of gauge-fixing in the path integral representation of a gauge theory. In the case of Yang-Mills theory, the gauge group is a compact group SU (N ) in which the connection A ∼ A a µ (x) takes its values. The naive path integral for Yang-Mills theory is given by
where S[A] is the Yang-Mills action. Due to invariance under the gauge transformation
for U = e iθ·T , where T a are the SU (N ) generators, the naive path integral (31) is infinite. Hence one may factor out the gauge group volume by insertion of a gauge-fixing subsidiary condition C[A] via delta-function. Then the path integral (31) becomes
where ∆ F P is the Faddeev-Poppov determinant, which acts as the measure corresponding to a metric on the space of gauge orbits. The gauge-fixed path integral (33) is then rendered finite.
We will now extend this procedure for partially constrained nonabelian gauge theories and to totally constrained systems by analogy. First, the integral in (2) is invariant under translations of π i . This functional translational symmetry acts as the direct analogue of nonabelian SU (N ) symmetry, except that whereas the gauge group manifold of the latter is compact, the corresponding gauge group manifold of the former, the infinite dimensional space of functions, is noncompact. The noncompactness of this group is responsible for the infinite value of the unconstrained wavefunction. To make it finite, we must restrict π i to a particular configuration by inserting a subsidiary condition by delta functional, just in the same way that one would fix a gauge in Yang-Mills theory.
What determines the choice of subsidiary condition? There is no restriction on this condition, hence one may choose it to correspond to the selection of an interesting system. 8 Hence, starting from (2), we insert a delta function which implements a nonlinear realization of the condition π i (x, T ) = Π i (x, T ), viewing π i as a gauge degree of freedom analogous to θ a in Yang-Mills theory. Thus,
Here, the condition δ(C i ) acts as a gauge-fixing condition which fixes the translational symmetry of (2) by selecting from the infinite set v(x) a specified configuration of the momentum satisfying the constraint C i (π j ) = 0 at each x. To proceed from (34) we must transform C i into π i variables. For all systems of the type we will be interested in, which will include quantum gravity, there must as a necessary condition exist a one to one map between these variables, which requires the Jacobian of the transformation to be well-defined. 9 Assuming such a map, we can coordinatize the 'gauge' manifold by π i in exchange for C i . Hence we have that
The integral in the exponential in (35) has turned into a boundary term λ by the arguments of the previous section, which can be factored out of the remaining of the path integral
where V is an infinite numerical constraint corresponding to the integral over all configurations φ i of the 'Faddeev-Poppov' determinant. The coefficient of this infinite numerical factor then corresponds to the wavefunction of the universe for the totally constrained theory. The question then arises as to the analogous interpretation of the YangMills Faddeev-Poppov ghosts in the totally constrained system. Starting from (34) we have
By defining the 'ghost' fields λ i (φ(x)), λ j (φ(x)) and the following action for a third-quantized theory of these ghosts,
we can write the wavefunction of the universe in the form
The integral over π i implements the desired configuration, converting the exponential to a boundary term with the result
Dφ DλDλe
whereupon the path integral over the ghost fields acquires the interpretation of a contribution to the volume factor V . The reference to the ghost theory as a third-quantized theory requires some explanation. We have introduced this formalism with a view to interpreting the generalized Kodama states Ψ GKod introduced in [1] , [10] . In this case the operator O j i comprising the Faddeev-Poppov determinant evaluated on the chosen configuration for π i has the interpretation of a kinetic operator with respect to position space Σ (Gauss' law constraint) as well as with respect to the functional space of fields Γ (q 1 = q 2 = 0 terms from the quantized Hamiltonian constraint).
Hence, the desired subsidiary condition in this case is C ae = 0 where the index i can take on 9 + N values, 9 indexing the gravitational variables and N indexing the matter variables, seen as one unified field.
Perturbative quantization for totally constrained theories
The analogy to Yang-Mills theory presented below produces a ghost action quadratic at the level of the ghost variables. But there is another way in which the Faddeev-Poppov determinant can be interpreted. To illustrate we will need to apply the formalism to a specific system. In order to identify the particular system, one must specify the nonlinear form C i of the conditions on π i which must be satisfied. Once these conditions are satisfied, the procedure outlined in the preceding sections should proceed automatically to produce the associated wavefunction of the universe. Let us now apply the aforementioned procedure to a particular system. The conditions which enable the functional integration in (24) are in general more complicated than the first-order differential form appearing in (23). In the general case, one may have as a constraint a functions P I in the basic variables 10
The delta functions in (41) arise due to multiple functional derivatives acting at the same spatial point x, and constitute an obstruction to the consistent quantization of the system in the Schrödinger representation unless dealt with. A necessary condition in order for the constraint to be identically satisfied independently of regularization procedures is that the coefficients a In which multiply the singular delta functions must be required to vanish. This has the dual role of allowing for the possibility of a finite state. Hence a In = 0 ∀I, n ≥ 0; a In arbitrary f or n < 0.
Without these conditions, while the constraints P I (φ i (x), Π j (x)) = 0 might be valid at the classical level, the quantum theory would be ill-defined owing to these singularities and will require some sort of regularization. By requiring the coefficients of the singularities to vanish, one determines a necessary criterion for establishing the unique quantum wavefunction. 11 While the vanishing of a In may be a necessary condition, it is not sufficient. Additionally, a In = 0 must imply (23), which requires that the map from the nonlinear to the linear version of the constraints must be surjective. 12 Let us now apply the technique to a particular system whose nonlinear form is cubic in the basic variables π i , given by
where G is a coupling constant of mass dimension [G] = −2 and Λ is another coupling constant of mass dimension [Λ] = 2. The quantity Σ jk i serves as a metric which can be chosen based upon a particular model. The quantity O j i serves as a kinetic operator on π i space, and as well is model-specific. Q i is a inhomogeneous source term and the quantity f i is a freely specifiable function of some of the variables φ i which does not contain any π i dependence.
The system (43) has been chosen due to its similarity in structure to the classical equations of motion for Yang-Mills theory with source D µ F a µν = J a ν and coupling constant g. Expanded out, this is given, modulo gauge fixing term on the kinetic operator, by
If one makes the identifications A a i ∼ π i , which the corresponding identifications on the coefficients of the terms, then (43) and (44) would be identical in structure. Equation (44) arose from the starting Lagrangian of a secondquantized renormalizable theory of the Yang-Mills field. Although (43) arose from the totally constrained system of a second-quantized theory, the equations themselves can be seen as corresponding to a third-quantized theory. Since Yang-Mills theory is renormalizable, this means that its effective action contains the same structures as the classical action to within redefinitions of the coupling constants. This implies that there exists a quantum theory for (43) into which its corresponding classical structures Σ jk i and E jkl i can be imported, a direct analogue of the Yang-Mills second-quantized theory. It could then be inferred, if it could be found, that the third-quantized theory corresponding to the equations of motion (43) would as well constitute a renormalizable theory. One possibility is that this third-quantized 11 The condition is sufficient as long as the system of equations due to (41) is neither overdetermined nor underdetermined, leading to a unique solution. Additionally, the criterion should hopefully pick out a unique quantum solution out of set of classical solutions.
12 A condition which may not in general exist for all theories.
action is a ghost action, as analysed in (38),(40). In this case, there is a communication to the second-quantized sector of the theory which implements finiteness of the wavefunction of the universe as encoded in a boundary term resulting from the solution to the constraints in linear form. We will now examine another possibility in the next section.
Perturbative analysis of the wavefunction of the universe
To assess the renormalizability properties of the totally constrained theory, (43) may be interpreted in terms of a perturbative expansion. In order to accomplish this we we must write the system in the form of an action. Since the classical equations of motion are a set of constraints, then they must arise from an action proportional to e i R M λ·C , where λ i plays the role of a Lagrange multiplier to enforce the constraints. The wavefunction of the universe can then be written as
Transforming from the semiclassical condition to the constraint surface, 13 we obtain
We now take the constraints off-shell, incorporating the auxilliary field λ i , to produce the starting action. 14
where C i is given by (43). Next, we now perform a perturbative expansion on (47), not by exponentiating the determinant back into the action, as occurs with Fadeev Poppov ghosts in Yang-Mills theory, but rather through the auxilliary variable λ i which is tantamount to the perturbative expansion of a delta functional. First we observe the identity
serves as an external source current for the auxilliary field λ i , and J i serves as an external source current for the momentum π i . Also, the quantum field theory is a field theory on the configuration space φ i of fields. We would like to make the identifications
and rewrite the integral in terms of a perturbation expansion. However, we cannot directly perform the Gaussian integral suggested by (48) due to the π i dependence in the right-most term outside the brackets in (47). This dilemma immediately suggests that the field velocityφ i should serve as a source current for the momentum π i while the source charge Q i should serve as a source current for the Lagrange multipliers λ i . This is interesting, as each are structures external to the constraint phase space, the former having to do with time evolution of the fields. Exponentiating (48) we have the identity
The interpretation of the determinant is given by the mass squared term of the action, and corresponds to the one-loop term of the effective action
Evaluation of the functional determinant
Observe that the two-loop term Det −1 O is defined with respect to vanishing momentum π i , which is not the same as the second functional derivative evaluated on the solution to the constraints except for the special case for which the inhomogeneous source Q i is zero.
The solution to the constraints can be written by inspection directly from (43), inverting the kinetic operator to produce the following recursion relation
By substitution of all occurences of π i into the right hand side of (52), one can build up a perturbative expansion. First first few terms of the expansion are given by 15
The expansion (53) has a convenient interpretation in terms of tree networklike Feynman diagrams. For a given order N in GΛ one takes N sources Q i , seen as leaves of a tree attached to branches, and propagates them to the tree trunk in all possible ways of linking them into a network. The nodes of the network can either be trivalent (corresponding to the Σ jk i term which is model-specific) or tetravalent (corresponding to the cosmological E jkl i term), which act as vertices in a connection Feynman diagram and the branches play the role of propagators. Note that in the absence of a inhomogenoeus term, one has that Q i = 0 which implies that π i = 0. The solution (53) can be written in terms of an exponential generating function as in [10] 
where the operatorT is defined as the generator of all paths consistent with the network topology for each order in the expansion. Note that one may directly construct the wavefunction of the universe for the second-quantized theory by substitution of (54) into (24) to obtain If one interpretes the wavefunction of the universe to stem from its path integral representation, then (55) would correspond to the effective action of the classical theory, which is an expansion in powers of a dimensionsless coupling constant GΛ. 16 The second functional derivative of the starting action, which comprises the mass squared term, is given by
Upon substitution of (54) into (56), one has schematically for the mass squared term
where we have defined the dimensionless operator parameter η = GΛT O −1 Q. The determinant of (57) is given by
The term DetO in (58) corresponds to the mass squared term evaluated at zero momentum. This is identically equal to DetI 2 in the case of the pure Kodama state, for which η = 0. The path integration will produce Det −1 O as its two loop term, which will cancel the contribution from I 2 . Hence the result of the determinant from the solution to the constraints signifies to a certain extent the quantum one loop fluctuations of the theory in question relative to the ground state about which to do perturbation theory. 17 Since the coupling constant GΛ is dimensionless, it is expected that the perturbative expansion of this 'third-quantized' theory should correspond to a renormalizable theory. If the perturbative expansion could be performed, then the functional deteminant in (50) would partially cancel that in (47). This is favorable, since the functional determinant is a functional determinant on the space of functions, for which one would have to exercise extreme care in the definition. Once the identifications are made, then the wavefunction of the universe for the third-quantized theory becomes
Equation (59) will generate a perturbative series in G and Λ. The J = 0 term corresponds to a series expansion of Feynman diagrams in powers of GΛ, as can be seen from a simple power counting argument. The general term can be obtained, omitting the indices for simplicity, as
The laws of graph theory apply to the determination of the possible diagrams. The first few nontrivial diagrams read
In a usual quantum field theory on position space the propagator from has the interpretation of the vacuum expectation value of the product of two fields evaluated at the points in question. This has the interpretation of the amplitude for a particle localized at spacetime position x to propagate to position y, as in
The question arises as to the analogue for quantum gravity of the propagator O −1 . First, we must define the propagation as occuring on the space of quantum fields at fixed spatial position
The interpretation is that the vacuum state corresponds to the ground state of the third quantized theory and that the propagation occurs over configurations which conserve the topological sector.
Constraints versus subsidiary conditions
The distinction between first class constraints and gauge-fixing procedures, delineated in [13] becomes blurred when the reduced phase space and the Dirac quantization procedures are equivalent to one another, and the two can be used interchangeably in the path integration approach [12] . To put the present work into this context, upon application of the SQC, the N conditions C i (π j ) ∼ C ae (ǫ bf ) = 0, where ae label the fields of the chosen theory, can be viewed as a set of Dim(a) × Dim(e) classical equations of motion for a new (third-quantized) theory with Lagrangian Γ = Γ(λ, ǫ), such that δΓ δλ ae = C ae (ǫ) = 0.
The most general form of the starting action then is given by
where F is an arbitrary functional independent of λ, and the integral δµ(A, φ) is taken over the functional space of gravitational and matter fields. 18 Note that λ ae appears as an auxilliary field whose equation of motion implements the 'gauge' conditions C ae (ǫ) = 0. However, the variable ǫ ae can be seen as a kind of unphysical degree of freedom which traces out an orbit in field space. The function C ae (ǫ) forms an equivalence class of different models and the variable ǫ ae traces out an orbit within a given equivalence class. 19 When the equation of motion for λ ae is satisfied, then Γ = F . Hence F (ǫ) has the interpretation of the functional Γ evaluated on the solution to the constraints. The quantity λ ae can be eliminated through the equation of motion for ǫ, given by 
where O −1 is the inverse of the kinetic operator, or the propagator for the third-quantized theory of the fields λ and ǫ. We indicated above that the function F (ǫ) has the interpretation as the action Γ evaluated on the solution 18 These variables constitute the manifold upon which the field theory of ǫae and λ bf are defined. 19 The generator of translations in ǫae space is given by its conjugate variable X ae of the originially second-quantized theory.
to the constraints. But by (53), the variable ǫ ae can be expressed entriely in terms of the source content Q ′ ae of the theory. Therefore F = F (Q ′ ae ) can be expressed entirely in terms of this content on-shell. Note that, going back to the unified notation (φ i , π i ) ∼ (− i G X ae , φ α , ǫ ae , π α ), the action (67) can be written in the form
If one makes the choice F (π) = π iφ i then the solution to the constraints, which places Γ on-shell, converts F into a total derivative which converts into a boundary term defining the 'phase' of the wavefunction of the universe. This leads to Ψ[φ] = e iΓ[φ] as a condition from the third-quantized theory of π i = π i (φ i ).
which signifies that the time evolution of the dynamical variables occurs as a gauge tranformation parametrized by the time dependent gauge parameters λ i . The physical state singled out from (2) must satisfy the quantum constraintĈ
We have shown in the previous sections how the canonically determined state is equal to its representation in terms of the path integral. To show that the quantum constraints (72) are consistent with the quantum evolution (71) of the dynamical variables, take a generalÔ constructed form these variables, and define a state χ = χ[φ] such that
