Clustering has become an integral part of microarray data analysis and interpretation. The algorithmic basis of clustering -the application of unsupervised machine-learning techniques to identify the patterns inherent in a data set -is well established. This review discusses the biological motivations for and applications of these techniques to integrating gene expression data with other biological information, such as functional annotation, promoter data and proteomic data.
INTRODUCTION
The advent of high-throughput genomics and proteomics is leading to an unprecedented surge of cross-disciplinary work between biology and statistics. The growing interface between these distinct groups of researchers has shown both significant successes and surprising challenges. One major area of progress has been the application of machine-learning techniques to large biological data sets. Machine-learning techniques (also known as pattern-recognition techniques) have been successfully used on microarraybased gene-expression data to identify groups of functionally related genes 1 as well as to predict broader biological phenotypes such as genetic interactions, 2 social behaviour 3 or cancer type. 4 While the various algorithms and methods used for machine-learning techniques have been extensively reviewed elsewhere, [5] [6] [7] [8] the biological theory underlying and motivating these approaches has rarely been discussed. We focus here on unsupervised pattern recognition, and, in particular, on the clustering techniques commonly used in the analysis of mRNA expression microarray data. Before discussing the hypothesis of co-regulation that underlies many of the applications of unsupervised pattern recognition, we briefly outline both the basic microarray data-analysis pipeline and the general classes of clustering algorithms in use. We then discuss the underlying assumptions behind unsupervised pattern recognition and conclude with a series of examples from the recent literature.
AN OVERVIEW OF MICROARRAY DATA ANALYSIS
The pre-processing of microarray data can be thought of as a pipeline, with a series of stages through which the data must travel before useful results can be extracted ( Figure 1 ). The analytical pipeline is virtually identical for singlechannel (Affymetrix) and dual-channel (cDNA) arrays, although different algorithms are employed for different platforms. The first step in analysis is quantification of the scanned image into numeric data amenable to statistical analysis. 9 This raw data set is filtered to remove high-noise and low-signal spots. [10] [11] [12] The filtered data set is then normalised (often twice) to remove spatial variability, channel imbalances and interarray heterogeneity. [13] [14] [15] [16] The filtered and normalised data can then be analysed in a variety of ways to extract useful biological data. For example, results can be subjected to significance-testing to identify differentially expressed genes. 17, 18 Alternatively, a variety of clustering approaches can be used to identify broad patterns in the biological system. 5 The clustering can then form a platform for network reconstruction (see Example II below) or other downstream analyses ( Figure 1) .
It is intriguing to note that the early stages of this pipeline have, in our view, largely been the most challenging to model. Genomics analyses start with lowlevel operations such as filtering and normalisation and terminate with highlevel operations such as clustering or other types of pattern recognition. Low-level analyses remain poorly understood from a statistical perspective, and are largely handled empirically. By contrast, higherlevel analyses such as clustering appear better able to leverage techniques from other fields, 19 often with genomicsspecific enhancements. 20 This implies that at a high level, microarray genomics data are not particularly different from other types of data, despite their uniqueness at lower levels.
Pattern recognition generally occurs at the end of the analysis pipeline, although it occasionally finds use earlier, such as for The basic pipeline for the pre-processing of microarray data. The pipeline starts with image quantitation. This figure shows a two-channel array, but most steps are the same for one-channel platforms. The quantified image data are first filtered to remove bad spots, then normalised to bring the two channels of an array into balance. This procedure is repeated for each array in an experiment, after which the entire set is subject to a second, inter-array normalisation. The normalised dataset is significance-tested to identify differentially expressed genes. These genes can then be clustered to display trends in gene-expression data exploration. The goal of unsupervised pattern recognition is to identify small subsets of genes that display coordinated expression patterns. This process is also known as 'clustering', and the two terms are often used interchangeably. The goal of clustering large sets of expression data is to rationalise changes in expression of entire groups of genes and to discover possible functional relationships among them.
There are two key questions one might ask at this point. First, how can we find these sets of genes that exhibit coordinated expression profiles? Second, why is it biologically useful and important to identify subsets of genes with coordinated expression? We answer these two questions in turn.
WHAT IS CLUSTER ANALYSIS? What is clustering?
Clustering algorithms -a subset of unsupervised pattern-recognition or machine-learning algorithms -identify patterns within a data set. In genomic work, this is often described as identifying 'clusters' of genes that have similar expression patterns. To be succinct: unsupervised pattern recognition (clustering) explicitly identifies the underlying patterns inherent to a data set.
This definition reveals one key weakness of unsupervised patternrecognition approaches: they generally operate under the assumption that there is an underlying pattern within the data. Most unsupervised pattern-recognition algorithms 'see' patterns in random data; hence their output must be rigorously validated, both statistically and scientifically. Figure 2A shows a simple twodimensional example of the goal of clustering. The raw data are a set of points on the two-dimensional graph. In a genomic data set, each point represents a single gene, while the axes represent changes in expression levels in response to different treatments or stimuli. The clustering algorithm identifies the underlying order in these data by identifying three 'clusters'. Each cluster is a group of genes that show similar, coordinated expression profiles. The underlying idea of clustering is to group together sets of genes (white circles) that have similar expression profiles (dashed-black ovals). In (A) we see three distinct clusters, along with two outlying genes that do not easily fit into one of the main groups. In (B) the effect of 'forcing' these two genes into clusters can be seen. The withincluster distance (WC) grows substantially, while the betweencluster distance (BC) drops dramatically Note that in this case, two genes were classified as outliers: they were not sufficiently similar to any other gene to be grouped into a cluster. Not all clustering algorithms are capable of making this choice to 'not cluster' an outlier gene. If the outliers had been forced into one of the existing clusters ( Figure 2B ), the clusters become significantly larger. This is reflected by an increase in the size of clusters, termed the within-cluster distance (WC on Figure 2B ) and a decrease in the space between clusters, termed the between-cluster distance (BC on Figure 2B ). It is important for a clustering algorithm to correctly handle outliers in order to minimise withincluster distance (to maximise the similarity of genes in a cluster) and to maximise the between-cluster distance (to ensure that each cluster is functionally distinct). Correct parameterisation of clustering algorithms is important to ensure that these outliers are not grouped with one of the strongly supported clusters. 7 
How is clustering done?
There are numerous machine-learning algorithms, many of which have been successfully used in the clustering of microarray data. The following section lists references that give details on both the algorithms and their applications. Here, we give a brief overview of the three most commonly used clustering algorithms: k-means, hierarchical and selforganising maps.
Before describing these three algorithms, note that clustering algorithms are generally classified into two groups, based on the information they process. If an algorithm starts with only the raw data, it is termed an 'unsupervised' algorithm. If, on the other hand, the algorithm also is given data about the types of samples or how they are related to one another, then the algorithm is said to be 'supervised'.
Supervised and unsupervised algorithms generally are used for very different purposes. Supervised algorithms excel at classification. For example, they allow identification of sets of genes that can be toxicologically 21, 22 or diagnostically 4 informative. Unsupervised algorithms, on the other hand, are primarily used for 'pattern discovery', the identification of novel and unexpected patterns in a data set. While both types of clustering -supervised and unsupervised -are important, unsupervised algorithms like the three clustering algorithms described here are most commonly used in microarray data analysis.
To compare and contrast the three methods, we ran each algorithm on the same set of data ( Figure 3 ). This data set comes from a developmental study of the murine pre-frontal cortex between two and four weeks after birth (Semeralul et al., manuscript in preparation). Each time point contains four biological replicates analysed on Affymetrix MOE430A arrays. Here we clustered the 185 most developmentally responsive genes with each algorithm using the popular Cluster package. 23 The agglomerative hierarchical clustering algorithm ( Figure 3A ) works by successively grouping together very similar pairs of genes. The algorithm starts by comparing each gene with every other gene. It selects the two genes with the most similar expression patterns, groups these together into a 'node', then repeats the procedure with the remaining genes. This process continues until every gene has been placed in a node. This procedure is grounded in the assumption that the internal structure of the data is fundamentally hierarchical -that the genes can be accurately ranked in terms of their similarity to one another. If this is not always the case, or if genes are not correlated across all conditions, hierarchical clustering will not perform well.
Both k-means clustering ( Figure 3B ) and self-organising maps (SOMs; Figure  3C ) are classified as 'iterative relocation algorithms'. These algorithms do not assume that the data are hierarchical. Instead, they require the user to estimate the number of clusters present in the data. Sometimes these estimates can be inferred Improper outlier handling can decrease clustering Supervised versus unsupervised clustering from knowledge of the biological system. For example, in the k-means clustering ( Figure 3B ) we chose three clusters of samples (mirroring the three developmental time-points) and eight clusters of genes (to reflect the idea that at any time point a gene can go up or down, leading to 2 3 ¼ 8 combinations). Because such estimates can 'freeze' prior bias into the analysis, several methods have been developed to estimate the number of clusters inherent in the data. 24 Iterative relocation algorithms work by first randomly placing every gene into one of the preset clusters. They then proceed to move (relocate) the genes one at a time (iteratively) to produce increasingly homogeneous clusters. This can require many steps (relocations), but on modern computers these algorithms generally require minutes, rather than hours or days.
The primary difference between kmeans clustering and self-organising maps lies in the type of clusters assigned. In kmeans clustering each gene is assigned to a distinct and independent cluster; a total of k clusters are used, giving the algorithm its A) Hierarchical B) k-means C) Self-organising maps Figure 3 : Hierarchical clustering (A) generates dendrograms for each axis of the data: the y-axis represents genes and the x-axis represents samples. Each week has four replicated animals, and these biological replicates can be seen to cluster together on the x-axis. On the y-axis, the genes are ordered by the similarity of their expression profiles into a tree-like structure called a dendrogram. K-means clustering (B) was performed with k ¼ 8 for the genes (y) axis and k ¼ 3 for the samples (x) axis. It was repeated 100,000 times and the solution with minimal within-cluster distance was chosen. Because SOMs (C) are themselves two-dimensional, there is no easy way to display SOM analysis of both genes and samples on a single plot. The SOM figures give the response of the average gene with each cell for each of the three time-frames. Note that adjacent cells of SOM are more similar to one another than non-adjacent cells name. In contrast, self-organising maps use a 'gradient' of related clusters. A twodimensional grid of clusters is created, and the user supplies the size of the grid as a parameter. Each grid within the map is more closely related to the adjacent clusters than it is to non-adjacent clusters. For example, in Figure 3C the grid (1,1) is far more similar to grid (1,2) than it is to grid (1,4).
Details on clustering and clustering algorithms
The many algorithms used in the clustering of microarray data have been described in detail several times. The classic text on statistical patternrecognition, Duda et al., includes a lucid overview of clustering algorithms. 8 Several excellent reviews of the mathematical details of clustering algorithms have also appeared. 5, 7, [25] [26] [27] Further, a large number of primary publications making extensive use of clustering have been published.
3,28-31
Other workers have specifically studied the performance of different clustering algorithms for identifying co-expressed sets of genes. 32, 33 Finally, a large number of methods for visualising, 34 To answer this question it is helpful to return to some basic biological concepts. The phenomenon of genes displaying similar patterns of expression over a variety of conditions is termed 'coexpression'. Virtually all clustering techniques identify sets of genes that are co-expressed. The question of why clustering is possible is essentially equivalent to asking why we expect genes to be co-expressed. Fortunately coexpression is supported both by an immense body of empirical observations and by detailed mechanistic explanation. We first explain co-expression intuitively, then mechanistically.
Co-expression explained intuitively
Intuitively it makes sense that if two or more separate genes are involved in a single biological process, they will be biologically 'needed' at the same time. Because they are needed in unison, they will also be expressed in unison -coexpression. For example, drugs and environmental chemicals are eliminated from the body by the combined action of multiple enzymes. Phase I enzymes (such as the various species of cytochrome P450) convert foreign chemicals into chemically reactive intermediates. Phase II enzymes then conjugate these reactive intermediates with water-soluble moieties such as glutathione or glucuronic acid, thereby facilitating elimination of the foreign chemical via the kidney. In animals exposed to polycyclic aromatic hydrocarbons, expression of specific forms of cytochrome P450 (CYP1A1, CYP1A2 and CYP1B1) is highly upregulated, ie the enzymes are induced at the transcriptional level. In most instances, Phase II conjugating enzymes such as glutathione S-transferases and UDPglucuronosytransferases are simultaneously induced so that an increase in reactive intermediates (generated by the P450s) is accompanied by an increase in Phase II enzymes that conjugate these reactive metabolites and detoxify them. 43 These gene batteries will be co-expressed: conditions that 'require' the activity of one gene-product will usually 'require' the activity of the others.
From this viewpoint, co-expression can be seen as an inherent property of biological systems. When two or more Clustering identifies coexpressed genes genes function in the same biological process -either independently or by complementing one another -they will be expressed at the same time. Coexpression follows naturally, and clusters of gene expressions are inevitably observed in microarray studies.
Co-expression explained mechanistically
Our intuitive description of co-expression emphasizes co-expression as a necessary outgrowth of the fact that biological systems have multiple coordinated ways of responding to stimuli. The body responds to drugs or disease in many different ways, and the effects occur in parallel, as well as in series.
From a mechanistic point of view, however, this explanation remains unsatisfying. It helps explain, from a teleological perspective, why coexpression occurs but not how it occurs. The key is that biological responses to external stimuli are not stochastic -they are regulated. The regulatory systems that help coordinate biological responses underlie co-expression: genes that are coexpressed are often coordinately regulated via a common mechanism.
Continuing our earlier example, the co-expression of various xenobiotic metabolising enzymes can be explained mechanistically: the P450 enzymes and the conjugating enzymes are coordinately regulated by a common ligand-dependent transcription factor, the AH receptor (reviewed in Okey et al. 44 ). These genes will thus be co-expressed: conditions that 'require' the activity of one gene usually will simultaneously alter the activity of other genes that share the regulatory mechanism.
In other words, co-expression can be the result of co-regulation. It is important to emphasise here that co-regulation is not the only mechanism that can lead to co-expression. If only one or two conditions are considered, many genes will appear to respond in a similar fashion. As more and more conditions are added, however, these types of random observations will be diminished.
Alternately, two genes may be regulated separately, but their independent regulatory mechanisms may overlap significantly, making it difficult to distinguish their separability.
Despite these caveats, it is often reasonable to make the assumption that co-expressed genes are co-regulated through one or a few common mechanisms. For example, many of the genes that are co-expressed in response to the toxicant TCDD respond through a specific transcription factor, the aryl hydrocarbon receptor (AHR). These AHR-mediated genes fall into two distinct mechanisms, depending on whether the AHR functions as a transcription factor 45, 46 or as a coactivator. 47 Based on this assumption, clustering becomes a way of identifying sets of genes that are putatively co-regulated, thereby generating testable hypotheses. For example, if the regulatory mechanisms for one or two genes in a cluster are known, the hypothesis would be that all genes in the cluster are regulated by that mechanism. This hypothesis can be tested through such approaches as geneknockouts or knockdowns, the use of transfection assays with reporterconstructs, or direct assessment of transcription-factor binding.
The regulatory mechanisms that alter gene expression are not fully understood, but the basic outlines are well known. Specific proteins, called transcription factors, are capable of binding to short, specific sequences of DNA. These specific sequences, called transcription factor binding sites (TFBS), usually lie close to the coding regions of genes they regulate. When a transcription factor binds to its TFBS, it modulates expression of that gene. Transcription factors can either induce (activate) or repress expression.
In summary, co-expressed genes often also are co-regulated. This regulation is achieved by short sequences of DNA (TFBSs), to which a transcription factor can bind. This relationship has been empirically demonstrated many times and Co-expressed is often the result of coregulation was recently validated experimentally with high-throughput ChIP-Chip studies. 32, 48, 49 For example, sets of coexpressed yeast genes have been used to clearly identify novel TFBSs, which have then been identified with specific transcription factors and biological regulatory mechanisms. 50 
CLUSTERING AND CO-REGULATION: EXAMPLES
The presence of coordinated regulation in biological systems might seem trivial, but in fact, the significance is quite profound. The knowledge that co-expressed genes are often co-regulated gives us a platform upon which to integrate different types of biological data. By amalgamating (integrating) multiple data sets, one can remove false-positives and help identify disparities between the different levels of data. Further, integration helps to explain biological phenomena on deeper levels than a single data set alone could.
Integration can be performed at many levels. Below, we outline three recent examples of how clustering algorithms were used to integrate microarray expression data with other types of data to yield unexpected conclusions. The first example details the integration of array data with functional annotation, the second with genome-wide transcriptionfactor binding-site searches, and the third with proteomic data.
Example I: Expression data and functional annotation
Hughes et al.
1 demonstrated that clustering of expression data is one way to assess the function of novel, uncharacterised genes. They considered 300 distinct, significantly different yeast conditions. These conditions included both genetic mutations and chemical treatments. A microarray experiment was performed for each condition. The entire data set (compendium, in Hughes's terminology) was then subjected to twodimensional agglomerative hierarchical clustering. Sets of genes that showed similar expression patterns (ie clustered together) were then annotated with any known functions. Uncharacterised genes were then hypothesised to be functionally related to other genes in their cluster. In this way, function could be inferred from a set of co-expressed genes, thereby generating a set of testable hypotheses about the biological roles of uncharacterised transcripts.
It is important to note that the 300 individual experiments were each of biological interest. The individual knockouts and chemical treatments used could each be analysed for their effects on gene expression across the entire yeast transcriptome. By aggregating this entire data set, however, Hughes et al. were able to extract an enormous amount of additional information regarding gene coregulation and function that was not available from any of the individual data sets in isolation. In yeast, this work has been extended to include both knockouts of non-essential genes and knockdowns of essential genes, allowing the effects of genetic perturbation of every single gene to be exploited for identification of co-regulation. 51 This type of integration of expression data with functional annotation has been used many times. 28, 29 It is becoming a standard part of comprehensive microarray data analysis, and a wide array of software tools have been developed to automate the testing of each individual cluster for different functional annotations.
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Example II: Expression data and TFBS identification Segal et al. extended this integration approach to encompass transcriptionfactor data. 55, 56 They did so by integrating yeast gene-expression data with automated transcription factor binding site (TFBS) searches in an attempt to rationalise the mechanism of regulation. They compared the results of their clustering based on both expression and TFBS data with the results of clustering based only on expression data, and demonstrated the superiority of combined Recall that a TFBS is a short sequence of DNA near the coding region of a gene that modulates the gene's expression level. Because TFBSs are short sequences, both functional and non-functional sites are present throughout the genome. The false-positives generated by nonfunctional sites often outnumber the true positives, leading to the development of a variety of methods for winnowing nonfunctional TFBSs from functional ones 57 and for rationalising observed patterns of co-regulation based on the activity and expression levels of specific transcription factors. One such method is to search sets of co-expressed genes for common, conserved sequences. A sequence that appears in an entire set of co-expressed genes can be hypothesised to be at least partially responsible for the regulation underlying this co-regulation.
Segal et al. exploited this idea extensively. Like Hughes et al., they clustered a large set of distinct microarray experiments, then tried to rationalise the observed clusters. In this case, however, the rationalisation was initially done on the basis of observed TFBSs rather than in terms of functional annotation. Segal et al.'s algorithm did not stop there: they used the initial clustering and TFBS searches as seeds for an iterative algorithm. If a cluster did not contain a known TFBS, then they automatically searched for a novel one. This TFBS knowledge was then incorporated back into a new round of clustering (Figure 4 ). After 50-60 iterations of this process, the clustering patterns stabilised and the resulting groups were interpreted both with functional annotation (as per Hughes) and with manual inspection of how the proposed regulatory mechanisms matched the known biology of yeast regulation.
Although this study was somewhat limited by some of the simplifying assumptions used -in particular the assumption that the regulatory species themselves will change expression -it helped identify a large number of novel regulatory mechanisms. Further, it provided one of the first large-scale examples of integrating expression-data with TFBS data to estimate regulatory networks. This approach will be particularly valuable when it is used as a complement to other high-throughput approaches to identify regulatory networks. 58 This approach has since been extended in scope 59 to include mRNA degradation rates and transcription factor levels. A similar approach has also been developed for higher eukaryotes, and was tested using the human cell cycle. 60 Example III: Expression data and proteomic data A final example of the importance of coregulated genes involves the integration of genomic and proteomic data. Genomic experiments assay biological activity at the level of genes, whereas proteomic experiments assay activity at the protein level. Ideker et al. performed an in-depth study (yet again in yeast) integrating these two sources of data. 61, 62 In particular, this study integrated genomic assays of mRNA expression levels with proteomic studies reflecting protein-protein interactions and proteomic studies reflecting protein concentrations. They focused on a single biochemical pathway: the utilisation of the sugar galactose. They first investigated the effects of knocking out different enzymes in the galactose pathway to identify the transcriptional network underlying the pathways. Next, they integrated this information with protein-protein interactions and used this combined data set to significantly expand and clarify the textbook representation of this important metabolic pathway. 61 Although mRNA levels are not always predictive of protein levels, 63 they are typically correlated. Genome-wide protein and mRNA levels have been extensively compared in yeast, 64, 65 and were found to be highly related. In particular, there was found to be, on average, about 5,000 protein molecules per mRNA molecule. This ratio was largely independent of whether the gene was expressed at a high or a low level. These studies have shown that the yeast translatome -the set of expressed yeast proteins -is biased towards short, cytoplasmic proteins primarily involved in fundamental cell-maintenance functions. 66 Similar studies, directly comparing protein and mRNA levels in eukaryotic systems have been performed occasionally, [67] [68] [69] [70] but more often parallel proteomic and genomic studies have been done with no attempt made to integrate the data. 71, 72 It is not yet clear if protein and mRNA levels correlate in eukaryotic cells, or if the level of correlation is at all cell-type or species dependent. Patternrecognition techniques will have an important role to play in answering these types of questions as greater volumes of proteomic data become available.
CONCLUSIONS
The biological rationale underlying the clustering of microarray data is the fact that many co-expressed genes are also coregulated. This trivial observation enables an enormous variety of new science: the functional annotation of uncharacterised genes, the de novo identification of TFBSs, and the elucidation of complete biological pathways. Each of these findings is based on exploitation of unsupervised patternrecognition techniques. Pattern discovery has become an essential part of the '-omic' sciences.
The increasing role for machinelearning is a natural outgrowth of reductionist biology. In theory, coregulation can simplify our understanding of biological response. Instead of characterising how a drug or toxicant affects each gene in a cell, we can simply identify how it changes cellular regulation. We no longer consider thousands of separate genes, but rather only hundreds of regulators. Given the diversity of regulatory mechanisms in a cell -signal transduction, transcriptional, translational and post-translational -it is certain that identifying complete regulatory networks will require immensely complex pattern recognition.
The co-regulation hypothesis is very powerful. However, it is just that -a hypothesis. It can be supported by in silico evidence such as functional annotation and integration with TFBS or proteomic data. But while these sources can give additional confidence in the assertion that a pair of genes is co-regulated, they do not provide proof. Instead, at least some of the putative co-regulated genes must be shown, in vivo, to be co-regulated through genetic manipulation of the relevant transcription factors. And even in such cases, additional in vitro work to detail the mechanism of co-regulation is often necessary. In short: in silico work may generate valuable hypotheses, but traditional techniques are still required to validate them.
As an increasing number and variety of high-throughput data sets become available, it is increasingly important to find methods for integrating different levels of biological data. This integration Hypotheses generated by clustering need lies at the heart of the emerging discipline of systems biology. Unsupervised patternrecognition methods are a critical tool in that integration and an important technique for the interpretation of biological data.
