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Abstract-Let T*T be a second order elliptic operator. Mixed methods results from the application of 
Galerkin techniques to the tirst order system T*o =f, Tu = o. Previous results[l] have given sufficient 
conditions for optimal rates of convergence to be obtained for both IA and u. It is shown that the observed 
optimal rate of convergence when u and (T are both approximated by linear finite elements does not follow 
from this analysis. 
1. INTRODUCTION 
It is easy to show that the functional 
assumes a stationary value whenever (IA, a) satisfies the equations 
Tu=a in Q bu=O on L?R 
T*u=f 
(2) 
where T is a linear map from the Hilbert space H, to the Hilbert space Hz, T* is its formal 
adjoint, and b is a boundary operator. Mixed methods result from the application of Galerkin 
techniques to the solution of (2), or equivalently to the first variation of (I). An example of (2) is 
the second order elliptic equation 
Vu =u in 0, 
-diva=f in R, 
u=O on JR, 
(3) 
where n is a bounded open set in R”. 
In elasticity it is Vu-which corresponds to the stress-which is of the most interest. In 
mixed methods Vu appears as a computation variable, and it is hoped that better accuracy can 
be obtained for Vu than can be obtained by the normal minimum energy method. For example, 
if 
-Au-f in R, 
u=O on JR, 
is solved by the normal minimum energy method with linear elements, an O(P) rate of 
convergehce in the L* norm is obtained for u but only an O(h) rate of convergence is obtained 
for Vu. One would hope that by using linear elements to approximate both u and Vu in the 
mixed method, one can obtain second order accuracy for Vu. 
tThis paper was prepared as a result of work performed under NASA Contract No. NASI-14101 while the author was 
in residence at ICASE, NASA Langley Research Center, Hampton, VA 23665. This research was also supported in part by 
NSF grant MCS76-96293. 
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Mixed methods of the type described above for second order elliptic equations have been 
studied in [l-3]. In addition, the more general analysis of Brezzi[4] can be applied to these 
problems. In [l] sufficient conditions are given for optimal rates of convergence to be obtained 
for all the variables appearing in the mixed method. Numerical evidence is alluded to which 
confirms the second order convergence of u and a for the one dimensional version of (3). 
The purpose of this note is to show that the optimal rate of convergence observed for linear 
elements does not follow from the analysis presented in [l]. To obtain optimal rates of 
convergence, in general, the constant cr,, in (8) below (which is equivalent to the constant kh in 
(2.2) of [4]) should be independent of h. The assumption (8) for (rh independent h is similar to 
the assumptions (3.10) and (3.11) of [l] upon which their analysis is based. We have determined 
experimentally, however, for one dimension for both piecewise linear elements and piecewise 
quadratic elements that ah goes to zero like h*. We show that the optimal rate of convergence 
observed for linear elements results instead from a “superconvergence” of the local truncation 
error similar to Galerkin methods for first order hyperbolic equations[5]. 
In Section 3 we give some numerical results. In both one and two dimensions the use of 
either linear or quadratic elements to approximate both u and Vu resulted in errors which went 
to zero like h*. 
All of these results are predicted by our analysis with &j, =0(/r*). Brezzi’s more general 
results predict only an O(h) rate of convergence. The fact that optimal rates of convergence are 
not achieved for the model problem (3) with quadratic elements and are only achieved for linear 
elements because of a “superconvergence” of the local truncation error should serve as a note 
of caution with regard to what may be expected for-mixed methods for more complicated 
equations when the same type elements are used to approximate all of the variables which 
appear, such as in [6] and [7]. 
2.MATHEMATICALANALYSIS 
We introduce the space W = Z-Z,,‘(R) x (L2(R))N, for N = 1,2, or 3 provided with the norm 
where w = (u, a). 
Choose finite dimensional spaces vh C H,-,‘(R) and Sh C (~!,*(a))~, and define wh = VA X Sh. 
The mixed method we consider for the approximate solution of (3) is: find wh = (Uhr uh) E Wh 
such that 
&vh, Gh) = I ftihr ail tih E why n (4) 
where 
B(W,,, ib,,) = I vu,@,, + u,,viih - i,,& (5) n 
We assume that the subspaces vh and & have the following approximation properties. 
There is some & Z 2 such that if u E H’(Q), 2 5 r 5 ql, then there is some ti,$ E vh such that 
where C is.independent of u and tih. There is some q2 z 2 such that if u E (H”(fi))N, 2 5 s 5 q2, 
then there is some tih E .$, such that 
where C is independent of a and &. 
Let g,, denote the orthogonal projection of (L2(0))N onto & 
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THEOREM 1 
Suppose that the finite dimensional spaces V, C H,,‘(fi) and S, C (L2(fl))N satisfy (6), (7) 
along with 
Let (u, a) be the unique solution to (3) where f E Hk(fl), 
solution (uh, o,J and 
iiE v,. (8) 
k 20. Then (4)-(5) has the unique 
where C is independent of w, wh, h and (Yh. 
Proof 
The problem (4) is equivalent to a system of linear algebraic equations. Let +,, . . . ,c$” be a 
basis for vh and +,, . . . , em be a basis for Sh. Then 
‘htX) = 2 @i(x), uhh(x) = 2 Pi&(X), 
and the vector of weights (Y = (ar), p = (pi) are computed from 
(10) 
(11) 
where M is the mxm “mass” matrix with entries 
and B is the mm matrix with entries 
Since M is positive definite, the system (11) is nonsingular if and only if B is of full rank. The 
fact that B is of full rank follows from the assumption (8). 
Let 4 = uh - 4, 4 = oh - &, where &# E vh, &, E Sh satisfy (6) and (7) respectively. From 
(4) and (5) 
v‘@,, + #-iJ, - ,‘bti,, = I n (Vu-vih)tih+((a-6h)Vnh - (a-bh)t?h, all (uh, tih)E wh. I n 
Choose fib = 24, & = - 8,!# + ghhv& This gives 
~~~hv~~~:2Nl, + bf%.2~fl, = 
I 
(vu - vih)(- $ + yhv$‘) + n 
I 
R (a - kh)(2v4 + $ - ghvt$) 
(12) 
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The estimate (9) follows from (13) by (6), (7) and the triangle inequality. 
It is easy to obtain error estimates in L2 for uh. Let e, = u - uh and e, = (I - ah. 
THEOREM 2 
Assume the region Q is convex. Then 
Proof 
The proof uses the idea of Nitsche’s trick[8]. Let (g, v) be the solution to 
(13) 
(14) 
Vg=v in R, 
-divv=e, in a, 
g=O on an. 
Then 
(e,, e.) = (f?,, div V) = (-vt& V-Vh)+(&, Vh -v@h), 
for all v,, E s,,, & E v,,. Choose v,, E s,, such that 
and ii,, such that 
Ilvah - V&2,11) s ChlkllH2(W 
Using 
and the Schwartz inequality we obtain (14). 
Identical estimates were obtained by Oden and Lee [2] in the case that V( vh) C sh where 
V( vh) is the space of ah gradients of elements of vh. In this case ah = 1. SUppOSe, however, that 
the same finite elements are chosen to approximate both u and Vu. Since 
the constant ah is given by 
Here K is the “stiffness” matrix with entries 
The author has determined experimentally for one dimension for both piecewise linear 
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elements and piecewise quadratic elements that ffh goes to zero like h*. It seems likely that this 
is true for all commonly used finite element subspaces regardless of the dimension, but we have 
been unable to give a rigorous proof of this. 
However, for certain finite element subspaces, such as splines on a regular mesh, the 
optimal order of acuracy can be obtained through “superconvergence” of what corresponds to 
the local truncation error in finite difference analysis. in order to show this we look more 
closely at the estimation of the inner products 
in (12). The remaining terms are easily seen to give the optimal order of accuracy using the 
usual techniques of finite element analysis. 
For v E H’(R), let vI be the interpolant to u defined by 
VI = & NVMi 
where the Fi are bounded linear functionals and 4,, . . . , 4, is the basis for vh which satisfies 
the property 
. . 
E(4ji) = [f ;;;, 1 I i, j 5 1. 
Here v,, is the space vh augmented by adding basis functions which are nonzero at boundary 
nodes. If v,, consists of linear finite elements with the usual basis, Fi(u) = u(p;), i = 1,. . . ,I, 
where the pi, i = 1, . . . , I, are the mesh points. Other bases are possible, and along with them 
other interpolation schemes. In fact, we show below that a slightly different interpolant is 
needed to satisfy the conditions of Lemma 1 for linear finite elements on a regular mesh. 
Likewise for r E (W(Q))N, let rj be the interpolant o r defined by 
where the Pj are bounded linear functionals and +Ill,. . , &,, is the basis for S, which satisfies 
the property 
Let the matrices M and B be defined by (11) and let a by the 1 x I “mass” matrix with 
entries 
LEMMA 1 
Suppose that I( and Vu belong to H’(R) and (W(fl))N respectively and that the subspaces 
vh and S,, consist of piecewise polynomials of degree r-l, which belong to H’(R). If 
/(Mfi(VU))i -(BF(u))il= ClhN+r (15) 
J(A&(div C))i -(B’P(u))~/ 5 C’zhN+r, (16) 
holds at all mesh points, then 
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(CT - Uf, v4) 5 Czh” + C21/4j/29 (18) 
where C,, C2, C,, C2, ci, c2 are independent of h and both cl and c2 can be chosen to be much 
less than 1. 
Proof 
We add and subtract (Vu)r on the left side of (17). From (7) we have 
(Vu - (VU)f, - IL + RV4) 5 $ ~Z’IIV44H~~n, +4 [IIt4Ihl, + llaJ41121. (19) 
Since, by assumption, of E H’(0), we can integrate by parts to get 
(a - ai, V4) = (div u - div ai, 4). 
We add and subtract (div a)r on the right side of (20). From (6), we have 
(div v - (div U)I, 4) - 2c2 < chz’ jldiv u/]$,~~~, + 4 ll~]l~zmj. 
Suppose that - 4 + ~V#J = Z y&i. Then 




where a is the vector with components 
ai = (Mk(VU))i - (BF(u))i. 
BY (15) 
(22) 
In the same way 
((div a), - div ui, 4) 5 (23) 
Combining (33), (23) with (20) and (21) gives (17) and (18). 
The inequality (a + b)’ 5 2(a2 + b2) for all real numbers a, 6, along with the application of 
(6), (7), (17) and (18) to (12) gives 
Finally using Theorem 2 we obtain 
THEOREM 3
Under the assumptions of Theorem 1 and Lemma 1, the following estimate holds 
where c, C are independent of u, h and ah. 
For piecewise linear elements in one dimension with the usual interpolation scheme, (15) is 
i(U{_, +4U~+U~+,)-i(Ui+l-Ui-1) (25) 
an interior nodes, which is easily shown to be O(h3). At the left endpoint, however, one gets 
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(26) 
which is only O(h*). Suppose the interval J is divided into an even number of subintervals, and 
instead of the usual piecewise linear interpolants uI and ai, we use (4/3)g - (1/3)~~~,, and 
(4/3)uf - ( 1/3)aC2f,, where u(*~) and oCzj, are the piecewise linear interpolants to u and a on the 
mesh consisting of only the even numbered mesh points. In this case one gets 
(27) 
at the left endpoint, which is 0((2h)3). It is easy to show that (15) remains O(h’) at interior nodes. 
Thus the assumptions of Lemma 1 are satisfied for linear elements on a regular grid. This 
also provides a rigorous proof that for linear elements, (Yh is not independent of h; otherwise 
we would obtain a rate of convergence greater than O(h*) which is impossible. For piecewise 
quadratic elements in one dimension, (15) is O(h’) at all nodes. In two dimensions, one can also 
use the same procedure as the above to find an interpolation scheme such that for linear 
elements (15) is O( h4) at all nodes. Similar results hold for (16). 
3. NUMERICAL RESULTS 
The following numerical results were obtained. 
Table I. Errors in approximating (x-xX4)/12 with Table 2. Errors in approximating (x-x’)/12 with 
linear elements quadratic elements 
h-’ L2 error in u L* error in u’ 
4 0.1982 (- 2) 0.9428 (- 2) 
8 0.5034 (- 3) 0.2354 (- 2) 
I6 0.1264 (- 3) 0.5884 (- 3) 
32 0.3162 (-4) 0.1471 (-3) 
64 0.7908 (- 5) 0.3677 (- 4) 
h-’ L* error in u 
4 0.1144 (-3) 
8 0.2054 (- 4) 
16 0.4490 (- 5) 
32 0.1078 (- 5) 
64 0.2667 (- 6) 
L* error in u’ 
0.2346 (- 2) 
0.5862 (- 3) 
0.1465 (- 3) 
0.3664 (- 4) 
0.9159 (- 5) 
Table 3. Errors in approximating x(1 -x) sin ?ry with 
linear elements 
h-’ L’ error in u L* error in Vu 
2 0.4658 (- I) 0.2891 
4 0.1051 (-I) 0.7951 (- 1) 
8 0.2257 (- 2) 0.2273 (- 1) 
Table 4. Errors in approximating x( I- x) sin ry with 
quadratic elements 
h-’ L* error in u L* error in Vu 
1 0.4183 (- 1) 0.2063 
2 0.6536 (- 2) 0.6128 (- 1) 
4 0.1210 (-2) 0.1431 (- 1) 
The numbers in parentheses indicate the power of 10, i.e. 0.1982 (- 2) = 0.1982 x IO-‘. The 
domain is either [0, 11 or [0, I] x [O, 11. In each case a uniform mesh was used. In two 
dimensions the grid used was that of Fig. 1. 
The parameter h is the length of each subinterval, or the length of the horizontal and 
vertical edge of each triangle. In all four cases the error decreases by about a factor of four 
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