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'... four things seem important. First are the assumptions made by each type 
of analysis. Second are the quantity and quality of the data required by the 
techniques. Third is the computation time required. Finally, but most impor-
tant, is the efficiency of the technique as measured by its 'classificatory 
power' and the precision of the estimates rendered'. (Aldana et al., 1970) 
'Given the efficiency of modern computer programs, the question of computation 
time may now be disregarded. In addition, since only regression analysis re-
quires 'a large sample' to ensure that advantage can be taken of asymptotic 
properties, the question of data requirements is also of little importance. 
Thus, the methods must be compared on the basis of their statistical properties 
and their performance characteristics' (Watson, 1974). 
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1. INTRODUCTION 
Quantitative research has become an important tooi in social sciences. 
The kind of data used in many statistical and quantitative research problems 
depends strongly on the discipline and the field of research concerned. In 
the natural sciences, the majority of data are quantitatively measured and 
hence normally available on a cardinal scale. But in many research problems, 
it is not permitted to draw quantitative inferences about variables, if the 
data are only available at a qualitative level or if the known data have a 
limited accuracy. This is often the case in social sciences. 
Generally, the known data can be measured on a nominal, ordinal, interval or 
ratio scale. 
nominal scale : the variables or phenomena can be distinguished only 
by their name or attribute; for example, the countries 
Belgium, Holland,Germany, or the presence or absence 
of unemployment in an area. In order to classify such 
variables, numbers as well as other symbols can be used. 
ordinal scale : the values of a variable can be ranked, so that it is 
known, whether an observation has a higher or lower value 
than another one. An example is the beauty of landscape 
with numbers 1, 2, 3 and 4 corresponding to respectively 
'worst, worse, good, best'. 
interval scale : the origin and interval of this scale can be chosen arbi-
trarily, but this choice influences the values of all other 
observations. Temperature is a property, which is 
measured on an interval scale. The same holds true for 
certain standardized statistical observations. 
ratio scale : there is an unique zero-point and unit of measurement. 
An example is the number of votes of a political party. 
Cardinal data are normally related to an interval or ratio scale, while 
categorical data are normally related to an ordinal or nominal scale. 
This paper will primarily deal with variables measured in a non-cardinal 
(particularly, categorical) metric system. Recently, log-linear trans-
formations have been developed in order to deal with categorical data. In the 
present paper, special attention will be given to: 
the use and possibilities of log-linear transformations of the data material 
. (especially logit and log-log transformations); 
statistical analysis of categorical data by means of log-linear methods; 
econometrie model analysis of relationships among categorical variables. 
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Thus, the first part of the paper is especially devoted to an exposition of 
log-linear models. Alternative methods of treating categorical data will not 
be dealt with here. The use of log-linear analysis will be illustrated by an 
application to Dutch regional data. 
Next, the attention is also focussed on explanatory analyses for categorical 
data which will also be illustrated by some empirical results. The paper will 
be concluded with some conclusions and recommendations for further research 
in this field. 
2. LOG-LINEAR DATA ANALYSIS 
Log-linear models are often used for analyzing discrete data (for instance, 
categorical data). These analyses are based on a probabilistic approach in 
which frequencies of the occurrence of a phenomenon are used as data input. 
Two analyses will be described here, viz. a logit transformation and a log-
log transformation (see also McCullagh, 1980). The logit-analysis is based 
on the cumulated logistic probability distribution function for observation i 
on variable j , described by (see also Pindijck, 1976; Theil, 1970): 
X . . 
Pij " F< x ij) - ' — " — ^ 7 7 » (1) 
1
 + e
 1J
 1
 + e
 1J 
with p.. representing probabilities and X.. the related logits, correspond-
ing to the initial data set. When X.. varies on the range (-<» ,+<»), then 
p.. varies from 0 to 1, because : 
ij 
lim p. . = 0 and lim p. = 1 . (2) 
X..-*-oo XJ X..-» + oo 1 3 
IJ IJ 
The above mentioned logistic curve can be rewritten as a log-linear model by 
means of the following substitution: 
Aij • l 0 s < r ^ p — 5 o ) 
I J 
The fraction p.. represents the fraction of the j-th variable for the i-th 
observation. The logit transformation gives a monotone increasing transfor-
mation from (o,l) -» (-<» , +<= ). For a graphical representation of the logit-
curve, see Annex A. For extremely high or low values of p.. (i.e., close to 
1 or 0), the logits will become infinitely large. On the other hand, changes 
in the logit-values have much smaller effects on values of p.. close to 0 
ij 
or 1, than on intermediate values of p.. 
ij 
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By differentiation of (3) one obtains: 
d X . . 1 
—±L =
 (4) dp.. p..(l-p..) 
ij ij ij 
The relationship between changes in X.. and p.. can be approximated by: 
AX.. w
 r. r- . Ap.. (5) 
ij Pij ( 1 _ pij ) XJ 
Thus, if p. . receives the value i , AX..« 4 Ap.. ; for small p. . , rij i ij rij ' *ij ' 
AX.. « Ap../ , and for p. . near 1 , AX.. w Ap../,.
 N ij ij
 P _ *ij ij *ij' O-p^) 
In a way similar to the logit-transformation, the log-log transformation can be 
applied. In this case the theoretical model is : 
p.. = exp (-exp (X..) ) (6) 
i j ij 
This is also a similar relationship between a theoretical probability and the 
corresponding data, because 
lim p.. = 0 and lim p.. = 1 (7) 
X..-*co LJ X..-»-co 1J 
ij IJ 
Formula (6) can also be rewritten as a relationship between X.. and p.. : 
ij iJ 
X „ = log (- log (Pij)) (8) 
In the log-log transformation, which is a monotone decreasing data trans-
formation, the elements are transformed from fractions p.. 6 (0,1) into 
(- <x> +oo). Because the fraction p. . = 0 corresponds to an element X..= + =° 
ij ij 
which is the reverse of the logit transformation, one normally takes the cómple-
mentary log-log transformation. This is defined as follows : 
X = log (- log (1-p..)) (9) 
•*-J Ij 
The relationship between changes in X.. and p.. is here : 
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d X.. 
y_
 = 
d
 P.. 
IJ 
-log O-Pij) O-Pij) <P i j-D iog(i-Pij) (10) 
and: 
AX 1 ij " (p..-l) log(l-p..) A pij 0 0 
Usually, a log-linear analysis starts with a data matrix N , with elements 
(n..) , i = l , . . . , I , j = I , . . . , J . J is the number of categories (or va 
ables) and I is the number of observations on each variable. 
N = 
11 
x21 
n. Il 
L12 * 
22 * 
'12 
. n IJ 
. n 2J 
. n IJ 
02) 
N is a matrix with elements of absolute observations. The column totals of 
the matrix N are given by n , n , . 
nal total of a variable across all observations, i.e., 
, n ; they represent the margi-
n . = .Z, n. . 
O i=1 IJ 
j = 1,...,J 03) 
When the elements n.. are frequencies, it is necessary for the representations 
of the marginal totals, to compute the weighted averages for every variable. 
Because during the computation of logits X.. , the theoretical probability 
p.. is unknown, p.. will be estimated with the corresponding relative fre-
quency f.. , where: 
n. 
f. . = 
ij n ü i = 1,...,I j 1 j • •• • j J 04) 
I J 
05) 
So (f..) gives the distribution of the j-th category across all obser-
.
 1Ji=l 
vations. 
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The logit-transformation, as well as the complementary log-log transformation, 
can be interpreted as a dominance factor. When f.. = I , then X. . = 0 ; 
and when f.. > \ , then X.. > 0 because of the monotone increasing function. 
This means there is a direct relationship between differences of frequencies 
and the corresponding log-linear elements: 
X.. > X. . <=> f.. > f. . (16) 
ij kj - ij kj 
By introducing weights w. , belonging to each corresponding category j , 
for every observation i , a generalized empirical logit transformation 
(=Z.) , can be computed as follows : 
Z. = .1, w. X. . , i = 1,...,I (17) 
When X.. would be derived from the complementary log-log transformation, Z. 
would be called a generalized empirical complementary log-log transformation. 
The possibilities for assessing the weights w. , j=l,...,J , are: 
(1) w. = /J ; each category will get the same weight. 
n . 
(2) w. = ——— ; the observations are related to the cumulated 
J J 
-^
 n observations of the different categories. 
j-l 'J 
The advantage of these weights is that, when the logits - due to sma.11 fractions 
f.. - have low values, the weights are also small. In case of extreme values 
ij . 
of f.. (close to 0) , the logits are rather unstable. It is clear that un-
stable results should get a small weight. Some remarks about the weights w. 
are to be made: 
(a) Method (1) is a special case of (2), if the column sums are equal 
for all categories. 
(b) By comparing the results of fixed and variable weights, the effect 
and importance of the choice can be investigated. 
(c) The weights are normalized, as Z w. = 1 
j J 
After computation of the logits, we want to construct a parameter A. , 
1) . 
which represents the observational discrepancy between observations ï and k. 
This observational discrepancy will be based for every pair of observations 
i and k, on the differences of the observed variables. 
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The log-linear model can now be rewritten as (McCullagh, 1980): 
f (nij)
 T 
log ( 1J
 t ) = 6.-3.-X j = 1,...,J (18) 
l-f..(nij) J 
ij 
with f., (n..) the fraction corresponding to observation n.. , 9. an 
iJ ij f e ij ' J 
unknown parameter, 3 a vector"of unknwon parameters, and x a vector of 
exogenous variables. This can be proved as follows. Equation (1) can be 
generalized by: 
k. ( x ) = k . exp (- 3_T. x) , j = 1,...,J . (19) 
J
 i 
where 3 is again the vector of unknown parameters. From this follows : 
k (x ) 
k h ^ y = -p ( - i < v x i» (20) 
f.. 
log ( - ^ ) = e. - 3 . x (21) 
i j 
with 0. = log k. 
J J 
When two observations are compared with each other, this log-linear model is 
equivalent to the linear logistic model for binary observations (Cox, 1970). 
In this way, the process can be reduced, for every pair of observations i and 
k , to a sample with two elements 
X . = 9. + { A i,k = 1,...,I 
ij J IK
 (22) 
\ . = 6. - \ A.. j = 1,...,J 
kj j ik ' 
where A., is the discrepancy for each pair of observations i and k, and 
9. a constant term, belonging to the j-th variable. Hence: 'The model ... is 
the direct analogue of a randomized block model in normal theory, the para-
meter A., representing a treatment effect and the parameters 9.,...,6 block 
effects' (Cox, 1970) . 
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A., follows immediately from Z. - Z, , because : 
J 
Z. - Z, = .1, w. X. . - I
 w. \ i k j = l j ij j J kj 
= Iw. (9. + { A., ) - I w. (6. -IA.,) = Iw. A., = A., (23) j j j iky j j j iky j j ik ik 
The value of A., -is determined.by w. and X..- A, . , j = 1,...,J . 
IK j ij KJ 
When X.. - X, . satisfies the following conditions: 
ij kj 
> 0 , the fractions f., are larger then f. . 
ij 6 kj 
= 0 , there is no difference between observation i and k in regard to 
variable j . 
< 0 , the corresponding fraction f., is smaller than f . 
When : 
X. . - A, . = 0 , V. , then A., = 0 , 
ij kj J ik 
so that A. can be interpreted as a measure of discrepancy between observation 
i and k, determined by variables 1,...,J . 
3. THE LOG-LINEAR MODEL ANALYSIS 
By means of equation (9), we get the following model: 
xii " 9i + * Aik \i " ei " * Aik 
hl " 92 + * Aik xk2 = e2 - * Aik 
vij " 9J + * Aik \ J " 9J " * Aik 
In matrix from, the model can be rewritten as; 
\x 1 
Ail 
i2 
iJ 
kl 
k2 
kJ 
_ I 
2" 
1 -i 
ik l J 
J+1 
u J+2. 
*2J 
or: 
X = X3 + u (24) 
with X_ a vector of order (2J x 1), X a 2J x (J+1) -matrix (24) , 3_ a vector 
with J+1 parameters to be estimated, and u_ a vector of disturbance terms. 
An Ordinary Least Squares (OLS) estimation procedure leads to: 
3 = 
ik 
(X'X)"1 X'X = 
2 <f> 
2Ji 
41 
Xil + Xkl 
Xi2 + Xk2 
X. + X.
 T iJ kJ 
(IA..- * i .) 
i i 
2 2 
1 
, J
 2 2 • • • 2 
Xil 
Xi2 
iJ 
kl 
k2 
\ j 
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i ik 
\ ( \ x + xkl) 
i < *i2 + x k 2) 
^ hj+ xkJ> 
J j -u j kj' 
In conclusion : 9. , j = 1,...,J , is the arithmetic average of the corres-
ponding log-linear elements, while A. is the weighted difference of the log-
linear elements between observations i and k , with weights l/J 
AM = I (? X.. - I X ) ik J j ij ; kj (25) 
This means : the OLS estimate of A. is exactly equal to the estimate of A. , 
computed with the generalized empirical log-linear transformation with constant 
weights w. = l/J 5 j = 1,...,J. 
Now some features of A. will be analyzed. The proofs follow simply by 
IK. 
substitutions . 
U
 A i k = - \ i » 
because: 
A.. = I w. (X. .- X, .) = - ? w (X .- X. .) = - A, . ik j j ij kj J j kj ij KI 
Due to this result, A., can be interpreted as a measure of discrepancy. 
A., is determined by comparing observation i with k, while for A, . 
the opposite occurs.. 
2. For each observation i , A,
 1 follows from A. and A... , while: 
\ l = Ail~ Aik - Ail - Aik+ \ l (26) 
This means: 
A.. - A.- = A . - A . 
ik il mk ml 
(27) 
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for each pair of observations i and m . This property can be proved 
as follows: 
A. 
1 
- A.. = I w. (X.. - X_.) - I w. (X.. - X. .) = ? w. ( X, . - X ') = 
1 ik j J ij Ij j J ij kj' j J kj Ij' 
= \ l 
This means that A. follows the triangular property. 
3. When: 
A ik 
•r = c , with c a real number (i.e., A., = c . A. ) , then it is 
JU • -t XK. X X 
possible to compute for each row of weights w. , a relationship between 
the logit elements. 
Aik ?w.(Xi.-X .) 
-— = 4—^-v-,1^ , K = c •*=> (i-c) £ w. x.. - r
 w x = -c ? w. x -. A i l f w j ( i j l j } j J IJ j k kj j J I j 
«-* I w. i (1-c) X. . - X. . + cX, . > = 0 V w. , j - 1,...,J J J l ij kj Ij J j 
*=** (1-c) X.. - X, . + cX,. = 0 
ij kj Ij 
JL . - c . X. . + (1-c) X. . V. , c £ IR . (28) 
kj Ij ij J ' 
This is a convexity-property of the logit elements. 
And now we can also find the following relationship between the corres-
ponding fractions: 
f . f . c f.. 1_C 
(
~TT a _ ) = (i-fJ } * (-Pf J _ ) ' c e |R • (29) 
kj Ij ij 
Between the logit elements X.. , X, . , X_. , a linear relationship does 
ij k] 1] 
exist in this case, while between the correspinding frequencies a multi-
plicative relationship does exist. The multiplicative model becomes addi-
tive after a logarithmic transformation. 
4. When A., > 0 and weights w. are constant, then Z w.(X..-X., .) > 0 . ik & J J ij kj 
Then the fraction of variable j , i.e., of category j , with obser-
vation i is larger than observation k . 
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4. RESULTS OF THE LOG-LINEAR MODELS 
An application of the abovementioned model to Dutch provincial data about 
12 infrastructure categories during the period 1970-1975 will be presented 
2) here (for details, see Nijkamp, 1981). The data are included in Table 1. 
The infrastructure categories are: 
1. transportation 
2. communication 
3. energy 
4. water 
5. environment 
6. education facilities 
7. health service 
8. urbanization 
9. sports and tourism 
10. welfare facilities 
11. cultural facilities 
12. natural areas. 
10 11 12 
2 
- 3 7 . 0 + ?<1.0 • 4 7 . 0 • 2 9 . 0 • 2 1 . 0 + 2 5 . 0 + 1 7 . 0 • 4 0 . 0 + 3 2 . 0 + 2 2 . 0 • 2 6 . 0 • 4 . 0 
+ 3 9 . 0 • 1 3 . Q • 3 0 . 0 • 3 9 . 0 • 1 1 . 3 +2 3 . 0 • 1 5 . 0 + 2 4 . 0 • 3 7 . 0 • 2 1 . 0 + 3 6 . 0 • 2 4 . 0 
3 • 1 9 . 0 • 1 0 . 0 • 3 2 . 0 • 2 4 . 0 • 1 3 . 0 + 1 4 . 0 + 1 9 . 0 + 1 9 . 0 + 2 6 . 0 • l ï . 0 • 2 0 . 0 • 3 5 . 0 
+ 4 7 . 0 + 2 3 . 0 • 4 4 . 0 + 6 8 . 0 • 3 7 . 0 + 3 8 . 0 + 2 6 . 0 • 3 3 . 0 • 3 8 . 0 • 2 9 . 0 • 4 4 . 0 • 4 2 . 0 
5 • 9 7 . 0 • 3 8 . 0 • 7 1 . 0 . + 1 0 0 . 0 • S t i . O • 5 7 . 0 • 5 4 . 0 + 5 5 . 0 + 6 9 . 0 • 6 4 . 0 • 5 7 . 0 • 1 0 0 . 0 
6 + 3 4 . 0 • 3 1 . 0 + 3 1 . 0 • 3 1 . 0 + 2 5 . 0 + 3 4 . 0 • 4 0 . 0 • 2 8 . 0 • 3 7 . 0 + 3 6 . 0 + 2 2 . 0 • 1 8 . 0 
7 • 9 0 . 0 • 7 i . 0 • 7 9 . 0 + 7 5 . 0 • 6 5 . 0 + 7 5 . 0 • 8 0 . 0 • 6 9 . 0 + 9 0 . 0 • 1 0 0 . 0 • 1 0 0 . 0 • 2 2 . 0 
8 • 1 0 0 . 0 + 1 0 0 . 0 + 1 0 0 . 0 + « 2 . 0 +10 0 . 0 + 1 0 3 . 0 • 1 0 0 . 0 + 1 0 0 . 0 + 1 0 0 . 0 • 8 9 . 0 • 9 9 . 0 • 1 1 . 0 
9 • 1 7 . 0 • 7 . 0 • 1 6 . 0 • 2 8 . 0 • 5 8 . 0 • 1 2 . 0 • 8 . 0 + 4 5 . 0 • 2 0 . 0 + 1 5 . 0 • 1 2 . 0 • 7 . 0 
0 • 7 4 . 0 • 4 2 . 0 • 8 2 . 0 + 85 . 0 + 8 4 . 0 + 6 9 . 0 • 6 5 . 0 • 8 7 . 0 +6 9 . 0 + 6 0 . 0 • 6 3 . 0 • 6 6 . 0 
1 • 4 6 . 0 • 2 3 . 0 • 3 9 . 0 + 4 5 . 0 + 2 7 . 0 • 3 4 . 0 + 3 2 . 0 + 3 9 . 0 • 3 8 . 0 + 2 9 . 0 • 3 9 . 0 + 2 9 . 0 
• 6 0 0 . 0 + 3 7 3 . 0 + 5 7 1 . 0 • 6 06 . 0 • 5 1 S . 0 + 4 3 1 . 0 + 4 5 6 . 0 • 5 3 9 . 0 • 5 5 6 . 0 • 4 7 8 . 0 • 5 1 8 . 0 + 3 5 8 . 0 
Table 1. Standardized data matrix for Dutch provincial infrastructure 
categories, with category sumtotals. 
The numbers 1 - 1 1 correspond to the eleven Dutch provinces, as follows: 
•1. Groningen; 2. Friesland; 3. Drenthe; 4. Overijssel; 5. Gelderland; 
6. Utrecht; 7. N-Holland; 8. Z-Holland; 9. Zeeland; 10. N-Brabant; 11. Limburg. 
The category sum totals are determined by equation (13). 
,12 , the From Table 1, with elements n.. , i = 1, ..., 1 1 ; j = 1. 
logit and complementary log-log transformations for all pairs of combinations 
i, j are defined, respectively, as follows: 
n. . . ij/n . 
-) = log ( — • - ! ) (30) JJ_ X.. = logit (n..) = log ( ij ö ij ö n .-n 
J ij 
, n. . , 1- ij/n . 
• j 
and: 
n. . 
X . = loglog (n .) = log (-log(l- - ü ) ) 
IJ IJ T 
• J 
(31) 
- 12 -
The resulting matrix of logit elements, corresponding to table 1, are included 
in Table 2. 
10 U 12 
2 . 7 2 2 - 2 . 8 7 1 - 2 . 4 1 1 - 2 . 9 9 1 - 3 . 1 5 8 - 2 . 9 0 4 - 3 . 2 5 1 - 2 . 5 2 4 - 2 . 7 9 6 - 3 . 0 3 1 - 2 . 9 4 0 - 4 . 4 8 3 
2 . 6 6 6 - 3 . 3 2 1 - 2 . 8 9 2 - 2 . 6 7 7 - 3 . 3 2 5 - 2 . 9 9 1 - 3 . 3 8 1 - 3 . 0 6 6 - 2 . 6 4 1 - 3 . 0 8 0 - 2 . 5 9 4 - 2 . 6 3 3 
3 .420 - 3 . 5 9 2 - 2 . 8 2 4 - 3 . 1 8 8 - 3 . 3 1 8 - 3 . 5 0 7 - 3 . 1 3 5 - 3 . 3 0 9 - 3 . 0 1 5 - 3 . 5 7 7 - 3 . 2 1 5 - 2 . 2 2 2 
2 . 4 6 5 - 2 . 6 3 3 - 2 . 4 8 3 - 2 . 0 6 8 - 2 . 5 5 9 - 2 . 4 5 6 - 2 . 8 0 6 - 2 . 7 3 0 - 2 . 6 1 2 - 2 . 7 4 0 - 2 . 3 7 7 - 2 . 0 1 8 
1 .616 - 2 . 1 7 7 - 1 . 9 5 2 - 1 . 6 2 1 - 1 . 9 1 7 - 2 . 0 0 7 - 2 . 0 0 7 - 2 . 1 7 5 - 1 . 9 5 4 - 1 . 8 6 7 - 2 . 0 9 0 - 0 . 9 4 8 
2 . 8 1 2 - 2 . 8 1 9 - 2 . 8 5 8 - 2 . 9 2 0 - 2 . 9 7 6 - 2 . 5 7 6 - 2 . 3 4 2 - 2 . 9 0 4 - 2 . 6 4 1 - 2 . 5 0 8 - 3 . 1 1 6 - 2 . 9 3 9 
1 . 7 3 5 - 1 . 3 8 0 - 1 . 8 2 9 - 1 . 9 5 7 - 1 . 9 7 1 - 1 . 6 8 9 - 1 . 5 4 8 - 1 . 9 1 9 - 1 . 6 4 4 - 1 . 3 3 0 - 1 . 4 3 0 - 2 . 7 2 6 
1 .609 - 1 . 0 0 * - 1 . 5 5 0 - 1 . 8 5 5 - 1 . 4 2 3 - 1 . 3 3 8 - 1 . 2 7 0 - 1 . 4 7 9 - 1 . 5 1 7 - 1 . 4 7 5 - 1 . 4 4 3 - 3 . 4 5 1 
3 .535 - 3 . 9 5 7 - 3 . 5 4 6 - 3 . 0 2 7 - 2 . 0 6 4 - 3 . 6 6 6 - 4 . 0 2 5 - 2 . 3 9 6 - 3 . 2 8 8 - 3 . 4 3 0 - 3 . 7 4 2 - 3 . 9 1 5 
•1.961 - 2 . 0 S 4 - 1 . 7 8 6 - 1 . 8 1 3 - 1 . 5 6 6 - 1 . 7 8 7 - 1 . 7 9 4 - 1 . 6 4 8 - 1 . 9 5 4 - 1 . 9 4 1 - 1 . 9 7 7 - 1 . 4 8 7 
2 . 4 3 9 - 2 . 7 7 0 - 2 . 6 1 3 - 2 . 5 2 3 - 2 . 8 94 - 2 . 5 7 6 - 2 . 5 8 4 - 2 . 5 5 1 - 2 . 6 1 2 - 2 . 7 4 0 - 2 . 5 0 8 - 2 . 4 2 9 
Table 2. Matrix with logit elements. 
The matrix of complementary log-log transformations on the original data 
material is presented in Table 3. 
10 11 12 
- 2 . 7 5 4 - 2 . 8 9 8 - 2 . 4 5 5 - 3 . 0 1 5 - 3 . 1 7 9 - 2 . 9 3 0 - 3 . 2 7 0 - 2 . 5 6 3 - 2 . 8 2 6 - 3 . 0 5 5 - 2 . 9 6 6 - 4 . 4 8 9 
- 2 . 7 0 0 - 3 . 3 3 9 - 2 . 9 1 9 - 2 . 7 1 0 - 3 . 8 3 5 - 3 . 0 1 6 - 3 . 3 9 8 - 3 . 0 8 9 - 2 . 6 7 6 - 3 . 1 0 3 - 2 . 6 3 1 - 2 . 6 6 8 
- 3 . 4 3 6 - 3 . 6 0 5 - 2 . 8 5 3 - 3 . 2 0 9 - 3 . 3 3 6 - 3 . 5 2 2 - 3 . 1 5 7 - 3 . 3 2 7 - 3 . 0 3 9 - 3 . 5 9 1 - 3 . 2 3 5 - 2 . 2 7 4 
- 2 . 5 0 6 - 2 . 6 6 8 - 2 . 5 2 3 - 2 . 1 2 8 - 2 . 5 96 - 2 . 4 9 7 - 2 . 8 3 5 -"2. 762 - 2 . 6 4 8 - 2 . 7 7 1 - 2 . 4 2 2 - 2 . 0 8 1 
- 1 . 7 3 5 - 2 . 2 3 1 - 2 . 0 1 9 - 1 . 7 1 3 - 1 . 9 8 7 - 2 . 0 7 0 - 2 . 0 7 1 - 2 . 2 2 9 - 2 . 0 2 1 - 1 . 9 4 0 - 2 . 1 4 9 - ~-TïIT6~ 
- 2 . 8 4 2 - 2 . 8 4 8 - 2 . 8 8 6 - 2 . 9 4 7 - 3 . 0 0 1 - 2 . 6 1 3 - 2 . 3 8 8 - 2 . 9 3 1 - 2 . 6 7 6 - 2 . 5 4 7 - 3 . 1 3 7 - 2 . 9 6 4 
- 1 . 8 1 7 - 1 . 4 9 4 - 1 . 9 0 4 - 2 . 0 2 4 - 2 . 0 36 - 1 . 7 7 5 - 1 . 6 4 6 - 1 . 9 8 8 - 1 . 7 3 4 - 1 . 4 4 9 =1V'539"" ^2.-75B-
- 1 . 7 0 2 - 1 . 1 6 4 - 1 . 6 4 7 - 1 . 9 2 8 - 1 . 5 3 3 - 1 . 4 5 6 - 1 . 3 9 6 - 1 . 5 8 4 - 1 . 6 1 8 - 1 . 5 8 0 - 1 . 5 5 1 - 3 . 4 6 7 
- 3 . 5 4 9 - 3 . 9 6 6 - 3 . 5 6 1 - 3 . 0 5 1 - 2 . 1 2 5 - 3 . 6 7 8 - 4 . 0 3 4 - 2 . 4 4 0 - 3 . 3 B 7 - 3 . 4 4 6 ^ 3 ï T 5 T - 3 . 9 2 b 
- 2 . 0 2 8 - 2 . 1 2 5 - 1 . 8 6 4 - 1 . 3 9 0 - 1 . 6 6 2 - 1 . 8 6 5 - 1 . 8 7 2 - 1 . 7 3 7 - 2 . 0 2 1 - 2 . 0 0 9 - 2 . 0 4 3 - 1 . 5 9 1 
- 2 . 5 2 9 - 2 . 8 0 0 - 2 . 6 4 9 - 2 . 5 6 2 - 2 . 9 2 2 - 2 . 6 1 3 - 2 . 6 2 1 - 2 . 5 8 9 - 2 . 6 4 8 - 2 . 7 7 1 -2W5-«~ - 2 . 4 / 1 
Table 3. Matrix with log-log transformations. 
The complementary log-log transformation appears to have always lower values 
than the logit transformations, i.e., 
log(-log (1- ^ Ü)) < log (n \ ) V i,j (32) 
•j -j ij 
The fractions f.. appear to have for i = 8 (Z-Holland) in many cases the 
highest value; analogously, the logit and complementary log-log transformations 
have high values for the corresponding categories. Before A., defined by 
12 . . . . . 
A., = I w. (A..-X, .) can be calculated for each pair of possibilities 1 and 
ik . , j ij kj 
k , the weights w. has to be assigned, or subjectively chosen. 
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If these weights are assumed to be constant, then w. = — = 0.0833 ; 
j * *• 
j = i,...,12. When w. , j = 1,...,12 , is computed by 
n . n . 
vi - ÏÏ^ - vr1- • <33> 
3) the results of these weights f o-r each infrastructure category are: 
1 2 3 4 5 6 7 8 9 10 11 12 
0.0991 0.0616 0.0953 0.1001 0.0850 0.0793 0.0753 0.0390 0.0918 0.0789 0.0855 0.0590 
Table 4. Weights for each infrastructure category. 
In Table 5a, the regional results of the generalized empirical logit and 
complementary log-log transformation, i.e., Z. = E w, X.. , are successive-
1 L j J XJ 
ly given with constant weights w. = JJ , j=l,...,12 . In Table 5b, the same 
generalized empirical log-linear transformations are presented with weights 
from Table 4. 
1 2 3 4 5 6 7 8 9 10 11 
logit -3.0068 -2.9807 -3.1936 -2^ 4956 -15634 -2.7841 -1.7630 -1JS179 -3J826 -15149 -2.6074 
log-log-3.0333 -3.0070 -3^154 -2.5366 -L9401 -2.8149 -15471 -1.7189 -3.4029 -1.8922 -26435 
Table 5a. Provincial results of generalized empirical log-linear trans-
formations, with constant weights. 
1 2 3 4 5 6 l 8 9 10 11 
logit -2.9556 -2.9648 -3.2043 -2.4950-1.8737 -2J891-1.7548 -1.5917 -3.3409 -1.8191 -2.6045 
log-log-2.9830 -2.9915 -3.2255 -2.5359-1.9488-2.8197-1.8387-1.6926-3.3619-1.8960-2.6406 
Table 5b. Provincial results of generalized empirical log-linear trans-
formations, with weights from Table 4. 
For every pair of combinations of provinces i and k: 
A M = Z.-Z, = Zw.(X..-X..) (34) 
ik i K j J ij kj 
can be computed. For the generalized empirical logit-transformations with 
constant weights this matrix then becomes: 
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1 2 3 4 5 6 7 8 9 10 11 
• 0 . 0 0 0 3 - 0 . 0 2 6 2 + 0 . 1 8 6 8 - 0 . 5 1 1 2 - 1 . 1 * 3 + - 0 . 2 2 2 7 - 1 . 2 4 3 8 - 1 . 3 8 9 0 + 0 . 3 7 5 7 - 1 . 1 9 1 9 - 0 . 3 9 9 * 
• 0 . 0 2 6 2 • 0 . 0 0 0 0 + 0 . 2 1 3 0 - 0 . * 8 5 1 - 1 . 1 1 7 2 - 0 . 1 9 6 5 - 1 . 2 1 7 6 - 1 . 3 6 2 8 + 0 . 4 0 1 9 - 1 . 1 6 5 8 - Ö . 3 7 3 2 
- 0 . 1 8 6 3 - 0 . 2 1 3 0 + 0 . 0 0 0 0 - 0 . 6 9 8 0 - 1 . 3 3 0 2 - 0 . 4 0 9 5 - 1 . 4 3 0 6 - 1 . 5 7 5 8 • 0 . 1 8 8 9 - 1 . 3 7 8 8 - 0 . 5 8 6 2 
• 0 . 5 1 1 2 + 0 . * 8 5 1 • 0 . 6 9 8 0 + 0 . 0 0 00 - 0 . 6 3 2 2 + 0 . 2 8 8 5 - 0 . 7 3 2 6 - 0 . 8 7 7 7 + 0 . 8 8 7 0 -Ö.6807 " • 0 . 1 Ï Ï 8 
• 1 . 1 4 3 * + 1 . 1 1 7 2 + 1 . 3 3 0 2 + 0 . 6 3 2 2 +0 .0000 +0 .9207 - 0 . 1 0 0 * - 0 . 2 * 5 6 + 1 . 5 1 9 2 - 0 . 0 4 8 5 + 0 . 7 4 4 0 
• 0 . 2 2 2 7 + 0 . 1 9 6 5 + 0 . 4 0 9 5 - 0 . 2 8 8 5 - 0 . 9 2 0 7 +0 .0000 - 1 . 0 2 1 1 - 1 . 1 6 6 3 + 0 . 5 9 8 4 - 0 . 9 6 9 3 -0 . Ï767" 
• 1 . 2 4 3 8 + 1 . 2 1 7 6 + 1 . 4 3 0 6 + 0 . 7 3 2 6 + 0 . 1 0 0 4 + 1 . 0 2 1 1 + 0 . 0 0 0 0 - 0 . 1 * 5 2 + 1 . 6 1 9 5 + 0 . 0 5 1 9 + 0 . 8 4 4 4 
• 1 . 3 8 9 0 + 1 . 3 6 2 8 + 1 . 5 7 5 8 + 0 . 8 7 7 7 + 0 . 2 4 5 6 + 1 . 1 6 6 3 + 0 . 1 4 5 2 + 0 . 0 0 0 0 + 1 . 7 6 4 7 +0.1970"" • 0 . 9 8 9 6 
- 0 . 3 7 5 7 - 0 . 4 0 1 9 - 0 . 1 8 8 9 - 0 . 8 8 7 0 - 1 . 5 1 9 2 - 0 . 5 9 8 4 - 1 . 6 1 9 5 - 1 . 7 6 4 7 +0 .0000 - 1 . 5 6 7 7 - 0 . 7 7 5 2 
• 1 . 1 9 1 9 + 1 . 1 6 5 8 + 1 . 3 7 8 8 + 0 . 6 8 0 7 + 0 . 0 4 8 5 + 0 . 9 5 9 3 - 0 . 0 5 1 9 - 0 . 1 9 7 0 + 1 .5677 •0 .0000 _ '+OV792 1 S 
• 0 . 3 9 9 4 + 0 . 3 7 3 2 + 0 . 5 8 6 2 - 0 . 1 1 1 8 - 0 . 7 4 4 0 + 0 . 1 7 6 7 - 0 . 8 4 4 4 - 0 . 9 3 9 6 + 0 . 7 7 5 2 - 0 . 7 9 2 5 + 0 . 0 0 0 0 
Table 6. Provincial differences based on a logit transformation with 
constant weights. 
From Table 6, determined by the results of the logit-analysis from Table 5a, 
the following conclusions for the regional discrepancies of infrastructure 
categories can be drawn: 
- Zuid-Holland has in all cases - based on the choice of these infrastructure 
categories - a better endowment than the other regions, while A„, > 0 ,V k 
- Aq, < 0 V k , so Zeeland has, compared to the other regions, the worst 
results. 
In line with the ab'ove mentioned two conclusions, the largest discrepancy 
exists between Z-Holland and Zeeland, as A o n = 1.7647. 
Now it is possible to derive a rank order for the regions, by using the general-
ized empirical log-linear transformations. When the provinces are ranked in 
descending order, using tables 5a and 5b, we find: 
logit Zg Z7 zio Z5 \ Zll Z6 Z2 Zl Z3 Z9 
log-log Zg Z7 Z10 Z5 h Zll Z6 Z2 Zl Z3 Z9 
logit Zg Z7 Z10 Z5 h Zll Z6 Zl Z2 Z3 Z9 
log-log Zg Z7 Z10 Z5 h Zll Z6 Zl Z2 Z3 Z9 
Table 7. A rank order for the regions by using the generalized empirical 
log-linear transformations. 
In Table 7, the first 2 rows are based on constant weights, while the last 2 
rows are based on weights from Table 4. The difference between the two choices 
of weights, as can be concluded from Table 7, is only the change between 
region 1 and 2. Based on the results of Table 5a and 7, we have the following 
series of provinces, ranked in descending order of infrastructure equipment: 
Zuid-Holland, Noord-Holland, NoordrBrabant, Gelderland, Overijssel, Limburg, 
Utrecht, Friesland, Groningen, Drenthe, Zeeland. 
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The matrix with element A., estimated - for all pair of combinations i and 
k - by means of the OLS method, is exactly the same as Table 6, because of the 
constant weight w. = l/J , j=l,...,J . The proof of this has been given 
before. 
Now we want to compare the conclusions of the discrepancy analysis, based on 
the log-linear analysis, with an 'a-priori-ordering' , based on a subjective 
assessment of Table 1. This ordering is defined for every category as a rank-
ing corresponding to the provinces, with numbers 1,...,11 in decreasing order. 
ordering 
category 1 2 3 4 5 6 7 8 9 10 11 
1 8 5 7 10 4 11 2 1 6 3 9 
2 8 7 10 5 4 11 6 1 2 3 9 
3 8 10 7 5 1 4 11 3 6 2 9 
4 5 10 8 7 4 11 2 6 1 9 3 
5 8 10 5 7 9 4 11 6 1 3 2 
6 8 7 10 5 4 6 11 1 2 3 9 
7 8 7 10 5 6 11 4 3 1 2 9 
8 8 10 7 5 9 1 13 4 6 2 3 
9 8 7 5 10 4 11 6 2 1 3 9 
10 7 8 5 10 6 4 11 1 2 9 3 
11 7 8 10 5 4 11 2 1 6 3 9 
12 5 10 4 3 11 2 7 6 8 9 1 
Table 8. An a priori ordering of provinces. 
This table should be read as follows: for category 1 ( the first row of Table 8), 
province 8 (Zuid-Holland), is the best and province 9 (Zeeland) the worst. 
Table 8 shows, that province 8 is in 8 out of 12 cases the best, while Zeeland 
gets 7 times the lowest ordering. Based on Table 8, we have the following 
series, ranked in descending order of infrastructure categories: Zuid-Holland, 
Noord-Brabant, Noord-Holland, Gelderland, Overijssel, Limburg, Utrecht, Fries-
land, Groningen, Drenthe, Zeeland. The ordering which follows from the logit 
and log-log analysis corresponds very well to this 'a-priori-ordering'. 
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5. STATISTICS AND CATEGORICAL DATA 
It is possible to claasify the members of a sample in many different ways. 
People, for example, may be classified into male and female, married and 
single persons. These are examples of dichotomous classifications (see also 
Cox, 1970; Everitt, 1977; Theil, 1970; Wrigley, 1979, 1980). Polychotomous 
(or multiple) classifications are also common, for instance when people are 
classified - according to their income - into high, middel or low income groups. 
When the population is classified into several categories, it is possible to 
compute the frequencies in each category. It means that we are confronted then 
with qualitative or categorical data, rather than with quantitative data which 
are obtained from continuous variables. Suppose the case of two observations 
i and k on J infrastructure categories. Then the results can be represent-
ed as a 2 x J-contingency table, which has the following contents: 
category 
observation i nil n.2 . . ' niJ 
observation k \l *k2 \ j 
category totals nl n 2 . . • nJ 
Table 9. Example of a 2 x J-contingency table. 
In this case, the members of the sample have been dichotomized in two different 
ways.(i.e., observation i and k). The category totals have been defined by: 
n- = n.. + IL. j = 1,...,J ; i,k = 1,...,I. (35) 
J *-J K-J 
This table and their elements can be seen as the 'success- and failure fractions', 
corresponding to a multinomial probability distribution (see also Lindgren 
and McElrath, 1969). Define the 'success-fraction' , f. , as the fraction 
J 
of the j-th category belonging to observation i , i.e.: 
n. . 
f. = -^ -L (36) 
J n. 
The complement, 
, - f. = JE1 (37) 
2 n. 
is called the 'failure fraction'. This means that the probability of success 
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of some category corresponds to the first row of the contingency table. 
In general, an important question, is whether the observations are independent. 
Suppose that the probability of an observation belonging to the i-th category 
of the row variable and the j-th category of the column variable is represented 
by p.. . Define also p. and p . as the probability of respectively the 
i-th row and the j-th column. From the multiplication law of probability, 
independence between observations in the population implies that: 
p.. = p. p . (38) 
ij !• O 
In this paper, we shall provisionally assume independence between two variables. 
A test for the independence of two variables is discussed in Everitt (1977). 
The fractions of 'success', determined by the sample, are respectively 
n., n. „ n.
 T il i2 ïJ 
nl n2 nJ 
For every category j , the difference between the success and failure 
fractions, is determined by : 
n. . n, . n. ,-n, . 
_ïl .- J£l . _Ü-JU. (39) 
n. n. n. 
3 J 1 
This is an unbiased estimator of the difference between the success and failure 
probability. So: 
. J n. . — n, . i J n • • ^ i , • 
l r (_ii_Ü) - 1 ,z (-iJ-•Si) (40) 
J i=i n. J i=l n. n. J
 J J J J 
ia an unbiased estimator of the expected difference between observation results. 
For different categories, however, different standardization techniques may 
lead to a different precision of the fractions. Because of the wide range of 
possible values for different categories may lead to divergent results. 
The elements n.. , j = 1,...,J have a binomial distribution , with expecta-
tion and variance: 
n. . n.. p.(1-p.) 
E (-Ü) = p. and var (-±1) = _J L_ (41) 
n. i n. n.• 
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In this case, we will use the same regional infrastructure categories as 
in Table 1. A t-test (or Student- test) will be used to examine for which 
pair of provinces i and k the expected differences between the infra-
structure categories are significant from zero. 
The null-hypothesis is: 
J n.. ri, . 
H : ^ * <-ü - -£1) = 0 (42) 
0 J •_, n. n. 
with a two-sided alternative hypothesis: 
H. : ^ •*, <^~ -^> * ° ' <43> 
1 J i = l n. n. 
2 J 
This means that we have now a two-sided test for the expected differences 
between infrastructure categories. The fraction : 
1
 I (^1-^i) •r . n. n. ///\ 
J J=l J J » (44) 
2 
2 has a Student - distribution with J - 1 degrees of freedom. Next, s is the 
sample variance which is defined by 
2 1 J nii \i 1 J nii' ^ i ' 2 
s = -rrV- .1, (-Ü - -£1 - -f I (-Ü--H.)) (45) 
(J-l) n = l n. n. J .-., , n., n.. J
 J J Jf-1 l' j' 
For every category j , the unbiased estimator of the expected difference 
between observation results from formula (40), will be substracted from the 
estimator of the category difference. 
Since one degree of freedom is lost due to the unknown variance, the sample 
variance in (45) will be divided by J-l in stead of J. 
The Table of critical t-values with 11 degrees of freedom is : 
probability .5 .2 .1 .05 .02 .01 
t-value .697 1.363 1.796 2.201 2.718 3.106 
Table 10. Critical t-values, with 11 degrees of freedom. 
This table has to be read as follows: a t-value, in absolute terms larger 
than 1.796, will occur in 10% of the cases. Define ot as the probability 
of rejecting the null-hypothesis when it is true (this will be called type I 
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error). For a = .1 , the null-hypothesis, with a two-sided alternative 
hypothesis given in formula (43), will be rejected with a t-value in ab-
solute terms larger than 1.796. 
The fractions f., are defined by (36); they represent the availability of 
some infrastructure category in relation to the national total. Table 11 
gives the expected differences between the categories for every combination 
of provinces i and k , definëd by (40): 
10 11 
• a . o i ' )3 • ; j . o a a 4 • U . 0 0 9 1 - i } . 0 > h 7 - 0 . 0 H 7 7 - 0 . 0 0 8 1 - 0 . 1 0 0 5 - 0 . 1 2 7 1 + 0 . 0 1 2 1 - 0 . 0 9 0 1 - 0 . 0 1 7 9 
- a . o a o t • 0 . 0 0 0 0 • 0 . 0 0 8 1 - 0 . 0 2 71 - 0 . 0 8 8 1 - 0 . 0 0 8 5 - 0 . 1 0 0 8 - 0 . 1 2 7 5 • 0 . 0 1 1 7 - 0 . 0 9 0 4 - 0 . 0 1 8 2 
- 0 . 0 0 ) 1 - 0 . 0 0 8 7 • 0 . 0 0 0 0 - 0 . 0 . 3 5 8 - 0 . 0 9 6 8 - 0 . 0 1 7 2 - 0 . 1 0 9 6 - 0 . 1 3 6 2 + 0 . 0 0 3 0 - 0 . 0 9 9 2 - 0 . 0 2 7 0 
• 0 . 0 2 6 7 • 0 . 0 2 7 1 • 0 . 0 3 5 8 • 0 . 0 0 0 0 - 0 . 0 6 1 0 • 0 . 0 1 3 6 - 0 . 0 7 3 8 - 0 . 1 0 0 4 +0 .0387 - 0 . 0 6 3 4 + 0 . 0 0 8 8 
• 0 . 0 8 7 7 • 0 . 0 8 8 1 • Q . 0 9 6 8 + 0 . 0 6 1 0 + 0 . 0 0 0 0 • 0 . 0 7 9 6 - 0 . 0 1 2 8 - 0 . 0 3 9 4 • 0 . 0 9 9 8 - 0 . 0 0 2 4 + 0 . 0 6 9 9 
• 0 . 0 0 8 1 + 0 . 0 0 4 5 • 0 . 0 1 7 2 - 0 . 0 1 8 6 - 0 . 0 7 9 6 • 0 . 0 0 0 0 - 0 . 0 9 2 4 - 0 . 1 1 9 0 + 0 . 0 2 0 2 - 0 . 0 820 - 0 . 0 0 9 8 
• 0 . 1 0 0 5 • 0 . 1 1 0 8 + 0 . 1 0 96 • 0 . 0 7 3 8 + 0 . 0 1 2 8 • 0 . 0 9 2 4 • 0 . 0 0 0 0 - 0 . 0 2 6 6 • 0 . 1 1 2 5 + 0 . 0 1 0 4 + 0 . 0 8 2 6 
• 3 . 1 2 7 1 • n . 1 2 / 5 + 0 . 1 3 6 2 • 0 . 1 0 0 4 • 0 . 0 3 9 4 • 0 . 1 1 9 0 • 0 . 0 2 6 6 + 0 . 0 0 0 0 +0 .1392 + 0 . 0 3 7 0 + 0 . 1 0 9 2 
- 0 . 0 1 2 1 - 0 . 0 1 1 7 - 0 . 0 0 3 0 - 0 . 0 3 8 7 - 0 . 0 9 9 8 - 0 . 0 2 0 2 - 0 . 1 1 2 5 - 0 . 1 3 9 2 • 0 . 0000 - 0 . 1 0 2 1 - 0 . 0 2 9 9 
• o . m o i + 0 . H T 4 + 0 . 0 9 9 2 • 0 . 0 6 34 + 0 . 0 0 2 4 • 0 . 0 8 2 0 - 0 . 0 1 0 4 - 0 . 0 3 7 0 +0 .1021 + 0 . 0 0 0 0 + 0 . 0 7 2 2 
• 0 . 0 l 7 9 • 2 . 0 1 8 2 
ible 11 
+ 0 . 0 2 7 0 - 4 . 0 088 - 0 . 0 6 9 9 • 0 . 0 0 9 8 - 0 . 0 8 2 6 - 0 . 1 0 9 2 
Lcial different 
• 0 . 0 2 9 9 - 0 . 0 7 2 2 + 0 . 0 0 0 0 
T; Matrix of e xpected . provir :es between the infra 
structure categories. 
This means that the expected difference between Groningen and Friesland is 
0.0004 (second column from the first row). The matrix of expected differences 
is negative symmetrie, because the (i,k)-th and the (k,i)-th element are equi-
valent in absolute value. In this table, the provinces can be ranked in the 
same way as in the discrepancy analysis, described before. 
When ranked in descending order, the series will be : Z-Holland, N-Holland, 
N-Brabant, Zeeland, Gelderland, Overijssel, Limburg, Utrecht, Groningen, 
Friesland, Drenthe, Zeeland. This ranking is the same as with the log-linear 
analysis with weights from Table 4. 
The matrix with student-statistics, testing the hypothesis that the expected 
difference between two provinces is zero is computed by formula (42) for all 
pairs of combinations i and k, and 12 (=J) infrastructure categories. 
This student-statistic element has 11 degrees of freedom and the results are 
given in Table 12. 
10 11 
• 0 . 0 0 0 • a . 1 ^ 1 + 0 . J72 - 2 . 9 0 7 - 4 . 8 8 8 - 1 . 2 0 1 - 3 . 8 1 2 - 8 . 7 8 9 • 1 . 2 9 8 - 9 . 2 4 6 - 2 . 9 8 9 
- O . ' J ' U • 0 . 0 0 0 + 1 .5-59 - 5 . 9 2 3 
- 6 . 9 5 8 - 1 . 2 3 8 - 7 . 3 8 5 - € . 6 0 3 • 1 . 0 3 1 - 1 0 . 6 2 0 - 5 . 9 4 9 
- 0 . 9 7 2 - l . 5 i 9 • 0 . 0 0 0 - 7 . 4 9 9 
- 9 . 8 0 2 - 2 . 3 0 3 - 6 . 6 4 7 - 6 . 4 2 5 • 0 . 2 6 6 - 1 8 . 6 6 4 - 5 . 5 5 4 
• 2 . J 0 7 • 5 . ? 2 3 + 7 . 4 9 9 •o .cao - 5 . 9 2 7 • 2 . 2 71 - 4 . 5 8 3 - 4 . 8 0 3 • 3 . 5 7 7 - 9 . 4 3 4 + 1 . 9 1 3 
• 4 . 8 8 8 •6 .9"38 • 9 . 8 0 2 • 5 . * 2 7 • 0 . 0 0 0 • 5 . 2 1 7 - 0 . 5 2 9 - 1 . 3 2 7 + 5 . 6 3 3 - 0 . 1 9 9 • 5 . 395 
• 1 . 2 0 1 • 1 . 2 3 8 + 2 . 3 0 3 
- 2 . 2 7 1 - 5 . 2 1 7 • 0 .000 - 8 . 4 9 7 - 7 . 7 0 4 • 1 . 9 3 4 - 1 0 . 1 0 2 - 2 . 0 6 0 
• 8 . 8 1 2 • 7 . 3 8 9 • 6 . 6 4 7 • 4 . 5 8 3 • 0 . 5 2 9 +8 .497 • 0 . 0 0 0 - 2 . 7 2 1 • 6 . 7 6 8 • 0 . 5 9 0 + 6 . 3 3 8 
• 8 . 7 19 • « • • soa • 6 . 4 2 5 •4 .r t03 • 1 . 3 2 7 • 7.70 4 • 2 . 7 2 1 • 0 . 0 0 0 • 7 .736 • 1 . 7 8 3 • 6 . 1 3 3 
- 1 . 2 ) 8 - 1 . 0 3 1 - 0 . 2 6 6 
- 3 . 5 7 7 - S . 6 3 3 - 1 . 9 3 4 - 6 . 7 6 8 - 7 . 7 36 +0 .000 - 1 3 . 3 7 0 - 3 . 0 6 1 
• 9 . 2 * 6 • 1 0 . 4 ' 0 • 1 8 . 6 6 4 • 9 . 4 3 4 • 0 . 1 9 9 • 1 0 . 1 0 2 - 0 . 5 9 0 - 1 . 7 8 3 +13 .370 + 0 . 0 0 0 + 1 1 . 0 7 0 
• 2 . 9 8 9 • 5 . 949 • 5 . 5 5 4 
- 1 . J 1 3 - 5 . 3 9 5 • 2 . 0 6 0 - 6 . 3 3 3 - 6 . 1 3 3 • 3 . 0 6 1 - 1 1 . 0 7 0 • 0 . 0 0 0 
Table 12. Matrix of two-sided t-test statistics for the hypothesis 
of zero expected provincial differences. 
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The results of Table 12 are based on the expected provincial differences 
f rom Table 11. 
Element (1,2) means that the t-test statistic for the hypothesis that the 
expected differences between province 1 and 2, is 0.051. With a critical 
value a = 0.1 , the null-hypothesis will be rejected in those cases where 
the t-test is larger than 1.796 in absolute value. The absolute value is 
taken because of a two-sided test. So, when the t-test value falls in the 
range (-1.796, 1.796), the null-hypothesis will not be rejected. Table 13 
gives the results of the validity of the null-hypothesis. A rejection of 
the null-hypothesis will be represented by the symbol 1. 
1 8 10 
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1 
1 
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1 
1 
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o 
o 
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Table 13. Statistical significance results for the provincial discrepancies, 
In the above table, an element with a value of 1 means a statistically sig-
nificant difference between the observed provinces, because the null-hypothesis 
will be rejected for these observations. A value 0 means there is no signi-
ficant difference between the observed provinces, so that the null-hypothesis 
will not be rejected. It will be clear that the matrix from Table 13 is 
symmetrie. When province 1 and 2 is compared, the result indicates that the 
null-hypothesis will not be rejected and there is no statistical significant 
infrastructure difference between the provinces. 
In the above method, the fraction of some category is related to the national 
total of that category. When we want to compare province i and k, the con-
clusions of the discrepancy analysis may be influenced by the national totals. 
These national totals may disturb the results of the observed provinces. If 
the success- and failure fractions are computed by the category totals from 
formula (30), an unbiased estimator of the expected difference between 2 pro-
vinces will be : 
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4- i . ( f r (i-f,)> = 4 4 i ( 2 f i _ 1 ) = -M, v1 (46) 
with f. the empirical success probability from (30). The results are given 
in Table 14. 
1 2 3 4 5 6 7 8 9 10 11 
• 0 . 0 0 0 0 « 0 . 0 0 0 1 + 0 . 1 0 7 9 - 0 . 2 0 8 4 - 0 . 4 3 7 5 - 0 . 0 9 5 3 - 0 . 5 0 0 2 - 0 . 5 4 3 7 + 0 . 1 7 1 8 - 0 . 4 6 8 6 - 0 . 1 6 9 2 
- 0 . 0 0 0 1 + 0 . 0 0 0 0 + 0 . 0 9 9 2 - 0 . 2 1 9 1 - 0 . 4 5 8 7 - 0 . 0 8 8 4 - 0 . 4 8 0 3 - 0 . 5 0 4 6 + 0 . 1 9 2 3 - 0 . 4 7 2 3 - 0 . 1 7 1 9 
- 0 . 1 0 7 9 - 0 . 0 9 9 2 +0 .0000 - 0 . 3 1 2 9 - 0 . 5 3 8 9 - 0 . 1 8 7 2 - 0 . 5 4 5 0 - 0 . 5 7 0 5 +0 .0847 - 0 . 5 5 3 5 - 0 . 2 6 7 2 
+ 0 . 2 0 3 4 + 0 . 2 H 1 + 0 . 3 1 2 9 + 0 . 0 0 0 0 - 0 . 2 7 2 0 + 0 . 1 2 9 4 - 0 . 3 0 2 5 - 0 . 3 5 0 0 + 0 . 3 7 5 3 - 0 . 2 9 2 4 + 0 . 0 5 0 6 
+ 0 . 4 3 7 5 *0 .4587 + 0 . 5 3 8 9 + 0 . 2 / 2 0 + 0 . 0 0 0 0 + 0 . 3 8 2 1 - 0 . 0 5 0 6 - 0 . 1 1 8 1 + 0 . 5 6 9 7 - 0 . 0 2 3 4 + 0 . 3 1 6 3 
+ 0 . 0 9 5 3 +"0.0884 + 0 . 1 8 7 2 - 0 . 1 2 9 4 - 0 . 3 8 2 1 + 0 . 0 0 0 0 - 0 . 4 2 1 4 - 0 . 4 5 7 2 + 0 . 2 6 3 5 - 0 . 4 0 6 5 - 0 . 0 8 1 8 
• 0 . 5 0 0 2 + 0 . 4 8 0 3 + 0 . 5 4 5 0 + 0 . 3 0 2 5 + 0 . 0 5 0 6 + 0 . 4 2 1 4 + 0 . 0 0 0 0 - 0 . 0 5 6 5 +0 .5920 + 0 . 0 2 2 2 + 0 . 3 5 0 0 
+ 0 . 5 4 3 7 +0 .5046 + 0 . 5 7 0 5 + 0 . 3 5 0 0 + 0 . 1 1 8 1 « 0 . 4 5 7 2 + 0 . 0 5 6 5 + 0 . 0 0 0 0 +0 .6217 + 0 . 0 8 7 3 + 0 . 3 9 1 9 
- 0 . 1 7 1 8 - 0 . 1 9 2 3 - 0 . 0 8 4 7 - 0 . 3 / 5 3 - 0 . 5 6 9 7 - 0 . 2 6 3 5 - 0 . 5 9 2 0 - 0 . 6 2 1 7 + 0 . 0 0 0 0 - 0 . 5 9 7 6 - 0 . 3 3 6 6 
+0 .4686 « 0 . 4 7 2 3 « 0 . 5 5 3 5 +0 .2924 + 0 . 0 2 3 4 + 0 . 4 0 6 5 - 0 . 0 2 2 2 - 0 . 0 3 7 3 + 0 . 5 9 7 6 + 0 . 0 0 0 0 + 0 . 3 3 8 9 
• 0 . 1 6 9 2 «0 .1719 + 0 . 2 6 7 2 -0.0*506 - 0 . 3 1 6 3 + 0 . 0 8 1 8 - 0 . 3 5 0 0 - 0 . 3 9 1 9 + 0 . 3 3 6 6 - 0 . 3 3 8 9 • 0 . 0 0 0 0 
Table 14. Matrix of expected provincial differences between infra-
structure categories, based on (46). 
Table 14 can be read in a way analogous to Table 11. The difference between 
the two tables is, that in Table 11 the category frequencies are based on 
national totals and in Table 14 the frequencies are based on the category 
totals of the observed provinces. 
The ranking of the provinces which follows from these results, is (in des-
cending order) : Zuid-Holland, Noord-Holland, Noord-Brabant, Gelderland, Over-
ijssel, Limburg. Utrecht, Friesland, Groningen, Drenthe, Zeeland. This con-
clusion is exactly the same as that from Table 5a. 
The matrix of t-test statistics regarding the hypothesis that the expected 
difference between a pair of provinces i and k (for every pair i,k€{l,...,ll}), 
having 11 degrees of freedom, is given in Table 15. 
1 2 3 4 5 6 7 8 9 10 11 
+ 0 . 0 0 0 • 0 . 0 0 1 • 1 . 2 0 3 - 3 . 0 5 5 - 7 . 7 09 - 1 . 3 7 2 - 1 2 . 2 9 1 - 1 7 . 4 7 1 + 1 . 9 4 2 - 9 . 7 7 1 - 2 . 7 5 4 
- 0 . 0 0 1 • 0 . 0 0 0 • 1 . 7 5 4 - 5 . 5 9 1 - 1 2 . 0 2 1 - 1 . 3 9 8 - 7 . 9 0 6 - 5 . 6 5 4 • 1 . 9 1 2 - 1 1 . 1 5 6 - 4 . 6 7 2 
- 1 . 2 0 3 - 1 . 7 5 4 • 0 .000 - 8 . 0 3 0 - 2 0 . 3 9 9 - 2 . 9 S 0 - 7 . 1 6 5 - 5 . 5 7 4 +0 .835 - 1 7 . 5 9 0 - 6 . 1 5 2 
• 3 . 0 5 5 • 5 . 5 9 1 + 8 . 0 3 0 + 0 . 0 0 0 - 1 1 . 0 3 4 +2 .420 - 4 . 4 5 2 - 3 . 7 6 3 +4 .557 - 9 . 7 6 4 • 1 . 8 2 9 
+ 7.7 09 + 1 2 . 0 2 1 + 2 0 . 3 9 9 • 1 1 . 0 3 4 + 0 . 0 0 0 + 9 . 0 1 7 - 0 . 6 3 4 - 1 . 2 7 1 + 3 . 1 3 5 - 0 . 6 6 8 • A f l . i l 7 
• 1 . 3 7 2 • 1 . 3 9 8 + 2 . 9 80 - 2 . 4 2 0 - 9 . 0 1 7 • 0 .000 ' - 1 1 . 2 8 0 - 6 . 7 8 5 • 2 . 9 4 5 - 1 2 . 1 1 3 - 2 . 2 4 8 
1 2 . 2 9 1 • 7 . 9 0 6 • 7 . 1 6 5 • 4 . 4 5 2 • 0 . 6 8 4 + 1 1 . 2 3 0 + 0 . 0 0 0 - 1 . 3 3 6 • 3 . 2 9 6 + 0 . 3 5 2 . - •A .771 
1 7 . 4 7 1 •5 .Ó54 • 5 . 5 7 4 • 3 . 7 6 3 • 1 . 2 7 1 + 6 . 7 8 5 + 1 . 3 3 6 +0 .000 + 9 . 5 6 4 • 1 . 1 0 4 + 4 . 8 4 9 
- 1 . 9 4 2 - 1 . 9 1 2 - 0 . 8 8 5 - 4 . 5 5 7 - 8 . 1 3 5 - 2 . 9 4 5 - 8 . 2 9 6 - 9 . 5 6 4 + 0 . 0 0 0 - 1 1 . 5 2 8 - 4 . 0 1 8 
• 9 . 7 7 1 • 1 1 . 1 5 6 + 1 7 . 5 9 0 • 9 . 7 6 4 + 0 . 6 6 8 < • 1 2 . 1 1 3 - 0 . 3 5 2 - 1 . 1 0 4 • 1 1 . 5 2 8 • 0 . 0 0 0 + 1 4 . 8 3 4 
• 2 . 7 5 4 • 4 . 6 7 2 • 6 . 1 5 2 - 1 . 8 2 9 - 1 0 . 3 1 7 • 2 . 2 4 8 - 6 . 7 7 1 - 4 . 8 4 9 • 4 . 0 1 8 - 1 4 . 8 3 * 
-•o.oao 
Table 15 Matrix of two sided t - t e s t s t a t i s t i c s for the 1 hypothe s i s of 
zero expected provincial differences. 
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The results of Table 15 are based on the expected provincial differences 
from Table 14. Similar to Table 12, Table 15 gives the provinces between 
which the expected differences is statistically significant. For ex = .1 , 
the critical value for a two-sided test with 11 degrees of freedom is 1.796 
(see Table 10). This means that the null-hypothese will not be rejected for 
provinces 1 and 2 and that the expected difference of infrastructure catego-
ries is not significant for these provinces. This follows from the t-test 
which has a value of 0.001 (much smaller than the critical value). 
Table 16 gives the results of the significance tests, for a critical value 
a = 0.1 . 
1 8 10 
1 0 0 0 1 0 1 1 1 1 
2 0 0 0 1 0 1 1 1 
3 0 0 0 1 1 1 0 1 
4 1 1 1 0 1 1 1 1 
5 1 1 1 0 0 0 0 
6 0 0 1 1 0 1 1 1 
7 1 1 1 0 0 0 0 
8 1 1 1 0 0 0 0 
9 1 1 0 1 1 1 0 1 
10 1 1 1 0 0 0 0 
11 1 1 1 1 1 1 1 
Table 16 : 0: the expected difference of category frequencies between 
provinces i and k is not significant. 
1: the expected difference of category frequencies between 
provinces i and k is significant. 
The t-test will lead to significant differences between provinces 8 (= Zuid-
Holland) and 1 (=Groningen), but the category difference between province 2 
(=Friesland) and 3 (=Drenthe) is not significant because the null-hypothesis 
is not rejected. 
When we compare Table 13 and 16, the conclusion for both tables correspond 
very well. Table 13 is based on frequencies related to national totals and 
Table 16 is based on frequencies which are only related to the category totals 
of the observed provinces. There are different conclusions regarding the pro-
vinces Zuid-Holland and Zeeland. The reason for this may be that the results 
in these regions are extremely good (Z-Holland) and bad (in Zeeland). 
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Unril now a ranking has been made by using three different methods; the log-
linear analysis, an a-priori-ordering, and the student-statistics. The rank-
ing for the provinces bears a close resemblance, and the log-linear analysis 
and student-test statistics give acceptable results in the above analyses. 
6. MULTIPLE LQGIT ANALYSIS IN AN EXPLANATORY MODEL 
When the theory of Standard regression is extended to an analysis with endo-
genous or response variables on a categorical scale, two problems may arise: 
firstly, the assumption of homoscedasticity from linear regression analysis 
may be unvalid, so that the problem of heteroscedasticity may exist. This 
happens when the variances are not constant but either increase or decrease 
across observations. A test against heteroscedasticity and an estimation 
procedure will be given below (see also Theil, 1979). 
secondly, problems in forecasting the probabilities p. which should be 
restricted to the interval (0,1) or other categorical data restricted to 
some interval may emerge. Whereas probability is defined to fall within 
the range (0,1) the predictions generated from such a model are unbounded 
and may take values on a larger range. Consequently, the predictions of 
probability may fall outside the meaningful range and may be inconsistent 
with the probability interpretation. 
Now there are many data manipulations available for transforming fractions to 
the interval (-°°, +=o) . An advanced technique is the logit transformation, 
based on the logistic curve (see also Schmidt, 1975a, 1975b; Theil 1970, 1979; 
Wrigley, 1979, 1980). In case of a dichotomous (i.e., 2-category) response 
variable, the model to be estimated is : 
3f(Xi) 
1
 i + T ^ P, - ^T7^7, (47) 
where 
K 
f(X.) = a + I b, . X.. (48) 
• L ' k=l k ik 
P. represents the probability of the i-th observation. As the value of f(X.) 
ranges from -°° to +<» , the corresponding P. ranges in value from 0 to 1 
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The logistic model (47) can be rewritten to a linear model (linear in the 
variables X., ) of the fora : ik 
P. 
log (j^-) = f (Xi) 
i 
(49) 
The value increases from -°° to +°° , as P. increases from 0 to 1. This 
ï 
means that the predictions of this linear logit model can take any values in 
the range -<» to +» , but that the corresponding probabilities, found by sub-
stituting the estimated parameters into equation (47), remain within the 
meaningfui range 0 to 1. 
In matrix form, the model can be rewritten as: 
1 = X 3 + u (50) 
Suppose the numbers of observations I is even. If the disturbances were 
observable, one could test against heteroscedasticity by means of the ratio: 
i4+i 
(51) 
I I This test-statistic is distributed as F(y , —) under the condition that the 
u's are independently and normally distributed with zero mean and constant 
variance. But in fact we cannot observe the u.'s and this leads to a ratio 
ï 
of the OLS-residuals : 
1/2 , I 
lïl 6 ' ' I T 
i=4+, 
(52) 
But these residuals are correlated, so that the numerator and denominator of 
(52) are not independent from each other. This means that the ratio is not 
necessarily F-distributed under the null-hypothesis. Goldfeld and Quandt 
partitioned (50) in the following form: 
U. 
3 + (53) 
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in such a way that the vectors and matrices with subscript A refer to the 
first 1/2 and those with B subscripts to the last 1/2 observations. 
When we have K explanatory variables, we can conclude that: 
A A 
e e 
B B 
(54) 
is distributed F(-^ - - K, -*• - K) under the null-hypothesis. A disadvantage 
of this test will be that there remadn (n-2K) degrees of freedom, which is 
K less than the n-K number of degrees of freedom of the regression. When the 
null-hypothesis of equal variances will be rejected, and the problem of hetero-
scedasticity or non-constant variances occurs, the model in (50) will be esti-
mated with the weighted least squares estimation procedure. The weighted 
least-squares estimator of 3 is : 
•1 
3 = (X' V, X) X' V (55) 
where V. is a consistent estimator for the variance-covariance matrix of the 
logit vector 1. 
The logit analysis has been used many times with dichotomous reactions. In this 
case the fraction of occurrence of some event j, f. and their complement 1-f. 
are uniquely defined. These categorical data will result in the logit elements 
f; 
log C, i ) • This multiple logit analysis will be applied to a cross section 
of data from a regional economie study in Arnhem (REO-3, 1981). In this 
study a survey of the socio-economic and infrastructure characteristics of the 
region Arnhem is given. Many features about the labour structure and different 
cost components are known for the following sectors: 
1. agriculture/forestry/fishery 
2. food/luxury 
3. textile/clothing/foot-wear 
4. paper/graphical industry 
5. wood/building-materials 
6. chemical industry 
7. metal industry 
8. public utilities 
9. building industry 
10. trade. 
11. business service 
12. transportation/communication 
13. banking/insurance business 
14. social work 
15. government. 
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Twelve equations will be estimated, first with the OLS-estimation method, 
and later with the weighted least squares method. 
The specific endogenous variables are: 
A. share of sectoral labour in the total labour force 
B. share of sectoral labour until 10 employees 
C. share of sectoral labour above 50 employees . 
Four data transfonnations will be carried out on each endogenous variable: 
1. 
2. 
n. , i.e., the original categorical data 
ni 
100-n,-
, i.e., the fraction of the categorical data and their complement 
ni log (
 1 Q Q_ n -) , i.e., the logit trans formation 
log (-log (1 rnn"))» i.e., the complementary log-log transformation. 
The equations to be estimated are: 
= I a. X.. + e. 
j-1 J 1J x 
with: 
öl 
a, 
i = 1,...,15. (56) 
a constant term 
the effect of the share of female workers on the endogenous variable 
the effect of the share of part-time workers on the endogenous variable 
the effect of the share of unskilled workers on the endogenous variable 
the effect of the labour costs per employee (* 1000 guilders). 
The values of the three types of endogenous variables after the four successive 
data transformations are included in Tbale 17. 
Al A2 A3 A4 BI B2 B3 B4 Cl 
• 4 . 1 0 0 • C . 0 4 3 - 3 . 1 5 2 - 3 . 1 1 2 •SC.CCC • 1 . C 0 O + 0 . 0 8 0 - 0 . 2 6 7 • 1 2 . 0 0 0 • 0 . 1 4 9 - 1 . 9 C 1 - 1 . 9 7 1 
• 3 . 2 0 0 • 8 . 0 3 * - 3 . 3 7 8 - 3 . 3 5 5 + 4 Ï . Ü C 0 • 0 . 8 1 8 - 0 . 2 0 1 - « - 5 1 4 • 1 9 . « 8 « 0 . 2 3 5 - 1 . 450 - 1 . 5 5 7 
• 1 . 1 0 0 • 0 . 0 1 1 - 4 . 4 99 - 4 . 5 0 4 + 2 1 . 0 0 0 + 0 . 2 6 6 - 1 . 3 2 5 - 1 . 4 4 5 + 2 5 . 0 0 0 • 0 . 3 3 3 - 1 . 0 9 9 - 1 . 2 4 6 
• 1 . 8 0 0 • 0 . 0 1 8 - 2 . 9 9 9 - 4 . 0 0 É • 2 7 . 0 C 0 • 0 . 3 7 E - 0 . 9 9 5 - 1 . 1 5 6 + 9 . 8 8 0 • 0 . 0 9 9 - 2 , 3 1 4 - 2 - 2 - 6 1 
• 2 . 3 0 0 +C.C24 - 3 . 7 4 9 - 3 . 7 6 1 + 5 . 3 0 0 + 0 . 0 9 9 - 2 . 3 1 4 - 2 . 3 6 1 + 2 8 . 0 0 0 • 0 . 3 8 9 - 0 . 9 4 4 - 1 . 1 1 3 
• 4 . 0 0 8 • 0 . 0 4 2 - 2 . 1 7 8 - 3 . 1 5 ' • 1 0 . 0 C 0 • C . U I - 2 . 1 S 7 - 2 . 2 5 1 + 5 C . 8 0 0 • 1 . 8 0 0 • 0 . O 0 8 - 0 . 2 6 7 
• 7 . ? 0 0 • 0 . 0 8 2 - 2 . 4 8 4 - 2 . 5 2 4 + 1 6 . 0 0 0 + 0 . 1 9 C - 1 . 6 5 8 - 1 . 7 4 7 • 2 0 . 0 0 8 • 0 . 4 2 9 - 0 . 8 4 7 - 1 . 8 2 1 
• 1 . 6 0 0 + 0 . 0 1 6 - 4 . 1 1 9 - 4 . 1 2 7 • I S . 0 0 0 • 0 . 2 2 5 - 1 . 4 5 0 - 1 . 5 5 7 + 2 7 . 8 C 8 • 8 . 5 8 7 - 8 . 5 3 2 - 8 - 1 7 2 
• 1 1 . 0 0 0 + 0 . 1 2 4 - 2 . 0 9 1 - 2 . 1 5 0 • 2 7 . 0 0 0 + 0 . 2 7 0 - 0 . 9 9 5 - 1 . 1 5 6 • 1 5 . 0 0 0 • 0 . 1 7 6 - 1 . 7 3 5 - 1 . 6 1 7 
• 1 2 . 3 0 0 • 8 . 1 6 0 - 1 - 8 2 2 - 1 . 9 0 7 • 4 6 - 0 0 0 • 0 . 8 5 2 - 0 . 1 6 0 - 0 . 4 8 4 • 5 . 0 0 0 • 0 . 8 5 3 - 2 . 9 4 4 - 2 . 5 7 8 
•7.SCO • 0 . 0 € 1 - 2 . 5 12 - 2 . 5 5 2 •3S .OC0 +c .e i2 - C . 4 9 0 - 0 . 7 3 É • 9 . 0 0 0 • 0 . 0 9 9 - 2 . 3 1 4 - 2 . 2 6 1 
+ 5 . 5 0 0 •o.ose - 2 . 8 1 4 - 2 . 8 7 2 + 3 0 . 0 0 0 + 0 . 4 2 9 - 8 . 8 4 7 - 1 . 0 3 1 • 1 2 . 0 0 0 + 8 . 1 4 9 - 1 . 9 9 1 - 1 . 9 7 1 
• 5 . 0 0 0 • 0 . 0 5 3 - 2 . 9 4 4 - 2 . 9 7 0 • 2 8 . 0 0 0 • 0 . 3 8 9 - 0 . 9 4 4 - 1 . 1 1 3 + 1 7 . 0 0 0 + 0 . 2 1 5 - 1 . 5 8 6 - 1 - 6 8 0 
• 1 6 , 7 t f l • 0 . 2 0 0 - l . é { 7 - 1 . 7 0 0 • 2 0 . 0 0 0 + 0 . 2 5 0 - 1 . 3 8 6 - 1 . 5 0 0 + 2 4 . 0 0 8 • 8 . 2 1 6 - 1 . 1 5 3 - 1 - 2 4 3 
•14 .ÉCC • 0 . 1 7 1 - 1 . J € É - 1 . 8 4 6 • 3 1 . 0 0 0 + 0 . 4 4 9 - 0 . 8 CO - 0 . 9 9 1 + 1 8 . 0 0 0 + 0 . 2 2 0 - 1 - 5 1 6 - 1 . 6 1 7 
C2 C3 C4 
Table 17. Data of the three endogenous variables and their datatrans-
formations for the 15 sectors. 
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This means sector 1 has 4.1 percent of total labour force ; this percentage 
divided b.y its complement (i.e., labour force in the other sectors) is 
0.043 ; the logit and complementary log-log elements are respectively 
-3.152 and -3.173 . When each endogenous variable is used with four data 
transformations, it will be possible to compare the different results of the 
categorical data and their log-linear transformations as data-input. 
The OLS estimation results for .the twelve equations are represented in Table 
18. 
Al A2 A3 A4 BI B2 B3 B4 Cl C2 C3 
C4 
• 1 1 . S 7 9 •0 .12H. - 1 . 3 3 1 - 1 . 3 ' 7 2 + 3 4 . ^ 5 7 + 0 . 5 8 8 - 0 . É 1 8 - C . 8 4 8 • C J 7 9 - 0 . 1 4 8 - 2 . 3 3 1 - 2 . 2 5 8 
- C . ï 16 - C . 0 C 3 - C . C ' 3 - t . £ 4 2 - C .=53 C - 0 . 0 1 3 - C . 0 2 5 - C . 0 2 1 • C - 4 1 7 + 0 . 0 G 6 + C . C 3 2 + 0 . 0 2 5 
• 1 . CÉ'3 • C . 0 1 3 + 0 - 1 5 9 + 0 . 1 5 3 • 2 . 4 2 1 • 0 . 0 5 4 + 0 . 1 2 4 + C . 1 C 5 - 1 . 6 0 Ü - 0 . 0 2 5 - 0 . 1 2 9 - C . 1 1 5 
- 0 . 1 6 0 - Ü . 0 Q 2 - O . Ü J l - 0 - 0 3 0 - C . 2 C 3 - 0 . 0 0 3 - 0 . 0 1 4 - C . 0 1 3 • C . 2 1 6 + 0 . 0 0 4 • 0 . 0 1 4 + 0 . 0 1 3 
- £ . C 5 6 _iC..C.{ 1 
-+C.Ö9C 
- 0 . 0 2 0 
ïï'.'ïïT 
- a . 0 1 9 
+ 1 - 3 3 É - c .ua 
- 0 . 0 0 3 - 0 . U 0 Ê - 0 . 0 0 5 • C - 3.9 3 • 0 - 0 0.9 + 0 . 0 1 4 • C . C 1 1 
• 7 . 5 2 C • 2 4 . 1 4 C • 0 . 5 3 1 • 1 . 2 9 7 + 1 . 1 1 6 + 2 3 . 0 5 2 • 0 . 4 8 1 • 1 . 4 4 0 + 1 . 2 8 0 
* C . I t 1 + £.C£ 1 «C.C18 • 0 . 0 1 8 • C . 3 2 4 •C-C 0 7 + 0 . 0 1 7 • 0 . C 1 5 • 0 . 3 0 5 • 0 . 0 0 e • 0 . C 1 9 • C . C 1 7 
• 3 . 4 4 9 + C . 0 C 5 • 0 - 0 8 2 • 0 . 0 8 0 + 1 . 4 4 1 • C . 0 3 2 • 0 . 0 7 7 + 0 . G 6 7 • 1 - 3 7 5 + 0 . 0 2 9 + 0 . 0 8 6 * 0 « £ 7 6 
• 0 . 0 5 7 +C.GC1 + 0 . 0 1 J • 0 . 0 1 0 • 0 . 1 8 4 « C . 0 0 4 • 0 . 0 1 0 • 0 . 0 08 • 0 . 1 7 5 + 0 . 0 0 4 + 0 - 0 1 1 + 0 . C 1 0 
+ c - f ; i + r-r_f ; • r - C Ï P . I.C.iU f U 1 H . ..• i.JLi.1 i.. • 0 - 0 2 6 + 0 . 0 2 2 + C . 4 6 1 • o . c i a + 0 . 0 2 9 + C . C 2 6 
+ 1 - 5 4 0 • 1 . 4 1 2 - C . S 6 8 - 1 . 0 4 2 + 1 . 4 3 4 + 1 . 1 ( 8 - 0 . 4 7 6 - 0 . 7 6 C +C-C16 - 0 . 3 C 8 - 1 - 6 1 8 - 1 . 7 9 6 
- 2 . 1 4 3 - 2 . 0 9 3 - 2 . 3 2 7 - 2 . 3 2 8 - l . f 3 5 - 1 . 7 5 8 - 1 . 4 4 5 - 1 . 3 5 é + 1 - 3 4 8 + 0 . 5 5 1 • 1 - 6 4 9 + 1 . 7 C 1 
• 2 . 3 8 4 • 2 . 4 0 9 • 1 . 9 3 * • 1 . 5 1 7 + 1 . 6 8 Q + 1 . 7 C C • 1 . 6 0 4 • 1 . 5 7 9 - 1 . 1 6 4 - 0 . 8 7 8 - 1 . 5 0 5 - 1 . 5 5 8 
- 2 . 8 CO - 2 . 7 5 £ - 2 . 9 2 9 - 2 . 5 2 7 - 1 . 1 C 1 - 0 . 8 £ 8 - 1 . 4 1 6 - 1 . 4 9 C • 1 - 2 3 1 • 1 . 0 3 3 • 1 - 2 8 9 • 1 . 2 9 9 
- C . 3 6 5 - 0 . 3 3 C - C . 7 1 9 - 0 . 7 2 5 - 0 . 2 2 8 - c . ; 9 i - 0 . 2 4 2 - 0 . 2 3 8 • C . 8 5 2 • 0 . 9 6 5 • 0 . 4 8 5 + 0 . 4 2 0 
• 1 . 8 4 4 • i . a i i • 1 - 9 9 4 " • J - 5 9 7 • i . 2 2 ^ + 1 . 2 7 6 • 1 . 1 7 2 + 1 - 1 J l + 1 - 5 4 8 "+Ï.826"" + 1 . 3 4 3 + 1 . 3 C 5 
+ 0 . 8 5 7 • 0 . 8 4 3 • C . 9 6 5 • 0 . 5 6 8 • 0 . 8 5 0 + 0 . 8 0 8 • 0 . 8 1 1 + 0 . 8 8 2 + 0 . 8 3 6 • C . 7 1 7 + 0 . 8 6 8 • 0 . 5 0 5 
• 0 - 7 3 9 • 0 - 5 5 7 + 3 - 1 3 6 • 3 . 1 9 9 + 1 . 6 5 1 + 1 . 2 9 1 • 2 . 4 8 5 + 2 . 7 1 7 • 1 . 9 8 9 • 3 - 4 9 1 + 1 . 4 4 6 + 0 . 5 2 6 
Table 18. OLS estimation results, Standard errors, the corresponding 
t-test values, and for every equation the Durbin-Watson, multiple 
correlation coëfficiënt, and the Goldfeld-Quandt values. 
So with method Al, the equation will be: 
y. = 11.579 - 0.216 X^ + 1.069 X i 3 
(7.520) (0.101) (0.449) 
0.160 X i 4 - 0.056 X i 5 , i=l 
(0.057) (0.151) 
.,15 . 
(57) 
The Durbin-Watson value, the multiple correlation coëfficiënt and the Goldfeld-
Quandt value from equation (54) are respectively 1.844, 0.857 and 0.739 . 
Given 15 observations and 5 parameters to be estimated, the lower and upper 
limits of the Durbin-Watson statistics, with type I error a = 5% are respec-
tively .69 (=D ) and 1.97 (=D ) . Durbin-Watson is a test for autocor-
relation. When the null-hypothese is the lacking of autocorrelation with the 
alternative hypothesis of positive autocorrelation, i.e.: 
28 -
HQ : p = O and H : p > O , (58) 
H_ will be rejected when the Durbin-Watson statistic (=DW) is smaller than D , 
while the alternative hypothesis will not be rejected with DW larger than 
D . In the area DW between DT and D it is not possible to infer u L u 
conclusions about autocorrelation. From Table 18 follows that all Durbin-
Watson statistics are in the rather wide range between DT and D and so it 
L u 
will not be permitted to infer a definite conclusion for this hypothesis about 
autocorrelation. 
Any two-sided hypothesis like: 
HQ : b = bQ , Hj : b_ * b Q (59) 
can be tested with the test-statistic: 
(60) 
where b_ is an estimated parameter and s, is the corresponding Standard error. 
This statistic has - given the null-hypothesis - a Student-distribution with 
(n-k) degrees of freedom, where n is the number of observations and k the 
number of parameters to be estimated. The table of critical Student-test 
values with 15-5 = 10 degrees of freedom is : 
a .20 .10 .05 .02 .01 .001 
t 1.372 1.812 2.228 2.764 3.169 4.587 
Table 19. Table of critical t-values for the two-tailed test and 
level of significance a 
In conclusion, from Table 18 we can infer the following results: 
the different data transformations have no consequences for the sign of the 
parameter estimates; 
- the multiple correlation coëfficiënt for the endogenous variables which are 
transformed in a log-linear way are always higher than those for data trans-
formation 2, where we have the fraction of the caüegorical data and their 
complement; 
the t-test statistic is rather small for variable 5 (the effect of labour 
cost) , and the null-hypothesis that this parameter is zero will not be 
rejected for different a's ; 
the share of female workers has a negative effect on the share of sectoral 
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labour in the total labour force and the share of sectoal labour in small 
firms. This means that relative more female workers are in the larger 
firms and in the sectors which have a relative small share of sectoral 
labour in the total labour force; 
the conclusion for the share of part-time workers is just the opposite. 
The share of part-time workers is relative high in the larger firms and 
the sectors which have a larger share in the total labour force. 
Al A2 A3 A4 BI B2 B3 
B4 Cl C2 C3 
• 0 . G 2 + 1 7 5 . 9 7 + 0 . 9 2 • 0 . 5 9 • 0 . 0 1 + 3 . 6 2 + 2 . 7 7 • 4 . 1 8 • 0 . 1 0 • 2 5 0 . 9 2 +15 .96 • 2 4 . 5 
• 2 . 5 2 • 2 * 1 0 9 . 0 7 • 7 . 0 6 • 7 - 1 8 • 0 - 0 0 + 4 - 1 4 + 0 - 6 8 • 0 . 9 3 + 0 . 0 1 • 3 2 . 8 1 +7^23 -.-•-10.' 
« 0 . J 0 • £ £ 4 . 6 2 • 2 . 5 8 • 2 . 7 3 + 0 . 0 8 + 1 0 6 - 6 9 • 7 7 . 7 7 + 1 4 9 . 9 3 • 0 . 7 5 • 8 2 0 . 7 4 + 3 4 5 . 8 0 • 5 4 6 . ( 
• 0 . C 5 • 2 * 1 . 6 4 • 0 . 7 7 • 0 . 8 0 • 2 4 4 . 9 0 • 4 7 8 - 4 5 + 8 3 . 6 2 • 7 0 . 3 1 + 0 . 0 1 + 2 1 . 5 0 +1 .42 ... +1-7 
• C . t ï • 5 2 2 . 4 5 • 5 . 8 1 • 6 . 4 1 • 0 . 0 1 • +2 7 . 9 1 + 2 . 4 1 • 4 . 3 2 + 0 . 3 0 • 2 0 5 . 4 9 • 1 3 9 . 8 2 + 2 4 1 . f 
ss.as* 2 2 2 6 8 5 - 6 2 + 1 0 9 . £ 8 • 1 0 6 - 6 7 + 0 . 0 1 + 1 7 . 1 3 • 1 . 2 8 « 1 . 6 1 + 0 . 0 0 . . + 5 » 8 4 . . . . - + 8 - 4 5 +0 .5 
« 0 . 1 2 • 1 0 « 1 . 4 1 • 3 . 1 0 • 3 . 2 7 • 0 . 0 1 • 2 6 . 5 6 + 5 . 5 6 • 7 . 9 8 + 0 . 0 2 + 8 9 . 6 6 • 3 . 5 4 • 4 .2 
• 0 . 1 8 + 1 5 1 4 . 5 8 • 2 . 0 5 + 2 . 1 3 • 1 1 . 0 5 • 1 5 C 0 . 1 8 • 1 1 3 8 7 . 8 5 • 5 7 6 9 . 7 6 + 0 . 0 3 • 1 3 9 . 5 * - _-_ ^ 5 . 9 1 . • 3 . 1 
<C.C6 + 4 5 3 . 3 3 + 2 . 5 5 • 3 . 8 7 • 0 . 5 4 • 1 5 6 . 8 5 • 5 8 6 . 0 8 • 2 5 7 . 1 4 + 0 . 1 2 + 2 1 9 . 7 5 • 7 3 . 6 5 +115 .5 
• C . 2 £ • 2 0 * 0 . 0 0 • 6 - 2 5 • 6 - 5 5 « 0 . 0 2 • 2 4 . 4 0 + 10.111 + 1 6 . 1 » • 0 - 0 4 *l6*i* + 1.18 ... . .+4^3 
• C . 2 5 • 1 4 0 0 . 8 0 • 4 2 . 8 4 • 5 0 . 3 6 • 0 . 0 2 • 6 5 - 6 5 + 1 0 . 1 1 • 1 4 . 0 7 • 0 . 0 2 • 7 8 . 5 6 • 3 . 2 0 • 3 . 8 
• 1 . 2 2 • bO 5 3 . 0 6 + 5 8 . 7 1 « 8 8 . 6 3 • 2 . 8 8 • 2 S 0 . 3 7 • 2 9 . 3 7 + 2 6 . 2 3 • 0 . 0 2 — - * 2 4 . 4 4 - « 8 . 3 6 - * 1 2 . 3 
; 2 . 6 8 + 1 9 6 3 3 2 . 7 6 • 1 2 . 2 2 + 1 2 . 1 8 • 0 . 0 1 + 2 5 . 2 8 • 5 . 6 8 + 8 . 1 9 + 0 . 0 1 + 3 7 . 8 6 • 3 . 2 3 +4 .1 
• C .Cs • 2 5 3 . 5 8 • 2 . 4 1 • 2 . £ . 4 + 0 . 0 0 • 9 . 3 2 • 1 . 3 4 + 1 . 8 0 + 0 . 0 1 - - • i a . 5 £ — — + 4 . 4 9 . *1*Ê 
• C . 2 1 • 2 0 5 7 . 7 3 • 1 7 . 2 6 • 1 8 . 8 1 • 0 . 0 2 • 2 2 . 2 7 + 7 . 6 3 • 1 0 . 9 5 • 0 . 1 0 + 1 8 1 4 1 9 . 5 2 • 2 .7 2 • 3 . 8 
C4 
TabIe 20. Weights used for every observation in the weighted least 
squares estimation procedure. 
In Table 21, the estimation results of the weighted least squares method are 
given. 
Al A2 A3 A4 BI B2 B3 B4 Cl C2 C3 
C4 
• 1 1 . 2 5 5 + 0 - 1 2 0 - 1 . 7 7 1 - 1 . 8 4 4 • 3 2 . 5 3 4 + 0 . 5 6 8 - C . 5 C 4 - 0 . 5 8 0 - 2 . 8 4 7 - 0 . 1 1 1 - 2 . 5 2 4 - 2 . 4 2 9 
- C . 2 1 4 - G . 0 0 3 - 0 - 0 4 0 - 0 - 0 3 9 - 0 . 6 6 7 - 0 . 0 1 1 - 0 . 0 3 1 - f l . 0 2 5 • 8 . 3 2 2 • « . 0 0 7 • 0 . 0 2 6 + 0 . C 2 4 
• 1 . 1 3 4 « 0 . 0 1 4 + 0 . 1 6 2 • 0 . 1 5 8 • 3 . 0 7 7 • 0 . 0 5 4 • 0 . 1 4 9 + 0 . 1 2 0 - 0 . 5 8 2 - C . B 2 4 - t . 0 9 2 - 0 . 0 5 0 
- 0 . 1 5 5 - 0 . 0 0 2 - 0 . 0 2 7 - 0 . 0 2 6 - 0 . 2 7 3 - 0 . 0 0 6 - 0 . 0 1 8 - 0 . 0 1 6 + 0 . 2 0 7 • 0 . 0 0 2 + 0 . 0 1 4 + 0 . O 1 3 
- C . C 6 C - 0 . O C 1 - 0 . 0 1 1 - C . C 1 C - 0 . 0 3 1 - 0 . 0 C 2 - O . 0 C 6 - 0 . 0 0 8 • 0 . 4 3 4 + 0 . 0 0 8 + 0 . 0 1 6 + 0 . 0 1 2 
+ 5.'3 Cl « 0 . 0 7 0 • 0 . * 2 5 + C . 7 9 7 • 2 . 4 C 1 • 0 . 2 1 5 • 0 . 2 4 C + C . 2 5 3 • 5 . 8 6 1 • 0 . 1 8 4 • C . 6 9 0 « 0 . 6 0 1 
+ C - I 4 2 + C . 0 0 0 + 0 . 0 1 0 + 0 . 0 1 0 • 0 - 1 0 1 • 0 . 0 0 2 + 0 . 0 0 7 • 0 . 0 0 6 • 0 . 1 5 4 + 0 . 0 0 2 • 0 - 0 1 2 + 0 . 0 1 0 
• 0 . 1 7 9 + G . 0 0 2 + 0 . Q 3 S • 0 . 0 3 5 • 0 . 5 9 3 « 0 . 0 1 7 • 0 - 0 3 5 + 0 . 0 3 0 • 0 . 7 3 0 + 0 . 0 1 0 + 0 . 0 5 8 + 0 . 0 5 1 
• C . C 2 5 «C.CCG « 0 . 0 0 5 •G.CC5 + £ . £ 9 2 « C . 0 0 2 + 0 . 0 0 6 + 0 . C 0 5 + 0 . O 5 9 + 0 . 0 0 2 • 0 . 0 0 3 + 0 . 0 0 2 
• 0 . 1 1 6 + £ . £ 0 1 « 0 . 0 1 7 + 0 . 0 1 6 • 0 . 0 6 1 « 0 . 0 0 4 • 0 . 0 0 7 + 0 . (107 + 0 . 1 9 6 « 0 . 0 0 2 • C - 0 1 6 « 0 . 0 1 4 
• 1 . 9 1 4 + 1 . 8 7 1 - 2 . 1 1 0 - 2 . 3 1 4 + 1 2 . 5 4 9 • 2 . 5 5 5 - 1 . 4 8 1 - 1 . 6 4 2 - 0 . 2 8 9 - 0 . 6 0 5 - 2 . 6 5 7 - 4 . 0 4 6 
- 5 . 1 2 2 - 5 - 2 6 7 - 3 . 5 5 5 - 3 . 5 3 6 - 6 . 6 ( 8 - 3 . 7 6 2 - 4 . 6 5 5 - 4 . 3 5 2 • 2 . 0 9 4 + 2 - 7 5 0 • 2 . 2 2 0 -* -2 . 3 5 4 
+ 6 . 2 2 5 + 6 . 5 5 4 + 4 . 6 4 8 + 4 . 5 5 4 + 5 . 1 9 C • 3 . 2 6 6 • 4 . 2 8 8 • 4 . 0 1 7 - 1 . 3 4 7 - 2 . 2 9 2 - 1 . 5 9 0 - 1 . 7 4 7 
- 6 . 2 4 2 - 6 . 5 2 5 - 5 . 0 4 2 - 5 - 0 6 2 - 2 . 9 2 4 - 2 . 7 2 1 - 2 . 5 5 * - 2 - 1 6 4 • 2 . 4 8 * « 2 . 0 2 6 • 4 . 7 4 4 • 5.34VS-
- 0 . 5 2 2 - C . 5 6 6 - 0 . 6 5 6 - 0 . 6 5 5 - 0 . 5 1 0 - 0 . 5 1 7 - 0 . 9 2 9 - 1 . 2 5 6 • 2 . 2 1 1 • 2 . 4 4 5 + 1 - 0 0 2 • 0 . 8 1 6 
Table 21. Results of the weighted least squares estimation method, their 
Standard errors and t-test statistics. 
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The estimation results of the weigthed least squares agree very well with 
the ordinary least squares estimation method. The advantage of the weighted 
least squares method may be the sharp reduction of the Standard errors and the 
corresponding increase of Student-test statistics defined by equations (59) 
and (60). 
A disadvantage of the use of equation (54) for a test against heteroscedasticity 
may be that this "formula will 'be very useful when a set of time series data 
are being used. In this case we make use of a set of cross-section data and 
a test-statistic for a test against heteroscedasticity will be more difficult. 
7. CONCLUSIONS AND RECOMMENDATIONS 
Concerning the results of the log-linear transformations with categorical data, 
we conclude that these data transformations give rather satisfactory results 
in the statistical description of regional discrepancies and in the subsequent 
explanatory analysis. 
A number of issues arise, which can be regarded as recommendations for further 
research: 
Further research on distribution-free statistics for ordinal data may lead 
to meaningful inferences. This is especially meaningful, because it is 
not permitted to relate ordinal data to a continuous statistical distribu-
tion function. 
Independency analysis of a r x c and 2 x c contingency tables and 
an explanatory analysis from these categorical data by log-linear models 
may be another meaningful complement. 
Fuzzy sets and qualitative variables analysis may also shed more light on 
regional data patterns. Many times - for example, when the data have a 
limited confidence - the limits of the classes which the observations be-
long to are not exactly known, so that a further exploration of this field 
is necessary. 
- A quasi-production function may also be a useful tooi for an explanatory 
analysis of regional discrepancies. 
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ANNEX A 
Graphical Representation of the Logit and Log-log Curve 
These log-linear curves are defined by: 
. i 
V. 
1 
(Al) 
and: 
Ai = log (-log (1-P^) V£ (A2) 
P. 
ï 
The table with results for some observations P. are 
ï 
Ü.01 0.02 0.05 0.075 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 0.95 0.99 
log i t -4 .60-3 .89-2 .94-2 .51 -2.20-1.39-0.85 -0.41 0.00 0.41 0.85 1.39 2.20 2.94 4.60 
log-log-4.60-3.90-2.97 -2.55 -2.25 -1.50-1.03 -0.67 -037 -0.09 0.19 0.48 0.83 1.10 1.53 
^X. 
a* 
i.S 
o. 5 • 
. . . 5 , 
-a.8, 
- » . 5 , 
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Annex B 
Properties of the Log-linear Data Transformations 
These properties are important in order to examine the consequences of trans-
formations on the original data material. 
Take a data-matrix N, with elements n.. , i=l,...,I ; j=l,...,J , 
where n . is the colomn sum defined by: 
•J 
I 
n . = .1 n , j=l,...,J (BI) 
The logit and log-log elements are defined respectively as: 
Xü • 1O* < Ï T ^ 7 > (B2> 
o IJ 
and: 
n . . 
X. . = l og ( - l o g (1 ~ —r2- ) (B3) 
i j n . 
J
 -J 
A. Suppose all observations are increased with a given constant value 
u , so n.. becomes n..+ u . The corresponding log-linear data trans-
formations will be: 
n. . + u 
x!. = log ( TT¥-TÏ ) * *•• (B4-> 
ij s n . + (1-1) Vi-ru. ij 
* J J 
X". = log (-log (,--^ii£L))*X.. (B5) 
So a transformation of the observations n.. by means of a constant 
factor will modify the log-linear elements. 
B. Suppose all observations are multiplied with some factor k . e , with 
k and 1 are real numbers.so n becomes k . e . n.. 
ij . .1J 
The corresponding log-lmear data-transformations will now be: 
k 1 
x[ = l o g ( '
e
 ^ij ) =
 l o g C-^^-) = X (B6) 
J
 k.e .n .-k.e .n.. .J ii 
'J IJ 
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and: 
. 1 
,, K.e .n. . n.. 
Xi. = log (-log (1 __2J_)).- log (-log (i-_il)) = \ (B7) 
J
 k.e .n. . .j 
ij 
This means that the logit as well as the complementary log-log transfor-
mations are scale variant for the data material. 
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ANNEX C 
Effects of 'Extreme' Results on the Logit Transformation. 
Extreme results relate to very 'high' or 'low' results, defind by the fraction; 
here we shall investigate the consequences of these data for the measure of 
observation discrepancy. A number of possibilities will be examined: 
the determination of A. for one category j as well as for J categories 
(or variables). The fractions are related to the category total of the two 
observations as well as the category total of all the observations. Suppose 
there is a data-matrix N , with elements n.. , i=l,...,I ; j=l,...,J 
(1) A variable with observations: 
n. = 10 , IL = 90 . The proportion between n. and IL is 1 to 9 . 
Then: X. = -2.197 , X = 2.197 , and the corresponding A., will be: 
11 K. 1 XK. 
A., = X. - X ik r X k l = -4.394 , ^ - 4.394 
(2) The fractions are computed by relating the observations to the category 
totals, i.e.: 
n. . 
f.. = — ü , (Cl) 
ii n. 
J 
with: 
J 
n. = .1 n.. . (C2) 
J j = l iJ 
n. . 
IJ (_iL_) A., = log ( ±J ) - log  =J ) (C3) 
ik ° n.-n. . & n. -n, . 
J !J J KJ 
n. . n.-n.. n. . 
lim A.k = lim { log (^ ±1) - log (^' XJ) } = log (^-) (C4) 
J J J j j J 
When the category total become infinitely large the A. is directly re-
XrC 
lated to the logarithmic proportion of the observations n.. and ir . , 
for some category j 
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(3) Generalization of (2) for J categories: 
Aik = ji, {1°* ( ^ t - ) - lo* (n^n-> } = 
= L {log (-SJ-) - log (J 1J. ) } (C5) 
J
 ' V j j T^ j 
J n.. 
ik = U m -1, { 1 ° 8 ^ " lo^ *n. lim A., = lim I {log (-H) - log (-J ü ) }  . , ° n, . ° n. - n, . 
n.-*°° n.-*» j = l Tcj J KJ 
J J 
J n. . 
= .1 log (-Ü) (C6) 
J=J °kj 
when all category totals become infinite, the corresponding A. is 
IK. 
directly related logarithmic proportion of the observations, summed over 
all categories. 
(4) Generalization of (1) for J categories: 
A = I {log (-Ü-) - log (^1) } - 2 X log (-^ Ü) (C7) 
ik j-1 n ^ n ^ j-1 n ^ 
(5) Suppose there are 3 variables, with two observations each, namely: 
variables 
1 2 3 
observation •
 1Q 1Q nQ logits , -,.098 -1.386 2.484 
k 30 40 10 " 1.098 1.386 -2.484 
Observation k of variable 1 and 2 is three resp. four times as large 
as observation i . When observation i on variable 3 is twelve times 
as large as observation k , A., is zero. 
(6) Generalization of (5). 
Suppose all variables with observation i and k are multiplied by some 
factor x.. , resp. y . . The value of the observational discrepancy 
A., will be then: ik 
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A
ik - f {1°s hr^"log êhrf> } = 2 j£, {1°s ^ Ü -ij) -
J kj kj ij ij J 
l0§ (yki \ i ) } = 2 i?i l os (ïï^-> + 2 i?i lo§ ( ^ - } (C8) 
kJ fcJ J-l i^j J-l ykj 
This value of A., differs by : ik 
2 I log (-Ü-) (C9) 
3
 ykj 
from the original A., in (C7). So when (C9) is 0 , the value of A., 
ik ik 
will remain the samë. 
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ANNEX D 
The log-linear analysis 
Assume again the log-linear model ( ) : 
X.. = 6. + {'A., 
ij j 2 ik 
Akj - 6j - iA i k j - 1 J ; i,k = 1,...,I (Dl) 
with X.. obtained by the logit or log-log data-transformation. 9., j=l,...,J 
will be computed by substitution of 9. , into the equations belonging to 
observation i and k. 
Clearly, we get a 9. belonging to observations i and k : 
9* - X.. - i A.. (D2) 
J ij 2 ik 
3k 
jj "kj • '"ik 
= X,.. + £ A,,_ (D3) 
Generally, equations (D2) and (D3) are not equal to each other. From these 
equations, it follows: 
9* + 9^ = X.. + X, . (D4) 
J J ij kj 
When model (1) has been estimated with the OLS-method , 9. will be : 
J 
_ i j , (X.. + Xkj) (D5) 
In this way there is a direct linear relationship between 9. from the log-
linear analysis and 9. from (5), viz.: 
9 ^ + 9 ^ = X. . + X, . = 2 9\ (D6) 
J J iJ kj j 
This implies: 
). - J (e* + e.) (D7) 
J J J 
When X.. and A., from equation (34) are known, 9. can be estimated. 
ij ik H ' j 
Then we have the followmg model: 
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X . . - i A_. ij " ik j 
X, . + A A., = 9 . (D8) 
These equations are rewritten in matrix-form as: 
il * ik 
i2 AA. ik 
X. - 4 A. 
iJ ik 
v, + u.k kl 
k2 'ik 
kJ *J 
h 
<j> S 
! u i i 
|u i2 
UiJ 
Jkl 
Jk2 
JkJ 
or: 
y = X 6 + u (D9) 
with y a (2Jx l)-vector of endogenous variables, X a (2J xJ)-matrix of 
explanatory variables and u a (2Jx l)-vector of disturbance terms. 
The OLS-estimates are: 
ê_ = (x'x)-1 X'y_ 
e i 
g 2 = 
ï 
2 
1 
2 
1 
2 
* 
ï 
• 
• • 
_^J_ 
. ' 
! 
2 
A i l ik 
X.„ - i A., ik i2 
X.T - i A.. iJ ik 
kl + * A i k 
Sc2 + * A i k 
X k J + ^ A i k 
i (*.-, + KJ il Tel' 
*
 (Ai2 + Xk2> 
i (X,
 T + X,.T) iJ kJ' 
(D10) 
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NOTES 
1) In this way, A. will be an index for observational discrepancies, 
IK 
based on J variables. 
2) Every observation represent 12 variables. These variables are at a 
nominal level when they are compared with each other for every provide. 
3) In this case large weights correspond to rather equal results. This 
can be directly related to the entropy and information theory (see also 
Theil, 1979). 
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