Abstract-The deployment and provisioning of intelligent systems and utility-based services will greatly benefit from a cloud-based intelligent middleware framework, which could be deployed over multiple infrastructure providers (such as smart cities, hospitals, campus and private enterprises, offices, etc.) in order to deliver on-demand access to smart services. This paper introduces the formulation of an open source integrated intelligent platform as solution for integrating global sensor networks, providing design principles for cloud-based intelligent environments and discuss infrastructure functional modules and their implementation. This paper review briefly technologies enabling the framework, towards emphasizes ondemand establishment of smart cities services based on the automated formulation of ubiquitous intelligence of Internet connected objects. The framework introduced founds on the GSN infrastructure. The framework leverages W3C SSN-XG formal language and the IETF COAP protocol, providing support for enabling intelligent (sensors-objects) services. The service requirements for particular smart city scenario are introduced and initial implementations and results from performed simulations studied and discussed.
I. INTRODUCTION
Intelligent systems play a crucial role in the future of the societies and their environment, particularly in the accelerated run for the deployment and provisioning of intelligent smart services. In the era of cloud computing and Internet-connected objects (ICO) or also named Internet-ofThings (IoT) [1] . The deployment and provisioning of intelligent systems and utility-based environments will greatly benefit from a cloud-based intelligent middleware framework, which could be deployed over multiple infrastructure providers (such as smart cities, hospitals, campus and private enterprises, offices, rooms, etc) in order to access ICO data and to deliver on-demand smart services.
In the area of IoT big advances have been realized to enable ICO control (mainly over sensor networks), however full control over multiple devices has not been implemented yet, nor intelligent services deployed.
The design and deployment of intelligent infrastructures enabling smart applications also get big benefits from open middleware/framework (mainly cloud-based), which can be deployed over multiple infrastructure providers [2] . Based on such frameworks, end-users (i.e. individuals, citizens) would be able to leverage towards intelligent providers' sensing and actuating infrastructures, rather than having to deploy sensing infrastructures by themselves.
In the other hand cloud enterprise services, and its emerging close-related technological paradigms [3] should be smoothly integrated within the emerging integrated enterprise services delivery models, for example the Internetof-Services (IoS). However, despite the proliferation of cloud computing models and infrastructures, there is still no easy ways to formulate and manage Internet connected cloud-based environments i.e. environments comprising IoT "objects" and resources (such as sensors, actuators and smart devices) and dynamically offering on-demand utility-based (i.e. pay-as-you-go) intelligent services. Up-to-date several researchers have described the benefits of a ubiquitous (sensor-based) distributed computing infrastructure [4] [5] [6] without however providing a systematic and structured solution to the formulation and management of utility-based IoT environments. Similarly, sensing infrastructures and services [7] [8] [9] , provide instantiations of cloud-based and utility-based sensing services (such as the "Location-as-aService" in [10] ), without however providing any middleware framework and disciplined approach for providing the cited required "intelligence" to the services.
The merits the convergence between cloud computing and IoT have acquired during the last couple of years have given rise the notion of a «cloud-of-things». As result of this popularity many ubiquitous intelligence and smart systems/ environments have been influenced by different definitions and implementations related with cloud concepts, including sensors clouds [11] [12] , IoT societies and platforms [13] [14] , as well as social networks of objects [15] . These definitions share common characteristics «things», alike their logical aggregations and virtualization, as well as their participation in business processes. However, this approach does not provide intelligent capabilities in response to enduser requests for smart services per se; furthermore, they lack utility-metering functionalities, and some times other addedvalue features such as billing, security and privacy.
In this paper we discuss infrastructure functional modules of the framework for enabling the dynamic, self-organizing formulation of optimized IoT applications in cloud environments. This framework aims for enabling intelligence to the services and thus service providers will be able deploy cloud/utility based infrastructures that can deliver IoT services through responding to appropriate end-user requests. The full control of objects is an open challenge, however we claim our approach is funded on standards and extended widely used sensor (physical and virtual) infrastructures which asset principles for a more extended intelligence in the systems towards the full control of ICOs.
The intelligent middleware and its main functional blocks design are researched and partially implemented in the scope of the EU co-funded FP7-287305 OpenIoT project [16] , which aspires to create an open source middleware platform that will enable the delivery of non-trivial Internet connected objects applications in a dynamic fashion and according to a cloud-based (pay-as-you-go) utility model.
The paper presents standards and source projects that will boost ubiquitous intelligence and smart environments use cases implementations, along with the main characteristics and building blocks of the framework. The structure of the paper is as follows: Section II presents the main functional components of the OpenIoT framework in the form of design principles and standards-based specifications of the OpenIoT's approach. Section III, Provides the initial specification of service requests to the OpenIoT platform, by using formal knowledge language and their representations, based on the exploitation of attributes defined in the W3C SSN-XG (Semantic Sensor Networks Ontology). Section IV presents the main characteristics of the GSN [17] infrastructure framework in the form of design principles towards enabling IoT into the cloud. Section V describes the use of constrained applications methodology -linked sensor data modeling to facilitate the linking and combination of the data outputs of sensors and other devices. Section VI presents a use case about ubiquitous intelligence service on smart environments, particularly open space tracking control in smart cities. Section VII presents initial implementation results and initial contributions towards the implementation and experimentation on using GSN and SSN-XG for mobile applications. Finally, section VIII present conclusions of this paper and with references included.
II. INTELLIGENT OPEN ARCHITECTURE
OpenIoT is a first-of-a-kind design implementation approach of an open-source middleware infrastructure for Internet connected objects (IoT) applications and sensorbased services. OpenIoT serves as a basis for blueprint implementations providing several added-value applications and realizing smart ubiquitous scenarios. General directions in the design process of the architecture are listed as follow:
• Open source developments, through a disciplined licensing and reuse process taking into consideration existing open source projects based on the project partners results and used as based on background technological implementations.
• As already outlined, OpenIoT architecture is the provision of an integrated intelligent cloud-based solution for IoT applications and services. Design functionality in the form of functional blocks and operations are illustrated in the figure 1, general descriptions are presented as following. The OpenIoT architecture is structured in the form of a configurable and integrated "Cloud Infrastructure Middleware" solution for the cloud-based delivery of IoT services. OpenIoT provide the means of formulating clouds of internet-connected objects, which follows deliver utility metering services to end-users models. To this end, OpenIoT research on efficient and scalable ways to process, combine, and enrich data from internet-connected objects. Furthermore, openIoT seek for developing mechanisms for building, deploying, running and delivering applications over the cloud of objects. OpenIoT pursue the idea of enhancing data stream management systems and sensor middleware platforms in order to enable users to deploy sensors/actuators (and other "entities"), as well as to find sensor data provider.
OpenIoT is designed considering the lack of an open source implementation of IoT middleware (beyond early instantiations). Overall, OpenIoT is the result of collective open source implementations of sensor and IoT applications stacks for cloud based delivery. To this end, it will exploit background of other source projects, which have been founded and evolved by several of the consortium partners (EPFL, NUIG, CSIRO, AIT). The availability of these projects, allows OpenIoT to focus on extended research problems at hand (i.e. large scale self-organized cloud based infrastructures) rather than IoT infrastructural problems.
As depicted in figure 2, OpenIoT is by meaning of cloud infrastructure more powerful and the level of orchestration of different GSN instances is considered, it is not difficult to orchestrate instances of GSN working in different cloud environments with the need to exchange data in the form of data streams and result of specific functionalities. 
Self-Management Optimal Distributed Control:
Definition of mechanisms for distributed control of sensing, data processing and actuation. The goal of these mechanisms would be to optimize the value of data gathered and transmitted and to minimize the resources (e.g. energy, bandwidth) spent. The challenge is to realize such an optimization in a large-scale environment.
Utility based IoT services and business models:
Definition of utility-based service provisioning models for IoT applications. To this end, utility models for IoT applications (including ways to measure/meter the utility of the network) are defined in this module, along with tools and techniques for autonomously producing virtualized networks of "entities".
3. Security and Privacy Management: Design and implementation of security and privacy techniques in the various services to be provided by the cloud infrastructure. Particularly methods for expressing security and privacy requirements, along with techniques for decoding these requirements (in the cloud) towards selecting the appropriate security building blocks.
Metering and Utility Metrics:
Support for utility metrics functionalities on the basis of several parameters associated with the fulfillment of an IoT service, such as the number of Internet connected used, the amount of data used, the timeline of the resources utilization, the type of processing algorithms employed and more.
Self-Organizing Virtual Environments Control:
Dynamic self-organization of cloud environments comprising sensors, sensor networks, smart devices and other IoT "entities". Self-organization of a variety of IoT entities and resources (including ad-hoc), plays a crucial role, mainly because no a physical or a logical address exist as in traditional communication protocols. 
III. SSN ONTOLOGY & EXTENSIONS
The Semantic Sensor Networks (SSN-XG) ontology (specified by the W3C incubator group 1 ) serves as standard base line for specifying service requests on the basis of specific sensors, streams and their properties that should be combined as part of a services request.
The SSN-XG ontology is a good example of a coordinated initiative to specify sensor networks structured data exchange. "The mission of the Semantic Sensor Network Incubator Group is to begin the formal process of producing ontologies that define the capabilities of sensors and sensor networks, and to develop semantic annotations of a key language used by services based sensor networks".
The Sensor and Sensor Network ontology presented and developed by the incubator group, known as the SSN ontology, answers the need for a domain-independent and end-to-end model for sensing applications by merging sensor-focused (e.g. SensorML), observation-focused (e.g. Observation & Measurement) and system-focused views. It covers the sub-domains, which are sensor-specific such as the sensing principles and capabilities and can be used to define how a sensor performs in a particular context to help characterize the quality of sensed data or to better task sensors in unpredictable environments.
In the other hand the OGC SWE 2 standards provide description and access to data and metadata for sensors, however they do not provide facilities for abstraction, categorization, and reasoning offered by semantic technologies. The semantic annotation method defined by the XG should help the users of OGC standards to retrofit XML-based web services to better support semantic mashups and to ease the integration with linked open data applications relying on semantic web technologies like RDF and SPARQL. The SSN ontology is also the base of the SPITFIRE ontology as described in [19] and is considered in OpenIoT as the base line for semantic sensor networks representation. In parallel activity and as proceed with the framework implementation, each issue that might arise while using the SSN ontology is considered, and it may be proposed to other W3C group members, all the changes we believe are necessary to be applied on the ontology for both revision and extension.
There are necessary extensions of the SSN XG, mainly to orchestrate Internet connected objects (ICOs) in order to have and maintain location-based features, if not already supported on the hardware level, OpenIoT add and maintain location-based properties of Internet-connected objects as part of their extension of the SSN XG semantic descriptions. These semantic descriptions are stored as part of the metadata repository located in the underlying cloud infrastructure. Any updates on the location-based properties of ICOs are propagated to their corresponding semantic descriptions in near real-time.
Another necessary extension is to facilitate the inclusion of different types of ICOs on the basis of a variety of wrappers and interconnected objects interfaces. The use of GSN, which does not make any assumptions on the internals of a sensor network other than that a "collector node" called "sink node" is connected to the base computer via a software wrapper conforming to the GSN API. On top of this physical access layer GSN provides so-called virtual sensors that abstract from implementation details of access to sensor data and define the data stream processing to be performed. To support rapid deployment, the virtual sensors in GSN are provided in human readable declarative forms (XML files). OpenIoT aim to provide wrapper at least for the various hardware platforms used (sensors, ICOs) as well as tools and comprehensive documentations to developers for the creation of new wrappers alligned with other technologies.
IV. GSN MODELING EXTENSIONS -XGIOT
The Global Sensor Networks (GSN) platform aims at providing a flexible middleware to deal with routing, data aggregation, and energy conservation alike the integration of multiple sensor networks enabling the dynamic integration and management of sensor networks and their produced data streams [17] . Figure 1 depicts the simplest GSN model representation. GSN assumes the simple model of pipelines through sensors connected to connected sinks sensors: A sensor network internally may use arbitrary multi-hop, ad-hoc routing algorithms to deliver sensor readings to one or more sink node(s) [17] . A sink node is a node which is connected to a more powerful base computer which in turn runs the GSN middleware and may participate in a (large-scale) network of base computers, each running GSN and servicing one or more sensor networks [17] . On top of this physical access layer GSN provides so-called virtual sensors that abstract from implementation details of access to sensor data and define the data stream processing to be performed. Local and remote virtual sensors, their data streams and the associated query processing can be combined in arbitrary ways and thus enable the user to build a data-oriented 3 http://sourceforge.net/apps/trac/gsn/ "Sensor Internet" consisting of sensor networks connected via GSN.
Extensions to GSN are being developed and plans in the original design have been discussed to integrate distributed data streaming repositories where the annotated sensor data will be stored and analyzed alike processed for using cloud infrastructures. The use of a formal language like SSN-XG is necessary when in different cloud domains the data is allocated and shared. Some early design discussions reflect mainly using private cloud and deriving on implementation guidelines. As an example of a sensor query with RDF we have all sensors location within 5km include information about latitude, longitude and the distance to your location 
Description:
-The <bif:st_intersects> is the function which is used to find all the sensors around. The bif_st_distance is used to calculate the distance to the center point. -All the sensor metadata (location data) have to be in RDF data and follows the GEO data format.
The graphical representation is depicted in the figure 4 , where the located sensors composing the cluster near "My Location" in the example are illustrated, location "n" represent the URL or the associated coordinate to the sensor. 
V. LINKING DATA SENSORS AND OTHER OBJECTS
Linked data for information sharing is widely an accepted best practice to exchange information in an interoperable and reusable environment [20] , over the Internet different communities use the semantic web standards to enable interoperability and exchange information. Recently linked sensor data has been explored in order to facilitate processes upgrading the processing to a level of sensors gateways, where the data exchange operations can be conducted. To facilitate this process was necessary to identify the persistent problems as listed below:
• In sensor networks only a small numbers of services can be offered, which cannot be personalized to meet dynamic and more composed sensor configurations; • The offered services in sensor networks are typically technology-driven and static, designed to maximise usage of capabilities of the sensor network as collective services and not to satisfy individual requirements.
• The information from sensors cannot be readily adapted to their changing operational context, sensors cannot communicate their surrounding sensors for configuration purposes, within the objective of service discover and rapid services deployment.
The creation of a data model implies sensor data to be endowed with certain level of information flexibility, operability and management control and most important provide the control platform for interconnected sensors [21] .
By using a formal methodology the user's contents represent values used in various service management operations, thus the knowledge-based approach over the inference plane [22] aims to be a solution that uses annotated data to support interoperability and extensibility required in the systems handling end-user contents for more interoperable applications [21] . Beyond of the formal description OpenIoT endows such models with the necessary semantic richness and formalisms to represent different types of information needed to be integrated in network management operations. Early ad-hoc service oriented implementation middleware frameworks enabling the development of complete Service-Oriented-Architectures (SOA) over WSN have emerged such as TinySOA [23] , while relevant graphical tools (emphasizing SOA based implementations for WSN) have been also made available [24] . Recently, the rising popularity of RESTful services has also led to the development of RESTful access over sensors and actuators, as is for example the case in the popular PacHube framework [14] . Moving a step beyond serviceoriented access, recent works focus on the blending of information stemming from the real-world into business processes. The first true implementations (over realistic enterprise systems) have appeared during the last three years [24] , and include the blending of sensor events and processes within conventional Business Process Management (BPM) standards [25] [26] .
In OpenIoT, a key element is to use Semantic Web technologies to implement applications spanning the Internet and the embedded domain. Hence, our goal is to provide all data through so-called RESTful (REpresentational State Transfer) web services. RESTful web services are services based on HTTP and follow the REST principles as defined by Roy Fielding [27] . The baseline design conception is that in a wireless sensor network (WSN) resources are addressed using standard semantic descriptions in the format of URIs, for example "http://test.com/sensor", where at the same time offering different representation formats e.g., HTML, XML, RDF, thus using HTTP content negotiation and standard HTTP operations such as GET, POST, PUT, or DELETE are used to interact with this resource and to manipulate its state as it is depicted in the figure 5. The use of the Constrained Application Protocol (CoAP), specialized RESTful webs transfer protocol for use with constrained networks and nodes [28] , facilitate the exchange of data between sensors and web applications. We have studied two main use cases for using CoAP, the first implies the use of CoAP in combination with DNS (Domain network Servers) for enabling the use of user-friendly fully qualified domain names for addressing sensor nodes. The second do not require the inclusion of DNS but concentrates on M2M communication to avoid unnecessary traffic and thus energy consumption in the sensor network. Both provide a flexible solution to achieve self-organization with a minimum of preconfiguration.
CoAP emerges from the new IETF CoRE working group specifications, which deal with Constrained Restful Environments. CoAP provides exactly the subset of HTTP methods (GET, PUT, POST, and DELETE), which are necessary to offer RESTful web services in a WSNcompatible manner. CoAP provides optional transport reliability, normally a core functionality of TCP, which is due to the resource constraints by nature not available in WSNs. This is particularly useful, since CoAP is designed to be used in combination with UDP which does not offer any reliability but is adequate for WSNs due to its low impact on resources. In addition to the CoAP protocol there is an optional extension (still in draft status) that offers status observations for CoAP resources [29] . UZL and COA have implemented a first prototype version of the current CoAP draft for the iSense hardware platform [30] . In addition, IBBT has implemented a CoAP implementation for the IDRA platform 4 .
VI. UBIQUITOUS INTELLIGENCE ON RESILIENT SMART CITY ENVIRONMENTS
The information management for cities in cases of unexpected events typically suffers on the availability of upto-date information. Events like industrial accidents, environmental or medical catastrophes, are requiring the acquisition and distribution of real time information from and to the effected environment. In emerging city infrastructures, there are many potential sources and destinations for this kind of information. Infrastructure objects like bridges can be equipped with sensor devices, people have access to stationary and mobile information devices, cars can be provided with environment sensors, while in emergency situations they could also provide services like battery backed electric power and communication support. In order to enable the on-demand deployment and provision of such smart city services, there is a clear need of a configurable middleware platform that could enable the utility based provision of services.
OpenIoT predicates the formulations of service infrastructures that take into account both live sensor streams and community annotation of environment objects like damaged of blocked roads, emerging of eminent environmental risk. In addition to providing the above functionalities, OpenIoT investigates the possibility of reinforcing resilience through enhancing the redundancy and diversity of sensor information and strengthening the collaborative intelligence and awareness of the communities in smart city environments as depicted in the figure 6. 
MOBILE SENSING APPLICATION, SIMULATIONS & EXPERIMENTATION
As preliminary research results an example application in the context of smart environments, a service-oriented application named mobile sensing was developed, to test some capabilities defined by the introduced OpenIoT architecture. The mobile sensing application can be seen as part of the self-management optimal control module functionality and the data centre towards enabling the OpenIoT middleware edge support with GSN data being used in across open spaces smart services.
The figure 7 depicts the behavior of three clusters along specific observed data collection time the data collection is by mean of using GSN infrastructure, the IoT extensions and the cluster composition algorithm for linking data sensors. In this application, people can track crowd behavior by using streaming data and visualize information on a map. As simple as with only pushing the "Map" button, depicted in the figure 8 from the Application home menu GSN sensor data is queried and displayed. Users also can decide if they want to use GSN information as real-time monitoring service, e.g. weather stations, traffic cams, etc.
The various features of the application vary in their data consumption behavior. For example, the live view of the web camera sensor uses larger bandwidth compared to simple map search application. We simulate the various usage scenarios of the application to infer about the amount of data that would be consumed by such applications. Specifically, we model the various types of queries using a discrete random variable and derive the corresponding cumulative distribution using the real time usage of the application. The knowledge of the size of the records for each type of query and the described random variable would let us use inverse transform sampling [31] and obtain the probability distribution corresponding to the data consumption of the application. Thus we would use such knowledge to describe the behavior of the application in various scenarios. Users are also able to see situation of places around them by providing data from public sensors network (GSN) for example weather conditions on figure 10 or traffic conditions on 11. In this example application a clustering algorithm is used to simplify visualization, depicted in figure 12. The amount of data consumed by mobile sensing applications on mobile phones is always a major issue. This demands an in-depth analysis of the data consumption behavior of such smart phone applications. We are currently running experiments to analyze data streaming in the SPARQL database, the data from GSN is transformed into RDF streams and by using the mobile sensing application information from the database is collected.
In a restrictive environment such as mobile development where network connections are slow, special attention must be paid to bandwidth usage. In the mobile sensing scenario, the critical task is the fetch of nearby points, especially when the zoom is set to a broad area where the number of results can be outrageous (e.g full city level). We measured the size of each result when applying GZIP compression to lists of more than 1000 entries, obtaining an average of 51 bytes per entry. This means that even by using a slow 3G network of 1Mbit/s, 2,000 results could be transferred in less than a second, which the optimal usage is guaranteed.
VIII. CONCLUSIONS
In the process of deploying intelligent services the convergence and interoperability of the information plays a crucial role, we have identified requirements and challenges alike introduced the main functional components and operational features of an integrated intelligent platform as solution for integrating mobile and global sensor networks enabling cloud-based intelligent environments.
The intelligent middleware that could support the convergence of utility computing and the internet-of-things has been introduced, based on these design modules. Among the main characteristics of the introduced system is that its implementation could be based on existing open source platforms, which could be enhanced on the basis of popular and emerging standards for IoT.
We have used collected sensor data and by meaning of clustering creation make data analysis for three exemplar data cases. This use case analsis serves as a preliminary implementation, validation and as evaluation environment for the OpenIoT smart city service.
