We profile the occurrence of clausal extraposition in corpora from different domains and demonstrate that extraposition is a pervasive phenomenon in German that must be addressed in German sentence realization. We present two different approaches to the modeling of extraposition, both based on machine learned decision tree classifiers. The two approaches differ in their view of the movement operation: one approach models multi-step movement through intermediate nodes to the ultimate target node, while the other approach models one-step movement to the target node. We compare the resulting models, trained on data from two domains and discuss the differences between the two types of models and between the results obtained in the different domains.
Introduction
Sentence realization, the last stage in natural language generation, derives a surface string from a more abstract representation. Numerous complex operations are necessary to produce fluent output, including syntactic aggregation, constituent ordering, word inflection, etc. We argue that for fluent output from German sentence realization, clausal extraposition needs to be included. We show how to accomplish this task by applying machine learning techniques. A comparison between English and German illustrates that it is possible in both languages to extrapose clausal material to the right periphery of a clause, as the following examples show: Relative clause extraposition:
English Table 1 presents a quantitative analysis of the frequency of extraposition in different corpora in both English and German. This analysis is based on automatic data profiling using the NLPWin system (Heidorn 2000) . The technical manual corpus consists of 100,000 aligned English-German sentence pairs from Microsoft technical manuals. The Encarta corpora consist of 100,000 randomly selected sentences from the Encarta encyclopedia in both English and German. The output of the parser was post-processed to identify relative clauses (RELCL), infinitival clauses (INFCL), and complement clauses (COMPCL) that have been moved from a position adjacent to the term they modify. According to this data profile, approximately one third of German relative clauses are extraposed in technical writing, while only 0.22% of English relative clauses are extraposed in the corresponding sentence set. The high number of extraposed relative clauses in German is corroborated by numbers from the German hand-annotated NEGRA corpus. In NEGRA, 26.75% of relative clauses are extraposed. Uszkoreit et al. (1998) report 24% of relative clauses being extraposed in NEGRA, but their number is based on an earlier version of NEGRA, which is about half the size of the current NEGRA corpus. We also used the NEGRA corpus to verify the accuracy of our data profiling with NLPWin. These results are presented in Table 2 . We only took into account sentences that received a complete parse in NLPWin. Of the 20,602 sentences in NEGRA, 17, 756 (86.19%) fell into that category. The results indicate that NLPWin is sufficiently reliable for the identification of relative clauses to make our conclusions noteworthy and to make learning from NLPWin-parsed data compelling. Extraposition is so rare in English that a sentence realization module may safely ignore it and still yield fluent output. The fluency of sentence realization for German, however, will suffer from the lack of a good extraposition mechanism. This evidence makes it clear that any serious sentence realization component for German needs to be able to produce extraposed relative clauses in order to achieve reasonable fluency. In the German sentence realization module, code-named Amalgam , we have successfully implemented both extraposition models as described here.
German

Two strategies for modeling extraposition
The linguistic and pragmatic factors involved in clause extraposition are inherently complex. We use machine learning techniques to leverage large amounts of data for discovering the relevant conditioning features for extraposition. As a machine learning technique for the problem at hand, we chose decision tree learning, a practical approach to inductive inference in widespread use. We employ decision tree learning to approximate discrete-valued functions from large feature sets that are robust to noisy data. Decision trees provide an easily accessible inventory of the selected features and some indication of their relative importance in predicting the target features in question. The particular tool we used to build our decision trees is the WinMine toolkit (Chickering et al., 1997, n.d.) . Decision trees built by WinMine predict a probability distribution over all possible target values. We consider two different strategies for the machine-learned modeling of extraposition. The two strategies are a series of movements versus a single reattachment.
Multi-step movement
In the multi-step movement approach, the question to model for each potential attachment site of an extraposable clause is whether the clause should move up to its grandparent (a "yes" answer) or remain attached to its current parent (a "no" answer). In other words, we have cast the problem as a staged classification task. At generation runtime, for a given extraposable clause, the movement question is posed, and if the DT classifier answers "yes", then the clause is reattached one level up, and the question is posed again. The final attachment site is reached when the answer to the classification task is "no", and hence further movement is barred. Figure 1 illustrates the multi-step movement of a clause (lower triangle) through two steps to a new landing site (the reattached clause is the upper triangle). Note that in both Figure 1 
One-step movement
Modeling extraposition as a one-step movement involves a classification decision for each node in the parent chain of an extraposable clause. The classification task can be formulated as "should the extraposable clause move up to this target from its base position?". Figure 2 shows the one-step movement approach to extraposition in the same structural configuration as in Figure 1 . In this example, out of the three potential landing sites, only one qualifies. At generation runtime, if more than one node in the parent chain qualifies as a target for extraposition movement, the node with the highest probability of being a target is chosen. In the event of equally likely target nodes, the target node highest in the tree is chosen. 
Data and features
We employed two different sets of data to build the models for German: the 100,000 sentence technical manual corpus, and the 100,000 sentence Encarta corpus. The data were split 70/30 for training and parameter tuning purposes, respectively. We extracted features for each data point, using the syntactic and semantic analysis provided by the Microsoft NLPWin system (see Gamon et al. 2002 for more details). We only considered sentences for feature extraction which received a complete spanning parse in NLPwin. 85.14% of the sentences in the technical domain, and 88.37% of the sentences in the Encarta corpus qualified. The following features were extracted:
syntactic label of the node under consideration (i.e., the starting node for a single-step movement), its parent and grandparent, and the extraposable clause semantic relation to the parent node of the node under consideration, the parent and the grandparent, and the extraposable clause status of the head of the node under consideration as a separable prefix verb, the same for the parent and the grandparent verb position information (verb-second versus verb-final) for the node under consideration, the parent and grandparent all available analysis features and attributes in NLPWin (see Gamon et al. 2002 for a complete list of the currently used features and attributes) on the node under consideration, the parent and grandparent, and on the extraposable clause and its parent and grandparent two features indicating whether the extraposable node has any verbal ancestor node with verb-final or verb-second properties "heaviness" of extraposable clause as measured in both number of words and number of characters "heaviness" of the whole sentence as measured in both number of words and number of characters A total of 1397 features were extracted for the multi-step movement model. For the single-step movement model, we extracted an additional 21 features. Those features indicate for each of the 21 labels for non-terminal nodes whether a node with that label intervenes between the parent of the extraposable clause and the putative landing site. Another linguistic feature commonly cited as influencing extraposition is the length and complexity of the part of the structure between the original position and the extraposed clause. Since in the Amalgam generation module extraposition is applied before word and constituent order is established, length of intervening strings is not accessible as a feature. For each training set, we built decision trees at varying levels of granularity (by manipulating the prior probability of tree structures to favor simpler structures) and selected the model with maximal accuracy on the corresponding parameter tuning data set. Since the syntactic label of the extraposable clause is one of the extracted features, we decided to build one general extraposition model, instead of building separate models for each of the three extraposable clause types (complement clause COMPCL, infinitival clause INFCL, and relative clause RELCL). If different conditions apply to the three types of extraposition, the decision tree model is expected to pick up on the syntactic label of the extraposable clause as a predictive feature. If, on the other hand, conditions for extraposition tend to be neutral with respect to the type of extraposable clause, the modeling of INFCL and COMPCL extraposition can greatly benefit from the much larger set of data points in relative clause extraposition.
model. The values for these outputs were either "no extraposition" or a specific target node. If either the general extraposition prediction or the predicted specific target node did not match the observed behavior, this was counted as an error.
One-step versus multi-step in the technical domain
Accuracy data on a blind set of 10,000 sentences from the technical manuals domain are presented in Table 3 .
One The baseline score is the accuracy for a system that never extraposes. Both models outperform the overall baseline by a large margin; the multi-step movement model achieves an accuracy 1.7% higher than the one-step model. The baselines in INFCL and COMPCL extraposition are very high. In the test set there were only 15 cases of extraposed INFCLs and 12 cases of extraposed COMPCLs, making it impossible to draw definite conclusions.
One-step versus multi-step in the Encarta domain
Results from a blind test set of 10,000 sentences from the Encarta domain are presented in Table  4 . As in the technical domain, the multi-step model outperforms the one-step model, and both outperform the baseline significantly. Again, extraposed COMPCLs and INFCLs are rare in the dataset (there were only 17 and 6 instances, respectively), making the results on these types of clauses inconclusive.
Domain-specificity of the models
Since we have data from two very different domains we considered the extent to which the domain-specific models overlapped. This is a linguistically interesting question: from a linguistic perspective one would expect both universal properties of extraposition as well as domain specific generalizations to emerge from such a comparison.
Feature selection in the technical domain versus Encarta
Of the 1397 features that were extracted for the multi-step model, the best model for the technical domain was created by the WinMine tools by selecting 60 features. In the Encarta domain, 49 features were selected. 27 features are shared by the two models. This overlap in selected features indicates that the models indeed capture linguistic generalizations that are valid across domains. The shared features fall into the following categories (where node refers to the starting node for multi-step movement): features relating to verbal properties of the node o a separable prefix verb as ancestor node o tense and mood of ancestor nodes o presence of a verb-final or verb-second VP ancestor o presence of Modals attribute (indicating the presence of a modal verb) on ancestors o verb-position in the current node and ancestors "heaviness"-related features on the extraposable clause and the whole sentence:
o sentence length in characters o number of words in the extraposable clause syntactic labels the presence of a prepositional relation the presence of semantic subjects and objects on the node and ancestors definiteness features the presence of modifiers on the parent person and number features some basic subcategorization features (e.g., transitive versus intransitive) Interestingly, the features that are not shared (33 in the model for the technical domain and 27 in the model for the Encarta domain) fall roughly into the same categories as the features that are shared. To give some examples:
The Encarta model refers to the presence of a possessor on the parent node, the technical domain model does not. The technical domain model selects more person and number features on ancestors of the node and ancestors of the extraposable clause than the Encarta model. For the one-step model, 1418 total features were extracted. Of these features, the number of features selected as being predictive is 49 both in the Encarta and in the technical domain. Twenty-eight of the selected features are shared by the models in the two domains. Again, this overlap indicates that the models do pick up on linguistically relevant generalizations. The shared features between the one-step models fall into the same categories as the shared features between the multi-step models. The results from these experiments suggest that the categories of selected features are domain-independent, while the choice of individual features from a particular category depends on the domain.
Model complexity
In order to assess the complexity of the models, we use the simple metric of number of branching nodes in the decision tree. The complexity of the models clearly differs across domains. Table 5 illustrates that for both multi-step and one-step movement the model size is considerably smaller in the Encarta domain versus the technical domain.
One-step Multi-step Encarta 68 82 Technical 87 116 We hypothesize that this difference in model complexity may be attributable to the fact that NLPWin assigns a higher percentage of spanning parses to the Encarta data, indicating that in general, the Encarta data may yield more reliable parsing output.
Cross-domain accuracy
The results in Table 3 and Table 4 above show that the models based on the Encarta domain achieve a much higher overall accuracy (89.99% and 90.61%) than the models based on the technical domain (84.42% and 86.12%), but they are also based on a much higher baseline of non-extraposed clauses (84.15% versus 67.58% in the technical domain). To quantify the domain specificity of the models, we applied the models across domains; i.e., we measured the performance of the Encarta models on the technical domain and vice versa. The results contrasted with the in-domain overall accuracy from Table 3 and Table 4 are given in The results show that for both one-step and multi-step models, the models trained on a given domain will outperform the models trained on a different domain. These results are not surprising; they confirm domain-specificity of the phenomenon. Viewed from a linguistic perspective, this indicates that the generalizations governing clausal extraposition cannot be formulated independently of the text domain.
Conclusion
We have shown that it is possible to model extraposition in German using decision tree classifiers trained on automatic linguistic analyses of corpora. This method is particularly effective for extraposed relative clauses, which are pervasive in German text in domains as disparate as news, technical manuals, and encyclopedic text. Both one-step and multi-step models very clearly outperform the baseline in the two domains in which we experimented. This in itself is a significant result, given the complexity of the linguistic phenomenon of clausal extraposition. The machine learning approach to extraposition has two clear advantages: it eliminates the need for hand-coding of complex conditioning environments for extraposition, and it is adaptable to new domains. The latter point is supported by the cross-domain accuracy experiment and the conclusion that extraposition is governed by domain-specific regularities. We have shown that across domains, the multi-step model outperforms the one-step model. In the German sentence realization system code-named Amalgam , we have experimented with implementations of both the one-step and multi-step extraposition models, and based on the results reported here we have chosen the multi-step model for inclusion in the end-to-end system. As we have shown, extraposed relative clauses outnumber other extraposed clause types by a large margin. Still, the combined model for clausal extraposition outperforms the baseline even for infinitival clauses and complement clauses, although the conclusions here are not very firm, given the small number of relevant data points in the test corpus. Since the syntactic label of the extraposed clause is one of the features extracted from the training data, however, the setup that we have used will adapt easily once more training data (especially for infinitival and complement clauses) become available. The models will automatically pick up distinctions between the generalizations covering relative clauses versus infinitival/complement clauses when they become relevant, by selecting the syntactic label feature as predictive. Finally, evaluation of the types of features that were selected by the extraposition models show that besides the "heaviness" of the extraposed clause, a number of other factors from the structural context enter the determination of likelihood of extraposition. This, in itself, is an interesting result: it shows how qualitative inspection of a machine learned model can yield empirically based linguistic insights.
