Abstract-In small-area MOSFETs widely used in analog and RF circuit design, low-frequency (LF) noise behavior is increasingly dominated by single-electron effects. In this paper, we review the limitations of current compact noise models which do not model such single-electron effects. We present measurement results that illustrate typical LF noise behavior in small-area MOSFETs, and a model based on Shockley-Read-Hall statistics to explain the behavior. Finally, we treat practical examples that illustrate the relevance of these effects to analog circuit design. To the analog circuit designer, awareness of these single-electron noise phenomena is crucial if optimal circuits are to be designed, especially since the effects can aid in low-noise circuit design if used properly, while they may be detrimental to performance if inadvertently applied.
issues that compound the problem, the most important of which are the following: 1) Due to the ever decreasing gate area, the number of charge carriers in a MOSFET channel is continually going down, and single-electron low-frequency noise phenomena quite different from are becoming visible. This means that classical noise with a Gaussian amplitude distribution and a -type power spectrum is replaced by Random Telegraph Signals (RTS) with a two-level amplitude distribution and a Lorentzian power spectrum ( Fig. 1) [3] . 2) LF noise in small devices shows extreme variability; measured LF noise can vary by several orders of magnitude between different nominally identical devices [4] . 3) MOSFET LF noise is reduced when the device is subjected to large signal excitation (LSE) [5] [6] [7] . In other words, turning a MOSFET off for some time before turning it on reduces its noise when it is on. This means that the LF noise of the device not only depends on the present bias state of the device but also on the bias history of the device. This effect is associated with the emptying of traps that cause RTS noise [6] . Application of this effect was demonstrated in oscillators [8] [9] [10] , operational amplifiers [11] and various other circuits [12] [13] [14] [15] . All these noise phenomena may show up in circuit measurements, while they are currently (2006) not incorporated in any circuit simulator. As a result, measured upconverted LF noise in oscillators is often not directly compared to simulations (e.g., 0018 -9200/$25.00 © 2007 IEEE [16] , [17] ), and if comparisons are made at all, correspondence within a few dB is usually considered quite acceptable (e.g., [18] ). For better circuit design, awareness of the LF noise phenomena described in this paper is vital.
In this paper, we treat these LF noise phenomena from a circuit design viewpoint. In Section II, an overview of current LF noise models along with their capabilities and limitations is presented. These models do not address single electron effects and are best applied to large-area devices. Bias dependence and scaling predictions made by the models are briefly reviewed in terms familiar to circuit designers. In Section III, we present recent measurement results on small area MOSFETs whose LF noise is dominated by single-electron effects. These new results highlight the limitations of existing models, and illustrate the requirement for an alternative, which is subsequently presented. The model, based on Shockley-Read-Hall statistics, explains several macroscopically visible noise phenomena such as the LF noise decrease when a MOSFET is subjected to switched biasing. In Section IV, we present two examples of new circuit techniques which use the physical effects described to improve the LF noise performance of the circuits in question. We also show how inadvertent degradation of the LF noise performance of circuits can occur if the phenomena described in this paper are insufficiently understood, thus highlighting the relevance of this work to analog circuit design. Finally, we sum up the most important conclusions of this work.
II. OVERVIEW OF EXISTING LF NOISE MODELS
The physical origin of LF noise in MOSFETs has long been unclear. One school of thought states that mobility fluctuations cause LF noise. In 1969, Hooge showed that homogenous semiconductor samples suffer from bulk noise [19] , which was later related to mobility fluctuations. The other view is that it is the number of free carriers in the device that is fluctuating , an idea first postulated by McWhorter in 1955 [20] . Whereas p-channel MOSFETs are reported to show behavior in accordance with the model [21] , n-channel MOSFETs more often behave according to the model. In 1990, Hung [22] , [23] proposed a unified model that includes and fluctuations but also fluctuations that are caused by (and correlated to)
fluctuations. When provided with suitable parameters, Hung's model yields results in excellent agreement with measurement results (for large devices), and it has since become the de-facto standard for modern circuit simulators [24] .
A. Large Devices/Current Noise Models
To better understand the different noise models and how they appear to the circuit designer, it is instructive to provide a brief review. In literature, many different LF noise measures are encountered, for example , , or . This often leads to confusion as to what dependencies should be expected, especially since there are three different LF noise mechanisms in a MOSFET.
If a conducting element exhibits LF noise, what is observed is that the conductivity is fluctuating and that the spectrum of conductivity fluctuations has a particular shape. We know that the TABLE I  OVERVIEW OF LF NOISE MODELS FOR LARGE DEVICES conductivity is given by , in which is the free carrier concentration and is the mobility of the carriers. A fluctuation in does not in itself reveal whether the free carrier concentration or the mobility is fluctuating. To ascertain which mechanism is dominant, we look at the dependence of the relative conductivity fluctuation on the free carrier concentration . This is sensible, since it is easy to vary and hence the total number of free carriers in a MOSFET by varying the effective gate overdrive voltage :
where and are the effective device dimensions, and is the oxide capacitance per unit area [25] . Assuming a uniform channel (deep triode), is proportional to . For each of the three types of LF fluctuations we may encounter in a MOSFET, we will now derive their dependency on the free carrier concentration and, consequently, their dependence on and . The results are summarized in Table I ; note that all models scale inversely with device area:
and . Use has been made of the square-law MOSFET model for insight and to allow comparison with existing noise literature, in which use of the square law model is still quite common. Clearly, a more realistic model can be used if more accurate results are desired.
1)
Fluctuations: Hooge observed noise in homogenous semiconductor samples and observed that the PSD of the noise had an inverse dependence on , the number of free carriers in the sample [19] . This led to his formulation of an empirical relation:
The inverse relation between and yields the insight that whatever the electrons are doing when they are generating noise, they are doing it independently of one another. This is because (a) independent noise sources (carriers) will produce total noise proportional to and (b) the current is also proportional to , resulting in the observed dependence of (2) . Later it was shown by other experiments that the fluctuations observed by Hooge were mobility fluctuations . 1 The inverse dependence on (and since a constant geometry is assumed) leads to a dependence on and as shown in Table I .
2) Fluctuations: A MOSFET also exhibits number fluctuations . The number fluctuations in a MOSFET are caused by trapping-detrapping at the interface. The process is rate-limited by the number of available traps, not the number of available electrons, which means that the spectrum of number fluctuations is independent of and the relative noise current spectrum is inversely proportional to the square of the carrier concentration:
This fluctuation is a variation of the charge trapped in the oxide, so using for the MOS capacitor, this leads to a and dependence for the triode region as shown in Table I .
3) Correlated Fluctuations: Finally, a third type of LF noise may exist in a MOSFET. Trapping and detrapping of carriers in traps causes local changes in the electrical field, causing electrons to experience Coulomb scattering, a mobility fluctuation correlated to the trapping event. This gives rise to a relative current fluctuation that is independent of : (4) The resulting and dependencies are given in Table I . Note that contrary to common belief, this correlated type of noise does not exhibit an (and therefore and ) dependency that is somewhere halfway between and .
B. Spectral Shape
Traditionally, the LF noise spectrum has had a shape over a very large frequency range. The model does not explain the shape of the spectrum and only states that the fluctuations must logically have a shape as well. The model, on the other hand, explains the origin of the spectrum by assuming that it is a summation of a large number of uncorrelated Lorentzian spectra, each caused by a single trap. A trap produces a Lorentzian PSD [27] :
where is a symmetry factor for the trap and is the corner frequency of the Lorentzian. If a device contains a large number of traps, and their corner frequencies are exponentially distributed, a spectrum will result (Fig. 2) . Mobility fluctuations caused by number fluctuations inherit the PSD of the number fluctuations they are caused by.
C. Process Downscaling and Noise
To analyze the influence of process scaling on noise, different approaches may be followed. One possibility is to use a simple model for CMOS scaling and derive the expected LF noise scaling rules. Even though the outcome depends on the boundary conditions chosen, the general trend is clear: noise is becoming a more significant limitation in future analog CMOS circuit design as device sizes ( and ) go down faster than goes up, thus reducing the number of carriers in a device ( (1) and [28] ). Simulation-based analysis [2] , supported by measurements, predicts a similar trend.
III. RANDOM TELEGRAPH SIGNAL NOISE IN MOSFETS
The models discussed in the previous section work well for large-area devices. For small devices, they break down because the number of mobile charge carriers is no longer large and behavior of individual charge carriers becomes visible and significant.
Theory [29] predicts that as soon as the number of free carriers in a device decreases far enough, it will be possible to observe behavior of individual carriers at the terminals of the device. This is in line with measurements: as active device area became smaller and smaller, it became possible to observe Random Telegraph Signals (RTS) in MOSFETs at room temperature [3] . Nowadays, RTS noise is the dominant noise mechanism in small-area MOSFETs, typically with active areas of less than 1 m [30] .
In this section, we will examine the RTS time constants and how they influence RTS visibility. This will be done for steadystate bias conditions and also for transient bias conditions.
A. Steady-State Behavior of RTS Noise
An RTS ( Fig. 1) is caused by the capture and emission of a mobile charge carrier in a so-called trap, a localized energy state somewhere in the bandgap. Physically, traps are caused by defects at the Si-SiO interface (impurities or dangling bonds). Electrically, a trap modulates the drain current of a MOSFET in two ways. First, the charge carrier that is captured no longer takes part in conduction . Second, the trap that captures a carrier becomes charged by doing so, and this may modulate the position of the channel in the vicinity of the trap, thereby changing the macroscopic mobility of the device (correlated mobility fluctuations). If the trap is strategically placed [31] , it may cause a relatively large conductivity fluctuation.
It is instructive to briefly review steady-state RTS behavior. The important parameters of an RTS are its mean high and low time and its amplitude. The high current state of the device is associated with the untrapped state of the carrier, and the low current state is associated with the trapped state of the carrier (Fig. 1) . The time constants and are named to correspond to the emission and capture process, respectively, so that is the mean time before emission occurs, i.e., corresponding to the trapped state of the carrier. The converse holds for .
The PSD of an RTS has a Lorentzian shape [27] , described by (5) . The relation between the trap time constants and and the RTS parameters and is given by and rad/s
The PSD of (5) is proportional to . If , the RTS is symmetrical, and the PSD has maximum power. If the RTS is asymmetrical, the noise power of the RTS drops. This is illustrated in Fig. 3 . Intuitively, this is clear as a symmetrical RTS has a maximum transition probability and hence a maximum variance.
B. Bias Dependence of RTS Noise
Having determined how RTS behavior depends on the RTS time constants, the next step is to determine how the RTS time constants depend on the bias of the device. For an n-channel MOSFET, according to basic theory [32] , is bias dependent via the bias dependency of . If the trap is situated some distance in the oxide, may also be bias dependent [33] . Measurements of the bias dependency of and are given in [3] and [34] [35] [36] [37] [38] . For n-channel devices, it is found in all cases that as is decreased, increases and decreases. The change in is commonly up to two orders of magnitude, though even more is observed in certain devices [35] .
C. Transient Behavior of RTS Noise
The RTS time constants and are instantaneous functions of the bias of the device. The occupancy, on the other hand, can only change in response to a change in and and will therefore necessarily lag behind.
This can be seen by turning a device on at and subsequently observing the occupancy of a trap in the device. Measurements for three different devices are given in Fig. 4 . An exponential fit to the data is included. The measurement technique employed is described in detail in [39] and [40] . In the measurements, the traps reach their steady-state occupancy in an exponential fashion, indicating that the time constants do indeed change instantaneously with the bias of the device. 2 An alternate view (of a different RTS) is given in Fig. 5 , which shows steady-state and transient behavior of an RTS. In Fig. 5(b) , the device is switched on at time after having been off for a time much longer than the RTS time constants. Turning the device off has clearly emptied the RTS (the "black" state), and steady-state behavior is only resumed after several microseconds.
D. Modelling of Transient RTS Behavior
If a MOSFET is subjected to a rapidly changing bias, its LF noise can change significantly, as seen for example in Fig. 6 . A state-of-the-art circuit simulator is unable to predict or reproduce such behavior, instead predicting a simple -type LF noise PSD ("Model prediction" in the figure), which only changes by 6 dB when the device is subjected to the biasing conditions shown. In contrast, this device has LF noise that is dominated by a single RTS, and when it is turned on and off much faster than and by making a square wave, the RTS disappears because the trap in the device never reaches its steady-state occupancy and instead adopts some sort of average occupancy. As will be shown, this means the effective RTS time constants and will change. The derivation below is given in more detail in [28] and [41] .
The occupancy of a trap at any given moment is [32] 
where depends on the initial condition. We treat the case where the bias voltage alternates abruptly and periodically between two states; reference is made to Fig. 7 where is the duty cycle. From , the device is on; during this time, RTS behavior is governed by and , and from , the device is off, and RTS behavior is governed by and . The occupancy is given by (7) at all times; the steady-state occupancy is never reached because the switching frequency is high. Instead, the occupancy varies between and . Substituting and (8) and equating and , we may derive an expression for and [41] . If the switching frequency is made very high compared to the RTS corner frequency ( much smaller than and ), and converge to the same value, , and the RTS becomes stationary. This effective stationary RTS has time constants and which can be found to equal and (9) Experimental verification of this result is given in [40] .
In summary, a cyclostationary RTS with a constant amplitude and two states, an on state from , (time constants and ), and an off state from (time constants and ), can, if the switching frequency is sufficiently large, be described by an effective stationary RTS with parameters and , for which the expressions are given above. If the effective RTS time constants are strongly asymmetric, the PSD of the RTS will decrease.
E. Generalisation to Trap Distribution
In order to predict noise performance of large devices or large numbers of small devices, we can now generalise single-trap behavior to trap distributions. To do so, we identify the dominant traps both in the steady-state and under transient conditions.
The PSD of an RTS is given by (5); the same holds for the effective stationary RTS, the time constants of which were are given by (9) .
To illustrate which RTS are the dominant contributors to LF noise at the output, the PSD of the RTS at a particular frequency (in this example, rad/s) is plotted in Fig. 8 as a function of and . Contour lines denote the 's of RTSs with a relative noise power contribution of 80% and 60% compared to the dominant RTS which is at the heart of the contours. The dominant contribution to output noise always comes from traps with close to 1 and close to the frequency of interest. Traps with large or small are mostly empty or full respectively and do not contribute significantly to the noise. If the RTS corner frequency is very low or very high compared to the measurement frequency, the contribution of this RTS will be insignificant as well.
To examine RTS behavior when the device is periodically turned on and off, bias dependence of and is modelled in a very simple and insightful way: and , respectively. Combining this with (9), it follows for 3 that and . This changes the effective time constants of all RTSs in the device in such a way that for (a) has decreased by a factor 1.8 and (b) has increased by a factor 5.5 compared to the steady-state situation. The main contribution to the PSD is therefore now from different traps. Traps that were mostly full in the steady-state case now have an occupancy closer to 50%, and they dominate output noise.
The shape of the noise contribution curve in Fig. 8 does not change; it has only been shifted along the and axes. Hence, the noise PSD will not change at all if the distribution of 's is uniform in . Such a uniform distribution in results if two conditions are satisfied. First, the distribution of trap depth in the oxide, , should be uniform. (This is the basis of McWhorter's model [20] and responsible for the emergence of a spectrum. 4 ) Second, the energy level of traps, , should be uniformly distributed throughout the bandgap. If these conditions are satisfied, a uniform distribution of traps in and results. To explain that turning a device on and off periodically leads to a decrease in the LF noise PSD [5] [6] [7] , [42] , we must conclude that the distribution of trap 's is not uniform in . This can be the distribution of 's in a large device with very many traps, but it can also be the distribution of 's over an ensemble of small devices, each with a limited number of traps. 5 One likely scenario [43] is that the trap density deeper in the bandgap is lower. 6 Fig. 8 shows that traps deeper in the bandgap are the ones contributing LF noise when the device is periodically turned on and off, and if the trap density is lower there as is often observed [43] , this explains why turning the device on and off lowers the LF noise.
In conclusion, we have shown that when a MOSFET is periodically and rapidly turned on and off, traps deeper in the bandgap dominate the LF noise performance of the device. Since trap densities in MOSFETs are commonly U-shaped in energy [43] , [44] , this explains that LF noise in MOSFETs decreases when the device is periodically turned on and off [5] [6] [7] , [42] . A circuit designer may expect a large MOSFET to behave predictably in this way. Small MOSFETs behave in a slightly more complex fashion: an individual device may show a noise increase or a decrease depending on the traps the device happens to contain, but for a group of devices, the average noise will decrease.
IV. IMPACT ON CIRCUIT DESIGN
The study of RTS noise under large signal excitation (LSE) has important practical circuit design consequences. In this section, existing work is reviewed, and subsequently some exam- 3 Other duty cycles can be treated similarly. 4 Direct tunnelling is assumed, making the capture cross section a negative exponential function of x. 5 An individual small device will behave according to the traps it happens to contain, but the ensemble average of the noise performance will be the same as for a single large device with many traps, assuming that individual traps make uncorrelated contributions to the output noise. 6 The trap depth distribution in the oxide may still be uniform: Nonuniformity in E does not preclude the emergence of a 1=f spectrum. ples are presented of how LF noise under LSE influences the design of analog circuits.
A. Existing Work
A number of circuits have been presented by other authors that make use of or purport to make use of LSE to improve the LF noise performance [11] [12] [13] [14] [15] . Unfortunately, there appears to be a widespread belief that LF noise reduction through LSE is modelled in current circuit simulators, and consequently, circuit effects are mistaken for device-physical effects. Furthermore, considering the wide latitude of results and the very significant spread in LF noise performance between nominally identical devices [4] , it is very important to distinguish between measurement results on a single "golden sample" and measurements on a statistically significant group of nominally identical devices. Nevertheless, it is clear that a reduction of LF noise in analog CMOS circuits by LSE is both desirable and feasible.
B. A Switched Current Source
One example of where classic LF noise modelling clearly shows its limits is the switched current source of Fig. 9 . This is a current source that alternately activates a transistor with width and one with width . By changing the duty-cycle from 0 to 100% the current can be varied by a factor 2. A filter is placed at the output to suppress the obvious HF fluctuations in current. As an added bonus, the LF noise of the current source decreases when the duty cycle of the driving square wave is not 0 or 100% as can be seen from the shape of the "Traditional model" curve in Fig. 10 . This is due to the LF noise of both devices being uncorrelated. The measured LF output noise of the circuit, however, is much lower than predicted by traditional models. This is caused by the decrease of the LF noise of the devices as a result of the large signal square wave they are subjected to. The LF noise model of Section III ("Proposed model" in Fig. 10 ), when coupled with a U-shaped distribution of traps, is seen to provide a fit that is in qualitative agreement with the measurement results.
C. Correlated Double Sampling
Another example in which the importance of this work is highlighted is a correlated double sampling circuit. Correlated double sampling is commonly used to reduce LF noise. It is very effective, but it does not remove all the LF noise. Subjecting the device to LSE seems to be a possibility to further reduce the LF noise, as it would appear to be an orthogonal technique. As we will show in this section, this is not necessarily the case, and if carelessly applied, CDS in conjunction with LSE will make the LF noise performance of the circuit worse, not better.
A generic CDS system is shown in Fig. 11 . We assume a signal source, followed by a preamp of limited bandwidth that suffers from additive white and noise. A two-phase clock allows us, in phase , to make the input "0" and store a sample of the noise in capacitor C. In phase , the input signal is connected to the preamp, and the noise sample of phase is effectively subtracted from the output. Intuitively, the principle of operation is obvious: If the noise is strongly correlated in time, the noise from phase and will be almost identical and the noise will be largely cancelled by the CDS operation. If, on the other hand, the two noise samples are uncorrelated in time, subtracting them is equivalent to adding their powers. Because of this, the CDS operation will double the output noise power if the noise is white.
Despite the attenuation of LF noise by CDS, LF input noise may still be dominant at the output. Conditions for which this is the case are derived in [28] . In such a case, LF components of the noise are adequately suppressed, but the HF part of the noise contributes noise at the output. One example of a circuit where noise is typically the dominant noise source despite the use of CDS is an CMOS imager pixel [45] , which is treated in more detail here.
A CMOS imager pixel is shown in Fig. 12 . After a certain integration period during which light is incident on the photodiode, transistor M1 is switched on and resets the floating diffusion to a high potential. This reset voltage is read out by asserting the Row Select line, which connects transistor M2 to the current source that is external to the pixel. After the read-out of this reset voltage, the photo-charge is transferred to the floating diffusion via transfer gate M4, and read-out in the same way. By subtracting both read-out signals a correlated double sampling operation is performed, allowing removal of offset of M2 and noise of the floating diffusion. M1 to M4 have to be very small to maximise the photosensitive area in the pixel. M1, M3 and M4 are switches and do not exhibit much LF noise, leaving the noise of M2 as the dominant LF noise source in the front-end, despite the correlated double sampling.
LSE is applied at the source of M2 via the column bus since LSE at the gate is not possible in this circuit. Measurements [28] show that this is equivalent in terms of LF noise to applying LSE at the gate. Performing the LSE at the source has the advantage that the circuitry to pull up the column bus only needs to be replicated once per column, not once per pixel.
To investigate this noise reduction method, a test structure (Fig. 13 ) was designed and processed in a mature industrial 0.35-m process in which a device is subjected to identical bias conditions as M2 would be in a real circuit. In the noise measurements, CDS operation of the actual circuit is replicated. This is illustrated in Fig. 14 . The simplest way to apply LSE is to first keep the device off for a relatively long time, and take a first sample of the noise 0.5 s after its turn-on transient . Three s later, a second sample of the noise is taken . The mean square difference between these two samples is calculated:
. This is the output noise power of the CDS, and by measuring it directly and comparing it to in the steady-state, a judgement can be made on whether subjecting M2 to LSE in this manner is useful.
In Fig. 15 , measurement results obtained in this way for 35 devices with areas between 0.175 m and 1.75 m are given. In the figure, the noise under steady-state bias conditions is plotted along the -axis, and the noise when the device is turned off briefly before the sampling instants by pulling the source terminal up to is plotted along the -axis. The diagonal line is the boundary between those devices showing more (above the line), and those showing less (below the line) noise when subjected to LSE. The majority of devices in this plot lie above the diagonal: on average, rises from to when the devices are subjected to LSE. Spread in the results is considerable; over two orders of magnitude for both the steady-state and the LSE measurement.
The increase in LF noise observed when the devices are subjected to LSE+CDS is rather disappointing, especially in view of the measurement results of Fig. 16 , in which the same devices are subjected to LSE only, and the majority of devices show a strong noise decrease.
Analysis shows that the problem is caused by the combination of LSE and correlated double sampling. Though LSE on average reduces the LF noise of the device, the bias history of both sample moments is not the same, and the LF noise at both sample moments is not the same either. Because of this, the CDS operation aggravates the LF noise of the device despite the fact that the LF noise itself at each sample instant has decreased. This is a very important observation: if CDS is to be used to good effect, not only should the bias at the sample instants be as identical as possible, but the bias history of both sample instants also needs to be identical. If CDS is carelessly applied, it is clear that this condition will not always be satisfied, and CDS may make the LF noise worse rather than improving it.
A detailed quantitative explanation of this effect is given in [28] . Obviously, an LSE biasing scheme can be devised that gives an LF noise benefit in combination with CDS. From the results above, one characteristic of such a biasing scheme is clear, namely that it should ensure that the bias history of both sample instants is the same. A square wave sequence with a duty cycle that is as low as possible would satisfy this requirement, where the two samples for the CDS are taken in subsequent on periods of the square wave, long after the start of the sequence.
The transient Shockley-Read-Hall model of Section III-D explains the measurement results. Applying correlated double sampling if the bias history of both sample instants is not identical will make the LF noise worse.
D. RF Circuit Design
RF circuits can suffer from LF noise, much as baseband circuits do. Whereas in baseband circuits LF noise is in direct competition with the signal, it is upconversion of LF noise that limits the performance of many RF circuit blocks. Close-to-carrier phase noise of PLLs and VCOs, for example, is commonly dominated by LF noise. Though measures have successfully been proposed to limit upconversion of LF noise, a further reduction in LF noise is always desirable. There are two important factors that point to application of the LSE noise reduction effect in RF designs. First, it is not possible in many RF designs to apply baseband techniques such as correlated double sampling. Second, devices in many RF-CMOS circuits are operated with very large voltage swings, i.e., the devices are already being subjected to LSE by the operation of the circuit.
To ascertain whether LF noise reduction is present in RF circuits, i.e., when the devices are turned off and on at a very high frequency, measurements were performed. Results up to 3 GHz [46] indicate that the frequency of excitation does not influence the LF noise reduction and that a useful reduction of LF noise may therefore be expected in RF circuits. This again is in accordance with the theory presented in Section III.
V. CONCLUSION
In this paper, we have tried to give circuit designers some insight into RTS noise phenomena. The common models used in circuit simulators have significant limitations when applied to small-area devices with a low number of free carriers, as the LF noise performance of these devices is dominated by Random Telegraph Signals (RTS).
The observation that in large devices, LF noise decreases when the device is subjected to large signal excitation is explained by the bias dependency of the RTS time constants coupled to the U-shaped distribution of interface states. In small devices, though the noise will go down on average, it is not possible to predict the behavior of each individual device in advance.
For circuit designers, awareness of non-steady-state LF noise phenomena is important because in many circuits, the devices are operated in a switched fashion. Under these conditions, LF noise of the devices will not be the same as during steady-state biasing. In a switched current source, this was shown to result in a significant LF noise reduction. For a correlated double sampling circuit, this means that the bias history for both sample instants must be identical if the noise reduction is to function as intended. For RF circuits where devices are rapidly switched on and off, improved LF noise performance may be expected.
The important overall conclusion is that the LF noise characteristics of a MOSFET depend not only on the present bias state of the device, but also on the bias history of the device, an effect not modelled in current (2006) circuit simulators.
