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ELLIPTIC PROBLEMS IN THE SENSE OF B. LAWRUK
ON TWO-SIDED REFINED SCALES OF SPACES
IRYNA S. CHEPURUKHINA AND ALEKSANDR A. MURACH
To the blessed memory of Professor V. V. Sharko
Abstract. We investigate elliptic boundary-value problems with additional un-
known functions on the boundary of a Euclidean domain. These problems were
introduced by Lawruk. We prove that the operator corresponding to such a prob-
lem is bounded and Fredholm on two-sided refined scales built on the base of
the isotropic Ho¨rmander inner product spaces. The regularity of the distributions
forming these spaces are characterized by a real number and an arbitrary function
that varies slowly at infinity in the sense of Karamata. For the generalized solu-
tions to the problem, we prove theorems on a priori estimates and local regularity
in these scales. As applications, we find new sufficient conditions under which the
solutions have continuous classical derivatives of a prescribed order.
1. Introduction
The paper is devoted to the investigation of the operators generated by elliptic
boundary-value problems with additional unknown functions on the boundary of a
Euclidean domain. Such problems were introduced by B. Lawruk [13, 14, 15]. They
appear naturally if we pass from a general (nonregular) elliptic boundary-value
problem to its formally adjoint problem. Moreover, the class of these problems
are closed with respect to this passage. As to applications, various problems in
hydrodynamics and the theory of elasticity proved to belong to this class [3, 8, 25].
This class has been investigated completely enough in the Sobolev spaces; see
the monographs by V. A. Kozlov, V. G. Maz’ya, J. Rossmann [12, Chapt. 3] and
Ya. Roitberg [30, Chapt. 2]. Among the proved results are theorems on the Fredholm
property of the operators corresponding to the problem under investigation, on
the isomorphisms generated by these operators, on a priori estimates for solutions
to the problem, theorems on the increase in local regularity of these solutions.
These results have been established for the two-sided scales (of function spaces)
that modify the classical Sobolev scale in the sense of Ya. Roitberg [27, 28] (see
also his monograph [29, Sect. 2], were this modification is systematically used in the
theory of usual elliptic boundary-value problems).
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The purpose of this paper is to prove versions of these theorems for two-sided
refined scales built on the base of the isotropic Ho¨rmander inner product spaces
Hs,ϕ(Rn) :=
{
w ∈ S ′(Rn) : 〈ξ〉sϕ(〈ξ〉)ŵ(ξ) ∈ L2(R
n, dξ)
}
,
parametrized with the number s ∈ R and the function ϕ : [1,∞) → (0,∞) that
varies slowly at infinity in the sense of J. Karamata. Here, ŵ is the Fourier transform
of the tempered distribution w, whereas 〈ξ〉 := (1 + |ξ|2)1/2. These spaces form the
refined Sobolev scale, which was selected and investigated by V. A. Mikhailets and
A. A. Murach [16, 17, 21]. This scale has an important interpolation property;
namely, each space Hs,ϕ(Rn) is a result of the interpolation with an appropriate
function parameter of the Sobolev inner product spaces Hs−ε(Rn) and Hs+δ(Rn)
with ε, δ > 0.
V. A. Mikhailets and A. A. Murach built the theory of solvability of general
elliptic boundary-value problems in the one-sided refined Sobolev scale and its two-
sided modifications [16–20, 22–24]. The mentioned interpolation is a key method
in their theory. In this connection, we also note papers [1, 2, 32]. However, this
theory does not involve the important class of elliptic boundary-value problems in
the sense of B. Lawruk.
This paper consists of seven sections. Section 1 is Introduction. In Section 2, we
state an elliptic boundary-value problem in the sense of B. Lawruk and consider
the corresponding Green formula and formally adjoint problem. In Section 3, we
give the definitions of function spaces that form the two-sided refined scales. The
main results of the paper are formulated in Section 4. They are the theorems on
the character of solvability of the problem under investigation and on properties of
its generalized solutions. Section 5 is devoted to the method of interpolation with
a function parameter of Hilbert spaces and its applications to the refined scales.
The main results are proved in Section 6. In Section 7, we give some applications
of the refined scales to the investigation of classical smoothness of the generalized
solutions.
2. Statement of the problem
Let Ω be a bounded domain in the Euclidean space Rn, with n ≥ 2. Suppose that
the boundary Γ := ∂Ω of Ω is an infinitely smooth closed manifold of dimension
n − 1. As usual, Ω := Ω ∪ Γ. Let ν(x) denote the unit vector of the inner normal
to Γ at a point x ∈ Γ.
We arbitrarily choose integers q ≥ 1, κ ≥ 1, m1, . . . , mq+κ ∈ [0, 2q − 1] and
r1, . . . , rκ. We consider the linear boundary-value problem in the domain Ω with κ
additional unknown functions on the boundary Γ:
Au = f in Ω,(1)
Bju+
κ∑
k=1
Cj,kvk = gj on Γ, j = 1, ..., q + κ.(2)
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Here,
A := A(x,D) :=
∑
|µ|≤2q
aµ(x)D
µ
is a linear differential operator on Ω of the even order 2q. Moreover, every
Bj(x,D) :=
∑
|µ|≤mj
bj,µ(x)D
µ
is a linear boundary differential operator on Γ of order mj , and each Cj,k :=
Cj,k(x,Dτ ) is a linear tangent differential operator on Γ with ordCj,k ≤ mj+rk. All
the coefficients of these differential operators are infinitely smooth complex-valued
functions given on Ω and Γ respectively.
We use the following standard notation: µ := (µ1, . . . , µn) is a multi-index with
|µ| := µ1+ . . .+µn, and D
µ := Dµ11 . . .D
µn
n with Dℓ := i∂/∂xℓ, where i is imaginary
unit and x = (x1, . . . , xn) is an arbitrary point in R
n. Moreover, we put Dν :=
i∂/∂ν(x) and ξµ := ξµ11 . . . ξ
µn
n for ξ = (ξ1, . . . ξn) ∈ C
n.
The function u given on Ω and all the functions v1, . . . , vκ given on Γ are unknown
in the boundary-value problem (1), (2). Note that all functions and distributions
are assumed to be complex-valued in the paper.
We suppose that the boundary-value problem (1), (2) is elliptic in Ω in the sense of
B. Lawruk [13]. We recall the corresponding definition (see also [12, Subsect. 3.1.3]).
Let A(0)(x, ξ), B
(0)
j (x, ξ), and C
(0)
j,k (x, τ) denote the principal symbols of the dif-
ferential operators A(x,D), Bj(x,D), and Cj,k(x,Dτ ) respectively. Recall that
A(0)(x, ξ) :=
∑
|µ|=2q
aµ(x)ξ
µ, with x ∈ Ω and ξ ∈ Cn,
is a homogeneous polynomial of order 2q in ξ and that
B
(0)
j (x, ξ) :=
∑
|µ|=mj
bj,µ(x)ξ
µ, with x ∈ Γ and ξ ∈ Cn,
is a homogeneous polynomial of order mj in ξ. Moreover, for each point x ∈ Γ, the
expression C
(0)
j,k (x, τ) is a homogeneous polynomial of order mj + rk in τ , where τ
is a tangent vector to the boundary Γ at the point x. (If ordCj,k < mj + rk, then
C
(0)
j,k (x, τ) := 0.)
The boundary-value problem (1), (2) is called elliptic in the domain Ω if the
following three conditions are satisfied:
(i) The differential operator A(x,D) is elliptic at each point x ∈ Ω; i.e.,
A(0)(x, ξ) 6= 0 for an arbitrary vector ξ ∈ Rn \ {0}.
(ii) The differential operator A(x,D) is properly elliptic at each point x ∈ Γ; i.e.,
for an arbitrary tangent vector τ 6= 0 to Γ at x, the polynomial A(0)(x, τ +
ζν(x)) in ζ ∈ C has q roots with positive imaginary part and q roots with
negative imaginary part (of course, these roots are calculated with regard
for their multiplicity ).
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(iii) The system of boundary-value conditions (2) covers equation (1) at each
point x ∈ Γ. This means that, for an arbitrary vector τ 6= 0 from condition
(ii), the boundary-value problem
A(0)(x, τ +Dt ν(x))θ(t) = 0 for t > 0,
B
(0)
j (x, τ +Dt ν(x))θ(t)
∣∣
t=0
+
κ∑
k=1
C
(0)
j,k (x, τ)λk = 0,
j = 1, ..., q + κ,
has only the trivial (zero) solution. This problem is posed relative to the
unknown function θ ∈ C∞([0,∞)) with θ(t) → 0 as t → ∞ and the un-
known complex-valued numbers λ1, . . . , λκ. Here, A
(0)(x, τ + Dt ν(x)) and
B
(0)
j (x, τ + Dt ν(x)) are differential operators with respect to Dt := i∂/∂t.
We obtain them if we put ζ := Dt in the polynomials A
(0)(x, τ + ζν(x)) and
B
(0)
j (x, τ + ζν(x)), in ζ , respectively.
Note that condition (ii) follows from condition (i) in the case of n ≥ 3.
Various examples of the elliptic boundary-value problem (1), (2) are given in [12,
Subsect. 3.1.5]. Specifically, the boundary-value problem
∆u = f in Ω, u+ v = g1 and Dνu+Dτv = g2 on Γ
is elliptic in Ω. Here, n = 2, κ = 1, ∆ is the Laplace operator, and Dτ := i∂/∂τ ,
where ∂/∂τ is the derivative along the curve Γ.
With the problem (1), (2), we connect the linear mapping
(3)
Λ : (u, v1, ..., vκ) 7→
(
Au, B1u+
κ∑
k=1
C1,kvk, ..., Bq+κu+
κ∑
k=1
Cq+κ,kvk
)
,
with u ∈ C∞(Ω) and v1, . . . , vκ ∈ C
∞(Γ).
We will investigate properties of the extension (by continuity) of this mapping in
appropriate couples of Hilbert spaces that form certain two-sided refined scales.
To describe the range of this extension, we need the following Green formula (see
[12, Theorem 3.1.1]:
(Au,w)Ω +
q+κ∑
j=1
(
Bju+
κ∑
k=1
Cj,kvk, hj
)
Γ
=
= (u,A+w)Ω +
2q∑
j=1
(
Dj−1ν u,Kjw +
q+κ∑
k=1
Q+k,jhk
)
Γ
+
κ∑
j=1
(
vj ,
q+κ∑
k=1
C+k,jhk
)
Γ
,
where u, w ∈ C∞(Ω), v = (v1, . . . , vκ) ∈ (C
∞(Γ))κ, h = (h1, . . . , hq+κ) ∈
(C∞(Γ))q+κ are arbitrary, whereas (·, ·)Ω and (·, ·)Γ are the inner products in the
Hilbert spaces L2(Ω) and L2(Γ) of functions square integrable over Ω and Γ respec-
tively.
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Here, A+ denotes the differential operator that is formally adjoint to A with
respect to (·, ·)Ω. Moreover, C
+
k,j and Q
+
k,j denote the tangent differential opera-
tors that are formally adjoint to Ck,j and Qk,j respectively relative to (·, ·)Γ, the
tangent differential operators Qk,j appearing in the representation of the boundary
differential operators Bj in the form
Bj(x,D) =
2q∑
k=1
Qj,k(x,Dτ )D
k−1
ν .
(Of course, if k > mj , then Qj,k = 0). Finally,
Kj := Kj(x,D) :=
2q−j+1∑
k=1
Tj,k(x,Dτ )D
k−1
ν ,
where every Tj,k(Dτ ) is a certain tangent differential operator on Γ of the order
ordTj,k ≤ 2q + 1− j − k.
In view of the Green formula, we consider the following boundary-value problem
in Ω with q + κ additional unknown function on Γ:
A+w = ω in Ω,(4)
Kjw +
q+κ∑
k=1
Q+k,jhk = χj on Γ, j = 1, ..., 2q,(5)
q+κ∑
k=1
C+k,jhk = χ2q+j on Γ, j = 1, ...,κ.(6)
This problem is formally adjoint to the problem (1), (2) with respect to the Green
formula. Note that the problem (1), (2) is elliptic if and only if the problem (4),
(5), (6) is elliptic (see [12, Theorem 3.1.2]).
3. Refined scales of spaces
We will investigate the properties of the elliptic boundary-value problem (1),
(2) in appropriate couples of Hilbert spaces that form the two-sided refined scale
introduced in [20]. This scale is constructed on the base of some isotropic Ho¨rmander
inner product spaces. In this section, we give the definitions of these spaces and
the scale and, moreover, discuss some of their properties. We follow [20] (see also
[22, 24, Subsect. 4.2.2]).
We start with the definition of the Ho¨rmander spaces Hs,ϕ(Rn), with s ∈ R and
ϕ ∈ M. Here and below, M denotes the set of all Borel measurable functions
ϕ : [1,∞) → (0,∞) such that both the functions ϕ and 1/ϕ are bounded on each
compact interval [1, b], with 1 < b < ∞, and that the function ϕ is slowly varying
at infinity in the sense of J. Karamata [11], i.e., ϕ(λt)/ϕ(t)→ 1 as t→∞ for each
λ > 0.
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Note that the slowly varying functions are well investigated and have various
applications [5, 31]. The standard example of such functions is
ϕ(t) := (log t)r1(log log t)r2 . . . (log . . . log︸ ︷︷ ︸
k times
t)rk of t≫ 1,
where k ∈ Z, with k ≥ 1, and r1, . . . , rk ∈ R are arbitrary parameters.
Let s ∈ R and ϕ ∈ M. By definition, the complex linear space Hs,ϕ(Rn), with
n ≥ 1, consists of all tempered distributions w on Rn that the Fourier transform ŵ
of w is locally Lebesgue integrable over Rn and satisfies the condition∫
〈ξ〉2sϕ2(〈ξ〉) |ŵ(ξ)|2 dξ <∞.
Here, the integral is taken over Rn, and 〈ξ〉 := (1 + |ξ|2)1/2. The inner product in
this space is defined by the formula
(w1, w2)Hs,ϕ(Rn) :=
∫
〈ξ〉2sϕ2(〈ξ〉)ŵ1(ξ)ŵ2(ξ)dξ
and induces the norm ‖w‖Hs,ϕ(Rn) := (w,w)
1/2
Hs,ϕ(Rn).
The spaceHs,ϕ(Rn) is a special isotropic Hilbert case of the spaces Bp,µ introduced
and investigated by L. Ho¨rmander [9, Sect. 2.2] (see also [10, Sect. 10.1]). Namely,
Hs,ϕ(Rn) = Bp,µ provided that p = 2 and µ(ξ) = 〈ξ〉
sϕ(〈ξ〉) for all ξ ∈ Rn. The
Hilbert spaces B2,µ were also investigated by L. R. Volevich and B. P. Paneah [33,
§ 2].
In the special case where ϕ ≡ 1, the space Hs,ϕ(Rn) becomes the Sobolev inner
product space Hs(Rn) of order s ∈ R. Generally, we have the continuous and dense
embeddings
(7) Hs+ε(Rn) →֒ Hs,ϕ(Rn) →֒ Hs−ε(Rn) for every ε > 0.
They mean that, in the class of separable Hilbert spaces {Hs,ϕ(Rn) : s ∈ R, ϕ ∈M},
the function parameter ϕ refines the main regularity (of distributions) characterized
by the number s. This class is selected by V. A. Mikhailets and A. A. Murach [16]
and is called the refined Sobolev scale over Rn (see [24, Subsect. 1.3.3]).
We need analogs of the space Hs,ϕ(Rn) for Ω and Γ. They are constructed in the
standard way. Let us give the corresponding definitions [22, 24, Sect. 2.1 and 3.1].
By definition, the linear space Hs,ϕ(Ω) consists of the restrictions u = w ↾Ω of all
distributions w ∈ Hs,ϕ(Rn) to Ω. It is endowed with the norm
‖u‖Hs,ϕ(Ω) := inf
{
‖w‖Hs,ϕ(Rn) : w ∈ H
s,ϕ(Rn), u = w ↾Ω
}
.
The space Hs,ϕ(Ω) is Hilbert and separable with respect to this norm. The set
C∞(Ω) is dense in this space.
The space Hs,ϕ(Γ) consists of all distributions on Γ that belong, in local coor-
dinates, to Hs,ϕ(Rn−1). Let us give the detailed definition. From C∞-structure on
Γ, we arbitrarily choose a finite collection of local charts αj : R
n−1 ↔ Γj , with
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j = 1, . . . , λ, that the open sets Γ1, . . . ,Γλ form a covering of the manifold Γ. More-
over, we arbitrarily choose functions χj ∈ C
∞(Γ), with j = 1, . . . , λ, that form
a partition of unity on Γ which satisfies the condition suppχj ⊂ Γj. Then, by
definition, the linear space Hs,ϕ(Γ) consists of all distributions h on Γ such that
(χjh) ◦ αj ∈ H
s,ϕ(Rn−1) for every j ∈ {1, . . . , λ}. Here, (χjh) ◦ αj is the represen-
tation of χjh in the local chart αj . This space is endowed with the inner product
(h1, h2)Hs,ϕ(Γ) :=
λ∑
j=1
((χjh1) ◦ αj , (χj h2) ◦ αj)Hs,ϕ(Rn−1).
The space Hs,ϕ(Γ) is Hilbert and separable. It does not depend (up to equivalence
of norms) on the indicated choice of the local charts and partition of unity [22, 24,
Theorem 2.3]. The set C∞(Γ) is dense in Hs,ϕ(Γ).
The spaces Hs,ϕ(Ω) and Hs,ϕ(Γ), with s ∈ R and ϕ ∈ M, form the refined
Sobolev scales over Ω and Γ respectively. In the case of ϕ(t) ≡ 1, these spaces
become the Sobolev inner product spaces.
Note the following connection between these spaces [22, 24, Subsect. 3.2.1]. If
s > 1/2, then the trace mapping u 7→ u ↾Γ, with u ∈ C∞(Γ), extends uniquely (by
continuity) to a bounded surjective operator RΓ : H
s,ϕ(Ω) → Hs−1/2,ϕ(Γ). Thus,
for each distribution u ∈ Hs,ϕ(Ω), its trace RΓu on Γ is well defined provided that
s > 1/2. But it is impossible to define this trace reasonably in the s < 1/2 case.
Hence, we cannot investigate the boundary-value problem (1), (2) with u ∈ Hs,ϕ(Ω),
where s is an arbitrary real number.
Therefore, we use a certain modification of the space Hs,ϕ(Ω) to be able to inves-
tigate this problem for arbitrary real s. This modification is denoted by Hs,ϕ,(2q)(Ω)
and introduced in [20] by analogy with Ya. A. Roitberg’s [27, 28] construction ap-
plied to the Sobolev scale (see also monographs [4, Chapt. III, Sect. 6] and [29,
Sect. 2.1]).
Previously, let us define the space Hs,ϕ,(0)(Ω). We put Hs,ϕ,(0)(Ω) := Hs,ϕ(Ω) in
the case of s ≥ 0. But, in the case of s < 0, we let Hs,ϕ,(0)(Ω) define the dual Hilbert
space to H−s,1/ϕ(Ω) with respect to the inner product in L2(Ω). Namely, if s < 0,
then Hs,ϕ,(0)(Ω) is the completion of C∞(Ω) with respect to the Hilbert norm
‖u‖Hs,ϕ,(0)(Ω) := sup
{
|(u, w)Ω|
‖w‖H−s,1/ϕ(Ω)
: w ∈ H−s,1/ϕ(Ω), w 6= 0
}
.
Note that the mapping u 7→ Ou, with u ∈ C∞(Ω), extends uniquely (by continuity)
to an isometric isomorphism of the space Hs,ϕ,(0)(Ω), with s < 0, onto the subspace
{w ∈ Hs,ϕ(Rn) : suppw ⊆ Ω} of Hs,ϕ(Rn). Here, Ou := u on Ω, and Ou := 0 on
Rn \ Ω.
We can now define the Hilbert space Hs,ϕ,(2q)(Ω). Let E2q := {k − 1/2 : k =
1, . . . , 2q}. In the case of s ∈ R \ E2q, the space H
s,ϕ,(2q)(Ω) is defined to be the
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completion of C∞(Ω) with respect to the Hilbert norm
‖u‖Hs,ϕ,(2q)(Ω) :=
(
‖u‖2Hs,ϕ,(0)(Ω) +
2q∑
k=1
‖(Dk−1ν u)↾Γ‖
2
Hs−k+1/2,ϕ(Γ)
)1/2
.
In the case of s ∈ E2q, the space H
s,ϕ,(2q)(Ω) is defined with the help of interpolation
between Hilbert spaces, namely,
Hs,ϕ,(2q)(Ω) :=
[
Hs−ε,ϕ,(2q)(Ω), Hs+ε,ϕ,(2q)(Ω)
]
1/2
, with 0 < ε < 1.
We will give the definition of this interpolation in Section 5. Note [20, Theorem 7.1]
that the right-hand side of the last equality does not depend (up to equivalence of
norms) on the choice of ε. In the Sobolev case of ϕ ≡ 1, the space Hs,ϕ,(2q)(Ω) was
introduced by Ya. A. Roitberg [27, 28].
For arbitrary s ∈ R, the linear mapping T2q : u 7→
(
u, u ↾ Γ, . . . , (D2q−1ν u) ↾ Γ
)
,
with u ∈ C∞(Ω), extends uniquely (by continuity) to a bounded operator
T2q : H
s,ϕ,(2q)(Ω)→ Hs,ϕ,(0)(Ω)⊕
2q⊕
k=1
Hs−k+1/2,ϕ(Γ) =: Πs,ϕ,(2q)(Ω,Γ).
If s /∈ E2q, then this operator is isometric and then its range consists of all vectors
(u0, u1, . . . , u2q) ∈ Πs,ϕ,(2q)(Ω,Γ)
such that uk = RΓD
k−1
ν u0 for all integers k ∈ {1, . . . , 2q} satisfying s > k−1/2 (see
[20, Theorem 4.2]).
The Hilbert spaces Hs,ϕ,(2q)(Ω) and Hs,ϕ,(0)(Ω) are separable. They form the
refined scales
(8)
{
Hs,ϕ,(2q)(Ω) : s ∈ R, ϕ ∈M
}
and
{
Hs,ϕ,(0)(Ω) : s ∈ R, ϕ ∈M
}
over Ω. These scales are two-sided because the parameter s runs through the
whole real line. Note that Hs,ϕ,(2q)(Ω) = Hs,ϕ(Ω) for s > 2q − 1/2 and that
Hs,ϕ,(0)(Ω) = Hs,ϕ(Ω) for s > −1/2, the equalities of Hilbert spaces being fulfilled
up to equivalence of norms [22, 24, Theorems 3.9 and 4.12].
In the Sobolev case of ϕ ≡ 1, we will omit ϕ in the designations of the spaces
introduced in the paper. It follows from (7) that
Hs+ε,(2q)(Ω) →֒ Hs,ϕ,(2q)(Ω) →֒ Hs−ε,(2q)(Ω),(9)
Hs+ε,(0)(Ω) →֒ Hs,ϕ,(0)(Ω) →֒ Hs−ε,(0)(Ω),(10)
Hs+ε(Γ) →֒ Hs,ϕ(Γ) →֒ Hs−ε(Γ)(11)
for every ε > 0. These embeddings are compact and dense.
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4. The main results
Here, we will formulate our results concerning the properties of the elliptic
boundary-value problem (1), (2) on the two-sided refined scales (8) and {Hs,ϕ(Γ) :
s ∈ R, ϕ ∈M}.
With the problem (1), (2) and its formally adjoint problem (4), (5), (6), we
associate the linear spaces N andN+ of infinitely smooth solutions to these problems
in the homogeneous case. Namely, let N consist of all solutions (u, v1, ..., vκ) ∈
C∞(Ω)×(C∞(Γ))κ to the problem (1), (2) in the case where f = 0 in Ω and all gj = 0
on Γ. Besides, let N+ consist of all solutions (w, h1, ..., hq+κ) ∈ C
∞(Ω)×(C∞(Γ))q+κ
to the problem (4), (5), (6) in the case where ω = 0 in Ω and all χj = 0 and all
χ2q+j = 0 on Γ. Since these problems are elliptic in Ω, the spaces N and N
+ are
finite-dimensional [12, Lemma 3.4.2].
Theorem 1. For arbitrary s ∈ R and ϕ ∈ M, the mapping (3) extends uniquely
(by continuity) to a bounded operator
(12)
Λ : Ds,ϕ,(2q)(Ω,Γ) := Hs,ϕ,(2q)(Ω)⊕
κ⊕
k=1
Hs+rk−1/2,ϕ(Γ)→
→ Hs−2q,ϕ,(0)(Ω)⊕
q+κ⊕
j=1
Hs−mj−1/2,ϕ(Γ) =: Es−2q,ϕ,(0)(Ω,Γ).
This operator is Fredholm. Its kernel coincides with N , and its range consists of all
vectors
(13) (f, g) := (f, g1, . . . , gq+κ) ∈ E
s−2q,ϕ,(0)(Ω,Γ)
such that
(14) (f, w)Ω +
q+κ∑
j=1
(gj, hj)Γ = 0 for each (w, h1, . . . , hq+κ) ∈ N
+.
The index of the operator (12) is equal to dimN − dimN+ and does not depend on
s and ϕ.
Here and below, we let (·, ·)Ω and (·, ·)Γ denote the extension by continuity of the
inner products in the Hilbert spaces L2(Ω) and L2(Γ) respectively.
In connection with this theorem, we recall that a linear bounded operator
T : E1 → E2 between some Banach spaces E1 and E2 is said to be Fredholm
if its kernel ker T and co-kernel E2/T (E1) are finite-dimensional. If this oper-
ator is Fredholm, then its range T (E1) is closed in E2, and its index indT :=
dim ker T − dim(E2/T (E1)) is finite.
It is useful to note that, in the case of s > 2q − 1/2, the bounded and Fredholm
operator (12) acts between the spaces
Λ : Hs,ϕ(Ω)⊕
κ⊕
k=1
Hs+rk−1/2,ϕ(Γ)→ Hs−2q,ϕ(Ω)⊕
q+κ⊕
j=1
Hs−mj−1/2,ϕ(Γ),
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which consist of distributions on Ω or Γ.
In the case where N = {0} and N+ = {0}, the operator (12) is an isomorphism
of the space Ds,ϕ,(2q)(Ω,Γ) onto the space Es−2q,ϕ,(0)(Ω,Γ). Generally, this operator
induces an isomorphism between some of their (closed) subspaces, which have finite
co-dimension. In this connection, we consider the following decompositions of these
spaces in direct sums of subspaces:
(15)
Ds,ϕ,(2q)(Ω,Γ) = N ∔
{
(u, v1, . . . , vκ) ∈ D
s,ϕ,(2q)(Ω,Γ) :
(u0, u
(0))Ω +
κ∑
k=1
(vk, v
(0)
k )Γ = 0 for all (u
(0), v
(0)
1 , . . . , v
(0)
κ
) ∈ N
}
,
with u0 being the initial component of the vector T2qu = (u0, u1, . . . , u2q), and
(16) Es−2q,ϕ,(0)(Ω,Γ) = N+ ∔ Λ
(
Ds,ϕ,(2q)(Ω,Γ)
)
.
Each decomposition is well defined because the subspaces have the intersection {0}
and because the finite dimension of the first subspace is equal to the co-dimension
of the second. Let P and P+ denote respectively the projectors of the spaces
Ds,ϕ,(2q)(Ω,Γ) and Es−2q,ϕ,(0)(Ω,Γ) onto the second term in the sums (15) and (16)
parallel to the first term. These projectors do not depend, as mappings, on s and
ϕ.
Theorem 2. For arbitrary s ∈ R and ϕ ∈ M, the restriction of the mapping (12)
to the subspace P (Ds,ϕ,(2q)(Ω,Γ)) is an isomorphism
(17) Λ : P
(
Ds,ϕ,(2q)(Ω,Γ)
)
↔ P+
(
Es−2q,ϕ,(0)(Ω,Γ)
)
.
We will discuss properties of the generalized solutions to the elliptic boundary-
value problem (1), (2). Beforehand, we give the definition of such solutions.
Let D−∞,(2q)(Ω,Γ) denote the union of all the spaces Ds,ϕ,(2q)(Ω) with s ∈ R and
ϕ ∈ M. Similarly, let E−∞,(0)(Ω,Γ) denote the union of all the spaces Es,ϕ,(0)(Ω)
with s ∈ R and ϕ ∈M. The linear spaces D−∞,(2q)(Ω,Γ) and E−∞,(0)(Ω,Γ) are well
defined in view of the embeddings (9)–(11) and are endowed with the topology of
inductive limit.
Consider an arbitrary vector
(18) (u, v) := (u, v1, . . . , vκ) ∈ D
−∞,(2q)(Ω,Γ).
Since (u, v) ∈ Ds,ϕ,(2q)(Ω) for some s ∈ R and ϕ ∈ M, its image (13) is defined by
the formula Λ(u, v) = (f, g) by means of the bounded operator (12). The image
(f, g) does not depend on s ∈ R and ϕ ∈ M. The vector (18) is said to be a
generalized solution (in the sense of Ya. A. Roitberg) of the boundary-value problem
(1), (2) with the right-hand sides (13). Such a solution satisfies the following a priori
estimate.
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Theorem 3. Let s ∈ R, ϕ ∈ M, and a real number σ > 0. Then there exists a
number c > 0 such that
(19) ‖(u, v)‖Ds,ϕ,(2q)(Ω,Γ) ≤ c
(
‖Λ(u, v)‖Es−2q,ϕ,(0)(Ω,Γ) + ‖(u, v)‖Ds−σ,ϕ,(2q)(Ω,Γ)
)
for an arbitrary vector (u, v) ∈ Ds,ϕ,(2q)(Ω,Γ). Here, the number c = c(s, ϕ) does
not depend on (u, v).
Let us now focus our attention on the regularity properties of the generalized
solutions to the elliptic problem under investigation. Let V be an arbitrary open
subset of Rn. We put Ω0 := Ω ∩ V 6= ∅ and Γ0 := Γ ∩ V , the Γ0 = ∅ case
being possible. Introduce a local analogs of the spaces Ds,ϕ,(2q)(Ω) and Es,ϕ,(0)(Ω),
with s ∈ R and ϕ ∈ M. We let D
s,ϕ,(2q)
loc (Ω0,Γ0) denote the linear space of all
vectors (18) such that χ(u, v) ∈ Ds,ϕ,(2q)(Ω) for an arbitrary function χ ∈ C∞(Ω)
with suppχ ⊂ Ω0∪Γ0. Similarly, we let E
s,ϕ,(0)
loc (Ω0,Γ0) denote the linear space of all
vectors (f, g) ∈ E−∞,(0)(Ω,Γ) such that χ(f, g) ∈ Es,ϕ,(0)(Ω) for an arbitrary function
χ indicated just above. Of course, the multiplication of the vectors by the scalar
function χ is understood to be component-vise, the products χu and χf are well
defined by closure, and the product χh, where h is a distribution on Γ, means (χ ↾
Γ)h. We introduce topologies in the spaces D
s,ϕ,(2q)
loc (Ω0,Γ0) and E
s,ϕ,(0)
loc (Ω0,Γ0) by
means of the seminorms (u, v) 7→ ‖χ(u, v)‖Ds,ϕ,(2q)(Ω) and (f, g) 7→ ‖χ(f, g)‖Es,ϕ,(0)(Ω)
respectively, were χ is an arbitrary function from the definitions of these spaces.
Theorem 4. Let a vector (u, v) ∈ D−∞,(2q)(Ω,Γ) be a generalized solution to
the elliptic problem (1), (2) whose right-hand sides satisfy the condition (f, g) ∈
E
s−2q,ϕ,(0)
loc (Ω0,Γ0) for some parameters s ∈ R and ϕ ∈ M. Then (u, v) ∈
D
s,ϕ,(2q)
loc (Ω0,Γ0).
We can see that the solution inherits the (supplementary) regularity ϕ of the
right-hand sides of the elliptic problem.
In the case where Ω0 = Ω and Γ0 = Γ, we have the equalities D
s,ϕ,(2q)
loc (Ω0,Γ0) =
Ds,ϕ,(2q)(Ω,Γ) and E
s−2q,ϕ,(0)
loc (Ω0,Γ0) = E
s−2q,ϕ,(0)(Ω,Γ). Therefore, Theorem 4 says
about the global regularity in this case, i.e., the regularity on the whole closed
domain Ω.
If Γ0 = ∅, then this theorem states that the local regularity of the component
u of the generalized solution increases in neighbourhoods of internal points of the
domain Ω.
In the Sobolev case of ϕ(t) ≡ 1, Theorem 1–4 are proved in monographs [12, Sect.
3.2 and 3.4] (for an arbitrary integer s) and [30, Sect. 2.4] (for arbitrary real s and
general elliptic systems). For arbitrary ϕ ∈ M and real s > 2q, Theorems 1 and 2
with analogs of Theorems 3 and 4 are proved in [7].
5. Auxiliary results
The refined scales of spaces introduced in Section 3 possess an important inter-
polation property, which will play a key role in the proof of Theorem 1. Namely,
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each of these spaces can be obtained by the interpolation, with a function parame-
ter, of an appropriate couple of Hilbert spaces corresponding to the Sobolev case of
ϕ(t) ≡ 1. Therefore, we will recall the definition of this interpolation in the case of
arbitrary Hilbert spaces and discuss some of its properties that are necessary for us.
Among them, we will formulate the mentioned interpolation property for Hilbert
spaces appearing in (12).
The method of interpolation with a function parameter of Hilbert spaces was
introduced by C. Foias¸ and J.-L. Lions in [6, p. 278]. We follow monographs [22,
24, Sect. 1.1], which systematically expound this method. It is sufficient for our
purposes to restrict ourselves to separable Hilbert spaces.
Let X := [X0, X1] be a given ordered couple of separable complex Hilbert spaces
X0 and X1 such that the continuous and dense embedding X1 →֒ X0 holds. This
couple is called admissible. For X, there exists a self-adjoint positive-definite oper-
ator J on X0 which has the domain X1 and satisfies the condition ‖Jw‖X0 = ‖w‖X1
for all w ∈ X1. This operator is uniquely determined by the couple X and is called
a generating operator for X. It sets an isometric isomorphism J : X1 ↔ X0.
Let B denote the set of all Borel measurable functions ψ : (0,∞)→ (0,∞) such
that ψ is bounded on each compact interval [a, b], with 0 < a < b < ∞, and that
1/ψ is bounded on every set [r,∞), with r > 0.
For arbitrary ψ ∈ B, we consider the (generally, unbounded) operator ψ(J), which
is defined on X0 as the Borel function ψ of J . Let [X0, X1]ψ or, simply, Xψ denote
the domain of the operator ψ(J) endowed with the inner product (u1, u2)Xψ :=
(ψ(J)u1, ψ(J)u2)X0 and the corresponding norm ‖u‖Xψ = ‖ψ(J)u‖X0. The space
Xψ is Hilbert and separable.
A function ψ ∈ B is called an interpolation parameter if the following condition
is fulfilled for all admissible couples X = [X0, X1] and Y = [Y0, Y1] of Hilbert spaces
and for an arbitrary linear mapping T given on X0: if the restriction of T to Xj is a
bounded operator T : Xj → Yj for each j ∈ {0, 1}, then the restriction of T to Xψ
is also a bounded operator T : Xψ → Yψ. In this case we say that Xψ is obtained
by the interpolation with the function parameter ψ of the couple X.
The function ψ ∈ B is an interpolation parameter if and only if ψ is pseudoconcave
on a neighbourhood of infinity, i.e. ψ(t) ≍ ψ1(t) with t ≫ 1 for a certain positive
concave function ψ1(t). (As usual, the designation ψ ≍ ψ1 means that both the
functions ψ/ψ1 and ψ1/ψ are bounded on the indicated set). This fundamental
fact follows from J. Peetre’s [26] description of all interpolation functions of positive
order. Specifically, the power function ψ(t) ≡ ts is an interpolation parameter if
and only if 0 ≤ s ≤ 1. In this case, the interpolation space Xψ is denoted by Xs.
We need the following interpolation properties of the refined scales [22, 24, The-
orems 1.14, 2.2, 3.10, and 4.22].
Proposition 1. Let a function ϕ ∈ M and positive real numbers ε, δ be given.
Define a function ψ ∈ B by the formulas ψ(t) := tε/(ε+δ)ϕ(t1/(ε+δ)) for t > 1, and
ψ(t) := ϕ(1) if 0 < t < 1. Then ψ is an interpolation parameter, and, for arbitrary
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σ ∈ R, we have [
Hσ−ε,(2q)(Ω), Hσ+δ,(2q)(Ω)
]
ψ
= Hσ,ϕ,(2q)(Ω),[
Hσ−ε,(0)(Ω), Hσ+δ,(0)(Ω)
]
ψ
= Hσ,ϕ,(0)(Ω),[
Hσ−ε(Γ), Hσ+δ(Γ)
]
ψ
= Hσ,ϕ(Γ)
up to equivalence of norms.
We will also use the following two general properties of the interpolation [22, 24,
Theorems 1.7 and 1.5].
Proposition 2. Let X = [X0, X1] and Y = [Y0, Y1] be admissible couples of Hilbert
spaces, and let a linear mapping T be given on X0. Suppose that we have the bounded
and Fredholm operators T : Xj → Yj, with j = 0, 1, that possess the common kernel
and the common index. Then, for an arbitrary interpolation parameter ψ ∈ B, the
bounded operator T : Xψ → Yψ is Fredholm, has the same kernel and the same
index, and, moreover, its range T (Xψ) = Yψ ∩ T (X0).
Proposition 3. Let
[
X
(j)
0 , X
(j)
1
]
, with j = 1, . . . , r, be a finite collection of admis-
sible couples of Hilbert spaces. Then, for every function ψ ∈ B, we have[ r⊕
j=1
X
(j)
0 ,
r⊕
j=1
X
(j)
1
]
ψ
=
r⊕
j=1
[
X
(j)
0 , X
(j)
1
]
ψ
with equality of norms.
6. Proofs of the main results
Let us prove Theorems 1–4.
Proof of Theorem 1. In the Sobolev case of ϕ(t) ≡ 1, this theorem is proved in [12,
Theorem 3.4.1] (for integer-valued s) and [30, Theorem 2.4.1] (for real s and elliptic
systems). We will deduce Theorem 1 from the Sobolev case with the help of the
interpolation with a function parameter.
Let s ∈ R and ϕ ∈M. We choose positive numbers ε and δ such that s− ε and
s + δ are integers. According to [12, Theorem 3.4.1] the mapping (3) extends by
continuity to the bounded and Fredholm operators
(20)
Λ : Ds−ε,(2q)(Ω,Γ)→ Es−ε−2q,(0)(Ω,Γ), Λ : Ds+δ,(2q)(Ω,Γ)→ Es+δ−2q,(0)(Ω,Γ).
(Recall that we omit the index ϕ in the designations of the spaces if ϕ ≡ 1.) These
operators have the common kernel N and the same index equaled to dimN −
dimN+. The range of the first operator satisfies the equality
(21) Λ(Ds−ε,(2q)(Ω,Γ)) =
{
(f, g) ∈ Es−ε−2q,(0)(Ω,Γ) : (14) is true
}
,
and analogous formula holds for the second operator.
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Let us apply the interpolation with the function parameter ψ from Proposition 1
to (20). According to Proposition 2, we get the bounded and Fredholm operator
(22) Λ :
[
Ds−ε,(2q)(Ω,Γ),Ds+δ,(2q)(Ω,Γ)
]
ψ
→
[
Es−ε−2q,(0)(Ω,Γ), Es+δ−2q,(0)(Ω,Γ)
]
ψ
.
This operator is an extension of the mapping (3) by continuity.
Let us describe the interpolation spaces appearing in (22). Applying Propositions
3 and 1 successively, we obtain[
Ds−ε,(2q)(Ω,Γ),Ds+δ,(2q)(Ω,Γ)
]
ψ
=
=
[
Hs−ε,(2q)(Ω), Hs+δ,(2q)(Ω)
]
ψ
⊕
κ⊕
k=1
[
Hs+rk−1/2−ε(Γ), Hs+rk−1/2+δ(Γ)
]
ψ
=
= Hs,ϕ,(2q)(Ω)⊕
κ⊕
k=1
Hs+rk−1/2,ϕ(Γ) = Ds,ϕ,(2q)(Ω,Γ).
Analogously,
[Es−ε−2q,(0)(Ω,Γ), Es+δ−2q,(0)(Ω,Γ)]ψ = E
s−2q,ϕ,(0)(Ω,Γ).
These equalities of Hilbert spaces are fulfilled up to equivalence of norms.
Thus, the bounded and Fredholm operator (22) is the operator (12) from Theo-
rem 1. By virtue of Proposition 2, the kernel and index of the operator (12) coincide
respectively with the common kernel N and the common index dimN − dimN+ of
the operators (20). Moreover, the range of (12) is equal to
Es−2q,ϕ,(0)(Ω,Γ) ∩ Λ
(
Ds−ε,(2q)(Ω,Γ)
)
=
{
(f, g) ∈ Es−2q,ϕ,(0)(Ω,Γ) : (14) is true
}
in view of (21). 
Proof of Theorem 2. According to Theorem 1, the restriction of the operator (12) to
P (Ds,ϕ,(2q)(Ω,Γ)) is a continuous and one-to-one mapping from the whole subspace
P (Ds,ϕ,(2q)(Ω,Γ)) to the whole subspace P+(Es−2q,ϕ,(0)(Ω,Γ)). Then, by the Banach
theorem on inverse operator, this linear mapping is the isomorphism (17). 
Proof of Theorem 3. Choose vector (u, v) ∈ Ds,ϕ,(2q)(Ω,Γ) arbitrarily. According to
Theorem 2, we have the inequalities
(23)
‖(u, v)‖Ds,ϕ,(2q)(Ω,Γ) ≤ ‖P (u, v)‖Ds,ϕ,(2q)(Ω,Γ) + ‖(u, v)− P (u, v)‖Ds,ϕ,(2q)(Ω,Γ) ≤
≤ c1‖ΛP (u, v)‖Es−2q,ϕ,(0)(Ω,Γ) + c2‖(u, v)− P (u, v)‖Ds−σ,ϕ,(2q)(Ω,Γ).
Here, c1 is the norm of the inverse operator to the isomorphism (17), whereas c2 is
a certain positive number not depending on (u, v). This number exists because the
vector (u, v)−P (u, v) belongs to the finite-dimensional space N , where all norms are
equivalent, specifically, the norms in Ds,ϕ,(2q)(Ω,Γ) and Ds−σ,ϕ,(2q)(Ω,Γ). Besides,
(24) ‖P (u, v)‖Ds−σ,ϕ,(2q)(Ω,Γ) ≤ c3‖(u, v)‖Ds−σ,ϕ,(2q)(Ω,Γ),
where c3 is the norm of the projector P acting on the space D
s−σ,ϕ,(2q)(Ω,Γ). Now,
the formulas (23) and (24) directly imply the required estimate (19). 
ELLIPTIC PROBLEMS IN THE SENSE OF B. LAWRUK ON REFINED SCALES 15
Proof of Theorem 4. First, let us prove this theorem in the case of global regularity,
where Ω0 = Ω and Γ0 = Γ. According to Theorem 1, the vector (f, g) := Λ(u, v)
satisfies (14). Therefore, by virtue of the same theorem and the condition (f, g) ∈
Es−2q,ϕ,(0)(Ω,Γ), we get the inclusion (f, g) ∈ Λ(Ds,ϕ,(2q)(Ω,Γ)). Hence, together
with Λ(u, v) = (f, g), we have the equality Λ(u′, v′) = (f, g) for a certain vector
(u′, v′) ∈ Ds,ϕ,(2q)(Ω,Γ). Therefore, Λ(u− u′, v − v′) = 0, that implies
(u− u′, v − v′) ∈ N ⊂ C∞(Ω)×
(
C∞(Γ)
)κ
in view of Theorem 1. Thus,
(u, v) = (u′, v′) + (u− u′, v − v′) ∈ Ds,ϕ,(2q)(Ω,Γ).
Theorem 4 is proved in the case of global regularity.
We now pass to the general case of local regularity and deduce the theorem in this
case from the specific case of global regularity just considered. We will previously
prove that the following implication holds true for each p ≥ 1:
(25) (u, v) ∈ D
s−p,ϕ,(2q)
loc (Ω0,Γ0) ⇒ (u, v) ∈ D
s−p+1,ϕ,(2q)
loc (Ω0,Γ0)
under the conditions of the theorem.
Suppose that the premise of this implication is valid for a certain number p ≥ 1.
We arbitrarily choose a function χ ∈ C∞(Ω) such that suppχ ⊂ Ω0 ∪ Γ0. We also
choose a certain function η ∈ C∞(Ω) that satisfies the conditions supp η ⊂ Ω0 ∪ Γ0
and η = 1 on a neighbourhood of suppχ.
Interchanging the operator of the multiplication by χ with each of the differential
operators A, Bj , and Cj,k, we can write down the following equalities:
A(χu) = A(χηu) = χA(ηu) + A′(ηu) = χAu+ A′(ηu),(26)
Bj(χu) = Bj(χηu) = χBj(ηu) +B
′
j(ηu) = χBju+B
′
j(ηu),(27)
Cj,k(χvk) = Cj,k(χηvk) = χCj,k(ηvk) + C
′
j,k(ηvk) = χCj,kvk + C
′
j,k(ηvk).(28)
Here, A′ is a certain differential operator on Ω, B′j is a certain boundary differential
operator on Γ, and C ′j,k is a certain tangent differential operator on Γ. These
operators are linear, all of their coefficients are infinitely smooth on the indicated
sets, and the orders of these operators satisfy the conditions
(29) ordA′ ≤ 2q − 1, ordB′j ≤ mj − 1, ordC
′
j,k ≤ mj + rk − 1.
We put
Λ′(u, v) :=
(
A′u, B′1u+
κ∑
k=1
C ′1,kvk, ..., B
′
q+κu+
κ∑
k=1
C ′q+κ,kvk
)
.
It follows from (26)–(28) that
(30) Λ(χu, χv) = χΛ(u, v) + Λ′(ηu, ηv) = (χf, χg) + Λ′(ηu, ηv).
Here, by the condition of the theorem,
(31) (χf, χg) ∈ Es−2q,ϕ,(0)(Ω,Γ) ⊆ Es−p+1−2q,ϕ,(0)(Ω,Γ).
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According to the premise of the implication, we have (ηu, ηv) ∈ Ds−p,ϕ,(2q)(Ω,Γ). It
follows from the latter inclusion and the inequalities (29) that
(32) Λ′(ηu, ηv) ∈ Es−p−(2q−1),ϕ,(0)(Ω,Γ) = Es−p+1−2q,ϕ,(0)(Ω,Γ)
in view of [22, 24, Theorem 4.13 and Lemma 2.5].
The formulas (30)–(32) gives the inclusion
(33) Λ(χu, χv) ∈ Es−p+1−2q,ϕ,(0)(Ω,Γ).
By virtue of Theorem 4 in the global case proved above, we conclude that (33)
implies the inclusion (χu, χv) ∈ Ds−p+1,ϕ,(2q)(Ω,Γ). In view of arbitrariness of the
indicated choice of χ, this inclusion means that the inference of the implication (25)
is true. Thus, we have proved this implication for each p ≥ 1.
Now, using the implication (25), we can prove Theorem 4 in the general case. By
the condition of this theorem, (u, v) ∈ D−∞,(2q)(Ω,Γ). It follows from this inclusion,
in view of (9) and (11), that
(u, v) ∈ Ds−λ,ϕ,(2q)(Ω,Γ) ⊆ D
s−λ,ϕ,(2q)
loc (Ω0,Γ0)
for a certain integer λ ≥ 1. Using the implication (25) successively for values p = λ,
p = λ− 1, ..., and p = 1, we conclude that
(u, v) ∈ D
s−λ,ϕ,(2q)
loc (Ω0,Γ0) ⇒ (u, v) ∈ D
s−λ+1,ϕ,(2q)
loc (Ω0,Γ0) ⇒ . . .
. . . ⇒ (u, v) ∈ D
s−1,ϕ,(2q)
loc (Ω0,Γ0) ⇒ (u, v) ∈ D
s,ϕ,(2q)
loc (Ω0,Γ0).
Thus, we have proved Theorem 4 in the general case. 
7. Applications
In this section, we will apply Theorem 4 to obtain new sufficient conditions under
which a generalized solution to the elliptic problem (1), (2) has continuous classical
derivatives of a prescribed order, specifically, is a classical solution. To this end,
we also use the following version [22, 24, Theorems 2.8 and 3.4] of the Ho¨rmander
embedding theorem [9, Theorem 2.2.7].
Proposition 4. Let an integer ℓ ≥ 0 and function ϕ ∈ M be arbitrarily chosen.
Then each of the embeddings Hℓ+n/2,ϕ(Ω) ⊂ Cℓ(Ω) and Hℓ+(n−1)/2,ϕ(Γ) ⊂ Cℓ(Γ) is
equivalent to the condition
(34)
∞∫
1
dt
t ϕ2(t)
<∞.
These embeddings are compact.
In connection with this proposition, we recall that, by the Sobolev embedding
theorem, the embedding Hσ(Ω) →֒ Cℓ(Ω) is equivalent to the condition σ > ℓ+n/2.
An analogous result is true for the Sobolev spaces over Γ. Thus, Proposition 4
refines, so to say, the Sobolev embedding theorem in the limiting case.
Applying Theorem 4 and Proposition 4, we can obtain the following result.
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Theorem 5. Let an integer ℓ meet the inequalities ℓ ≥ 0 and ℓ > 2q − (n + 1)/2.
Suppose that the condition of Theorem 4 is fulfilled for s = ℓ + n/2 and a certain
function ϕ ∈M that satisfies (34). Then u ∈ Cℓ(Ω0 ∪ Γ0).
Proof. Let a point x0 ∈ Ω0 ∪ Γ0 be arbitrary. We choose a function χ ∈ C
∞(Ω)
such that suppχ ⊂ Ω0 ∪ Γ0 and χ = 1 in a certain neighbourhood V0 of the point
x0. (Of course, the neighbourhood is considered in the topology of Ω.) According
to Theorem 4, we have the inclusion χu ∈ Hℓ+n/2,ϕ,(2q)(Ω). Applying Proposition 4,
we deduce that
χu ∈ Hℓ+n/2,ϕ,(2q)(Ω) = Hℓ+n/2,ϕ(Ω) ⊂ Cℓ(Ω).
Here, the equality holds true because ℓ + n/2 > 2q − 1/2 by the condition of this
theorem. Therefore, u ∈ Cℓ(V0). This means the inclusion u ∈ C
ℓ(Ω0 ∪ Γ0) in view
of arbitrariness of the choice of x0 ∈ Ω0 ∪ Γ0. 
Remark 1. The conclusion of Theorem 5 remains valid if we omit the condition
ℓ > 2q−(n+1)/2 and additionally suppose that u ∈ Hσ(Ω) for certain σ > 2q−1/2.
Indeed, if ℓ ≤ 2q − (n + 1)/2, then Hσ(Ω) ⊂ Cℓ(Ω) by virtue of the Sobolev
embedding theorem and the assumption σ > 2q − 1/2.
Let us formulate a version of Theorem 5 for the function vk, with k ∈ {1, . . . ,κ}.
Theorem 6. Let ℓ ∈ Z and ℓ ≥ 0. Suppose that the condition of Theorem 4 is
fulfilled for s = ℓ− rk+n/2 and a certain function ϕ ∈M that satisfies (34). Then
vk ∈ C
ℓ(Γ0).
Proof. Let a point x0 ∈ Γ0 be arbitrary, and let a function χ and neighbourhood
V0 be those as in the proof of Theorem 5. According to Theorem 4, we have the
inclusion χvk ∈ H
ℓ+(n−1)/2,ϕ(Γ). Hence, χvk ∈ C
ℓ(Γ) by Proposition 4. Therefore,
vk ∈ C
ℓ(V0 ∩ Γ). This means the inclusion vk ∈ C
ℓ(Γ0) in view of arbitrariness of
the choice of x0 ∈ Γ0. 
Remark 2. It follows from Proposition 4 that the condition (34) not only is sufficient
in Theorems 5 and 6 but also is necessary on the class of all the solutions considered.
Using Theorems 5 and 6 we can deduce the following sufficient condition under
which a generalized solution (u, v) to the elliptic problem (1), (2) is classical, i.e.,
u ∈ C2q(Ω)
⋂
Cm(Ω) and vk ∈ C
m+rk(Γ) for all k ∈ {1, . . . ,κ}. Here, we denote
m := max{m1, ..., mq+κ}.
Theorem 7. Let (u, v) ∈ D−∞,(2q)(Ω,Γ), and let u ∈ Hσ(Ω) for certain σ > 2q −
1/2. Suppose that the vector (u, v) is a solution to the elliptic problem (1), (2) whose
right-hand sides satisfy the condition
(f, g) ∈ E
n/2,ϕ1
loc (Ω,∅) ∩ E
m+n/2−2q,ϕ2(Ω)
for some functions ϕ1, ϕ2 ∈ M that meet the condition (34) with ϕ := ϕ1 and
ϕ := ϕ2 respectively. Then the solution (u, v) is classical.
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Proof. The inclusion u ∈ C2q(Ω) follows from the condition (f, g) ∈ E
n/2,ϕ1
loc (Ω,∅)
by virtue of Theorem 5 with ℓ := 2q, Ω0 := Ω, and Γ0 := ∅. Besides, the inclusion
u ∈ Cm(Ω) follows from the condition (f, g) ∈ Em+n/2−2q,ϕ2(Ω) in view of the same
theorem with ℓ := m, Ω0 := Ω, and Γ0 := Γ if we take into account Remark 1.
Finally, the inclusion vk ∈ C
m+rk(Γ) for every k ∈ {1, . . . ,κ} follows from the latter
condition by virtue of Theorem 6 with ℓ := m+ rk and Γ0 := Γ. 
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