Abstract This paper presents a novel orientation estimate approach named inertial guided visual sample consensus (IGVSAC). This method is intentionally designed for capturing the orientation of human body joints in freeliving environments. Unlike the traditional visual-based orientation estimation methods, where outliers among putative image-pair correspondences are removed based on hypothesize-and-verify models such as the computationally costly RANSAC, our approach novelly exploits prior motion information (i.e., rotation and translation) deduced from the quick-response inertial measurement unit (IMU) as the initial body pose to assist camera in removing hidden outliers. In addition, our IGVSAC algorithm is able to ensure estimation accuracy even in the presence of a large quantity of outliers, thanks to its capability of rejecting apparent mismatches. The estimated orientation from the visual sensor is, in turn, able to correct long-term IMU drifts. We conducted extensive experiments to verify the effectiveness and robustness of our IGVSAC algorithm. Comparisons with highly accurate VICON and OptiTrack Motion Tracking Systems prove that our orientation estimate system is quite suitable for capturing human body joints.
Introduction
Visual-inertial-based wearable orientation estimates are increasingly being used in a wide range of applications, such as ubiquitous health-care, indoor localization and navigation, and body motion tracking [1] [2] [3] [4] [5] .
The traditional way to estimate changes in orientation is the use of an inertial measurement unit (IMU), due to its quick response, non-invasiveness and compact size [6] . Unfortunately, this type of sensor is not widely applicable for long-term estimations because of its inherent accumulated drift, its wearable fluctuation, and soft tissue artifact [5] . Furthermore, regarding the scenario of ubiquitous health-care rehabilitation, minor errors during motion tracking will be amplified in the long run. For instance, for people suffering from Parkinson, a minor error may have undesirable consequences for patients' long-term recovery [7] . Some researchers (for instance: [19, 26] ) have come up with effective methods to conduct the MARG-based orientation estimations. It is worth noting that these estimations are robust even in the presence of magnetic disturbance. Yet, in the long run, these methods still fail to completely resolve drifting problems.
Visual sensors are characterized by stability and accuracy, and suffer little or no drift [27] . However, in the process of feature point matching, the identification of outliers among putative correspondences consumes much computational time. Worse still, estimation performance will deteriorate dramatically if mistaken matches exist. Other researchers, e.g., [8, 28] , have developed appearance-based methods for pose estimates. Since these methods no longer need to extract and match the feature points, they effectively shorten the computational time. Nevertheless, they are vulnerable to occlusions and lighting changes. Additionally, camera ranges are strictly limited. This constraint poses non-trivial restrictions for human motion capturing in free-living environments.
The visual and inertial integration (V-IMU) is a promising method for robust body orientation estimates. The basic principle is to take advantage of both techniques in terms of accuracy and frequency response. Generally, there are two types of V-IMU integration for orientation estimates: (i) camera fixed at specific locations; (ii) camera worn on human body. Researchers, e.g., [9] , have focused on approaches in which the selected multiple cameras are fixed on the predefined specific locations in the room combined with the inertial sensors worn on the subjects themselves to estimate the poses. However, subject self-occlusion and limited effective areas greatly restrict the overall performance. By comparison, the wearable monocular camera (MC) rather than multiple cameras can be adopted and combined with IMU [18, 20] to capture first-view scenes. This compact MC-IMU system facilitates wearability near human body joints. This method effectively avoids the scale loss problem associated with the monocular visual-based methods.
Despite the advantages of visual-inertial combinations, there still exist potential drawbacks that should be resolved. First, state-of-the-art visual-inertial fusion requires much computational time, especially in the outlier removal process. Second, most MC-IMU systems merely focus upon pose estimates and fail to take the IMU accumulated drifts into consideration. These accumulated drifts will cause system errors in the long term.
With respect to these problems in wearable MC-IMU orientation estimation, we propose a novel algorithm called inertial guided visual sample and consensus (IGVSAC). In IGVSAC, IMU outputs are exploited and imposed upon image putative correspondences to distinguish inliers and outliers preliminarily. The posterior Bayes Rule and Expectation Maximization are subsequently adopted to select the inliers among feature point matches step by step. Afterwards, optimal poses are obtained from these selected image inliers. Meanwhile, IMU drift is corrected by using the optimal orientation outcomes. The sub-millimeter accurate V I CON and OptiT rack motion tracking systems are exploited to validate our wearable MC-IMU system performance.
The main contributions of this paper are as follows:
(i) IMU motion prior information is exploited as the initial pose to assist visual sensor in deriving orientation estimates, which ensures the estimation accuracy even in the presence of a large quantity of image outliers; (ii) Given image putative correspondences and IMU prior information, only a few iterations are necessary for deriving the orientations; (iii) Even when the body moves with little or no translations, the orientation can still be recovered; (iv) A consistent parametrization mechanism is obtained that employs feedback control to compensate for IMU drifts.
The rest of the paper proceeds as follows: the background on inertial-based orientation estimation and camera twoview geometry are introduced in Section 2; In Section 3, our approach is described in detail: initial pose estimate from IMU; image outlier removal and optimal pose estimate; and IMU drift correction. In Section 4, the experimental results and analysis are given. In Section 5, the related work is introduced. Section 6 draws the conclusion.
Background
In this section, the mathematical formulations on inertial based orientation estimation and camera two-view geometry are introduced.
Initial pose estimate from IMU
The inertial measurements consist of three-axis accelerations α, three-axis angular rates ω, and three-axis magnetic strengths m. In our method, they are jointly fed into the adaptive gain orientation filter (AGOF) [19] 
where s e q α is the quaternion derived from accelerations and magnetic strengths; s e q w is the quaternion derived from angular rates; k t is the adaptive gain.
Quaternion-based orientation representation
The inertial quaternion s e q imu could be expressed in the form of s e q imu = q 0 + q 1 i + q 2 j + q 3 k. As for rotation representation, it must be of unit quaternion:
In (3), ω ∈ R 3 represents the rotation axis; θ ∈ R is the rotation angle about ω.
Twist and exponential map
Rigid body motion can be decomposed into rotation and translation [22] . Let us assume that {P ab , R ab } describes the relationship of inertial frame B with respect to frame A; Q a and Q b represent the coordinates of point Q in frame A and frame B respectively. Then Q a and Q b will satisfy the following homogeneous equation:
in which P ab represents displacement vector of the origin of frame B from the origin of frame A; R ab ∈ SO(3) denotes the orientation of frame B relative to frame A. SE(3) represents the Special Euclidean Space. Twist representation [22] is well known for its elegant solution and its simple linear representation for the motion model. For each homogeneous matrixḡ ab , there always exists a corresponding twist (υ,ω) in the tangent space se(3):
whereω is a skew-symmetric matrix corresponding to vector ω and υ is the velocity of body frame. υ is yielded by rotation axis ω and position q. Letξ ∈ se(3) represents the twist, then the exponential product ofξθ is an element that belongs to SE (3) given by:
If we define g global,n (0) as the initial configuration of a rigid body in reference n relative to the global frame, then the final configuration is given by:
e ξθ can be calculated via (9) and the Rodrigues formula:
Interpolation for initial pose estimate
Since IMU and camera sampling rates are not the same, we put forward with the interpolation for data consistency. Up to now, rotation R ac and translation P ac of body frame {c} relative to original frame {a} is obtained by means of aforementioned exponential map of twistξθ. Now, the task is to obtain relative rotation R bc and translation P bc between the relative consecutive frames {b, c}.
It is obvious that P bc = P ac − P ab , then the focus is on how to obtain the rotation R bc from IMU quaternions.
Assume that the Euler angles between consecutive frames {a, b} are {α b , β b , γ b }. Again assume that the Euler angles between frames {a, c} are {α c , β c , γ c }. Then the Euler angles {α bc , β bc , γ bc } between the consecutive frames {b, c} are given by:
After performing transformation from Euler angles to rotation matrix, we will obtain the relative rotation R bc between the relative consecutive frames {b, c}.
Camera model
The camera model is built on pinhole projections [21] : a 3D point is projected through the center of camera lens onto the image plane. The specific point P in world coordinates and the corresponding point p in image plane are related by camera matrix C 3×4 , i.e.,:
Notation "∼" is used to denote that equivalence is valid up to a multiplicative scalar; M 3×4 denotes the camera extrinsic matrix; K 3×3 denotes the camera intrinsic matrix. Points in image plane and in world frame are all represented in homogeneous form. The extrinsic matrix M 3×4 = [R, T ] refers to camera pose that relates 3D point in world frame coordinate to 3D point in camera frame coordinate via the rotation R ∈ R 3×3 and translation T ∈ R 3×1 . The intrinsic matrix K 3×3 maps the 3D point in camera frame coordinate to 2D point in image plane. In our method, K 3×3 is predetermined using the matlab calibration toolbox [25] and takes the form:
Here, f α and f β are the focal ratios; (u, v) are the principal points in X-and Y-directions respectively.
Feature point extraction and matching
Visual-based pose estimate requires robust and fast implementations of feature point extraction and matching. Speeded up robust feature (SURF) [15] is well-known for its efficiency in extracting and describing feature points; in particular, it requires less computational time with respect to scale invariant feature transform (SIFT) [14] . In addition, SURF is, to some extent, invariant to scale ambiguity and illumination changes. Thus, SURF is selected for feature point extraction and description.
Two-view epipolar geometry
As illustrated in Fig. 1 , a world point P is observed from two viewpoints by the moving camera. P is projected onto the consecutive images labeled p and p respectively in the left and right images. l 1 and l 2 are the epipolar lines that correspond to x 2 and x 1 ; e is the epipole in image1 that all epipolar lines pass through. The same property holds for epipole e in image2. These two points, located at x 1 and x 2 in the image planes, are related by the fundamental matrix F . The epipolar constraint is given by
Algebraically, F represents the epipolar geometry and has rank 2. The prevalent method to obtain F is the 8-point algorithm. Similar to fundamental matrix F , the essential matrix E is able to relate the corresponding points p and p in the camera coordinates. E consists of T ranslation (T ) and Rotation (R). The relationship between F and E is
where K is the camera intrinsic matrix.
[T ] × is the skewsymmetric 3×3 matrix corresponding to camera translation.
Methodology
Our orientation estimation system consists of three parts: (i) initial pose estimates from IMU; (ii) image outlier removal and optimal pose estimates; (iii) IMU drift correction, as shown in Fig. 2 .
IMU-guided visual sample and consensus
This part introduces the details on outlier removal and how we derive the accurate body orientations using inertial and visual sensors. In general, IGVSAC proceeds by firstly using IMU output as the initial pose. Afterwards, the initial poses are applied to detecting outliers among putative Fig. 2 The framework of the proposed approach for body orientation estimate image-pair correspondences iteratively using Expectation Maximization. Eventually, these selected inliers will give rise to the optimal orientation. The optimal output, in turn, feedbacks to IMU in correcting its long-term drifts.
IGVSAC formulation
Assume that putative correspondences contain a large amount of correct matches (inliers) and a few false matches (outliers). We define the set of unknown objective parameters as follows:
where R and T represent body rotation and translation respectively. O n symbolizes the putative correspondence label set that consists of n point correspondence labels, where {o i |o i ∈ {0, 1}, 1 ≤ i ≤ n} denotes the ith point correspondence label: o i = 1 implies the ith sample which belongs to inlier group; o i = 0 implies the ith sample which belongs to outlier group. Ideally, we would like to seek the model that maximizes the probability P (R, T ) given image putative correspondences and initial {R 0 , T 0 } calculated from IMU quaternions. However, the algorithm is, in general, largely dependent upon the initial value P (R 0 , T 0 ) in the sense that inappropriate initial values will result in suboptimal solutions. Thus, the appropriate initial values count for a great deal in our maximization algorithm. In IGVSAC, the initial values are determined by IMU outputs rather than randomly chosen, which dramatically avoids the suboptimal solution occurrence.
In IGVSAC, the goal to estimate the body pose is equivalent to maximize the posterior probability of
where (η 1 , η 2 , · · · η n ) symbolizes the consecutive image putative correspondences:
Maximum posteriori estimation
Using Bayesian Rule, the likelihood P {(η 1 , η 2 , · · · η n ) |θ} is given as:
Note that P (η 1 , η 2 , · · · η n ) is the prior joint likelihood of consecutive feature matches. Each component η i in {η 1 , η 2 , · · · η n } is assumed to be independent and identically distributed.
The goal in searching the most suitable θ is then converted to maximizing the posterior probability in (21) . By plugging in (18) , (19) , (20) and dropping the term P (η 1 , η 2 , · · · η n ) (as it does not depend on θ ), we then obtain the optimal solution on θ :
By minimizing negative log-likelihood of the above function, we obtain the final objective function as follows:
In (23), P {η i |θ} is obtained by using the following equations:
Function f (x n ) represents the epipolar line corresponding to the feature point x n . "y n − f (x n )" symbolizes the distance between the feature point x n and the epipolar line f (x n ). Parameter n has only two values: 0 and 1, in which "1" means the current frame feature point and "0" means the previous frame counterpart. σ is the standard deviation that is determined after calculating all the sample Euclidean distances to their mean value. P {η i |θ} is determined based upon the assumption that the error variable for inlier obeys Gaussian distribution, while error variable for outlier conforms to uniform distribution. γ refers to the percentage of inliers among the whole putative correspondences. γ changes within a few iterations until convergence. Parameter S is the predefined search window area, which, in our case, is 100 pixels.
The posteriori P o j |{R, T } rests upon the larger likelihood between P (o i = 1) and P (o i = 0):
where 2 n=1 (y n − f (x n )) 2 refers to the Epipolar Sampson
Errors [21] . The likelihood of P (R, T ) is given by
where y im refers to the i − th inlier; D o j represents the o j outlier distance, which in our case is set as 15 pixels.
EM estimation
In order to label the putative correspondences and to calculate the body poses, we seek to leverage the expectation maximization (EM) method. EM proceeds within two phases: Expectation step and maximization step. In the first step, we use the previous motion estimates {R, T } old to find the posterior distribution of these latent variables and assign them as inliers or outliers. In the second step, the maximum likelihood function is calculated and the solution θ is obtained during each iteration. In our case, the hidden variable o i obeys the Bernoulli distribution {0, 1} and it is derived via (25) and (26).
IMU drift compensation
In the long term, IMUs suffer from drift problems. These problems can be attributed to the fact that MEMS sensor like gyroscope is severely disturbed by random noises; magnetometer readings are sometimes contaminated by magnetic materials nearby. For example, if we put the IMU untouched and kept still on table, the axes will drift away after long periods of time. Thus, it is imperative to implement the periodic IMU correction. This paper introduces a novel drift correction method. We take advantage of feedback control strategy to periodically correct the orientations from the IMU.
In the static situation, both body frames (inertial frame and camera frame) experience little or no movements. Meanwhile, the corresponding feature point locations between the consecutive frames vary little. In this context, the more reliable camera data accounts for the body orientations. The IMU static drift correction is conducted. Gyroscope readings will be taken as zero, the accelerometer outputs will be taken as only gravity components and the quaternions q t will be reset as q t−1 (i.e., the value at time t − 1).
In the dynamic situation, the system rotation and translation: {R, T } derived from camera will be leveraged for IMU drift compensation.
The relationship between quaternion and rotation matrix is expressed as follows [22] :
Given rotation matrix between the initial state to time instant t 1 , we will obtain rotation matrix R t 2 at time instant t 2 and consequently the quaternion at time instant t 2 will be yielded as depicted in (28) .
The IMU long-term drifting issue is solved using this feedback control strategy. Since the visual-based orientation estimate is more reliable and accurate despite the fact that sometimes it may fail if there exists blurred image or false matches, but these two cases can be eliminated or largely relieved while using dynamic IMU measurements. 
Experimental evaluation
To evaluate the performance of our proposed approach for image-pair outlier removal and orientation estimate, we conduct several experiments. In this section, our wearable MC-IMU system setup, the experimental results and analysis are given as follows.
System setup
In our wearable MC-IMU system, the monocular camera shown in Fig. 4a (Imaging Source product: DFK23GV024, Camera Lens: H V 7517, focal length: 7.5 mm), samples the data at 5 fps for static mode, 10 fps for slow motion mode, and 20 fps for fast motion mode.
We designed an IMU board as shown in 
Experiments and analysis

Identifying inliers
We tested the performance of our proposed IGVSAC algorithm and verified the feature-point correspondences on real image pairs taken from our lab. In our experiments, the putative correspondences were computed using SURF feature-point nearest matching rule. Then the uncertainty analysis was carried out [30] : comparison of our IGVSAC algorithm with other prevailing methods, i.e., RANSAC, MSAC, MLESAC, and 2-Point-RANSAC.
The putative correspondences are represented with red circles and connected by red lines as shown in Fig. 5 . Apparently, before sample and consensus (SAC) methods, quite a few mismatches exist which deteriorate the calculation of fundamental matrix and will further result in mistaken camera pose estimates. By contrast, SAC methods dramatically lower the percentage of outliers among selected correspondences. Table 1 reveals the number of inliers and outliers via SAC methods. The traditional SAC methods: RANSAC, MLE-SAC, MSAC are capable of alleviating the effect of outliers on pose estimate but fail to eliminate all the outliers due to their randomness in sampling as well as their limited number of iterations. IMU-2-Point RANSAC method consumes less computational time in removing outliers but it still has five mismatches since it relies heavily on IMU gyroscopic data for rotation. It is noteworthy that our proposed IGVSAC algorithm outperforms these prevailing methods in computational time and in removing outliers. Unlike the other four methods, the reason why our IGVSAC has no mismatches is that IGVSAC fully uses IMU measurements {R 0 , T 0 } to iteratively remove outliers.
To verify the IGVSAC effectiveness in removing visual outliers, we have also performed the SAC comparisons upon our collected visual-inertial datasets (available online). 1 Among the 1113 images, 634 image pairs were selected. Among these image pairs, the variances like illumination changes, motion blurs, moving objects are all included. As shown in Table 2 , the performance of SAC methods was Putative correspondences represented by red circles and connected by red lines. c Detected inliers using RANSAC. d Detected inliers using MSAC. e Detected inliers using MLESAC. f Detected inliers using IMU-2-Point RANSAC. g Detected inliers using our proposed IGVSAC algorithm 
Camera adaptive frame rate
Our camera sampling rate is dynamically determined by rotation angle θ derived from IMU measurements rather than a constant value. The sampling rate will be set to 5 Hz if θ is lower than 20 • . It will be increased to 10 Hz if θ is between 20 • and 60 • . For θ greater than 60 • , the camera sampling rate will be maximized to 20 Hz. Figure 6 shows the camera sampling rate changes with respect to IMU rotation angles. The red curve symbolizes the IMU angle estimates along with time. The blue curve represents the camera sampling rate with respect to IMU angle changes. This camera-adaptive-frame-rate strategy enhances the system robustness since it substantially lowers the effects of image blurring for abrupt rotation as well as the meaningless over-sampling for slow motion or static scenes.
Visual-inertial motion tracking
In our experiments, the visual-inertial motion tracking was performed on both the robotic arm and the human arm. In the robotic arm motion tracking, the Camera-IMU system was fixed on one robotic joint, shown in Fig. 7a . Two groups of OptiTrack rigid markers were mounted to the adjacent joints. One screenshot of camera feature matching is shown in Fig 7b. The recovered joint orientation is shown in Fig. 7c , marked with red line.
The movements consisted of joint waving left and right, elbow twisting. The tests were repeated two times. From  Fig. 8 , it can be seen that yaw and pitch angles between IGVSAC and ground truth match significantly. By contrast, roll angle curve shows periods of fluctuations around ground truth. This is because the joint motor jitters along xdirection. The estimated yaw-pitch-roll angles were compared with ground truth in Table 3 . The angle difference and correlation between the estimations and ground truth are given by Fig. 6 The relationship between camera sampling rate and IMU rotation angles
where the subscript M denotes the measurements from I MU, MC − I MU(KF ) and I GV SAC; subscript G represents the measurements from ground truth. It can be seen that in contrast to IMU-based and MC-IMU(KF)-based methods, the proposed IGVSAC based method achieve comparatively accurate orientation estimations. For human arm capturing, two IMUs were fixed on the subject right arm planar region near the elbow and ulnar region near the wrist respectively. The monocular camera was fixed beneath the IMU that was used to track elbow movements. In order to seek a reliable estimation for the position and orientation of human arm movements, we sought to numerical algorithms for solving inverse kinematic problems. As previously mentioned in Section 2, we adopted exponential map of twist that maps (υ, ω) to rotation and translation (R, T ). It is assumed that IMU and camera are rigidly fixed and attached to the planar region near the elbow joint. The transformation between IMU frame {I } and camera frame {C} is computed using [23] . To validate the performance of our IGVSAC method, we resorted to VICON motion capture system that provides ground truth. Seven reflective markers were affixed in proximity to the elbow and wrist. The positions of the reflective marker for elbow and wrist, which are derived from VICON, served as the benchmark. Figure 9 shows a screenshot of arm motion tracking. The participant was required to perform a series of gentle and smooth upper arm movements, i.e., arm lifting up and down, arm waving left and right and forearm bending over. In order to make the numerical solution robust, the subject was asked to move the arm with both rotations and translations during twisting movements.
In the tests, elbow angles around X-, Y-, and Z-were calculated from MC-IMU measurements and compared with ground truth. In Fig. 10 , the blue curve represents the angle from VICON truth, whereas the red one shows the angle estimated from MC-IMU respectively. Y-axis (vertical axis) is defined as the direction to which the subject extends his arm parallel to the ground and perpendicular to the main body in the initialization stage. These two curves present the angle differences in the current frame with respect to the initial reference. In these experiments, three types of movements were conducted in arm motion tracking tests, i.e., up and down, left and right, flexion and extension. The first two peak-and-trough pairs, which are denoted as Instance 1 and 2, reveal arm moving up and down for As can be seen, in the first type of movements, the curves match pretty well with VICON data curve. In the second and third stage, however, severe discrepancies between the MC-IMU curve and the VICON curve are visible. The reason for these differences is that soft tissue artifacts exist and they become more apparent when the subject conducts specific movement like forearm bending over. It affects the wearable MC-IMU sensor measurement accuracy and further deteriorates motion tracking accuracy.
Besides, we also conducted the angle curve comparisons among IMU, MC-IMU using Kalman filter, MC-IMU using IGVSAC. Three types of upper arm movements (i.e., arm lifting up and down, arm waving left and right, forearm bending over) are performed and repeated twice for about three minutes in total. The corresponding angle curve average differences and correlations are shown in Table 4 . The inertial based arm motion tracking [5] takes advantage of IMU measurements and employs the AGOF filter to estimate the body joint orientations. In [18] , the system combines both IMU and monocular camera to conduct the orientation estimation based upon Kalman filter. However, it over-depends upon inertial measurements, which turns out to be less accurate than our method. Table 4 shows that the monocular camera, to a large extent, assists IMU in improving angle estimate accuracy. IGVSAC outperforms Kalmanfilter-based MC-IMU method because it fully exploits the visual and inertial data in calculating the optimal angles through iterations.
IMU drift correction
During the inertial-based orientation estimation, IMU, such as Xsens sensor, may be free of apparent long-term drifting since the sensor bias is accurately estimated and compensated. However, what invariably happens is that occasional vibrations and fluctuated sensor biases [19] appear. Worse still, in the presence of ferromagnetic interference and soft tissue artifact, the drifts will exacerbate. IMU drift correction is somewhat imperative, especially in the indoor environments wherein severe magnetic disturbance occasionally occurs. In this paper, the IMU drift correction is conducted, as shown in Fig. 11 , under the circumstances of magnetic disturbances and occasional subtle jitters. Originally, IMU is being fixed with its Z-axis vertical to the ground marked with blue line which is shown in computer screen using OpenGL software; its X-axis parallel to the ground marked with red line; its Y-axis perpendicular to X-and Z-axes marked with green line. During the whole estimation process, IMU is kept static and subject to the conditions where ferromagnetic materials such as the printer and laptop are placed nearby. Besides, subtle vibrations were added in the test to simulate the human body soft tissue artifacts. Figure 11a depicts the IMU drifts over time along Z-axis. By comparison, when we added the camera to assist IMU, its drift turned out to be dramatically constrained, as demonstrated in Fig. 11b . Figure 12 shows the IMU drifts over time and its corrections using visual assistance. The upper plot shows the angle fluctuates about 5 • for more than 30 min. Whereas the lower plot displays waveform of angles after visual correction that reduces the fluctuation of IMU drift to less than 0.5 • . This contrast proves that our orientation system is able to constrain the IMU long-term drifting. The reason why our IGVSAC lowers the IMU drifting effect is that camera features in stability and suffers little or no drifting issue. Thus, the more stable and accurate camera estimation outcomes could assist IMU in drift compensation.
Related work
In this section, three types of wearable orientation estimate methods (i.e., inertial based, visual based, and visualinertial based) are introduced. Then, the state-of-the-art outlier removal methods are classified into three categories: statistical regression, sample and consensus, multi-model consensus. The corresponding pros and cons of each type are listed and compared.
Wearable orientation estimate
Inertial-based orientation estimate
In inertial-based orientation estimate, some researchers (for instance: Madgwick et al. [26] , Tian et al. [18] ) have come up with effective methods to conduct the MARG sensor orientation estimation. Their methods are encouraging. But the drifts still exist, to some extent, in the long run due to the MEMS random noises. Additionally, Hu and Sun [31] proposed to add a soft constraint on the linear acceleration (of which the expectation is approximately zero) and further formulate this variable as a zero-mean white noise. This constraint is suitable largely to the specific movement that the subject stops or moves at a constant speed. Additionally, inertial sensor measurements are susceptible to the sensor subtle vibrations and the ferromagnetic material disturbances like printers and laptops [6] . Thus, the long-term accuracy is still unable to be guaranteed if the subject performs irregular and abrupt movements with occasional external interference.
Visual-based orientation estimate
In comparison with inertial-based orientation estimation, some researchers have proposed to employ a group of wearable cameras. For example, Shiratori et al. [32] attached 16 outward-looking cameras to the limbs for calculating the subject joint angles as well as root poses through nonlinear optimization. One drawback of their system is the heavy computational burdens since it requires a whole day of processing for simply one minute's capture.
Visual-inertial-based orientation estimate
Visual-inertial orientation system employs IMU [17, 18] to assist camera in achieving pose estimation. Hardegger et al. [1] fused the foot-mounted inertial measurements with visual local landmark map in the particle filter framework for 3D Action SLAM in the indoor scenarios. Its sub-room accuracy in multi-floor environment proves its applicability to visual-inertial indoor localization. Tian et al. [19] adopted the AGOF orientation filter from IMU outputs to impose the constraint in orientation changes upon putative correspondences and consequently shortens the computational time. Yet it should be noticed that the orientation from AGOF filter is not accurate enough to assist camera in achieving essential matrix. In [20] , Troiani et al. utilized IMU and two points (randomly selected from point correspondences) in removing outliers. This method significantly decreases the computational time, but it still neglects to solve the randomness in model sets selection. Similarly, researchers in [10] exploited gyroscopic data and image sequences to estimate orientations. Their method tried to detect the vanishing points and fused them with inertial measurements in the Kalman filter pipeline. Yet it is only applicable to manmade environments which are rich in vertical and horizontal line features, thus it is not suitable for natural environments. In [29] , Panahandeh et al. employed inertial data and visual ground planar features to conduct ego-motion estimation. Their two steps in removing outliers, namely homography-based rejection step and normal-based rejection step efficiently preserve the inliers and consequently ensure the pose estimation accuracy. But their homographybased step restricts its applications with the camera lens downward to the ground plane.
Outlier removal
During the visual-based orientation estimate, establishing the reliable correspondences between two consecutive images, undoubtedly, plays a critical prerequisite. Two points will be selected as a putative match if their corresponding descriptors (e.g., SIFT descriptor [14] , SURF descriptor [15] ) are the most similar under a predefined threshold among the putative correspondences. However, even after descriptor similarity constraints, there still exist false matches among putative correspondences due to lightening changes, similarlooking features, etc. Thus, the outlier removal pre-processing step should be implemented for the initial putative correspondences. Generally, visual-based outlier removal methods can be categorized into three types as follows:
Statistical regression methods
Least mean squares (LMS) and least median mean squares (LMedS) [24] belong to these type and are well known for their simplicity and computational effectiveness. However, the outliers are not thoroughly removed in the putative correspondences, which will result in false or even unacceptable model parameterizations in the subsequent procedures, i.e., the mistaken essential matrix from the epipolar constraints using the matches mixed with inliers and outliers.
Sample and consensus methods
Sample and consensus (SAC) is prevalent for outlier removal. It operates according to the hypothesize and verify framework. RANSAC [11] is the first algorithm that exploits an iterative approach consisting of two stages: hypothesis stage and verify stage. Hypothesis stage is to use the minimal number of samples to estimate the specific model followed by the second stage that the generated hypothesis is then verified on the remaining samples and the hypothesis with the highest consensus (i.e., the maximum number of inliers) is selected as the final solution. This procedure is repeated within a certain number of iterations until the optimal or suboptimal solution is obtained.
In comparison with RANSAC that aims at maximizing the number of inliers, M-SAC [13] tries to minimize the cost function within which an explicit variable is proposed to assign the sample as inlier or outlier. Similarly, MLE-SAC [12] minimizes the negative log-likelihood function in the probabilistic framework to remove outliers under the assumption that inlier noise conforms to Gaussian distribution and outlier noise conforms to uniform distribution. Likewise, a vector field [16] is constructed under the same general assumption. Apart from that, regularization parameter λ is introduced in the vector kernel function in Reproducing Kernel Hilbert Space (RKHS) to impose the smoothness. These hypothesize-and-verify methods dramatically improve the effect in outlier removal. But the major limits are threefold: (i) The use of inappropriate thresholds may deteriorate the performance in the Consensus stage: a low threshold will bring insufficient inliers for model parametrization and a high threshold will result in undesirable outliers for the object models; (ii) It may sometimes yield suboptimal solutions rather than global optimal solutions, which boils down to its limited number of iteration and its random sample selection. (iii) The performance of these SAC methods are considerably affected by the percentage of outliers among putative correspondences: the higher the percentage of outliers scores, the poorer performance SAC methods will achieve.
Multi-model consensus method
As the name suggests, additional sensors like IMU and the depth sensor are availed to assist outlier removal among the putative correspondences. Apart from using inertial sensor, some researchers such as Kerl et al. [8] fully exploited all color information as well as all depth information provided by RGB-D sensors. Rather than applying the feature point detection and matching, they took advantage of all image pixels and came up with an optimal solution for body poses (R, T ) by minimizing their introduced objective cost functions. Apparently, the RGB-D method is quite suitable for pose estimate, but it is computationally expensive and is hardly applicable for resource-constrained wearable human body capturing.
Conclusion
A novel wearable orientation estimation method, named inertial guided visual sample consensus (IGVSAC), is presented in this paper. Our algorithm effectively resolves the major limitations of visual-based estimations: inaccuracy and heavy computational burdens. Besides, the optimal estimate jointly calculated from visual and inertial data is able to provide feedback to IMU to correct its long-term drifts. The experiments on elbow orientation estimations prove that our IGVSAC approach is quite suitable for wearable human motion capturing.
In the future, we will further address the issues that exist in our IGVSAC algorithm. It is known that visual-based orientation estimate is primarily based upon feature point detection and matching for obtaining essential matrix. However, in some undesirable cases (e.g., image scenes cast from walls or windows with little or no textures, joint twists with little or no baseline), it will be inaccurate or even impossible to recover the essential matrix. Thus, in future work, we will focus on MC-IMU based orientation estimates in these scenarios.
