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CONVOLUTION ESTIMATES FOR MEASURES
ON SOME COMPLEX CURVES
HYUNUK CHUNG AND SEHEON HAM
Abstract. We consider the convolution operator for a measure supported on com-
plex curves. The measure which we consider here is an analogue of the affine ar-
clength measure for real curves. By modifying a combinatorial argument called
the band structure argument, we prove the (nearly) optimal Lorentz space esti-
mates. This includes the optimal strong type estimates as special cases. The
complex curves we consider here are the ones considered for the Fourier restriction
estimates for complex curves in [1].
1. Introduction
Let h(z) = (z, z2, . . . , zd−1, φ(z)), d ≥ 2, be a complex curve of simple type in Cd,
where φ(z) is an analytic function defined on a region Ω ⊂ C. This is regarded as a
2-dimensional surface in R2d defined by the real mapping
z = (x, y) 7→ h(x, y) = (x, y, x2 − y2, 2xy, . . . ,Re(φ(z)), Im(φ(z))).
We consider a convolution operator for a measure supported on the range of h,
defined by
Af(ξ) =
∫
D
f(ξ − h(z)) |φ(d)(z)|
4
d(d+1) dµ(z).
Here D is the unit ball in R2, f is a Borel function on R2d, and dµ(z) is the surface
measure dµ(z) = dµ(h(z)) = dxdy, where z = x+ iy. We have |φ(d)(z)|
4
d(d+1)dµ(z) =
cd | det(h′(z), h′′(z), . . . , h(d)(z))|
4
d(d+1) dµ(z), which is an analogue of the affine ar-
clength measure in the case of real curves.
It is obvious that A : L∞(R2d) 7→ L∞(R2d), and by duality A : L1(R2d) 7→ L1(R2d).
By interpolation between these trivial estimates, we see that A : Lp 7→ Lp for all
1 ≤ p ≤ ∞. We are interested in determining how much the integrability can be
improved via the measure
|φ(d)(z)|
4
d(d+1)dµ(z) =: dσ(z).
In the nondegenerate case, i.e. when φ(z) = zd, one can see that A is not of restricted
weak type (p, q) outside of the (closed) trapezoid R with vertices at (0, 0), (1, 1),
(1/pd, 1/qd), and (1/q
′
d, 1/p
′
d) in the plane. Here pd =
d+1
2
and qd =
d(d+1)
2(d−1)
. (We will
discuss the necessary conditions in Appendix B.) Hence, if we show the restricted
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weak type for A at (pd, qd) (then by duality A is also of restricted weak type of
(q′d, p
′
d)), then A is of strong type (p, q) on R except for the points (1/pd, 1/qd) and
(1/q′d, 1/p
′
d). In addition to the restricted weak type at (pd, qd), we will show the
optimal boundedness of A on the scale of Lorentz spaces.
The following is our first result.
Theorem 1.1. Let d ≥ 2 and φ(z) = zN for a nonnegative integer N . Then there
exists a constant C = C(d,N) such that
‖Af‖Lqd,v(R2d) ≤ C‖f‖Lpd,u(R2d) for u < qd, pd < v, and u < v.(1)
Here C = C(d,N) depends only on d,N .
This implies that A is of strong type in R. This result relies on an estimate for
a lower bound of some Jacobian (see Section 2) arisen from the Fourier restriction
theorem for complex curves (see [1]), where a uniform Fourier restriction estimate for
polynomial curves of simple type for d = 3 was also obtained. Using this, we thus
get the following.
Theorem 1.2. When d = 3 and φ(z) is a polynomial of degree at most N , (1) holds
for h(z) = (z, z2, φ(z)) and a constant C = C(N), which depends only on N .
For a two-dimensional surface h(z) = (z, φ(z)) in R4, where φ(z) is not necessarily
holomorphic, Drury and Guo [16] showed the L3/2(R4) → L3(R4) boundedness for
the convolution operator defined by an induced measure on the surface h(z) under
some nondegeneracy conditions on φ(z).
Our approach basically follows the case of real curves. Let γ(t) : I = [0, 1] 7→ Rd
be a smooth space curve in Rd. Let us denote the affine arclength measure along γ(t)
by
w(t)dt = [det
(
γ′(t), γ′′(t), . . . , γ(d)
)
]
2
d(d+1)dt.
There has been much work about estimates for the convolution operator given by
Bf(x) =
∫
I
f(x− γ(t))w(t)dt.
When γ(t) = (t, t2, . . . , td) i.e. w(t)dt ∼ dt, Littman [21] (d = 2) and Oberlin
[22, 23, 25, 26] established the strong type (pd, qd) for d = 3 and the restricted weak
type (pd, qd) for d = 4. The endpoint case in d = 2, i.e. L
3/2,r(R2) → L3,r(R2)
estimate for all p2 = 3/2 ≤ r ≤ 3 = q2 was shown by Bak, Oberlin, and Seeger
[2]. The estimate L2(R3) → L3/2,2(R3) (which is the case u = v = p3 = 2) was
established by Bennett and Seeger in [6], where the result was proved by analyzing
the singularities of the phase function of a certain oscillatory integral operator. When
d ≥ 2, Christ [9] proved the restricted weak type (pd, qd) for B by using the band
structure argument. This argument was extended by Stovall [30] to establish the
Lpd,u → Lqd,v estimates for u < qd, v > pd, and u < v.
Gressman [20] proved the restricted weak type (pa, qa) for a class of monomial
curves γ(t) = (ta1 , . . . , tad) for positive integers a1 < · · · < ad, and for w(t) =
|t|b, −1 < b ≤ 0. Here, (pa, qa) depends on the exponents a1, . . . , ad, where a =
(a1, . . . , ad). See also [29, 24, 8] for the d = 3 case.
CONVOLUTION ESTIMATES FOR MEASURES ON SOME COMPLEX CURVES 3
For more details on the history related to general classes of curves, we refer to
[31, 11] and the references therein. Here we will focus on some results related to
our work. Drury [15] introduced the affine arclength measure to obtain optimal
Lp2 → Lq2 estimates for (t, p(t)), where p(t) satisfies some technical assumptions.
(See also [7].) Let γ(t) = (P1(t), . . . , Pd(t)) for arbitrary polynomials Pi(t), 1 ≤ i ≤ d.
When d = 2, Oberlin [26] showed optimal Lp2 → Lq2 boundedness of A, where the
constant depends only on the maximum degree of the polynomials. Dendrinos, Laghi
and Wright [11] obtained the uniform boundedness of B in some Lorentz spaces
when d = 3, which was an extension of the case γ(t) = (t, P1(t), P2(t)) established
by Oberlin [26]. For the general dimension, Stovall [31] proved the Lpd,u 7→ Lqd,v
boundedness whenever u < qd, pd < v, and u < v.
For curves with less regularity, more conditions on the torsion were needed. Oberlin
[28] proved the sharp strong type boundedness for B in d = 2, 3, 4 for certain flat
curves of simple type, where the weight function is monotone and log-concave. For
the higher dimensional cases it seems to be difficult to construct the band structure.
Recently, Dendrinos and Stovall [13] proved the restricted weak type estimates for
certain curves (not necessarily simple) with low regularity under monotonicity and
concavity assumptions on the affine arclength measure. They also obtained strong
type (pd, qd) for the monomial-like curves. By suitably ordering certain parameters,
they efficiently avoid the band structure argument.
We basically follow the argument in [31], which exploited geometric inequalities
arisen from Fourier restriction estimates for polynomial curves (see [14]) and the
band structure argument in [9, 30].
As in the study of the Fourier restriction estimates for space curves, properties of
the mapping (t1, . . . , td) 7→
∑d
i=1 γ(ti), such as finite generic multiplicity and a lower
bound for the Jacobian, are required in this paper to perform a change of variables.
As in [31], which relied on the uniform estimates for the Jacobian in [14], we rely on
an analogous (but weaker) result in [1], related to the Fourier restriction estimates for
complex curves. In fact, we can decompose C into finitely many disjoint regions such
that the holomorphic Jacobian of the mapping (z1, . . . , zd) 7→
∑d
i=1 h(zi) is bounded
below on each region by the complex Vandermonde determinant and the arithmetic
mean of |φ(d)(z1)|, . . . , |φ(d)(zd)|. See Section 2 for more details.
We wish to point out here that the affine arclength measure was first used in the
study of the Fourier restriction estimates for various classes of degenerate curves to
allow the possibility of uniform estimates by mitigating the degeneracy of the torsion
of the curve. (See [3, 4, 5, 12, 14, 15, 17, 18, 32] for the case of degenerate real curves,
and see [27, 1] for complex curves.)
The usual treatment of the affine arclength measure involved a lower bound of
a certain Jacobian in terms of the geometric mean of the translates of the torsion.
Here, following [5, 1], we will exploit a stronger estimate involving the arithmetic
mean (or, equivalently, the maximum) of the translates of the torsion (in Lemma
2.1 and 2.2) rather than their geometric mean. Using max1≤i≤d |φ(d)(zi)| instead of∏
1≤i≤d |φ
(d)(zi)|
1
d , our computation can be simplified quite a bit, since it allows us to
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manipulate the exponents easily by choosing c1, . . . , cd appropriately such that
max
1≤i≤d
|φ(d)(zi)| ≥
∏
1≤i≤d
|φ(d)(zi)|
ci , where
d∑
i=1
ci = 1.
If one can obtain Lemma 2.1 for complex polynomial curves in general dimensions,
Theorem 1.1 may be extended to cover those curves by using the modified band
structure argument for complex variables. The idea is to consider balls in C in place
of the distance between real variables, which we will explain in more detail in Section
3 (which was motivated by the proof of Lemma 5.3). By this we can obtain an
estimate on Lorentz spaces.
For the optimal estimate we need further observations, which will be given in
Section 4. For the case d = 3, the argument is simpler, since it does not need
the band structure argument. This case will be discussed in Section 5 for the sake
of completeness. The standard method to obtain Theorem 1.1 and 1.2 from the
main lemmas in Sections 3 and 4 was established by Stovall [30]. For the sake of
completeness a detailed proof will be given in Appendix A. The necessary conditions
on the indexes pd, qd, u, v will be discussed in Appendix B.
2. Lower bounds for the Jacobian
In this section, we recall the lower bounds for the Jacobian for h(z) = (z, z2, φ(z)),
where φ(z) is an arbitrary polynomial. Let JC(z1, z2, z3) be the determinant of the
holomorphic Jacobian of the mapping (z1, z2, z3) 7→ Φh(z1, z2, z3) = −h(z1) + h(z2)−
h(z3). Then C is decomposed into a bounded number of regions, on which a lower
bound of JC(z1, z2, z3) may be given as follows.
Lemma 2.1 (Lemma 4.2 in [1]). There exists a positive integer M = M(N) and
a collection of convex open sets B1, . . . , BM , which are pairwise disjoint, such that
C = ∪Mℓ=1Bℓ ignoring null sets. Moreover, there exists a constant c(N) > 0 such that
for 1 ≤ ℓ ≤M ,
|JC(z1, z2, z3)| ≥ c(N)V (z1, z2, z3)max{|φ
′′′(z1)|, |φ
′′′(z2)|, |φ
′′′(z3)|},
whenever z1, z2, z3 ∈ Bℓ. Here V (z1, z2, z3) = |z2 − z1||z3− z1||z3− z2| is the Vander-
monde determinant.
Let us describe the set Bℓ in brief. Fix a zero u1 of φ
′′′(z) and denote the other
N −4 zeros by u2,. . . ,uN−3 such that |u2−u1| ≤ · · · ≤ |uN−3−u1|. Set S(u1) = {z ∈
C : |z − u1| < |z − uk| for k = 2, . . . , N − 3}. By translation, we may assume that
u1 = 0. Then we define the gap annuli Gk and the dyadic annuli Dk by
Gk = {z1 ∈ C : A|uk| ≤ |z1| ≤ A
−1|uk+1|} for 1 ≤ k ≤ N − 4,
Dk = {z1 ∈ C : A
−1
1 |uk| ≤ |z1| ≤ A1|uk|} for 2 ≤ k ≤ N − 3,
and GN−3 = {z1 ∈ C : A|uN−3| ≤ |z1|}. Here A and A1 are appropriate constants.
(See the proof of Lemma 4.2 in [1].) In addition, let us consider the collection of
narrow sectors {∆} centered at the origin with angle ε, which cover C. Since the
operator A is invariant under an affine transformation, it suffices to consider one
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sector ∆ = {z = reiθ : 0 < r, θ ∈ (0, ε)}. Then Bℓ is a convex subset of S(u1)∩∆∩Ek
for some Ek = Gk or Dk. By the proof of Lemma 4.2 in [1], we have that
(2) |φ′′′(z)| ≈
N−3∏
n=k+1
|un||z|
k =: Hk|z|
k
whenever z ∈ Bℓ ⊂ S ∩∆ ∩ Ek with Ek = Gk or Dk.
In fact, |JC(z1, z2, z3)| can be reduced to the determinant of the holomorphic Ja-
cobian of the mapping (z1, z2, z3) 7→ Φh˜(z1, z2, z3), where h˜(z) = (z, z
2, zk+3) on Bℓ.
More precisely, it is known that
|JC(z1, z2, z3)| & Hk · V (z1, z2, z3) ·max{|z1|
k, |z2|
k, |z3|
k}(3)
if z1, z2, z3 ∈ Bℓ for some Bℓ ⊂ S ∩∆ ∩ Ek with Ek = Gk or Dk.
When h(z) is a monomial curve of simple type, we have the following.
Lemma 2.2 (Lemma 3.3 in [1]). Let h(z) = (z, z2, . . . , zd−1, zN ) for an integer N ≥ d
with d ≥ 2. Set
Jd(z1, . . . , zd) = JC(z1, . . . , zd) = det(h
′(z1), . . . , h
′(zd))
where zj ∈ C, 1 ≤ j ≤ d. Then C may be written as the union (ignoring a null-set)
of C(d,N) sectors ∆ℓ with vertex at the origin such that for each 1 ≤ ℓ ≤ C(d,N),
we have
|J(z1, . . . , zd)| ≥ c(d,N) max
1≤j≤d
|zj|
N−d
∏
1≤i<j≤d
|zj − zi|
where zj ∈ ∆ℓ. Here, C(d,N) and c(d,N) are positive constants depending only on
d and N .
In this case, it suffices to consider the case when ∆ℓ = ∆ = {reiθ : r > 0 and θ ∈
(0, ǫ)} for some small ǫ.
3. The band structure for complex variables
In this section, we consider a monomial curve h(z) = (z, z2, . . . , zd−1, zN ) for a
nonnegative integer N . We may assume N ≥ d, because Af(x) = 0 for N < d. To
handle the general dimensional case, we basically follow the ‘band structure’ argument
in [9].
By Lemma 2.2 it suffices to consider
Tf(x) =
∫
∆
f(x− h(z))dσ(z),(4)
where dσ(z) ∼ |z|
4(N−d)
d(d+1) dµ(z) =: |z|
4K
d(d+1)dµ(z) and ∆ = {reiθ : 0 < r ≤ 1 and θ ∈
(0, ǫ)} for a small constant ǫ as in Lemma 2.2.
The estimate (1) for T follows from the propositions in the Appendix. Those
propositions assume the restricted weak type (pd, qd), which we will now prove.
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Let us define quantities α and β by
α =
〈TχE, χF 〉
|F |
and β =
〈T ∗χF , χE〉
|E|
,
for measurable sets E, F . Here T ∗ is the dual operator of T given by T ∗f(x) =∫
∆
f(x+ h(z))dσ(z). Note that α|F | = β|E|. Then
〈TχE, χF 〉 . |E|
1
pd |F |
1
q′
d
is equivalent to
|E| & α
d(d+1)
2
(
β
α
)d−1
(5)
since α|F | = β|E| = 〈TχE, χF 〉.
The following lemma is a refinement of (5).
Lemma 3.1. Let E1, E2, G ⊂ R2d be measurable sets with finite measure. Suppose
that
TχE1(x) ≥ α1 and TχE2(x) ≥ α2
for all x ∈ G and α1 ≤ α2. Then
|E2| & α
d(d+1)
2
1
(
β
α1
)d−1 (
α2
α1
)d
,
where β = α1
|G|
|E1|
.
Remark 3.2. If we set E1 = E2 and α1 = α2, we obtain (5) i.e. the restricted weak
type (pd, qd) for T .
First we will find a sequence of subsets of ∆ and their properties, which is essential
to construct a band structure of Lemma 3.5.
Lemma 3.3. Let γ = max{α1, β}, ν =
d(d+1)
4K+2d(d+1)
under the assumptions in Lemma
3.1. There exist a point y0 in E1, a constant C > 0, and a sequence of subsets
P1, . . . , P2d of ∆ such that
(i) σ(Pj) ≥ Cβ for odd j,
(ii) σ(Pj) ≥ Cα1 for even j < 2d,
(iii) σ(P2d) ≥ Cα2,
and |zj | ≥ (4πν)−νγν for zj ∈ Pj, 1 ≤ j ≤ 2d− 1, and |z2d| ≥ (4πν)−ναν2.
Also there exists a small constant c > 0 such that
(iv) if zj ∈ Pj for odd j, then |zj − zi| ≥ cβ
1
2 |zi|
−2K
d(d+1) , where i < j < 2d,
(v) if zj ∈ Pj for even j < 2d, then |zj − zi| ≥ cα
1
2
1 |zi|
−2K
d(d+1) , where i < j,
(vi) for z2d ∈ P2d and j < 2d, |z2d − zj | ≥ cα
1
2
2 |z2d|
−2K
d(d+1) if |zj | <
1
2
(4πν)−ναν2, and
|z2d − zj | ≥ cα
1
2
2 |zj|
−2K
d(d+1) if |zj | ≥
1
2
(4πν)−ναν2.
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Proof. We begin by showing that we may consider a truncated operator instead of
T by following the proof of Lemma 1 in [20]. Let us define Bγ = {z ∈ ∆ : |z| <
(4πν)−νγν} and a truncated operator T˜ f(x) =
∫
∆\Bγ
f(x− h(z))dσ(z).
Since
σ(Bγ) =
∫
Bγ
|z|
4K
d(d+1)dµ(z) ≤ 2π
∫ (4πν)−νγν
0
s
4K
d(d+1)
+1ds = 2πν(4πν)−1γ =
γ
2
,
we have that
〈T˜χE1 , χG〉 ≥ 〈TχE1, χG〉 − σ(Bγ)|G| ≥ (α1 − γ/2)|G|.
If γ = α1, then 〈T˜ χE1, χG〉 ≥
1
2
α1|G| =
1
2
β|E1|.
If γ = β, we see that
〈T˜χE1 , χG〉 = 〈χE1, T˜
∗χG〉 ≥ 〈χE1, T
∗χG〉 − σ(Bγ)|E1| ≥
1
2
β|E1|
since 〈χE1, T
∗χG〉 ≥ α1|G| = β|E1|.
Therefore we get that
〈T˜ χE1 , χG〉 ≥
1
2
α1|G| =
1
2
β|E1|.(6)
Now we show (i) – (vi). By abuse of notation, we will write T , instead of T˜ . Since
〈TχE1, χG〉 = 〈χE1, T
∗χG〉 ≥
1
2
β|E1|, we can define a set
E11 = {y ∈ E1 : T
∗χG(y) ≥ β/4}.(7)
Let us set
G1 = {x ∈ G : TχE11 (x) ≥ α1/8},
considering that
〈TχE11 , χG〉 = 〈TχE1, χG〉 − 〈χE1\E11 , T
∗χG〉 ≥
1
2
β|E1| −
1
4
β|E1| =
1
4
β|E1| =
1
4
α1|G|.
Continuing this procedure, we can find sequences of sets Ej1 and G
j defined by
E01 := E1, G
0 := G
Ej1 = {y ∈ E
j−1
1 : T
∗χGj−1(y) ≥ β/2
2j}, j = 1, . . . , d
Gj = {x ∈ Gj−1 : TχEj1
(x) ≥ α1/2
2j+1}, j = 1, . . . , d− 1.
We should show that Ej1 and G
j are nonempty. It suffices to show that
〈TχEj1
, χGj〉 ≥ β|E1|/2
2j+1 for j ≥ 0.(8)
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The case j = 0 is clear by (6). Let us assume (8) for some j. Then it follows that
〈TχEj+11
, χGj+1〉 = 〈TχEj+11
, χGj〉 − 〈TχEj+11
, χGj\Gj+1〉
≥ 〈χEj+11
, T ∗χGj〉 − 2
−2j−3α1|G|
≥ 〈χEj1
, T ∗χGj〉 − 〈χEj1\E
j+1
1
, T ∗χGj〉 − 2
−2j−3α1|G|
≥ 〈χEj1
, T ∗χGj〉 − 2
−2j−2α1|G| − 2
−2j−3α1|G|
≥ 2−2j−1α1|G| − 2
−2j−2α1|G| − 2
−2j−3α1|G| = 2
−2(j+1)−1β|E1|.
This gives the claim (8) by induction.
Now we define
Hk(z1, . . . , zk) :=
k∑
j=1
(−1)j+1h(zj), k ≥ 1.(9)
Fix y0 ∈ Ed1 ⊂ E1 and set
P1 = {z1 ∈ ∆ \Bγ : y0 +H1(z1) ∈ G
d−1}, then σ(P1) = T
∗χGd−1(y0) ≥ β/2
2d.
For all z1 ∈ P1, we also set
P2 = {z2 ∈ ∆\Bγ : y0+H2(z1, z2) ∈ E
d−1
1 }, then σ(P2) = TχEd−11
(y0+H1(z1)) ≥ α1/2
2d−1.
Through the iterative process, we obtain that for k = 2, 3, . . . , d− 1,
P2k−1 = {z2k−1 ∈ ∆ \Bγ : y0 +H2k−1(z1, . . . , z2k−1) ∈ G
d−k},
P2k = {z2k ∈ ∆ \Bγ : y0 +H2k(z1, . . . , z2k) ∈ E
d−k
1 }.
Finally we set
P2d−1 = {z2d−1 ∈ ∆ \Bγ : y0 +H2d−1(z1, . . . , z2d−1) ∈ G},
P2d = {z2d ∈ ∆ \Bα2 : y0 +H2d(z1, . . . , z2d) ∈ E2}
where Bα2 = {z ∈ ∆ : |z| ≤ (4πν)
−ναν2}. Then it follows that for k = 2, 3, . . . , d− 1
σ(P2k−1) = T
∗χGd−k(y0 +H2k−2(z1, . . . , z2k−2)) ≥ β/2
2(d−k+1)
σ(P2k) = TχEd−k1
(y0 +H2k−1(z1, . . . , z2k−1)) ≥ α1/2
2(d−k)+1
provided zj ∈ Pj. We also have
σ(P2d−1) = T
∗χG(y0 +H2d−2(z1, . . . , z2d−2)) ≥ β/2
2,
and
σ(P2d) =
∫
∆\Bα2
χE2(y0 +H2d(z1, . . . , z2d))dσ(z2d)
≥
∫
∆
χE2(y0 +H2d(z1, . . . , z2d))dσ(z2d)− σ(Bα2) ≥
1
2
α2
since y0 + H2d−2 ∈ E11 and y0 + H2d−1 ∈ G. Hence we get a sequence of sets Pj,
1 ≤ j ≤ 2d, in which |zi| & γν , 1 ≤ i < 2d and |z2d| & αν2 . Thus we obtain (i)–(iii).
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To prove (iv)–(vi), we will consider subsets of Pj’s which maintain the properties
(i)–(iii). Let Bβ(zj) = {z ∈ ∆ : |z − zj| ≤ c0β1/2|zj |
−2K
d(d+1)} for a sufficiently small
constant c0 > 0. Suppose i is odd and j < i < 2d. If |z| ≤ c|zj | for all z ∈ Pi and a
constant c > 0, then
σ(Pi ∩ Bβ(zj)) =
∫
Pi∩Bβ(zj)
|z|
4K
d(d+1)dµ(z) ≤ (c|zj|)
4K
d(d+1)µ(Bβ(zj)) ≤ c1β
where c1 = 2πc
4K
d(d+1) c20. Since σ(Pi) ≥ β/2
2d−i+1 when i is odd, we have σ(Pi\Bβ(zj)) ≥
β/22d−i+1 − c1β ≥ β/22d−i+2 if we choose sufficiently small c0 > 0. (Thus (i) still
holds for Pi \ Bβ(zj).) If |z| ≤ c|zj | is not valid for all z ∈ Pi, we use the fact that
|zj | ≥ (4πν)−νγν for zj ∈ Pj. It follows that (4πν)
1
2 |zj| ≥ γ
1
2 |zj|
−2K
d(d+1) ≥ β
1
2 |zj |
−2K
d(d+1) ,
and then |z − zj| < c0β
1
2 |zj|
−2K
d(d+1) < c0(4πν)
1
2 |zj| on Bβ(zj). In this case, we also
obtain σ(Pi \Bβ(zj)) ≥ β/22d−i+2, since |z| ≤ (1+ c0(4πν)1/2)|zj|. Thus we conclude
that (iv) holds in any case.
When 1 < i < 2d is even, we can also obtain (v) by replacing β with α1.
To show (vi), we consider two cases for each j < 2d. If |zj| <
1
2
(4πν)−ναν2 , then
|z2d − zj| >
1
2
|z2d| ≥
1
2
(4πν)−1/2α
1/2
2 |z2d|
−2K/[d(d+1)], since |z2d| ≥ (4πν)−ναν2 and ν =
d(d+ 1)/[4K + 2d(d+ 1)]. If |zj | ≥
1
2
(4πν)−ναν2 , i.e.
1
2
(4πν)−1/2α
1/2
2 |zj |
−2K/[d(d+1)] ≤
|zj |, it follows that for z ∈ Bα2(zj), the inequalities |z − zj| < c0α
1/2
2 |zj|
−2K/[d(d+1)] <
2c0(4πν)
1/2|zj | imply that |z| < (1+2c0(4πν)1/2)|zj | for z ∈ Bα2(zj). By this we have
that
σ(Bα2(zj)) =
∫
Bα2 (zj)
|z|
4K
d(d+1)dµ(z)
≤ (1 + 2c0(4πν)
1
2 )
4K
d(d+1) |zj|
4k
d(d+1) × µ(Bα2(zj))
≤ (1 + 2c0(4πν)
1
2 )
4K
d(d+1) |zj|
4K
d(d+1) × πc20α2|zj|
− 4K
d(d+1)
= c1α2
where c1 = πc
2
0(1 + 2c0(4πν)
1
2 )
4K
d(d+1) . Choosing sufficiently small c0, we can get
σ(P2d \ Bα2(zj)) > α2/4. Once again, (iii) holds for P2d \ Bα2(zj) in place of P2d.
Hence |z2d − zj | ≥ c0α
1
2
2 |zj |
− 2K
d(d+1) when |zj| & αν2 . This completes the proof. 
To prove Lemma 3.1, we consider two cases β & α1 and β ≪ α1. First let us
assume β & α1. Let Φ2d = {(z1, z2, ..., z2d) : zi ∈ Pi where 1 ≤ i ≤ 2d}. We
define z0 = (z1, z2, ..., zd) ∈ Φd and Φ := {z ∈ Cd : (z0, z) ∈ Φ2d}. Note that
σ(Φ) ∼ αd/2−11 β
d/2α2 when d is even, and σ(Φ) ∼ α
(d−1)/2
1 β
(d−1)/2α2 when d is odd.
For d ≥ 2, let
ad =
{
1 + 3 + · · ·+ (d− 1) if d is even,
2 + 4 + · · ·+ (d− 1) if d is odd.
The following lemma gives Lemma 3.1 whenever β & α1 and ad ≥ (d− 1).
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Lemma 3.4. Let d ≥ 2. Assume the hypotheses in Lemma 3.1. Then
|E2| & α
d(d+1)
2
1
(
β
α1
)ad (α2
α1
)d
.
Proof. We assume that d is even. The proof is similar when d is odd. Let H(z) :=
y0 +H2d(z0, z). By Lemma 2.2, we have
|E2| &
∫
Φ
|JRH(z)|dµ(z) =
∫
Φ
|JCH(z)|
2dµ(z)
&
∫
Φ
max
d+1≤i≤2d
|zi|
2K
∏
d+1≤i<j≤2d
|zj − zi|
2dµ(z),
where JRH is the real Jacobian of H in R
2d.
Using (iv) – (vi) in Lemma 3.3, we obtain that
|E2| & α
1+3+···+(d−3)
1 β
2+4+···+(d−2)αd−12 ×
×
∫
Φ
max
d+1≤i≤2d
|zi|
2K
2d−2∏
i=d+1
|zi|
−4K
d(d+1)
(2d−i−1)
2d−1∏
j=d+1
|zj|
−4K
d(d+1)
εj |z2d|
−4K
d(d+1)
(1−εj)dµ(z),
= α
d(d−1)
2
1
(
β
α1
)2+4+···+(d−2)(
α2
α1
)d−1
×
×
∫
Φ
max
d+1≤i≤2d
|zi|
2K
2d−1∏
i=d+1
|zi|
−4K
d(d+1)
(2d−i−1+εi)|z2d|
−4K
d(d+1)
∑2d−1
i=d+1(1−ǫj)dµ(z),
where εj = 0 if |zj | <
1
2
(4πν)−ναν2 , and εj = 1 if |zj| ≥
1
2
(4πν)−ναν2 , for d + 1 ≤ j ≤
2d− 1. It is clear that maxd+1≤i≤2d |zi|2K ≥
∏2d
i=d+1 |zi|
2Ki when
∑2d
i=d+1Ki = K. We
can choose Ki ≥ 0 such that
Ki =
2K
d(d+ 1)
(1 + (2d− i− 1) + ǫi)
where d+ 1 ≤ i ≤ 2d− 1, and
K2d =
2K
d(d+ 1)
(1 +
2d−1∑
i=d+1
(1− ǫi)),
where εi = 0 or 1 for d+ 1 ≤ i ≤ 2d− 1.
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Then we get that
|E2| & α
d(d−1)
2
1
(
β
α1
)2+4+···+(d−2)(
α2
α1
)d−1 ∫
Φ
2d∏
i=d+1
|zi|
4K
d(d+1)dµ(z)
= α
d(d−1)
2
1
(
β
α1
)2+4+···+(d−2)(
α2
α1
)d−1
σ(Φ)
∼ α
d(d−1)
2
1
(
β
α1
)2+4+···+(d−2)(
α2
α1
)d−1
α
d
2
−1
1 β
d
2α2
∼ α
d(d+1)
2
1
(
β
α1
)ad (α2
α1
)d
,
when d is even. 
3.1. The band structure argument. To handle the case β ≪ α1, we modify the
original band structure argument due to Christ [9]. We also refer to the works by
Stovall [31] and Gressman [20], which treat the degenerate cases.
We begin with recalling some definitions to describe the band structure argument.
We shall decompose an index set into subsets called bands. In each band, the even
index or 1 is a ‘free index’. If there is no even index or 1, the smallest index is the
free index. If a band has only two indices, the other is a ‘quasi-free’ index, and we
say that the quasi-free index is quasi-bound to the free index. If a band has more
than three indices, the other indices other than the free index are bound to the free
index.
The following lemma is a variant of the real case considered in [31].
Lemma 3.5. Let ε > 0. There exist parameters δ, δ′ satisfying 0 < cd,ε < δ
′ < εδ,
a constant c˜, an integer d ≤ k < 2d, a set ω ⊂ Ck with σ(ω) & α⌈k/2⌉1 β
⌊k/2⌋(α2/α1),
and a band structure on {2d− k+1, . . . , 2d}, such that the following properties hold:
(i) There are exactly d free or quasi-free indices. In particular, each even index is
free.
(ii) |zi − zj | > δα
1
2
1 |zizj |
− K
d(d+1) , unless i and j lie in the same band.
(iii) c˜β
1
2 |zizj |
− K
d(d+1) < |zi − zj | ≤ δα
1
2
1 |zizj |
− K
d(d+1) whenever i is quasi-bound to j.
(iv) δ′α
1
2
1 |zizj |
− K
d(d+1) > |zi − zj | whenever i is bound to j.
Proof. It is not enough to arrange the absolute values of z1, . . . , z2d in order, since
two variables with the same size can be separated. Thus our approach is slightly
different at the beginning. We start by observing that zj ’s for even j are separated
from each other. In other words, all the balls centered at zj for even j can be made
mutually disjoint by choosing the radii appropriately.
Step 1. By Lemma 3.3, there exist constants c such that
|zi − zj | > cα
1
2
1 |zizj|
− K
d(d+1)(10)
for all even indices j ≤ 2d and for all i < j. In fact, we have that |zi − zj | &
α
1
2
1 |zi|
− 2K
d(d+1) for even j ≤ 2d − 2 and i < j by (v) in Lemma 3.3. If |zi| . |zj |, it
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follows that |zi − zj | & α
1
2
1 |zizj |
− K
d(d+1) . If |zi| ≫ |zj|, then we get |zi − zj| & |zi| ≫
|zj |. Since |zj | ≥ (4πν)−νγν by Lemma 3.3 and ν =
d(d+1)
4K+2d(d+1)
, one can see that
|zi − zj | & |zj | & α
1
2 |zj|
− 2K
d(d+1) ≫ α
1
2 |zizj |
− K
d(d+1) .
Next, let us consider the case of j = 2d. If |z2d| ∼ |zi| for any i < 2d, then (vi) in
Lemma 3.3 gives |z2d − zi| & α
1
2
1 |ziz2d|
− K
d(d+1) . (Note that we are assuming here that
α1 ≤ α2.) For the case |z2d| ≪ |zi| or |z2d| ≫ |zi|, we see that |z2d − zi| & |z2d| =
|z2d|
1+ K
d(d+1) |zi|
K
d(d+1) |ziz2d|
− K
d(d+1) . Since |z2d| & αν2 ≥ α
ν
1 and |zi| & γ
ν ≥ αν1 for i < 2d,
it follows that
|z2d − zi| & α
ν(1+ 2K
d(d+1)
)
1 |ziz2d|
− K
d(d+1) = α
1
2
1 |ziz2d|
− K
d(d+1) .
Therefore, (10) is valid for any even j and i < j.
Similarly, there exists a constant c˜ > 0 such that
(11) |zi − zj| > c˜β
1
2
1 |zizj|
− K
d(d+1)
for any odd j and i < j.
Let us define a ball centered at zj with small δ < c, to be chosen later, by setting
Bδ,α1(zj) = {z : |z − zj | ≤ δα
1
2
1 |z zj |
− K
d(d+1)}.
For each even index j, let b(j) be a subset of {1, 2, . . . , 2d} such that
• j ∈ b(j),
• j1 ∈ b(j) if zj1 ∈ Bδ,α1(zj),
• jk+1 ∈ b(j) if zjk+1 ∈ Bδ,α1(zjk) for some jk ∈ b(j).
If there is no j1 such that zj1 ∈ Bδ,α1(zj), then we set b(j) = {j}.
First we show how to construct b(j) for each even j. By (10), b(2d) = {2d} holds.
In fact, we have that
|zi − z2d| ≥ cα
1
2
1 |ziz2d|
− K
d(d+1)
for all i < 2d.
For z2d−2, (10) holds for all odd and even i < j = 2d − 2. On the other hand,
z2d−1 may be contained in Bδ,α1(z2d−2). In general, each odd i may be contained in
either exactly one Bδ,α1(zj) satisfying i > j or none of them. Then each Bδ,α1(zj) may
contain odd indices greater than j. Those odd indices belong to b(j). If Bδ,α1(zj) has
no odd index, then let b(j) = {j}.
Let j1 be one of the odd indices contained in b(j), and consider Bδ,α1(zj1). If there
exists an odd index ℓ such that zℓ ∈ Bδ,α1(zj1), then we denote it by j2 (of course,
j2 ∈ b(j)). For zj2 we consider Bδ,α1(zj2) and repeat the process as above. Hence,
each b(j) consists of a unique even index j and some odd indices greater than j.
Now we consider indices which belong to none of the b(j) for even j. In this case,
we choose the smallest index among the remaining indices. By (10) this index must
be 1. In fact, Bc/3,α1(z1) is disjoint from the other Bc/3,α1(zj) for even j. By choosing
sufficiently small δ, it is valid that Bδ,α1(zi) ⊂ Bc/3,α1(zj) for all i ∈ b(j). Then we
can construct b(1) in the same manner as above.
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If there are still remaining indices, we choose the smallest one and repeat the
procedure. By this we can construct bands for odd indices.
Hence the index set {1, . . . , 2d} can be decomposed into the bands b(j)’s. Here
j represents the free index in b(j). Each b(j) has less than d elements because of
(10). (The case where b(j) has d elements can only occur when b(1) contains all odd
indices.) Also the free index is the smallest in the band.
Now we can check that the properties (ii) and (iii) hold. Let us assume that
j′ ∈ b(j) and k′ ∈ b(k) for j 6= k, i.e. j′ and k′ are in different bands. From the
construction of b(j) and b(k), it follows that zj′ /∈ Bδ,α1(zk′) and zk′ /∈ Bδ,α1(zj′). This
immediately implies (ii) for j′ and k′.
If j′ is quasi-bound to j, i.e. b(j) = {j, j′}, then j′ must be an odd number. Hence
(iii) follows from the construction of b(j) and (11).
Step 2. First, we need to verify that |zjk | ∼ |zjk+1| whenever jk, jk+1 ∈ b(j). Since
zjk+1 ∈ Bδ,α1(zjk) and |zj| ≥ (4πν)
−ναν1 for all j, it follows that
|zjk | ≥ |zjk+1| − |zjk − zjk+1 | ≥ |zjk+1| − δα
1
2
1 |zjkzjk+1|
− K
d(d+1)
≥ |zjk+1| − cα
1
2
1 (α
2ν
1 )
− K
d(d+1) = |zjk+1| − cα
ν
1,
where c = δ(4πν)2Kν/d(d+1). Thus we have that |zjk+1| ≤ cα
ν
1 + |zjk | ≤ (δ(4πν)
1/2 +
1)|zjk |. If we exchange zjk and zjk+1, then it also holds that |zjk | ≤ (δ(4πν)
1/2 +
1)|zjk+1|. Hence we have that for any jk, jl ∈ b(j)
|zjk | ≤ (1 + c¯)|zjk+1| ≤ (1 + c¯)
2|zjk+2| ≤ · · · ≤ (1 + c¯)
d|zjl|,(12)
where c¯ = δ(4πν)1/2. (Note that each b(j) has at most d elements.) By exchanging
zjk for zjl, we finally get (1+ c¯)
−d|zjl| ≤ |zjk | ≤ (1+ c¯)
d|zjl|. Therefore we obtain that
|zjk | ∼ |zjl| whenever jk and jl are in the same band.(13)
(The implicit constant can be adjusted by choosing sufficiently small δ when we use
(13) in the proof of Lemma 3.6.)
If jk is bound to j, we see that
|zjk − zj| ≤ |zjk − zjk−1|+ · · ·+ |zj1 − zj |
≤ δα
1
2
1 |zjkzjk−1|
− K
d(d+1) + · · ·+ δα
1
2
1 |zj1zj |
− K
d(d+1)
≤ δα
1
2
1 d(1 + c¯)
K
d+1 |zjkzj |
− K
d(d+1)
by (12). Then (iv) is not guaranteed. If (iv) holds on a subset Z ′ ⊂ Z := P1 × P2 ×
· · · × P2d with σ(Z ′) ≥ σ(Z)/2, then we proceed to the next step.
Otherwise, there exist a subset Z ′′ ⊂ Z satisfying σ(Z ′′) ≥ σ(Z)/2, a band b(j),
and an index j0 such that |zj0 − zj | ≥ δ
′α
1
2
1 |zj0zj |
− K
d(d+1) . Then we replace δ by δ′/d,
with which we repeat Step 1 until we get
|zjk − zj | < δ
′α
1
2
1 |zjkzj |
− K
d(d+1)(14)
for each bound index jk ∈ b(j) on a subset Z˜ ⊂ Z satisfying σ(Z˜) ≥ σ(Z)/2.
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Step 3. Adopting the notations in [9], we denote by M, N the number of free and
quasi-free indices, respectively. We have at least d + 1 free indices, which are even
indices and 1, from the previous steps. Using a projection repeatedly, we will reduce
the valueM+N to d, which yields (i). First, we discard the index 1 by fixing z1 ∈ P1
and classify {2, . . . , 2d} as free, quasi-free and bound indices. Then the number
M +N can decrease by 1. Of course, it can be unchanged or increased by 1 when
1 was the free index of a band with two or three elements. After discarding indices
{1, 2, . . . , 2d−k} appropriately, we obtain a band structure on {2d−k+1, . . . , 2d} with
M + N = d. Note that discarding an index does not affect properties (ii) − (iv).
We denote by ω ∈ Ck a set of (z2d−k+1, . . . , z2d) ∈ P2d−k+1 × · · · × P2d such that
σ(ω) ≥ cσ(P2d−k+1 × · · · × P2d) is valid for some constant c < 1. Thus we obtain
σ(ω) ∼ σ(P2d−k+1 × · · · × P2d) & α
⌈k/2⌉
1 β
⌊k/2⌋(α2/α1). 
3.2. The slice argument. Let Λ = {λ1, . . . , λd} ⊂ {2d−k+1, . . . , 2d} be a set of all
indices which are free or quasi-free. Also we set τ = (τ1, . . . , τd) ∈ Cd with τi = zλi ,
λi ∈ Λ. For λ′j ∈ Λ
′ := {2d− k + 1, . . . , 2d} \ Λ, 1 ≤ j ≤ k − d, there is a free index
λi ∈ Λ to which λ′j is bound. Let sj = (zλ′j−zλi)z
2K
d(d+1)
λi
and s = (s1, . . . , sk−d) ∈ Ck−d.
It is clear that the map z := (z2d−k+1, . . . , z2d) 7→ (τ, s) is a diffeomorphism, so its
inverse z(τ, s) exists and is differentiable. Set x0+H2d(z1, . . . , z2d−k, z) =: H(z(τ, s)),
then H(ω) ⊂ E2 for ω as in Lemma 3.5. (Recall that H2d is defined in (9).)
For any s ∈ Ck−d, we consider a slice ωs = {τ : z(τ, s) ∈ ω} ⊂ Cd. By the
construction of P2d in the proof of Lemma 3.3 (z2d is clearly one exponent of τ),
H(ωs) is contained in E2 for each s. By Be´zout’s theorem, for each s ∈ Ck−d there
are finitely many preimages under the map τ 7→ H(z(τ, s)). Thus we have
|E2| &
∫
ωs
∣∣∣ det(∂H(z(τ, s))
∂τ
)
(τ, s)
∣∣∣2dµ(τ).(15)
The following lemma gives a lower bound for the integrand in (15).
Lemma 3.6. For a given ε > 0, there exist a band structure on {2d− k+1, . . . , 2d}
and a set ω which satisfy Lemma 3.5. Then for all (τ, s) ∈ ω, and for some C > 0,∣∣∣ det(∂H(z(τ, s))
∂τ
) ∣∣∣2 ≥ Cα d(d−1)21 ( βα1
)N (
α2
α1
)d−1 d∏
i=1
|τi|
4K
d(d+1)(16)
holds. Here N is the number of quasi-free indices associated to ω, and ε and C depend
only on d, δ by Lemma 3.5.
We postpone its proof for a moment and prove Lemma 3.1.
Proof of Lemma 3.1. By integrating both sides of (15), and by (16), we see that∫
{s:z(τ,s)∈ω}
|E2|dµ(s) & α
d(d−1)
2
1
(
β
α1
)N (
α2
α1
)d−1 ∫
{s:z(τ,s)∈ω}
∫
ωs
dσ(τ)dµ(s).
For any s = (s1, . . . , sk−d) ∈ Ck−d satisfying z(τ, s) ∈ ω,
|sj| = |zλ′j − zλi ||zλi |
2K
d(d+1) ≤ δ′α
1
2
1 |zλ′jzλi |
− K
d(d+1) |zλi |
2K
d(d+1) . δ′α
1
2
1
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by (14) and (13). It follows that
∫
{s:z(τ,s)∈ω}
dµ(s) . αk−d1 .
By reversing the change of variables (τ, s) 7→ z, we obtain that∫
{s:z(τ,s)∈ω}
∫
ωs
dσ(τ)dµ(s) =
∫
{s:z(τ,s)∈ω}
∫
ωs
d∏
i=1
|τi|
2K
d(d+1)dµ(τ)dµ(s)
∼
∫
ω
k−d∏
j=1
|zλ′j |
2K
d(d+1)
d∏
i=1
|zλi |
2K
d(d+1)dµ(z) = σ(ω)
since | det(∂(τ,s)
∂z
)| ∼
∏k−d
j=1 |zλ′j |
2K
d(d+1) by (13). Thus we conclude that
|E2| & α
d(d−1)
2
1
(
β
α1
)N (
α2
α1
)d−1
αd−k1 α
⌈k/2⌉
1 β
⌊k/2⌋
(
α2
α1
)
= α
d(d+1)
2
1
(
β1
α1
)N+⌊k/2⌋(
α2
α1
)d
.
Since N + ⌊k/2⌋ ≤ d− 1 and β1 ≪ α1, this gives Lemma 3.1. 
Proof of Lemma 3.6. Recall that τi = zλi for λi ∈ Λ and sj = (zλ′j − zλi)z
2K
d(d+1)
λi
=
(zλ′j − τi)τ
2K
d(d+1)
i . Then
H(z(τ, s)) =
= x0 +H2d(z1, . . . , z2d−k, z(τ, s))
= x0 +H2d−k(z1, . . . , z2d−k) +
∑
1≤i≤d
(
(−1)λi+1h(τi) +
∑
j⇒i
(−1)λ
′
j+1h(sjτ
− 2K
d(d+1)
i + τi)
)
= x0 +H2d−k(z1, . . . , z2d−k) +
∑
1≤i≤d
(
θih(τi) +
∑
j⇒i
(−1)λ
′
j+1(h(sjτ
− 2K
d(d+1)
i + τi)− h(τi)
)
,
where j ⇒ i means λ′j ∈ Λ
′ is bound to λi ∈ Λ, and θi = (−1)λi+1 +
∑
λ′j⇒i
(−1)j+1.
Note that θi cannot be 0. In fact, for each λi, the number of indices which is bound
to λi is 0 or at least 2. Also, all the indices bound to each λi are odd. Thus,∑
λ′j⇒i
(−1)j+1 should be at least 2 (or 0 if there is no index bound to i). Hence θi
cannot be 0.
For fixed s, each column of ∂H(z(τ,s))
∂τ
is given by θih
′(τi) if there is no j such that
j ⇒ i, or
θih
′(τi) +
∑
j⇒i
(−1)λ
′
j+1×
×
(
h′(sjτ
− 2K
d(d+1)
i + τi)− h
′(τi)−
2K
d(d+ 1)
(
sj
τi
)
τ
− 2K
d(d+1)
i h
′(sjτ
− 2K
d(d+1)
i + τi)
)
.
Then by multilinearity, we have
det
(
∂H(z(τ, s))
∂τ
)
= C Jd(τ) + error terms,
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where C =
∏
1≤i≤d θi, and Jd(τ) = det(h(τ1), . . . , h(τd)) is the determinant of the
complex Jacobian of the map (τ1, . . . , τd) 7→
∑
1≤i≤d h(τi).
Our claim is that the error terms can be bounded by O(ε)×|Jd(τ)|. If it is proven,
we can see that | det(∂H(z(τ,s))
∂τ
)| & |Jd(τ)| by choosing sufficiently small ε. Recall that
|Jd(τ)| & max
1≤i≤d
|τi|
K
∏
1≤i<j≤d
|τi − τj |
from Lemma 2.2. We may assume that τd = z2d. One can see that, by Lemma 3.5
and Lemma 3.3,∏
1≤i<j≤d
|τi − τj |
& α
d(d−1)
4
1
(
β
α1
)N
2
(
α2
α1
) d−1
2
d−2∏
i=1
|τi|
− 2K
d(d+1)
(d−1−i)
d−1∏
j=1
|τj |
− 2K
d(d+1)
εj |τd|
− 2K
d(d+1)
(1−εj)
= α
d(d−1)
4
1
(
β
α1
)N
2
(
α2
α1
) d−1
2
d−2∏
i=1
|τi|
− 2K
d(d+1)
(d−1−i+εi)|τd−1|
− 2K
d(d+1)
εd−1
d−1∏
j=1
|τd|
− 2K
d(d+1)
(1−εj),
where εj = 0 if |τj| <
1
2
(4πν)−ναν2 , and εj = 1 otherwise. (See (vi) in Lemma 3.3.)
Also it is obvious that
max
1≤i≤d
|τi|
K ≥
∏
1≤i≤d
|τi|
Ki,
for some Ki > 0 satisfying
∑d
i=1Ki = K. By choosing appropriate Ki’s to cancel out
the exponents εj’s, we can obtain (16). In fact, one can choose Ki =
2K
d(d+1)
(d− i+εi)
for 1 ≤ i ≤ d − 2, Kd−1 =
2K
d(d+1)
(1 + εd−1), and Kd =
2K
d(d+1)
(d −
∑d−1
j=1 εj) satisfying∑d
i=1Ki = K. Hence this gives the desired inequality (16).
Now we turn to the error terms. It suffices to consider two types of error terms,
which are
det(h′(τ1), . . . , h
′(τi−1), h
′(uj(i) + τi)− h
′(τi), . . . , h
′(uj(d) + τd)− h
′(τd)),(17)
and
det(h′(τ1), . . . , h
′(τi−1),
uj(i)
τi
h′(uj(i) + τi), . . . ,
uj(d)
τd
h′(uj(d) + τd)),(18)
where uj(i) = sjτ
− 2K
d(d+1)
i for some j ⇒ i.
An estimate for the second type (18). First, we shall find an upper bound of (18).
Note that uj(i)+ τi = uj(i)+ zλi = zλ′j such that λ
′
j is bound to λi. (See the definition
of sj at the beginning of the proof.) Using (iv) in Lemma 3.5 or (14), we observe
that
|uj(i)| = |zλ′
j
− zλi | < εδα
1
2
1 |zλ′jzλi |
− K
d(d+1) . εδα
1
2
1 α
− 2K
d(d+1)
ν
1 = εδα
ν
1(19)
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since we assume that |zi| & γν = max{α1, β1}ν for 1 ≤ i ≤ 2d−1, and |z2d| & αν2 & α
ν
1
in Lemma 3.3. (Recall that ν = d(d+ 1)/(4K + 2d(d+ 1)).) It follows that
|uj(i)| . εδ|zλi| = εδ|τi|(20)
whenever j ⇒ i.
Thus we see that
|(18)| . (εδ)d−i+1| det(h′(τ1), . . . , h
′(τi−1), h
′(uj(i) + τi), . . . , h
′(uj(d) + τd))|.
By (13), we see that
|uj(l) + τl| = |zλ′j | ∼ |zλl | = |τl|(21)
for i ≤ l ≤ d and j ⇒ i.
Recall that if h(z) = (z, z2, . . . , zd−1, zN ), then
det(h′(z1), . . . , h
′(zd)) = N (d− 1)!V (z1, . . . , zd)QN−d(z1, . . . , zd),(22)
where V (z1, . . . , zd) =
∏
1≤i<j≤d(zj − zi) is the complex Vandermonde determinant
and Qm is a homogeneous monic polynomial of degree m defined by
Qm(z1, · · · , zd) =
∑
a1+···+ad=m
za11 · · · z
ad
d .
We refer to Section 3 in [1] for further details of (22).
If we set zl′ := zλ′j = uj(l) + τl, we obtain that
|(18)| . (εδ)d−i+1|V (τ1, . . . , τi−1, zi′ , . . . , zd′)| × |QN−d(τ1, . . . , τi−1, zi′ , . . . , zd′)|.
We first show that
|V (τ1, . . . , τi−1, zi′, . . . , zd′)| . |V (τ1, . . . , τd)|.(23)
To see this, we will show that |τi − zl′ | . |τi − τl| and |zi′ − zl′ | . |τi − τl| for i 6= l.
By the triangle inequality, it suffices to show that |τl − zl′| . ε|τi − τl| for i 6= l.
If |τi| ≪ |τl| or |τl| ≪ |τi|, we have |τi − τl| & |τl|. By (20) we also have that
|τl − zl′ | . εδ|τl|. Hence we obtain that |τl − zl′ | . εδ|τi − τl| as desired.
If |τi| ∼ |τl|, then (14) and (21) gives
|τl − zl′ | ≤ εδα
1
2
1 |τlzl′ |
− K
d(d+1) ∼ εδα
1
2
1 (|τl|)
− 2K
d(d+1) ∼ εδα
1
2
1 |τlτi|
− K
d(d+1)
< ε|τi − τl|.
Here the last inequality holds by (ii) in Lemma 3.5 since i and l are in different
bands. Hence we obtain (23).
Also, we obtain from (21) that
|QN−d(τ1, . . . , τi−1, zi′, . . . , zd′)| ≤
∑
a1+···+ad=N−d
|τ1|
a1 · · · |τi−1|
ai−1 |zi′|
ai · · · |zd′ |
ad
∼
∑
a1+···+ad=N−d
|τ1|
a1 · · · |τd|
ad . max
1≤i≤d
|τi|
N−d.
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Therefore it follows that
|(18)| . (εδ)d−i+1 max
1≤i≤d
|τi|
N−d|V (τ1, . . . , τd)| . (εδ)
d−i+1|Jd(τ)|.
This finishes the error estimate for the second type.
An estimate for the first type (17). We can write
(17) =
∫ uj(i)+τi
τi
· · ·
∫ uj(d)+τd
τd
d∏
l=i
∂
∂τl
∣∣∣∣
τl=ζk
det(h′(τ1), . . . , h
′(τd)) dζi · · · dζd.
By (22), we get
d∏
l=i
∂
∂τl
∣∣∣∣
τl=ζl
det(h′(τ1), . . . , h
′(τd))
= N (d− 1)!QN−d(τ1, . . . , τi−1, ζi, . . . , ζd)
d∏
l=i
∂
∂τl
∣∣∣∣
τl=ζl
V (τ1, . . . , τd)+
+N (d− 1)!V (τ1, . . . , τi−1, ζi, . . . , ζd)
d∏
l=i
∂
∂τl
∣∣∣∣
τl=ζl
QN−d(τ1, . . . , τd)
=: I + II.
First, we consider the following product of derivatives of the Vandermonde deter-
minant:
d∏
l=i
∂
∂τl
V (τ1, . . . , τd),
which is given by a finite sum of terms V (τ1, . . . , τd)/
∏d
l=i(τl − τm(l)). Here, m(l) is
an index strictly less than l. Then |I| is bounded by terms such as
N (d− 1)! |QN−d(τ1, . . . , τi−1, ζi, . . . , ζd)V (τ1, . . . , τi−1, ζi . . . , ζd)|∏d
l=i |ζl − ζm(l)|
.
Note that ζm(l) = τm(l) if m(l) ≤ i− 1. To handle the denominator, we need to make
some observations. Since ζl is on the line segment between τl and uj(l) + τl, we see
that |τl − ζl| ≤ |uj(l)|. If |τl| ≪ |τm(l)| or |τm(l)| ≪ |τl|, it follows from (20) that
|τl − ζl| ≤ |uj(l)| ≤ εδ|τl| . εδ|τl − τm(l)|.
If |τl| ∼ |τm(l)|, then (19) (with (13)) and (ii) in Lemma 3.5 gives that
|τl − ζl| ≤ |uj(l)| ≤ εδα
1
2
1 |τl|
− 2K
d(d+1) ∼ εδα
1
2
1 |τlτm(l)|
− K
d(d+1) < ε|τl − τm(l)|.
Hence we obtain that |τl − ζl| < ε|τl − τm(l)|. In the same way, one can see that
|τm(l) − ζm(l)| < ε|τl − τm(l)| for m(l) ≥ i. By this and the triangle inequality, it
follows that
|ζl − ζm(l)| & |τl − τm(l)|
for 1 ≤ m(l) < l ≤ d.
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Once again we consider two cases. If |τl| ≪ |τm(l)| or |τm(l)| ≪ |τl|,
|ζl − ζm(l)| & |τl − τm(l)| & |τl| & α
1
2 |τl|
− 2K
d(d+1) ,
where the last inequality is from the fact that |τl| & αν = α
d(d+1)
4K+2d(d+1) . If |τl| ∼ |τm(l)|,
it follows from (ii) in Lemma 3.5 that
|ζl − ζm(l)| & |τl − τm(l)| & δα
1
2 |τlτm(l)|
− K
d(d+1) ∼ δα
1
2 |τl|
− 2K
d(d+1) .
Thus we obtain that
d∏
l=i
|ζl − τm(l)| &
d∏
l=i
δα
1
2
1 |τl|
− 2K
d(d+1) .
Also, the numerator can be bounded by |Jd(τ)| by following the same argument as
the second type estimate.
As a result, we obtain that∣∣∣ ∫ uj(i)+τi
τi
· · ·
∫ uj(d)+τd
τd
I dζi · · · dζd
∣∣∣ . |Jd(τ)| ∏dl=i |uj(l)|∏d
l=i δα
1
2
1 |τl|
− 2K
d(d+1)
. |Jd(τ)|
∏d
l=i εδα
1
2
1 |τl|
− 2K
d(d+1)∏d
l=i δα
1
2
1 |τl|
− 2K
d(d+1)
= εd−i+1|Jd(τ)|.
The last inequality is valid by (19) and (21).
Now we consider an estimate for II. Using the definition of the monic polynomial,
we see that∣∣∣∣ d∏
l=i
∂
∂τl
QN−d(τ1, . . . , τd)
∣∣∣∣ = ∣∣∣∣ ∑
a1+···+ad=N−d;
ai,...,ad≥1
(
d∏
l=i
al
)
τa11 . . . τ
ai−1
i−1 τ
ai−1
i . . . τ
ad−1
d
∣∣∣∣
.
max1≤i≤d |τi|
N−d∏d
l=i |τl|
.
Also, the fact that |V (τi, . . . , τi−1, ζi, . . . , ζd)| . |V (τi, . . . , τd)| is already obtained.
It follows that
|II| .
N (d− 1)! |V (τ1, . . . , τd)|max1≤i≤d |τi|
N−d∏d
l=i |τl|
.
|Jd(τ)|∏d
l=i |τl|
,
and then∣∣∣ ∫ uj(i)+τi
τi
· · ·
∫ uj(d)+τd
τd
II dζi · · · dζd
∣∣∣ . |Jd(τ)| d∏
l=i
|uj(l)|
|τl|
. (εδ)d−i+1|Jd(τ)|
by (20). Hence the error terms of both types can be bounded by O(ε)×|Jd(τ)|. This
completes the proof. 
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4. Lemmas for optimal Lorentz space inequalities
In this section, we prove Lemma 4.1 which is crucial to show the (nearly) optimal
Lorentz boundedness of T . (See Lemma A.2.)
Lemma 4.1. Let F1, F2, E ⊂ R2d be measurable sets with finite measure. Suppose
that
T ∗χF1(y) ≥ β1 and T
∗χF2(y) ≥ β2
for all y ∈ E and β1 ≤ β2. Suppose that αi for i = 1, 2 such that 〈T ∗χFi, χE〉/|Fi| ≥ αi
and α2 ≤ α1. Then there exists a constant C > 0, depending on N and d, such that
|F2| ≥ Cα
r1
1 α
r2
2 β
s1
1 β
s2
2 ,
where r1 + r2 =
d(d−1)
2
, s1 + s2 = d, and
s2
q′
d
− r2
qd
− 1 > 0.
Proof of Lemma 4.1. Similarly to Lemma 3.3, we need the following to prove Lemma
4.1.
Lemma 4.2. Let γ1 = max{α1, β1}, ν =
d(d+1)
4K+2d(d+1)
. There exist a point y0 in E, a
constant C > 0, and a sequence of sets P1, . . . , P2d−1 in ∆ such that
(i) σ(Pj) ≥ Cβ1 for odd j < 2d− 1,
(ii) σ(Pj) ≥ Cα1 for even j < 2d− 1,
(iii) σ(P2d−1) ≥ Cβ2,
and |zj | ≥ (4πν)−νγν1 for zj ∈ Pj for 1 ≤ j ≤ 2d− 2, |z2d−1| ≥ (4πν)
−νβν2 .
Also there exists a positive small constant c such that
(iv) if zj ∈ Pj for odd j < 2d− 1, then |zj − zi| ≥ cβ
1
2
1 |zi|
−2K
d(d+1) , where i < j,
(v) if zj ∈ Pj for even j < 2d− 1, then |zj − zi| ≥ cα
1
2
1 |zi|
−2K
d(d+1) , where i < j,
(vi) for z2d−1 ∈ P2d−1 and j < 2d − 1, |z2d−1 − zj | ≥ cβ
1
2
2 |z2d−1|
−2K
d(d+1) if |zj | <
1
2
(4πν)−νβν2 , and |z2d−1 − zj | ≥ cβ
1
2
2 |zj|
−2K
d(d+1) if |zj| ≥
1
2
(4πν)−νβν2 .
We begin with the easy case β1 & α1. Let Φ2d−1 = {(z1, z2, ..., z2d−1) : zi ∈
Pi where 1 ≤ i ≤ 2d − 1}. We define z0 = (z1, z2, ..., zd−1) and Φ := {z ∈ Cd :
(z0, z) ∈ Φ2d−1}. Note that σ(Φ) ∼ α
⌊d/2⌋
1 β
⌈d/2⌉
1 (β2/β1). For d ≥ 2, let us define
a′d =
{
1 + 3 + · · ·+ d if d is odd,
2 + 4 + · · ·+ d if d is even.
Then the following lemma is obtained by the same argument as in the proof of
Lemma 3.4.
Lemma 4.3. Let d ≥ 2. Assume the hypotheses in Lemma 4.1. Then
|F2| & α
d(d+1)
2
1
(
β1
α1
)a′
d
(
β2
β1
)d
.
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Since β1 & α1, this implies Lemma 4.1. In fact, (β1/α1)
a′
d ≥ (β1/α1)d, and
(β2/β1)
d ≥ (β2/β1)2 by the assumption β2 ≥ β1 of Lemma 4.1.
Now suppose that β1 ≪ α1. In this case we obtain the following lemma similar to
Lemma 3.5.
Lemma 4.4. Let ε > 0. Then there exist parameters δ, δ′ satisfying cd,ε < δ
′ < εδ <
εc, a positive constant c0, an integer d ≤ k < 2d, an element z0, a set ω ⊂ Ck with
(24) σ(ω) ∼ α
⌊k
2
⌋
1 β
⌈k
2
⌉
1
(
β2
β1
)
,
and a band structure on {2d− k, . . . , 2d− 1}, such that the following properties hold:
(i) There are exactly d free or quasi-free indices. In particular, each even index is
free.
(ii) |zi − zj | > δα
1
2
1 |zizj |
−K/d(d+1), unless i and j lie in the same band.
(iii) c0β
1
2
1 |zizj|
−K/d(d+1) < |zi − zj | . δα
1
2
1 |zizj|
−K/d(d+1) whenever i is quasi-bound to
j.
(iv) δ′α
1
2
1 |zizj |
−K/d(d+1) > |zi − zj | whenever i is bound to j.
Note that (24) may be deduced from (i)− (iii) in Lemma 4.2.
Now suppose that β2 & α1. It follows that 2d − 1 must be a free index without
quasi-bound and bound indices after carrying out Lemma 4.4. Thus (16) will be
modified as follows:∣∣∣ det(∂H(z(τ, s))
∂τ
) ∣∣∣2 & α d(d−1)21 (β1α1
)N (
β2
α1
)d−1 d∏
i=1
|τi|
4K
d(d+1)
where N is the number of quasi-free indices. Similarly to the proof of Lemma 3.1, it
follows by (24) that
|F2| & α
d(d−1)
2
1
(
β1
α1
)N (
β2
α1
)d−1
αd−k1 α
⌊k
2
⌋
1 β
⌈k
2
⌉
1
(
β2
β1
)
= α
d(d+1)
2
1
(
β1
α1
)N+⌈k
2
⌉(
β2
α1
)d−1(
β2
β1
)
.
Since 2d− k, 2d− 1, and all even indices between 2d− k and 2d− 1 are free indices,
the number of free indices is at least ⌊k
2
⌋ + 2. Hence N + ⌈k
2
⌉ ≤ d − 1. Since we
have β2 & α1, we conclude that |F2| & α
d(d−1)
2
1 β
d−2
1 β
2
2 . This satisfies the relations in
Lemma 4.1.
We assume that β2 ≪ α1. Then the index 2d − 1 may not be free. The number
of free indices is at least ⌊k
2
⌋ + 1, which means N + ⌈k
2
⌉ ≤ d. One can see that this
is not enough for the desired bound. So we follow the argument using a two-stage
band structure due to Stovall [30].
Let B(2d− 1) be the band containing 2d− 1 after carrying out Lemma 4.4. Now,
we decompose B(2d− 1) into sub-bands as follows. For ε > 0 and cd,ε in Lemma 4.4,
there exist ρ and ρ′ such that cd,ε < ρ
′ < ερ < δ′, and a subset ω′ of ω satisfying that
σ(ω′) ∼ σ(ω). Then the following properties hold:
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(i) |zi − zj | > ργ
1/2
2 |zizj |
−K/d(d+1) unless i and j lie in the same band.
(ii) c0β
1/2
1 |zizj |
−K/d(d+1) < |zi− zj | ≤ ργ
1/2
2 |zizj |
−K/d(d+1) whenever i is quasi-bound
to j.
(iii) ρ′γ
1/2
2 |zizj |
−K/d(d+1) > |zi − zj | whenever i is bound to j,
for i, j ∈ B(2d− 1), γ2 = max{α2, β2} and some constant c0 > 0.
After this step, the number of free and quasi-free indices in {2d−k, . . . , 2d−1}may
increase. Then we repeat Step 3 in the proof of Lemma 3.5 (the step of eliminating
some indices) until we get exactly d free and quasi-free indices in {2d−k′, . . . , 2d−1}
for some integer k′. By abuse of notation we will write k instead of k′.
Let F1 and Q1 be the number of free and quasi-free indices which are contained
in {2d − k, . . . , 2d − 1}\B(2d − 1). Also, let F2 and Q2 be the number of free and
quasi-free indices which are contained in B(2d−1). Note that F1+Q1+F2+Q2 = d.
We set M = F2 + Q2, and the number of elements of B(2d − 1) is denoted by N .
Then N −M denotes the number of bound indices in B(2d− 1).
The case when B(2d− 1) = 2d− 1 is the same as the case β2 & α1 above. Hence
we consider the following three cases:
(1) 2d−1 is free and there is at least one free index other than 2d−1 in B(2d−1).
(2) 2d− 1 is quasi-free.
(3) 2d− 1 is bound to some j in B(2d− 1).
Case (1). Since we are in the case that 2d− 1 is free, we have F1 + F2 ≥ ⌊
k
2
⌋+ 2.
In this case, we get the lower bound of Jacobian (16) as follows:∣∣∣ det(∂H(z(τ, s))
∂τ
) ∣∣∣2 > Cα d(d−1)21 ( γ2α1
)M(M−1)
2
(
β1
α1
)Q1 (β1
γ2
)Q2 d∏
i=1
|τi|
4K
d(d+1) .
In addition, note that σ({s : z(τ, s) ∈ ω}) is bounded above by αk−d1
(
γ2
α1
)N−M
in
this case. Thus, by combining these, we obtain that
|F2| & α
d(d−1)
2
1
(
γ2
α1
)M(M−1)
2
(
β1
α1
)Q1 (β1
γ2
)Q1
× αd−k1
(
γ2
α1
)M−N
× α
⌊k
2
⌋
1 β
⌈k
2
⌉
1
(
β2
β1
)
= α
d(d+1)
2
1
(
β1
α1
)Q1+⌈k2 ⌉( γ2
α1
)M(M−1)
2
(
β1
γ2
)Q2 ( γ2
α1
)M−N (
β2
β1
)
≥ α
d(d+1)
2
1
(
β1
α1
)Q1+Q2+⌈k2 ⌉−1( γ2
α1
)M(M−1)
2
−Q2 (β2
α1
)
.
The last inequality holds, because N −M ≥ 0 and γ2 ≪ α1. Since 2d− 1 is free, we
have that Q1 +Q2 + ⌈
k
2
⌉ − 1 ≤ Q1 +Q2 + F1 + F2 − 2 = d− 2.
If M(M−1)
2
≤ d−Q1−⌈
k
2
⌉, then we may write (γ2/α1)
M(M−1)
2
−Q2 ≥ (β2/α1)
d−Q1−Q2−⌈
k
2
⌉.
Then we have that |F2| & α
r1
1 α
r2
2 β
s1
1 β
s2
2 with r1 = d(d− 1)/2, r2 = 0 and
s1 = Q1 +Q2 +
⌈k
2
⌉
− 1, s2 = d−Q1 −Q2 −
⌈k
2
⌉
+ 1.
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It is easy to verify that the relations of r1, r2, s1, s2 in Lemma 4.1 are valid by the
fact that s2 ≥ 2 implies s2/q′d > 1.
If M(M−1)
2
> d−Q1−⌈
k
2
⌉, we may write γ
M(M−1)
2
−Q2
2 ≥ β
d−Q1−Q2−⌈
k
2
⌉
2 α
M(M−1)
2
+Q1+⌈
k
2
⌉−d
2 .
Then |F2| & α
r1
1 α
r2
2 β
s1
1 β
s2
2 holds with
r1 =
d(d+ 1)
2
−
M(M − 1)
2
−Q1 −
⌈k
2
⌉
,
r2 =
M(M − 1)
2
+Q1 +
⌈k
2
⌉
− d,
s1 = Q1 +Q2 +
⌈k
2
⌉
− 1,
s2 = d−Q1 −Q2 −
⌈k
2
⌉
+ 1.
It is easy to check that r1 + r2 = d(d − 1)/2 and s1 + s2 = d. Now let us verify
s2/q
′
d− r2/qd− 1 > 0. Since 2d− 1 is free and is the largest index, we see that 2d− 1
has no quasi-bound index, hence Q2 ≤ (M −1)/2 . Also it is valid that Q1+⌈k/2⌉ ≤
d−M +1, since F1 is at least ⌈k/2⌉ − 1 and d = F1 +Q1 +F2 +Q2 = F1 +Q1 +M .
Hence we see that s2/q
′
d − r2/qd − 1 ≥ (M − 1)/2 − 1/qd − (M − 1)
2/2qd, which
is positive for all 2 ≤ M ≤ d/2 + 1. Here, we may assume that M ≥ 2, because
B(2d − 1) contains at least two elements. Then the least element and 2d − 1 are
free. Also, we get M ≤ d/2 + 1 from the fact that Q1 + ⌈k/2⌉ ≤ d −M + 1 implies
M ≤ d−⌈k/2⌉+1 ≤ d/2+1. By the concavity, (M −1)/2−1/qd− (M −1)2/2qd > 0
if it is positive when M = 2 and M = d/2 + 1. For the case M = 2, the condition
d ≥ 4 is necessary. Thus we conclude that s2/q′d− r2/qd− 1 > 0 holds for all possible
M whenever d ≥ 4.
When d = 3, one can see that the only possible cases are k = 3 and all indices
3, 4, 5 are free. (Note that 4, 5 should be free by the assumptions.) Thus Q1 = 0 and
then M(M − 1)/2 = d − Q1 − ⌈
k
2
⌉ since M = 2. We will consider more general C3
curves in Section 5.
Case (2). When 2d− 1 is quasi-free, we have that F1 + F2 ≥ ⌊
k
2
⌋+ 1. In this case,
the lower bound of Jacobian (16) can be modified as∣∣∣ det(∂H(z(τ, s))
∂τ
) ∣∣∣2 ≥ Cα d(d−1)21 ( γ2α1
)M(M−1)
2
(
β1
α1
)Q1 (β1
γ2
)Q2−1(β2
γ2
) d∏
i=1
|τi|
4K
d(d+1) .
Then it follows that
|F2| & α
d(d−1)
2
1
(
γ2
α1
)M(M−1)
2
(
β1
α1
)Q1 (β1
γ2
)Q2−1(β2
γ2
)
αd−k
(
γ2
α1
)M−N
α
⌊k
2
⌋
1 β
⌈k
2
⌉
1
(
β2
β1
)
= α
d(d+1)
2
1
(
β1
α1
)Q1+Q2+⌈k2 ⌉−2( γ2
α1
)M(M−1)
2
−(N−M)−Q2 (β2
α1
)2
≥ α
d(d+1)
2
1
(
β1
α1
)Q1+Q2+⌈k2 ⌉−2( γ2
α1
)M(M−1)
2
−Q2 (β2
α1
)2
.
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The last inequality holds, because N −M ≥ 0 and γ2 ≪ α1.
If M(M−1)
2
≤ d−Q1−⌈
k
2
⌉, then we may write (γ2/α1)
M(M−1)
2
−Q2 ≥ (β2/α1)
d−Q1−Q2−⌈
k
2
⌉.
Also we see that (β1/α1)
Q1+Q2+⌈
k
2
⌉−2 ≥ (β1/α1)d−2, since Q1+Q2+ ⌈
k
2
⌉ ≤ Q1+Q2+
F1 + F2 ≤ d. Then we have that r1 = d(d− 1)/2, r2 = 0, s1 = d− 2, and s2 = 2. It
is easy to check the relations of r1, r2, s1, s2 in Lemma 4.1.
If M(M−1)
2
> d−Q1−⌈
k
2
⌉, we may write r
M(M−1)
2
−Q2
2 ≥ β
d−Q1−Q2−⌈
k
2
⌉
2 α
M(M−1)
2
+Q1+⌈
k
2
⌉−d
2 .
Then we have that
r1 =
d(d+ 1)
2
−
M(M − 1)
2
−Q1 −
⌈k
2
⌉
,
r2 =
M(M − 1)
2
+Q1 +
⌈k
2
⌉
− d,
s1 = Q1 +Q2 +
⌈k
2
⌉
− 2,
s2 = d−Q1 −Q2 −
⌈k
2
⌉
+ 2.
It is easy to check that r1 + r2 = d(d − 1)/2 and s1 + s2 = d. Now let us verify
s2/q
′
d − r2/qd − 1 > 0. Since Q2 ≤ M/2 and Q1 + ⌈k/2⌉ ≤ d −M + 1, we see that
s2/q
′
d − r2/qd − 1 ≥M/2− 2/qd −M(M − 2)/2qd, which is positive for all 2 ≤ M ≤
d/2 + 1. Since 2d − 1 is quasi-free, M is at least 2. Also, Q1 + ⌈k/2⌉ ≤ d −M + 1
implies M ≤ d− ⌈k/2⌉+ 1 ≤ d/2 + 1. Thus we conclude that s2/q′d − r2/qd − 1 > 0
holds for all possible M whenever d ≥ 4.
When d = 3, we can check that M(M−1)
2
= d − Q1 − ⌈
k
2
⌉ holds. In fact, the only
possible cases are that 5 is quasi-bound to 3 or 4 with k = 3. Then Q1 = 0 and
M = F2 +Q2 = 2.
Case (3). Finally we consider the case that 2d− 1 is bound to some j ∈ B. In this
case, we have that∣∣∣ det(∂H(z(τ, s))
∂τ
) ∣∣∣2 ≥ Cα d(d−1)21 ( γ2α1
)M(M−1)
2
(
β1
α1
)Q1 (β1
γ2
)Q2 d∏
i=1
|τi|
4K
d(d+1) .
Thus one can see that
|F2| & α
d(d−1)
2
1
(
γ2
α1
)M(M−1)
2
(
β1
α1
)Q1 (β1
γ2
)Q2
αd−k
(
γ2
α1
)M−N
α
⌊k
2
⌋
1 β
⌈k
2
⌉
1
(
β2
β1
)
= α
d(d+1)
2
1
(
β1
α1
)Q1+Q2+⌈k2 ⌉−1( γ2
α1
)M(M−1)
2
−Q2−(N−M)(β2
α1
)
.
Since 2d− 1 is bound to some j, there are at least two indices which are bound to
j. Then we have N −M ≥ 2, which implies (γ2/α1)
−(N−M) ≥ (γ2/α1)
−2. Thus we
obtain that
|F2| & α
d(d+1)
2
1
(
β1
α1
)Q1+Q2+⌈k2 ⌉−1( γ2
α1
)M(M−1)
2
−Q2−2(β2
α1
)
.
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Note that d − Q1 − Q2 − ⌈
k
2
⌉ ≥ 0 and we may assume γ2 = α2 > β2. (If α2 ≤ β2,
then 2d− 1 should be free.) Hence we may write
γ
M(M−1)
2
−Q2−2
2 ≥ β
d−Q1−Q2−⌈
k
2
⌉
2 α
M(M−1)
2
+Q1+⌈
k
2
⌉−d−2
2 .
It follows that |F2| & α
r1
1 α
r2
2 β
s1
1 β
s2
2 holds with
r1 =
d(d+ 1)
2
−Q1 −
⌈k
2
⌉
−
M(M − 1)
2
+ 2,
r2 =
M(M − 1)
2
+Q1 +
⌈k
2
⌉
− d− 2,
s1 = Q1 +Q2 +
⌈k
2
⌉
− 1,
s2 = d−Q1 −Q2 −
⌈k
2
⌉
+ 1.
It is easy to check that r1 + r2 = d(d − 1)/2 and s1 + s2 = d. Now let us verify
s2/q
′
d−r2/qd−1 > 0 for all d ≥ 3. Since Q2 ≤ (M−1)/2 and Q1+⌈k/2⌉ ≤ d−M+1,
it follows that s2/q
′
d−r2/qd−1 ≥ (M−1)/2+1/qd−(M−1)
2/2qd, which is positive for
all 1 ≤M ≤ d/2+ 1. Since the assumption that 2d− 1 is bound implies M ≥ 1, and
the condition Q1 + ⌈k/2⌉ ≤ d−M +1 implies M ≤ d/2+ 1 for all , we can conclude
that s2/q
′
d − r2/qd − 1 > 0 for all possible M and for all d ≥ 3. This completes the
proof. 
5. The polynomial curves in C3
In this section, we consider polynomial curves of simple type in C3. Let h(z) =
(z, z2, φ(z)) with a complex polynomial φ(z) of degree at most N . Then dσ(z) =
|φ′′′(z)|1/3dµ(z). By Lemma 2.1, it is enough to consider a restricted domain B :=
D ∩ Bℓ for some 1 ≤ ℓ ≤ M . By (2), we also see that |φ′′′(z)| ∼ |z|k whenever
z ∈ Bℓ ⊂ S ∩∆ ∩ Ek with Ek = Gk or Dk.
Thus we can set
Tf(x) =
∫
B
f(x− h(z)) dσ(z) =
∫
B
f(x− h(z)) |z|kdµ(z).(25)
This section is actually redundant, because (25) is the same as (4). However, we
will show that the d = 3 case can be treated directly without the band structure.
Also, the complex version of the band structure in Section 3 was motivated by the
proof of Lemma 5.3.
Again, we will show that two refinements of the restricted weak type estimates
hold:
|E| & α4β2 or |F | & α3β3.(26)
First, we prove the following, by which one can obtain the strong type (2, 3) esti-
mate. (See Lemma A.1 and the beginning of Appendix A.)
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Lemma 5.1. Let E1, E2, G ⊂ R6 be measurable sets with finite measure. Suppose
that
TχE1(x) ≥ α1 and TχE2(x) ≥ α2
for all x ∈ G and α1 ≤ α2. Then
|E2| & α1 α
3
2 β
2,
where β = α1
|G|
|E1|
.
The proof is similar to the real case, since we make a comparison between the
absolute values of complex variables. (See [11].)
Proof. Since 〈T ∗χG, χE1〉 = 〈χG, TχE1〉 ≥ α1|G| = β|E1|, we can define a set
E11 = {y ∈ E1 : T
∗χG(y) ≥ β/2}.
It follows that
〈TχE11 , χG〉 = 〈χE11 , T
∗χG〉 = 〈χE1, T
∗χG〉 − 〈χE1\E11 , T
∗χG〉 ≥ α1|G| −
β
2
|E1| =
α1
2
|G|.
Thus we can define
G1 = {x ∈ G : TχE11 (x) ≥ α1/4}.
One can see that G1 is not empty.
For x0 ∈ G1, we set
P = {z1 ∈ B : x0 − h(z1) ∈ E
1
1} and then σ(P ) = TχE11 (x0) ≥ α1/4.
For all z1 ∈ P , we also set
Qz1 = {z2 ∈ B : x0−h(z1)+h(z2) ∈ G} and then σ(Qz1) = T
∗χG(x0−h(z1)) ≥ β/2.
For z1 ∈ P and z2 ∈ Qz1 , we set
Rz1,z2 = {z3 ∈ B : x0 − h(z1) + h(z2)− h(z3) ∈ E2}.
Then we see that σ(Rz1,z2) = TχE2(x0 − h(z1) + h(z2)) ≥ α2.
Let S = {(z1, z2, z3) : z1 ∈ P, z2 ∈ Qz1 , z3 ∈ Rz1,z2}. And if we set
Φh(z1, z2, z3) = −h(z1) + h(z2)− h(z3),(27)
then x0 + Φh(S) ⊂ E2. From Lemma 2.1 and Be´zout’s theorem, we have that
|E2| ≥ C
∫∫∫
S
|JRΦh(z1, z2, z3)| dµ(z1)dµ(z2)dµ(z3)
=
∫∫∫
S
|JCΦh(z1, z2, z3)|
2 dµ(z1)dµ(z2)dµ(z3)
≥ C
∫∫∫
S
max{|z1|, |z2|, |z3|}
2k|z2 − z1|
2|z3 − z1|
2|z3 − z2|
2dµ(z1)dµ(z2)dµ(z3)
whenever z1, z2, z3 ∈ S. The last integrand is obtained from (3).
To obtain a lower bound of the last integral, we follow the argument in [11]. Let
us define a set
Bα = {z ∈ B : |z| ≤ (16πν)
−ναν},
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for ν = 3
k+6
and a fixed k as in the definition of T . Then we see that
σ(Bα) =
∫
Bα
|z|
k
3 dµ(z) ≤ 2π
∫ (16πν)−ναν
0
r
k
3
+1dr = 2πν(16πν)−1α =
α
8
.
Thus we may assume that |z1| ≥ (16πν)−ναν1 on P . In fact, we can replace P by
P \ Bα1 since σ(P \ Bα1) ≥ σ(P ) − σ(Bα1) ≥
α1
8
. We also assume that |z2| ≥
(16πν)−νβν on Qz1 and |z3| ≥ (16πν)
−ναν2 on Rz1,z2 in the same way.
The following lemma implies that we may assume z1, z2 and z3 are separated from
each other.
Lemma 5.2. There exists a small constant c > 0 such that for (z1, z2, z3) ∈ S
(i) |z2 − z1| ≥ cβ
1
2 |z2|−
k
6
ε1|z1|−
k
6
(1−ε1), where ε1 = 0 if z1 ∈ Bβ/2, or ε1 = 1 if
z1 /∈ Bβ/2.
(ii) |z3 − z1| ≥ cα
1
2
2 |z3|
− k
6
ε2|z1|
− k
6
(1−ε2), where ε2 = 0 if z1 ∈ Bα2/2, and ε2 = 1 if
z1 /∈ Bα2/2.
(iii) |z3 − z2| ≥ cα
1
2
2 |z3|
− k
6
ε3|z2|
− k
6
(1−ε3), where ε3 = 0 if z2 ∈ Bα2/2, and ε3 = 1 if
z2 /∈ Bα2/2.
Proof. We will show (i). The remaining cases can be shown in a similar way. First,
we consider the case z1 ∈ Bβ/2, where |z1| ≤ (16πν)
−ν(β/2)ν < |z2|/2
ν. Then we
have that
|z2 − z1| & |z2| > (16πν)
− 1
2β
1
2 |z2|
− k
6
since |z2| > (16πν)
−νβν = (16πν)−3/(k+6)β3/(k+6).
If z1 /∈ Bβ/2, then |z1| > (16πν)
−ν(β/2)ν, which also implies |z1| > (32πν)−
1
2β
1
2 |z1|−
k
6 .
Let us define a set Bβ(w) for w ∈ B and c0 > 0 by
Bβ(w) = {z ∈ B : |z − w| ≤ c0 β
1
2 |w|−
k
6 }.
When z ∈ Bβ(z1) for z1 /∈ Bβ/2, we see that
|z − z1| ≤ c0 β
1
2 |z1|
− k
6 ≤ c0(32πν)
1
2 |z1|,
and then
|z| ≤ |z − z1|+ |z1| ≤ (1 + c0(32πν)
1
2 )|z1|.
It follows that
σ(Bβ(z1)) =
∫
Bβ(z1)
|z|
k
3 dµ(z) ≤
(
(1 + c0(32πν)
1
2 )|z1|
)k
3
× πc20β|z1|
− k
3 .
By choosing sufficiently small c0, we have that σ(Qz1 \ Bβ(z1)) & β. Thus we can
regard Qz1 \Bβ(z1) as Qz1, and we can say (i) holds for z1 ∈ P and z2 ∈ Qz1 . 
Now we turn to obtaining a lower bound of E ′. We may assume that S can be
replaced by a suitable subset of S, where z1, z2, z3 satisfy the observations above. By
the above lemma, the Vandermonde determinant |z2 − z1||z3 − z1||z3 − z2| can be
treated in each case. In fact, we have
|z2 − z1|
2|z3 − z1|
2|z3 − z2|
2 & βα22|z1|
− k
3
(2−ε1−ε2)|z2|
− k
3
(ε1+1−ε3)|z3|
− k
3
(ε2+ε3).
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Also it is obvious that
max{|z1|, |z2|, |z3|}
2k ≥ |z1|
a|z2|
b|z3|
c(28)
for positive constants a,b,c satisfying a+ b+ c = 2k.
Therefore, if we set
a =
k
3
+
k
3
(2− ε1 − ε2), b =
k
3
+
k
3
(ε1 + 1− ε3), and c =
k
3
+
k
3
(ε2 + ε3),
we have
|E2| ≥ C
∫∫∫
S
max{|z1|, |z2|, |z3|}
2k|z2 − z1|
2|z3 − z1|
2|z3 − z2|
2dµ(z1)dµ(z2)dµ(z3)
& βα22
∫
P
|z1|
k
3
∫
Qz1
|z2|
k
3
∫
Rz1,z2
|z3|
k
3 dµ(z3)dµ(z2)dµ(z1)
& α1β
2α32.
This completes the proof. 
To obtain sharper Lorentz space esimates, we need another refinement of (26) as
follows.
Lemma 5.3. Let F1, F2, G ⊂ R6 be measurable sets with finite measure. Suppose
that
T ∗χF1(y) ≥ β1 and T
∗χF2(x) ≥ β2
for all y ∈ G and β1 ≤ β2. Then
|F2| & α
3 β1 β
2
2 ,
where α = β1
|G|
|F1|
.
Proof. Following the proof of Lemma 5.1, we have that
F 11 = {x ∈ F1 : TχG(x) ≥ α/2}
G1 = {y ∈ G : T ∗χF 11 (y) ≥ β1/4}.
Then we can construct the sets contained in B as follows. For y0 ∈ G1, we define
P ′ = {z1 ∈ B : y0 + h(z1) ∈ F
1
1 }, (σ(P
′) ≥ β1/4),
Q′z1 = {z2 ∈ B : y0 + h(z1)− h(z2) ∈ G}, (σ(Q
′
z1) ≥ α/2),
R′z1,z2 = {z3 ∈ B : y0 + h(z1)− h(z2) + h(z3) ∈ F2}, (σ(R
′
z1,z2
) ≥ β2).
If we set S ′ = {(z1, z2, z3) : z1 ∈ P ′, z2 ∈ Q′z1 , z3 ∈ R
′
z1,z2
} and Φ′h(z1, z2, z3) =
h(z1)− h(z2) + h(z3), then y0 + Φ′h(S
′) ⊂ F2. Again we have that
|F2| ≥ C
∫∫∫
S′
max{|z1|, |z2|, |z3|}
2k|z2 − z1|
2|z3 − z1|
2|z3 − z2|
2dµ(z1)dµ(z2)dµ(z3)
We also have an analogue of Lemma 5.2:
(i) |z1| ≥ (16πν)−νβν1 , |z2| ≥ (16πν)
−ναν , and |z3| ≥ (16πν)−νβν2 .
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(ii) |z2 − z1| ≥ cα
1
2 |z2|
− k
6
ε1|z1|
− k
6
(1−ε1), where ε1 = 0 if z1 ∈ Bα1/2, or ε1 = 1 if
z1 /∈ Bα1/2.
(iii) |z3 − z1| ≥ cβ
1
2
2 |z3|
− k
6
ε2|z1|−
k
6
(1−ε2), where ε2 = 0 if z1 ∈ Bβ2/2, and ε2 = 1 if
z1 /∈ Bβ2/2.
(iv) |z3 − z2| ≥ cβ
1
2
2 |z3|
− k
6
ε3|z2|
− k
6
(1−ε3), where ε3 = 0 if z2 ∈ Bβ2/2, and ε3 = 1 if
z2 /∈ Bβ2/2.
where ν = 3/(k + 6).
We consider two cases: β2 & α and β2 ≪ α.
Case 1 : β2 & α. In this case, we follow the proof of Lemma 5.1. Then we obtain
|F2| & α
2β1β
3
2 & α
3β1β
2
2
by (i)–(iv) above.
Case 2 : β2 ≪ α. In this case, we assume that z1 ∈ Bα/2. Then |z2 − z1| ≥
cα
1
2 |z1|
− k
6 . (When z1 /∈ Bα/2, we start with |z2 − z1| ≥ cα
1
2 |z2|
− k
6 .) We consider two
balls given by
B(z1) = {z : |z − z1| <
1
3
cα
1
2 |z1|
− k
6 }
B(z2) = {z : |z − z2| <
1
3
cα
1
2 |z1|
− k
6 }.
Then z3 can be located in B(z1), B(z2), or (B(z1)∪B(z2))
c. If z3 ∈ B(z1), then (iv)
can be replaced by
|z3 − z2| ≥
1
3
cα
1
2 |z1|
− k
6 .
By (28) with a = k + k
3
(1− ε2), b =
k
3
, c = k
3
+ k
3
ε2, and by (i)–(iii) above, it follows
that
|F2| ≥ C
∫∫∫
S′
max{|z1|, |z2|, |z3|}
2k|z2 − z1|
2|z3 − z1|
2|z3 − z2|
2dµ(z1)dµ(z2)dµ(z3)
&
∫∫∫
S′
|z1|
a|z2|
b|z3|
cα2β2|z1|
− 2k
3
− k
3
(1−ε2)|z3|
− k
3
ε2dµ(z1)dµ(z2)dµ(z3)
& α2β2
∫∫∫
S′
|z1|
k
3 |z2|
k
3 |z3|
k
3 dµ(z1)dµ(z2)dµ(z3)
& α31β1β
2
2 .
If z3 ∈ B(z2), then we replace (iii) by |z3 − z1| ≥
1
3
cα
1
2 |z1|
− k
6 . By choosing appro-
priate a, b, c, we obtain |F2| & α3β1β2 again.
If z3 ∈ (B(z1)∪B(z2))c, we have |z3−z1| ≥
1
3
cα
1
2 |z1|
− k
6 and |z3−z2| ≥
1
3
cα
1
2 |z1|
− k
6 .
Thus we see that |F2| & α4β1β2 & α3β1β22 as desired. 
Appendix A. Proof of Theorems 1.1 and 1.2
In this section, for the sake of completeness we present a detailed proof of (1)
assuming Lemmas 3.1 and 4.1. (Theorem 1.2 is implied by Lemmas 5.1 and 5.3.)
We closely follow the argument due to Stovall [30]. (See also [10].) We begin with
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establishing a weaker version T : Lp,u(R2d) → Lq,∞(R2d), which implies the weak
type (p, q). By the argument in [10], the weak type (p, q) gives the Lorentz space
boundedness of T : Lp(R2d)→ Lq,p+ǫ(R2d) for any ǫ > 0.
Lemma A.1. Let 1 ≤ u < q = d(d+1)
2(d−1) and p =
d+1
2
. Also let F be a (Borel) measurable
set and f ∈ Lp,u. Then there exists a constant C > 0, depending only on p, q, u, such
that
〈Tf, χF 〉 ≤ C‖f‖Lp,u|F |
1
q′ .
Here, |F | is the Lebesgue measure of F on R2d and 1/q′ = 1− 1/q.
Proof. Let us set f =
∑∞
k=−∞ 2
kχEk where the Ek’s are pairwise disjoint measurable
sets in R2d. Let us assume that
‖f‖Lp,u ∼
(
∞∑
k=−∞
(2k|Ek|
1
p )u
) 1
u
= 1.
Then it suffices to show that
(29)
∑
k∈Z
2k 〈TχEk , χF 〉 . |F |
1
q′ .
Let T(Ek, F ) denote 〈TχEk , χF 〉. We classify Ek depending on the restricted weak
type estimate obtained in Section 3 and the normalization of f above. For nonnega-
tive integers m and n, we define
(30) KF0 = {k ∈ Z : T(Ek, F ) = 0},
(31) KFm = {k ∈ Z : C2
−m−1|Ek|
1
p |F |
1
q′ ≤ T(Ek, F ) ≤ C2
−m|Ek|
1
p |F |
1
q′ },
(32) KFm,n = {k ∈ K
F
m : 2
−n−1 < (2k|Ek|
1
p )u ≤ 2−n}.
Here the constant C arose from the restricted weak type estimates for T .
We split KFm,n into Am-separated sets so we define {K
F
m,n,i}
[Am]
i=1 to be a partition of
KFm,n. Here A is some constant that will be determined later. Note that |k−k
′| ≥ Am
for any k, k′ ∈ KFm,n,i. Fix i and set K = K
F
m,n,i for convenience.
By the normalization of f , we have
∑
k∈K(2
k|Ek|1/p)u ≤ 1. We may assume that
#K > 0. By (32), we see that
∑
k∈K 2
−n . 1, so we obtain #K . 2n. Now we will
find two upper bounds for
∑
2kT(Ek, F ).
Firstly, we obtain that∑
k∈K
2kT(Ek, F ) .
∑
k∈K
2k2−m|Ek|
1
p |F |
1
q′(33)
.
∑
k∈K
2−m2−
n
u |F |
1
q′
.(#K)2−
n
u
−m|F |
1
q′
.2n(1−
1
u
)−m|F |
1
q′
since K is a subset of (31) and (32).
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Secondly, we consider a subset of F related to an average of TχEk on F . For each
k ∈ K, let
(34) Gk = {x ∈ F : TχEk(x) ≥
T(Ek, F )
2|F |
}.
It follows that
T(Ek, F\Gk) <
T(Ek, F )
2|F |
|F \Gk| ≤
1
2
T(Ek, F ),
and then T(Ek, F ) ∼ T(Ek, Gk).
Since
C2−(m−1)|Ek|
1
p |F |
1
q′ ≤ T(Ek, F ) ∼ T(Ek, Gk) ≤ C|Ek|
1
p |Gk|
1
q′ ,
we have
2−mq
′
|F | . |Gk|.(35)
Also we can observe that
∑
k∈K
|Gk| =
∑
k∈K
∫
F
χGk ≤
(∫
F
(∑
k∈K
χGk
)2) 12
|F |
1
2 .
It follows that(
1
|F |
∑
k∈K
|Gk|
)2
≤
1
|F |
∫
F
(
∑
k∈K
χGk)
2 ≤
1
|F |
∑
k∈K
|Gk|+
1
|F |
∑
k 6=ℓ
|Gk ∩Gℓ|.
Therefore we have two cases, i.e.
1
|F |
∑
k∈K
|Gk| . 1 or
(
1
|F |
∑
k∈K
|Gk|
)2
.
1
|F |
∑
k 6=ℓ
|Gk ∩Gℓ|.
From the latter inequality and (35), it holds that
|Gk ∩Gℓ| & 2
−2mq′|F |(36)
for some k 6= ℓ. In fact, one can see that
|F |−1
∑
k 6=ℓ
|Gk ∩Gℓ| ≤ |F |
−1(#K)2max
k 6=ℓ
|Gk ∩Gℓ|
and
(|F |−1
∑
k∈K
|Gk|)
2 & (|F |−12−mq
′
|F |(#K))2
by (35). So we obtain maxk 6=ℓ |Gk ∩Gℓ| & 2−2mq
′
|F |.
Our claim is that (36) yields a contradiction by Lemma 4.1 or 5.1. We postpone
the proof for a moment.
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Then we may assume that
∑
k∈K |Gk| . |F |. By this inequality, the second bound
for
∑
2kT(Ek, F ) can be derived from
(37)
∑
k∈K
2kT(Ek, Gk) .
∑
k∈K
2k|Ek|
1
p |Gk|
1
q′
.
(∑
k∈K
(2k|Ek|
1
p )q
) 1
q
(∑
k∈K
|Gk|
) 1
q′
.(#K2−
nq
u )
1
q |F |
1
q′
.2n(
1
q
− 1
u
)|F |
1
q′ .
By (33) and (37), we obtain that
(38)
∑
k∈K
2kT(Ek, F ) . min
(
2n(1−
1
u
)−m, 2n(
1
q
− 1
u
)
)
|F |
1
q′ .
Since 1 ≤ u < q, we have
(39)
∑
k∈KFm
2kT(Ek, F ) =
∞∑
n=0
⌈Am⌉∑
i=1
∑
k∈K
2kT(Ek, F )
.Am
∞∑
n=0
min
(
2n(1−
1
u
)−m, 2n(
1
q
− 1
u
)
)
|F |
1
q′
.Am
 ∑
n>⌈mq′⌉
2n(
1
q
− 1
u
) +
∑
n≤⌈mq′⌉
2n(1−
1
u
)−m
 |F | 1q′
.Am 2−mq
′( 1
u
− 1
q
)|F |
1
q′ .
Let us set 0 ≤ ε < q′( 1
u
− 1
q
). Since there exists a constant c such that m ≤ 2εm for
m ≥ c, we sum (39) over 0 ≤ m <∞ as follows:
∞∑
m=0
∑
k∈KFm
2kT(Ek, F ) =
∑
0≤m<c
Am 2−mq
′( 1
u
− 1
q
)|F |
1
q′ +
∑
m≥c
A2−m(q
′( 1
u
− 1
q
)−ε)|F |
1
q′ . |F |
1
q′
This gives the desired inequality (29).
Now we turn to proving that a contradiction occurs if we assume (36). Let us denote
G = Gk ∩Gℓ where k > l, E1 = Ek, E2 = Eℓ, α1 = 2
−m|E1|
1
p |F |−
1
q , β = α1|G||E1|
−1,
and α2 = 2
−m|E2|
1
p |F |−
1
q . Then, by Lemma 3.1(or Lemma 5.1), and (36), we obtain
that
|E2| & α
d(d+1)
2
1
(
β
α1
)d−1 (
α2
α1
)d
& (2−m|E1|
1
p |F |−
1
q )
d(d+1)
2 (2−2mq
′
|F ||E1|
−1)d−1(|E2|
1
p |E1|
− 1
p )d
& 2−m(
d(d+1)
2
+2(d−1)q′)|E1|
1− d
p |E2|
d
p .
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It follows that |E1| & 2−m(d+1)(q+2q
′)|E2|. Together with the fact |E1| ∼ 2−np/u−kp
and |E2| ∼ 2−np/u−ℓp by (32), we have that 2m(d+1)(q+2q
′) & 2(k−ℓ)p. Since k > ℓ, and
the case k < ℓ can be obtained in a similar way, we finally obtain that |k − ℓ| .
m(d + 1)(q + 2q′)/p. Since we can take the constant A to be sufficiently large, this
contradicts our construction of K. This completes the proof. 
Recall that p = d+1
2
, q = d(d+1)
2(d−1) . The following lemma implies Theorem 1.1 and
Theorem 1.2. In fact, the other three cases (u ≤ p < v ≤ q, p ≤ u < q ≤ v, and
u ≤ p < q ≤ v) follow from the next lemma and the fact that ‖f‖Lp,u ≤ ‖f‖Lp,u′
whenever u′ ≤ u.
Lemma A.2. Let 1 ≤ p ≤ u < v ≤ q ≤ ∞. For f ∈ Lp,u there exists a constant
C > 0 such that
‖Tf‖Lq,v(R2d) ≤ C‖f‖Lp,u(R2d).
Proof. Let f =
∑
k 2
kχEk and g =
∑
j 2
jχFj where Ek and Fj are pairwise disjoint
measurable sets. We also assume that
‖f‖Lp,u ∼
(
∞∑
k=−∞
(2k|Ek|
1
p )u
) 1
u
= 1
and
‖g‖Lq′,v′ ∼
(
∞∑
j=−∞
(2j |Fj|
1
q′ )v
′
) 1
v′
= 1.
Then it suffices to show that∑
j∈Z
2j
∑
k∈Z
2kT(Ek, Fj) . 1,
where T(Ek, Fj) = 〈TχEk , χFj〉.
Fix a nonnegative integer m, and we set K
Fj
0 as above and
K
Fj
m = {k ∈ Z : c2
−m−1|Ek|
1
p |Fj|
1
q′ < T(Ek, Fj) ≤ c2
−m|Ek|
1
p |Fj|
1
q′ }
for some constant c > 0. Instead of K
Fj
m,n, we define
Jn = {j ∈ Z : 2
−n−1 < (2j|Fj |
1/q′)v
′
≤ 2−n}(40)
from the normalization of g. We will divide Jn into ⌈A′m⌉ subsets, where A′ will be
specified later. For 1 ≤ i ≤ [A′m], let us denote by Jmn,i an A
′m-separated subset of
Jn. Let J = J
m
n,i for convenience. Using the method used to get #K, one can see that
#J ≤ 2n for each J.
By (39), we have that∑
j∈J
2j
∑
k∈K
Fj
m
2kT(Ek, Fj) . Am 2
−mq′( 1
u
− 1
q
)
∑
j∈J
2j |Fj|
1/q′
. Am 2−mq
′( 1
u
− 1
q
)2−n/v
′
#J
. Am 2−mq
′( 1
u
− 1
q
)2n(1−
1
v′
).
34 HYUNUK CHUNG AND SEHEON HAM
For the second bound, we consider
Ek,j = {x ∈ Ek : T
∗χFj(x) ≥
T(Ek, Fj)
2|Ek|
},(41)
which implies that
T(Ek\Ek,j, Fj) ≤ 〈χEk\Ek,j , T
∗χFj〉 <
1
2
T(Ek,j, Fj).
Therefore, T(Ek, Fj) ∼ T(Ek,j, Fj). It follows that 2−mp|Ek| . |Ek,j|, which is similar
to (35). By the same argument, we get two cases:
1
|Ek|
∑
j∈J
|Ek,j| . 1 or
(
1
|Ek|
∑
j∈J
|Ek,j|
)2
.
1
|Ek|
∑
j 6=l
|Ek,j ∩ Ek,l|.
Again, we may assume that
∑
j∈J |Ek,j| ≤ |Ek| for each k ∈ K
Fj
m . In fact, the second
inequality and 2−mp|Ek| . |Ek,j| lead to |Ek,j ∩ Ek,l| & 2−2mp|Ek|, which implies a
contradiction to the definition of J. We will check this at the end.
By the assumption u/p ≥ 1, it follows that
∑
j∈J
|Ek,j|
u
p ≤
(∑
j∈J
|Ek,j|
)u
p
≤ |Ek|
u
p ,
and then
(42)
∑
j∈J
∑
k∈K
Fj
m
2uk|Ek,j|
u
p ≤
∑
k∈Z
2uk|Ek|
u
p .
By Lemma A.1, Ho¨lder’s inequality, and (42), we thus obtain that∑
j∈J
2j
∑
k∈K
Fj
m
2kT(Ek, Fj) ∼
∑
j∈J
2j
∑
k∈K
Fj
m
2kT(Ek,j, Fj)
.
∑
j∈J
2j
 ∑
k∈K
Fj
m
(
2k|Ek,j|
1
p
)u
1
u
|Fj|
1
q′ .
.
∑
j∈J
∑
k∈K
Fj
m
2ku|Ek,j|
u
p

1
u (∑
j∈J
(2j|Fj |
1
q′ )u
′
) 1
u′
.
(∑
k∈Z
2ku|Ek|
u
p
) 1
u
(#J2−
n
v′
u′)
1
u′
. 2n(
1
u′
− 1
v′
).
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Now, let a = q′(1/u− 1/q). Then we have
〈Tf, g〉 =
∑
j,k
2j2kT(Ek, Fj)
=
∞∑
n=0
∞∑
m=0
A′m∑
i=1
∑
j∈J
2j
∑
k∈K
Fj
m
2kT(Ek, Fj)
.
∞∑
n=0
∞∑
m=0
A′m∑
i=1
min{Am 2−am2n(1−
1
v′
), 2n(
1
u′
− 1
v′
)}
.
∞∑
m=0
 ∑
n>⌈aum⌉
AA′m2 2−am+n(1−
1
v′
) +
∑
n≤⌈aum⌉
A′m 2n(
1
u′
− 1
v′
)

.
∑
m=0
AA′m22au(
1
u′
− 1
v′
)m
.
∑
m≤⌈c⌉
AA′m22au(
1
u′
− 1
v′
)m +
∑
m≤⌈c⌉
AA′2au(
1
u′
− 1
v′
)m+εm
. 1
where we can take a constant c > 0 such that m2 ≤ 2εm when m ≥ c and 0 ≤ ε <
au(1/v′ − 1/u′).
Now we show that |Ek,j ∩ Ek,l| & 2−2mp|Ek| leads to a contradiction in view of
Lemma 4.1. Let us assume j > l and m ≥ 1. (The case m = 0 is excluded in the
construction of the set J.) To apply Lemma 4.1, let us set E := Ek,j ∩Ek,l, F1 := Fj,
F2 := Fl. By (41) and by the definition of K
Fj
m , we have that
T ∗χFi(x) ≥
T(Ek, Fi)
2|Ek|
& 2−m−2|Ek|
− 1
p′ |Fi|
1
q′ for x ∈ E,
where i = 1, 2. Let us set βi = 2
−3m|Ek|−1/p
′
|Fi|1/q
′
and αi := βi|E||Fi|−1 for i = 1, 2,
which satisfy the assumption of Lemma 4.1. (Note that 2−m−2 ≥ 2−3m for m ≥ 1. )
Then, by Lemma 4.1, and by the assumption |E| = |Ek,j ∩ Ek,l| & 2−2mp|Ek|, we
obtain that
|F2| & α
r1
1 α
r2
2 β
s1
1 β
s2
2
& (2−3m|Ek|
− 1
p′ |F1|
1
q′ )r1+s1(2−3m|Ek|
− 1
p′ |F2|
1
q′ )r2+s2|E|r1+r2|F1|
−r1 |F2|
−r2
& 2−
3md(d+1)
2
−mpd(d−1)|Ek|
− d(d+1)
2p′
+
d(d−1)
2 |F1|
r1+s1
q′
−r1|F2|
r2+s2
q′
−r2
= 2−
md(d+1)(d+2)
2 |F1|
r2
q
−
s2
q′
+1|F2|
s2
q′
−
r2
q ,
using the conditions r1+r2 = d(d−1)/2, s1+s2 = d in Lemma 4.1 and p = (d+1)/2,
q = d(d+ 1)/2(d− 1).
It follows that
|F1|
s2
q′
−
r2
q
−1
& 2−
md(d+1)(d+2)
2 |F2|
s2
q′
−
r2
q
−1
.
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Since we have |F1| ∼ 2−nq
′/v′−jq′ and |F2| ∼ 2−nq
′/v′−lq′ by (40), we have that 2Cm &
2j−l. Here, C = d(d + 1)(d + 2)/(2q′(s2/q
′ − r2/q + 1)). Since the case l < j can
be obtained in a similar way, we finally obtain that |j − l| . Cm. If we take the
constant A′ to be sufficiently large, this contradicts our construction of J. 
Appendix B. The necessary conditions
We use the notation and terminology in [9, 30]. We will only treat the nonde-
generate case when h(z) = (z, z2, . . . , zd−1, zd), which is an analogue of the moment
curve in the real case. Then dσ(z) ∼ dµ(z) = dudv and we may assume that
Af(x) =
∫
D
f(x− h(z))dµ(z).
Let Dr be an anisotropic scaling in R
2d given by
Dr(x1, y1, x2, y2, . . . , xd, yd) = (rx1, ry1, r
2x2, r
2y2, . . . , r
dxd, r
dyd).
We also define a ball B(x, ε) of radius ε centered at x in R2d. Then B(x, ε)−h(z) for
z ∈ D is an ε-neighborhood of −h(z), translated by x. Hence let us set N(x, ε) :=
B(x, ε)− h(z) for z ∈ D so that y − h(z) ∈ N(x, ε) whenever y ∈ B(x, ε).
First we show that the restricted weak type (p, q) of A may hold only for (p, q) ∈ R,
where R is a trapezoid with vertices (0, 0), (1, 1), (1/pd, 1/qd), and (1−1/qd, 1−1/pd).
Let 0 < r < 1 be a small constant. We consider DrN(0, 1) in R
2d. For each y ∈ R2d,
one can see that y − h(rz) = y − Drh(z) ∈ DrN(0, 1) whenever y ∈ DrB(0, 1) and
|z| < r−1. Hence it follows from the dilation z 7→ rz that
AχDrN(0,1)(y) =
∫
|z|<1
χDrN(0,1)(y − h(z))dµ(z)
= r2
∫
|z|<r−1
χDrN(0,1)(y − h(rz))dµ(z)
& r2χDrB(0,1)(y),
which implies ‖AχDrN(0,1)‖Lq,∞ & r
2+d(d+1)/q. Since |DrN(0, 1)|1/p ∼ rd(d+1)/p, we
obtain r2+d(d+1)/q . rd(d+1)/p from the restricted weak type (p, q) for A. Since 0 <
r < 1 we get 1 + d(d+ 1)/(2q) ≥ d(d+ 1)/(2p).
Now for 0 < ε < 1 we consider B(0, ε) and N(0, ε) so that ‖AχN(0,ε)‖Lq,∞ &
|B(0, ε)|1/q = ε2d/q. Also we have |N(0, ε)| ∼ ε2(d−1). By the restricted weak type
(p, q) for A, we get ε2d/q . ε2(d−1)/p. Hence, d/q ≥ (d − 1)/p, and duality gives
1 + (d− 1)/q ≥ d/p.
Finally, the condition q ≥ p follows by the fact that A is translation invariant. In
fact, if any nonzero linear operator which is translation invariant is bounded from
Lp(Rd) to Lq(Rd), then q ≥ p is necessary. (See Section 2.5.3 in [19].)
As a result, we can see that A is of restricted weak type (p, q) only if (p, q) ∈ R.
Lorentz space estimates. Now we show that if (1) holds, then u ≤ qd, pd ≤ v, and
u ≤ v, where (pd, qd) = (
d+1
2
, d(d+1)
2(d−1) ).
• u ≤ v : For a positive integer M , we choose 0 < ε < 1 and xj for j = 1, . . . ,M
such that B(xj , ε
j) are pairwise disjoint and N(xj , ε
j) are also pairwise disjoint.
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Let f(y) =
∑M
j=1 ε
−2(d−1)j/pdχN(xj ,εj)(y). Then one can see that
‖f‖Lpd,u ∼
(
M∑
j=1
ε
− 2(d−1)u
pd
j
|N(xj , ε
j)|
u
pd
) 1
u
∼M
1
u .
Since AχN(xj ,εj)(y) & χB(xj ,εj)(y) and B(xj , ε
j) are pairwise disjoint, we obtain that
‖Af‖Lqd,v &
∥∥∥ M∑
j=1
ε
− 2(d−1)j
pd χB(xj ,εj)
∥∥∥
Lqd,v
∼
(
M∑
j=1
ε
− 2v(d−1)
pd
j
|B(xj , ε
j)|
v
qd
) 1
v
∼
(
M∑
j=1
ε
−2v(d−1
pd
− d
qd
)j
) 1
v
=M
1
v .
For the last equality we use the fact that (pd, qd) satisfies d/qd = (d−1)/pd. Therefore
(1) gives M1/v .M1/u for any positive integer M ≥ 2. Hence we obtain u ≤ v.
• u ≤ qd : Let Nε,r(x) = DrN(x, ε) and Bε,r(x) = DrB(x, ε). We begin with
observing AχNε,r(x)(y) ≥ r
2χBε,r(x)(y) for some x and 0 < ε, r < 1. Since h(rz) =
Drh(z), we see that
AχNε,r(x)(y) =
∫
|z|<1
χNε,r(x)(y − h(z))dµ(z) = r
2
∫
|z|<r−1
χNε,r(x)(y − h(rz))dµ(z)
= r2
∫
|z|<r−1
χN(x,ε)(D
−1
r y − h(z))dµ(z) & r
2χBε,r(x)(y).
Let us set εj = 2
−(M+j)pd, rj = 2
−j, and choose xj so that Bεj ,rj(xj) are pairwise
disjoint and also Nεj ,rj(xj) are pairwise disjoint. (This choice of εj and rj is borrowed
from Section 3 in [30].) If we set f =
∑M
j=1 2
2jχNεj ,rj , it follows that ‖f‖Lpd,u ∼
M1/u2−2M(d−1). Also, we have that
‖Af‖Lqd,v & ‖
M∑
j=1
22j2−2jχBεj ,rj (xj)‖Lqd,v = |
M⋃
j=1
Bεj ,rj(xj)|
1
qd = M
1
qd 2
−
2dMpd
qd .
Thus (1) implies that M1/qd2−2dMpd/qd . M1/u2−2M(d−1). Since 22pdM(d/qd−(d−1)/pd) =
1, we get u ≤ qd whenever M > 1. Note that if M = 1, one can obtain 1 + d(d +
1)/(2q) ≥ d(d+ 1)/(2p).
• pd ≤ v : In this case, we make use of A∗χBε,r & ε
2r2 on Nε,r, which can
be obtained by the same calculation as above. For a positive integer M > 1 and
−M ≤ j ≤ −1, we set εj = 2−(j+M)q
′
d, rj = 2
jq′
d
/qd , and choose xj so that Bεj ,rj(xj)
are pairwise disjoint and Nεj ,rj(xj) are also pairwise disjoint.
Since 22j |Bεj,rj (xj)|
1/q′
d = 22j2−2d(j+M)+d(d+1)j/qd = 2−2dM for qd =
d(d+1)
2(d−1) . If we set
f =
∑−M
j=−1 2
2jχEj , it follows that ‖f‖Lq′d,v′ ∼M
1/v′2−2dM .
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Also, we have that
‖A∗f‖
L
p′
d
,u′ & ‖
−M∑
j=−1
22j2−2(j+M)q
′
d
+2jq′
d
/qdχNεj ,rj (xj)‖Lp
′
d
,u′
= 2−2Mq
′
d|
−M⋃
j=−1
Nεj ,rj(xj)|
1
p′
d = M
1
p′
d 2
−2Mq′
d
−
2M(d−1)q′
d
p′
d .
If (1) holds, then we get M
1
p′
d 2
−2Mq′
d
−
2M(d−1)q′
d
p′
d . M1/v
′
2−2dM . Since (pd, qd) =
(d+1
2
, d(d+1)
2(d−1)
) satisfies d
qd
= d−1
pd
or 1 + d−1
p′
d
= d
q′
d
, it follows that v′ ≤ p′d for any
positive integer M > 1.
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