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Domain adaptation addresses the problem of how to utilize a model trained in
the source domain to make predictions for target domain when the distribution
between two domains differs substantially and labeled data in target domain
is costly to collect for retraining. Existed studies are incapable to handle the
issue of information granularity, in this paper, we propose a new fuzzy domain
adaptation method based on self-constructing fuzzy neural network. This ap-
proach models the transferred knowledge supporting the development of the
current models granularly in the form of fuzzy sets and adapts the knowledge
using fuzzy similarity measure to reduce prediction error in the target domain.
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1. Introduction
Traditional machine learning techniques have been proved to be effective
when assuming the training and test data are sampled from the same distri-
bution. However, this assumption does not hold in reality due to the quick
change of external environment, which means that we can not make a direct
use of out-dated model for a new task. Moreover, to gather enough manually
labeled data for retraining a classifier is also a tough task in many practical
applications, like computer vision,1 object recognition,2 natural language
processing.3 Domain adaptation seeks to solve the problem of generalizing
a model trained in a previous domain (source domain) to perform predic-
tions in a different but related domain (target domain) where we have little
or no labeled data. Existed domain adaptation methods seek to solve this
2problem primarily in three ways: re-weighting source instances iteratively,3
finding the common features shared between source and target domain,4 or
learning a new representation which is instrinsic in both domains.1,5,6
Although many domain adaptation methods have been proposed, the per-
formance is not yet acceptable. One key problem is lack of considering in-
formation granularity.7,8 It is intuitively legitimate to anticipate that, while
the models developed on the basis of the previously available experimental
data produce numeric outcomes, the transferred knowledge supporting the
development of the current models becomes granular (e.g., in the form of
fuzzy sets) to capture the resemblance of the previously encountered en-
vironment with the current situations and account for differences. In this
paper, in order to handle this key problem and take the information granu-
larity into domain adaptation, we model the transferred knowledge granu-
larly in the form of fuzzy sets and propose a new fuzzy domain adaptation
method based on self-constructing fuzzy neural network.
The rest of this paper is organized as follows. Section 2 gives out neces-
sary notations about domain adaptation and a brief introduction of self-
constructing fuzzy neural network. In Section 3, we describe our proposed
method. We summarize the paper and point out future study in Section 4.
2. Problem settings and Notations
In this section, we introduce some notations for domain adaptation problem,
then we briefly describe the components and functions of self-constructing
fuzzy neural network.
2.1. Notations















source domain instances which are drawn from some distribution Ps (x, y),
where xsi ∈ χs ⊂ Rn represents a n dimensional feature vector developed
from feature space χs and ysi is the corresponding label value from label




2, · · · , xtnt
}
denotes un-
labeled target domain dataset which is sampled from distributin Pt (x, y),
where xti ∈ χt ⊂ Rn. In the setting of domain adaptation, as the marginal
distribution Ps (χ
s) 6= Pt (χt), so that Ps (x, y) 6= Pt (x, y). Regarding fuzzy
domain adaptation, let xsi ∈ Λs and xti ∈ Λt, where Λs = {Asij , i =
1, 2, · · · , n, j = 1, 2, · · · , r} and Λt = {Atij , i = 1, 2, · · · , n, j = 1, 2, · · · , r}
are the set of membership functions of fuzzy sets (clusters). n denotes the
dimension of the data and r is the number of fuzzy sets generated in each
dimension. So that fuzzy domain adaptation problem can be described as
3∃Asij ∈ Λs and Atij ∈ Λt, Asij 6= Atij . Our objective is to learn a classi-
fier f (x): χt → Y for unlabeled target domain data Dut by exploiting the
knowledge of labeled source domain data Dls .
2.2. Self-constructing fuzzy neural network
Our method is based on self-constructing fuzzy neural network,9 which
contains five layers with n input nodes and one output node. The learned
rules have the form
If x1 is A1k and x2 is A2k and · · · and xn is Ank
then y is ym
(1)
where Aik is the kth fuzzy set generated by the ith dimensional variable of
an input instance ~x.
Layer1 : Input layer. Each node represents one dimension of an input data.
Layer2 : Fuzzification layer. In this layer, each node acts as a fuzzy set for
one of the input variables in Layer1 based on the idea of clustering. Dif-
ferent fuzzy sets depict different rules, so the number of fuzzy sets formed
by an input variable in Layer1 is equal to the number of fuzzy rules. Gaus-
sian function is adopted to calculate the membership of an input variable









where µik and σ
2
ik denotes the kth center and wideth of the fuzzy set re-
spectively corresponding to the ith input variable xi.
Layer3 : Rule layer. Each node represents a fuzzy rule. The antecedent







, k = 1, 2, · · · , r (3)
where Ek(~x) denotes the firing strength of rule Rk when instance ~x is en-
tered, and r is the total number of rule nodes.
Layer4 : Defuzzification layer. There is only one node which sums up out-






where ωk denotes the kth connecting parameter and ym(~x) is the output
value based on the input instance ~x. Generally, all the connecting parame-
ters are selected randomly in the beginning.
4Layer5 : Output layer. There is only one label node in this layer which
converts the output value in Layer4 to the label information. In binary
classification problem, if ym(~x) ≥ Ts, where Ts controls the conversion
degree, then the label node outputs “1” for the input data ~x, otherwise
outputs “0” instead.
3. Fuzzy domain adaptation based on self-constructing
fuzzy neural network
The partition of input space determines the number of fuzzy rules gener-
ated. Each partition represents a specific rule and has a simple interpre-
tation: it projects a Guassian function on each dimension and generates a
cluster based on the center and variance of the Guassian function. As the
source and target domain differ in distribution, the Guassion functions will
be different. If the difference is essential, an additional cluster may need to
be added to in the target domain and the output wil be computed with ex-
isting similar clusters, because it is intuitive to believe that the more close
of two instances mearsured in a Gaussian function the more similar they
are in the knowledge representation. Our method can be accomplished in
three steps as described below.
Step 1. Learning initial structure and connecting parameters
In this stage, we adopt the same structure and parameter learning method
proposed in Ref. 9. Based on labeled source domain instances Dls, initial
network structure can be formed in an unsupervised way and supervised






(ydl (~xj)− yl(~xj))2 (5)
to learn optimal connecting parameters for each initial rule node and to
upgrade both center and wideth for each fuzzy set membership function.
ydl (~xj) and yl(~xj) denotes the desired and actual label of input instance ~xj ,
respectively.
Step 2. Adjusting the initial structure with target domain in-
stances
Given a new input ~xt in D
u
t , we can calculate the firing strength of this
input to all existed rules in equation (3). If there is any a rule Rk that
satisfies Ek(~xt) ≥ TD, where TD is a user defined threshold value, then the
instance ~xt can get the output variable through those fired rules associated
with those corresponding connecting parameters in equation(4) and finally
obtain the data label. If not, a new rule node Rnew and n new fuzzy sets
5are added into the network, and the center and wideth of each new fuzzy
set membership function is defined in Ref. 9 as following:
µ(r+1)i = ~x
i








 , i = 1, · · · , n (7)
where ~xit is the ith dimensional variable of input data ~xt and β controls the
overlap degree between two fuzzy sets.
Step 3. Learning new connecting parameters
To learn the new connecting parameter for each newly generated rule node,
we need to compare each new fuzzy set with all the existed ones. The fuzzy
similarity measure in Ref. 9 is adopted:
S(A,B) =
M | A ∩B |
M | A ∪B | =





pi −M | A ∩B | (8)


























where S(A,B) represents the fuzzy similarity between two fuzzy sets A and
B and h(·) = max {0, ·}. Membership functions of two fuzzy sets A and B
are µA(x) = exp
{−(x− c1)2/σ21 } and µB(x) = exp{−(x− c2)2/σ22 }, re-
spectively, and we assume c1 ≥ c2.
Ranking on the fuzzy similarity value, the most similar existed fuzzy set
associated with the most similar existed fuzzy rule can be picked out. We




i=1 (S(Aik, Ai−new)× ωk)∑
ωk
(10)
where Ai−new and Aik denotes, respectively, the new fuzzy set and the most
similar existed fuzzy set generated by the new input variable ~xit, and ωk is
the corresponding rule node’s connecting parameter.
After the new connecting parameter has been fixed, the output value for
the new input instance ~xt can be calculated in quation (4) based on the
new network and the data label can be also obtained sequentially.
64. Conclusion and future work
Although there are tremendous studies in the field of domain adaptation,
the role of information granularity is not yet investigated well. In this pa-
per, a new fuzzy domain adaptation method based on self-constructing
fuzzy neural network is proposed. It models the transferred knowledge from
source domain to target domain in the form of fuzzy sets, and utilizes the
fuzzy similarity measure to adapt knowledge for predicting target domain
instances. Applying the proposed approach on the benchmark data sets,
analysing experimental results and comparing with other domain adapta-
tion mehods will be the next step in this study.
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