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Abstract
The objectives of this study were to investigate the changes in light collection
efficiency for flow cell detector as various parameters are altered to find the optimum
flow cell configuration. Columns with inner diameters of 0.16 cm, 0.48 cm, 0.79 cm, and
1.11 cm were packed with synthesized nonporous, un-functionalized beads to measure
their detection efficiencies for solutions containing 210Po, 14C, or 90Sr/90Y. The average
diameter of the beads used in the experiments was 147 µm ± 33 µm. The highest
detection efficiency for 210Po was 15.3 ± 3.9% with the 1.11 cm diameter column. The
1.11 cm diameter column also yielded the highest detection efficiency of 29.6 ± 0.8% for
14

C. When filled with a 90Sr/90Y solution, the 0.79 cm diameter column had the highest

detection efficiency of 100 ± 7.0%. However, for both 14C and 90Sr/90Y, the 0.48 cm,
0.79 cm, and 1.11 cm diameter columns had detection efficiencies within 1-σ of each
other.
To investigate the effects of various parameters on the light collection efficiency
and detection efficiency, models were built using GATE (GEANT4 Application for
Tomographic Emissions) to simulate the columns. Bead diameter, column inner diameter,
and source location were varied within the simulations, for beads that were arranged in a
body-centered-cubic (BCC) configuration. The highest detection efficiency for 210Po was
a point source located within each bead approximately 100 ± 1.3 %, regardless of
column inner diameter or bead diameter. The same was found to be true for both 14C and
90

Sr/90Y, wherein the point source configuration yielded the highest detection efficiencies

ii

of 93.1 ± 0.3% and 98.9 ± 0.2%, respectively, which were approximately equal
regardless of bead or column size. These results suggest that if a porous resin were to be
synthesized such that the radionuclide of interest could be trapped within a bead, high
detection efficiencies could be achieved even with a column with a small inner diameter.
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Chapter One – Introduction
There exists the need for an on-line detection system that can accurately detect
and quantify concentrations of radionuclides in water, preferably at ultra-low
concentrations. Monitoring of facilities that utilize radioactive materials for signs of
unwanted leakages or discharges in nearby water systems may lead to early detection of a
leak, and could potentially expose surreptitious nuclear activities. However, the detection
and subsequent quantification of radionuclides in water faces various challenges. Unlike
gamma rays, alpha and beta radiation have a very short path length in water, losing all of
their energy within centimeters or even hundreds of micrometers. Conventional methods
of radionuclide detection in water are laborious, requiring many individual procedures
such as concentration and purification of the radionuclide of interest. Additionally, the
ability to detect very low concentrations of radionuclides requires an extremely sensitive
detection system [Grate et al., 2008].
An extractive scintillating resin has been synthesized and functionalized to
selectively extract a given radionuclide from an aqueous solution. As a radioactively
contaminated aqueous sample is passed through the flow cell, the functional groups on
the resin extract the radionuclide from the solution, effectively concentrating the
contaminant to be detected within the flow cell. Placing the flow cell into a liquid
scintillation counter without the introduction of liquid scintillation cocktail allows for
quantification of the concentrated radionuclide. The effects of having many scintillating
resin beads with the interstitial water contained within the flow-cell complicates the
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potential light collection of the system, as the photons are subjected to a large number of
reflections and refractions while propagating through the flow cell. These interactions
increase the chances for the photons to be self-absorbed or to be diverted from reaching
the photomultiplier tube (PMT) without ever being quantified.
The focus of this research was to investigate the effects of multiple layers of
extractive scintillating resin beads with the intention of finding an optimal geometry of
the flow cell for a given radionuclide. Larger column inner diameters would have many
more interfaces that the optical photons would have to cross to reach the PMT. Monte
Carlo codes, specifically GATE (GEANT4 Application for Tomographic Emission) were
utilized to model laboratory experiments and to investigate the effects of resin bead size
and source location on the radiation energy and light propagation through the flow cell
system.

2

Chapter Two – Literature Review
2.1

Properties of Scintillation and Detectors
As heavy charged particles (alpha particles) travel through a scintillating material,

they transfer their energy through excitation of the scintillator atoms through several
inelastic collisions with electrons in the scintillator material. The heavy alpha particles
have a very short yet straight path length in most solid materials [Birks, 1964]. A
particle’s path length refers to the total distance the particle travels until all of its kinetic
energy is transferred to electrons [Knoll, 2010]. The path length of a charged particle is
defined as the distance it must travel in a given medium to deposit all of its energy. The
range is defined as the perpendicular distance into a material a particle must travel to
deposit all of its energy. For alpha particles, the path length is equivalent to the range.
The range of an alpha particle in a given material, R1, can be related to its range in
another material, R0 by Equation 1, where ρ is the material density and A is the atomic
weight of the material. To find the range of an alpha particle in air, the empirical formula
given in Equation 2 is used [Lapp and Andrews, 1954].

𝑅1
𝑅0

≅

𝜌0√𝐴

1

𝜌1 √𝐴0

𝑅(𝑐𝑚) = (0.005𝐸 + 0.285)𝐸 3⁄2

(1)

(2)

Unlike monoenergetic alpha particles, beta particles have a continuum of
energies, where the range in a material increases with increasing maximum energy. This
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continuum of energies is due to the partitioning of energy between the beta particle and
an antineutrino during the decay process [Knoll, 2010]. Beta particles lose their energy in
a scintillator through excitation and ionization of electrons of the material. As beta
particles interact with electrons, they may be greatly deflected from their original path,
and thus have a much longer and convoluted path length compared to alpha particles
[Birks, 1964]. The range, in units of density-thickness of a beta particle of energy Eβ
(MeV) in a given material can be found using Equation 3.
(3) [Katz and Penfold, 1952]
2]

𝑅𝑚𝑎𝑥 [g⁄cm

1.265−0.0954ln(𝐸𝛽 )

={

0.412𝐸𝛽

0.01 ≤ 𝐸𝛽 ≤ 2.5 MeV

0.530𝐸𝛽 − 0.106

𝐸𝛽 > 2.5 MeV

Scintillators, once excited by the deposition of radiation energy, can de-excite
with the emission of photons. These optical photons are emitted isotropically within the
scintillating material. The amount of light produced by an incident radiation particle
typically varies linearly with the amount of energy deposited into the scintillator.
However, the amount of light produced in a scintillator also depends upon the type of
particle that deposited the energy [Birks, 1964]. Particles with a higher ionization density
than betas, such as alpha particles, typically have a lower ‘scintillation efficiency’ which
is defined as the energy of the optical photons relative to the amount of radiation energy
absorbed by the scintillator due to the localization of the ionization events [Birks, 1964].
This effect is referred to as ‘ionization quenching’ and can be seen in all organic
scintillators. The scintillation response from an electron, proton, and alpha particle with
an initial energy of 5 MeV will have the approximate ratio of 10:5:1 [Birks,1964].
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When an optical photon arrives at an interface between two media with different
indices of refraction (n) with an incident angle θ, the photon can either be reflected back
into the original medium or refracted into the adjacent medium [Grum and Becherer,
1979]. The critical angle,𝜃𝑐 is the incident photon angle such that any angle greater than
𝜃𝑐 results in internal reflection, and angles less than 𝜃𝑐 result in the photon being
refracted and transmitted into the adjoining medium [Knoll, 2010]. This relationship is
illustrated in Figure 1, and described by Equation 4. The angle of the refracted photon
(θ’) can be ascertained from Snell’s Law shown in Equation 5.
(4)

𝜃𝑐 = 𝑠𝑖𝑛−1

𝑛1
𝑛0
(5)

𝑠𝑖𝑛 𝜃 𝑛2
=
𝑠𝑖𝑛 𝜃 ′ 𝑛1

Figure 1. Behavior of an optical photon whose incident angle is equal to, less than, and
greater than the critical angle, when encountering an interface between two different
optical media; n1 < n0.
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As optical photons propagate from their point of origin, reflections and refractions
may result in some photons being ‘lost’ and never reaching the PMT. Photons may be
reflected at interfaces such that they do not propagate towards the PMT, but instead
become internally trapped. Another mechanism for potential loss of photons is due to
photons scattering and being absorbed within a medium [Grum and Becherer, 1979].
These processes can together be described as photon quenching, in that the number of
photons able to reach the PMT is less than the number of photons created in the system
[Tykva and Sabol, 1995]. Figure 2 illustrates the possible fates a photon would have in a
system containing many interfaces of different media. For quantification of the radiation,
it is preferred that the largest possible fraction of light produced by the scintillator is
detected by the PMT [Knoll, 2010].

6

Figure 2. Photon behavior while traveling through layers of different media. Photon 1
escapes and is detected, while photons 2, 3, and 4 are internally trapped and absorbed.

When the optical photons reach the surface of the PMT, they strike the
photocathode which then releases an electron and initiates the electron cascade resulting
in an electrical signal for detection. The quantum efficiency of the photocathode is
defined to be the number of photoelectrons emitted for each incident optical photon
[Knoll 2010]. An ideal photocathode would have a quantum efficiency of 100%. Reasons
for this less than ideal quantum efficiency include non-uniform photocathode thicknesses,
the opacity of the photocathode to visible light, the range of the photoelectron in the
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photocathode material, and different responses to different wavelengths of photons.
Typical values of quantum efficiencies for PMTs range from 20 to 30% [Knoll, 2010].
2.2

Extractive Scintillating Resins
Scintillation proximity assay (SPA) functions similar to extractive scintillating

resin and has previously been used for detecting intermolecular interactions [Clapham
and Sutherland, 2000]. Ligands attached to beads containing a fluor provide the
opportunity for radionuclides of interest to bind. The bound radionuclide is in close
enough proximity for its radiation to deposit its energy into the scintillator to give off
optical photons. Macroporous resin was synthesized by suspension co-polymerization
using a polymer base containing one of four scintillants: 2,5-diphenyl-4-vinyloxazole, 4ethylstyrene, 4-vinylbenzyl chloride, and divinylbenzene [Clapham and Sutherland,
2000]. Beads of diameter ranging from 300 to 500 µm were incubated with a tritiated
ligand, such that if the receptor and ligand combine, the tritium will be close enough for
the 18.6 keV beta particle of tritium to deposit its energy into the resin and produce a
signal [Clapham and Sutherland, 2000]. It was shown that the ‘dry’ resin after being
radiolabelled with tritiated acetic anhydride gave an average of 555 cpm / mg resin,
demonstrating the effectiveness of binding the radionuclide to the resin for detection
[Clapham and Sutherland, 2000].
Various formulations of extractive scintillating polymer resin beads have been
synthesized in many previous studies, targeting different radionuclides in a variety of
aqueous environments. Typically, extractive scintillating resins are composed of a
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scintillating core or support structure with an extractant material in the pores of the beads
[Roane and DeVol, 2002]. Resins packed into a column or a flow cell allow for a
simplified method of separation and quantification of the radionuclide of interest within
the aqueous solution.
Scintillating extraction chromatographic resins were made and previously tested.
The beads were made with a styrene- or acrylic-based polymer that contained either 2,5diphenyloxazole or 1,4-bis(4-methyl-5-phenyloxazol-2-yl) benzene as a fluor, and were
impregnated with different extractants that targeted various radionuclides such as 90Sr,
99

Tc, and actinides [DeVol et al., 2000]. Radionuclides in an acidic solution were loaded

onto the resin beads, measured, and then eluted from the beads. Results showed that the
resin beads constructed with a polystyrene base had higher detection efficiencies than the
acrylic-based beads for 241Am, 90Sr, and 99Tc [DeVol, et al., 2000]. The system used for
these experiments demonstrated that an on-line method for radionuclide measurements in
solutions is possible (DeVol, et al., 2000).
A transuranic extractive scintillating resin was characterized for the detection of
actinides in an acidic solution. Its core was macroporous styrene with the fluors 2,5diphenyloxazole (PPO) and 1,4-bis-(4-methyl-5-phenyl-2-oxazolyl)benzene (DMPOPOP), and the extractant octyl(phenyl)-N,N-diisobutylcarbamoylmethylphosphine
oxide in tributyl phosphate (CMPO/TBP) to target actinides [Roane and DeVol, 2002].
The resin was packed into Teflon tubing with a 0.16 cm inner diameter to a length of 14.9
± 0.3 cm then coiled into a spiral, and placed between two PMTs to give on-line
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measurements [Roane and DeVol, 2002]. The aqueous sample used for the testing of the
flow cell system included the actinides 233U, 239Pu, 241Am, and 244Cm, as well as 90Sr/90Y
and were acidified to either to either 2 or 4 M nitric acid [Roane and DeVol, 2002]. The
aqueous sample was loaded and subsequently eluted in a series of steps such that trivalent
241

Am and 244Cm, tetravalent 239Pu, and hexavalent 233U were eluted separately. Detection

efficiencies for 241Am, 239Pu and 233U were 96.5%, 77.5%, and 96.6%, respectively
[Roane and DeVol, 2002]. Limitations of this on-line flow cell system were found to be
leaching of the fluor from the resin beads, color and chemical quenching leading to a
reduced photon emissions, the overall selectivity of the extractant, and nonuniform
response to photons across the surface of the PMTs [Roane and DeVol, 2002].
Resins have also been developed that target the detection of uranium in
groundwater. One study investigated a resin composed of a polyvinyltoluene (PVT) bead
with different thicknesses of a MnO2 coating (MnO2-PVT (light) and MnO2 (dark)).
Manganese dioxide has been shown to be useful in concentrating radium and uranium in
water [Ayaz and DeVol, 2003]. The groundwater samples used with MnO2-PVT were
not acidified, and had uranium concentrations of 102 Bq/L and 5.8 Bq/L [Ayaz and
DeVol, 2003]. To quantify the uranium present in the groundwater, on-line measurements
using a handheld survey meter and off-line measurements using a liquid scintillation
counter were taken [Ayaz and DeVol, 2003]. The loading efficiencies of both the light
and dark MnO2-PVT resin were higher for the groundwater with a higher uranium
concentration at 24-26% [Ayaz and DeVol, 2003]. Only the light MnO2-PVT resin was
loaded with the groundwater with the lower concentration of uranium and had a loading
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efficiency of 16-17%, [Ayaz and DeVol, 2003]. The uranium detection efficiency of the
MnO2-PVT (light) resin was higher than that of the MnO2-PVT (dark) resin for the highly
concentrated groundwater, at 23-27% and 7-8%, respectively [Ayaz and DeVol, 2003].
This difference was attributed to alpha self-absorption in the thicker MnO2 coating, and
the effects of color quenching with the darker, thicker-coated resin [Ayaz and DeVol,
2003].
The detection of 99Tc in groundwater using extractive scintillating resins has also
been demonstrated. One such resin developed to target 99Tc had a macroporous styrene
bead with 2-(1-naphtyl)-5-phenyloxazole (α-NPO) as the fluor, and a mixture of trioctyl
and tridecyl methyl ammonium chlorides (Aliquat 336) as the extractant [Ayaz and
DeVol, 2003]. The groundwater samples were acidified to pH 2 and had a 99Tc
concentration of 19.1 kBq/L and 20.7 Bq/L [Ayaz and DeVol, 2003]. On-line and off-line
measurements were taken to quantify the 99Tc (as 99TcO4-) in the groundwater in the same
manner as for the quantification of uranium in groundwater described previously [Ayaz
and DeVol, 2003]. The loading efficiencies for the Tc ES-II resin for both the highly
concentrated and less concentrated 99Tc in groundwater were approximately 100%, yet
the detection efficiencies for the two samples were 2-14% with LSC and 2-3% with a
survey meter, respectively [Ayaz and DeVol, 2003]. Both resins were able to detect 99Tc
at levels that were below the limit of 33 Bq L-1 imposed by the US Safe Drinking Water
Act [Ayaz and DeVol, 2003]. Table 1 gives a summary of the different extractive resins
discussed in this section.
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Table 1. Summary of discussed extractive scintillating resins.

Author(s)

Resin base

Clapham &
Sutherland
(2000)

Styrene

DeVol et al
(2000).

Acrylic and
Polystyrene

Roane and
DeVol (2002)

Styrene

Ayaz and
DeVol (2003)

PVT and
MnO2

Ayaz and
DeVol (2003)

Styrene

2.3

Target
Radionuclide(s)
3

H

Experimental
Geometry
Small amount of
resin in bottom of
plastic vial with
PMT

Findings
555 cpm/mg resin loading
capacity

Sr, 99Tc,
Actinides

Resin-packed
column and PMT

Polystyrene resin had
higher detection
efficiencies than acrylic
resin

Actinides

Resin-packed
column coiled
between two
PMTs

Detection efficiencies of
96.5%, 77.5%, and 96.6%
for 241Am, 239Pu, and 233U

Uranium

Resin-packed
column and PMT

90

Resin-packed
column and PMT

99

Tc

Detection efficiencies of
23-27% and 7-8% for the
light and dark coated
resins
Detection efficiencies of
2-14%

Monte Carlo Modeling
Multiple Monte Carlo computer codes exist to model energy deposition from

electrons and/or charged particles into matter. PENELOPE (Penetration and Energy Loss
of Positrons and Electrons) is one such Monte Carlo code [Baro et. al., 1995].
PENELOPE was used to simulate energy deposition into 100 µm scintillator beads by
beta-emitting radionuclides [Tan and DeVol, 2003]. The radionuclides were simulated to
be either within the pores of the beads, on the surface of the bead itself, or in the
interstitial space. Polysytrene beads as well as CsI:Tl beads were modeled in a flow cell
arranged in four different packing geometries and their respective packing efficiencies:
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hexagonal close packed (HCP, 74%), cubic close packed (CCP, 74%), body-centered
cubic packed (BCC, 68%), and square packed (SP, 52%). The packing efficiency refers
to the fraction of space within a unit cell taken up by spheres for a given packing
geometry. Various beta-emitting radionuclides (3H, 63Ni, 14C, 147Pm, 99Tc, 90Sr, and 90Y)
were simulated [Tan and DeVol, 2003].
All possible combinations of bead packing geometries and electron origin were
modeled to investigate their effects on energy deposition into the scintillating beads for
each beta-emitting radionuclide. It was found that when comparing the same packing
geometry of the CsI:Tl scintillating beads, the most energy was deposited into the beads
when the electrons originated on the surface of the beads, opposed to starting in the
interstitial space. This was likely due to an increased energy loss of the electrons while
traveling through the aqueous medium between the beads [Tan and DeVol, 2003]. For the
same packing geometry of the polystyrene (PS) beads, energy deposition into the beads
was greater when the electrons originated inside the beads compared to when the
electrons originated on the surface of the beads [Tan and DeVol, 2003]. The packing
geometry of the beads also had a pronounced effect on the energy deposition into the
scintillators, and can be seen in Figure 3. Overall, the packing geometries with higher
packing efficiencies (HCP and CCP) allowed for the most energy deposition into the
scintillator.
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Figure 3. The effects of initial location of radioactivity on simulations of the percentage of
electron energy deposited in the scintillator for various packing geometries. The uncertainty
is 3-σ. From Tan and DeVol, 2003. Reproduced with permission from Elsevier.

DETECT2000 is a Monte Carlo code developed to model optical photon systems,
specifically scintillators [Moisan et al., 2000]. Photons are generated according to usersupplied parameters and are propagated through the user’s geometry until the photon
escapes, is absorbed, or is detected [Moisan et al., 2000]. To accurately model a detector
all interactions the photons may have must be taken into account, including photon
interactions at interfaces of two different media [Habte et al., 2004]. LSO and NaI(Tl)
crystal arrays were simulated using DETECT2000 by Habte et al. in an ‘ideal’ detector
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configuration and in a more realistic, physical detector configuration to investigate which
arrangement would best match experimental data. The more realistic, corrected
simulations of these arrays incorporated properties of the detectors such as dead space,
and edge effects of the crystals along the outer edge of the array, whereas the idealized
simulation did not include these parameters [Habte et al., 2004]. It was shown that
including key physical features of the system yielded results that more closely resembled
measured data, rather than the results from an idealized simulation [Habte et al., 2004].
GEANT4 is a C++ based Monte Carlo code package that is able to simulate the
transport of many types of particles through matter, including charged particles and
optical photons. This package allows the user to define all aspects of the simulation,
including: geometry, materials, particle types, how events are generated, tracking of
particles, physical processes needed, storing event data, and visualization [Agostinelli, et
al., 2003]. Blackston et al. (2008) modeled alpha particles from the D-T reaction incident
on a yttrium aluminum perovskite (YAP:Ce) scintillator system using both DETECT2000
and GEANT4 Monte Carlo codes. The scintillator light propagates outward from the
scintillator, through a fiber-optic faceplate, then through a fused silica light guide, and
finally to a position-sensitive PMT [Blackston et al., 2008]. Blackston et al., (2008)
concluded that building the simulation was easier in GEANT4 than in DETECT2000
because GEANT4 has a visualization component and DETECT2000 does not. GEANT4
was also found to be less computationally expensive than DETECT2000 and completed
simulations more quickly [Blackston et al., 2008].
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GATE (GEANT4 Applications for Tomographic Emission) is a user-friendly
application of GEANT4 primarily developed for medical physics imaging simulations
[Jan et al., 2004]. For the inexperienced user, GEANT4 poses a large challenge due to the
complexity of its structure and C++ - based input files. GATE uses all data and files
from GEANT4, but is structured such that the user need only to enter commands
interactively, or create a macro file of all commands needed for the simulation [Jan et al.,
2004]. GATE has options for including physical processes necessary for the simulation of
optical photons. A material may be defined in GATE such that it scintillates when it
absorbs energy from radiations by defining the scintillation yield to be N number of
photons per MeV of energy absorbed. Other important parameters to define in materials
used for optical simulations are the absorption length and the refractive index. The
absorption length refers to the average distance traveled by an optical photon before
being absorbed in a given material. When simulating optical photons, how they are
treated at the boundaries of two different media is very important. Defining surfaces in
GATE allows the user to specify if a boundary is smooth or rough (containing
microfacets), as well as its reflective properties. The optical photon’s behavior depends
upon the refractive index of the two media, as well as the type of surface specified by the
user [Jan et al., 2004]. Once the optical photons are created, their starting positions are
distributed evenly along the parent particle’s step length, and are emitted isotropically
[Agostinelli et al., 2003].
GATE was used for simulations using scintillators and optical photons. One such
simulation utilizing GATE was benchmarked against measurements of two LYSO:Ce
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crystals subjected to 511 keV annihilation photons and a position-sensitive PMT [van der
Laan, et al., 2010]. Many of the parameters needed for optical simulations were
experimentally found to some degree of accuracy. The GATE model was shown to
accurately simulate the actual experiment, as shown in Figure 4.

Figure 4. Measured and simulated pulse-height spectra at 511 keV of the (a) 20 mm x 10
mm x 10 mm and (b) 20 mm x 10 mm x 20 mm LYSO:Ce crystal. From van der Laan et al.,
2010. Reproduced with permission from IOP Science.
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Chapter Three – Research Objectives
3.1

Objective 1: Layers of Plastic Scintillator

Observe the effect of multiple scintillator layers with interstitial media of differing indices
of refraction
The amount of light collected by the PMT for a flow cell will be affected by
propagation of the photons through the system as they traverse many interfaces between
scintillating resin beads and the aqueous medium. This relationship will be important to
investigate, as the appropriate effective diameter of the flow cell for the detector will
need to be determined. By using multiple layers of equal-sized pieces of commercially
available plastic scintillators (BC-400, Saint-Gobain) the changes in light collection due
to the addition of more layers as well as the increasing energy deposition in the
scintillator up to some maximum with increasing layers were measured. By varying the
number of layers as well as the type and energy of the radioactive source, the difference
in energy deposition and subsequent light collection was observed. Additionally, media
with different refractive indices were placed between the scintillator layers, as this affects
the level of reflection and refraction of the photons as they travel through the scintillator
(n = 1.58). The media used include air (n = 1), water (n = 1.33), and an 80% (by volume)
sugar water solution (n = 1.49). The observed loss in light collection was compared
against theoretical estimations.
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3.2

Objective 2: Flow Cells of Varying Inner Diameters

Observe and quantify the effect of flow-cell diameter on the combined effect of energy
deposition and light collection for alpha and beta particles
Optimizing the flow cell tubing inner diameter is an important aspect of the light
collection efficiency of the system. Tubing with a small inner diameter may allow high
energy radiation to escape without fully depositing its energy into the scintillator.
Conversely, the use of tubing with a large inner diameter, which makes optical photon
absorption more likely, may decrease the probability of light generated within the
scintillator reaching the PMT. Scintillating beads will be packed into Teflon tubing of
varying inner diameters. A solution containing radionuclides of interest will be pumped
through the tubing such that it fills the pore space within the tube. The tubing will then be
transferred to a vial and placed in a liquid scintillation counter to be measured, and thus
the effect of tubing inner diameter on light collection efficiency will be quantified.
It was expected that a smaller column diameter would give higher detection
efficiencies for radiations with small ranges (210Po and 14C) in the scintillating material,
and a larger column diameter would better suit radiation with a longer range in the
scintillating material (90Sr/90Y). This hypothesis was based on the fact that alpha particles
and low energy beta particles will deposit all of their energy in a shorter distance and a
column with a larger diameter would cause increased absorbance of optical photons.
Conversely, a column with larger diameter would provide enough material for the higher
energy beta particles to fully deposit all of their energy. However, it was found that the
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effects of optical photon absorption do not affect the overall detection efficiency of the
columns, and the magnitude of the detection efficiency is more heavily linked to the
energy deposition of the radiation into the scintillating beads. It was expected that the
210

Po columns would have lower overall detection efficiencies due to its much shorter

range in water. Only the alpha particles that originate near a bead have a chance of
depositing some energy into the bead. The 90Sr/90Y columns were assumed to have the
highest overall detection efficiencies due to the longer range of the beta particles, giving
the beta particles the ability to traverse the water space and deposit energy into the beads.
3.3

Objective 3: Monte Carlo Modeling of Flow Cell Parameters

Use GATE to benchmark laboratory experiments and model charged particle energy
deposition and photon transport for the different experimental scenarios
A model will be built to replicate the two sets of experiments described above
with GATE. Using this model, the energy deposition in the scintillator as well as how the
photons propagate throughout the system will be simulated and analyzed. Once
benchmarked by modeling the laboratory experiments in Task 1, the model will also
provide the ability for more intricate aspects of the system to be analyzed in depth. These
include the effect of different source locations within the column, and different resin bead
sizes. The hypothesis is that as the starting location of the source is moved nearer to the
scintillating beads, the detection efficiency will increase. This is expected because the
probability of the alpha or beta particle interacting with a scintillating bead before
depositing all of its energy increases as it begins closer to a bead.
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Chapter Four – Materials and Methods
4.1

BC-400 Plastic Scintillator Layers and Light Collection Efficiency
BC-400 plastic scintillator squares approximately 18 x 18 x 0.57 mm were

subjected to alpha radiation to investigate the effect on light collection efficiency as the
number of layers was increased. The standardized source chosen for this experiment was
555 Bq (0.015 µCi) of 210Po (Eα = 5.3 MeV). Experiments were also done with 14C, 36Cl,
and 90Sr/90Y. Measurements were taken with a Hamamatsu R268 photomultiplier tube
(PMT) for 300 s, and the resulting spectrum was collected. The changes in the spectra
observed by adding additional layers of BC-400 scintillator were analyzed by tracking the
peak channel number for 210Po alpha particles. Measurements were repeated two more
times with 20 µL of degassed DDI water or a degassed 80% sugar solution pipetted
between the PMT face and first scintillator layer, and also between each additional layer.
The importance of using different interstitial media is that they have different
indices of refraction, which will affect the propagation of the optical photons created. The
liquids were degassed to eliminate the possibility of microscopic air bubbles being
present in the liquid media between the layers. The volume of 20 µL was selected such
that the liquid would completely cover the two faces of scintillator layers without any
leaking out of the edges. Teflon tape was applied to the face of the PMT such that a
square approximately 1.8 cm in length was left bare. This was done so that a template
existed to place the scintillator layers consistently in the same orientation on the PMT to
avoid effects caused by differences in uniformity across the PMT surface. Whichever
media was used as the interstitial media was also placed between the first layer and the
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PMT surface. The bottom of the sources were metallic and served as a reflector that
would reflect optical photons downward towards the scintillator layers and PMT. Figure
5 depicts the experimental setup; however it does not depict the use of the Teflon tape.

Figure 5. Experimental setup of BC-400 plastic scintillator layer experiments.

4.2

Detection Efficiency of Flow Cells of Varying Sizes
Teflon tubing with a wall thickness of 0.08 cm and inner diameters of 0.16

(0.15875) cm, 0.48 (0.47625) cm, 0.79 (0.79375) cm and 1.11 (1.11125) cm were used to
construct the resin columns. The different inner diameters were chosen such that they
vary from the expected range of the low energy 14C beta particle in the resin (0.02798
cm) to the range of the high energy beta particle from 90Y in plastic (1.085 cm). Due to
limited availability of tubing diameters, the smallest tubing inner diameter was 0.16 cm,
and was chosen as the smallest inner diameter for the experiment. The tubing was cut into
lengths of approximately 4.25 cm. Each column was made with Teflon tubing and fitted
with a glass frit below the resin to allow liquid to flow through, but not allow any resin to
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escape the column. The columns were packed with nonporous beads (147 µm ± 33 µm in
diameter) composed of a polystyrene base and 2-(1-naphthyl)-5-phenyloxazole (α-NPO)
as the fluor that were synthesized through suspension polymerization [Bliznyuk, et al.,
2014]. Figure 6 gives a basic schematic of the column setup. The columns were filled
with resin to a height such that the top of the resin would be below the level of the liquid
scintillation vial cap. A tuft of glass wool was stuffed into the top of each column to
prevent the resin from exiting the column during pumping. Figure 7 shows one set of
columns of each size filled with resin in the LSC vials.

Figure 6. Basic 2D schematic of column setup side-view showing the beads, interstitial
media, glass frit/stopper, and glass wool.
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Figure 7. Picture of one set of columns filled with beads and water.

Degassed DDI water was then pumped into each column from the bottom using a
SciLog, Inc. Tandem Model 1081 pump at a flow rate of approximately 0.5 mL minute-1
and was allowed to pump for several pore volumes. Weights of the wet columns without
the glass wool were recorded. For the 0.16 cm columns, the glass wool was left in the
column for the weight measurements, as it was extremely difficult to take the glass wool
out. These measurements were taken to ascertain how much water was in the pore space
of the columns.
Using a Makerbot Replicator 2 Desktop 3D Printer, small column holders were
made such that each column was held at the center of a liquid scintillation vial.
Transparent PET liquid scintillation vials were used to house the columns for
measurements. The columns were then placed into the liquid scintillation vials and
measured with a Perkin Elmer TriCarb 2910TR liquid scintillation counter for a 15minute background count. The measured background count rate was found to be
insignificant compared to a loaded count rate. Subsequently the columns were left
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uncapped on a benchtop until they reached a constant weight at which point they were
assumed to be at their dry weight. A solution containing 210Po (498 ± 3.48 Bq mL-1), 14C
(561 ± 0.948 Bq mL-1), or 90Sr/90Y (980 ± 0.0285 Bq mL-1) was pumped into the bottom
of the columns. The calculations used for the concentrations are presented in Appendix J.
It was assumed that the volume of water held in the pore space of the columns for the
background measurements was equal to the volume of radioactive solution pumped into
the column later. It was also assumed that the density of the radioactive solutions were
that of water, since they were diluted from pH 2 (HNO3 and HCl) stock solutions. Taking
into consideration the weight of solution in the glass wool and in the glass frit would
artificially increase the expected amount of radioactivity held within the column since the
alpha or beta particles in the glass wool would not be expected to interact with the
scintillating beads. The loaded columns were again counted for 15 minutes using the
liquid scintillation counter. Efficiencies were calculated for each column using the
measured count rate, the column-specific background count rate and the calculated
activity (based on concentration and mass of solution) in each column and were averaged
over the three identically-made columns for each size and source following Equation 6.
Standard deviations of the efficiencies for each size and source were also calculated as
the standard deviation of the efficiencies measured for each of the three columns.
Columns were re-made and re-measured if true outliers between triplicates were observed
or if a stopper failed.
(6)
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𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =

4.3

(𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝐶𝑅) − (𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 𝐶𝑅)
(𝐿𝑖𝑞𝑢𝑖𝑑 𝑣𝑜𝑙𝑢𝑚𝑒 𝑖𝑛 𝑐𝑜𝑙𝑢𝑚𝑛)(𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛)

Monte Carlo Simulations
The Monte Carlo simulation toolkit GATE (GEANT4 Application for

Tomographic Emission) was used to model energy deposition of the radionuclides and
the subsequent propagation of optical photons. Including the proper physics allows
GATE to track a parent particle (alpha or beta) through its lifetime and generate optical
photons when the parent particle deposits energy into a volume containing scintillating
material. GATE allows the user to specify details about scintillating materials used in the
simulations. Table 2 gives various parameters defined for the scintillation materials used
in simulations.
Table 2. Defined parameters for scintillation materials used in GATE simulations1,2

Material
BC-400

Scintillation Yield
(photons/MeV)
13000

Density
(g/cm3)
1.032

Optical Absorption
Length (cm)
250

Synthesized Beads

8000

1.01

2502

The composition of some materials used in simulations either came from data
sheets about the material [Saint Gobain, 2005] or from the Compendium of Materials for

1
2

Saint Gobain, 2005
Compendium of Materials for Radiation Transport Modeling, Pacific Northwest National Laboratory
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Radiation Transport Modeling from Pacific Northwest National Laboratory [McConn, et.
al., 2011]. It should be noted that when simulating alpha particles, the scintillation yield
was decreased by a factor of 10, to align with the different scintillation properties
mentioned earlier [Birks, 1964].
GATE stores certain information such as the photon number, parent particle
number, and spatial location for each optical photon that crosses the defined detection
surface in the simulation and is successfully ‘detected’ into an output file. A function was
written in MATLAB (Appendix A) that sums the number of photons detected per parent
particle into ‘pulses,’ and then bins these pulses into a histogram according to the number
of photons represented in each pulse. This resulting histogram is then the detected
spectrum for the simulation.
For the BC-400 plastic scintillator layer experiments, the 1.8-cm squares of
scintillator material were separated by an air gap of 0.1 µm. An air gap was also included
between the first scintillator layer and the PMT surface. The PMT was modeled by a
2mm – thick cylinder of glass, with a quantum efficiency of 0.25, and a reflectivity of
0.08. Figure 8 gives an example of the geometry simulated in GATE for these
experiments showing the source material (red), BC-400 scintillator layers (green
wireframe), and the PMT end window (gray). The air gaps were too small to be seen on
this scale. The scintillators were visualized as wireframes to show the individual layers.
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Figure 8. Simulated geometry for BC-400 layer experiments.

Most effort was placed on the modeling of the columns and in varying certain
parameters of the columns such as bead size and source location, in addition to the
changing inner diameter of the column and the different sources. A bead packing
geometry of body-centered cubic (BCC) was assumed for the arrangement of the beads
within the column for all column simulations. A MATLAB function (Appendix B) was
written to give the centroids of all beads in a BCC formation for a given column inner
diameter and bead radius. Three bead diameters were modeled: 100 µm, 212 µm, and 375
µm. Three types of source locations were also modeled: homogeneous within the
interstitial space in the column, a spherical shell around each bead, and a point source
located at the center of each bead. The column models also incorporated two 5-cm square
PMTs located axially from each other encased in a totally reflecting chamber. The vial
with the column was then placed directly in between the two PMTs, and there was a gap
between the edge of the vial and the face of the PMT of 1.25 cm. Figure 9a depicts an
example geometry for a column simulation in GATE showing the Teflon tubing and
stoppers (light blue), the scintillating beads (green), the LSC vial (gray cylinder) and the
PMT end windows (yellow rectangles). The detection surface was defined to be the
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surfaces between the PMTs and the inner volume. Figure 9b presents a closer look at a
side view of the arrangement of beads within the column. The column depicted in both
images is a 1.5 cm long x 1.11 cm diameter column with 375 µm diameter beads.

a)

b)

Figure 9. Simulated geometry for a 1.11 cm column simulation with 375 µm
diameter beads. The outer cylinder represents the vial, the inner cylinder represents
the column, and the two boxes on the end represent the PMT end-windows in a).
Three different bead diameters and three different source locations were modeled
for each source and column inner diameter. The bead diameters modeled were 100 µm,
212 µm, and 375 µm. The three different source locations used in the model are
illustrated in Figure 10 below. Just as with the column experiments completed in the
laboratory, the sources modeled included 210Po, 14C, and 90Sr/90Y, and the four different
column inner diameters were also modeled. Detection efficiencies were taken to be the
number of parent particles where at least 10 optical photons were detected at the PMTs
divided by the total number of simulated parent particles. The minimum of 10 detected
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optical photons was chosen to be akin to a lower level discriminator (LLD) a detection
system would have. It was estimated that the LLD of the system used for the layer
experiments was approximately 8-10 photons by observing the peak channel number for
a 210Po source with a scintillator and estimating the number of photons represented by
each channel. A parent particle is an alpha or beta particle corresponding to the nuclide
being simulated. All of the numerical efficiencies for the simulations can be found in
Appendix I.

Figure 10. Representation of the three source locations used in the model: a) in the
interstitial space, b) on the bead surface, and c) in the center of each bead.
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Chapter Five – Results and Discussion
5.1

BC-400 Layer Experiment Results
The 5.3044-MeV alpha particle from 210Po is expected to fully deposit its energy

within one layer of BC-400 scintillator, since its theoretical range in the material is
approximately 90 µm. Figure 11 shows the percent change in the peak channel number
compared to one layer (using MAESTRO) as additional layers of BC-400 scintillator are
added between the source and the PMT with the interstitial media between the layers
being air, water, or an 80% sugar solution. Error bars are presented as 1-σ. It can be seen
that in all cases the peak channel number decreases as the number of layers increases,
indicating that fewer and fewer photons are collected as additional layers are added.
The additional layers provide numerous boundaries where the optical photons
may be refracted through to the next layer or become internally trapped and absorbed,
which is shown by the decreasing trend in the peak channel number. Overall, the
difference in light collection at 10 layers for a 210Po source and interstitial media of air,
water, and an 80% sugar solution were 44.0, 14.1, and 9.5 %, respectively. The index of
refraction of the two media (scintillator and air/water/sugar solution) affects the light
collection properties over many layers, in that if the two indices of refraction are closer
together in magnitude, the range of incident angles a photon can have in order to be
refracted through is larger, increasing the chances of it reaching the PMT. Data from
these BC-400 layer experiments as well as with a 14C, 36Cl, and 90Sr/90Y source can be
found in Appendix G. With the beta emitting radionuclides, numerous layers were
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needed to completely stop the beta particle depending on its energy, thus an increase in
light collection was seen up to some number of layers. After enough scintillators were
available to completely stop the beta particle, the light collection then decreased for
additional layers.
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Figure 11. Percent change in peak channel number compared to one layer for a 210Po source
and 10 layers of BC-400 plastic scintillator with air, water, or 80% sugar solution as
interstitial media.

The light losses seen with the increasing number of layers and the 210Po could be
somewhat attributed to the light source being physically moved further from the PMT
creating a dimmer light to be detected. Assuming the light is a disc source, the number of
photons that could reach the PMT decreases with the solid angle subtended between it
and the PMT. Also, light losses due to scattering are possible, as only photons whose
incident angle is less than the critical angle will refract through to the adjacent media.
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These theoretical losses are graphed in Figure 12. These losses are compared against the
experimental number of photons detected; assuming that with 1 layer the peak channel
number corresponds to the number of photons generated in BC-400 plastic scintillator
with a 5.3044 MeV alpha source.
As can be seen, the experimental photons losses closely resemble the trend seen
with the losses due to solid angle changes. This would mean that some of the photon
losses are due to the light source physically moving away, leaving fewer photons to
possibly be detected by the PMT. The experimental light losses do not closely follow the
trend of the losses due to critical angle. This could be due to the fact that this model
assumes that a given photon undergoes Fresnel reflection, and if it is reflected back into
the original media, it will continue to reflect at the same incident angle, eliminating its
possibility of ever refracting through to the next layer or the PMT. Such behavior does
not seem to be realistic if the surface of the scintillator layer is roughened such that if a
photon reflects back, it may leave at an angle that is not equal to its incident angle and
thus have a chance at refracting through to the next layer or the PMT. The disc solid
angle data refers to the change in the fraction of photons that would reach the PMT
surface from a disc source being moved away. The critical angle data refers to the
fraction of photons able to refract through subsequent layers of scintillator given the
critical angle. Data from these calculations is given in Appendix N.
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Figure 12. Change in the number of photons detected during a 300 s measurement
(experimental) or theoretical losses for increasing layers of BC-400 scintillator with air
between each layer and a 210Po source.

5.2

Column Experiment Results
Columns with inner diameters of 0.16 cm, 0.48 cm, 0.79 cm and 1.11 cm were

used to measure their detection efficiencies when packed with the synthesized nonporous
beads and the pore space filled with a solution containing 14C, 90Sr/90Y, or 210Po. Figure
13 gives the average detection efficiencies for 14C, 90Sr/90Y, and 210Po for each column
diameter. The error reported is the standard deviation of the triplicate measurements for
each source-column size pair. For each source, there appears to be a positive trend
between increasing column diameter and detection efficiency. However for 14C and
90

Sr/90Y, the three larger column diameters yielded average detection efficiencies that

were relatively similar in magnitude. For 210Po the highest average detection efficiency of
15.3 ± 3.9% was measured with the 1.11 cm diameter column. The 0.79 cm and 1.11 cm
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diameter column had the highest average detection efficiencies for 14C of 29.6 ± 0.8%,
while the 0.79 cm diameter column yielded the highest efficiency for 90Sr/90Y of 101
±7%. Raw data for the column experiments is presented in Appendix H.
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Figure 13. Average measured detection efficiencies for the experimental columns. Error
bars are one standard deviation of the triplicate columns.

The actual diameter of the scintillating beads used in the experiments was
determined using microscope images of the resin taken by a colleague. The images were
then taken into Matlab to identify the diameter of any recognized circles. After imaging
82 beads, it was found that the beads had an average diameter of 147 µm with a standard
deviation of 33 µm. Figure 14 illustrates one of the images used to determine the beads’
diameters. The data collected for these measurements are given in Appendix L.
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Figure 14. Microscope image of scintillating beads used for column experiments to
determine bead diameter.

5.3

Column Simulation Results

5.3.1

Source in the Interstitial Space
Simulating the source as being in the interstitial space of the columns between the

beads is analogous to an un-functionalized resin in that the source is not being chemically
sorbed onto the resin itself, and would be the closest to modeling the experimental
columns. The alpha particle from 210Po has a very short range in water (approximately 90
µm) and thus scintillation occurs when an alpha particle originates near a bead and is able
to deposit its energy into the bead as opposed to in the aqueous media. The beta particle
from 14C also has a short range in water (approximately 280 µm) and has a slightly
greater chance of depositing some energy into a scintillating bead when originating in the
interstitial space. However the stronger beta particles from 90Sr and 90Y have larger
ranges in water (approximately 0.19 cm and 1.09 cm,) and have the greatest chance of
being able to deposit some energy into a scintillating bead along its path. The detection
efficiencies for each column inner diameter and 210Po, 14C, and 90Sr/90Y sources are
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shown below in Figure 15, Figure 16, and Figure 17, respectively. It can be seen that the
larger column inner diameter leads to the highest detection efficiency in each case.
The detection efficiency also appears to depend on the bead diameter, with a
smaller bead diameter leading to a higher detection efficiency. This trend is seen for each
of the three sources over the 100 µm, 212 µm, and 375 µm simulated bead diameters.
This inverse trend is likely due to the fact that a larger bead diameter leads to larger
spacing between beads of a similar position in the BCC arrangement. The spacing
between the centerlines of the bead layers (a) is related to the diameter of the beads and is
shown in Equation 7. Therefore, the radiation has farther to travel between beads and
deposits less energy into the scintillator, creating fewer photons that may be detected.
This reasoning is also supported by the fact that the dependence on bead diameter appears
to be more prevalent for 210Po and 14C than for 90Sr/90Y. The beta particles from 90Sr and
90

Y are more energetic and can have longer path lengths, increasing their chances of

interacting with the scintillating spheres, even for longer separation distances. However
for the 210Po alpha and 14C beta, their path lengths are shorter, and may not be able to
traverse a longer separation distance between beads. Another possible explanation for this
trend is that the surface area to volume ratio of the beads is greater for smaller bead
diameters, increasing the area available for the radiation to deposit its energy.
(7)

𝑎=

4
√3

∗ 𝑟𝑏𝑒𝑎𝑑
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Aside from the smallest bead diameter yielding highest detection efficiency,
increasing the column inner diameter also increases the detection efficiency. This trend is
seen for all sources and for each bead diameter. Higher detection efficiency with larger
column inner diameter is likely due to having a larger area facing each PMT for the
optical photons to then travel towards the PMT, creating a larger light source to be
detected. Overall, the 1.11 cm column diameter and 100 µm bead diameter gave the
highest detection efficiencies of 67.0 ± 0.5 %, 81.1 ± 0.6%, and 89.3 ± 0.6% for 210Po,
14

C, and 90Sr/90Y, respectively. The detection efficiencies for this and the following

column configurations can be found in Appendix I.
The experimental column detection efficiencies were included in Figure 15,
Figure 16, and Figure 17 and plotted for a bead diameter of 147 µm. The experimental
data are represented by points of the same shape as for the simulated data but are not
filled in. The detection efficiencies of the experimental columns somewhat follow the
trend seen in Figure 16 for 210Po, within error. For 210Po, the experimental detection
efficiencies are much lower than the simulated detection efficiencies for all column
diameters. This difference could be attributed to difficulty comparing the experimental
absolute efficiencies to the simulated efficiencies. For 90Sr/90Y, the experimental
detection efficiencies were higher than any of the simulated detection efficiencies for
each column diameter. This was likely due to the fact that when determining the amount
of solution in each column, the wet glass wool was taken out of the column for the weight
measurement. However, the more energetic beta particles from 90Sr/90Y that will exist
within the glass wool during a measurement could deposit some energy into the
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scintillating beads near the glass wool and lead to a higher than expected detection
efficiency. This effect would not be seen with 14C and 210Po due to their much shorter
ranges.
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Figure 15. Simulated detection efficiencies of varying bead size and column inner diameter
with an interstitial 210Po source. Open symbols refer to experimental efficiencies; closed
symbols refer to simulated efficiencies.
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Figure 16. Simulated detection efficiencies of varying bead size and column inner diameter
with an interstitial 14C source. Open symbols refer to experimental efficiencies; closed
symbols refer to simulated efficiencies.
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Figure 17. Simulated detection efficiencies of varying bead size and column inner diameter
with an interstitial 90Sr/90Y source. Open symbols refer to experimental efficiencies; closed
symbols refer to simulated efficiencies.
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For comparison, the resulting spectra from the experimentally measured spectra
of one column of each diameter with 210Po and the spectra from simulations of the four
column diameters and 100 µm bead diameter with 210Po in the interstitial space are
presented in Figure 18 and Figure 19. With both the experimental and simulated spectra,
the resulting peak increases slightly as the column inner diameter increases,
corresponding to the increased detection efficiency. With the experimental columns, the
peak appears to be shifting towards the left, indicating that fewer photons per alpha
particle are detected; yet a greater number of alpha particles are ultimately detected
compared to the smaller column diameters. However, with the simulated columns, no
noticeable shift in the peak can be determined.
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Figure 18. Spectra of a 300 s measurement of columns of varying inner diameters with
210
Po.
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Figure 19. Simulated detected spectra of columns of varying inner diameters with 210Po
source in the interstitial space.

5.3.2 Source on the Bead Surface
The second source location modeled for the columns in GATE placed the source
on the surface of the beads. To do this in GATE, a spherical shell source was positioned
around the location of every bead. A shell source in GATE is intended to be one-atomthick, and the distance of each parent particle from the center of the bead is
approximately equal to the bead radius. By setting the activities of each of these multiple
sources to be equal, they each have an equal probability of being selected as the source
used in each GATE event. Having the source originate on the bead surface is analogous
to the radionuclide of interest being sorbed to the surface of nonporous beads, or
functionalized nonporous beads. Because that the source originates closer to the
scintillating beads, the likelihood of the radiation to deposit its energy into the scintillator
is greater than in the previous case of the interstitial space source. Figure 20, Figure 21,
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and Figure 22 show the detection efficiencies for all column inner diameters and bead
diameters for bead surface sources of 210Po, 14C, and 90Sr/90Y.
As with the interstitially-located source, the smallest column diameter yielded the
lowest detection efficiency. However for each radionuclide, there appears to be little
dependence on column diameter between the 0.48 and 1.11 cm columns. This is likely
attributed to an increased probability of scintillation occurring because the radiation does
not have to travel far to deposit its energy into the scintillator if it originates on the bead
surface. Of course, an alpha or beta particle that originates on a bead surface still has the
potential to travel away from the bead it originated from, thus the inverse trend between
detection efficiency and bead diameter is seen for all sources over the various simulated
bead diameters. The lessened dependency on bead diameter for the longer-ranged
90

Sr/90Y betas compared to the shorter-ranged 210Po alpha and 14C beta still holds true

since they are able to traverse the interstitial space between beads and deposit energy into
neighboring beads. The shorter ranged alpha and beta particle may not be able to traverse
that distance, as was discussed for the interstitial source. The 1.11 cm column and 100
µm bead diameter still yielded the highest detection efficiencies of 82.4 ± 1.8%, 67.7 ±
0.3%, and 93.5 ± 0.5% for 210Po, 14C, and 90Sr/90Y, respectively.
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Figure 20. Simulated detection efficiencies of varying bead size and column inner diameter
with a bead surface-located 210Po source.
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Figure 21. Simulated detection efficiencies of varying bead size and column inner diameter
with a bead surface-located 14C source.
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Figure 22. Simulated detection efficiencies of varying bead size and column inner diameter
with a bead surface-located 90Sr/90Y source.

5.3.3 Point Source within Each Bead
The third and final source location that was simulated with GATE placed point
sources within the center of each scintillating bead. As with the surface sources, all point
sources were given equal activities such that they had equal probabilities of being
selected to generate the next event’s source particle. This source location is analogous to
having a porous functionalized bead such that the radionuclide may be sorbed into the
pore structure of the bead, thus giving the radiation its highest probability of depositing
energy into the scintillating bead. Figure 23, Figure 24, and Figure 25 show the detection
efficiencies for each column inner diameter over the three simulated bead diameters for
210

Po, 14C, and 90Sr/90Y.
This source configuration yielded the highest detection efficiencies for all of the

three radionuclides. By having the source start within the bead, it will have to deposit
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some of its energy into the bead during its path, creating optical photons that can then be
detected. There appears to be no dependence on column inner diameter on the detection
efficiency, as they are all nearly the same for each bead size for each source. Also, the
detection efficiency does not depend on the bead diameter for the point source scenario,
since the possibility of having to traverse the space between beads within the column to
create optical photons is eliminated. Each alpha or beta particle starts within a bead and
must deposit some of its energy into that original bead. Since detection efficiencies were
fairly constant over column diameter and bead diameter, the average detection efficiency
for 210Po, 14C, and 90Sr/90Y for all configurations with a point source were 100 ± 1.3%,
93.1 ± 0.3%, and 98.9 ± 0.2%. For the point source case, the 210Po alpha particle with
the shortest range yielded the highest detection efficiency. One reason for this deviation
from the trends seen with the interstitial and surface source is that the alpha particle is
monoenergetic, and will always produce a large number of optical photons when
completely stopped in the scintillating material and has a good chance of enough photons
reaching the PMT to register as a pulse. However, beta particles are emitted at a
continuum of energies, thus it is possible for a low energy beta particle to be emitted
within the bead and create significantly fewer optical photons. Then, there exists a
possibility that none of these few optical photons ever reach the PMT, bringing the
detection efficiency below 100%, as with the alpha of 210Po.
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Figure 23. Simulated detection efficiencies of varying bead diameter and column inner
diameter with a point 210Po source in each bead.
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Figure 24. Simulated detection efficiencies of varying bead size and column inner diameter
with a point 14C source in each bead.
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Figure 25. Simulated detection efficiencies of varying bead size and column inner diameter
with a point 90Sr/90Y source in each bead.

5.3.4 Comparison to Previous Work
Several similarities were found between the models used in this research and
those used with PENELOPE by Tan and DeVol. Tan and DeVol concluded that having
smaller scintillator sizes lead to higher energy deposition into the scintillators, and that
this relationship was more pronounced for lower energy beta particles. This was also
found to be true in these simulations, as the 100 µm bead diameter simulations had higher
detection efficiencies than the 212 µm or 375 µm diameters. Also, the dependence of
bead size on detection efficiency was less pronounced for the more penetrating
radiations, or the higher energy betas.
Tan and DeVol also found that the initial location of the radiation within the flow
cell greatly impacts the energy deposition. The PENELOPE simulations showed that for
the source starting on the bead surface rather than in the interstitial space for the CsI:Tl
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beads the detection efficiencies were higher. Also it was shown that detection efficiencies
were higher when the source originated within the beads rather than on the bead surface
for the polystyrene beads. This same relationship was seen for the GATE simulations in
that detection efficiencies were lowest for the interstitial source, and highest for the point
source within the beads.
Tan and Devol also compared experimental column efficiencies to the simulations
and the simulations were usually found to be higher than the experimental values. The
same was true for the experimental and simulated efficiencies in this work, with the
exception of the 90Sr/90Y experimental columns being higher than the trend seen in the
simulations. The reason for this was attributed to the presence of radioactivity within the
wetted glass wool interacting with the scintillators.
5.3.5 Optical Photon Source Test
A set of simulations was conducted to confirm the apparent observation that the
propagation of the photons is not a dominating factor for detection efficiency of the
various column diameters. Using the 100 µm bead diameter for each column size, a point
source of optical photons was placed in the center of a scintillating bead, and the
collection efficiency of the photons was calculated. The location of the optical photon
source was varied along a row of beads that was centered vertically in the column, and
moved from the center of the column outwards towards the outer edge of the column,
always originating at the center of the corresponding bead. Figure 26 illustrates how the
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optical photon source is moved throughout the simulations. Only one PMT was used in
these simulations and would be on the left side of the column in Figure 26.

Figure 26. Simplified schematic of a side-view of the optical photon source test. The photon
source is first placed inside bead 1, and then moved outwards to beads 2, 3, and 4 for each
additional test.

For each simulation, 500,000 optical photons were simulated. It was observed that
optical photon collection efficiency remained fairly constant as the photon source was
moved within the column. The fact that photon collection does not increase as the photon
source moves closer to the edge could be due to the source being isotropic, and similar
fractions of the photons will initially travel towards the PMT regardless of where in the
column they originate. This further supports the observation that photon collection
efficiency is less important than energy deposition for the column detection efficiencies.
Figure 27 shows the change in photon collection efficiency compared to the central bead
as a function of optical photon source position for each column diameter. The data is
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normalized to the central bead of the respective column. The data from these simulations
are given in Appendix M.
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Figure 27. Percent change in the simulated optical photon detection efficiency compared to
the central bead as a function of optical photon source distance from the center of each
column.

5.4

Future Work
The synthesized resin needs to be characterized more fully so that various

parameters that are specified within the GATE model can be accurately represented.
Examples include knowing the resin density and index of refraction, so that radiation
energy deposition and photon propagation may be estimated more closely. There are
numerous other parameters that can be varied using the GATE simulations for
optimization. Different packing geometries may be simulated such as Face-Centered
Cubic (FCC) or Hexagonal-Close-Packed (HCP) to further investigate the effect of
packing geometry on light collection. Also, because the resin used will have a
distribution of diameters, incorporating different sized beads into the packing geometry
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may be worth modeling. Using two monodispersive beads within the column may
improve packing efficiencies and hence detection efficiencies for the interstitial and
surface geometries. Modeling porous beads may pose a significant challenge when using
GATE to model. GATE requires all ‘daughter’ volumes to be completely encased in the
‘mother’ volumes, which would limit the geometrical options for including pores into the
beads.
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Chapter Six – Conclusions
The objective of this work was to investigate how changing various parameters of
the flow cell affected light collection efficiency to find the optimum configuration for the
flow cell. For the column experiments, the detection efficiencies generally increased with
increasing column inner diameter, and the larger three column diameters were generally
within 1 standard deviation of each other. Models were built using GATE to simulate
various column configurations. Bead diameter, column inner diameter, and source
location were varied within the simulations, and the beads were arranged in a BCC
configuration. Overall, the largest detection efficiency of approximately 100% ± 1.3 %
for 210Po was seen when the source was located as a point source within each bead,
regardless of column inner diameter or bead diameter. The same was found to be true for
both 14C and 90Sr/90Y, wherein the point source configuration yielded the highest
detection efficiencies of 93.1% ± 0.3% and 98.9% ± 0.2%, respectively, which were
approximately equal regardless of bead or column size.
The highest detection efficiencies for all sources were measured with the point
source starting in the center of each scintillating bead. This is expected, as every alpha or
beta particle that is created in the simulations will have to interact with at least one
scintillating bead during its path, thus creating optical photons that can then be detected.
The lowest detection efficiencies were seen for the interstitial source, since the alpha or
beta particles must originate in the water and may deposit some or all of its energy in the
water before being able to deposit energy in to a scintillating bead.
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It was found that the ability for the alpha or beta particle to deposit its energy into
the scintillator is a much greater contributing factor to the detection efficiency compared
to the propagation of the optical photons. The fact that simulations using 100 µm beads
yielded higher detection efficiencies than the 212 µm or 375 µm beads when considering
the same column inner diameter, and either the interstitially-located source or the bead
surface source leads to this conclusion. The smaller bead diameter leads to a smaller
separation distance between the beads in a BCC configuration, lessening the potential
distance the alpha or beta particle must travel to reach another scintillating bead. Also,
the surface area to volume ratio would be higher for columns packed with smaller beads,
which may help facilitate energy deposition into the beads. The dependence on bead
diameter was much less pronounced for 90Sr/90Y compared to either 210Po or 14C, due to
the longer range of the 90Sr and 90Y beta particles, increasing their chance of interacting
with the scintillating beads regardless of the source configuration. Also a larger column
inner diameter leads to higher detection efficiency because of the increased volume for
the alpha or beta particles to travel within the column to potentially interact with the
scintillating beads.
Overall, a larger column inner diameter and smaller bead size will yield higher
detection efficiencies for nonporous, un-functionalized resin. However, if the resin is
functionalized and made to be porous such that the alpha or beta source is held within the
beads, column inner diameter and bead size do not impact the detection efficiency
greatly. In this case, the detection efficiency would rely on the energy deposition of the
radiation, with a higher detection efficiency expected for radiations with a larger range.
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Implications of this work suggest that if the extractive scintillating resin was
porous so that the radionuclide of interest was trapped within the bead, any column inner
diameter will yield similar detection efficiencies. Therefore, using a smaller column
diameter to conserve resources would be advantageous. However if the resin was not
porous or was not functionalized, a larger column inner diameter would give higher
detection efficiencies. Also, smaller bead diameters would also lead to higher detection
efficiencies.
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Appendix A: SpectrumRead.m
Below is the Matlab script used to parse the Hits.dat file from Gate into ‘pulses’ that are
binned according to the number of photons detected per parent particle.
% Function for reading spectrum output files from GATE
%% Input variables
% filename = name of file to read
%% Output Variables
% none as of 2.7.2014
%% Syntax
% SpectrumRead(filname)
function [] = SpectrumRead(filename)
% Open the data file and read in the entire file
fid = fopen(filename);
%C = textscan(fid,'%n%n%n%n%n%n%n%n%n%n%n%n%n%n%n%n%n%n%n%n%n%n%s%s%s');
C =
textscan(fid,'%*n%n%*n%*n%*n%*n%*n%*n%*n%*n%*n%*n%*n%*n%*n%*n%n%*n%*n%*n%*n%*n%s%*s%*s');
fclose(fid);
% Parse data from cell array to doubles
EventID = C{1}; %Parent Particle ID Number
v = C{3};
%Event Type
PartID = C{2}; %GEANT4 Particle ID 0 for photons
if numel(EventID) ~= numel(v)
[Y,I] = min([numel(EventID) numel(v)]);
if I == 1
v = v(1:Y);
elseif I == 2
EventID = EventID(1:Y);
end
end
% Find particles that were transported
trans = strcmp(v,'Transportation');
% Count up each event ID transportation
count = zeros(1,max(EventID)+1);
for i = 0:max(EventID)
if sum(EventID == i & trans) == 0
count(i+1) = NaN;
else
count(i+1) = sum(EventID == i & trans & PartID == 0);
end
end
values = hist(count, [0:10:78000]);
values = values';
save([filename(1:end-4),'_histvalues.txt'], 'values', '-ascii');
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Appendix B: BCC Bead placements
The following is the Matlab script used to generate the centroids for a BCC configuration
of a given bead diameter and tubing size. It requires the user to enter how many beads in
the x-direction and y-direction there are from the center out to the tubing’s radius. The
parameters I used for all configurations are given in Table.
function [] = GATEBCCPlacements(xnum, ynum, radius, bead_rad, filename,
zmin, NoALayers)
%% Overview
% Author: Adam Mangel August 2014 Clemson University
%
Amy Meldrum August 2014 Clemson University
% This function will generate a cylindrical coordinate system in 2 or 3
% dimensions using the given spatial limits. Varargin should be
zmin,zmax,
% dz if third dimension is required.
%
% 3D Example
% [] = generatecentroids(xnum, ynum, radius, bead_rad, filename,
zmin,NoALayers)
%
%% Input arguments.
% You can figure it out.
%% Output
% Saves spatial centroids within the radius and assigns translocation
% numbers, outputs all data to filename.txt
%% Code
%
FirstSect = '0 0 0 1 0 ';
First = 'Time s';
Second = 'Rotation deg';
Third = 'Translation cm';
format long
dx = (4/(sqrt(3)))*bead_rad;
xmin = -(dx*xnum);
xmax = (dx*xnum);
% Generate x coordinates
xa = xmin:dx:xmax;
% Check that end of x vector is xmax
if xa(end) ~= xmax
disp('WARNING: Final value in x is not equal to xmax.')
end
xb = (xmin-(dx/2)):dx:(xmax-(dx/2));
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% Check that end of x vector is xmax
if xb(end) ~= (xmax-(dx/2))
disp('WARNING: Final value in x is not equal to xmax.')
end
% Generate y coordinates
dy = (4/(sqrt(3)))*bead_rad;
ymin = -(dy*ynum);
ymax = (dy*ynum);
ya = ymin:dy:ymax;
% Check that end of x vector is xmax
if ya(end) ~= ymax
disp('WARNING: Final value in y is not equal to ymax.')
end
yb = (ymin-(dy/2)):dy:(ymax-(dy/2));
% Check that end of x vector is xmax
if yb(end) ~= (ymax-(dy/2))
disp('WARNING: Final value in y is not equal to ymax.')
end
% Determine 2D or 3D space.
% Generate z coordinates
dz = (4/(sqrt(3)))*bead_rad;
zmax = dz*NoALayers;
za = zmin:dz:zmax;
% Check that end of x vector is xmax
if za(end) ~= zmax
disp('WARNING: Final value in z is not equal to zmax.')
end
zb = (zmin+(dz/2)):dz:(zmax-(dz/2));
% Check that end of x vector is xmax
if zb(end) ~= (zmax-(dz/2))
disp('WARNING: Final value in zb is not equal to zmax.')
end
[XA,YA,ZA] = meshgrid(xa,ya,za);
[XB,YB,ZB] = meshgrid(xb,yb,zb);
% Calculate the radius of the cylinder
ra = (XA.^2 + YA.^2).^0.5;
rb = (XB.^2 + YB.^2).^0.5;
% Clip points outside the desired radius
xacyl = XA(ra<(radius-bead_rad));
yacyl = YA(ra<(radius-bead_rad));
zacyl = ZA(ra<(radius-bead_rad));
xbcyl = XB(rb<(radius-(bead_rad+(dx/2))));
ybcyl = YB(rb<(radius-(bead_rad+(dy/2))));
zbcyl = ZB(rb<(radius-(bead_rad+(dz/2))));
% Create translocation numbers and output to text file
fid = fopen(filename,'w');
fprintf(fid, '%s\n%s\n%s\n', First, Second, Third);
for i = 1:numel(xacyl)
fprintf(fid,'%s %.8f %.8f
%.8f\n',FirstSect,xacyl(i),yacyl(i),zacyl(i));
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end
for i = 1:numel(xbcyl)
fprintf(fid,'%s %.8f %.8f
%.8f\n',FirstSect,xbcyl(i),ybcyl(i),zbcyl(i));
end
fclose(fid);

Table B-1. Parameters used for bead placements in column simulations.

Bead
Diameter
(µm)
212
212
212
212
375
375
375
375
100
100
100
100

Tubing Inner
Diameter
(cm)
0.15875
0.47625
0.79375
1.11125
0.15875
0.47625
0.79375
1.11125
0.15875
0.47625
0.79375
1.11125

xnum

ynum

radius

bead_radius

NoALayers

3
9
16
22
1
5
9
12
6
20
34
48

3
9
16
22
1
5
9
12
6
20
34
48

0.079375
0.238125
0.396875
0.555625
0.079375
0.238125
0.396875
0.555625
0.079375
0.238125
0.396875
0.555625

0.0106
0.0106
0.0106
0.0106
0.01875
0.01875
0.01875
0.01875
0.005
0.005
0.005
0.005

60
60
60
60
33
33
33
33
129
129
129
129
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Appendix C: FileMaker.m
This is a Matlab file that creates ‘nruns’ number of copies of a GATE input file,
incrementing the output file name for each iteration.

% Load in the seed input file
seedfilename =
'C:\Users\Amy\Documents\Research\Layers\PalmettoFiles\BCC1_375C_Surf.ma
c';
[seedfid,msg] = fopen(seedfilename);
if seedfid <=0
disp(msg)
end
% Copy the seed file, but change the output file name
nruns = 30;
for run = 1:nruns
infilename = ['116375CSurf',num2str(run),'.mac'];
outfilename = ['116375CSurf',num2str(run)];
[infid,msg] = fopen(infilename,'w');
if infid <=0
disp(msg)
end
while ~feof(seedfid)
s = fgetl(seedfid);
if strncmp(s,'/gate/output/ascii/setFileName',30)
fprintf(infid,'%s\n',[s(1:30),' ',outfilename]);
else
fprintf(infid,'%s\n',s);
end
end
fclose(infid);
fseek(seedfid,0,'bof');
end
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Appendix D: file_reader.m
This is a Matlab file that reads in the .CSV files saved from the layer experiments. It
finds the 50th percentile channel number of the spectrum starting at a channel number
given by the user to discriminate against the noise peak in the first few channels. This
50th percentile channel number is found for however many (no_files) layers there are.
Then the percent change from the first laer along with the error is found over all layers.
%change directory to the data directory
cd ('C:\Users\Amy\Documents\Research\Layers')
%metadata about the files
totalfiles = 10;
no_rows = 8192;
channels = 0:(no_rows-1);
counts = zeros(no_rows,totalfiles);
%read in data
no_files = 10;
counter = 1;
for i = 1:no_files
filename = ['C14-80Sugar-',num2str(counter),'sq-300s.CSV'];
dat = xlsread(filename);
counts(:,counter) = dat(:,3);
counter = counter + 1;
end
%% plot up counts on semilog and find where noise ends for each
experiment
% semilogy(counts)
%take the sum of each column from channel 150 to the end
sum_counts = 0.50.*sum(counts(20:end,:));
%figure out where the experiment reaches 99% of the sum of the column
%take the cumulative sum of the counts
cum_counts = cumsum(counts(20:end,:));
%replicate the sum_counts vector so you subtract 99% of the count total
%from each column of the cumulative counts matrix
rep_sums = repmat(sum_counts,size(cum_counts,1),1);
%find where the minimum occurs, it will occur at the point where the
%cumulative sum of the counts is closest to 99% of the total sum of the
%column.
[~,NNpct] = min(abs(cum_counts-rep_sums));
%erre = 99% sqrt(sum(counts)) + sum_counts
pos_error = 0.50.*sum(counts(20:end,:)).^0.5 + sum_counts;
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neg_error = sum_counts - 0.50.*sum(counts(20:end,:)).^0.5;
%find the channel numbers for the minimum and maximum errors
[~,higherr] = min(abs(cum_counts repmat(pos_error,size(cum_counts,1),1)));
[~,lowerr] = min(abs(cum_counts repmat(neg_error,size(cum_counts,1),1)));
%find the percent change in channel number for 99% exceedence
pct_change = ((NNpct - NNpct(1)) ./ NNpct(1)).*100;
%find the percent change in channel number for upper and lower errors
pct_change_hi = ((higherr - NNpct(1))./NNpct(1)).*100;
pct_change_lo = ((lowerr - NNpct(1))./NNpct(1)).*100;
%put the data together for output to excel
plotdata = zeros(10,3);
plotdata(:,1) = pct_change;
plotdata(:,2) = pct_change_hi;
plotdata(:,3) = pct_change_lo;
pct_change = pct_change';
pct_change_hi = pct_change_hi';
pct_change_lo = pct_change_lo';
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Appendix E: BetaChange.m
This is a Matlab file used to find the percent change of the 50th percentile for beta spectra
simulated with GATE for the BC-400 layer experiments.
Values = zeros(1,10);
PosValues = zeros(1,10);
NegValues = zeros(1,10);
Change = zeros(1,10);
PErr = zeros(1,10);
NErr = zeros(1,10);
%j is layer number
for j = 1:10
%get data into Matlab columnsrun number per layer
%i is
for i = 1:2
filename=['Chlorine',num2str(i),'L',num2str(j),'Hits_histvalues.t
xt'];
[fid,msg] = fopen(filename);
if fid <= 0
disp('Problem reading file.')
disp(msg)
end
C(:,i) = fscanf(fid,'%e');
totalspectra = sum(C,2);
totalspectra(1) = 0;
cumspectra = cumsum(totalspectra);
Perc = 0.5*cumspectra(end);
Error = sqrt(Perc);
PosError = Perc+Error;
NegError = Perc-Error;
AbsDif = abs(cumspectra - Perc);
AbsDifPos = abs(cumspectra - PosError);
AbsDifNeg = abs(cumspectra - NegError);
[MinFind, mindex] = min(AbsDif);
[PosFind, pindex] = min(AbsDifPos);
[NegFind, nindex] = min(AbsDifNeg);
Values(j) = mindex;
PosValues(j) = pindex;
NegValues(j) = nindex;
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%After all Layers analyzed find percentage changes with errors
for k = 1:10
Change(k) = (Values(k)-Values(1))/Values(1)*100;
PErr(k) = (PosValues(k) - Values(k))/Values(k) * 100;
NErr(k) = (NegValues(k) - Values(k))/Values(k) * 100;
end
end
end
Change = Change';
PErr = PErr';
NErr = NErr';
Values = Values';
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Appendix F: Adder.m
This is a Matlab file used to merge together ‘i’ number of histogram data files together.
This was used to combine the resulting histogram data after the Hits.dat files were read
through Matlab using the SpectrumRead.m file.
Values = zeros(7801,1);
for i = 1:1000
%filename = ['SrY',num2str(i),'L',
num2str(j),'Hits_histvalues.txt'];
filename = ['716212PoSurf', num2str(i), 'Hits_histvalues.txt'];
[fid,msg] = fopen(filename);
if fid <= 0
disp('Problem reading file.')
disp(msg)
end
totalspectra = fscanf(fid,'%e');
%totalspectra = sum(C);
totalspectra(1) = 0;
Values = Values + totalspectra;
fclose(fid);
end
save('716212PoSurf.txt', 'Values', '-ascii');
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Appendix G: Raw Data for BC-400 Layer Experiments
This appendix gives the data gathered from the BC-400 layer experiments. For all
sources, the light losses for 10 (or 15 for 90Sr/90Y) layers decreased with increasing index
of refraction of the interstitial media. For 14C, 36Cl, and 90Sr/90Y, the 50th percentile
channel number of the measured spectrum was tracked over all layers.
Table G- 1. Raw data for 300 s measurement with 210Po source with increasing number of
layers of BC-400, with a) Air, b) Water, or c) 80% sugar solution between each layer.

a) Air

1
2
3
4
5
6
7
8
9
10

Peak
Channel %Change
FWHM Gross Area
2745.49
0 113.37
20036
2540.77
-0.074566 100.92
19543
2432.57
-0.113976 111.92
19494
2237.03
-0.185198 112.48
19486
2120.5
-0.227642 113.43
19025
2095.24
-0.236843 105.68
19528
1991.51
-0.274625 136.17
19368
1749.35
-0.362828 184.52
19137
1741.67
-0.365625 173.55
19774
1536.47
-0.440366 114.83
19407

1
2
3
4
5
6
7
8
9
10

Peak
Channel %Change
FWHM Gross Area
2971.33
0 107.99
20064
2881.35
-0.030283
127.2
19587
2847.27
-0.041752 102.81
19459
2809.91
-0.054326 104.63
19244
2743.46
-0.07669 113.77
19930
2710.22
-0.087876 113.45
19623
2665.1
-0.103062
111.2
19957
2621.08
-0.117877 118.64
19717
2572.32
-0.134287 107.29
19725
2553.2
-0.140721 103.22
18851

# Layers

b) Water
# Layers
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c)
80%Sugar
# Layers
1
2
3
4
5
6
7
8
9
10

Peak
Channel %Change
FWHM Gross Area
2974.68
0 106.87
19076
2913.79
-0.020469 113.95
18439
2884.58
-0.030289 119.62
18287
2832.5
-0.047797 124.15
18195
2831.35
-0.048183
97.44
18352
2778.07
-0.066095 107.33
19046
2770.25
-0.068723
98.76
18409
2737.15
-0.079851
93.53
18450
2724.44
-0.084123
99.9
18192
2693.13
-0.094649
92.69
18211

Table G- 2. Raw data from 14C source with increasing number of layers of BC-400, with a)
Air, b) Water, or c) 80% sugar solution between each layer.

a) Air
50th %ile
Channel No.
Change

Layer
1
2
3
4
5
6
7
8
9
10

0
-24.42477876
-32.21238938
-44.60176991
-50.08849558
-52.38938053
-56.81415929
-63.19
-63.19
-70.08849558
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Positive
Negative
Error
Error
0.17699 0.17699
0 0.17699
0.17699 0.17699
0 0.17699
0.17699
0
0.17699
0
0 0.17699
0
0
0.17699
0
0
0

b) Water
50th %ile
Channel No.
Change

Layer
1
2
3
4
5
6
7
8
9
10
c) 80%
Sugar

0
-14.5631068
-19.2961165
-23.4223301
-30.09708738
-35.9223301
-41.01941748
-45.02427184
-47.57281553
-49.87864078

50th %ile
Channel No.
Change

Layer
1
2
3
4
5
6
7
8
9
10

0
-10.40189125
-13.12056738
-22.34042553
-23.75886525
-28.13238771
-31.79669031
-36.5248227
-37.94326241
-41.13475177

69

Positive
Negative
Error
Error
0.12136 0.24272
0.24272 0.12136
0.12136 0.12136
0.24272 0.12136
0.12136 0.12136
0.12136 0.12136
0.12136 0.12136
0 0.12136
0.12136
0
0.12136 0.12136

Positive
Negative
Error
Error
0.1182 0.23641
0.1182
0.1182
0.1182
0.1182
0.1182
0.1182
0.23641
0.1182
0.23641
0.1182
0.1182
0.1182
0.1182
0.1182
0.1182
0.1182
0.1182
0.1182

Table G- 3. Raw data from 36Cl source with increasing number of layers of BC-400, with a)
Air, b) Water, or c) 80% sugar solution between each layer.

a) Air

# Layers
1
2
3
4
5
6
7
8
9
10

50th %ile
Channel No.
Change
0
-0.70318
-2.40563
-4.77424
-7.77202
-10.0296
-12.1392
-13.9896
-16.3953
-18.7269

Positive
Error
0.882028666
0.962250185
0.925240563
0.999259808
1.110288675
1.110288675
1.03626943
1.110288675
1.147298298
1.147298298

Negative
Error
0.588019111
0.59215396
0.59215396
0.74019245
0.703182828
0.777202073
0.703182828
0.814211695
0.777202073
0.851221318

Positive
Error
0.837111964
0.877192982
0.771929825
0.98245614
0.807017544
0.771929825
0.912280702
0.912280702
0.842105263
0.807017544

Negative
Error
0.662713638
0.561403509
0.596491228
0.561403509
0.631578947
0.526315789
0.526315789
0.561403509
0.596491228
0.631578947

b) Water

# Layers
1
2
3
4
5
6
7
8
9
10

50th %ile
Channel No.
Change
0
0.491228
-0.14035
-0.98246
-2.35088
-3.85965
-4.31579
-5.75439
-6.49123
-7.26316
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c) 80
Sugar

# Layers
1
2
3
4
5
6
7
8
9
10

50th %ile
Channel No.
Change
0
0.174948
0.419874
-0.94472
-1.46956
-1.85444
-2.86914
-3.28901
-3.63891
-4.75857

Positive
Error
0.835073069
0.804758572
0.839748076
0.699790063
0.804758572
0.909727082
0.769769069
0.839748076
0.734779566
0.804758572

Negative
Error
0.626304802
0.594821554
0.629811057
0.594821554
0.524842547
0.524842547
0.594821554
0.524842547
0.55983205
0.594821554

Table G- 4. Raw data from 90Sr/90Y source with increasing number of layers of BC-400,
with a) Air, b) Water, or c) 80% sugar solution between each layer.

a) Air

# Layers
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

50th %ile
Channel No.
Change
0
2.025847
2.61963
2.479916
2.305274
1.781348
1.536849
0.943067
0.174642
-0.59378
-1.39714
-2.41006
-3.24834
-4.47083
-5.27419
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Positive
Error
1.536849
1.536849
1.292351
1.397136
1.327279
1.292351
1.257422
1.257422
1.362207
1.117709
1.292351
1.362207
1.432064
1.501921
1.536849

Negative
Error
1.117709
0.943067
0.977995
0.908138
1.08278
0.943067
0.908138
0.838282
0.87321
0.803353
0.87321
1.012924
1.047852
0.977995
1.08278

b) Water

# Layers
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

50th %ile
Channel No.
Change
0
3.629704
4.528805
5.128205
5.394605
4.861805
4.828505
4.129204
3.529804
2.830503
2.031302
1.431901
-0.1332
-0.1998
-0.7326

Positive
Error
1.831502
1.798202
1.431901
1.498501
1.332001
1.265401
1.265401
1.332001
1.232101
1.232101
1.265401
1.132201
1.098901
1.165501
1.198801

Negative
Error
1.132201
1.132201
1.065601
1.032301
0.932401
0.899101
0.999001
0.865801
0.832501
0.865801
0.832501
0.832501
0.799201
0.899101
0.832501

50th %ile
Channel No.
Change
0
3.648425
5.107794
4.975124
5.207297
5.737977
5.439469
5.373134
4.975124
4.510779
3.548922
3.18408
2.719735
2.155887
1.45937

Positive
Error
1.691542
1.558872
1.658375
1.558872
1.359867
1.260365
1.227197
1.160862
1.359867
1.260365
1.227197
1.19403
1.160862
1.19403
1.393035

Negative
Error
1.19403
1.227197
1.06136
0.92869
0.92869
1.06136
0.92869
0.895522
0.829187
0.79602
0.829187
0.829187
0.862355
0.829187
0.862355

c) 80%
Sugar

# Layers
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
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Appendix H: Experimental Column Raw Data
Table H - 1. Raw data for efficiency calculations ofexperimental columns with a) 210Po, b)
14
C, and c) 90Sr/90Y.

a)

The additional set of 1/16” columns’ efficiencies are taken into account for the efficiency
and standard deviation calculations for 210Po.
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b)

c)
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Table H - 2. Data used for experimental column porosity calculations for a) 210Po, b) 14C,
and c) 90Sr/90Y

a) Po-210

Size
1/16 A
1/16 B
1/16 C
3/16 A
3/16 B
3/16 C
5/16 A
5/16 B
5/16 C
7/16 A
7/16 B
7/16 C
1/16 A (new)
1/16 B (new)
1/16 C (new)

Vol column
(cm3)
2.244275
2.244275
2.244275
6.732826
6.732826
6.732826
11.221376
11.221376
11.221376
15.709927
15.709927
15.709927
2.244275
2.244275
2.244275

Vol
water
(cm3)
0.0476
0.0413
0.0575
0.3427
0.3155
0.3606
0.7478
0.9129
0.7799
1.4719
1.4214
1.6259
0.0509
0.0545
0.0539

Porosity
0.0212095
0.0184024
0.0256207
0.0508999
0.0468600
0.0535585
0.0666407
0.0813537
0.0695013
0.0936924
0.0904778
0.1034951
0.0226799
0.0242844
0.0240167

avg

StDev

0.023

0.003

0.050

0.003

0.072

0.008

0.096

0.007

avg

StDev

0.019

0.004

0.049

0.005

0.079

0.007

0.097

0.0004

b) C-14

Size
1/16 A
1/16 B
1/16 C
3/16 A
3/16 B
3/16 C
5/16 A
5/16 B
5/16 C
7/16 A
7/16 B
7/16 C

Vol column
(cm3)
2.244275
2.244275
2.244275
6.732826
6.732826
6.732826
11.221376
11.221376
11.221376
15.7099268
15.7099268
15.7099268

Vol
water
(cm3)
0.0526
0.0347
0.0414
0.3018
0.3622
0.3219
0.8021
0.9181
0.9464
1.5299
1.5184
1.5261
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Porosity
0.02343741
0.01546156
0.01844693
0.04482516
0.05379613
0.04781054
0.07147965
0.08181706
0.08433903
0.09738429
0.09665227
0.09714240

c) Sr-90/Y-90

Size
1/16 A
1/16 B
1/16 C
3/16 A
3/16 B
3/16 C
5/16 A
5/16 B
5/16 C
7/16 A
7/16 B
7/16 C

Vol column
(cm3)
2.244275
2.244275
2.244275
6.732826
6.732826
6.732826
11.221376
11.221376
11.221376
15.7099268
15.7099268
15.7099268

Vol
water
(cm3)
0.059
0.054
0.054
0.215
0.355
0.294
0.82
0.789
0.855
1.442
1.62
1.676
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Porosity
0.02628911
0.02406122
0.02406122
0.03193310
0.05272675
0.04366666
0.07307482
0.07031223
0.07619386
0.09178910
0.10311951
0.10668414

avg

StDev

0.025

0.001

0.043

0.010

0.073

0.003

0.101

0.008

Appendix I: Compiled Column Simulation Data
The ‘number measured’ is taken to mean the number of parent particles for which at least
10 of the photons created by its energy deposition was detected by the PMT. The
‘number simulated’ refers to the number of parent particles started in the simulation.
Table I - 1. Simulated column data for 210Po interstitial source and bead diameters of a) 100
µm, b) 212 µm, and c) 375 µm.

a) 100 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
12158
25000
0.4863 0.0044
0.47625
15186
24500
0.6198 0.0050
0.79375
16029
24800
0.6463 0.0051
1.11125
16695
24900
0.6705 0.0052
b) 212 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
3361
25000
0.1344 0.0023
0.47625
7950
25000
0.3180 0.0036
0.79375
6972
19700
0.3539 0.0042
1.11125
8418
22600
0.3725 0.0041
c) 375 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
1098
20000
0.0549 0.0017
0.47625
2875
20000
0.1438 0.0027
0.79375
3384
20000
0.1692 0.0029
1.11125
3947
20000
0.1974 0.0031
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Table I - 2. Simulated column data for 14C interstitial source and bead diameters of a) 100
µm, b) 212 µm, and c) 375 µm

a) 100 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
12191
30000
0.4064 0.0037
0.47625
15052
30000
0.5017 0.0041
0.79375
15681
30000
0.5227 0.0042
1.11125
14612
27000
0.5412 0.0045
b) 212 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
14278
100000
0.1428 0.0012
0.47625
9499
30000
0.3166 0.0032
0.79375
10273
30000
0.3424 0.0034
1.11125
10914
30000
0.3638 0.0035
c) 375 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
1271
20000
0.0636 0.0018
0.47625
3302
20000
0.1651 0.0029
0.79375
3797
20000
0.1899 0.0031
1.11125
4308
20000
0.2154 0.0033

Table I - 3. Simulated column data for 90Sr/90Y interstitial source and bead diameters of a)
100 µm, b) 212 µm, and c) 375 µm

a) 100 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
14454
20000
0.7227 0.0060
0.47625
16706
20000
0.8353 0.0065
0.79375
16831
19000
0.8858 0.0068
1.11125
17866
20000
0.8933 0.0067
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b) 212 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
8765
20000
0.4383 0.0047
0.47625
14816
20000
0.7408 0.0061
0.79375
15306
20000
0.7653 0.0062
1.11125
13843
17000
0.8143 0.0069
c) 375 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
6252
20000
0.3126 0.0040
0.47625
11770
20000
0.5885 0.0054
0.79375
12987
20000
0.6494 0.0057
1.11125
14072
20000
0.7036 0.0059

Table I - 4. Simulated column data for 210Po surface source and bead diameters of a) 100
µm, b) 212 µm, and c) 375 µm

a) 100 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
9835
12325
0.7980 0.0080
0.47625
10255
12500
0.8204 0.0081
0.79375
10233
12375
0.8269 0.0082
1.11125
2080
2525
0.8238 0.0181
b) 212 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
15683
24900
0.6298 0.0050
0.47625
14335
22500
0.6371 0.0053
0.79375
16165
25000
0.6466 0.0051
1.11125
16260
25000
0.6504 0.0051
c) 375 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
13995
25000
0.5598 0.0047
0.47625
14526
25000
0.5810 0.0048
0.79375
14526
24975
0.5816 0.0048
1.11125
13875
23550
0.5892 0.0050
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Table I - 5. Simulated column data for 14C surface source and bead diameters of a) 100 µm,
b) 212 µm, and c) 375 µm

a) 100 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
49391
75000
0.6585
0.0030
0.47625
50648
75000
0.6753
0.0030
0.79375
33804
50000
0.6761
0.0037
1.11125
33857
50000
0.6771
0.0037
b) 212 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
17005
30000
0.5668
0.0043
0.47625
17749
30000
0.5916
0.0044
0.79375
17838
30000
0.5946
0.0045
1.11125
17851
30000
0.5950
0.0045
c) 375 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
14713
30000
0.4904
0.0040
0.47625
15915
30000
0.5305
0.0042
0.79375
15962
30000
0.5321
0.0042
1.11125
16185
30000
0.5395
0.0042

Table I - 6. Simulated column data for 90Sr/90Y surface source and bead diameters of a) 100
µm, b) 212 µm, and c) 375 µm

a) 100 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
44720
50000
0.8944 0.0042
0.47625
45617
50000
0.9123 0.0043
0.79375
46515
50000
0.9303 0.0043
1.11125
42831
45800
0.9352 0.0045
b) 212 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
24632
30000
0.8211 0.0052
0.47625
26759
30000
0.8920 0.0055
0.79375
27025
30000
0.9008 0.0055
1.11125
27209
30000
0.9070 0.0055
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c) 375 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
18287
25000
0.7315 0.0054
0.47625
21130
25000
0.8452 0.0058
0.79375
21556
25000
0.8622 0.0059
1.11125
21772
25000
0.8709 0.0059

Table I - 7. Simulated column data for 210Po point source and bead diameters of a) 100 µm,
b) 212 µm, and c) 375 µm

a) 100 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
25000
25000
1 0.0063
0.47625
25000
25000
1 0.0063
0.79375
18725
18725
1 0.0073
1.11125
6250
6250
1 0.0126
b) 212 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
25000
25000
1 0.0063
0.47625
6250
6250
1 0.0126
0.79375
10000
10000
1
0.01
1.11125
10000
10000
1
0.01
c) 375 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
12500
12500
1 0.0089
0.47625
12500
12500
1 0.0089
0.79375
12500
12500
1 0.0089
1.11125
12500
12500
1 0.0089
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Table I - 8. Simulated column data for 14C point source and bead diameters of a) 100 µm, b)
212 µm, and c) 375 µm

a) 100 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
28072
30000
0.9357 0.0056
0.47625
27954
30000
0.9318 0.0056
0.79375
27920
30000
0.9307 0.0056
1.11125
27499
29700
0.9259 0.0056
b) 212 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
27883
30000
0.9294 0.0056
0.47625
28003
30000
0.9334 0.0056
0.79375
27844
30000
0.9281 0.0056
1.11125
27929
30000
0.9310 0.0056
c) 375 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
27974
30000
0.9325 0.0056
0.47625
27896
30000
0.9299 0.0056
0.79375
27917
30000
0.9306 0.0056
1.11125
27917
30000
0.9306 0.0056

Table I - 9. Simulated column data for 90Sr/90Y point source and bead diameters of a) 100
µm, b) 212 µm, and c) 375 µm

a) 100 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
29507
30000
0.9836 0.0057
0.47625
29650
30000
0.9883 0.0057
0.79375
29101
29400
0.9898 0.0058
1.11125
29625
30000
0.9875 0.0057
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b) 212 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
29676
30000
0.9892 0.0057
0.47625
28707
29000
0.9899 0.0058
0.79375
26930
27200
0.9901 0.0060
1.11125
29697
30000
0.9899 0.0057
c) 375 µm
ID (cm) #Measured #Simulated Efficiency Error
0.15875
29725
30000
0.9908 0.0057
0.47625
29727
30000
0.9909 0.0057
0.79375
29721
30000
0.9907 0.0057
1.11125
29738
30000
0.9913 0.0057
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Appendix J: Radioactive Solution Concentration Calculations
Po-210:
On 12/2/2013, the solution was 1025 +/- 7.16 Bq/mL
Date of experiments = 4/25/2014
T1/2 Po210 = 138.38 d
A = A0e-λt

Time between measurements = 144 d
λ = 0.005 d-1

A = (1025)(exp(-0.005*144)) = 498.274 Bq/mL

Error = (7.16)(exp(-0.005*144)) = 3.48 Bq/mL

C-14:
Background (water) = 29 cpm (15min)

Error = (sqrt(29*15))/15 = 1.39 cpm

50 uL C14 solution = 1677 cpm (15min)

Error = (sqrt(1677*15))/15 = 10.57 cpm

Net = 1648 cpm
cpm

Error = sqrt((1.39^2)+(10.57^2)) = 10.66

(1648)(1/0.98)(1min/60sec)(20(50uL)/1mL) = 560.5 Bq/mL
Error = (10.66)(1/0.98)(1min/60sec)(20(50uL)/1mL) = 3.63 Bq/mL

Sr-90/Y-90
Background (water) = 30 cpm (15min)

Error = (sqrt(30*15))/15 = 1.41 cpm

50 uL Sr/Y-90 solution = 2910 cpm (15min) Error = (sqrt(2910*15))/15 = 13.93 cpm
Net = 2880 cpm

Error = sqrt((1.41^2)+(13.93^2)) = 14.0 cpm

(2880)(1/0.98)(1min/60sec)(20(50uL)/1mL) = 979.6 Bq/mL
Error = (14.0)(1/0.98)(1min/60sec)(20(50uL)/1mL) = 4.76 Bq/mL
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Appendix K: Sample Alpha and Beta Range Calculations
Alpha Range equation in air from Lapp & Andrews
𝑅 = (0.005𝐸 + 0.285)𝐸 3⁄2 (cm)

210

Po alpha = 5.3044 MeV

𝑅𝑎𝑖𝑟 = (0.005 × 5.3044 + 0.285) × (5.3044)3⁄2 = 3.81 𝑐𝑚
Alpha Range in other media from Knoll
𝑅1 = (

𝜌0
√𝐴0

√𝐴

) ( 𝜌 1)

For water: ρ = 1 g/cc; √𝐴 = 4.243

1

0.001243

𝑅𝑤𝑎𝑡𝑒𝑟 = (

4.243

) ( 1.00 ) = 0.00898 cm = 89.8 µm

3.82

Beta range density equation from Katz and Penfold
2]

𝑅𝑚𝑎𝑥 [g⁄cm

1.265−0.0954ln(𝐸𝛽 )

={

0.412𝐸𝛽

0.01 ≤ 𝐸𝛽 ≤ 2.5 MeV

0.530𝐸𝛽 − 0.106

𝐸𝛽 > 2.5 MeV

For 14C 𝐸𝛽 = 0.156 MeV
(0.412)(0.1561.265−(0.0954(ln(0.156))) ) = 0.02826 𝑔/𝑐𝑚3
14

C range in water:
𝑔

(0.02826 𝑐𝑚3 ) (1

𝑐𝑚3
𝑔

) = 0.02826 𝑐𝑚
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Appendix L: Bead Size Measurement Data
Table L - 1. Data gathered from imaging scintillating beads to find average diameter.

PICT1380

Number of
beads

PICT1381

PICT1382

PICT1383

PICT1384

PICT1385

PICT1386

PICT1387

12

9

10

13

14

10

7

7

Average

138.4

162.5

122.1

161.0

147.2

152.5

122.5

166.4

Std Dev

36.8

26.7

40.6

21.7

23.5

34.5

31.2

27.4

167.4

107.8

111.6

136.9

115.2

139.2

135.8

125.7

162.1

166.4

130.8

149.9

132.4

159.8

125.8

159.1

76.9

154.8

144.7

145.3

130.4

162.7

155.2

151.3

152.3

163.6

107.2

142.1

147.1

132.6

116.1

153.4

135.6

141.5

111.1

160.2

151.3

117.3

151.5

175.0

153.8

170.7

162.1

149.0

158.3

166.7

110.4

203.2

102.0

177.8

120.9

176.1

120.2

145.4

62.9

197.3

82.4

175.9

68.2

141.4

140.8

95.3

180.7

203.7

64.5

168.1

126.4

209.7

199.5

196.6

172.6

146.2

160.6

107.5

178.6

152.9

167.8

197.1

180.9

202.4

143.4
201.4

Total Beads
Average
Radius

82
146.9

Std Dev

33.0

CoV

22.5
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Appendix M: Optical Photon Simulation Data
This appendix gives the data generated from the simulations using an optical photon
source within one bead throughout each diameter column.
Table M - 1. Optical photon source test data for the 0.16 cm column.

Distance from
#
Change from
Bead # Middle
Detected Efficiency Center Bead
1
0
68383 0.136766
0
2
0.01154701
67909 0.135818 0.006931547
3
0.02309401
68508 0.137016 0.00182794
4
0.03464102
68796 0.137592 0.006039513
5
0.04618802
68833 0.137666 0.006580583
6
0.05773503
69001 0.138002 0.009037334
7
0.06928203
68781 0.137562 0.00582016
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Table M - 2. Optical photon source test data for the 0.48 cm column.

Distance from
#
Bead # Middle
Detected Efficiency Change from Center Bead
1
0
123393 0.246786
0
2
0.01154701
123184 0.246368
-0.001693775
3
0.02309401
123510
0.24702
0.00094819
4
0.03464102
123497 0.246994
0.000842835
5
0.04618802
123657 0.247314
0.002139505
6
0.05773503
122720
0.24544
-0.005454118
7
0.06928203
123395
0.24679
1.62084E-05
8
0.08082904
123755
0.24751
0.002933716
9
0.09237604
123663 0.247326
0.002188131
10
0.10392305
123739 0.247478
0.002804049
11
0.11547005
123076 0.246152
-0.002569027
12
0.12701706
122824 0.245648
-0.004611283
13
0.13856406
123756 0.247512
0.00294182
14
0.1501107
123194 0.246388
-0.001612733
15
0.16165808
123195
0.24639
-0.001604629
16
0.17320508
124099 0.248198
0.005721556
17
0.18475209
123170
0.24634
-0.001807234
18
0.19629909
123762 0.247524
0.002990445
19
0.2078461
123007 0.246014
-0.003128216
20
0.2193931
123357 0.246714
-0.000291751
21
0.23094011
123648 0.247296
0.002066568
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Table M - 3. Optical photon source test data for the 0.79 cm column.

Distance from
#
Change from
Bead # Middle
Detected Efficiency Center Bead
1
0
122019 0.244038
0
2
0.01154701
122360
0.24472
0.002794647
3
0.02309401
122588 0.245176
0.004663208
4
0.03464102
122773 0.245546
0.006179366
5
0.04618802
122300
0.2446
0.00230292
6
0.05773503
122244 0.244488
0.001843975
7
0.06928203
121965
0.24393
-0.000442554
8
0.08082904
122616 0.245232
0.004892681
9
0.09237604
122456 0.244912
0.003581409
10
0.10392305
121899 0.243798
-0.000983453
11
0.11547005
122744 0.245488
0.005941698
12
0.12701706
123009 0.246018
0.008113491
13
0.13856406
122839 0.245678
0.006720265
14
0.1501107
122115
0.24423
0.000786763
15
0.16165808
122361 0.244722
0.002802842
16
0.17320508
122349 0.244698
0.002704497
17
0.18475209
122094 0.244188
0.000614658
18
0.19629909
122143 0.244286
0.001016235
19
0.2078461
122461 0.244922
0.003622387
20
0.2193931
122567 0.245134
0.004491104
21
0.23094011
122579 0.245158
0.004589449
22
0.24248711
123070
0.24614
0.008613413
23
0.25403412
122889 0.245778
0.007130037
24
0.26558112
122476 0.244952
0.003745318
25
0.27712813
122456 0.244912
0.003581409
26
0.28867513
122704 0.245408
0.00561388
27
0.30022214
122630
0.24526
0.005007417
28
0.31176915
123213 0.246426
0.009785361
29
0.32331615
122217 0.244434
0.001622698
30
0.33486316
122810
0.24562
0.006482597
31
0.34641016
122488 0.244976
0.003843664
32
0.35795717
122066 0.244132
0.000385186
33
0.36950417
122234 0.244468
0.001762021
34
0.38105118
122403 0.244806
0.003147051
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Table M - 4. Optical photon source test data for the 1.11125 cm column.

Distance from
#
Change from
Bead # Middle
Detected Efficiency Center Bead
1
0
121557 0.243114
0
2
0.01154701
121285
0.24257
-0.002237633
3
0.02309401
121244 0.242488
-0.002574924
4
0.03464102
120793 0.241586
-0.006285117
5
0.04618802
120840
0.24168
-0.005898467
6
0.05773503
121509 0.243018
-0.000394876
7
0.06928203
121146 0.242292
-0.00338113
8
0.08082904
121098 0.242196
-0.003776006
9
0.09237604
121097 0.242194
-0.003784233
10
0.10392305
120729 0.241458
-0.006811619
11
0.11547005
120893 0.241786
-0.005462458
12
0.12701706
121400
0.2428
-0.001291575
13
0.13856406
121207 0.242414
-0.002879308
14
0.1501107
121363 0.242726
-0.001595959
15
0.16165808
121268 0.242536
-0.002377485
16
0.17320508
121316 0.242632
-0.001982609
17
0.18475209
121305
0.24261
-0.002073102
18
0.19629909
121366 0.242732
-0.001571279
19
0.2078461
120952 0.241904
-0.004977089
20
0.2193931
121482 0.242964
-0.000616994
21
0.23094011
121523 0.243046
-0.000279704
22
0.24248711
121741 0.243482
0.001513693
23
0.25403412
121366 0.242732
-0.001571279
24
0.26558112
121554 0.243108
-2.46798E-05
25
0.27712813
120859 0.241718
-0.005742162
26
0.28867513
121865
0.24373
0.002533791
27
0.30022214
120877 0.241754
-0.005594083
28
0.31176915
121904 0.243808
0.002854628
29
0.32331615
121433 0.242866
-0.001020098
30
0.33486316
121409 0.242818
-0.001217536
31
0.34641016
121490
0.24298
-0.000551182
32
0.35795717
121716 0.243432
0.001308028
33
0.36950417
121225
0.24245
-0.002731229
34
0.38105118
120681 0.241362
-0.007206496
35
0.39259818
121344 0.242688
-0.001752264
36
0.40414519
121287 0.242574
-0.00222118
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37
38
39
40
41
42
43
44
45
46
47
48

0.41569219
0.4272392
0.4387862
0.45033321
0.46188022
0.47342722
0.48497423
0.49652123
0.50806824
0.51961524
0.53116225
0.54270923

121587
121541
121878
121413
122358
121705
120725
121603
120783
120991
120923
121315

0.243174
0.243082
0.243756
0.242826
0.244716
0.24341
0.24145
0.243206
0.241566
0.241982
0.241846
0.24263
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0.000246798
-0.000131625
0.002640736
-0.001184629
0.006589501
0.001217536
-0.006844526
0.000378423
-0.006367383
-0.004656252
-0.00521566
-0.001990836

Appendix N: Data for Photon Losses
Experimental: 210Po source with air between each layer. These numbers are based on the
assumption that the peak channel number with 1 layer corresponds to (5.3044
MeV)*(1300 photons/MeValpha) = 6895.72 photons
Table N - 1. Photon losses from experimental data with up to 10 layers of BC-400, 210Po, and
air between each layer.

#
Layers
1
2
3
4
5
6
7
8
9
10

% Collected
#photons
Compared to 1
collected
layer
138519445
1.0000000
124810749.7
0.9010341
119191734.8
0.8604693
109482241.8
0.7903745
101396445.4
0.7320015
102527606.6
0.7401676
96530922.48
0.6968763
83944013.94
0.6060089
87532320.53
0.6319136
74413631.63
0.5372071
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Critical Angle: This model tells the fraction of photons that will be able to refract out of a
BC-400 layer surrounded by air, following Equation 4.
Table N - 2. Fraction of photons passing through subsequent layers of BC-400 and air
according to the critical angle.

Fraction
Through
1
0.433333
0.187778
0.08137
0.03526
0.01528
0.006621
0.002869
0.001243
0.000539

Layer
1
2
3
4
5
6
7
8
9
10

Disc Solid Angle: This model tells how many photons will be able to strike the surface of
a 1.27 cm diameter PMT from a disc source with a radius of 0.3175 cm for distances
equivalent to the increasing number of layers of BC-400, using the following equation:

𝛺 ≅ 2𝜋 [1 −

1

(1 + 𝛽)2

𝐹1 =

𝐹2 =

1−

35

3
8

5

𝛼𝛽
(1 +

𝛽

35

16 (1+𝛽)7/2

𝛽

128 (1+𝛽)9/2

5
𝛽)2

11
(1+𝛽) 2

𝑠 2

𝛽2

− 64 (1+𝛽)9/2
𝛽2

315

− 256

+ 𝛼 2 [𝐹1] − 𝛼 3 [𝐹2]]

1155

𝑎 2

𝛼 = (𝑑)

𝛽 = (𝑑 )
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𝛽3

+ 1024 (1+𝛽)13/2

a = 1.27 cm; s = 0.3175 cm; d = distance between source and PMT for N layers
Table N - 3. Parameters used for the calculation of solid angle change between two discs and
the resulting fraction of photons that would make it through for various distances.

d
0.057
0.114
0.171
0.228
0.285
0.342
0.399
0.456
0.513
0.57

Alpha
31.02685
7.756714
3.447428
1.939178
1.241074
0.861857
0.633201
0.484795
0.383048
0.310269

Beta
F1
F2
496.4297 -4.21858E-08 6.13825E-11
124.1074 -1.30329E-06 7.37242E-09
55.15885
-9.3354E-06 1.13218E-07
31.02685 -3.62657E-05 7.29448E-07
19.85719 -9.97492E-05 2.85653E-06
13.78971 -0.000218796 7.99829E-06
10.13122 -0.000407858
1.7383E-05
7.756714 -0.000671147 3.05421E-05
6.128761
-0.00099896 4.37782E-05
4.964297 -0.001367018 4.92903E-05
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Ω
5.994625
5.707971
5.425064
5.147618
4.877169
4.615039
4.362313
4.119835
3.888207
3.667809

Fraction
0.477037
0.454226
0.431713
0.409634
0.388113
0.367253
0.347142
0.327846
0.309414
0.291875

Appendix O: GATE Guide for Thesis Simulations
Introduction
This ‘manual’ is intended to get the reader familiar with how a GATE simulation
works, proper structure of a simulation, how the simulation output was handled for this
thesis, and troubleshooting techniques that proved to be extremely useful. The website for
GATE has links to a User’s Guide that I often referred to
(www.opengatecollaboration.org), yet sometimes I found it to be somewhat incomplete
in its explanations, and omitted some commands and features that I found to be useful for
my simulations and understanding of GATE.
Commands, Macros, Visualization
GATE is a command-based software that translates the commands into
GEANT4’s language to set up the proper variables. It is possible to run GATE either in
interactive mode, or batch-mode. Interactive mode means that the user enters in each
command one by one, building the simulation step by step. Batch mode is when an entire
macro file (a compilation of commands in the correct order) is submitted to run in GATE.
Commands follow the same basic format and are easy to understand from the GATE
manual. Comments can be added to a macro by placing a ‘#’ in front of the line.
Comments are useful to describe a block of code, or to toggle between different options.
To run a macro from the command line the correct syntax is
Gate (MacroName).mac
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It is possible to call a macro from within another macro. This is useful if many
simulations use the same sections of code, such as geometry, physics, output, and source
definition. The macros should be called such that they populate the simulation in the
correct order. To run a macro from another macro, the correct syntax is
/control/execute/(MacroName).mac
Running a simulation in interactive mode is useful because it allows the user to
use visualization tools to confirm geometry, source definition, etc. Launching GATE in
interactive mode can simply be done by entering ‘Gate’ at the command line. Once the
command line reads Idle> commands can be entered one by one. Note: Visualization is
not compatible with running GATE on Clemson’s Palmetto computing cluster. I used
VGate to run simulations in interactive mode, with the pre-installed visualization
software OGLSX. I should note that the visualization does not always automatically
update to reflect the most recent commands. To ‘refresh’ the visualization, the command
is
/gate/geometry/rebuild
The User’s Guide gives the commands for designating the style for visualizing volumes,
designating colors, zooming in/out, and source visualization.
Structure of a GATE Simulation
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Every simulation is composed of six sections: geometry, physics, initialization,
source definition, output, and acquisition start. The simulation must be built in this order
to avoid errors.
Geometry
In the geometry section, the physical volumes used in the simulation are defined,
as well as their material composition. Therefore, the materials database must be defined
before any volume is given a material. The material database defines the atomic
composition, density, and state of every material to be used in the simulation. I copied the
GateMaterials.db file that exists in VGate, and altered it to include custom materials for
my simulations, by following the syntax precedent set with the existing materials. The
materials database is defined in a simulation with the command
/gate/geometry/setMaterialsDatabase [DatabaseName].db
The first volume that is defined in a simulation is always the world. It is the only
volume the user does not have to initialize, but it must be defined such that every other
volume is inside of it. The dimensions and material must be defined, and the commands
for this are easy to follow in the User’s Guide V6.2 – Getting Started. The next type of
volume that needs to be defined is the system. GATE was built such that complex
medical physics simulations can be defined easily, and the different types of systems
available reflect this. The most generic type of system is the scanner, and is what I used
for my simulations since it does not have any restrictions on the types of volumes that
must be included. The volume designated as the system must be a ‘daughter’ of the
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‘mother’ volume (the world), and then must contain all other volumes. User’s Guide
V6.2:Defining a system outlines the types of systems and how to define them.
Each new volume created must be a daughter of some larger mother volume, such
that it is completely contained within the mother volume. Failing to have a daughter
volume completely contained by the mother volume will result in an error, and the
simulation will crash. To define a new volume, the following two commands must be
used:
/gate/[MotherVolume]/daughters/name [DaughterVolume]
/gate/[MotherVolume]/daughters/insert [Shape]
After initializing a new volume, its physical properties such as size and material can be
defined. Available shapes and units for geometrical definitions are given in User’s Guide
V6.2: Defining a geometry. It is important to note that when giving the
placement/setTranslation command, the coordinates used with this are referring to the
centroid of the volume. Also, when giving the coordinates for the placement of a
daughter volume, the coordinates are interpreted to be within the coordinate system of the
mother volume. Meaning, setting the placement of a daughter volume to be (0, 0, 0) will
put the center of the daughter volume at the center of the mother volume, regardless of
the placement of the mother volume in other space.
Repeaters are a very useful tool when a simulation contains many volumes that
are physically the same, but need to be placed at different locations in the simulation.
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Repeaters I have used include the linear repeater and the generic repeater. First, one
volume must be defined completely before assigning it to a repeater. The commands for
assigning a repeater to a volume are given in User’s Guide V6.2: Defining a geometry.
All repeated volumes must be completely contained within the mother volume specified
when defining the initial volume that is repeated. It is important to note that by having
autoCenter set to true will cause the N repeated volumes to be distributed equally around
the initial volume, while having autoCenter set to false will build the repeated volumes
from the initial volume’s location. I used a linear repeater to repeat the BC-400
scintillator layers and the gap in between for the layer experiment simulations. I also used
a linear repeater to define the two PMTs used in the column simulations. To define the
locations of each scintillating bead in the column simulations, I used a generic repeater,
which allows the user to call upon an external file ([Name].placements) with the
centroids of each repeated volume. Details about how I generate this .placements file will
be given later.
Primary particle and optical photon interactions will only be stored for volumes
that are designated as a ‘sensitive detector.’ This is done with the command
/gate/[VolumeName]/attachCrystalSD
Therefore, it is imperative that any volume from which optical photons may travel from
into the PMT for detection must be designated as a sensitive detector. Also, any volumes
where information about optical photon absorption may be useful should also be named
sensitive detectors.
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After defining the geometry, the surfaces (important for optical photon transport)
can be defined. The commands for assigning a surface between two volumes are as
follows:
/gate/volume1/surfaces/name [NameForTheSurface]
/gate/volume1/surfaces/insert [NameOfSecondVolume]
/gate/volume1/surfaces/[NameForTheSurface]/setSurfacename [From Surfaces.xml File]
It is important to note that the notations of ‘volume1’ and ‘volume2’ denote the direction
of the surface, meaning, it pertains to optical photons coming from volume1 into
volume2. Therefore, it is important to consider both ‘directions’ of the surface when
defining surfaces for optical photon simulations. The only surface that can be used for
‘detecting’ optical photons is the surface named perfect_apd. The surface going from
some volume into a PMT should be defined in this way. Optical photons crossing this
surface will be recorded in the Hits.dat file.
Physics
GATE has a whole suite of physics processes available for simulations. The user
must include which processes to include in a simulation. There are several physics
processes used for optical physics processes, including scintillation, bulk absorption, and
boundary processes for optical photons. It is also critical to include proper physics
processes for the parent particle types. For the simulations I have done, I found that just
including just the handful of physics processes I needed resulted in no scintillation and
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optical photons. Through correspondence with the GATE forum, I was pointed towards
available pre-made physics lists. Including these lists resulted in my simulations
successfully generating optical through scintillation processes. It should be noted that
many other unused physics processes are initialized in my simulations, but do not
contribute negatively towards run time. Details about the physics processes available are
given in Users Guide V6.2:Setting up the physics.
Initialize
After the geometry, materials, and physics have been defined, the simulation must
be initialized. After this point, no changes to the geometry and physics can be made. The
command for initialization is
/gate/run/initialize
Initialization also must occur before the source definition, output definition, and before
the acquisition is started.
Source
GATE includes many general ‘types’ of sources, including linacBeam, voxelized,
or GPS (General Particle Source). For all of the simulations I have done, I have used a
GPS as it allows for all aspects of the source to be defined by the user. The first step of
creating a source is to give it a name, and add the source to the simulation. This is done
with the command
/gate/source/addSource/[Name] gps

101

After this, the source particle type, energy type, energy or energy distribution, shape or
volume, activity, angular distribution, and placement can be specified. These types of
commands can be found in Users Guide V6.2:Source. In my simulations I used a variety
of shapes and volumes for my source definitions. I used a circle source for the layer
experiments to simulate the button sources. I used three different source types for the
column simulations. To simulate the source being in the interstitial space between the
beads and the inner tubing, I defined a cylindrical source that was the same dimensions as
the inside of the tubing, and used the ‘confine’ command so that only source particles
whose starting location are in the volume I confine the source to are accepted. The
confine command is given as:
/gate/source/[SourceName]/gps/confine [VolumeNameToConfine]
Note: In Users Guide V6.2:Source, it says that in the command for confining a source,
the volume must be given as [VolumeName]_P. However, this is the old way of using the
command, the ‘_P’ is no longer needed and will not successfully confine the source. To
simulate the source starting on the surface of the beads within the columns, I used many
surface sources, whose centroids and radii matched those of the beads. Lastly I used a
point source located at the center of every bead. Since the surface and point source
definitions require one source for every bead, I wrote a separate macro for these source
definitions. Details about this file will be given later. When defining multiple sources in
GATE, the source manager (something in GEANT4) will randomly pick between all of
the sources to start each individual source particle.
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Start Acquisition
The last things to do are to tell GATE for how long or how many source particles
to run, which type of random number generator to use, and to start the simulation. If the
activity of the source(s) is given, the user can designate the period of time to be
simulated. Since GATE is built with the capability to move the source, this way of
defining the number of particles to run also includes time steps. However, defining the
number of particles this way will give a different number of particles ran each time. The
Run.dat file tells you how many particles are run in that simulation. For simplicity when
summing simulations together, I define the total number of particles to be run regardless
of source activity. The command for this is:
/gate/application/setTotalNumberOfPrimaries N
GATE uses random number generators to simulate the randomness that occurs in these
simulations. GATE offers three types of random number generators, and I do not believe
one is particularly better than another. To ensure that GATE does not start at the same
pseudo-random number, setting the seed for the random number generator to ‘auto’ will
choose the starting random number according to the computer’s time. It is possible to
specify the seed to be some value, such that it will produce the same results each time.
This can be useful when trying to de-bug physics processes and other errors within the
simulations. Lastly, the simulation can be started in GATE with the command:
/gate/application/startDAQ
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Matlab, Materials, and Surfaces Files
There are several files that a GATE simulation can reference when it is running
that give information about the materials used, the surfaces for optical photon
propagation, the placement locations for generic repeaters, as well as other macros to be
called upon within another macro. I will describe the types of parameters defined in some
of these files; as well explain how I used Matlab to write others.
GATE Material Database
The GATE material database contains information about materials used in a
simulation, as well as the elements that make up those materials. The materials database
can be named by the user, so long as it has a ‘.db’ file extension. This is the file that must
be set in a simulation before any volume is assigned a material. In this file, elements are
defined with their name, symbol, atomic number, and molar mass. Elements must be
defined before the materials that utilize them. Materials are defined in the materials
database as a combination of elements, and also include definitions for the material’s
name, density, and the abundances of each constituent element. User’s Guide
V6.2:Materials gives more information about defining new elements or materials.
Materials.xml
Optical properties of materials are stored in a separate file called Materials.xml.
Each entry in this file includes parameters such as material name, scintillation yield,
optical photon energy, absorption length (of optical photons), refractive index, as well as
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a few others detailed in the User’s Guide V6.2:Materials. Any material that will either
produce or interact with optical photons needs to have information in this file.
Surfaces.xml
Like the Materials.xml file, the Surfaces.xml file contains information about
optical boundary surfaces. This is where properties about the reflectance can be specified
using parameters such as SPECULARLOBECONSTANT,
SPECULARSPIKECONSTANT, BACKSCATTERCONSTANT, and REFLECTIVITY.
The surface finish can also be set to be smooth, or have microfacets, such that the surface
normal is a distribution with some standard deviation sigmaalpha that is defined by the
user. More information about options for the finish and sigmaalpha are found in User’s
Guide V6.2:Generating and tracking optical photons. The parameter EFFICIENCY is
essentially the quantum efficiency of the detection surface, as the user can specify the
probability that a photon crossing the detection surface is actually detected and stored in
the Hits.dat file. It is also possible to define a refractive index through the RINDEX
parameter, but beware: this will override the refractive index of the material that is
specified in the Materials.xml file. I found it best to leave this parameter out of the
surfaces used in my simulations.
Matlab and the .placements Files
As mentioned previously, when using a generic repeater to specify the locations
of repeated volumes, an external file is used to store this information. The .placements
file allows the user to not only define the translations of the repeated volumes (with
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respect to the initially defined volume), but also any rotations and time-dependence. The
first three lines of the .placements file specify the units for the time, rotation, and
translation commands. Then each line thereafter gives values for time, rotation angle,
rotation axis, and X, Y, and Z translation, in that order. For my purposes I always had
time and rotation angle set to 0. Even though it is not being used, a rotation vector must
be specified. I kept this value to (0 1 0) in my files. The X, Y, and Z translation
parameters are for each bead’s location relative to the initially defined bead. By defining
this first bead to be at the centroid (0, 0, 0) of the volume, this allows the definition of the
translation of all other beads to be simplified. Since thousands upon thousands of beads
can be used in a simulation, I used a Matlab program that generated these X, Y, and Z
parameters for the centroid of every bead in a body-centered-cubic configuration and
wrote the .placements file with these values. The Matlab file is called
GATEBCCPlacements.m and requires the user to input from the user of the following
variables: xnum, ynum, zmin, bead radius, column radius, name for the resulting
placements file, and number of layers of beads. The parameters xnum and ynum
represent the number of beads on each side of a centrally located bead across the
diameter of the circle, and will always equal each other since the cross section of the
column is a circle. These values can easily be found by finding how many beads may fit
along the equator of the column, such that a bead is centered at (0, 0). The dx, dy, and dz
for the bead locations is equal to the length of a side of the BCC unit cell, which is
(4⁄√3) ∗ 𝑟, where r is the bead radius, and is calculated by Matlab. Using these
parameters along with zmin and the number of layers a 3D array of centroids is created.
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Then, only the centroids that are contained within the radius (column radius) are kept for
the entire height specified by the number of layers. This analysis is done a second time
with a smaller radius (calculated by Matlab) for the ‘middle’ layer of spheres in the BCC
layout.
Matlab and the Source Macro Files
For the cases where the source was located on the surface of each bead and within
the center of each bead, a separate macro was read into the simulations for the source
definitions. This was done so that one large file containing the source definitions could be
referenced by multiple macros, reducing the amount of memory used by the files. The
previously described Matlab file used to generate the centroids of the beads was copied
and altered slightly to write this source macro file, under the name BetaSurfSource.m.
While the name of the function suggests it is only for the beta sources, it was easily
altered to give the alpha source output. The inputs to the function are the same as for the
placements file maker, with the exception of a new filename of a .mac extension. To
define a spherical surface source, the following commands were repeated for each bead:
/gate/source/addSource Polo1
/gate/source/Polo1/gps/particle alpha
/gate/source/Polo1/setActivity 1 becquerel
/gate/source/Polo1/gps/energytype Mono
/gate/source/Polo1/gps/monoenergy 5.3044 MeV
/gate/source/Polo1/gps/angtype iso
/gate/source/Polo1/gps/type Surface
/gate/source/Polo1/gps/shape Sphere
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/gate/source/Polo1/gps/radius 0.0106 cm
/gate/source/Polo1/gps/centre -0.037500 -0.037500 -1.955000 cm
For each iteration in the Matlab function, all of the above lines are repeated, with
the exception that the number of the source (Polo1, Polo2, etc) is incremented, and the X,
Y, Z coordinates for the center of the spherical source change. For the beta sources, the
particle type, energy type, and energy distribution are changed so that it reflects either 14C
or 90Sr/90Y. The file is saved under the name supplied in the function input and can be
called within another macro.
Matlab and Creating Multiple Identical Files
One advantage to using Clemson’s Palmetto computing cluster is the ability to
submit multiple identical jobs simultaneously, reducing the amount of total time needed
to run the simulations. To do this, I used a Matlab function that copies the specified input
file line by line, changes the output file name of the simulation to something that is
incremented, and saves this copy also with an incrementing name. The name of the
function I used for this is called FileMaker.m and is extremely useful.
GATE Output Handling
As mentioned before, the output file of interest for these simulations is the
Hits.dat file. Whatever moniker is given in the gate/output/ascii/setFileName command
precedes the Hits.dat file extension. If properly set up, the Hits.dat file will contain some
information about the interactions of the source particles, but more importantly, it
contains information about the optical photons generated. Information about the particles
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is only stored for volumes that are designated as sensitive detectors, also mentioned
previously.
The Hits.dat file is a large text file that contains many columns of data that seem
overwhelming. The main parameters I am concerned with handling in the Hits.dat file are
what parent (or primary) particle number created the optical photon, and how many
optical photons are detected for each parent particle. Columns 2, 17, and 23 give the
parent particle ID number, the particle type number, and the action, respectively. The
parent particle ID number gives the ID of the parent particle that spawned the optical
photon for that row. The particle type number describes what type of particle that row of
data is describing. A particle type number of 0 refers to optical photons. And the action
refers to what type of interaction is recorded such as Scintillation, OpticalAbsorption, or
Transportation. Rows of data regarding optical photons marked as “Transportation” are
detected at the PMT detection surface. The aim is to parse this Hits.dat file such that the
pulse height (number of photons) detected for each parent particle is stored and binned
according to pulse height size, analogous to a multi-channel analyzer. This is done by
summing the number of optical photons marked Transportation for a given parent particle
ID number.
SpectrumRead.m
Another Matlab function called SpectrumRead.m was written to do this since the
file sizes are quite large. Matlab reads in the Hits.dat file, stores vectors of data from
columns 2, 17, and 23, and for as long as the parent particle ID is the same value over a
number of rows, the number of times a particle type of 0 and Transportation occur is
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counted. This process then repeats for a new parent particle ID number. This function is
used to parse the data from every simulation, and essentially reads a pulse height
spectrum. The bin sizes that the pulses are put into are 10 photons wide, with the first bin
set to zero to act as an LLD. The user can go in and change the size of the bins and the
upper bound of the bins at will. The resulting histogram of pulses is saved as a text file
that can be read into Excel or Matlab.
Adder.m
Since large numbers of files for the same simulation setup can be used, adding the
resulting histogram files can be a tedious task. A Matlab function was written called
Adder.m that will sum together as many files as you tell it to. It is important to note that
having an incrementing number in the file names that you wish to add together later is
very convenient for this type of data processing. Matlab will add together each row of the
pulse height histogram and will save the new pulse height histogram into a new file that
the user names.
BetaChange.m
A Matlab function was written for easier determination of the percent change in
the measured pulse height spectra for the beta sources over a set number of BC-400
plastic scintillator layers. The function reads in the file names of the histograms and
calculates a cumulative sum of the data for each layer. Then 99% (or whatever the user
wishes) of the total number of pulses is subtracted from every entry, so that the minimum
value of the absolute value of this difference corresponds to the bin number that is the
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99th (or whichever) percentile of that spectrum. This bin number is stored and the process
continues for however many layers. Then, a percent change is calculated from the first
layer using these bin numbers. Errors are calculated in the same way, by adding or
subtracting the square root of 99% of the total number of pulses from the value subtracted
from the entire spectrum.
Troubleshooting Techniques
The likelihood of everything going right in a simulation the first time is slim.
Therefore, I have found ways to troubleshoot these simulations if problems are suspected.
Sometimes if a macro is submitted to run and crashes, a message indicative of the reason
for crashing might be displayed. This was usually the case when a file the macro
references is not in the working directory or the file is not written correctly for a specific
entry. One issue that I ran to quite frequently that produces no helpful error messages is
having the macro file saved as anything other than a plain text file. I used Notepad++ as
my text editor, which has options for saving the files created as Dos/Windows format, or
UNIX format. Files used in the GATE simulations should always be in UNIX format or
plain text files. Saving them as Dos/Windows format causes certain unseen ‘characters’
to be added to the file and cause GATE to crash. If everything in the macro file seems
correct, but it still does not run, check the formatting of the macro file.
One of the easiest methods to troubleshoot is to run a simulation in interactive
mode with visualization enabled. I did this through downloading VGate from GATE’s
website. It is a virtual computer with the GATE and other software already pre-loaded.
Note: If using VGate, at the initial login screen it requires a password. This password is
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‘virtual,’ however the keyboard settings for the virtual computer are set to French, so on
the user’s keyboard ‘virtuql’ must be typed. Once logged in, the user can alter the
keyboard settings to an English keyboard. By running a macro command-by-command in
interactive mode with visualization, the user can confirm that the geometry matches what
is expected, as well as proper source location. It is also useful to watch how and where
the optical photons get generated. Running the macro one command at a time can be
tedious, but it allows the user to pinpoint where an error might be.
If the geometry and source placement appear to be correct, another
troubleshooting method that I used frequently is to monitor the life of every particle. The
beginning lines of the macros I used reference verbosity. The level of verbosity dictates
what type and how much output is printed to the screen during a simulation. Every
interaction of every particle created can be printed to the screen by setting:
/tracking/verbose 2
Because this will generate numerous lines of text for every particle created, including
optical photons, it is suggested that the user only specify a small number of primary
particles at a time, and to have this screen output saved to a separate file. To have this
output written to a file, simply use this command when submitting a macro:
Gate [MacroName].mac > [OutputName].out
Comparing where each particle ends its life against what data is stored in the
Hits.dat file can enlighten the user to where any discrepancies might originate. For
example, if a detection surface is defined incorrectly, photons may reach the PMT at the
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end of their lifetime, but not be stored as detected in the Hits.dat file. Also, seeing every
step of every particle will allow the user to determine whether the correct physics and
surface definitions are incorporated. If a surface was designated to be totally reflecting,
yet optical photons are still traveling through it, perhaps the surface definitions needs to
be altered.
Lastly, the GATE users forum is a tremendous tool. The users forum contains a
large number of people who use GATE and have a great deal of experience that may be
able to help with various issues. However, I found that because I am not using GATE to
model medical physics systems, finding help on the forum was spotty. Most often when I
asked a generic question I received help, but when dealing with more intricate details of
my simulations, I not always received a response. Archives of past forum discussions are
available and searchable, which can also provide help on certain issues.
Using Clemson’s Palmetto Computing Cluster
The Palmetto computing cluster is a tremendous resource, as it allows users to
submit large numbers of simulations or jobs to run on a large number of computers.
Simulations can be split up or copied and run much more quickly. Not only did I use
Palmetto to run the GATE simulations, I used Palmetto to run the SpectrumRead.m file
for parsing the Hits.dat files in Matlab. This made file management much easier. General
information about how to get started using Palmetto is available through a user’s guide
published on Clemson’s CITI website. After many trials, a working procedure for
installing GATE onto Palmetto was reached with the tremendous help of Galen Collier.
The install procedure is given below. Of course, the username directory would be
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different. It is important to note that both the optical processes and ascii output
capabilities must be switched ‘on’ during the GATE install procedure, as they are not
enabled by default. The install procedure below reflects these needs. The Palmetto users
guide website also gives information on writing batch script files necessary to run
multiple jobs on the cluster. When running a Matlab script on Palmetto special steps need
to be taken to compile it correctly on the cluster. This can also be found on the website
for Palmetto.

##### ACQUIRE A NODE #####
qsub -I -l select=1:ncpus=8:ngpus=1:gpu_model=k20:mem=31gb,walltime=4:00:00
##### LOAD NEEDED MODULES #####
module add gcc/4.8.1 cmake/2.8.12 cuda-toolkit/5.5.22
##### INSTALLING CLHEP #####
cd /home/ameldru
wget http://proj-clhep.web.cern.ch/proj-clhep/DISTRIBUTION/tarFiles/clhep-2.1.1.0.tgz
tar -zxf clhep-2.1.1.0.tgz
cd 2.1.1.0/CLHEP
./configure --prefix=$PWD
make -j 8
make install
export PATH=$PATH:/home/ameldru/2.1.1.0/CLHEP/bin
export LD_LIBRARY_PATH=$LD_LIBRARY_PATH:/home/ameldru/2.1.1.0/CLHEP/lib
##### INSTALLING ROOT #####
cd /home/ameldru
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wget ftp://root.cern.ch/root/root_v5.30.06.source.tar.gz
tar -zxf root_v5.30.06.source.tar.gz
mv root root_v5.30.06
cd root_v5.30.06
./configure linuxx8664gcc --prefix=$PWD
make -j 8
make install
source /home/ameldru/root_v5.30.06/bin/thisroot.sh
##### INSTALLING GEANT #####
cd /home/ameldru
wget http://geant4.web.cern.ch/geant4/support/source/geant4.9.5.p01.tar.gz
tar -zxf geant4.9.5.p01.tar.gz
mkdir geant4.9.5.p01-build
mkdir geant4.9.5.p01-install
cd geant4.9.5.p01-build
ccmake ../geant4.9.5.p01
# Press c to configure
# Errors or warnings may pop-up on the 1st attempt
# Press e
CMAKE_INSTALL_PREFIX /home/ameldru/geant4.9.5.p01-install
GEANT4_INSTALL_DATA ON
GEANT4_USE_SYSTEM_CLHEP ON
# Press c to configure again
# Press e (ignore developer warnings)
# Press g to generate the Makefile
make -j 8
make install
source /home/ameldru/geant4.9.5.p01-install/bin/geant4.sh

##### INSTALLING GATE #####
cd /home/ameldru
wget http://www.opengatecollaboration.org/sites/opengatecollaboration.org/files/gate_release/2012/08/gate_v6_2
_tar_gz_15843.gz
tar -zxf gate_v6_2_tar_gz_15843.gz
mkdir gate.6.2-build
mkdir gate.6.2-install
cd gate.6.2-build
## May need to make this change manually using vi, vim, or nano:
vim /home/ameldru/gate_v6.2/GateConfiguration.h.in
## Change this line:
#cmakedefine GATE_USE_FILE
@GATE_USE_FILE@
## to this:
#cmakedefine GATE_ANALYSIS_USE_FILE
@GATE_ANALYSIS_USE_FILE@
## May need to make this change manually using vi, vim, or nano:
vim /home/ameldru/gate_v6.2/source/digits_hits/include/GateMaps.hh
## Change this line (line 120):
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insert(*iter);
## to this:
this->insert(*iter);&'
ccmake ../gate_v6.2
# Press c to configure
CMAKE_INSTALL_PREFIX /home/ameldru/gate_v6.2-install
GATE_USE_OPTICAL ON
# Press c to configure
# Press c to configure again
# Press g to generate the Makefile
export CPLUS_INCLUDE_PATH=/home/ameldru/root_v5.30.06/include:$CPLUS_INCLUDE_PATH
export LD_LIBRARY_PATH=/home/ameldru/root_v5.30.06/lib:$LD_LIBRARY_PATH
export LIBRARY_PATH=$LIBRARY_PATH:/home/ameldru/root_v5.30.06/lib
make -j 8
make install
export PATH=/home/ameldru/gate_v6.2-install/bin:$PATH
## Now you should be ready to run Gate

## Add these lines to the end of your /home/ameldru/.bashrc file:
module add gcc/4.8.1 cuda-toolkit/5.5.22
export PATH=$PATH:/home/ameldru/2.1.1.0/CLHEP/bin
export LD_LIBRARY_PATH=$LD_LIBRARY_PATH:/home/ameldru/2.1.1.0/CLHEP/lib
source /home/ameldru/root_v5.30.06/bin/thisroot.sh
source /home/ameldru/geant4.9.5.p01-install/bin/geant4.sh
export PATH=/home/ameldru/gate_v6.2-install/bin:$PATH
export LD_LIBRARY_PATH=$LD_LIBRARY_PATH:/home/ameldru/root_v5.30.06/lib
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