In this paper, we study the vector Gaussian Chief Executive Officer (CEO) problem under logarithmic loss distortion measure. Specifically, K ≥ 2 agents observe independently corrupted Gaussian noisy versions of a remote vector Gaussian source, and communicate independently with a decoder or CEO over rate-constrained noise-free links. The CEO wants to reconstruct the remote source to within some prescribed distortion level where the incurred distortion is measured under the logarithmic loss penalty criterion. We find an explicit characterization of the rate-distortion region of this model. For the proof of this result, we obtain an outer bound on the region of the vector Gaussian CEO problem by means of a technique that relies on the de Bruijn identity and the properties of Fisher information. The approach is similar to Ekrem-Ulukus outer bounding technique for the vector Gaussian CEO problem under quadratic distortion measure, for which it was there found generally non-tight; but it is shown here to yield a complete characterization of the region for the case of logarithmic loss measure. Also, we show that Gaussian test channels with time-sharing exhaust the Berger-Tung inner bound, which is optimal. Furthermore, we also show that the established result under logarithmic loss provides an outer bound for a quadratic vector Gaussian CEO problem with determinant constraint, for which we characterize the optimal rate-distortion region.
I. INTRODUCTION
Consider the vector Gaussian Chief Executive Officer (CEO) problem shown in Figure 1 . In this model, there is an arbitrary number K ≥ 2 of agents each having a noisy observation of a vector Gaussian source X. The goal of the agents is to describe the source to a central unit, which wants to reconstruct this source to within a prescribed distortion level. The incurred distortion is measured according to some loss measure d : X ×X → R, wherê X designates the reconstruction alphabet. For quadratic distortion measure, i.e., d(x,x) = |x −x| 2 , the rate-distortion region of the vector Gaussian CEO problem is still unknown in general, except in few special cases the most important of which is perhaps the case of scalar sources, i.e., scalar Gaussian CEO problem, for which a complete solution, in terms of characterization of the the optimal rate-distortion region, was found independently by Oohama in [1] and by Prabhakaran et al. in [2] . Key to establishing this result is a judicious application of the entropy power inequality. The extension of this argument to the case of vector Gaussian sources, however, is not straightforward as the entropy power inequality is known to be non-tight in this setting. The reader may refer also to [3] , [4] where non-tight outer bounds on the rate-distortion region of the vector Gaussian CEO problem under quadratic distortion measure are obtained by establishing some extremal inequalities that are similar to Liu-Viswanath [5] , and to [6] where a strengthened extremal inequality yields a complete characterization of the region of the vector Gaussian CEO problem in the special case of trace distortion constraint. In this paper, we study the CEO problem of Figure 1 in the case in which (X, Y 1 , . . . , Y K ) is jointly Gaussian and the distortion is measured using the logarithmic loss criterion, i.e.,
with the letter-wise distortion given by
wherex(·) designates a probability distribution on X , andx(x) is the value of this distribution evaluated for the outcome x ∈ X . The logarithmic loss distortion measure, often referred to as selfinformation loss in the literature about prediction, plays a central role in settings in which reconstructions are allowed to be 'soft', rather than 'hard' or deterministic. That is, rather than just assigning a deterministic value to each sample of the source, the decoder also gives an assessment of the degree of confidence or reliability on each estimate, in the form of weights or probabilities. This measure, which was introduced in the context of rate-distortion theory by Courtade et al. [7] , [8] , has appreciable mathematical properties [9] , [10] , such as a deep connection to lossless coding for which fundamental limits are well developed (e.g., see [11] for recent results on universal lossy compression under logarithmic loss that are built on this connection). Also, it is widely used as a penalty criterion in various contexts, including clustering and classification [12] , pattern recognition, learning and prediction [13] , image processing [14] , secrecy [15] and others.
The main contribution of this paper is a complete characterization of the rate-distortion region of the vector Gaussian CEO problem of Figure 1 under logarithmic loss distortion measure. The result can be seen as the counterpart, to the vector Gaussian case, of that by Courtade and Weissman [8, Theorem 3] who established the rate-distortion region of the CEO problem under logarithmic loss in the discrete memoryless (DM) case. For the proof of this result, we derive an outer bound on the rate-distortion region of the vector Gaussian CEO problem by evaluating the outer bound from the DM model using the de Bruijn identity, a connection between differential entropy and Fisher information, along with the properties of minimum mean square error (MMSE) and Fisher information. By opposition to the case of quadratic distortion measure, for which the application of this technique was shown in [16] to result in an outer bound that is generally non-tight, we show that this approach is successful in the case of logarithmic distortion measure and yields a complete characterization of the region. The proof of the achievability part simply corresponds to the evaluation of the result for the DM model using Gaussian test channels and no time-sharing. While this does not imply that Gaussian test channels also exhaust the Berger-Tung inner bound for this model, we show that they do but might generally require time-sharing. Furthermore, we also show that the established result under logarithmic loss provides an outer bound for a quadratic vector Gaussian CEO problem with determinant constraint, for which we characterize the optimal rate-distortion region (see [17] , [18] for examples of usage of this determinant constraint in the context of equalization).
In the case of one agent, i.e., the remote vector Gaussian Wyner-Ziv model under logarithmic loss, the model was resolved in [19] ; and, so, our result here generalizes that of [19] to the case of an arbitrarily number of agents. Related to this aspect, it is also worth mentioning that the orthogonal transform technique which was used in [19] to reduce the vector setting to one of parallel scalar Gaussian settings seems insufficient to diagonalize all the noise covariance matrices simultaneously in the case of more than one agent.
Notation: Throughout, we use the following notation. Upper case letters denote random variables, e.g., X; lower case letters denote realizations of random variables, e.g., x; and calligraphic letters denote sets, e.g., X . The cardinality of a set X is denoted by |X |. A length-n sequence (X 1 , . . . , Xn) is denoted as X n . Boldface upper case letters denote vectors or matrices, e.g., X, where context should make the distinction clear. For an integer K ≥ 1, we denote the set of integers smaller or equal K as K. For a set of integers S ⊆ K, the notation X S designates the set of random variables
In this paper, due to space limitations some of the proofs are omitted or only outlined. Detailed proofs as well as the extension of the results of this paper to the case in which the decoder also has its own correlated side information stream can be found in [20] .
II. PROBLEM FORMULATION
Consider the K-encoder CEO problem shown in Figure 1 . In this paper, the agents' observations are assumed to be Gaussian noisy versions of a remote vector Gaussian source. Specifically, let (X, Y 1 , . . . , Y K ) be a jointly Gaussian random vector, with zero mean and covariance matrix Σ [x,y1,...,y K ] . The vector X ∈ C nx is complex-valued, and has nx ∈ N dimensions; and vector Y k ∈ C n k , k = 1, . . . , K, is complex-valued and has n k ∈ N dimensions. Throughout, it is assumed that the following Markov chain holds
be a sequence of n independent and identically distributed (i.i.d.) copies of (X,
, in what follows we assume without loss of generality that where H k ∈ C n k ×nx designates the channel that connects X i to Y k,i and N k,i ∈ C n k is an n k -dimensional, complex-valued, vector Gaussian noise with zero-mean and covariance matrix Σ k . All noises N k,i are independent among them, and from X i .
Encoder k, k = 1, . . . , K, uses R k bits per sample to describe its observation Y n k to the decoder. The decoder wants to reproduce a soft-estimate of the remote source X n ∈ C n×nx . That is, we consider the reproduction alphabetX to be equal to the set of probability distributions over the source alphabet C n×nx and the distortion measure is the logarithmic loss criterion as defined by (1).
and a decoding function
whereX n designates the set of probability distributions over the n-Cartesian product of C nx .
The rate-distortion region RD L of the vector Gaussian CEO problem under logarithmic loss is defined as the union of all nonnegative tuples (R 1 , . . . , R K , D) that are achievable.
One important goal in this paper is to characterize the ratedistortion region RD L .
III. VECTOR GAUSSIAN CEO PROBLEM UNDER LOGARITHMIC LOSS A. Rate-Distortion Region
The rate-distortion region of the discrete memoryless K-encoder CEO problem under logarithmic loss has been fully characterized by Courtade-Weissman in [8, Theorem 10] in the case in which the Markov chain (3) holds. This result can be extended to the case of Gaussian sources as we stated in the following proposition.
Definition 3. For given tuple of auxiliary random variables (U 1 , . . . , U K , Q) with distribution p(u 1 , . . . , u K , q) such that p(x, y 1 , . . . , y K , u 1 , . . . , u K , q) factorizes as
RD I L (U 1 , . . . , U K , Q) denotes the set of all non-negative tuples (R 1 , . . . , R K , D) that satisfy, for all subsets S ⊆ K,
where the union is taken over all tuples (U 1 , . . . , U K , Q) with distributions that satisfy (4).
Proof. The proof of Proposition 1 is given in Section V-A.
One main result in this paper is an explicit characterization of RD L . To this end, we show that the region RD I L is exhausted by Gaussian test channels. Also, we show that one can optimally set Q = ∅, i.e., time-sharing is not needed. Theorem 1. The rate-distortion region RD L of the vector Gaussian CEO problem under logarithmic loss is given by the set of all non-negative rate-distortion tuples (R 1 , . . . , R K , D) that satisfy, for all subsets S ⊆ K,
Proof. The proof of the direct part of Theorem 1 follows simply by evaluating (5) using Gaussian test channels and no time-sharing. Specifically, we set Q = ∅ and p(u k |y k , q) = CN (y k , Σ
The proof of the converse appears in Section V-B. Remark 1. In [8] , it was shown that the union of all rate-distortion tuples that satisfy (5) for all subsets S ⊆ K coincides with the Berger-Tung inner bound in which time-sharing is used. The direct part of Theorem 1 is obtained by evaluating (5) using Gaussian test channels and Q = ∅, not the Berger-Tung inner bound. The reader may wonder: i) whether Gaussian test channels also exhaust the Berger-Tung inner bound for the vector Gaussian CEO problem that we study here, and ii) whether time-sharing is needed with the Berger-Tung scheme. This is addressed in Section III-B, where it will be shown that the answer to both questions is positive. Remark 2. For the converse proof of Theorem 1, we derive an outer bound on the region described by (5) . In doing so, we use the de Bruijn identity, a connection between differential entropy and Fisher information, along with the properties of MMSE and Fisher information. By opposition to the case of quadratic distortion for which the application of this technique was shown in [16] to result in an outer bound that is generally non-tight, Theorem 1 shows that the approach is successful in the case of logarithmic loss distortion measure, yielding a complete characterization of the region. Theorem 1 is also connected to recent developments on characterizing the capacity of multiple-input multiple-output (MIMO) relay channels in which the relay nodes are connected to the receiver through error-free finite-capacity links (i.e., the socalled cloud radio access networks). The reader may refer to [21, Theorem 4] where important progress is done, and [22] , [23] where compress-and-forward with joint decompression-decoding is shown to be optimal under the constraint of oblivious relay processing.
B. Gaussian Test Channels with Time-Sharing Exhaust the Berger-Tung Region
In this section, we show that for the vector Gaussian CEO problem under logarithmic loss, the Berger-Tung coding scheme with Gaussian test channels and time-sharing achieves distortion levels that are not larger than any other coding scheme. That is, Gaussian test channels with time-sharing exhaust the Berger-Tung region for this model.
Definition 4. For given tuple of auxiliary random variables
as the set of all non-negative tuples (R 1 , . . . , R K , D) that satisfy, for all subsets S ⊆ K,
Also, let RD II L := RD II L (V1, . . . , VK , Q ) where the union is taken over all tuples (V1, . . . , VK , Q ) with distributions that satisfy (6) .
is as given in Definition 4 and the superscript G is used to denote that the union is taken over Gaussian distributed
For the proof of Proposition 2, it is sufficient to show that, for fixed Gaussian conditional distributions {p(u k |y k )} K k=1 , the extreme points of the polytopes defined by (5) are dominated by points that are in RD II L and which are achievable using Gaussian conditional distributions {p(v k |y k , q )} K k=1 . Hereafter, we give a brief outline of proof for the case K = 2. The reasoning for K ≥ 2 is similar and is provided in the extended version [20] . Consider the inequalities (5) with Q = ∅ and (U 1 , U 2 ) := (U G 1 , U G 2 ) chosen to be Gaussian (see Theorem 1) . Consider now the extreme points of the polytopes defined by the obtained inequalities:
). It is easy to see that each of these points is dominated by a point in RD II L , i.e., there
and D ≤ D (j) . To see this, first note that P 4 and P 5 are both in RD II L . Next, observe that the point (0, 0, h(X)) is in RD II L , which is clearly achievable by letting (V 1 , V 2 , Q ) = (∅, ∅, ∅), dominates P 1 . Also, by using letting (V 1 , V 2 , Q ) = (U G 1 , ∅, ∅), we have that the point (I(Y 1 ; U 1 ), 0, h(X|U 1 )) is in RD II L , and dominates the point P 2 . A similar argument shows that P 3 is dominated by a point in RD II L . The proof is terminated by observing that, for all above corner points, V k is set either equal U G k (which is Gaussian distributed conditionally on Y k ) or a constant. Remark 3. By opposition to the region RD I L described by the inequalities (5) for which we have shown that the time-sharing variable can be optimally set to Q = ∅, time-sharing may still be needed to exhaust the entire region RD II L . On this aspect, we note that, from the proof of Proposition 2, it is only implied that the corner points of this region are achieved with Gaussian test channels without time-sharing. To get the entire region, one needs to time-share Gaussian test channels.
IV. QUADRATIC VECTOR GAUSSIAN CEO PROBLEM WITH DETERMINANT CONSTRAINT
We turn to the case in which the distortion is measured under quadratic loss. In this case, the mean square error matrix is given by
Under a (general) error constraint of the form
where D designates here a prescribed positive definite error matrix, a complete solution is still to be found in general. In what follows, we replace the constraint (8) with one on the determinant of the error matrix D (n) , i.e.,
(D is a scalar here). We note that since the error matrix D (n) is minimized by choosing the decoding aŝ
where {φ (n) k } K k=1 denote the encoding functions, without loss of generality we can write (7) as
Definition 5. A rate-distortion tuple (R 1 , . . . , R K , D) is achievable for the quadratic vector Gaussian CEO problem with determinant constraint if there exist a blocklength n, K encoding functions {φ
The rate-distortion region RD Q is defined as the union of all nonnegative tuples (R 1 , . . . , R K , D) that are achievable.
The following lemma essentially states that Theorem 1 provides an outer bound on RD Q . Lemma 1.
Proof. The proof of Lemma 1 is given in Section V-C. We are now ready to state the main result of this section, which is a complete characterization of the region RD Q . Theorem 2. The rate-distortion region RD Q of the quadratic vector Gaussian CEO problem with determinant constraint is given by the set of all non-negative rate-distortion tuples (R 1 , . . . , R K , D) that satisfy, for all subsets S ⊆ K,
The proof of Theorem 2 is given in Section V-D. Remark 4. It is believed that the approach of this section, which connects the quadratic vector Gaussian CEO problem to that under logarithmic loss, can also be exploited to possibly infer other new results on the quadratic vector Gaussian CEO problem. Alternatively, it can also be used to derive new converses on the quadratic vector Gaussian CEO problem. For example, in the case of scalar sources, Theorem 2, and Lemma 1, readily provide an alternate converse proof to those of [1] , [2] for this model.
V. PROOFS A. Proof of Proposition 1
First let us define the rate-information region RI L for discrete memoryless sources as the closure of all rate-information tuples (R 1 , . . . , R K , Δ) for which there exist a blocklength n, encoding functions {φ (n) k } K k=1 and a decoding function ψ (n) such that
k , for k = 1, . . . , K,
It is easy to see that a characterization of RI L can be obtained by using [8, Theorem 10] and substituting distortion levels D therein with (H(X) − D). More specifically, the region RI L is given as in the following proposition. Proposition 3. The rate-information region RI L of the vector DM CEO problem under logarithmic loss is given by the set of all nonnegative tuples (R 1 , . . . , R K , D) that satisfy, for all subsets S ⊆ K,
for some joint measure of the form p(q)p(x) K k=1 p(y k |x) K k=1 p(u k |y k , q). The region RI L involves mutual information terms only (not entropies); and, so, using a standard discretization argument, it can be easily shown that a characterization of this region in the case of continuous alphabets is also given by Proposition 3.
Let us now return to the vector Gaussian CEO problem under logarithmic loss that we study in this paper. First, we state the following lemma, whose proof is easy and is omitted for brevity. Lemma 2.
(R 1 , . . . , R K , D) ∈ RD L if and only if (R 1 , . . . , R K , h(X) − D) ∈ RI L . For vector Gaussian sources, the region RD L can be characterized using Proposition 3 and Lemma 2. This completes the proof.
B. Proof of Converse of Theorem 1
The proof of Theorem 1 relies on deriving an outer bound on the region RD I L given by Proposition 1. In doing so, we use the technique of [16, Theorem 8] which relies on the de Bruijn identity and the properties of Fisher information and MMSE. Lemma 3. [16] , [24] Let (X, Y) be a pair of random vectors with pmf p(x, y). We have First, we derive an outer bound on (5) as follows. For each q ∈ Q and fixed pmf K k=1 p(u k |y k , q), choose Ω k,q , k ∈ K, satisfying
Such Ω k,q always exists since, for all q ∈ Q, k ∈ K, we have 0 mmse(Y k |X, U k,q , q) Σ y k |x = Σ k .
Then, for k ∈ K and q ∈ Q, we have
where (a) is due to Lemma 3; and (b) is due to (10) . On the other hand, for q ∈ Q and S ⊆ K, we have = log (πe) Σ −1
where (a) follows from Lemma 3; and for (b), we use the connection of the MMSE and the Fisher information to show the following equality, whose proof is provided in the extended version [20] .
