We use Cholesky decomposition of the density matrix in atomic orbital basis to define a new set of occupied molecular orbital coefficients. Analysis of the resulting orbitals ͑"Cholesky molecular orbitals"͒ demonstrates their localized character inherited from the sparsity of the density matrix.
I. INTRODUCTION
Localized occupied molecular orbitals ͑MOs͒ are of central importance in quantum chemistry for two reasons. First, they provide the link between Hartree-Fock ͑HF͒ theory and the concept of chemical bonds formed between two atoms 1, 2 and second, they are indispensable for exploiting the shortrange nature of electron correlation to achieve reductions in the computational effort. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] The conventional formulation of HF theory, i.e., through diagonalization of the Fock matrix, leads to strongly delocalized canonical MOs. As HF theory is invariant under rotations among the occupied and among the virtual orbitals, 14 localized MOs may be obtained by a suitable unitary transformation of the canonical ones.
Several schemes have been developed for choosing such a unitary transformation of the occupied orbitals. While the scheme usually attributed to Boys 1, 2, 15 minimizes the spatial extent of the orbitals by maximizing the distances between orbital centroids, the Edmiston-Ruedenberg 15 ͑ER͒ procedure aims at maximizing the self-repulsion energy of the orbitals, thus minimizing the exchange energy between them. Preserving the separation between and orbitals of double bonds, the latter gained some popularity over Boys localization which lacks this separation, producing instead the socalled banana ͑͒ orbitals which are linear combinations of and orbitals. Formally, the ER optimization shows N 5 computational scaling, where N is a suitable measure of the size of the system, whereas the Boys procedure scales as N 3 . For most applications, the lower computational scaling renders Boys localization preferable to ER localization. It must be stressed, however, that linear scaling is achievable in the ER scheme, provided that the initial orbitals are sufficiently local. 16 The most widely used localization scheme today was introduced by Pipek and Mezey 17 in 1989. The Pipek-Mezey ͑PM͒ localization procedure seeks to minimize the number of atomic centers over which each MO extends by maximizing the sum of squares of gross atomic Mulliken population of the MOs. The PM scheme presents a computational scaling of N 4 ͑using a straightforward Jacobi sweep algorithm, see below͒; for a fixed number of occupied orbitals, however, it scales cubically with the basis set size. Moreover, like the ER procedure, the PM localization preserves -separation. Besides the Boys, ER, and PM schemes, other sets of localized orbitals have been suggested ͑see, e.g., Refs. 18 and 19͒ with minor success and similar orbital localization schemes are commonly used in solid state physics. 20, 21 In practice, the Boys, ER, and PM procedures are formulated as an optimization problem in which a localization functional, ͑͒, is maximized with respect to rotations among the occupied orbitals. The orbital localization thus becomes an iterative procedure. The localization functionals for the three schemes may be written as 
where the vector r is the electronic position operator, ͑ i j ͉ k l ͒ denotes a two-electron repulsion integral in the Mulliken notation, and P A is the projection operator onto the space of atomic orbitals ͑AOs͒ centered on atom A. Indices i, j, k, and l denote occupied orbitals. The generally adopted optimization algorithm consists in consecutive pairwise rotations, 15, 17 so-called Jacobi sweeps, 16 and may be very slowly convergent. Only recently a more modern approach to the optimization problem has been suggested. Subotnik et al. 16 presented a direct maximization based on an exponential parametrization of the unitary orbital rotation matrix and demonstrated that direct inversion of the iterative subspace ͑DIIS͒-type algorithms can be applied to significantly speed up convergence.
Rather than defining locality through a functional, we observe that the sparsity of the one-electron density matrix in AO basis defines regions of interaction between the AOs and thus, indirectly, the locality of the MOs. Hence, using that the density matrix is positive semidefinite with rank equal to the number of occupied orbitals, we propose to define local MOs by Cholesky decomposition of the one-electron density matrix in AO basis. This has several advantages. First, Cholesky decomposition is a numerically stable and fast algorithm that can be made linear scaling 22 for matrices with linear scaling number of nonzero elements. Second, being a noniterative procedure, complicated optimization techniques are not needed. Third, as no initial orbitals need be given, the procedure is particularly well suited for determining local MOs directly from density matrix-based HF theory. [22] [23] [24] [25] [26] In this paper we discuss these Cholesky MOs in more detail for the case of a closed-shell restricted HF ͑RHF͒ wave function.
II. THEORY
Within the linear combination of atomic orbitals approach, the MOs are expanded in a basis of nonorthogonal AOs ͕ ͖ as
The orthonormality condition reads
͑5͒
where S = ͗ ͉ ͘ is the AO overlap matrix and the orbitals are assumed real. Here and in the following greek subscripts are used to refer to AOs, whereas p and q are used to denote general MOs. For occupied and virtual MOs we use subscripts i , j and a , b, respectively. For simplicity, we restrict our discussion to closed-shell HF wave functions such that all occupied MOs are doubly occupied.
A. Occupied orbitals
For a closed-shell HF wave function, the one-electron density matrix in AO basis can be written in terms of the canonical MO coefficients as
For insulators, the density matrix is local in the sense that ͑r , rЈ͒ = ͚ D ͑r͒ ͑rЈ͒ decays exponentially with the distance ͉r − rЈ͉; see, e.g., Ref. 27 . The density matrix thus provides a measure of the interaction between different regions of space in the molecule and for this reason it is intimately related to the concept of orbital localization. 28, 29 In addition, locality in the density matrix is crucial for achieving linear scaling in various electronic structure theories. [30] [31] [32] [33] [34] [35] Exploiting that the density matrix is positive semidefinite, we propose to compute a new set of occupied MOs that inherit locality from the density matrix by Cholesky decomposition ͑see Ref. 36 for a simple algorithm͒, i.e., we compute a set of Cholesky MOs, i = ͚ X i , such that
We stress that the number of Cholesky MOs is exactly equal to the rank of the density matrix, i.e., the number of occupied orbitals. This is ensured by using full column pivoting, which is the standard algorithm for incomplete Cholesky decomposition. Pivoting is mandatory for numerical stability and, provided that there are no degeneracies among the density matrix diagonal elements at any iteration of the decomposition, ensures that the decomposition is unique. Degeneracies, however, certainly will occur whenever the molecular system is symmetric. In order to make the decomposition unique for such cases, one would have to incorporate some physically motivated algorithm for selecting among the degenerate density matrix diagonal elements. No attempt has been made at devicing such a selection algorithm and all results presented in this paper are thus determined by the ordering of atomic orbitals inherited from the HF program.
As demonstrated in the appendix, the Cholesky MOs constitute an orthonormal set ͑with metric S͒. If needed, the orthogonal transformation U from canonical to Cholesky MOs,
can be computed according to
The computational cost of a Cholesky decomposition of the density matrix formally is N o 2 N, where N o is the number of occupied MOs and N the number of AOs, and thus scales cubically with the size of the system. Using sparse matrix techniques, however, the scaling can be brought down to linear in exactly the same way as has been done for the Cholesky decomposition of the overlap matrix. 22 Our implementation uses dense matrix techniques ͑level 1 BLAS͒ and therefore scales cubically. Nevertheless, owing to the small prefactor and to being noniterative, the Cholesky localization is substantially faster than the conventional functional optimizations.
Finally, for planar molecules the density matrix can be regarded as a sum of independent matrices derived from orbital components of different symmetry with respect to the plane of the molecule, namely, the or canonical orbitals. Consequently, the -separation is preserved by the Cholesky decomposition algorithm without imposing any ad hoc constraint.
B. Virtual orbitals
It is straightforward to extend the above scheme to virtual MOs by Cholesky decomposing the density-type matrix
yielding an orthonormal set of virtual Cholesky MOs, as shown in the Appendix. This approach requires knowledge of the virtual MOs and may therefore be of limited interest in practice.
Linearly dependent projected AOs ͑PAOs͒ spanning the virtual space are obtained from the AOs by projecting out components of the occupied space as
The linear dependence may be eliminated by diagonalizing the overlap matrix S = Q T SQ and subsequently removing orbitals corresponding to zero eigenvalues. In an exact formulation, this procedure is not only computationally expensive but may also lead to loss of locality. For these reasons, elimination of linear dependence is usually performed for each of the small subsets of PAOs that are accessible by excitation from a given occupied orbital ͑orbital domains͒. 8 An alternative method is based on the density-type matrix
which is positive semidefinite by construction and its rank is exactly equal to the number of virtual orbitals, N v . Thus, by Cholesky decomposition
we obtain N v vectors R a ͑a =1,2, ... ,N v ͒ that constitute a linearly independent nonorthogonal set spanning the virtual space. A set of orthonormal Cholesky PAOs may be computed according to
where S ba −1/2 = ͑S −1/2 ͒ ba and
is the overlap matrix of the nonorthogonal Cholesky PAOs. According to the Carlson-Keller theorem, 37 the orthogonal orbitals thus constructed most closely resemble the initial nonorthogonal set. In this sense, they are expected to retain most of the localized character of R a , especially for compact atomic orbital sets.
As the Q matrix is sparse, it is reasonable to expect that the nonorthonormal Cholesky PAOs are about as local as the original PAOs. As demonstrated in the supplementary material, 38 however, the Cholesky PAOs are significantly less sparse than the linearly dependent PAOs and we shall not pursue virtual orbitals any further here.
III. SAMPLE CALCULATIONS
In order to investigate the properties of the Cholesky MOs we compare to the Boys, ER, and PM localized orbitals. While we use the ͑slowly convergent͒ method of Jacobi sweeps 15, 17 for Boys and PM optimization, the ER orbitals are localized using the steps of Subotnik et al. 16 without DIIS-type convergence enhancement. In all calculations we have optimized the HF wave function using Cholesky decomposed two-electron integrals. [39] [40] [41] [42] All calculations are performed with a development version of the MOLCAS quantum chemistry software.
43,44
The localization method presented here is expected to be effective for large molecules only. The one-electron density matrix of a small molecule is not sparse and the Cholesky MOs can therefore not be expected to be local. For alkanes of small size we have observed poor performance of the Cholesky localization. If applied to the benzene molecule, on the other hand, the Cholesky decomposition of the density matrix is able to produce orbitals that qualitatively resemble those obtained from the PM localization. This seems to be ascribable to the preservation of -separation.
In this paper we focus on larger molecules for which the density matrix is expected to possess a certain degree of sparsity. In order to compare the Cholesky orbitals to the other sets of orbitals, we use several measures of locality. An obvious choice is the evaluation of the functionals of Eqs. ͑1͒-͑3͒. In Table I , we report the values of the three localization functionals computed for each of the localized orbital sets and for the canonical orbitals of the extended linear 20 -unit glycine peptide ͑Gly͒ 20 . Although the deviation from the optimal value is in all cases larger for the Cholesky MOs than for the other localized orbitals, it is still considerably smaller than for the canonical ones. Thus, the Cholesky MOs may be employed as initial orbitals for any of the standard localizations, usually reducing the number of iterations 16 both for a faster convergence and for achieving the subquadratic ͑and potentially linear͒ scaling of the ER method. A confirmation that the Cholesky orbitals are comparable in terms of locality with the standard localized orbitals can be obtained by inspecting the sparsity of the MO coefficient matrices; see the supplementary material, Ref. 38 An important ingredient in modern local correlation methods [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] is the use of orbital domains to restrict the number of excitations from a given localized occupied orbital into the virtual space spanned by ͑approximately͒ atomcentered PAOs. An orbital domain is defined by the PAOs arising from AOs centered on the atoms needed to span the localized MO with a certain accuracy according to the completeness criterium of Boughton and Pulay. 4 In short, atoms are added to the domain ͓i͔ of the occupied orbital i in the order of decreasing Mulliken charge until the function
is smaller than a prescribed threshold, typically 0.02 which is used in all calculations presented in this paper. In Eq. ͑16͒, Figs. 1 and 2 . From the histograms we conclude that there are significantly fewer Cholesky domains comprising two atoms than observed for the Boys and PM orbitals. In other words, the Cholesky procedure does not yield the common chemical bond between two atoms. Instead, most of the Cholesky MOs extend over three to four atoms with the STO-3G basis set and over two to five atoms with the cc-pVDZ basis set. Obviously, local correlation methods based on orbital domains and pair domains will scale linearly only if the number of strong, weak, and distant pairs scales linearly with the size of the system. Figures 3 and 4 display the number of pairs as a function of glycine and alkane chain lengths, respectively, for the Boys and Cholesky localizations. The results obtained with PM orbitals are similar to those obtained with Boys orbitals and are therefore not shown in the figures. Evidently, the number of Cholesky strong, weak, and distant pairs does scale linearly. For the glycines, the number of Cholesky strong pairs is approximately twice the number of Boys strong pairs, independent of peptide chain length. For the alkanes, there are about three times as many Cholesky strong pairs as Boys strong pairs. Therefore, combining local correlation methods and Cholesky MOs will lead to linear scaling, although the prefactor will be larger than that for Boys ͑or PM͒ orbitals. However, since the Cholesky orbitals are generated directly from the density matrix, diagonalization-free Hartree-Fock techniques can be combined with local correlation methods to give a complete linear scaling formulation. Table III shows timings of different localization procedures for the linear glycines and alkanes. The PM localization is considerably more expensive than the Boys scheme when treating molecules with a large number of atoms and, due to its noniterative character, the Cholesky procedure is an order of magnitude faster than Boys localization. The Boys and Cholesky procedures show the same scaling with system size, but we stress that the latter may straightforwardly be formulated in a linear scaling fashion.
IV. CONCLUDING REMARKS
Using that the electronic density matrix in AO basis is positive semidefinite, we investigate in this paper the orbitals resulting from its Cholesky decomposition. The resulting Cholesky MOs inherit locality from the sparsity of the density matrix and are therefore suitable for large molecules only. The main advantages of this procedure compared to the conventional localization functional optimizations are the following:
͑1͒ Cholesky decomposition is fast ͑and may be made linear scaling͒ and numerically stable, ͑2͒ it is noniterative, and ͑3͒ initial orbitals are not needed.
While the second point implies that the convergence problems occasionally encountered with the conventional localizations are completely avoided, the last point allows for computation of localized orbitals without knowledge of the canonical ones, thus making Cholesky localization useful for correlation methods formulated on top of diagonalizationfree Hartree-Fock theory where the density matrix is optimized directly. The main disadvantage is that the Cholesky MOs are less local than the localized orbitals obtained by the conventional Boys or PM procedures, as judged by a number of locality measures. However, we have demonstrated that linear scaling may still be achieved using Cholesky MOs in conjunction with local correlation methods, albeit with a larger prefactor. The major culprit seems to be the inability of the Cholesky localization to reproduce two-center MOs ͑i.e., the common chemical bond͒.
We have observed that using the Cholesky MOs as initial orbitals for the Boys, ER, and PM schemes usually reduces the number of iterations needed for convergence. Thus, combining Cholesky MOs with the DIIS-type convergence enhancement developed by Subotnik et al. 16 might become a powerful tool for conventional orbital localization in large molecules. In addition, the subquadratic ͑and potentially linear͒ scaling of the ER procedure 16 should be ensured by using Cholesky MOs as initial orbitals.
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APPENDIX: ORTHONORMALITY OF THE CHOLESKY MOs
Consider the scaled density matrix
whose decomposition defines the Cholesky MOs as
where we assume that the rows and columns of P are ordered according to the decomposition pattern ͑pivoting͒. The matrix P is a projection operator in the sense that PS projects onto the occupied space and satisfies the idempotency condition
see, e.g., Ref. 14 for details.
To demonstrate that the Cholesky MOs constitute an orthonormal set we initially assume that the first M − 1 MOs satisfy the condition,
͑A4͒
and proceed by showing that the Mth MO is normalized and orthogonal to the previous ones. The proof is completed by verifying that the two first MOs are orthonormal.
It is easy to show that the Mth MO is normalized,
͑A5͒
and orthogonal to the previous MOs ͑k Ͻ M͒,
Here we have used the idempotency condition, the orthonormality of the first M − 1 Cholesky MOs, and the identity
Similarly, the first two MOs are normalized, 
