A novel approach to quantile estimation in multivariate linear regression models with change-points is proposed. The change-point detection and the model estimation are both performed automatically, by adopting either the quantile fused penalty or the adaptive version of the quantile fused penalty. These two methods combine the idea of the check function used for the quantile estimation and the L 1 penalization principle known from the signal processing and, unlike some standard approaches, the presented methods go beyond typical assumptions usually required for the model errors, such as sub-Gaussian or Normal distribution. They can effectively handle heavy-tailed random error distributions, and, in general, they offer a more complex view on the data as one can obtain any conditional quantile of the target distribution, not just the conditional mean. Theoretical results are proved and proper convergence rates are derived. The empirical performance is investigated via an extensive comparative simulation study.
Introduction
In this paper we consider an automatic detection of change-points in a multivariate linear model using the fused penalty technique. The proposed method covers a large spectrum of scenarios for various model errors and, above all, it allows to simultaneously detect the number of change-points and their locations in the underlying model. This avoids using long multistage procedures where firstly one needs to detect the number of change-points on a basis of some criterion, find their locations, and to estimate the corresponding model parameters [see, for instance, 1].
The change-point detection assessed by penalizing the sum of squares with the fused group LASSO penalty was firstly considered by [9] for Gaussian error terms. In [7] , the idea is further elaborated for strong mixing centred errors under some specific moment conditions, while [5] considers independent and identically distributed (iid) centred errors with some bounded variance. For a particular case of a piecewise constant model with Gaussian or sub-Gaussian errors, there is [8] who penalizes the L 2 -norm with the fused LASSO penalty. Under some more general assumptions of iid zero-mean and bounded variance errors, [3] propose a method to automatically detect the number of changepoints and their localizations by the fused penalty method. The results have been further deepened in [6] . On the other hand, if the model error terms do not satisfy some standard conditions, then the penalized least squares methods are no longer applicable. An alternative approach for this case is considered, for instance, in [2] where the authors proposed an idea of the quantile LASSO instead.
However, in contrast to [2] , where the automatic detection of change-points in a piece-wise constant model is studied for the fused quantile penalty, in the present work we consider a piece-wise linear model with an adaptive fused penalty instead. The adaptive penalty improves the performance for the change-point identification and, therefore, the method proposed in this paper can be applied for an automatic detection and simultaneous estimation of change-points in constant models and, also, in very general linear models with a fixed number of explanatory variables.
The rest of the paper is organized as follows: in the next section we introduce some notation and the underlying model is defined together with some necessary assumptions. In Section 3 we introduce the change-point detection approach based on the quantile fused penalty and some theoretical results are derived. An adaptive fused quantile method is discussed in Section 4 and, again, some important theoretical properties are derived. The proposed fused quantile methods are both compared in an extensive comparative simulation study in Section 5. Finally, all technical details and theoretical proofs are given in the appendix section.
Model and assumptions
Let us start by introducing some necessary notation. We use C to denote a positive generic constant which does not depend on n ∈ N. Moreover, for any set of elements E, we also denote its complement by E. For any vector, we use . to denote the Euclidean norm and . ∞ to denote the maximum norm. Similarly, for some matrix, we use . to denote its the spectral norm. Moreover, for a positive definite matrix, we use µ min (.) (and µ max (.) respectively) to denote its largest (or smallest respectively) eigenvalue. Finally, for some positive sequences (s n ) n , (r n ) n we denote by s n r n the fact that lim n→∞ s n /r n = ∞ and for any real number x ∈ R, we use [x] to denote its integer part.
Consider now a linear model for which the parameters can change along observations i ∈ {1, . . . , n}, such that
where β i ∈ R p , with p not depending on n ∈ N, and x i = (c (0) , x 2i , · · · , x pi ) , for c (0) being some nonzero constant, is the vector of the subject's specific explanatory variables for some observation (subject) i ∈ {1, . . . , n}. In other words, the model defined by (1) is assumed to contain the intercept term by default. This assumption is, however, standard for quantile models in high-dimension in general [see, for instance, 10, 11]. In addition, the model in (1) is assumed to have K * ∈ N changes located at the observations t * 1 < · · · < t * K * ∈ {1, . . . , n}, such that β i = β t k , ∀i = t * k , t * k + 1, · · · , t * k+1 − 1, k = 0, 1, · · · , K * ,
with t * 0 = 1, t * K * +1 = n, and β n = β t * K * +1
. For simplicity we can define an overall npdimensional vector of parameters β n = (β 1 , · · · , β n ) ∈ R np . In general, the number of change-points K * ∈ N and the observations (locations) t * 1 , · · · , t * K * where change-points occur, are all left unknown. Alternatively, for each model phase k = 0, · · · , K * , we have the corresponding vector parameters φ 1 , . . . , φ K * +1 ∈ R p , where φ k+1 ≡ β i , for i = t * k , t * k + 1, · · · , t * k+1 − 1, and k = 0, · · · , K * , and, analogously, φ K * +1 = β n for the last phase. The true values of parameters φ k , for k = 1, · · · K * + 1, are also unknown and they are denoted by φ * k . The corresponding true values of the vector parameters β i are denoted by β * i , for i = 1, · · · , n. It is assumed that the number of true change-points K * ≡ Card{i ∈ {2, · · · , n}; β * i = β * i−1 } is bounded, but it is unknown.
For the piece-wise constant model considered in [2] , there is p = 1 and, hence, the dimension of β is same as the overall number of observations. However, in a general case where p ∈ N, the number of parameters can heavily exceed the number of observations. Let us define the set A * which contains all indexes (locations) of the true change-points
Obviously, it holds that |A * | = K * . Let us also define the empirical quantile process
which is associated with the model in (1) . Function ρ τ : R → R + is used to denote the standard check function ρ τ (u) = u(τ − 1 1 {u<0} ), for some fixed quantile level τ ∈ (0, 1), and any u ∈ R.
The model above can be also equivalently expressed by using consecutive differences between the unknown parameters β 1 , . . . , β n . Indeed, let us define parameters θ 1 , . . . , θ n ∈ R p , where θ 1 = β 1 and θ j = β j − β j−1 , for any j = 2, · · · , n. These vector parameters can be again joined into just one overall vector θ n = (θ 1 , · · · , θ n ) ∈ R np , with the true values θ * = (θ * 1 , · · · , θ * n ) being associated with the true values β * 1 , · · · , β * n and their consecutive differences in particular. Hence, by using the model matrices
of the corresponding dimensions n × (np), (np) × (np), and n × (np), we can also rewrite the model in (1) in an equivalent form
or, alternatively, also in a cumulative form
In the following we formulate some necessary assumptions which are needed to prove the results derived in the next sections. Assumptions:
(A1) There exists (eventually after a change of scale) a constant 0 < c (1) < 1 not depending on n such that max 1 i n x i ≤ c (1) .
(A2) The random error terms (ε i ) are iid with the distribution function F (x) > 0, for all x ∈ R, such that P[ε < 0] = τ . Moreover, the corresponding density function f (x) is bounded;
for any n 1 , n 2 ∈ N, such that 1 n 1 < n 2 n. Moreover, the minimal distance between the true change-points is
. It is also assumed that the distance between two consecutive change-points is at least nδ n where nδ n → ∞ as n → ∞.
(A4) Let I * min ≥ nδ n , for some decreasing sequence (δ n ), such that δ n → 0 and (log n) −1 nδ n → ∞, for n → ∞. It is also assumed that that φ * j+1 = φ * j , for any j ∈ {1, · · · , K * }.
(A5) There exist two bounded constant 0 < c (a) , c (b) < ∞, not depending on n, such that
(A6) The overall number of change-points in the model, K * ∈ N, is bounded and does not depend on n ∈ N.
Since c (0) = 0, Assumption (A1) implies that 0 < |c (0) | < 1. Assumption (A1) is, for instance, also considered by [5], while (A3) can be found in [7] . Assumption (A2) is standard in for quantile models (see [2] , [1] and others) and Assumptions (A4) and (A7) can be found in [3] or [2] for the change-point detection by LASSO methods in piece-wise constant models. Assumption (A5)(b) is necessary to distinguish the existing changepoints in the model and Assumption (A6), also considered in [8], or [9], is needed for the detection of the multiple change-points in the linear regression model with Gaussian errors by penalizing the least squares of errors by a fused group LASSO penalty.
Change-point detection by quantile fused method
In this section we firstly propose the quantile fused estimation approach and we study the properties of of the obtained estimates: the estimates of the change-point locations and the estimates of the corresponding regression parameters between two consecutive change-points. These estimators will used later, in the next section, to define the weights for the adaptive fused quantile approach which can provide better asymptotic and finite sample results.
Considering the model in (1), the unknown parameter vector β n ∈ R np is estimated by minimizing the objective function
with the fused group LASSO type penalty. The value of λ n > 0 is used as the tuning parameter which controls for the number of changes appearing in the final model: for λ n → 0 there will be some change-point detected in each available observation while the scenario with λ n → ∞ will result in a simple ordinary linear regression fit with no change-points at all. In the following, we firstly focus on the fused penalty approach as stated in (6) and, later, we investigate some more sophisticated version with the adaptive fused penalty (as an analogy to the adaptive LASSO method) which is rather used for its better performance with respect to the change-point identification. Let us in addition, assume the following:
(A7) Let (δ n ) and (λ n ) be two positive sequences satisfying the following: nλ n → ∞ and λ n /δ n → 0, as n → ∞.
One possible option how to choose sequences (λ n ) and (δ n ) such that they will satisfy Assumptions (A4) and (A7) is, for instance, to take λ n = n −1 (log n) 5/2 and δ n = n −1 (log n) 3 . It is straightforward to see that instead of minimizing the objective function in (6) with respect to β n ∈ R np , one can equivalently deal the objective function
where | ∨ A n | denotes the cardinality of ∨ A n . Now, for any k = 0, · · · , | ∨ A n |, thus the (k + 1)-th model phase (i.e., observations starting with = n), we have the corresponding quantile fused parameter estimator ∨ φ k+1 ∈ R p . In this section we study the consistency properties of the change-point location estimators in (8) and the corresponding convergence rate of the given regression parameter estimators. We also show that the proposed method overfits the true model (with probability converging to one) with respect to the number of change-points being detected. However, the proofs of the results from this section are omitted because they follow in a straightforward way from the proofs of the next section where the weights are all set to one. On the other hand, for some identifiability purposes, we impose the following assumption on the distribution function of the error terms:
(A8) For any k = 1, · · · , K * , the limit lim n→∞ (nδ n ) −1 t *
In the case of p = 1, Assumption (A8) means that φ * k+1 = φ * k , which is the classical condition in the constant model between two successive change-points.
The following theorem shows that if the number estimated change-points in the model is equal to K * , then for each true change-point location t * k ∈ {1, . . . , n} we have a corresponding estimator ∨ t k ∈ {1, . . . , n}, such that their mutual distance is less then nδ n with probability converging to one.
In addition, the following theorem provides the corresponding convergence rates for regression coefficient estimates, however, under the situation where | ∨ A n | = K * . The convergence rates depend on the value of the regularization parameter λ n > 0 and the minimal distance between two consecutive change-points in the true model. Therefore, for convenience, we define the sequence b n = nλ n (I * min ) −1 + I * min −1/2 , for any n ∈ N. Then the convergence rate for the estimates of the regression coefficients in the true model is given by the next theorem.
Theorem 3.2 Under the same conditions as in Theorem 3.1, if, in addition,
, for any k = 1, · · · , K * + 1.
Let us note, that the condition (nδ n ) −1 I * min → ∞, for n → ∞, required in Theorem 3.2, is necessary to separate the estimators from two consecutive change-points.
For the next theorem, let us consider the distance E between two real sets A and B defined as
which is the analogy of the set distance used in [3] .
To summarize the results above, the proposed fused penalty method can be effectively used to detect all existing change-points in the model if there are at least as many change-point detected as the number of true change-points K * ∈ N. By the following theorem we show that the last scenario where the method underestimates the number of change-points, only occurs with probability converging to zero as n tends to infinity.
Theorem 3.4 Under Assumptions (A1)-(A8), we have that
By Theorems 3.3 and 3.4, we deduce that for each k = 1, · · · , K * , the true changepoint location t * k has (with probability tending to one) at least one estimator ∨ t j , j ∈ {1, · · · , | ∨ A n |} at a distance less than [nδ n ]. On the other hand, considering the convergence rate of the regression parameter estimates between two consecutive change-points obtained in the proof of Theorem 3.3, we can only consider the elements of ∨ A n , for which the mutual distance converges to infinity as n → ∞. Hence, instead of ∨ A n we can consider a smaller set
We denote the elements of A n as t 1 , · · · ,t | An| and the corresponding estimator of the regression parameter for some segment between two consecutive change-point estimatest j−1 andt j , is denoted as φt j . Thus, we have that
From the proof of Theorem 3.4, we also deduce that lim n→∞ P | A n | < K * = 0. Let us now denote the consecutive differences as θ i = β i − β i−1 , for i = 2, · · · , n, where
For instance, if there are several consecutive change-point estimates ∨ t j , which are, asymptotically, all within a bounded distance from each other then we unify them into just one set ∨ T and we only consider the change-point estimate which is the smallest one among them (which will be the element of A n ). Consequently, for the estimators of the vector parameters β i , we take into account the quantile fused estimator obtained between the last element of ∨ T and the first of the consecutive set of analogous indexes.
Example
Suppose we have the following situation: 
for any k = 1, · · · , K * + 1.
The performance of the quantile fussed penalty can be further improved. Indeed, if we consider only the change-point estimates belonging to the set A n , then we can define weights for the adaptive penalty and to use the idea of the adaptive LASSO instead as the adaptive LASSO approach is well known for having some better selection performance in general. The adaptive fused penalty generalization is considered in more details in the next section.
Adaptive fused quantile method
In this section we provide an alternative method for the automatic change-point detection in the linear model and we introduce an adaptive extension for the fused penalty approach discussed in the previous section. For the purpose of this section, we suppose that the assumptions given in Remark 3.1 are all satisfied. Hence, we have the following:
as n → ∞; K * ≤ | A n | ≤ K max holds with probability converging to one.
(9)
It is clear from the assumptions above that the adaptive fused quantile method can be only considered if there are at least as many change-points being detected by the quantile fused method as there are true change-points K * ∈ N, and, in addition, the number of estimated change-points in the model is bounded from above.
As an extension to (6) let us define the adaptive version of the quantile process
with the weights ω i depending on the difference between two consecutive quantile fused estimators and some deterministic sequence (d n ), for i = 2, · · · , n, such that
where γ > 0 is some positive constant. Moreover, it is assumed that the sequence (d n ) n satisfies
as n → ∞. In fact, the relation in (11) can be used to replace the condition in Assumption (A7), where we need that λ n /δ n → 0. As an example of such sequences we can consider, for instance, λ n = n −1 (log n) 5/2 , δ n = n −1/2 (log n) 3 , and I * min = n/d 1 , with some constant d 1 ∈ (0, 1). Then, we obtain that b n = n −1/2 and for d n = n −1/2 we need γ ≤ 1 in (11).
The adaptive fused quantile estimators for β n ∈ R np and θ n ∈ R np respectively, are defined as
where β n = ( β 1 , · · · , β n ) and θ n = ( θ 1 , · · · , θ n ) . The corresponding estimates of the change-point locations are the observations where β i = β i−1 . Let A n denotes the set of indexes, such that
where | A n | is the cardinality of A n . Thus, for any k ∈ {0, · · · , | A n |}, and the (k + 1)-th model phase (e.i., observations betweent k and t k+1 − 1 , respectivelyt | An|+1 for the last phase) the corresponding parameter estimator within the given phase is equal to φ k+1 , witht 0 = 1 andt | An|+1 = n. In the following theorems we state some important properties of the estimation approach based on the adaptive fused penalty. The proofs are all postponed to the appendix.
Theorem 4.1 Under the assumptions in (9), together with the condition in (11), if | A n | = K * , it holds that
The theorem above gives the consistency property of the change-point location estimator given by the adaptive fused approach. In the following theorem we state the convergence rate of the adaptive fused quantile estimators of φ * k when the estimated number of the change-points coincides with K * . Compared to the rate b n of φ k given by Theorem 3.2, the convergence rate of φ k depends, in addition, on I * min and λ n , and also on b n , and the given sequence d n . The convergence rate for the adaptive fused quantile estimator of the unknown regression parameters is one of the main contribution of this paper.
Theorem 4.2 Under the same conditions as in Theorem 4.1, we have, for any k = 1, · · · , K * + 1, that
Remark 4.1 Comparing the results of Theorems 3.2 and 4.2, for nλ n (I * min ) −1/2 ≥ C > 0, and n ∈ N large enough, the convergence rate of the adaptive fused quantile estimator φ k is slower than the convergence rate of the quantile fused estimator ∨ φ k , for any k ∈ {1, · · · , K * + 1}.
The results above are given for a specific situations where the number of detected change-points coincides with the truth. In the following theorem we show that even if the number of change-points is overestimated then for each true change-point there is at least one estimated change-point at a distance less than nδ n .
Theorem 4.3 Under the assumptions in (9), together with the condition in (11), if, in addition,
In contrast to the previous theorem, which deals with the situation where the number of change-points is overestimated, we can define an additional condition for the sequences (λ n ), (d n ), (b n ), and I * max , and the value γ > 0, such that the adaptive fused quantile method does not underestimate the true number of change-points. Specifically, if we require that
then it can be proved that the adaptive fused quantile estimation approach underestimates the true number of change-points with probability tending to zero as n ∈ N progresses to infinity (see the next theorem). A straightforward example of sequences (λ n ), (d n ), (b n ), and I * max , and the value γ > 0 which satisfy the condition in (13) are, for instance, γ = 1, b n = d n = n −1/2 , I * max = n/d 2 , with the constant d 2 ∈ (0, 1), λ n = n −1 (log n) 5/2 . Theorem 4.4 Under the assumptions in =(9), together with the conditions in (11) and (13), it holds that lim n→∞ P | A n | < |A * | = 0.
Corollary 4.1 Under the assumptions in (9), (11), and (13), if the derivative of the density function f is bounded in some neighborhood of zero, and for any j ∈ {1, · · · , | A n |+
The corollary above provides a very interesting result for the situation where the distance between any two consecutive estimated change-points converges to infinity. In such case the number of change-points being estimated by the adaptive fused approach corresponds, with a probability converging to one, to the true number of change-points,
For the density function f we assume that there is some neighborhood of zero, such that {x ∈ R; |x| ≤ η}, with η 0. The corollary above also shows that a judicious choice of the sequences (λ n ), (δ n ) leads to a consistent estimation of the number of change-points detected by the adaptive fused quantile method, which holds with probability converging to one, as n ∈ N tends to infinity. Taking also into account Theorem 4.1, the (only) estimator of each change-point is at a distance less than nδ n from the true change-point, and, moreover, the regression parameter estimates between two consecutive change-point estimates converge, by Theorem 4.2, to the true values with the convergence rate of
Simulation study
In this section we empirically compare the quantile fused method and the adaptive version of the quantile fused method, which are both proposed in this paper. In addition, we also consider a competitive estimation algorithm proposed in [7] , which we refer to as a standard LASSO approach. The standard LASSO approach is used to estimate the conditional expectation in the model while the proposed fused methods are both used to estimate the conditional median (τ = 0.5). All three methods are directly compared for a wide range of different scenarios (for instance, different error distributions, signal-tonoise ratio, change-point magnitudes, sample size, or the model selection strategy). We also considered various quantile levels τ ∈ (0, 1) and dimensions p ∈ N, however, only applied for the quantile fused approaches. For illustration, a simple linear model for p = 2 and three change-points (and thus, four model stages) is considered to compare the empirical performance of three different estimation techniques. However, to be able to directly compare models for different number of observations, n ∈ N, in just one single graph, we always rescale the model defined in (1) and (2) such that each index i ∈ {1, . . . , n} will be expressed asĩ = i/n. Hence, without any loss of generality we can use a common domain for the underlying model which will be the interval [0, 1]. The underlying dependence takes the form
where x i = (1,ĩ) = (1, i/n) . The underlying function in (14) is defined such that various situations are implicitly included in the model: the first change-point location ξ 1 = t * 1 /n = 0.2 introduces a relatively small jump but a huge change in the slope (respectively, |φ 2 − φ 1 | = (2.4, 7) ); the second change-point location, ξ 2 = t * 2 /n = 0.5 introduces large magnitudes for the change in both, the function itself and its derivative, and, moreover, it compensates the effect of the first change in some sense (equivalently, we have |φ 3 − φ 2 | = (3.5, 8) ); finally, relatively small magnitudes for the jump and the slope change are observed at the third change-point location (i.e., |φ 4 − φ 3 | = (0.6, 2) ).
In addition, the model phases have various lengths and different number of observations are therefore expected to occur in each phase (see Figure 1 for more details).
Three error distributions are considered (standard normal, t-distribution with three degrees of freedom, and the Cauchy distribution), three different sample sizes are used (n ∈ {20, 100, 500}), and the final model is obtained by one of the three selection procedures: the first procedure uses the prior knowledge of three change-points in the model and the corresponding regularization parameter is denoted as λ (3) ; the second model is defined by the regularization parameter λ AS = n −1 (log n) 5/2 , which satisfies the theoretical assumptions needed for the proofs to hold; finally, the last model selection procedure is defined by the regularization parameter λ M S which minimizes the theoretical mean squared error quantity. The models are always compared with respect to various qualities: the estimation performance is assessed by using the empir-
where β * i is the true value of the parameter and β * i is the corresponding estimate; In addition, the change-point detection performance is assessed via the change-point detection error, defined as 1/3 3 k=1 | t k − t * k |, however, provided only in situations where at least three change-points are detected in the model. For a more detailed comparison we also report some overall insight into the number of change-points being detected in each scenario. The results are summarized in Tables 1 and 2. As expected, it is obvious from the results reported in Tables 1 and 2 that while the standard LASSO fails for heavy-tailed error distributions, the proposed fused quantile approaches are both still able to provide reliable and (asymptotically) consistent results (mainly with respect the parameter estimation performance). In addition, the adaptive fussed approach (denoted as ALASSO in the tables) seems to perform consistently even with respect to the change-point detection and it outperforms both, the standard LASSO approach (SLASSO) and the fused quantile method (QLASSO) as they both tend to select more change-points in the model, than the truth. The detection performance of the adaptive fused method seems to work under all three distributions (the median number of change-points being detected gets close to the true number of change-points if the sample size increases) however, the best results are observed under the normally distributed errors, and the slowest detection of the true change-points is observed under the Cauchy distributed errors. Both estimation methods proposed in this paper are shown to outperform the standard estimation techniques especially in situations where heavy-tailed error distributions are present. The standard LASSO property of overfitting the final model is evident for the fused quantile approach however, the adaptive fused approach is able to overcome this problem and consistent asymptotic performance is empirically observed for both, the parameter estimation and the change-point detection as well. Table 1 : The empirical performance of the quantile fused method (denoted as QLASSO), adaptive fused approach (ALASSO), and the standard LASSO approach (SLASSO) given for three different error distributions (standard normal, student's distribution with three degrees of freedom and the Cauchy distribution), three different sample sizes (n ∈ {20, 100, 500}), and three model selection techniques: a prior knowledge of three change-points in the model with the corresponding regularization parameter λ (3) ; the model given by the regularization parameter λAS = n −1 (log n) 5/2 which satisfies the theoretical assumptions considered in this paper, and, finally, the model with the regularization parameter λMS which minimizes the theoretical mean squared error. The models are compared with respect to the empirical bias defined as n −1 n i=1 (x i β * i − x i β i ) and the empirical mean squared error (MSE) term Table 1 [4] Knight, K. (1998). Limiting distributions for L1 regression estimators under general conditions. Annals of Statistics, 26 (2), 755-770.
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Appendix A Proofs

A.1 Auxiliary lemmas and their proofs
We start with a straightforward result of the Karush-Kuhn-Tucker (KKT) optimality conditions for the quantile fused estimator defined by minimizing (6), or (7) respectively.
Lemma A.1 (i) For any l ∈ {1, · · · , | ∨ A n |}, all n ∈ N, and λ n > 0, it holds, with probability equal to one, that
(ii) For any j = 1, · · · n, all n ∈ N, and λ n > 0, it holds, again with probability equal to one, that
The proof of Lemma A.1 is similar with the proof of the following lemma and, therefore, it is omitted. The following lemma gives an analogous result, however for the adaptive fused quantile estimator. Lemma A.2 (i) For any l ∈ {1, · · · , | A n |}, all n ∈ N, and λ n > 0, it holds, with probability equal to one, that
Proof of Lemma A.2
We apply the KKT optimality conditions for θ n , which is the solution of (10) and by taking into account the fact that k i=1 θ i = β k , for any k = 1, · · · , n, we obtain the assertion of the lemma.
In the proofs of the theorems we will often use the following relation: for any vectors a, b, and c which are of the same dimension, we have, by the triangular inequality, that
For any real random vectors A and B of the same dimension, any real value x > 0, such that P[ A + B ≤ x] = 1, we have that
which holds for any constant v > 1.
Proof of Lemma A.3.
We have: 1 = P vx ≥ A + P vx < A . Taking into account:
, we obtain that:
The following lemma will be used to control the supremum of the averaged value of the random quantities x i 1 1 {ε i ≤u} − F (u) , for i = 1, . . . , n, and any u ∈ R.
Lemma A.4
Under Assumption (A1) imposed on the model design, Assumption (A2) for errors (ε i ) 1 i n , and two positive sequences (v n ), (z n ) such that v n z 2 n (log n) −1 −→ n→∞ ∞, it holds that
where F stands for the distribution function of the error terms ε i , for i = 1, . . . , n.
Proof of Lemma A.4.
We have that
Since for any x ∈ R p , it holds that x ≤ √ p x ∞ , we also have P sup
Let x ij be the j-th component of x i , for j = 1, · · · , p.
We use the Hoeffding's inequality for independent random variables x ij 1 1 {ε i ≤t} , for j = 1, · · · , p, and we obtain, that for all u ∈ R, it holds that 
which completes the proof of the lemma.
Analogously to Lemma A.4 we can also formulate the next lemma which controls the supremum of the average of the random quantities x i 1 1 {ε i ≤u i } − F (u i ) , for i = 1, . . . , n and any real u i ∈ B, where B is a bounded set in R. The proof of the lemma follows similar lines as the proof above and, therefore, it is omitted.
Lemma A.5
Under Assumption (A1) imposed on the model design, Assumption (A2) for errors (ε i ) 1 i n , two positive sequences (v n ), (z n ) such that v n z 2 n (log n) −1 −→ n→∞ ∞, and the distribution function F of the error terms for which the limit lim n→∞ n −1 n i=1 F (u i )) exists, it holds that
where u i ∈ B and B is some bounded set in R.
A.2 Proofs of Theorems and Corollary 4.1
Proof of Theorem 4.1
Consider the random event V n,k ≡ {|t k − t * k | ≥ nδ n }, for k ∈ {1, · · · , K * }. Without any loss of generality, it is assumed that t * k >t k . The case where t * k <t k can be treated analogously. Since K * < ∞ by Assumption (A6), the theorem is immediately proved if we show that for any k = 1, · · · , K * we have, that lim n→∞ P[V n,k ] = 0.
To show that the limit equals to zero, we consider the following decomposition:
and W n being the complement of W n . Thus, we obtain
and we can deal with both terms on the right side of (21) separately. 
Suppose, again without any loss of generality, that t * k−1 ≤t k < t * k , where t * 0 = 1. Then, applying Lemma A.2 for j = t * k and l = k, we obtain that
holds with probability equal to one, and, similarly also
which again holds with probability equal to one. The last relation can be also rewritten as τ and we can directly apply the relation in (15) for a = τ
We now use Lemma A.3, for x = 2nλ n ω t * k + ωt k , and some
where the real random vectors A and B are defined as follows:
Now, the probability P[V n,k ∩ W n ] can be expressed as
with
In order to deal with these two probabilities, it is necessary to know the convergence rate of the estimator φ k+1 of φ k+1 obtained by minimizing (6), knowing that | A n | = K * , and that the random events W n and V n,k both occur. Therefore, in the following, we study the convergence rate of φ k+1 and afterwards we return back to study P 1,k,n and P 2,k,n .
Convergence rate of φ k+1
Since the random event W n occurs, it is supposed, without any loss of generality, that we are in the following case: t * k−1 <t k < t * k < (t * k + t * k+1 )/2 <t k+1 ≤ t * k+1 , with t * k −t k ≥ nδ n . Let us recall the convention where t * 0 = 1 and t * K+1 = n. By applying Lemma A.2 for j = (t * k + t * k+1 )/2 and j = t * k , and using the relation from (15), we get that 2nλ n ω t * k + ω (t * with probability equal to one. Thus, again with probability equal to one, it holds that
Now, from relation (22), we deduce that
which holds with probability one and, also, again with probability equal to one, we have
On the other hand, using the condition in (11), we have
The relation in (25), together with (23) and (24) now imply that
Considering (25), we deduce that relation (26) can be also expressed as
for some vector u ∈ R p , such that u = 1. The left side of (27) can be further rewritten as
The estimator φ k+1 can be considered as φ k+1 −φ * k+1 ≤ c n with probability converging to one, where c n is some deterministic sequence to be determined later. Let us define a i,n ≡ x i c n w, for some vector w ∈ R p , such that w < ∞. We prove now that the sequence {a i,n } n is bounded for any i, if n is large enough. In contrary, let us assume that {a i,n } n is not bounded. Thus, a subsequence which converges either to +∞ or −∞ can be selected. Suppose that the subsequence (a i,nm ) m≥1 converges to infinity. Hence, relation (27) reduces to
which implies, since F (0) = τ and 0 < |c (0) | < 1, that
(11) which is in a contradiction with Assumption (A4), since c (0) = 0. Thus, there exists a constant C > 0, such that |a i,n | < C, for any i ∈ {1, · · · , n}, for n large enough. Next, we have that
and we express φ k+1 in the form φ * k+1 + Cc n w. Using the Central Limit Theorem (CLT) together with Assumption (A1) and the fact that a i,n is bounded, we have that
where b i,n is some value between zero and a i,n . Then the relation in (28) implies that for n large enough we have
due to the fact that the density function f is bounded by Assumption (A2).
Let us define a positive definite matrix
Using the matrix property where D C = [tr(C C DD )] 1/2 ≥ µ min (D D) 1/2 C , for C = c n w, we have by Assumptions (A2) and (A3), that
Then, taking into account the relation in (29), we obtain, for n large enough, that
and also
Therefore, given the random event W n ∩ V n,k , Assumption (A4) together with the condition in (11), and the fact that | A n | = K * < ∞, we have that φ k+1 converges to φ * k+1 at the rate of order nλ n max(b n , d n ) −γ /I * min + (I * min ) −1/2 . Let us denote by (c n ) the sequence
Now, due to Assumption (A4) and the condition in 11, we get that c n → 0, as n → ∞. Now we return back to study P 1,k,n and P 2,k,n from (21) and we consider two separate cases here: it either holds that τ > L k , or τ < L k . Let us start with the situation where τ > L k and we consider the first probability term
Since x i = (c (0) , x 2i , · · · , x pi ) , then
Alternatively, if ω t * k + ωt k = max(b n , d n ) −γ , then by using condition (11), and since 0 < |c (0) | < 1, we also get
Thus, the last relations imply that lim n→∞ P 1,k,n = 0.
Now we deal with P 2,k,n . Using the fact that x ≥ x ∞ , we immediately have
Now, by using the convergence rate (c n ) given by (30), Assumption (A1), and the fact that max i∈{1,··· ,n} x i ≤ c (1) , we can write
all with probability one, except the last inequality which holds with probability converging to one as n → ∞. Thus, for (32) we obtain that
Now, by Lemma A.5, since c n → ∞, we have
and since (v − 1)τ c (0) / vc (1) − L k > 0, we also have
Therefore, taking into account the relations in (32) and (33) we again conclude that P 2,k,n −→ n→∞ 0, which proves the case for τ > L k . Now, we prove an analogous result for the situation where τ < L k . In such case the probabilities P 1,k,n and P 2,k,n can be expressed as
and
Now, since we have
where F (−c (1) C) > 0 and 2vnλ n ω t * k + ωt k = O P (nλ n ), we finally obtain, due to Assumption (A7), that P 1,k,n −→ n→∞ 0.
On the other hand, for P 2,k,n we obtain by Assumption (A1) that
and, therefore, we can again conclude that P 2,k,n −→ n→∞ 0.
(ii) We now study K * k=1 P[V n,k ∩ W n ], with the random event W n ≡ max 1 k k * |t k − t * k | ≥ I * min/2 . Let us define the following random events:
Considering the random events defined above, we can use the decomposition
and we will study each term on the right side separately. Let us start with K * k=1 P[V n,k ∩ D (1) n ]. We easily obtain that
where we used the fact that 0 ≤t k+1 − t * k ≤ I * min /2 implies
Hence, we get
To deal with the first additive term on the right-hand side of (37) we firstly need to find the convergence rate of the regression parameter estimator. For this term we are in the following situation:
Thus, we apply Lemma A.2 for j = t * k −[nδ n ] and j = t * k , and we obtain, with probability one, that
to show that (43) converges to zero, as n → ∞. For the first term in (43) we have
and we will show that both probability terms in the last relation converges to zero for n → ∞.
For the first probability term we can use Assumption (A4) and the condition in (11), to obtain
while the second probability term can be showed to converge to 0 by applying Lemma A.2 for j = t * j − I * min /2 and j = t * j and, afterwards, for j = t * j and j = t * j+1 , and showing that φ j+1 −φ * j −→ n→∞ 0, and φ j+1 −φ * j+1 −→ n→∞ 0, in probability, which is a contradiction with Assumption (A5)(b). Therefore, we conclude that also lim n→∞ P[V n,k ∩ D
n ] = 0. Following the same lines as above, it can be also shown that lim n→∞ P[V n,k ∩D (3) n ] = 0 and therefore, we can conclude that
which finally completes the proof of the theorem.
Proof of Theorem 4.2 By Theorem 4.1 we have, for any k = 1, · · · , K * , that |t k − t * k | = O P (nδ n ), which is also o P (I * min ) since (nδ n ) −1 I * min → ∞. Thus, for any k ∈ {1, · · · , K * } we either have (t * k−1 + t * k )/2 <t k < t * k or t * k ≤t k < (t * k + t * k+1 )/2. We suppose that (t * k−1 + t * k )/2 <t k < t * k and fort k+1 , we again either get (t * k + t * k+1 )/2 <t k+1 < t * k+1 or t * k+1 ≤t k+1 < (t * k + t * k+1 )/2. For (t * k +t * k+1 )/2 <t k+1 < t * k+1 we apply Lemma A.2(ii) for j = t * k and j = (t * k +t * k+1 )/2, and using the inequality in (15), we obtain, with probability equal to one, that
Therefore, with probability converging to one, we obtain that
for any u ∈ R p , such that u = 1. Thus, similarly as in the proof of Theorem 4.1 we have
On the other hand, if t * k+1 ≤t k+1 < (t * k + t * k+1 )/2, we again apply Lemma A.2, however, for j = t * k and t * k+1 , and by repeating the same arguments as above we conclude that the assertion of the theorem holds true.
Proof of Theorem 4.3
Since | A n | ≤ K max < ∞, we have that
For the first term of the right-hand side of (46) we have, by Theorem 4.1, that
and, for the second term in (46), we can write
with the random events E K,k,1 , E K,k,2 , and E K,k,3 being defined as E K,k,1 ≡ {∀1 ≤ l ≤ K; |t l − t * k | ≥ nδ n ,t l < t * k }; E K,k,2 ≡ {∀1 ≤ l ≤ K; |t l − t * k | ≥ nδ n ,t l > t * k }; E K,k,3 ≡ {∃1 ≤ l ≤ K; |t l − t * k | ≥ nδ n , |t l+1 − t * k | ≥ nδ n ,t l < t * k <t l+1 }.
We start by studying the first probability, P[E K,k,1 ], for some k ∈ {1, · · · , K * } and K ∈ {K * + 1, · · · , K max }. It holds that P[E K,k,1 ] = P E K,k,1 ∩ {t K > t * k−1 } + P E K,k,1 ∩ {t K ≤ t * k−1 } .
Let us consider the random event E K,k,1 ∩ {t K > t * k−1 }. In this case we have t * k−1 < t K < t * k − [nδ n ] < t * k . We apply Lemma A.2 firstly for j = t * k − [nδ n ] and j = t * k and, afterwards, for j = t * k and j = t * k + nδ n . Thus, we obtain as for relation (40) 
Next, we study the probability of the random event E K,k,1 ∩ {t K < t * k−1 }. For this random event we havet K < t * k−1 < t * k . Again we can consider Lemma A.2 firstly for j = t * k−1 and j = t * k and, afterwards, for j = t * k and j = t * k+1 . As above, we obtain a contradiction and, therefore, we conclude that Therefore, the proof of the theorem follows by taking into account this last relation together with (51), (48), (47), and (46).
Proof of Theorem 4.4
If | A n | < K * , there are at least two true consecutive change-points without any changepoint estimator in between them. Without any loss of generality we assume that K * = 2 and | A n | = 1. The theorem is proved for this case if we show that lim n→∞ P (K * = 2) ∩ (| A n | = 1) = 0. Without loss of generality we can assume that 1 < t * 1 <t 1 ≤ t * 2 − I * min /2 < t * 2 < n.
Thus, we apply Lemma A.2 for j = t * 2 − I * min /2 and j = t * 2 and we get that nλ n ω t * 2 + ω t *
which holds with probability equal to one. By Assumptions (A4) and (A7) we also have I * min ≥ nδ n nλ n , and therefore, we obtain with probability converging to one, as n → ∞, that t * 2 i=t * 2 −I * min /2
which implies (similarly as in the proof of Theorem 4.1) together with Assumption (A4) and the condition in (11), that
Next, we take Lemma A.2 (ii) for j = t * 2 and j = t * 2 + I * min /2 to get
However, both relations in (52) and (53) contradicts Assumption (A5)(b), therefore, we conclude that P (K * = 2) ∩ (| A n | = 1) −→ n→∞ 0, which completes the proof.
Proof of Corollary 4.1 By Theorem 4.4 we have with probability converging to one that | A n | ≥ |A * |. Sincê t j −t j−1 P −→ n→∞ ∞, for any j ∈ {1, · · · , | A n | + 1}, we have, by Theorems 4.2 and 4.3, that sup j ∈ {1, · · · , | An| + 1} |t j − t * k | ≤ nδn
for any k = 1, · · · , K * + 1, and the sequence (c n ) defined in (30). Taking into account the relation in (54), we obtain that the adaptive fused quantile estimator β n belongs to V n (β * ) with probability converging to one, where V n (β * ) ≡ {β n = (β 1 , · · · , β n ) ; β i − β * i ≤ Cc n , ∀i = 1, · · · , n}, for some C > 0 large enough. We suppose that | A n | > K * and we consider the following set W n ≡ {β n ∈ V n (β * ), β i − β * i > 0, ∀i ∈ A * }. Recall that A * = i ∈ {2, · · · , n}; β * i = β * i−1 . We will show that lim n→∞ P[ β n ∈ W n ] = 0.
For this, we consider two vector parameters β = (β A * , β A * ) and β (1) = (β (1)
A * ) such that β A * = β (1) A * , the sub-vector β (1) A * containing the elements {β (1) i , i ∈ {2, · · · , n}; β (1) i = β (1) i−1 } and the sub-vector β A * such that
Then D n (β, β (1) ) ≡ S(β) − S(β (1) 
For the first term of the right-hand side of (57) we use the following identity, which holds for any x, y ∈ R (see [4] ),
Hence, we obtain
Note, that by the condition in (13), we have c n I * max → ∞. Now we first study T 1n : for any i ∈ A * , we have β * i − β
i−1 = 0 p , which implies that the expectation of T 1n is
