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Abstract
We present a fast implementation of a recently proposed speech compression scheme,
based on an all-pole model of the vocal tract. Each frame of the speech signal is analyzed
by storing the parameters of the complex damped exponentials deduced from the all-pole
model and its initial conditions. In mathematical terms, the analysis stage corresponds to
solving a structured total least squares (STLS) problem. It is shown that by exploiting the
displacement rank structure of the involved matrices the STLS problem can be solved in a
very fast way. Synthesis is computationally very cheap since it consists of adding the complex
damped exponentials based on the transmitted parameters.
The compression scheme is applied on a speech signal. The speed improvement of the fast
vocoder analysis scheme is demonstrated. Furthermore, the quality of the compression scheme
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is compared with that of a standard coding algorithm, by using the segmental signal-to-noise
ratio.
© 2003 Elsevier Science Inc. All rights reserved.
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1. Introduction
This paper presents a fast implementation of a recently proposed speech com-
pression scheme [15]. The compression scheme belongs to the class of vocoders that
use an all-pole model for modeling the vocal tract. The resulting minimum phase
model is sufficient for preserving the exact magnitude spectrum, whereas phase in-
formation is lost [11]. Most linear predictive coding (LPC) based techniques make
the additional assumption that the input to the auto regressive (AR) model is white
noise, represented by the vector e. If we represent the speech signal by a vector s and
assume a model of order n, the modeling of the ith frame of the speech signal can be
recasted as the following optimization problem:
min
a(l), l=1,...,n
iN∑
j=1+(i−1)N
(e(j))2,
where s(k)− e(k) =
n∑
l=1
a(l)s(k − l), (1)
k = 1 + (i − 1)N + n, . . . , iN,
where N equals the number of samples per frame, a(l), l = 1, . . . , n are the so-
called prediction coefficients. Note that we adopt a Matlab-like notation, where v(i)
indicates the ith element of vector v, and v(i : j) represents the subvector of v,
starting at the ith element and ending at the j th element of vector v.
A closer look at (1) reveals that the problem is in fact a least squares (LS) problem.
This is the basic scheme used by well-known LPC based algorithms such as LPC-10
[20] or CELP [10] (in practice however, the prediction coefficients are not determined
by solving (1), but by using an equivalent autocorrelation method). At the receiver side,
the speech is synthesized using the all-pole model based on the transmitted model pa-
rameters. In the case of a voiced frame, the input to the filter will be a periodic pulse
with the transmitted pitch frequency, while in the unvoiced case the input is white noise.
In the case of CELP the excitation is chosen out of a series of standardized noise-like
sequences in order to obtain the best synthesis.
The recently proposed approach [15] is still based on the all-pole model but
instead of solving (1), the following problem for the ith frame is solved:
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min
s(j), j=1+(i−1)N,...,iN,
a(l), l=1,...,n
iN∑
j=1+(i−1)N
(s(j))2 (2)
such that s(k)+s(k) =
n∑
l=1
a(l)(s(k − l)+s(k − l)),
k = n+ 1 + (i − 1)N, . . . , iN.
So instead of minimizing a prediction error, as in (1), we determine for each sample
s(k) a correction s(k), such that the corrected signal s(k)+s(k) exactly satisfies
an AR model, with the correction as small as possible in L2 norm.
It is interesting to note that this approach is related to what is known as sinusoidal
coders where a frame of the speech signal is approximated by a sum of sinusoids. This
can be seen as follows. The constraints in (2) basically require the Toeplitz matrix con-
taining s +s (starting in the upper right corner and ending in the lower left corner) to
be rank deficient. It is well known that such a rank-deficient Toeplitz matrix can
be parametrized by the parameters of the complex damped exponentials for which
s(t)+s(t) =
n∑
l=1
clz
t
l
with j = √−1, cl = blejpl a complex amplitude and zl = e(j2πfl+dl) a complex sig-
nal pole, holds. The latter follows from the fact that due to the rank deficiency of
the Toeplitz matrix, s +s satisfies a linear prediction equation, represented by the
prediction coefficients a(l), l = 1, . . . , n. Starting from these coefficients, we can
determine the frequencies fl, l = 1, . . . , n and the dampings dl, l = 1, . . . , n of
the underlying complex damped exponentials (see e.g. [21]). The amplitudes bl, l =
1, . . . , n and phases pl, l = 1, . . . , n are obtained by solving a system of linear
equations based on the above calculated frequencies and dampings. Note that in this
paper we only consider real signals. Therefore the complex signal poles and ampli-
tudes appear in complex conjugated pairs. Assuming that fl /= 0, l = 1, . . . , n, only
(n/2)4 real parameters are necessary to reconstruct s(t)+s(t).
Summarizing, it can be seen that our new approach is related to sinusoidal coders
since also sinusoidal components are used to approximate the speech signal. How-
ever, in our approach the sinusoidal components are damped, thereby requiring much
less components (and thus higher compression ratio) than pure sinusoidal coders to
obtain the same quality.
The representation of the frames of the speech signal by the parameters of the
corresponding complex damped exponentials also yields many advantages from the
practical point of view. First of all, synthesis of the frames is very cheap and fur-
thermore this parametrization allows progressive speech compression. Progressive
speech compression allows a variable degree of analysis/synthesis at the emitter/
receiver depending on the availability of channel capacity and/or the requirements
of the specific application. Furthermore the quality of the reconstructed signal may
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also be subject to the specifications of the receiver and in particular to its ability to
cope with increased computational load. With the representation of the approximated
frame of the speech signal as a sum of complex damped exponentials this can easily
be done by determining/transmitting/reconstructing a varying number of complex
damped exponentials.
In the following section we describe the vocoder analysis scheme based on our
new approach, by developing the kernel algorithm followed by the outline of the
complete compression scheme. Section 4 presents numerical results and a qualitative
comparison with a standard speech compression method, using a speech signal. We
discuss the quality performance and the efficiency of the new approach. We end with
conclusions.
2. Description of the vocoder analysis scheme
As already mentioned in the introduction, the kernel problem of our new approach
can be formulated as in (2). It is easy to recast this optimization problem in a matrix
framework:
min
s(j), j=1+(i−1)N,...,iN,
x(l), l=1,...,n
iN∑
j=1+(i−1)N
(s(j))2 (3)
such that (A+A)x = b +b,
where we used the convention that the vector s(1 + (i − 1)N : iN) can be read from
the first row and the first column of the Toeplitz matrix [A b] (and the same conven-
tion for s(1 + (i − 1)N : iN) and [A b]), by starting in the upper right corner
and ending in the lower left corner. Furthermore a in (2) and x in (3) are related as
follows:
[−1 aT] ≡ [xT − 1]/(−x(1)).
Note that problem (3) is called a Toeplitz structured total least squares (STLS) prob-
lem since both the matrices [A b] and [A b] have a Toeplitz structure. For ease
of notation the first frame of the speech signal is considered in the remainder of this
section:
[A b]
=


s(n+ 1) s(n) . . . s(2) s(1)
s(n+ 2) s(n+ 1) . . . . . . s(2)
...
.
.
.
.
.
.
.
.
.
...
s(m+ n) s(m+ n− 1) . . . s(m+ 1) s(m)

 . (4)
As can be seen from (3) the STLS problem is a constrained optimization problem
with a quadratic objective function and nonlinear constraints. Therefore, taking into
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account the nature of the STLS problem, it should come as no surprise that all the
algorithms for solving it will be iterative.
The first basic algorithm described here follows the same lines as the heuristic
algorithm developed in [18] for a similar (namely A Toeplitz but b unstructured)
STLS problem: in each iteration the equality constraints of (3) are linearized around
the current solution point (a solution point being determined bys and x). The Toep-
litz STLS problem considered here is also treated in [18], but in that case a penalty
function approach is proposed. The latter means that the constrained optimization
problem (3) is transformed into an unconstrained optimization problem, simply by
adding the weighted constraints to the original objective function, resulting in an
unconstrained optimization problem (see e.g. [7,8]). However, for the unconstrained
problem to be equivalent to the constrained problem, large weights need to be in-
troduced, yielding ill-conditioned matrices and thus inaccurate results. Applying
methods to overcome this ill-conditioning (see e.g. [1]) makes it difficult to develop
fast algorithms. We therefore stick to the constrained optimization formulation of (3)
and the above mentioned linearization of the constraints.
Before describing the algorithm, we introduce some notation. Let us represent
small perturbations on s and x by s˜ ∈ R(m+n)×1 and x˜ ∈ Rn×1 respectively.
Furthermore let
r(s, x) = (A+A)x − b −b
and X ∈ Rm×(m+n) is defined by
Xs = [A b]
[
x
−1
]
.
When [A b] is Toeplitz this yields
X =


−1 x(n) · · · x(1) 0 · · · · · · 0
0 −1 x(n) · · · x(1) 0 ...
...
.
.
.
.
.
.
.
.
.
...
0
.
.
.
.
.
.
.
.
. 0
0 · · · · · · 0 −1 x(n) · · · x(1)

 .
The iterative algorithm is obtained by replacing in (3) s and x by s +s˜ and
x +x˜ respectively, followed by a linearization of the constraints around the cur-
rent solution point [sT xT]T (simply omit second order terms that occur). We then
obtain the following algorithm:
Algorithm STLS1
Input: [A b] ∈ Rm×(n+1)
Output: the parameter vector x ∈ Rn×1 and s ∈ R(m+n)×1 (i.e. the minimal rep-
resentation of the matrix [A b])
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Step 1: Initialize s and x
Step 2: while stopcriterion not satisfied
Step 2.1: Solve the following equality constrained LS problem:
mins˜,x˜ ‖s +s˜‖22
such that r(s, x)+ J
[
s˜
x˜
]
= 0
Step 2.2: s ← s +s˜
x ← x +x˜
end
where J = [X A+A] is the Jacobian of the constraints r(s, x) w.r.t. v ≡
[sT xT]T. The choice of the stop criterion depends on the application at hand.
In the remainder of the paper the following stop criterion is used:
‖s˜‖2 < tol.
Note that in Section 4 tol is set to 0.01. For solving the equality constrained LS
problem in Step 2.1 of Algorithm STLS1, we make use of the generalized RQ (GRQ)
factorization [2,3]. The latter GRQ factorization is a two-step procedure consisting of
one RQ factorization followed by a QR factorization. For the RQ factorization a fast
implementation exploiting the low displacement rank of the involved matrices could
be developed. However, the consecutive QR factorization does not operate on one of
the originally structured matrices but on one of the original matrices multiplied with
an orthogonal matrix to the right. Since the latter matrix is typically unstructured, it
is not possible to improve the performance of this second step. We will however use
this algorithm in the comparison of Section 4, since this algorithm is in fact a general
algorithm that with only minor modifications can deal with any type of linearly STLS
problem. The price to pay for this generality is the decrease in efficiency.
In order to be able to exploit the structure of the Toeplitz STLS problem we follow
a different approach. Instead of eliminating the constraints of the STLS problem (3),
we apply the Newton method for unconstrained optimization to the Lagrangian L
of problem (3):
L(s, x, λ) = 1/2sT s − γ T(b − Ax −Xs),
where γ ∈ Rm×1 is a vector of Lagrange multipliers. The straightforward application
of the Newton method (see e.g. [7,8]) on the Lagrangian L yields the second basic
algorithm:
Algorithm STLS2
Input: [A b] ∈ Rm×(n+1)
Output: the parameter vector x ∈ Rn×1 and s ∈ R(m+n)×1 (i.e. the minimal
representation of the Toeplitz matrix [A b])
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Step 1: Initialize s, x and γ
Step 2: while stopcriterion not satisfied
Step 2.1: Solve the following system of equations:[
S J T
J 0
]s˜x˜
γ˜

 = − [g + J Tγ
r(s, x)
]
Step 2.2: s ← s +s˜
x ← x +x˜
γ ← γ +γ˜
end
where g =
[
s
0
]
∈ R(m+2n)×1 is the gradient of the objective function in (3) and
J = [X A+A] is the Jacobian of the constraints r(s, x) in (3), all w.r.t. v ≡
[sT xT]T. Furthermore, for optimal convergence rate (superlinear) the matrix S
should be set to ∇2vvL(s, x, γ ). The latter means that in this case
S =
[
Im+n 0
0 0
]
−
m∑
i=1
γ (i)∇2vvr. (5)
As shown in e.g. [7], S can also be chosen to be a positive definite approximation
of ∇2vvL, without changing the final solution of problem (3). Inclusion of the second
term in (5) would render the structure of S rather complicated. We therefore only
retain the first term in (5):
S =
[
Im+n 0
0 0
]
. (6)
It is interesting to notice that Step 2.1 of algorithm STLS1 is basically the same as
Step 2.1 of algorithm STLS2 (when the above approximation of S (see (6)) is used),
although both algorithms are derived from a different starting point. The proof is
easily obtained by applying the method of Lagrange multipliers to the subproblem
described in Step 2.1 of algorithm STLS1. The system of equations that results from
it is exactly the same as the system of equations that needs to be solved in Step
2.1 of algorithm STLS2 with the approximation of S described in (6). The latter
observation also yields some additional insight in the convergence properties that
can be expected 2 for algorithms STLS1 and STLS2. By omitting the curvature of
the constraints in (5) the convergence rate is no longer quadratic but superlinear (see
[7,8]). However, this is largely compensated by the fact that one iteration can be
implemented in a very fast way, exploiting the low displacement rank structure of
the matrices involved in Step 2.1 of Algorithm STLS2 and by taking advantage of
the sparsity of the corresponding generators.
2 The same conclusion applies to the similar but different STLS problem described in [18].
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In order to develop a fast implementation for the kernel problem (i.e. Step 2.1) of
algorithm STLS2 note that it corresponds to solving a system of linear equations:
Mz = b1 (7)
with
M =

 Im+n 0(m+n)×n XT0n×(m+n) 0n×n T
X  0m×m

 , (8)
where = A+A ≡ toeplitz(λ(n : m+ n− 1), λ(n : −1 : 1)), with toeplitz(c, r)
a shorthand notation for the Toeplitz matrix having c as its first column and r as its
first row. The solution of (7) can be obtained by computing the LDLT factorization
of M , where L is lower triangular and D is a signature matrix. The solution is then
found by solving the following linear systems:
Lz2 = b1,
Dz1 = z2,
LTz = z1.
(9)
The latter factorization can be obtained in a fast way by an appropriate implementa-
tion of the generalized Schur algorithm. As will be described in the next subsection, a
high computational efficiency is obtained by exploiting the low displacement rank of
the Toeplitz-block-like matrix M and by taking advantage of the sparsity of the cor-
responding generators (note that a similar approach can be used to solve efficiently
a different STLS problem described in [17]).
2.1. The generalized Schur algorithm
In this section we introduce the generalized Schur algorithm to compute the
LDLT factorization of a symmetric matrix A, where L is an upper triangular matrix
and D is a signature matrix. A more extensive description of the algorithm can be
found in [12]. Given a strongly regular 3 n× n matrix A, and define
DA = A− ZAZT
we say that the displacement rank of A is α if rank(DA) = α, where Z is a lower
triangular matrix of order n. The choice of Z depends on the matrix A, e.g. if A is a
Toeplitz matrix, Z is chosen equal to the shift matrix. If A is a block-Toeplitz matrix,
Z is chosen equal to the block-shift matrix (for a more general choice of the matrix
Z, see [12]). Clearly, DA will have a decomposition of the form
DA = GTJAG,
3 A square matrix A is said to be strongly regular if all its principal minors are different from zero.
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where
G =


gT1
...
gTp
gTp+1
...
gTα


, JA = Ip ⊕−Iq, q = α − p,
where
P ⊕Q ≡
[
P 0
0 Q
]
.
The matrix G ∈ Rα×n and the vectors gi, i = 1, . . . , α, are called the generator
matrix and the generators of A, respectively. The generators g1, . . . , gp are said to
be positive, the generators gp+1, . . . , gα are said to be negative. The pair (p, q) is
called the displacement inertia of DA. A matrix  is said to be JA-orthogonal if
TJA = JA.
A generator matrix is not unique. In fact, if G is a generator matrix of A and is
a JA-orthogonal matrix, thenG is a generator matrix of A too. A generator matrix
is said to be in proper form if its first nonzero column has a single nonzero entry, i.e.
G =


0 . . . 0 ∗ · · · ∗
...
...
...
... · · · ...
0 0 0 ∗ · · · ∗
0 0 ∗ ∗ · · · ∗
0 0 0 ∗ · · · ∗
...
...
...
... · · · ...
0 . . . 0 ∗ · · · ∗


,
where the elements denoted by “∗” are generally different from zero, moreover, the
corresponding row is called pivot.
The number of steps of the generalized Schur algorithm is equal to the order of
the matrix A. Let G0 = G and denote by Gi−1 the generator matrix at the beginning
of the ith step. A JA-orthogonal matrixi is chosen such that Hi−1 = iGi−1 is in
proper form. More precisely, denote by fi the ith column of Gi−1. The index of the
pivot has to be within {1, . . . , p} if f Ti Jfi > 0 (positive step), within {p + 1, . . . , α}
if f Ti Jfi < 0 (negative step).
Denote this index by k. Then, the generator matrix Gi is updated in the following
way:
Gi(k, :) = Hi−1(k, :)ZT,
Gi([1 : k − 1, k + 1 : α], :) = Hi−1([1 : k − 1, k + 1 : α], :).
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Furthermore, Hi−1(k, :)T becomes the ith column of L. If f Ti Jfi > 0, we set
D(i, i) = 1. If f Ti Jfi < 0, we set D(i, i) = −1. Observe that the case f Ti Jfi = 0
does not occur due to the strong regularity ofA [12]. Since in general the matrixi is
given by the product of a number of Givens and hyperbolic rotations proportional to
α, the computational cost at the ith step is O(α(n− i + 1)).Hence the computational
cost of the generalized Schur algorithm is O(αn2).
2.1.1. The generalized Schur algorithm applied to M
Before applying the generalized Schur algorithm to M we observe that the matrix
M is not strongly regular. In fact det(M(1 : i, 1 : i)) = 0, i = m+ n+ 1, . . . , m+
2n. Hence a permutation matrix P is considered in order to transform M into the
Toeplitz-block matrix K˜, i.e.
K˜ = PMP T =

 Im+n XT 0(m+n)×nX 0m×m 
0n×(m+n) T 0n×n

 .
It is easy to prove that K˜ is strongly regular. Considering the Schur complement of
I(m+n)×(m+n) in K˜ we can obtain the following partial LDLT decomposition of K˜
without any additional cost (of course the product XXT is not explicitly computed),
K˜ =

 Im+nX I
0n×(m+n) I



Im+n −XXT 
T 0n×n


×

Im+n XT 0(m+n)×nI
I

 ,
where the matrix
Kˆ =
[−XXT 
T 0n×n
]
of order m+ n is the Schur complement of Im+n in the matrix K˜. Then the problem
is reduced to computing the LDLT decomposition of Kˆ.
Let Z = Zm ⊕ Zn be a shift-block matrix, where
Zk =


0 0 · · · 0
1 0 · · · 0
.
.
.
.
.
.
1 0

 ∈ Rk×k.
Then the displacement rank of Kˆ with respect to Z is 4. Denote by v1 = X(1, :)T,
and v = v1/‖v1‖2. Let y = −Xv andw = [λ(n), λ(n− 1), . . . , λ(1)]T/‖v1‖2. Then
the generators of Kˆ are defined in the following way:
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g1 = [yT, wT]T,
g2 = [0, y(2 : m)T, wT]T,
g3 = [0, λ(m+ n− 1), λ(m+ n− 2), . . . , λ(n+ 1), 0.5, 0, . . . , 0]T,
g4 = [0, λ(m+ n− 1), λ(m+ n− 2), . . . , λ(n+ 1),−0.5, 0, . . . , 0]T,
where g2 and g3 are positive, g1 and g4 are negative.
Since the order of the matrix Kˆ ism+ n the computational cost of the generalized
Schur algorithm should be proportional to (m+ n)2. In the next section we will show
that, exploiting the particular structure of the generators of Kˆ the computational cost
of the generalized Schur algorithm can be reduced to O(mn+ n2).
We observe that the matrix Kˆ is indefinite. However, analyzing the generators
and the Schur complement of −XXT in Kˆ we are able to say a priori that the steps
of the algorithm for i = 1, . . . , m are negative, the steps for i = m+ 1, . . . , m+ n,
are positive. Hence, taking into account what we already said at the beginning of this
section, the diagonal matrix D of the LDLT factorization of Kˆ is
D = diag

−1, . . . ,−1︸ ︷︷ ︸
m
, 1, . . . , 1︸ ︷︷ ︸
n

 .
Remark 2.1. We observe that g1(1 : m), g2(1 : m) are the generators for the sym-
metric negative definite Toeplitz matrix−XXT. If we denote by Gˆ1 =
[
gT1 (1 : m)
gT2 (1 : m)
]
,
the generator matrix for −XXT, by Gˆi and fˆi the updated generator matrix and the
ith column of Gˆi, respectively, obtained at the ith step for the computation of the
LDLT factorization of −XXT, we have that fˆ Ti
[−1 0
0 1
]
fˆi < 0.
2.1.2. Description of the algorithm
As introduced in Section 2.1, at each step i, we look for a J -orthogonal matrix
i in order to eliminate all elements of fi, the ith column of Gi with exception
of one element. This can be done by choosing J -orthogonal matrices  such that

[
fi(j)
fi(k)
]
=
[∗
0
]
.  can be either a Givens rotation (updating) if {j, k} ∈ {1, 4} or
{j, k} ∈ {2, 3}, or a hyperbolic rotation (downdating) elsewhere. Proceeding in this
way we can eliminate all the entries of fi with exception of a single pivot element.
Since the pivot can arbitrarily be chosen either between the positive generators in
case of a positive step or between the negative generators in case of a negative step,
we fix the index of the pivot equal to 1 in case of a positive step, equal to 2 otherwise.
We perform the downdating by means of a mixed hyperbolic rotation [4,19].
We divide the algorithm in four phases:
• 1st phase: step for i = 1,
• 2nd phase: steps for i = 2, . . . , m− n,
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• 3rd phase: steps for i = m− n+ 1, . . . , m,
• 4th phase: steps for i = m+ 1, . . . , m+ n.
2.1.3. 1st phase: step for i = 1
g
(0)
1 is the only vector with the first entry different from zero. Then we set
L(:, 1) = g(0)1 ,D(1, 1) = −1, g(1)1 (2 : m+ n) = g(0)1 (1 : m+ n− 1), g(1)1 (1) = 0,
g
(1)
1 (m+ 1) = 0.
2.1.4. 2nd phase: steps for i = 2 : m− n
Before describing this phase we observe that the vectors g(i−1)3 and g
(i−1)
4 differ
only for the (m+ 1)th entry. Then we will see that the updating of g(i−1)1 with g(i−1)4
and the downdating with g(i−1)3 modifies only the (m+ 1)th entry of g(i−1)1 . Hence
g
(i−1)
1 (1 : m) and g(i−1)2 (1 : m) continue to be the generator vectors at the beginning
of the ith step for the LDLT factorization of −XXT. Thus each step of this phase is
a negative one since f Ti Jfi < 0. Now we describe how the generators are modified
at each step of this phase. We have to update g(i−1)1 with g
(i−1)
4 and downdate with
g
(i−1)
3 . These vectors are
g
(i−1)
1 =

0, . . . , 0︸ ︷︷ ︸
i−1
, ξi, . . . , ξn+i , 0, . . . , 0︸ ︷︷ ︸
m−n−i
, ξm+1, . . . , ξm+n

T , (10)
g
(i−1)
4 =

0, . . . , 0︸ ︷︷ ︸
i−1
, ζi, . . . , ζm, ζm+1, ζm+2 . . . , ζm+n

T ,
g
(i−1)
3 =

0, . . . , 0︸ ︷︷ ︸
i−1
, ζi, . . . , ζm, µm+1, ζm+2 . . . , ζm+n

T .
The Givens rotation used to update g(i−1)1 with g
(i−1)
4 is
G =
[
c
(i−1)
G s
(i−1)
G
−s(i−1)G c(i−1)G
]
with c(i−1)G =
ξi√
ξ2i + ζ 2i
and s(i−1)G =
ζi√
ξ2i + ζ 2i
.
The updated vectors g˜(i−1)1 and g˜
(i−1)
4 are
g˜
(i−1)
1 = c(i−1)G g(i−1)1 + s(i−1)G g(i−1)4 , (11)
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g˜
(i−1)
4 = −s(i−1)G g(i−1)1 + c(i−1)G g(i−1)4 (12)
with
g˜
(i−1)
1 =

0, . . . , 0︸ ︷︷ ︸
i−1
, ξ˜i , . . . , ξ˜m+n

T (ξ˜i = √ξ2i + ζ 2i
)
.
Moreover,
g˜
(i−1)
4 (n+ i + 1 : m) = c(i−1)G g(i−1)4 (n+ i + 1 : m) (13)
since g(i−1)1 (j) = 0, j = n+ i + 1, . . . , m. Finally, the generators g˜(i−1)1 with g(i−1)3
are multiplied by the mixed hyperbolic rotation
H =
[
1 0
ρ
√
1 − ρ2
][ 1√
1−ρ2 0
0 1
][
1 ρ
0 1
]
,
where ρ is such that H [ξ˜i , ζi]T = [ξˆi , 0]T. Taking (11) into account, it is straightfor-
ward to see that
ρ = −s(i−1)G and
√
1 − ρ2 = c(i−1)G .
The downdated vectors gˆ(i−1)1 and g˜
(i−1)
3 are
gˆ
(i−1)
1 =
g˜
(i−1)
1 − s(i−1)G g(i−1)3
c
(i−1)
G
= g(i−1)1 − s(i−1)G
g
(i−1)
3 − g(i−1)4
c
(i−1)
G
(14)
and
g˜
(i−1)
3 = −s(i−1)G gˆ(i−1)1 + c(i−1)G g(i−1)3 . (15)
Hence,
g˜
(i−1)
3 =−s(i−1)G gˆ(i−1)1 + c(i−1)G g(i−1)3
=−s(i−1)G g(i−1)1 +
c
(i−1)
G
2
g
(i−1)
3 − s(i−1)G
2
(g
(i−1)
4 − g(i−1)3 )
c
(i−1)
G
=−s(i−1)G g(i−1)1 +
g
(i−1)
3 − (1 − c(i−1)G
2
)g
(i−1)
4
c
(i−1)
G
. (16)
From (15) and (12), g˜(1)3 and g˜(1)4 continue to be equal, except for the (m+ 1)th
entry. Furthermore, from (14), we observe that g(i−1)1 and gˆ(i−1)1 differ in their (m+
1)th entry. Since g(i−1)1 (m+ 1) = 0, gˆ(i−1)1 (m+ 1) = −s(i−1)G (g(i−1)3 (m+ 1)−
g
(i−1)
4 (m+ 1))/c(i−1)G . We observe that it is not necessary to compute the whole
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vector in (13) since, at the next step, the corresponding entries of g(i)1 (n+ i + 2 :
m+ 1) are equal to 0. We need only to store the partial product
c
(i−2)
G · · · c(2)G c(1)G (17)
into a temporary variable, and multiply g(i)4 (n+ i + 1) with this variable at the be-
ginning of the ith step.
To finish, the step gˆ(i−1)1 has to be downdated with g
(i−1)
2 . This computation does
not destroy the structure of the vectors since
gˆ
(i−1)
1 =

0, . . . , 0︸ ︷︷ ︸
i−1
, ∗, . . . , ∗, ∗︸ ︷︷ ︸
n+1
, 0, . . . , 0︸ ︷︷ ︸
m−n−i
, ∗, . . . , ∗︸ ︷︷ ︸
n

T ,
g
(i−1)
2 =

0, . . . , 0︸ ︷︷ ︸
i−1
, ∗, . . . , ∗︸ ︷︷ ︸
n
, 0, . . . , 0︸ ︷︷ ︸
m−n−i+1
, ∗, . . . , ∗︸ ︷︷ ︸
n

T .
Let H˜ be the stabilized hyperbolic rotation such that
H˜
[
gˆ
(i−1)
1 (i : m+ n)
g
(i−1)
2 (i : m+ n)
]T
=
[
gˇ
(i−1)
1 (i : m+ n)
gˇ
(i−1)
2 (i : m+ n)
]T
with gˇ(i−1)2 (i) = 0. Then gˇ(i−1)1 becomes the ith column of L, D(i, i) = −1, and,
for the next step, the updated vectors are
g
(i)
1 = [0, gˆ(i−1)1 (i + 1 : m+ n)], g(i)1 (m+ 1) = 0,
g
(i)
2 = gˇ(i−1)2 ,
g
(i)
4 = g˜(i−1)4 ,
g
(i)
3 = [g˜(i−1)4 (1 : m); γ ; g˜(i−1)4 (m+ 2 : m+ n)],
where γ = c(i−1)G g(i−1)3 (m+ 1)− s(i−1)G gˆ(i−1)3 (m+ 1). The number of flops of this
phase is 18mn− 18n2.
2.1.5. 3rd phase: steps for i = m− n+ 1 : m
The steps of this phase are very similar to those of the previous one. However, we
do not need to store the product of the Givens coefficients c(i−1)G into a temporary
variable, since g(i−1)1 (k) /= 0, k = i, . . . , m+ n. We recall that g(i−1)3 and g(i−1)4
continue to be equal with exception of the (m+ 1)th entry. Thus g(i−1)1 (i : m) and
g
(i−1)
2 (i : m) are the generator vectors at the ith step of the LDLT factorization
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of −XXT. Hence each step of this phase continues to be a negative step (D(i, i) =
−1). The number of flops of this phase is 13.5n2.
2.1.6. 4th phase: steps for i = m+ 1 : m+ n
In this phase the vectors g(i−1)3 (m+ 1 : m+ n) and g(i−1)4 (m+ 1 : m+ n) are
different. Now we observe that the vectors g(m)i , i = 1, . . . , 4 are the generators
for the Schur complement of −XXT in the matrix Kˆ [13], that is, the generators
for T(XXT)−1, a symmetric and positive definite matrix. Then each step of this
phase is a positive step, meaning that D(i, i) = 1 and the ith column of L is gˇ(i−1)2 .
The number of flops of this phase is 9n2.
2.2. Stability of LDLT factorization
The stability of the proposed generalized Schur algorithm is studied in [16].
The stability properties of the algorithm for the considered problem depend on the
implementation of the hyperbolic rotations.
In [16] it is proved that the following results holds for the LDLT factorization
of Kˆ, provided the hyperbolic rotations are implemented in a stable way [4,6].
Theorem 2.2. Let G be the generator matrix of Kˆ. Let L and D be the matrices of
the LDLT factorization of Kˆ computed by means of the generalized Schur algorithm
applying a sequence of Givens rotations and two mixed hyperbolic rotations per step.
Then
‖Kˆ − LDLT‖F  62(m+ n− 1)(m+ n)ε
(
2
√
m+ n‖Kˆ‖F + ‖G1‖2F
)
.
Hence the proposed algorithm is weakly stable. 4
2.3. Solution of the linear systems
In this subsection we evaluate the computational cost of the solution of the linear
system of equations (9).
Having computed the following factorization of K˜ in O(mn+ n2) flops,
K˜ =

 IX I
0n×(m+n) I

[I
RT
] [
I
D
] [
I
R
]
×

I XT 0(m+n)×nI
I

 = L1L2D1LT2LT1
4 An algorithm for solving linear equations is weakly stable for a class of matrices A if for each
well conditioned A ∈A and for each b the computed solution xˆ to Ax = b is such that ‖xˆ − x‖/‖x‖ is
small [5].
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we need now to solve five linear systems, with coefficient matrices L1, L2,D1, LT2 ,
LT1 , respectively. The solution of the systems with coefficient matrix L1 and L
T
1
can be computed in O(mn) flops. The solution of the linear system with coefficient
matrix D1 is obtained by changing the sign of the entries m+ n+ 1, . . . , 2m+ n,
of b1. Furthermore, the solution of the linear systems with coefficient matrix L2 and
LT2 can be computed in O(mn+ n2) flops since
R =


∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗
∗


,
where the first row is
R(1, :) =

∗, . . . , ∗,︸ ︷︷ ︸
n+1
0, . . . , 0,︸ ︷︷ ︸
m−n−1
∗, . . . , ∗,︸ ︷︷ ︸
n

T .
Hence the solution of the linear system (9) has the same computational complexity
as the LDLT factorization of Kˆ .
3. Outline of speech compression scheme
Since (3) is a nonlinear optimization problem, the use of good starting values is of
utmost importance for convergence within a reasonable amount of time. A method
which yields very good starting values in this respect is HTLS [21]. This is a sub-
optimal (it does not give the closest fit) subspace based harmonic retrieval method,
that approximates the signal s by a sum of n complex damped exponentials. Straight-
forward calculations based on the parameters of these exponentials yield the initial
x and [A b] in (3). After solving the latter Toeplitz STLS problem, we could
analyze each frame by storing the vector x and the first n values of s +s for that
particular frame. Since this procedure will lead to large reconstruction errors at the
receiver side, we apply a TLS-ESPRIT-like algorithm, HTLS, to the obtained Toep-
litz data matrix [A+A b +b]. Since the corrected data matrix [A+A b +
b] is rank deficient and real, HTLS gives an exact fit and the resulting 2n param-
eters of the complex damped exponentials can be used. The vocoder analysis and
synthesis algorithms, applied to the ith frame, can thus be summarized as follows:
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Vocoder Analysis Algorithm
Input: ith frame of the speech signal: s(k), k = 1 + (i − 1)N, . . . , iN , with N
the number of samples per frame, n the order of the AR filter
Output: fk, dk, ak, pk, k = 1, . . . , n/2, representing the frequencies, dampings, am-
plitudes and phases of the complex damped exponentials, satisfying
∑n/2
k=1 ckz
j
k +
ck z
j
k = s(j)+s(j), j = 1 + (i − 1)N, . . . , iN .
Step 1: Initialize s(j), j = 1 + (i − 1)N, . . . , iN and
a(l), l = 1, . . . , n with the result of HTLS
applied to s(1 + (i − 1)N : iN).
Step 2: Solve Toeplitz STLS problem (3)
Step 3: Apply HTLS to
s(1 + (i − 1)N : iN)+s(1 + (i − 1)N : iN),
to extract fk, dk, ak, pk, k = 1, . . . , n/2
Vocoder Synthesis Algorithm
Input: fk, dk, ak, pk, k = 1, . . . , n/2, representing the frequencies, dampings, am-
plitudes and phases of the complex damped exponentials.
Output: s(1 + (i − 1)N : iN)+s(1 + (i − 1)N : iN), the rank-deficient speech
signal that lies closest to s(1 + (i − 1)N : iN) in L2 norm.
Step 1: s(j)+s(j)←∑n/2k=1 ckzjk + ck zjk ,
j = 1 + (i − 1)N, . . . , iN .
With ck = ake(
√−1pk), zk = e(2
√−1πfk+dk)t , t being the sampling interval and x
indicating the complex conjugate of x.
4. Experimentation testing
In this section we apply the speech compression scheme to a speech signal sam-
pled at 8 kHz, using 8 bits per sample. It contains 14,749 samples (approximately 2 s
of speech) and is a phonetically balanced French sentence, uttered by a male speaker.
The sentence is an enumeration of geographical places:
Paris, Bordeaux, Le Mans, Saint-Leu, Léon, Loudun
which has the following phonetic transcription (according to the International Pho-
netic Association’s rules [14]):
pa“ i, b]“do, lcma˜, sε˜ lø, le]˜, ludœ˜
In the first subsection the speed improvement of the fast implementation of the kernel
problem of the vocoder analysis scheme is demonstrated as well as its dependence on
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the problem size. The second subsection compares the exact AR modeling approach
to the CELP standard algorithm.
4.1. Computational performance of the vocoder analysis scheme
In this subsection we compare the efficiency of three implementations. The first
one is the fast implementation of the STLS2 algorithm as described in Section 2.
It will be referred to as STLS2f. We also consider a straightforward implementa-
tion of algorithm STLS2, referred to as STLS2s, in which Step 2.1 of algorithm
STLS2 is solved by Gaussian elimination with partial pivoting [9]. No use is made
of the particular structure of the matrix involved in this system of equations. The
third implementation, referred to as STLS1s, is a straightforward implementation of
the algorithm STLS1, without any optimization with respect to the structure of the
involved matrices. This means that we use a standard GRQ algorithm 5 to solve the
equality constrained LS problem in Step 2.1 of Algorithm STLS1. As shown in Sec-
tion 2, the computational complexity of STLS2f is O(mn+ n2). A more rigid flop
count based on the program code, yields a theoretical flop count of 40mn+ 71m−
36n− 13n2 + 90. The implementations STLS1s and STLS2s obviously 6 have a
computational complexity of respectively O(m3) and O((m+ n)3) per iteration.
To investigate the dependence of the computational cost of the different imple-
mentations on the size of the problem, we vary the parameters of the vocoder analy-
sis scheme. The three implementations are applied using the following framelengths
and estimates orders:
• framelength = 504, estimated order = 4 (this corresponds to m = 500, n = 4),
• framelength = 254, estimated order = 4 (this corresponds to m = 250, n = 4),
• framelength = 508, estimated order = 8 (this corresponds to m = 500, n = 8).
Per frame, the three implementations STLS1s, STLS2s and STLS2f require the same
(but varying) number of iterations. The important number is thus the number of flops
per iteration. For this particular problem these numbers are displayed in Table 1.
We clearly see the drastically improved computational performance obtained with
STLS2f. Also note that the cells in the column of the fast STLS2f implementation
are split in two parts: the upper part contains the flop count as obtained by the Mat-
lab function flops whereas the lower part (bold number) contains the theoretically
obtained flop count (i.e. flop count based on the program code). We see that there
is a strong correspondence between both numbers.
5 As mentioned before, the first step (RQ) of the GRQ algorithm applied to the Toeplitz STLS prob-
lem can be made more efficient. However, all structure is lost in the second step (QR), which will dominate
the computational cost.
6 For STLS1s the computational cost is mainly due to the Householder reflections used in the RQ and
QR factorizations, whereas for STLS2s the computational cost is that of the Gaussian elimination scheme
with partial pivoting.
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Table 1
This table shows the increased performance of the implementation STLS2f compared to the straightfor-
ward implementations STLS1s and STLS2s, for different problem sizes
Frame Estimated m× n STLS1s STLS2s STLS2f flopsSTLS1s/ flopsSTLS2s/
length order flopsSTLS2f flopsSTLS2f
504 4 500 × 4 9.624e8 6.916e8 117,854 8166 5868
116,162
254 4 250 × 4 1.262e8 8.968e7 59,104 2135 1517
57,488
508 8 500 × 8 1.002e9 7.080e8 2.056e5 4874 3444
194,470
The bold numbers represent the theoretical flop count whereas the other numbers represent the flop count
obtained with the Matlab function flops. flopsSTLS1s, flopsSTLS2s and flopsSTLS2f represent the number
of flops per iteration for respectively the implementations STLS1s, STLS2s and STLS2f.
By comparing the number of flops for the different problem sizes we note the
following. Going from the second to the first line of the table, m is doubled. As
could be expected from the theoretical flop count, the number of flops per iteration
for STLS1s and STLS2s is approximately multiplied by 8, whereas the number of
flops per iteration for STLS2f is only doubled. Going from the first to the third line
of the table, n is doubled and m remains constant. As could be expected from the
theoretical flop count estimate, doubling n does not really change the number of flops
per iteration for implementations STLS1s and STLS2s. For the fast implementation
we see that the number of flops is not really doubled, because of the large linear term
(71m) in the theoretical flop count. Theoretically we would expect the flop count to
be multiplied by 1.67, which is very close to the factor 1.74 found when using the
results obtained by the matlab command flops.
4.2. Qualitative performance of the vocoder
In this subsection the STLS speech coding scheme is compared to a standard
method namely CELP. For the CELP algorithm, we used a Fortran implementation
of the Federal Standard 1016 4800 bps CELP vocoder [10] with a compression
ratio ≈13.33. For the exact AR modeling approach we use the vocoder algorithm
described in Sections 2 (i.e. STLS2f is used) and 3. We set the frame length N to
301, the model order n to 6, yielding a compression ratio 7
≈ 301(samples/frame)
12(parameters/frame)
≈ 25.
To assess the quality of the compressed speech, we use the following segmental
signal-to-noise ratio (SNR) definition:
7 Note that for reasons of simplicity, there is no quantization of the parameters included.
314 P. Lemmerling et al. / Linear Algebra and its Applications 366 (2003) 295–315
SNRseg ≡ 10 log10
1
F
F∑
j=1
∑p
i=1(sj (i))2∑p
i=1(sj (i)− sˆj (i))2
, (18)
where F represents the number of frames, p is the frame length used for averaging,
sj = s(1 + (j − 1)p : jp), sˆj = sˆ(1 + (j − 1)p : jp) and sˆ represents the synthe-
sized signal. Here p is chosen equal to 60 but the result is rather insensitive with
respect to p. For the CELP result, this gives a SNRseg = 12.8 dB. This value re-
sults from a comparison between the highpass filtered input and the nonpostfiltered
output (standard CELP applies at the end an adaptive postfilter routine to reduce
perceptual coder noise). For the STLS based scheme a SNRseg of 13 dB is obtained.
Note however that this result should be interpreted with care. On purpose, we used
a simple vocoder scheme to illustrate the use of the STLS approach in a vocoder.
The result does not mean that the STLS-based vocoder scheme with this tuning of
the parameters obtains approximately the same audio-quality as the CELP scheme
at twice the compression rate of CELP. The signal obtained with the STLS-based
vocoder scheme and these parameter settings yields worse audio-quality than CELP,
which is explained by the fact that SNRseg is mainly a mathematical measure and
does not give a quantification of the audio-quality. Furthermore, quantization 8 of the
parameters in the STLS-based vocoder scheme would lead to a further degradation
of the SNRseg measure. Nevertheless, current research has shown that most of these
shortcomings can be solved using a subband scheme.
5. Conclusions
In this paper we presented a fast implementation of the vocoder analysis scheme
of a recently proposed speech compression scheme. The approach is based on the
application of the method of Lagrange multipliers to the Toeplitz STLS problem that
occurs in the vocoder analysis scheme. The kernel problem that needs to be solved
in each iteration of the iterative algorithm is the solution of a system of equations.
By exploiting the low displacement rank of the involved matrices a fast implemen-
tation can be developed. By taking advantage of the sparsity of the corresponding
generators we are able to even further improve the computational efficiency. The
computational complexity for each iteration is O(mn+ n2) whereas straightforward
implementations have a computational complexity of O(m3) or O((m+ n)3). These
numbers are confirmed by applying the different implementations in the proposed
speech compression scheme that contains a Toeplitz STLS problem as kernel prob-
lem. Furthermore a preliminary qualitative comparison of this compression scheme
to a standard method is made.
8 Quantization means that the parameters that result from the vocoder analysis scheme
(fk, dk, ak, pk, k = 1, . . . , n/2) have to be represented by a finite number of bits before they can be
transmitted. Obviously this will lead to so-called quantization errors.
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