Deep convolutional neural networks (CNNs) have traditionally been hand-designed owing to the complexity of their construction and the computational requirements of their training. Recently however, there has been an increase in research interest towards automatically designing deep CNNs for specific tasks. Ensembling has been shown to effectively increase the performance of deep CNNs, although usually with a duplication of work and therefore a large increase in computational resources required. In this paper we present Swarm Optimised Block Architecture Ensembles (SOBAE), a method for automatically designing and ensembling deep CNN models with a central weight repository to avoid work duplication. The models are trained and optimised together using particle swarm optimisation (PSO), with architecture convergence encouraged. At the conclusion of this combined process a base model nomination method is used to determine the best candidates for the ensemble. Two base model nomination methods are proposed, one using the local best particle positions from the PSO process, and one using the contents of the central weight repository. Once the base model pool has been created, the models inherit their parameters from the central weight repository and are then finetuned and ensembled in order to create a final system. We evaluate our system on the CIFAR-10 classification dataset and demonstrate improved results over the single global best model suggested by the optimisation process, with a minor increase in resources required by the finetuning process. Our system achieves an error rate of 4.27% on the CIFAR-10 image classification task with only 36 hours of combined optimisation and training on a single NVIDIA GTX 1080Ti GPU.
I. INTRODUCTION
Convolutional neural networks (CNNs) are a class of neural networks that are used to learn filters (or kernels) from feature maps, often in a sequential or hierarchical manner. CNNs have been heavily used for computer vision tasks since Krizhevsky et al. [1] used a deep CNN to beat the nearest competitor by more than 10% on the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [2] in 2012. Since then, CNNs have been used as effective feature extractors in a huge number of computer vision areas, such as image description generation [3] , intelligent visual agents [4] , [5] , visual question answering [6] , visual dialog [7] , and many more. Current methods that use CNNs as feature extractors often rely on transfer learning using one of a small number of pre-conceived architectures, as designing a new architecture by hand can require in-depth knowledge of complex parameters. Therefore, techniques are required to automatically generate new CNN architectures, specific to the task at hand, allowing more versatility and better task-specific performance than 'borrowed' architectures.
Ensembling techniques have been shown to improve deep convolutional neural network (CNN) performance, even when assembled from identical architecture models. GoogleNet [8] used an ensemble of seven identical individuals to reduce the top-5 error rate on the ImageNet ILSVRC 2014 classification challenge dataset from 10.07% to 6.67%, a reduction of 3.4% over their single model result. Szegedy et al. [9] showed that combining similar, but not identical, Inception model architectures also produced improved performance over a single model. Using the Imagenet ILSVRC 2012 classification challenge dataset, they showed a reduction in error rate from 17.8% for the best performing single model, down to 16.4% for an ensemble of four models using two different architecture choices. Performance increases such as these represent an attractive way to improve accuracy scores for a model, as they only require more computational resources, rather than modifications to the model itself. Consequently they can theoretically be performed on any deep CNN, given enough resources. However, this duplication of work represents a linear increase in resource costs, often in exchange for a minor increase in accuracy. Recent works [10] , [11] show that ensembles can be constructed effectively without a linear increase in computational work.
In this paper, we demonstrate techniques for constructing ensembles from the outcome of an evolutionary CNN architecture search using enhanced particle swarm optimisation (PSO). The search process itself uses a weight sharing technique to avoid duplicating training efforts between the individuals when performing each fitness evaluation, meaning that models with the exact same architecture configuration will share weights and be functionally identical networks. The optimisation process is versatile, so can be performed on any variant of CNN, or indeed other deep learning models, provided that the network can be represented in a blockof-layers structure. Following the optimisation process, we propose two techniques for nominating candidate base models to be ensembled for the final system. One technique uses the remaining local best particle positions from the PSO process, which are clustered around the global best position due to the nature of PSO. The other technique uses the central weight sharing repository that is utilised by the optimisation process to jointly train the models during optimisation. Following base model identification, the individual models are then fine-tuned on a combination dataset in order to reduce overfitting. Once the base models have been fine-tuned, their individual and group ensemble performance on the test set is evaluated and provided alongside similar related works and the results are discussed. The specific contributions of the paper are: 1) Swarm optimised block architecture ensembles (SOBAE) method for generating ensembles of deep neural networks. 2) Nomination of base models from local best particles. 3) Nomination of base models from a central weight repository. 4) Construction of ensembles following base model nomination.
5) Evaluation of ensemble and base model performance on
the CIFAR-10 dataset. The remainder of the paper is structured as follows: Section II discusses relevant related work in the area, Section III describes our methodology in designing and implementing the system, Section IV discusses our experimental results and findings, and Section V contains concluding remarks and plans for future work given these findings.
II. RELATED WORK
Bagging [12] and AdaBoost [13] are popular methods for constructing ensembles with data variants. More specifically, numerous models are created by dividing the training data into smaller subsets, each subset is then used to train a model. At test time, a sample is passed through each model and an average is taken to give the final prediction. Khatami et al. [14] showed that ensembles gave considerable improvements and cutting-edge results in the domain of medical image retrieval which suffers from strongly imbalanced datasets. The proposed architecture consisted of an ensemble of three handcrafted convolutional neural networks based on LeNet [15] , each trained with different structures and learning schemes aimed at reducing the output of each network to two possible outputs and probabilities, thus greatly reducing the search space to a potential six. Huang et al. [11] showed that once an architecture has been selected, the computational cost of generating multiple models for ensembling can be reduced by converging at multiple local minima and saving the model parameters along its optimization path. Once complete, an average of the discovered models was taken at test time and a performance increase was observed. Hara et al. [16] proposed the idea that regularisation methods such as Dropout can be considered to be ensembling techniques. They showed that model accuracy can be improved by taking an average over a network with learned and unlearned units. Huang et al. [17] proposed the idea of using stochastic depth as an ensembling technique by taking average outputs over networks with missing layers. Singh et al. [10] proposed swapout, an ensembling technique that combines both dropout and stochastic depth approaches.
A common problem to many of these approaches is the extensive domain knowledge required in order to construct the initial base models to be ensembled. Recent works have addressed this requirement through the proposal of evolutionary search techniques for ensemble construction and CNN architecture generation.
Zhang et al. [18] proved with extensive benchmarking that evolutionary generated ensembles based on the firefly algorithm can outperform state of the art variants by extending the attractiveness behaviour with the introduction of evading action. Attractiveness considered the global best solution rather than purely neighbouring fitter solutions, and the evading action was informed by the global and local worst individuals. These two attributes combined drove the fireflies to converge quickly by efficiently vacating unpromising regions resulting in a more efficient method for finding the best solution. By splitting the fireflies into subswarms, multiple solutions could be found, thereby generating an entire ensemble. EUSBoost [19] used an evolutionary approach which promoted diversity between ensembles using the Q-statistic diversity measure as a form of guided boosting. Bochinski et al. [20] proposed an evolutionary approach to hyper-parameter optimisation and showed that applying such a technique for an ensemble of multiple CNN's gave significant improvements on the MNIST dataset for hand-written digit recognition when compared to handcrafted architectures such as LeNet-5 [15] . Wang et al. [21] used PSO to find an optimal CNN architecture, automating the process of making architectural choices such as filter sizes, stride, layer types, network depth and width. The resulting architecture, however, did not consistently outperform handcrafted architectures. Tan et al. [22] demonstrated the effectiveness of PSO for optimising deep learning hyperparameters and cluster centroids in order to detect malignant melanoma in skin lesion images. Real et al. [23] , [24] recently presented an evolutionary generated architecture which outperformed hand-designed architectures. The method introduced an age property to an evolutionary algorithm which promoted exploration within the search rather than 'zooming in' on a good candidate too early. Moyano et al. [25] showed that over a range of 14 datasets tested, an evolutionary approach based on a generational elitist algorithm could automatically generate diverse classifiers which performed more statistically accurately and consistently when compared to state of the art approaches. Zhao et al. [26] found that by introducing an objective of sparseness to be minimised, multiple evolutionary algorithms with different objectives could construct multiple models of smaller classifiers which had the ability to generalise well together. Ultimately, an ensemble could be discovered which was multi-objective focused, diverse, and performed competitively. Fielding and Zhang [27] used an enhanced PSO variant to efficiently navigate a block-based CNN search space, using weight-sharing techniques to alleviate the enormous time and resource cost of the fitness function evaluation. The method jointly evolved and trained a single effective CNN architecture in around 34 hours using a single consumer GPU.
III. METHODOLOGY A. Base Model Generation
Following [27] , we use the SOBA method for jointly optimising and training block architecture models. SOBA is a technique whereby a population of individuals explore a search space of architecture design decisions whilst cooperatively training their internal parameters. The individuals consist of deep CNNs constructed in a block-wise manner, where each block of an individual architecture represents a portion of a linear convolutional graph. The graphs are portioned according to a scheduled increase in depth (of convolutional filter banks) alongside a decrease in spatial size (of feature map). For this implementation, each architecture then consists of five key design decisions, mapping to five distinct blocks in the architecture. The first block, or architecture decision, takes an image as input (32 × 32 × 3 for CIFAR-10) and consists of 1 . . . n convolutional layers, with accompanying BatchNorm and ReLU activation. The first convolutional layer in the block is used to increase the depth of the subsequent feature maps from 3 to 64, which is then maintained for the remainder of the block. The subsequent three blocks are also convolutional blocks and follow the same practice, whereby the first convolutional layer in each block increases the number of feature maps to 2 where takes the values [7, 8, 9] . The final block in the architecture controls the number of linear classification layers at the end of the network. Prior to this block, the output of the previous (convolutional) block is flattened and then used as input into an initial dense layer. This first dense layer consists of a simple linear layer of single neurons connecting the flattened convolutional layer to a layer output of size 4096. The subsequent layers in this block are then simply linear layers mapping input vectors R 4096 to layer output vectors R 4096 . The final layer in the architecture is a linear layer which maps the output of the final block (R 4096 ) to the number of output classes (R 10 for CIFAR-10). We then perform a softmax over the final output vector to calculate the probability of the input image belonging to each individual class.
B. Particle Swarm Optimisation
The optimisation process uses particle swarm optimisation (PSO) to evolve a swarm of individual particles representing different architecture choices, initialised as random positions in the search space. The particle positions are updated using the standard PSO methodology with modifications to the acceleration coefficients as proposed by [27] . First the velocity is updated taking into account the previous best position of the individual being updated, and the previous best position overall. The velocity update can be seen in (1) .
The velocity is then used to update the particle positions themselves through simple vector addition of the existing Fig. 1 . Cosine Late Crossover acceleration coefficients position (i.e. the position from the previous timestep) and the velocity, which can be seen in (2) .
The PSO acceleration coefficients w, c 1 , c 2 can be seen in (1) and control the tendency for the particles to follow the previous velocity, their previous personal best position, and the previous overall best position respectively. For this implementation we use the 'Cosine Late Crossover' schedule seen in Fig. 1 and consisting of:
where q = 1.5, Q = 2.5, and
where q = 0.5, Q = 2.5, which was found in [27] to provide the best tradeoff between local and global exploration throughout the optimisation/training process. We performed the optimisation process with a population m of 50 particles over 100 iterations.
C. Parameter Sharing through Lookup Table
As the joint optimisation and training process progresses, the trained parameters of the models are shared through a lookup table, using a key system to differentiate the weights of each configuration of each individual block in the architecture. An example lookup table following the optimisation process can be seen in Table. I, where the block configuration is represented by a key following the pattern a.b, with a designating the specific location of the block in the block architecture model, and b representing the size of the block.
The size of a block (b ∈ {0, . . . , 9}) determines how many convolutional layers the block will contain in the generated architecture. It is interesting to note that the performance of each block configuration degrades as it moves further away from the optimal configuration found for each block position, with the extreme values often representing very poor results. This can be seen in the increase in error rates for block 1 (the second block of convolutional layers) in the model, where 4 convolutional layers, identified by the key 1.3 provided the best error rate of 4.64%, and the error rates consistently increased with an increase or decrease of the block configuration parameter. Visual representations of the lookup table validation error rates can be seen in Fig. 2 for block 0, Fig. 3 for block 1, Fig. 4 for block 2, Fig. 5 for block 3, and Fig. 6 for block 4. The global best result from the optimisation process is therefore represented by the lowest point of each of these graphs, whilst the shape of the graphs suggests that improvements can be found in an area, rather than a single value drastically outperforming all other values.
D. Base Model Preparation
Following the joint optimisation and training process, we diverge from the usual PSO method of taking only the global best position as the final system state. In contrast, we look to Last Best Fig. 6 . Block 4 validation error rate by configuration utilise multiple particle positions in the swarm in order to promote diversity in the overall resulting model. We experimented with two main methods for choosing candidate base models for the ensemble process, the first method was to use the local best positions P i from the PSO optimisation process, where the local best represents the best result that each individual particle has previously occupied, which includes the global best. The second method was to use the weight sharing lookup table to nominate particles based on the best results that have been seen for each individual block, in order to promote even more diversity in the resulting base models. 1) Local Best Base Model Nomination: Starting with the m particles' local best positions, we consider only the unique positions in the search space, as the weight sharing process of the SOBA system ensures that particles with the same position will also have the same parameters, so ensembling them would be relatively pointless. This can be considered as the set of all distinct local best particle positions:
Which essentially represents every distinct, remaining particle local best, clustered around the global best architecture, where:
This results in a variable number of base models from 1 to m where m represents the population of the swarm.
2) Lookup Table Base Model Nomination: We also experimented with a method to generate candidate base models using the weight sharing lookup table. By considering each block B i in the architecture individually, we check the best values in the lookup table for each configuration. For each block B i we then take two candidate configurations representing the two best fitness values seen, and construct a tuple (b 1 , b 2 ) where b i represents a single integer block configuration. In this way we build a set of tuples in B, e.g.: {(1, 2) , (1, 4) , (6, 3) , (2, 7), (0, 1)}
which we can then use to generate candidate models by taking the cartesian product of all tuples:
. . , n}} (9) This results in 2 5 or 32 base models using the five-block skeleton architecture, with an individual model represented by:
e.g. the first model nominated from B above will be:
E. Ensemble Construction
Following the base model nomination process, each individual base model is then individually finetuned on a combination dataset consisting of the training dataset and the validation dataset from the optimisation process. This finetuning process takes the form of an additional 10 epochs of training on the combined dataset, using a cosine annealing learning rate schedule similar to [28] , although we choose not to perform any restarts for this work. None of the parameters of the model are fixed during the finetuning process, it can be considered simply as an extension of the training process for each individual base model. Although notably the parameters learned through this process are not stored in the lookup table. The learning rate anneals from 1e − 4 down to 1e − 7 over the 10 epochs, ensuring that any small improvements in position can still be made, without jumping over minima. Following the finetuning process, the distinct, finetuned architectures are then combined into an ensemble using a plurality voting technique (12) , where the class D decided for each example is determined by:
where C represents the classifications (C t,d ∈ {0, 1}) of each base model A i for each individual class for the input, d = 1, . . . , N represents the number of classes (N = 10 for CIFAR-10), and t = 1, . . . , T represents the number of base models in the base model pool (T = 32 for the lookup table nomination method). Plurality voting is conceptually similar to majority voting, although in the case where an individual class for a single example does not achieve more than 50% of the votes, plurality voting still takes the highest voted class, rather than discarding the example as lacking consensus. This technique ensures that we always receive a valid classification for every example, even with widespread confusion amongst the base models.
F. Duplication of Work
A significant downside to the construction of ensembles of deep learning models is the duplication of work that is required in order to generate multiple, distinct models. This duplication of work is common when ensembling CNNs with the same architecture, as often multiple identical models are trained either on slices of the dataset with a bagging technique, or even on identical datasets, and then ensembled together to produce a slight increase in performance. Our system alleviates the majority of this duplication of work through our weight sharing mechanism, which ensures that as the optimisation process progresses, the individual blocks in the architectures are trained by all of the models that share them. The only remaining duplication of work is the small finetuning step, whereby we train each base model on the combined training and validation datasets for a small number of epochs in order to reduce overfitting from the optimisation process. This finetuning process takes around four minutes of extra processing time for each base model on our single NVIDIA GTX 1080Ti GPU, representing a very minor increase in required resources.
IV. EVALUATION
We evaluate our system on the CIFAR-10 [29] image classification dataset, which consists of 32 × 32 colour images, each with a single associated class. The dataset itself consists of 60,000 images, with precalculated splits of 50,000 for training and 10,000 for testing. We pre-process the images on-the-fly using the augmentations proposed by [30] . For our evaluations we used the same splitting technique as [27] , whereby we further split the 50,000 training images into 45,000 training and 5,000 validation. The validation images are then used as the performance measure for the fitness evaluations during the evolutionary optimisation process. After the conclusion of the joint optimisation/training process, the training and validation images were recombined back into the 50,000 image training set which was used to finetune each of the base models following the nomination process. To this end, we experimented with the two methods of base model nomination previously described.
A. Local Best Ensemble
Following the conclusion of the joint optimisation and training process, we were left with 5 distinct local best positions, with a number of clusters of particles occupying the same position. The finetuning process was performed, taking around 15 minutes extra processing time than simply using the global best position. The final test performance of the individual base models and the resulting constructed ensemble on the CIFAR-10 test set can be seen in Table. II. Each remaining distinct position is given, along with a tally of the number of particles occupying this position at the conclusion of the optimisation process. It is clear from the results that the global best position provides the best results out of all of our candidate base models. It is also clear that the ensemble technique resulted in improved performance over all of the base models used in its construction, including an improvement of 0.27% over the global best solution chosen by the optimisation process, going from an error rate of 4.66% down to 4.39%. Fig. 7 shows each of the remaining, distinct local best positions projected into two dimensions using t-Distributed Stochastic Neighbour Embedding (t-SNE) [31] in order to demonstrate the variations in architecture for the base models in the ensemble.
B. Lookup Table Ensemble
Following the conclusion of the joint optimisation and training process, we used the lookup table base model nomination process described earlier to generate 32 base models. The finetuning process for the lookup based ensemble took around 2 hours of extra processing time when compared to simply using the global best. The positions, counts, and test results can be seen in Table. III and Fig. 8 shows the same t-SNE projection for the candidate positions identified by the lookup table method of base model nomination. It is clear that using the lookup table method can provide us Fig. 8 . Projection of the candidate positions identified by the lookup method into two-dimensional space using t-SNE (global best in red) with many more diverse candidate base models for ensemble construction than the local best nomination method, although the majority of these models are not necessarily the best candidates overall. Interestingly, the lowest single model error rate was not achieved by the global best position, rather it was achieved by a position that did not appear in the remaining local bests whatsoever. The increased diversity of the base models nominated by the lookup table method resulted in the construction of a much more effective ensemble, producing an error rate of 4.27%, which was 0.36% lower than the global best and 0.31% better than the best single base model performance. Table. IV shows a comparison with other, recent evolutionary architecture generation works, with our model referred to as Swarm Optimised Block Architecture Ensembles (SOBAE). Notably our method uses a single GPU and runs in a reasonable amount of time compared to some of the other works. We also show that with minor increases in the amount of time, using our ensembling method, we can show an improvement of over half a percent when compared to the SOBA [27] method.
C. Overall Results

V. CONCLUSION
In this paper, we have shown that ensembling through careful nomination of base models following a joint evolutionary optimisation and training process for CNN architecture generation can produce improved performance over the single best model found by the search process. We found that constructing and ensembling a pool of base models from our shared weight lookup table could improve the error rate of the resulting system from 4.66% down to 4.27% with a two-hour increase in required processing time. Alternatively, constructing and ensembling a pool of base models from the remaining local best positions following the optimisation process improved the error rate of the resulting system from 4.66% down to 4.39% with only 15 minutes of extra processing time. Our method is able to possess such efficient computational cost owing to a minimal duplication of work, as the majority of the training of the base models is performed jointly throughout the optimisation process.
In the future we intend to experiment with other swarm optimisation methods such as quality and diversity optimisation [34] and scattering and repulsive firefly optimisation [35] in order to increase the diversity of the base models that are generated. We also intend to explore different ensembling methods, including weighted ensembling in order to provide more influence to the global best, and the higher performing (better fitness) individuals from the optimisation process.
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