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 In this research, we investigate a text classification method for a small amount of training data. In the 
field of text classification, supervised learnings based on Naive Bayes or support vector machine are 
frequently used. The accuracy by supervised learnings is high if a large amount of training data are available. 
On the other hand, it tends to become low if only a small amount of training data are available. Since 
preparing a large amount of training data is cost-ineffective, we propose to reduce the necessary amount of 
training data to achieve high accuracy. This is achieved by using self-training data in a pre-training phase. 
Moreover, we propose utilize Word2Vec to quantify texts because the dimension of resulting data produced 
by bag-of-words, often used for quantifying texts, is too high to calculate with a neural network. Through 
several numerical examinations, we found that the accuracy by the proposed method is relatively high even 
with a small amount of training data. 
















































分類は，はじめに入力 x を入力層で受け取り i 番目のノ
ードに入力された x の値を xiとし，中間層へ受け渡す．
その際に i番目のノードから j番目のノードへのリンクの
重み wijを各 xiに掛け，中間層のノードで受け取る．中間
層の j 番目のノードで受け取る値を s1jとし，j 番目のノー
ドの閾値を bjとすると s1jは式(1)のように表される． 
 
 s1j =  ∑ 𝑤𝑖𝑗𝑥𝑖 − 𝑏𝑗
𝑛
𝑖=0
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ルの部分のみが 1 で，それ以外は 0 のベクトルである． 
 
 𝐸(𝑾) = − ∑ 𝑑𝑘log𝑦𝑘
𝐾
𝑘=1



















































せる．手法の概要図を図 3 に示す． 
図 1 ニューラルネットワークの一例 


















ベクトル数を 200，i 個目の単語の j 次元の要素を wijとす
ると，文書ベクトル d は式(4)のように表すことが出来る． 
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究で変更するパラメータは下記の 6 個である． 
 中間層の数 
















ち切る際の条件，エラー率 0 から 0.3 までを 0.1 ごとで
変化させる． 
図 2 衆議院のベクトルと近い単語 
図 3 提案手法の概要 
４． 実験結果と考察 
本タスクで上記のようにパラメータを変更した場合の
パラメータの最適値は表 1 のようになった． 
最も精度に差が表れたパラメータは，層の数であり，
最も精度が良かった値は 2 で，最も精度が悪かった値が 4
であった．Word2Vec と深層学習を組み合わせた層の数を









イズ分類器との精度の比較を行った結果を表 2 に示す． 
表 2 より提案手法は precision，Recall，精度全てにおいて
ナイーブベイズで分類を行った結果より優れた数値であ
























表 1 提案手法の最適なパラメータ 
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  提案手法 ナイーブベイズ 
precision 0.81 0.71 
recall 0.78 0.65 
f 値 0.79  0.68  
精度 0.78 0.65 








図 4 分類精度と教師なしデータの件数の関係 
