Modern applications, e.g. vlsi manufacturing, give rise to complicated queueing models, often of the re-entrant type. Their complexity, together with implications of their performance, renewed interest in their performance and the computation of good control (e.g. scheduling) policies. Recent work concentrated on computable (mostly linear) performance bounds. We show that the linear bounds can be obtained naturally, and under weaker assumptions, using generating function techniques. This approach gives rise to a new class of bounds, on performance over busy periods.
Consider a basic open re-entrant line model, as in [7] . Parts arrive as a Poisson process with rate λ to buffer b 1 . After being processed they proceed to buffer b 2 , then to b 3 etc., and finally to buffer b L . There are S processing machines, and machine σ(j) is responsible for processing the parts in buffer j. Service time at b i is exponential with mean 1/µ i . Although this class of models is somewhat restricted, it suffices to illustrate our methods, which apply to a much wider class of models.
Let x i denote the number of parts in buffer i, and x = (x 1 , x 2 , . . . , x L ) ′ . The control action w i ∈ {0, 1} encodes whether machine σ(i) serves buffer b i (in which case w i = 1).
We set w i = 0 whenever x i = 0. Assume that for some 0 ≤ ρ ≤ρ and each machine σ, ρ · 1 [x i = 0 for some i : σ(i) = σ] ≤ i:σ(i)=σ w i ≤ρ ≤ 1 .
(1.1)
Then ρ = 1 is the non-idling case, and by definitionρ ≤ 1. Unlike some previous work, we do not make a-priori assumptions of boundedness of moments, and we do not restrict to non-idling policies. We use uniformization, and normalize the rates so that λ + µ i = 1. Denote by τ n the time of the nth event and by F n the σ-algebra of events up to τ n . Denote by x(n) (w(n)) the state (control action) vectors at τ n .
This class of models arises in modern applications, especially in the area of vlsi manufacturing. The models are too complex for exact analysis, and it is not possible in general to obtain the form of optimal policies. However, improving the performance of these systems is of great practical importance. Consequently, there is renewed interest and much ongoing work researching their performance and searching for good control (e.g. scheduling) policies. Recent work concentrated on computable performance bounds, mostly linear, for classes of policies: see e.g. [1, 6, 7, 5, 8] . We show that the linear bounds of [1, 6] We use the notation a · b to denote the scalar product of two vectors:
The basic generating functions relation
Relations involving consecutive event-times follow directly from the description of the model. Setting µ 0 = λ, we have
, with probability λ, w i−1 (n) if i > 1 and x i−1 (n) > 0, with probability µ i−1 −w i (n) if x i (n) > 0, with probability µ i 0 otherwise.
Since this is a continuous time model with exponential holding times, at most one event may occur at any given time τ n . Defining w 0 (n) = x 0 (n) = 1, the first case in (1. 2) can be omitted while the second case applies to all i (including i = 1).
Remark: here and below, expectations and conditional expectations are well defined since w is bounded, x is positive and c i ≤ 0, so that we are dealing with bounded terms.
Proof. Fix c < 0 and i > 1. For simplicity, we only derive the relation for the case
3) is obtained using exactly the same arguments.
From (1.2), since there can be at most one event at a time,
Since w i (n) = 0 whenever x i (n) = 0, we can drop the indicator functions so that
Since w 0 = x 0 (n) = 1 and µ 0 = λ, the same derivation holds also for i = 1.
Note that no assumptions are needed to derive this relation.
The steady state limit
In this section we assume stability, in the sense that the random variables of interest converge in distribution, and denote the limits as (w j , x i ). We make no assumptions on the finiteness of moments [2] . Recall our notational convention w 0 (n) = 1 = w 0 .
In particular, if we choose c j = 0 for all j = i and set c i = c, then
Proof. Follows immediately upon taking expectations and limits in (1.3) and (1.5):
Lemma 2.7 shows that limits as n → ∞ exist, and that the limits of the left hand sides of (1.3) and (1.5) equal 0. 
Flow balance and consecutive buffers
The flow balance relations hold without any assumptions on moments, and (in contrast with previous work) it is not necessary to restrict to non-idling policies.
Theorem 2.3 Assume (w i (n), x(n)) converges in distribution for each i, and denote the limits by (w i , x). Then for each i,
in the sense that either both sides are finite and equal, or both are infinite.
It is possible that both sides are infinite: only convergence in distribution is required.
Moreover, the non idling condition is not used. However, this result does not guarantee that µ i E w i (n)x i (n) converges: indeed, it is possible that it is infinite while the limit is finite (or the converse may hold): cf. [4] .
Further linear relations
The relations between non neighboring stations are as follows.
for some i = 1, then for each j = 1 such that |i − j| > 1,
The results hold even when the mean is infinite: in this case, both sides are infinite.
Performance bounds
The performance of re-entrant lines is often measured through a steady state measure E C(x) for some function C, were x is the steady state value of the (vector) queue sizes. In general, re-entrant line models are too complex for exact analysis, let alone optimization, since the state space is infinite and few general structural results are available. As in [6] , we show that the performance can be bounded by the solution of a mathematical program. The number of variables in (hence the dimension of) this program is at most S × (L + 1). It should be noted, though, that the mathematical program is not equivalent to the optimization problem, and in particular the number of equality and inequality constraints is smaller than the number of variables.
Denote by z 0 the L-dimensional vector with components z 0j . Given a function C, define
10)
We can now state a lower as well as upper bound for linear performance functions, in terms of a finite linear program.
Theorem 2.5 Assume (w i (n), x(n)) converge in distribution and denote the limits by
If the control policy is non-idling, we can restrict the feasible region by
Proof. Given the limit (w i , x) define z ij = E (w i x j ). These obviously satisfy (2.6). By definition, w 0 = 1 so that z 0j = E x j , and since C is linear,
The relation (2.7) follows from (1.1). The relations (2.8) and (2.9) are exactly the relations (2.4) and (2.5). Thus any policy for which convergence in distribution holds gives rise to a feasible solution, and the upper and lower bounds follow. Finally, for a non-idling policy ρ = 1 and (2.12) follows from (1.1).
For convex functions, the bounds arise from a convex mathematical program.
Corollary 2.6 Assume the conditions of Theorem 2.5. If C is convex then C * ≤ E C(x). If C is concave then E C(x) ≤ C * . For non-idling policies, (2.12) holds.
Proof. By Jenesen inequality, for C convex E C(x) ≥ C (E x). The arguments of Theorem 2.5 now give the result. The proof for the concave case is symmetric.
We can incoporate assumptions on the policies into the mathematical program. For example, if we restrict to priority policies and station j has higher priority than i with 
Some technical results
Lemma 2.7 Fix c i ≤ 0, i = 1, . . . , L. Assume that (w i (n), x(n)) converges in distribution, and denote the limit by (w i , x). Then E w i (n)e c·x(n) → E w i e c·x .
Proof. Since c i ≤ 0, x i ≥ 0, and 0 ≤ w ≤ 1, the function we c·x is bounded and continuous. The result follows since convergence in distribution implies convergence of expectations of bounded continuous functions (cf. [2] ).
Lemma 2.8 Assume that x(n) converges in distribution. If the control policy is stationary, then (w i (n), x(n)) converge in distribution for all i.
Proof. If the control policy is stationary, then w j (n) is a (continuous-since the state space is discrete) function of x(n) and possibly of some additional independent randomization, where the distribution of this randomization may depend only on the value of x. This guarantees (cf. [2] ) the joint convergence in distribution.
Busy period relations
In this section we show that the relation ( Suppose all queues are empty at n = 0, that is x(0) = 0. Define
The basic relation over a busy period is given in the following theorem.
Proof. Summing the left-hand-side of (1.3) from n = 0 to τ − 1, taking expectation and using x(0) = x(τ ) = 0 we obtain
since {n < τ } is in F n . Since the last sum is bounded (in absolute value) by 2 E τ , we can take the expectation inside the sum. This shows that both sides of (3.3) equal 0.
Now substitute (1.3) into the left-hand-side of (3.3) to obtain (3.2).
Remark: we can obtain an analogue of Theorem 3.1 over a busy period of one queue:
if we set τ i = min{n > 0 : x i (n) = 0}, we can repeat the derivation of Theorem 3.1 as well as other results below to obtain relations under assumptions on τ i .
Flow balance and consecutive buffers
As before, the basic Theorem 3.1 gives rise to linear relations, this time over busy period. Define τ N = min{τ, N }.
Theorem 3.2 If τ < ∞ w.p.1 then for all i,
so that if E τ = ∞, all terms are infinite.
Thus the total expected work brought in over a busy period equals the total expected work done on a queue, provided only the period is finite. This work is infinite unless the period has finite expectation.
Finally, we obtain a relation between products (w i (n)x i (n)) over a busy period.
Additional relations can be obtained using the same methods, leading to performance bounds as in Subsection 2.3, but now for E
Some technical results
Proof. The first claim follows from (3.3) where now e c·x(0) = 1 = e c·x(τ N ) . Here the change of order of summation and expectation is justified since the sum is finite (N terms at most). The second claim follows from the bounded convergence theorem since by assumption lim N →∞ x(τ N ) = 0, and e c·x(τ N ) ≤ 1.
Remark: The corollary gives information about the limit of the expectation, as N → ∞.
If E τ = ∞ then it does not provide information about the expectation of the limit, that is, about the expectation of the left hand side of (3.8) , where τ N is replaced with τ . Indeed, if E τ = ∞, if we define c = min i c i then
by monotone convergence and the definitions of τ and c. Thus the expectation of the limit may be ill defined, being the difference of two infinite quantities.
Concluding remarks
We illustrated our approach by re-deriving some existing bounds, and obtaining new busy-period bounds. The approach gives stronger results in that weaker assumptions are needed, and typical results establish equalities even when the terms are not finite. The standard linear bounds have been used to obtain stability and performance bounds in [7, 8] and later papers. We intend to continue our investigation of the new approach, and in particular use our busy-period results to relate the bounds to state action frequencies, so as to obtain characterizations of useful policies.
Appendix

Proofs for Section 2
Proof of Theorem 2.3. We start with (2.2). Rearranging terms,
The functions w j e cx i are positive (meaning greater or equal to 0) and increase monotonically to the limit w j as c ↑ 0. Therefore, by the monotone convergence theorem,
where the last equality is just the case i = 1. Returning to the basic equation (5.2), by Lemma 5.2 (see Appendix) we can differentiate both sides with respect to c, and interchange derivatives and expectation. This yields
Therefore, we obtain using the monotone convergence theorem as before
where either both sides are finite, or both are infinite.
Lemma 5.1 Assume the control policy is stationary. Then {x(n)} converges in distribution if and only if E 0 τ < ∞ (cf. (3.1) ).
Proof. Due to the uniformization, the queueing process is a-periodic. The claim then follows from standard results on Markov chains [3] .
Proof of Theorem 2.4. Fix c i < 0 and c j < 0, and set c k = 0 for k ∈ {i, j}. Starting with (2.1), after rearranging terms, we obtain
As before, we can differentiate and interchange differentiation with expectation. Taking partial derivatives with respect to c i we obtain
(5.12)
Taking partial derivatives now with respect to c j we obtain e c E w j−1 x i e cx i +cx j = E w j−1 x i (5.14) 
in the sense that either both sides are finite or both are infinite. The result now follows by an application of the dominated (or of the monotone) convergence theorem.
Proofs for Section 3
Proof of Theorem 3.2. Note that if E τ is finite, we can start with (3.2), set c j = 0 for j = i, divide by e −c i − 1 and then take the limit as c i ↑ 0 (using monotone convergence). The last equality is just the case i = 1.
More generally, set c j = 0 for j = i and rewrite (3.8) as
Dividing by e −c i − 1 we obtain
by monotone convergence, and similarly for the first term on the right of (5.18), where these are possibly infinite. However, by bounded convergence,
since x i (τ ) = 0, so that the nominator vanishes for all c i < 0.
Proof of Theorem 3.3. Starting with Equations (5.18) we let N → ∞ and obtain by monotone convergence and (5.22)
As in Lemma 5.2 we can show that the slope (with respect to c i ) is bounded by a constant times τ , so that we can interchange differentiation and expectation, to obtain
and similarly [w i−1 (n)x i (n)] + λ E τ (5.30) and the result is established.
Technical estimates
Lemma 5.2 Let x be a positive random variable and fix c < 0. For any n ≥ −1, for all a close enough to c. Since x n+1 e cx/2 has finite expectation, the dominated convergence theorem implies that we can take the limit inside the expectation, that is, differentiate under the expectation. 
