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INTRODUCTION 
If J is a real function defined on a convex subset Y of a real linear space 
E, the directional derivative at x (E Y) in the direction of y (E E) is usually 
defined as 
lim J(x + tY) -J(x) 
t-to t ) 
if it exists. Thus the directional derivative is a real (or, possibly, extended 
real) function on Y x E. Frequently it will be linear on E. This implies that if 
E is a non-locally convex space with no nontrivial continuous linear 
functionals, the directional derivative will be a topologically pathological 
function of its second variable. Furthermore, care must be taken in this 
definition, because we must ensure that x + ty E Y for all sulKciently small t. 
This will necessitate imposing a restriction either on Y, or on x. In this paper 
we will adopt the following definition of directional derivative, purely 
internal to Y, that avoids these problems. 
Let Y be a convex subset of a real linear space, J : Y w R, and suppose 
that x, y E Y. Then the directional derivative of J at x towards y, J/(x, y), is 
defined to be 
,‘i+T+(J((I - I) x + tr) - J(x))/t 
if it exists in R. 
We shall have occasion to deal with two special classes of funtions on Y: 
C(Y) = {J : J is a real, convex function on Y) 
and 
CZ-Z( Y) = (J : J E C(Y), J is hemicontinuous on Y}. 
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((‘Hemicontinuous on Y” means “continuous on all line-segments in Y.“) 
Clearly, if J E C(Y) then J/(x, y) is defined E [-co, co) for all x,y E Y, i.e., 
J’ : Y x Y t--i [-a& co). 
In Sections 1 and 2 we explore the properties of directional derivatives, in 
particular those of functions J E C(Y). In Sections 3 and 4 we consider the 
converse problem: characterize those functions a : Y X Y t, [-co, co) such 
that a = J’ for some J E CH( Y). We prove first, in Theorem 6, that if there 
exists such a function J, then J is unique to within an additive constant and 
then, in Theorem 7, we give the complete characterization of the finite 
functions u with this property. 
In Section 5 we explore the connections between our analysis and 
variational inequalities. By way of background, let Y be a nonempty convex 
(not necessarily closed) subset of a real Hausdorff linear topological space 
and a : Y x Y+P R satisfy 
a is convex and 1.s.c. in its second variable, 
a is hemicontinuous in its first variable 
and 
for all x, y E Y, U(X,Y) + 4% x> < 4x7 x> + 4.h.Y); 
let K be a compact, convex subset of Y. Then it was proved in Theorem 8 of 
[2] that (l)--(4) are equivalent. 
There exists k E K such that, for all x E Y, a(k, k) < a(k, x). (1) 
There exists k E K such that, for-all x E Y, a(x, k) < u(x, x). (2) 
For all x E Y, there exists k E K such that u(k, k) < u(k, x). (3) 
For all x E Y, there exists k E K such that u(x, k) < u(x, x). (4) 
Now the normal use of variational inequalities is for finding the minimum 
value of convex functions on convex sets. In Theorem 9, we shall prove that 
(l)-(4) are indeed equivalent if a = J’, where J is any real, convex, 1.s.c. 
function on Y, and that k satisfies (1) or (2) .G. J(k) = inf J(Y). This result 
does not follow from [2, Theorem 8) since a can take the value --cc ; 
furthermore a is not necessarily 1.s.c. in its second variable. On the other 
hand, our proof is motivated by the proof of [2, Theorem 81, and makes the 
same use of the “penalty function h,” though here we do not need either the 
triangulation of a simplex or the Hahn-Banach theorem. ’ 
Our characterization of directional derivatives involves the concept of 
“cyclically subskew” function of two variables. This concept was motivated 
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by the definition of a “cyclically monotone” operator introduced in [ l]. 
However, the connection does not seem to extend beyond this formal one 
since the analysis in [ 1 ] is concerned with subdifferentials, which require the 
existence of a copious family of continuous linear functionals. Our analysis 
is concerned with the non-locally convex case, where there might be only the 
zero continuous linear functional. 
1. ELEMENTARY PROPERTIES OF DIRECTIONAL DERIVATIVES 
The following properties are immediate from the definition of J’(x, y) 
given in the Introduction 
For all x E Y, J’ (x, x) = 0. 
Forallx,yE YandtE (0, l], 
J’(x, (1 - t) x + ty) = W(x, y). 
(5) 
(6) 
1. LEMMA. Let x,yE Y, definef: [O, l]-+R by 
f(t) = J(( 1 - t) x + ty) 
and write f+(t) and f-(t) for the right- and left-hand (respectively) Dini 
derivatives off at t. Then, 
for all t E [0, 1 ), f’(t) =J’((l - t)x + ty,y)/(l - t) (7) 
and 
for all t E (0, 11, f -(t)=-J’((1 -t)x+ ty,x)/t. (8) 
Proof. 
J’((1 - t)x + ty,y)/(l -t> 
= /ly+(J((l-u)[(l-t)x+ty]+uy)-J(l-t)x+ty))/u(1 -t) 
= ;\rf+ (f (t + UC - ut) -f (t))/(u - ut) = f + (t). 
The proof of the other assertion is similar. 
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2. THE DIRECTIONAL DERIVATIVE OF A CONVEX FUNCTION 
2. LEMMA. Let J E C(Y). 
(a) For all x, y E Y, 
J’(Xl Y) < J(Y) - J(x). (9) 
(b) J’ is cyclically subskew, i.e., for all n > 1 and x0,x, ,..., x,, E Y. 
J’(xO, x1) + J’(x,, x2) + ... t J’(x,, x,,) < 0. 
(c) J’ is convex in its second variable, i.e., for all x E Y, J’(x, ) is 
convex on Y. 
Proofs. (a) Let t E (0, 1). Then 
J((l-t)x+ty)<(l-f)J(x)+fJ(y); 
hence 
(J(( 1 - t) x t 0’) - J(x))/t < J( J’) - J(x). 
The result follows by letting t--f O+. 
(b) This is immediate from (a). 
(c) Let t E (0, 11 and u E 10, 11. Then, for all x,y, z E Y, 
J((l -t)x+t(uy+(l -u)z)) 
<uJ((l -t)x+ty)+(l -u)J((l --t)x+tz). 
It follows easily from this that 
J’(x,uy$(l--)z)<uJ’(x,y)+(l-u)J’(x.z), 
as required. 
The definition of cyclically subskew, above, was motivated by the concept 
of cyclically monotone relation introduced in 11 I. 
3. ON CERTAIN FUNCTIONS OF Two VARIABLES 
We write .d for the set of all functions a : Y X Y t, (-co, co) such that 
for all x E Y, a(x, x) = 0, (10) 
forall x,yE Y andtE (0, 11, a(x.(l--t)xtty)=ta(x,y), (11) 
for all x,p E Y, a(x.y)+a(y,x)<O (12) 
and a is convex in its second variable. (13) 
288 RODI? AND SIMONS 
It is clear from (5), (6) and Lemma 2 that 
JEC(Y)*J’Ed. (14) 
If a E & and x,y E Y we define functions CZ~,~ and aXTy as follows: 
for all t E (0, I], a,,,(0 = -a((1 - t> x + ty, x)/t, 
for all t E [0, l), dyt) = a(( 1 - t) x + ty, y)/( 1 - t). 
3. LEMMA. Let a, b E &’ and a < b on Y X Y. Further, let x, y E Y. 
(a) For all t E (0, I), u,,,(t), uXvY(t) E R and u,,,(t) & u”*‘(t). 
(b) For all 0 <s < t < 1, ax*‘(s) < u,,,(t). 
(c) ux,y and uXvy are increasing on (0, 1). 
(d) Zfs E (0, 1) and b,,, is continuous at s then 
u~,~(s) = cPY(s) = b,,,(s) = b”*Y(s). 
(e) The four functions u~,~, uxSy, bx,y, and b”*y ure identical except 
possibly on a countable subset of (0, 1). 
Proofs. (a) From (10) and (13), for all t E (0, l), 
0 = a(( 1 - t) x + ty, (1 - t) x + ty) 
< (1 - t) a((1 - t) x + ty, x) + ta((l - t) x + ty, y). 
The result follows on dividing by t( 1 - t). 
(b) Letp=(l-s)x+syandq=(l-t)x+ty. Since 
p2q+‘-s, and 
l-t t-s 
t 9=I-sP+1-sY 
it follows from (11) that 
t-s 
4PY 4) = ~ 1 -s u(P,Y) and 
t-s 
4% P) = - t 4s3 x>. 
Thus, from (12) 
t-s t-s 
- u(p, Y) + -j- u(q, x) < 0. l-s 
The result follows on dividing by t - s. 
(c) If 0 < s < t < 1 then, from (a) and (b), 
ux,y(s) < ax*“(s) < %,,W Q a”*“(t). 
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This gives the desired result. 
(d) 0 < s < t < 1 then, from (c), 
b,,,(s) < %.,(S> < ax’y(s) < b”*y(s) < b,JO. 
The result follows. 
(e) This is immediate from (d) and the fact that the increasing 
function b,,, has at most a countable number of discontinuities. 
4. THE DIRECTIONAL DERIVATIVE OF A 
CONVEX HEMICONTINUOUS FUNCTION 
Let a E .&’ and x,y E Y. From Lemma 3(c) and (e) both 
lim ax,,(t) 1-o+ and lim dqy(t) t-rot 
exist in I-co, co) and are equal. We write a,(x,y) for the common value. 
Thus 
a, : Y x Yb [-a& co). 
From Lemma 3(b), for all x,y E Y and t E (0, 11 
u(x,y) = dqY(0) < u,.,(t); 
hence, letting t + Of, 
Put another way, 
a(x,JJ) < U,(XlY). 
a<a, on YX Y. 
4. LEMMA. Let f: [0, 11 F+ R be continuous and convex. Then f * is 
right-continuous on [0, 1). 
Proof For all t E [O, 1) 
f i(t> = o<tn<fi.Jf(t + u) -f(t)>lu. 
Thus f ’ is U.S.C. on 10, 1). The result follows since f ’ is increasing on 
10, 1). 
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5. THEOREM. Let J E CH(Y). Then J{ = J’. 
Proof: Let x, y E Y and t E [ 0, 1). Then, with f as in Lemma 1, 
J’x,y(f) = J’(( 1 - t) x + ty, y)/( 1 - t) =f + (t). 
Letting t -+ O+ and using Lemma 4, 
JI (x, Y) =f + (0) = J(x, Y). 
This is the required result. 
We now turn to the converse problem of characterizing those functions a 
that are of the form J’ for some J E CH(Y). We first prove a theorem that 
implies that any J E CH(Y) is determined to within an additive constant by 
.I’. The actual result is somewhat stronger. 
6. THEOREM. Let u E -oP, J E CH(Y) and 
a<J’ on Yx Y. 
Then, for all x, y E Y, ax,y is integrable on (0, 1) and 
(15) 
J(Y) -J(x) =./IO ,) a,,,. 
Proof: Detinefas in Lemma 1. For all O<c<e<d< 1 
f-Cc> <f-(e) <f+(e) <f +(d); 
thus, from [3, Lemma (6.3), p. 2261, F is Lipschitz continuous, hence 
absolutely continuous, on [c, d]. Thus 
f (4 -f Cc> = l,c,d,f 
= 
i 
J’ 
[c,dj x3y 
from (8); 
from (14), J’ E &; hence, from (15) and Lemma 3(e) with b = J’ 
f (4 -f (c> = l,c dl ax,y. 
The result follows by letting c -+ O+ and d -+ 1~ (independently) and using 
the hemicontinuity of J. 
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We know from (14), Lemma 2(b) and Theorem 5 that if there exists 
J E CH( Y) such that a = J’ then 
a E <d, 
and 
a is cyclically subskew (16) 
a, =a. (17) 
We shall see in the following theorem that if a is jkite then these three 
conditions are, in fact, sufficient. We do not know what the situation is if a 
can take the value -co. As might be expected, Theorem 6 can be used as the 
basis of a construction for J. We give a simpler proof here that avoids 
integration. 
1. THEOREM. Let a E d. a be finite and (16) be satisfied. Then there 
exists J E CH( Y) such that 
a<J’<a, on Y x Y. 
In particular, if (17) is also satisfied then 
J’ = a. 
ProoJ: Let x0 E Y be fixed. For all x E Y let 
J(x) = sup(a(x”,x,) + ... + a(x,-,,x,) : n > 1.x ,,..., x, , E Y.x,, =x1. 
From (16). 
4x,, x) <J(x) < -a(x,. x0). 
Thus, since a is finite, so ‘is J. J is also the supremum of the convex functions 
4x,.x,)+ ... +a(x,-,, .), hence convex. If x,~ E Y then it follows easily 
from the definition of J that 
a(x,y) <J(y) -J(x) < -a(y. x). 
Hence. for all t E (0, l), 
a(x,(1-t)x+t~)~J((1-t)x+t~)-J(x)~-a((l~~r)s+t~~,x). 
Dividing by t and using (1 1 ), 
a(x,.v) < (J((1 - t) x + t.v) - J(x))/t < a.,.,.(t); 
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thus, letting t -+ O+, 
4&Y> <J’(X,Y) < a,(x,Y). 
We have, thus, proved that 
a<J’<a, on YXY 
as required. This implies that J’ is finite, from which it follows easily that J 
is hemicontinuous on Y. 
The definition of J given above is motivated by [ 11. 
5. VARIATIONAL INEQUALITIES FOR DIRECTIONAL DERIVATIVES 
8. LEMMA. Let J E CH(Y), L E C(Y) and k E Y. Then (18~(20) are 
equivalent. 
For ail x E Y, J/(x, k) <L(x) -L(k). (18) 
For all x E Y, J’(k, x) > L(k) -L(x). (19) 
For all x E Y, J(k) + L(k) <J(x) + L(x). (20) 
Proof. Let k satisfy (18) and x E Y. Then, for all t E (0, 1), 
J’((1 - t) k + tx, k) < L((1 - t) k + tx) -L(k) < t(L(x) -L(k)); 
hence 
Letting t -+ 0 + , 
J;,,(t) > L(k) - L(x). 
J; (k, x) > L(k) - L(x). 
(19) follows from Theorem 5. It is immediate from (9) that (19) + (20) since 
J’(k, x) < J(x) -J(k). Similarly, (20) =c- (18), since J’(x, k) <J(k) -J(x). 
We suppose for the rest of this paper that Y is a convex subset of a real 
Hausdorff linear topological space and J and L are real, convex, 1.s.c. 
functions on Y. 
9. THEOREM. Let K be a compact convex subset of Y. Then (21~(25) 
are equivalent. 
There exists k E K such that, for all x E Y, 
There exists k E K such that, for all x E Y, 
J’(x, k) < L(x) -L(k). (21) 
J’(k, x) > L(k) -L(x). (22) 
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There exists k E K such that, for all x E Y, J(k) + L(k) < J(x) + L(x). (23) 
For all x E Y, there exists k E K such that J’(k, x) > L(k) - L(x). (24) 
For all x E Y, there exists k E K such that J/(x, k) < L(x) -L(k). (25 1 
ProoJ Since J is convex and 1.s.c. on Y, J E CH(Y); hence, from 
Lemma 8, (21)o (22) o (23). Clearly (22)+ (24) and, since J’ is 
cyclically subskew, (24) * (25). 
We complete the proof by proving that (25) * (23). From the 
compactness and semicontinuity, there exists k E K such that 
J(k) + L(k) = min(J + L)(K). 
Let x be an arbitrary element of Y. We shall prove that 
J(k) + L(k) < J(x) + L(x). 
(26) 
(27) 
This will establish (23), completing the proof of the theorem. 
DefineX=conv{KU (x)} and h :XE+ 10, 11 by 
for all z E X, h(z)=inf{A:O<A< l,zE(l -A)K+AXJ 
Then h is convex and 1.s.c. on X and 
Define Z : X tt 10, 11 by I = h*. Since X is compact and I, .Z and L are 1.s.c. 
h(z) = 0 o z E K. (28) 
on X, we can choose y E X such that 
for all z E X, Z(Y) + J(Y) + L(Y) < Z(z) + J(z) + L(w). 
From Lemma 8, with Y, J, k and x replaced by X, Z + .Z, y and z, respec- 
tively, 
for all z E X, I’(Y, z) + J’(Y, z) z L(Y) - L(z); (29) 
hence, from (9) 
for all z E X, J’(Y, z) a Z(Y) - Z(z) + L(Y) - L(z). 
From (25) there exists w E Kc X such that 
J’(y, w) < L(Y) -L(w); 
thus, combining this with (30) 
Z(Y) < Z(w). 
(30) 
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Since w E K, it follows from (28) that 
y E K. (31) 
Now, for all z E X and f E (0, l), 
1((1 - t)y + tz) = h((1 - t)y + tz)2 
< t2h(z)2 from (28) and (3 1). 
It follows easily from this that, 
for all z E X, I’(Y, 2) < 0; 
thus, from (29), 
for all z E X, J’(Y, z> > L(Y) - Uz). 
From Lemma 8 again, with Y, k, and x replaced by X, y and z, respectively, 
for all z E X, J(Y) + L(Y) <J(z) + Uz). 
In particular, since x E X, 
J(Y) + L(Y) < J(x)+ G). 
Further, from (26) and (31), 
J(k) + L(k) <J(Y) + L(Y)- 
Combining these last two inequalities gives (27), and hence the required 
result. 
10. COROLLARY. Suppose there exists z E Y and a compact, convex 
subset K of Y such that 
YEY and J’(Y, z) + Uz) > L(Y) *Y E K. (32) 
Then 
Z= (k:kE Y,foralfxE Y,J’(k,x)+L(x)>L(k)) 
is a nonempty, compact, convex subset of K. 
Proof. Clearly 
Z c (k : k E Y, J’(k, z) + L(z) > L(k)} c K. 
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It follows from Lemma 8 that 
Z= (k:kE Y,forallxE Y,J(k)+L(k)<J(x)+L(x)} (33) 
and so Z is closed and convex. It remains to prove that Z # 0. It is clear 
from (5) and (32) that z E K. If xE y\K then, again from (32) 
J’(x, z) + L(z) < L(x); 
hence there exists k E K (namely, k = z) such that 
J/(x, k) + L(k) < L(x). (34) 
If x E K then, again, there exists k E K (namely, k = x) such that (34) is 
satisfied. Thus we have proved that (25) is satisfied. From Theorem 9, (23) 
is satisfied and so, from (33), Z # 0, as required. 
11. EXAMPLE. The situation of Corollary 10 is not artificial; it does 
arise in practice. Let Y be a nonempty, unbounded, closed convex subset of a 
real Hilbert space H, b be a positive semidefinite symmetric bounded bilinear 
form on H (“bounded” means that 
for all x E H, b(x,x)< Ilbll Ilxll’)~ 
and let L be a bounded linear functional on H. Define J : H w R by 
J(x) = b(x, x)/2. 
Finally, assume that 
Then the conditions of Corollary 10 are satisfied. 
Proof: We first observe that J is convex and continuous on H, hence 
weakly I.s.c. Furthermore 
for all y, z E H. J’(y,z)=b(y,z)-b(y,y). 
Let z E Y. From (35), there exists r such that r > IL(z)1 and 
J’E Y, ilvll > I-* b(y~yYllA > llbll lIzI/ + IlLI/ + 1. 
Then 
yE Y, llvli > r*b(y,y) > llbll IIYII llz/l + lILtI llvll + IW)l 
> b(y, z) -L(y) + L(z), 
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i.e., 
YE K II Y II > t-3 J’(Yv z) + W) < UY). 
Thus (32) is satisfied with the weak topology and 
K= Y(IlYlI 6 rl* 
Frequently it is assumed that b is coercive, i.e., for some c > 0, 
for all x E H, b(x, x) > c IlxI12. 
Then, of course, (35) is satisfied. Clearly the assumption of coercivity is 
much stronger than is needed. 
See [2,4] for a discussion of the literature. 
12. PROBLEM. Let Y be a convex subset of a real Hausdorff linear 
topological space. Characterize those a : Y x Y t+ R such that a = J’, where 
J is a convex 1.s.c. function on Y. 
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