Let G be a group generated by a finite set S and equipped with the associated left-invariant word metric d G . For a Banach space X let α * X (G) (respectively α # X (G)) be the supremum over all α ≥ 0 such that there exists a Lipschitz mapping (respectively an equivariant mapping) f : G → X and c > 0 such that for all x, y ∈ G we have f (
(G)). We show that if X has modulus of smoothness of power type p, then α
. Here β * (G) is the largest β ≥ 0 for which there exists a set of generators S of G and c > 0 such that for all t ∈ N we have E d G (W t , e) ≥ ct β , where {W t } ∞ t=0 is the canonical simple random walk on the Cayley graph of G determined by S , starting at the identity element. This result is sharp when X = L p , generalizes a theorem of Guentner and Kaminker [20] , and answers a question posed by Tessera [37] . We also show that if α
2α * (G)+1 . This improves the previous bound due to Stalder and Valette [36] . We deduce that if we write Z (1) ≔ Z and Z (k+1) ≔ Z (k) ≀ Z then α * (Z (k) ) =
Introduction
Let G be a finitely generated group 1 . Fix a finite set of generators S ⊆ G, which we will always assume to be symmetric (i.e. s ∈ S ⇐⇒ s −1 ∈ S ). Let d G be the left-invariant word metric induced by S on G. Given a Banach space X let α * X (G) denote the supremum over all α ≥ 0 such that there exists a Lipschitz mapping f : G → X and c > 0 such that for all x, y ∈ G we have f (x) − f (y) ≥ c · d G (x, y) α . For p ≥ 1 we write α * (see Section 2 for the definition). As above, we introduce the notation α # p (G) = α # L p (G) and α # (G) = α # 2 (G). Clearly α # X (G) ≤ α * X (G). In the Hilbertian case, when G is amenable we have α * (G) = α # (G). This was proved by by Aharoni, Maurey and Mityagin [1] (see also Chapter 8 in [9] ) when G is Abelian, and by Gromov for general amenable groups (see [14] ).
The modulus of uniform smoothness of a Banach space X is defined for τ > 0 as ρ X (τ) = sup
x + τy + x − τy 2 − 1 : x, y ∈ X, x = y = 1 .
X is said to be uniformly smooth if lim τ→0 ρ X (τ) τ = 0. Furthermore, X is said to have modulus of smoothness of power type p if there exists a constant K such that ρ X (τ) ≤ Kτ p for all τ > 0. It is straightforward to check that in this case necessarily p ≤ 2. A deep theorem of Pisier [31] states that if X is uniformly smooth then there exists some 1 < p ≤ 2 such that X admits an equivalent norm which has modulus of smoothness of power type p. For concreteness we note that L p has modulus of smoothness of power type min{p, 2}. See Section 2 for more information on this topic.
Define β * (G) to be the supremum over all β ≥ 0 for which there exists a symmetric set of generators S of G and c > 0 such that for all t ∈ N,
where here, and in what follows, {W t } ∞ t=0 is the canonical simple random walk on the Cayley graph of G determined by S , starting at the identity element e. In [4] Austin, Naor and Peres used the method of Markov type to show that if G is amenable and X has modulus of smoothness of power type p then
Our first result, which is proved in Section 2, establishes the same bound as (3) for the equivariant compression exponent α # X (G), even when G is not necessarily amenable.
Theorem 1.1. Let X be a Banach space which has modulus of smoothness of power type p. Then
Since when G is amenable α * (G) = α # (G), Theorem 1.1 is a generalization of (3) when X = L 2 .
A theorem of Guentner and Kaminker [20] states that if α # (G) > 1 2 then G is amenable. Since for a nonamenable group G we have β * (G) = 1 (see [25, 43] ), Theorem 1.1 implies the Guentner-Kaminker theorem, while generalizing it to non-Hilbertian targets (when the target space X is a Hilbert space our method yields a very simple new proof of the Guentner-Kaminker theorem-see Remark 2.6). Note that both known proofs of the Guentner-Kaminker theorem, namely the original proof in [20] and the new proof discovered by de Cornulier, Tessera and Valette in [14] , rely crucially on the fact that X is a Hilbert space. It follows in particular from Theorem 1.1 that for 2
then G is amenable. This is sharp, since in Section 2 we show that for the free group on two generators F 2 , for every 2 ≤ p < ∞ we have α # p (F 2 ) = 1 2 . This answers a question posed by Tessera (see Question 1.6 in [37] ). Theorem 1.1 isolates a geometric property (uniform smoothness) of the target space X which lies at the heart of the phenomenon discovered by Guentner and Kaminker. Our proof is a modification of the martingale method developed by Naor, Peres, Schramm and Sheffield in [28] for estimating the speed of stationary reversible Markov chains in uniformly smooth Banach spaces. This method requires several adaptations in the present setting since the random walk {W t } ∞ t=0 is not stationary-we refer to Section 2 for the details. Given two groups G and H, the wreath product G ≀ H is the group of all pairs ( f, x) where f : H → G has finite support (i.e. f (z) = e G for all but finitely many z ∈ H) and x ∈ H, equipped with the product
If G is generated by the set S ⊆ G and H is generated by the set T ⊆ H then G ≀ H is generated by the set {(e G H , t) : t ∈ T } ∪ {(δ s , e H ) : s ∈ S }. Unless otherwise stated we will always assume that G ≀ H is equipped with the word metric associated with this canonical set of generators (although in most cases our assertions will be independent of the choice of generators).
The behavior of the Hilbert compression exponent under wreath products was investigated in [3, 37, 36, 4] . In particular, Stalder and Valette proved in [36] that
Here we obtain the following improvement of this bound:
For every finitely generated group we have,
and
We refer to Theorem 3.3 for an analogous bound for α p (G ≀ Z), as well as a more general estimate for α p (G ≀ H). In addition to improving (5), we will see below instances in which (6) is actually an equality. In fact, we conjecture that (6) holds as an equality for every amenable group G.
Ershler [17] (see also [34] 
. More generally, in Section 6 we show that
if H has linear growth, 1 otherwise.
Since if G is amenable then G ≀ Z is also amenable (see e.g. [30, 24] ) it follows that for an amenable group G,
Corollary 1.3. If G is amenable and α
In particular, if we define iteratively G (1) 
Corollary 1.3 follows immediately from Theorem 1.2 and the bound (9) . Additional results along these lines are obtained in Section 4; for example (see Remark 3.4) we deduce that α * Z ≀ Z 2 = 1 2 . For r ∈ N let J(r) be the smallest constant J > 0 such that for every f : G → R which vanishes outside the ball B(e, r)
Let a * (G) be the supremum over all a ≥ 0 for which there exists c > 0 such that for all r ∈ N we have J(r) ≥ cr a . Tessera proved in [37] that α * (G) ≥ a * (G) and asked if it is true that α * (G) = a * (G) for every amenable group G (see Question 1.4 in [37] 
In fact, the ratio a * (G)/α * (G) can be arbitrarily small, since if we denote
To prove (11) , and hence also its special case (10) , note that the assertion in (11) about α * (Z (k) ) is a consequence of Corollary 1.3. To prove the upper bound on a * (Z (k) ) in (11) we note that if G is a finitely generated group such that the probability of return of the standard random walk {W t } ∞ t=0 satisfies
for some C, γ ∈ (0, 1) and all t ∈ N, then a
This implies (11) since Pittet and Saloff-Coste [32] proved that for all k ≥ 2 there exists c, C > 0 such that
The bound (13) is essentially known. Indeed, assume that J(r) ≥ cr a for every r ≥ 1. Following the notation of Coulhon [12] , for v ≥ 1 let Λ(v) denote the largest constant Λ ≥ 0 such that for all Ω ⊆ G with |Ω| ≤ v, every f : G → R which vanishes outside Ω satisfies
Since for r ≥ 2 we have |B(e, r)| ≤ |S | r , it follows immediately from the definitions that J(r) 2 ≤ 1 Λ(|S | r ) . Theorem 7.1 in [12] implies that there exists a constant K > 0 such that if e Kt γ ≥ |S | then,
Letting t → ∞ it follows that (2a + 1)γ ≤ 1, implying (13) . Remark 1.4. In [37] Tessera asserted that if the opposite inequality to (12) holds true, i.e. if we have P[W t = e] ≥ exp (−Kt γ ) for some γ ∈ (0, 1), K > 0, and every t ≥ 1, then a * (G) ≥ 1 − γ. Unfortunately, this claim is false in general. 2 Indeed, if it were true, then using (14) we would deduce that
but from (11) we know that a * (Z (4) ) ≤ 3 . Nevertheless, the lower bound of 2 3 , which was used crucially in [4] , is correct, as follows from our Theorem 1.2. After the present paper was posted and sent to Tessera, he replaced the original argument in [37] for the lower bound In Section 4 we show that the cyclic lamplighter group C 2 ≀ C n admits a bi-Lipschitz embedding into L 1 with distortion independent of n (here, and in what follows C n denotes the cyclic group of order n). This answers a question posed in [26] and in [5] . In Section 5 we use the notion of Hilbert space compression to show that Z ≀ Z has edge Markov type p for any p < 4 3 , but it does not have Enflo type p for any p > 1. We refer to Section 5 for the relevant definitions. This result shows that there is no metric analogue of the well known Banach space phenomenon "equal norm Rademacher type p implies Rademacher p ′ for every p ′ < p" (see [38] ). Finally, in Section 7 we present several open problems that arise from our work.
Equivariant compression and random walks
In what follows we will use ≍ and , to denote, respectively, equality or the corresponding inequality up to some positive multiplicative constant.
Let X be a Banach space. We denote the group of linear isometric automorphisms of X by Isom(X). Fix a homomorphism π : G → Isom(X), i.e. an action of G on X by linear isometries. A function f : G → X is called a 1-cocycle with respect to π if for every x, y ∈ G we have f (xy) = π(x) f (y) + f (x). The space of all 1-cocycles with respect to π is denoted
given by the orbit of a vector v ∈ X under an affine isometric action of G on X, or equivalently ψ(x) = π(x)v + f (x) for some homomorphism π : G → Isom(X) and f ∈ Z 1 (G, π). Note that since the function x → π(x)v is bounded, the compression exponents of ψ and f coincide. Therefore in order to bound the equivariant compression exponent of G in X it suffices to study the growth rate of 1-cocycles.
Recall the definition (1) of the modulus of uniform smoothness ρ X (τ), and that X is said to have modulus of smoothness of power type p if there exists a constant K such that ρ X (τ) ≤ Kτ p for all τ > 0. By Proposition 7 in [8] , X has modulus of smoothness of power type p if and only if there exists a constant S > 0 such that for every x, y ∈ X
The infimum over all S for which (15) holds is called the p-smoothness constant of X, and is denoted S p (X).
It was shown in [8] (see also [18] 
the order of magnitude of these constants was first calculated in [21] ).
Our proof of Theorem 1.1 is based on the following inequality, which is of independent interest. Its proof is a modification of the method that was used in [28] to study the Markov type of uniformly smooth Banach spaces.
Theorem 2.1. Let X be a Banach space with modulus of smoothness of power type p, and assume that
Theorem 2.1 shows that images of {W t } ∞ t=0 under 1-cocycles satisfy an inequality similar to the Markov type inequality (note that f (W 0 ) = f (e) = f (e · e) = π(e) f (e) + f (e) = 2 f (e), whence f (e) = 0). We stress that one cannot apply Markov type directly in this case because of the lack of stationarity of the Markov chain { f (W t )} ∞ t=0 . We overcome this problem by crucially using the fact that f is a 1-cocycle. Before proving Theorem 2.1 we show how it implies Theorem 1.1.
Proof of Theorem 1.1. Observe that (4) is trivial if
In addition we know that
β . An application of Theorem 2.1 yields
On the other hand, since pα ≥ 1 we may use Jensen's inequality to deduce that
Combining (16) and (17), and letting t → ∞, implies that pαβ ≤ 1, as required.
Remark 2.2. Theorem 1.1 is optimal for the class of L p spaces. Indeed let F 2 denote the free group on two generators. We claim that for every p ≥ 1,
Observe that since (trivially) β * (F 2 ) = 1, Theorem 1.
p . In the reverse direction Guentner and Kaminker [20] gave a simple construction of an equivariant mapping f : 
Proof. In what follows we denote the standard orthonormal basis of ℓ 2 (C) by (e j ) ∞ j=1 . Let γ denote the standard Gaussian measure on C. Consider the countable product Ω ≔ C ℵ 0 , equipped with the product measure µ ≔ γ ℵ 0 . Let H denote the subspace of L 2 (Ω, µ) consisting of all linear functions. Thus, if we consider the coordinate functions g j :
. Note that we are using here the standard probabilistic fact (see [15] ) that ∞ j=0 a j g j converges almost everywhere, and has the same distribution as
standard complex Gaussian random variables). This fact also implies that for every unitary operator
is well defined for almost z ∈ Ω, and therefore U can be thought of as a measure preserving automorphism U : Ω → Ω (we are slightly abusing notation here, but this will not create any confusion).
Fix a unitary representation π : G → Isom ℓ 2 (C) and a cocycle f ∈ Z 1 (G, π) which satisfies
For
By the above reasoning, since π(x) is a measure preserving automorphism of (Ω, µ), π(x) is a linear isometry of L p (Ω, µ), and hence
Note that since all the elements of H have a Gaussian distribution, all of their moments are finite. Hence
It is immediate to check that f ∈ Z 1 G, π and that for every
Hence f satisfies (19) as well.
Remark 2.4. Lemma 2.3 actually establishes the following fact: there exists a measure space (Ω, µ) and a subspace H ⊆ p≥1 L p (Ω, µ) which is closed in L p (Ω, µ) for all 1 ≤ p < ∞ and such that the L p (Ω, µ) norm restricted to H is proportional to the L 2 (Ω, µ) norm. For any group G, any unitary representation π : G → Isom(H) can be extended to a homomorphism π : G → Isom L p (Ω, µ) . The space H is widely used in Banach space theory, and is known as the Gaussian Hilbert space. The above corollary about the extension of group actions was previously noted in [6] under the additional restriction that 1 < p 2Z, as a simple corollary of an abstract extension theorem due to Hardin [22] (alternatively this is also a corollary of the classical Plotkin-Rudin theorem [33, 35] ). Lemma 2.3 shows that no restriction on p is necessary, while the theorem of Hardin used in [6] does require the above restriction on p. The key point here is the use of the particular subspace H ⊆ L p (Ω, µ) for which unitary operators have a simple explicit extension to a linear isometric automorphism of L p (Ω, µ) for any 1 ≤ p < ∞. ⊳
We shall now pass to the proof of Theorem 2.1. We will use uniform smoothness via the following famous inequality due to Pisier [31] (for the explicit constant below see Theorem 4.2 in [28] ).
Theorem 2.5 (Pisier). Fix 1 < p ≤ 2 and let {M k } n k=0 ⊆ X be a martingale in X. Then
Proof of Theorem 2.1. By assumption f (x) ∈ Z 1 (G, π) for some homomorphism π : G → Isom(X). Let {σ k } ∞ k=1 be i.i.d. random variables uniformly distributed over S . Then for t ≥ 1 W t has the same distribution as the random product σ 1 · · · σ t .
For every t ≥ 1 the following identity holds true:
We shall prove (20) by induction on t. Note that every
. This implies (20) when t = 1. Hence, assuming the validity of (20) for t we can use the identity 2 f (xy
proving (20) .
Note that since S is symmetric, σ −1 j has the same distribution as σ j , and therefore N t has the same distribution as M t . Moreover, (20) 
is an isometry, we deduce that
Note that for every t ≥ 1,
is a martingale with respect to the filtration induced by {σ k } ∞ k=0 . By theorem 2.5,
Combining (21) and (22) 
By induction it follows that for every k ∈ N,
This implies Theorem 1.1, and hence also the Guentner-Kaminker theorem [20] , by arguing exactly as in the conclusion of the proof of Theorem 1.1. ⊳
The behavior of L p compression under wreath products
Given two groups G, H let L G (H) denote the wreath product G ≀ H where the set of generators of G is taken to be G \ {e} (i.e. any two distinct elements of G are at distance 1 from each other). With this definition it is immediate to check (see for example the proof of Lemma 2.1 in [5] ) that
The case G = C 2 corresponds to the classical lamplighter group on H.
Lemma 3.1. For every group G we have
Proof. As shown by Tessera in [37] , α * (C 2 ≀ Z) = 1 (we provide an alternative explicit embedding exhibiting this fact in Section 4 below). Therefore for every α ∈ (0, 1) there is a mapping θ :
Let {ε z } z∈G be i.i.d. {0, 1} valued Bernoulli random variables, defined on some probability space (Ω, P). For every f : Z → G define a random mapping ε f : Z → C 2 by ε f (k) = ε f (k) . We now define an embedding
In the reverse direction note that since f (k max ) g(k max ) with probability
2α .
This completes the proof of Lemma 3.1.
Remark 3.2. In [37] Tessera shows that if H has volume growth of order d then
Note that Tessera makes this assertion for L F (H), where F is finite (see Section 5.1 in [37] , and specifically Remark 5.2 there). But, it is immediate from the proof in [37] that the constant factors in Tessera's embedding do not depend on the cardinality of F, and therefore (25) holds in full generality. Observe that (25) is a generalization of Lemma 3.1, but we believe that the argument in Lemma 3.1 which reduces the problem to the case G = C 2 is of independent interest.
The case H = Z 2 in (25) can be proved via the following explicit embedding. For simplicity we describe it when G = C 2 . Fix 0 < α < 
be an orthonormal system of vectors in L 2 . For simplicity we also write v y,r,0 = 0. define ψ :
An elementary (though a little tedious) case analysis shows that ψ is Lipschitz and has compression α. ⊳
The following theorem, in combination with Lemma 3.1, contains Theorem 1.2 as a special case (note that (7) follows from (26) since clearly α * (G ≀ H) ≤ α * (G)).
Theorem 3.3. Let G, H be groups and p
Proof. We shall start with some useful preliminary observations. Let (X, d X ) be a metric space, p ≥ 1, and let Ω be a set. We denote by ℓ p (Ω, X) the metric space of all finitely supported functions f : Ω → X, equipped with the metric
It is immediate to verify that for every ( f, x), (g, y) ∈ G ≀ H we have
Indeed, it suffices to verify the equivalence (27) when (g, y) is the identity element (e, e) of G ≀ H. In this case (27) simply says that in order to move from (e, e) to ( f, x) one needs to visit the locations z ∈ H where f (z) e, and in each of these locations one must move within G from e to the appropriate group element f (z) ∈ G.
Another basic fact that we will use is that for every ( f, x), (g, y) ∈ G ≀ H,
Once more, this fact is entirely obvious: in order to move in L G (H) from ( f, x) to (g, y) once must visit all the locations where f and g differ.
We shall now proceed to the proof of Theorem 3.
We also know that there exists a function φ :
Define a function , x), (g, y) .
In the reverse direction we have the lower bound
If
) ap = n ap and (31) implies that
Assume that ap > 1. It follows from (28) that {z ∈ H : f (z) g(z)} ≤ m. Thus, using Hölder's inequality, we see that separately. Hence,
Note that when ap > 1, if b ≤ abp ap+bp−1 then bp ≤ 1. Therefore (32) and (34) 
Thus, in particular,
To see (35) note that by Theorem 6.1 in Section 6 we have β * (G ≀ H) = 1. Using (3) we deduce that α * (G ≀ H) ≤ In this section we show that the lamplighter group on the n-cycle, C 2 ≀ C n , embeds into L 1 with distortion independent of n. This implies via a standard limiting argument that also C 2 ≀ Z embeds bi-Lipschitzly into L 1 . We present two embeddings of C 2 ≀C n into L 1 . Our first embedding is a variant of the embedding method used in [5] . In [5] there is a detailed explanation of how such embeddings can be discovered by looking at the irreducible representations of C 2 ≀ C n . The embedding below can be motivated analogously, and we refer the interested reader to [5] for the details. Here we just present the resulting embedding, which is very simple. Our second embedding is motivated by direct geometric reasoning rather than the "dual" point of view in [5] .
In what follows we slightly abuse the notation by considering elements (x, i) ∈ C 2 ≀ C n as an index i ∈ C n and a subset x ⊆ C n . For the sake of simplicity we will denote the metric on C 2 ≀ C n by ρ. The metric d C n will denote the canonical metric on the n-cycle C n . It is easy to check (see Lemma 2.1 in [5] ) that
First embedding of C 2 ≀ C n into L 1 . We denote by α : C n → C n the shift α( j) = j + 1. Let us write I for the family of all arcs (i.e. connected subsets) of C n of length ⌊n/3⌋ (of which there are n). We define an embedding f :
It is immediate to check that the metric on
It suffices to prove the Lipschitz condition f (x, j) − f (∅, 0) 1 ρ (x, j), (∅, 0) for the generators of C 2 ≀ C n , i.e. when (x, j) ∈ ({0}, 0), (∅, 1) . This follows immediately from (37) since when (x, j) = (∅, 1) then the second summand in (37) is empty, and therefore f (∅, 1) − f (∅, 0) 1 ≍ 1 = ρ (∅, 1), (∅, 0) , and
where the expectation is with respect to the uniform measure on {−1, 1} n . In [29] it was shown that Markov type p implies Enflo type p. We define analogously to the case of Markov type the notions of bounded increment Enflo type and edge Enflo type.
The notions of Enflo type and Markov type were introduced as non-linear analogues of the fundamental Banach space notion of Rademacher type. We refer to [16, 10, 7, 29, 27, 28] and the references therein for background on this topic and many applications. In Banach space theory the notion analogous to bounded increment Markov type is known as equal norm Rademacher type. It is well known (see [38] ) that for Banach spaces equal norm Rademacher type 2 implies Rademacher type 2 and that for 1 < p < 2 equal norm Rademacher type p implies Rademacher type q for every q < p (but is does not generally imply Rademacher type p). It is natural to ask whether the analogous phenomenon holds true for the above metric analogues of Rademacher type. Here we show that this is not the case.
It follows from Theorem 1.2 that α * (Z ≀ Z) ≥ 3 . Therefore for every 0 < α < 2 3 there is a mapping
Fix a stationary reversible Markov chain {Z t } ∞ t=0 on {1, . . . , n} and a mapping f :
Using the fact that L 2 has Markov type 2 with constant 1 we deduce that
In particular Z ≀ Z has D-bounded increment Markov type p and edge Markov type p for every p < . On the other hand we claim that Z ≀ Z does not have Enflo type p for any p > 1. This is seen via an argument that was used by Arzhantseva, Guba and Sapir in [3] . Fix n ∈ N and define f :
where δ j is the delta function supported at j. Then for every ε ∈ {−1, 1} n ,
and for every j ∈ {1, . . . , n},
Therefore if Z ≀ Z has Enflo type p, i.e. if (41) holds true, then for every n ∈ N we have n 2p n p+1 , implying that p ≤ 1.
A lower bound on β * (G ≀ H)
In this section we shall prove (8) , which is a generalization ofÈrshler's work [17] . Namely, we will prove the following theorem: [19] , H has a subgroup of finite index isomorphic to Z) then
. For all other finitely generated groups H we have β * (G ≀ H) = 1.
Assume that G is generated by a finite symmetric set S G ⊆ G and H is generated by a finite symmetric set S H ⊆ H. We also let e G , e H denote the identity elements of G and H, respectively. Given
It is immediate to check that the set
is symmetric and generates G ≀ H.
From now on, we will assume that the metrics on G, H and G ≀ H are induced by S G , S H and S G≀H , respectively. Analogously we shall denote by
the corresponding random walks, starting at the corresponding identity elements. 
where the implied constant may depend on S G . If H has linear growth then
If H has quadratic growth then
The implied constants in (46), (47) and (48) may depend on S G and S H .
Theorem 6.1 is a consequence of Theorem 6.2 since by Varopoulos' celebrated result [39, 41] (which relies on Gromov's growth theorem [19] . See [24] and [43] for a detailed discussion), the three possibilities in Theorem 6.2 are exhaustive for infinite finitely generated groups H. In the case when the random walk on H is transient, Theorem 6.2 was previously proved by Kaȋmanovich and Vershik in [24] .
The following lemma will be used in the proof of Theorem 6.2.
Lemma 6.3. Define for n ∈ N, 
where
Proof. By a theorem of Varapoulos [40, 41] (see also [23] and Theorem 4.1 in [43] ) for every k ≥ 0,
if H has linear growth,
if H has quadratic growth,
and if H has super-quadratic growth then
Hence, if we denote
To prove (49) note that
Using Hölder's inequality we deduce that
This simplifies to E X β n ψ H (n) β , which is precisely (49).
We now pass to the proof of (50). For every k ∈ {1, . . . , n} denote by V 1 , . . . , V k the first k elements of H that were visited by the walk W H j ∞
j=0
. Write
≍ kψ H (n).
Therefore for every k ∈ N,
In fact, we have the following stronger result: if X is a Banach space with modulus of smoothness of power type p, G is a nontrivial group, and H is a group whose volume growth is at least quadratic, then
2 . To prove the above assertion note that it is enough to deal with the case G = C 2 . If H is amenable then by Theorem 6.1 we have β * (C 2 ≀ H) = 1, so that the required result follows from the result of [4] and the fact that X has Markov type p [28] . If H is nonamenable then it has exponential growth (see [30] ). Thus γ ≔ lim r→∞ |B(e H , r)| 1/r > 1, where B(x, r) denotes the ball of radius r centered at x in the word metric on H (note that the existence of the limit follows from submultiplicativity). Fix δ ∈ (0, 1) such that η ≔ Fix α ∈ [0, 1] and assume that F :
Our goal is to prove that α ≤ 2 , and ψ ε (x) = 0 if x {x 1 , . . . , x N }. Let f : {−1, 1} N → C 2 ≀ H be given by f (ε) = ( f ε , e H ). It is immediate to check that for all ε, ε ′ ∈ {−1, 1} N we have
Metric spaces with Markov type p also have Enflo type p [29] , i.e. they satisfy (41). Thus we can apply the Enflo type inequality (41) to the mapping F • f : {−1, 1} N → X and deduce that (Nk) αp Nk p . Consequently, N αp Nk p N(log N) p . Since the last inequality holds for arbitrarily large N, we infer that αp ≤ 1. ⊳
Discussion and further questions
In this section we discuss some natural questions that arise from the results obtained in this paper. We start with the following potential converse to (3): 
