Abstract. It is classically known that a real cubic surface in RP 3 cannot have more than one solitary point (or A • 1 -singularity, locally given by x 2 + y 2 + z 2 = 0) whereas it can have up to four nodes (or A − 1 -singularities, locally given by x 2 + y 2 − z 2 = 0). We show that on any surface of degree d ≥ 3 in RP 3 the maximum possible number of solitary points is strictly smaller than the maximum possible number of nodes.
Introduction
An ordinary double point, or A 1 -singularity, of a hypersurface f = 0 in RP n or CP n is a non-degenerate singular point p of f ; i.e. f and all its partial derivatives vanish at p, but the hessian matrix H f (p) = (∂ 2 f / ∂x i ∂x j (p)) i,j=0...n is of rank n. In RP 3 , there are exactly two real types of ordinary double points: we call the ones which can be given locally by the affine equation x 2 + y 2 − z 2 = 0 nodes or A − 1 -singularities, and the others, locally given by x 2 + y 2 + z 2 = 0, solitary ordinary double points, A
• 1 -singularities, or solitary points for short. [BLvS05] showed by construction that for large degree d the currently known maximum number of complex singularities on a surface of degree d in CP 3 [Chm92] can also be achieved with a real surface with only real singularities. All real singularities appearing in their construction are nodes. In the present paper, we consider solitary points instead.
We denote the maximum possible number of complex A 1 -singularities on a complex hypersurface of degree d in CP 3 by µ 3 (A 1 , d), and similarly for the real A 
Question 1. It is clear that the maximum possible number of complex ordinary double points is at least as large as the corresponding real numbers:
Classical results on cubic surfaces [Sch63] and quartic surfaces [Roh13] in RP 3 show that we have: Table 1 . An overview of the known bounds for the maximum possible number of both variants of the real ordinary double points on surfaces of degree d in RP 3 : solitary points and nodes.
More generally, an A j -singularity of a complex surface in CP 3 is a singular point locally given by the equation x j+1 + y 2 + z 2 = 0. If k ≥ 2 then there are three (two if k = 1) real types of A 2k−1 -singularities, and we call the one given locally by the real equation x 2k + y 2 + z 2 = 0 an A • 2k−1 -point . In section 4, we explain how to adapt our method to construct real surfaces in RP 3 with many A
• 2k−1 -points. More precisely, we prove that (see Proposition 20) for k, d ≥ 1:
The upper bound is again Miyaoka's bound on the number of complex A 2k−1 -points of a complex surface of degree d in CP 3 .
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Plane Curves with Solitary Points
In our results on real surfaces with solitary points we will use some facts about real plane curves with solitary points. So, we give a brief overview about this classical subject. As in the case of A 1 -singularities of surfaces mentioned in the introduction, there are exactly two real types of ordinary double points on a real plane curve, also denoted by A 
The upper bound is a consequence of the genus formula, and a generic configuration of d lines shows that this upper bound is sharp. The genus formula also shows that this bound can only be achieved with arrangements of d real lines no three of which meet in a point.
There is a classical theorem, the Brusotti Theorem, which shows that we can smooth each of the ordinary double points of a plane curve independently. Applied to the d generic lines in the plane mentioned above, we may deduce that for any integer r between 0 and
, there is a real plane curve of degree d in RP 2 with exactly r nodes as its only singularities.
Let us denote by C(d) (resp. RC(d)) the space of complex (resp. real) algebraic curves of degree d in CP 2 (resp. RP 2 ). These are projective spaces of dimension
. Brusotti's result is the following: This is the form of the theorem which is usually given because it can be applied very easily. It is a straightforward corollary of the following result which will be more convenient for our purposes.
Theorem 2 (Brusotti Theorem, for a proof see e.g. [BR90] 
Proof. According to Harnack's Theorem, a non-singular real algebraic curve of degree d in RP 2 has at most
+ 1 connected components. Now the result follows from the Brusotti Theorem.
In most cases, this upper bound can be refined using the Petrovskii inequality (see [Pet33] or [Vir84] ):
Proof. This bound is trivial for curves of odd degree, as one component of the curve is not contractible in RP 2 . The Petrovskii inequality for plane curves implies that if a curve of degree d = 2k has , 4) = 4 (i.e. Proposition 3 is sharp in degree 2 and 4). The proof that the upper bound given in Proposition 4 is sharp for any other degree has first been given by Viro in the 80's. As Viro's original proof was not available to us, we sketch Kenyon and Okounkov's [KO06] here:
Theorem 5 (Viro, see [Vir83] , [KO06] , or see [Shu93] for a proof of a more general case). If d = 2, 4 then:
Proof. Let ε be a primitive d th root of unity, and define the polynomial
is a real polynomial of degree d, and the curve with equation P d (x, y) = 0 has exactly
real solitary non-degenerate double points.
As in the case of nodes, it follows from Brusotti's Theorem that for any integer r between 0 and
, there exists a real algebraic plane curve of degree d in RP 2 with exactly r solitary nodes as its only singularities.
For what follows, we need to introduce a distinction among solitary points of a real algebraic curve P (x, y) = 0 of even degree in C 2 : those who are local minima of the function (x, y) → P (x, y) and those who are local maxima. solitary points of the curve P (x, y) = 0 are local maxima of the polynomial P (x, y) and the
other solitary points of the curve P (x, y) = 0 are local minima of the polynomial P (x, y).
Proof. Kenyon's and Okounkov's polynomial P d (x, y) defines a Harnack curve, and Mikhalkin showed that these curves have the desired property.
Surfaces in RP 3 : Upper Bounds
In order to prove the upper bounds mentioned in the introduction, we needin analogy to the Brusotti Theorem in the case of plane curves -a result about smoothings of algebraic varieties.
By a smoothing of a singular (real) algebraic hypersurface X of degree d in CP n , we mean a small perturbation of the coefficients of X such that the result is a non-singular (real) algebraic hypersurface of degree d in CP n . The Coste-Hironaka Theorem now says that one can always smooth a real projective hypersurface in such a way that no connected component disappears into the complex world:
Theorem 7 (Coste-Hironaka, [Cos92] ). Let X be a singular real algebraic hypersurface in RP n . Then there is a smoothing X of X such that
where b 0 denotes the 0 th Betti number, i.e. the number of connected components. [Cos92] : indeed, let P (X 0 , . . . , X n ) = 0 be the equation of such a hypersurface in RP n which does not have a singularity in the point (1 : 0 : · · · : 0) (which we may assume after a suitable change of coordinates). Then define
Remark 8. In the special case of hypersurfaces with only solitary (ordinary double!) points as singularities, it is easy to prove this result using the construction given in the paper
Each singular point p of P = 0 will still be a point on P = 0. Moreover, a short computation shows that there are ε i small enough such that P = 0 is non-singular in p because of the hessian criterion for A 1 -singularities. But this means that if the ε i are small enough then near each solitary point p, the hypersurface P = 0 is smoothed into a small connected component of P = 0 homeomorphic to an n-sphere and containing p.
As we know the homology of projective non-singular complex algebraic hypersurfaces, the Coste-Hironaka Theorem 7 combined with Smith Theory (see [Bre72] ) implies the following corollary:
Corollary 9 (Coste-Hironaka, [Cos92] ). Let X be a (possibly singular) real algebraic hypersurface of degree d in RP n . Then
In the case of projective surfaces in RP 3 one can improve the upper bound on the number of connected components thanks to the Petrovskii-Oleinik inequality (see, e.g., [DK00] ):
12 .
Remark 11. Note that starting from degree 5, the maximal possible value of b 0 (S) when S is a real algebraic surface of degree d is still unknown.
Applying Corollary 10 in the special case of real surfaces with solitary double points in RP 3 , we get:
Corollary 12. For d ∈ N, we have:
Proof. In odd degree, we can subtract one because in that case at least one of the connected components from Corollary 10 is not homeomorphic to a sphere.
Comparing this upper bound with the lower bound obtained in the case of nodes (see Theorem 2 in [BLvS05] for a detailed formula) which is given by
we may deduce that one cannot reach the maximum number of nodes with surfaces having only solitary points: 
We already mentioned in the introduction that this result is not very surprising because it has been known for degree 3 and 4 for a long time. However, notice that the corresponding statement in the case of plane curves does not hold: the maximum number of nodes on an irreducible curve of degree d equals the maximum number of solitary points on an irreducible curve of degree d: in both cases, it is the genus of a smooth plane curve of degree d, as mentioned earlier.
Surfaces in RP 3 : Lower Bounds by Constructions
In the preceding section we have shown that the maximum possible number of solitary points on a surface in RP 3 is less than the corresponding number of nodes. Here we improve the currently known maximum number of solitary points. Indeed, in this section we show:
We prove Theorem 14 in section 3.3. It is based on Chmutov's method to construct singular complex surfaces. We thus explain this method first. Then we discuss how to adapt it to obtain real algebraic surfaces with solitary nodes; finally, we show in section 3.4 that our result is asymptotically the best that one can achieve using Chmutov's method.
3.1. Known Constructions. Notice that the previously best known lower bound for the maximum possible number µ 3 (A 
). There is another construction which is natural to consider: we take a polynomial P d (x, y) of degree d in two variables and we set
where g(z) is a polynomial function of degree d in one variable z with the maximum possible number ⌈ d 2 ⌉ of local maxima z i with value g(z i ) = 0. An even solitary point of an affine plane curve given by the equation P (x, y) = 0 is a solitary point (x, y) of the curve P (x, y) = 0 which is a local minimum of the polynomial P (x, y), i.e. locally at p the graph of P (x, y) looks like z = x 2 + y 2 . We denote by es(P d ) the number of even solitary points of the curve P d (x, y) = 0. With these preliminaries, it is clear that the surface f (x, y, z) = 0 has ⌈d/2⌉ · es(P d ) solitary points: for each even solitary point (a, b) of the affine plane curve P d (x, y) = 0, we thus get a point (a, b, z i ) of f (x, y, z) = 0 which is locally of the form x 2 + y 2 + z 2 . However, it is well known that for a curve of degree d, one has (see [Vir84] ) [Chm92] . It is similar to the idea mentioned in the previous paragraph. Despite its simplicity, Chmutov's surfaces still yield the best known lower bound for the maximum number of ordinary double points on a complex surface of degree d ≥ 13. The best known lower bound in the case of real nodes (A − 1 -singularities) which we mentioned above and which equals the current lower bound in the complex case is an adaption of Chmutov's construction to real nodes [BLvS05] . So, it is quite natural to try to adapt the method to solitary points. However, we will see that this process is not completely straightforward, and we will need a refined version of Brusotti's Theorem to make it work. i y j of degree d. Let us go back to the polynomial P (x, y) of the Theorem. By assumption, the curve defined by P has α + β solitary points. Now we show that we can perturb the polynomial P (x, y) in such a way that all local minima (resp. maxima) stay on the same level a (resp. b) with a > b (see Figure 1) . For any solitary point p of the curve P (x, y) = 0, we choose a small neighborhood
We denote by M (P ) (resp. m(P )) the set of solitary points of the curve P (x, y) = 0 corresponding to local maxima (resp. minima) of P (x, y). Moreover, we denote by Σ M(P ) (resp. Σ m(P ) ) the stratum of real algebraic plane curves in C(d) in a small neighborhood of P (x, y) = 0 with one solitary point in V (p) for any p ∈ M (P ) (resp. m(P )). Then, according to Brusotti's Theorem, Σ M(P ) and Σ m(P ) are smooth and intersect transversely at the curve P (x, y) = 0. Moreover, we have:
One can suppose that α > 0 and β > 0 otherwise the proposition is trivial. We denote by L the line in the space C(d) passing through the curve P (x, y) = 0 and z d . By a simple dimension computation, we prove that we can perturb L to a line L still passing through z d = 0 and intersecting the stratum Σ M(P ) and Σ m(P ) one after the other:
Define the projection
None of the tangent spaces of Σ M(P ) and Σ m(P ) contains the point z d = 0, so π Σ M(P ) and π Σ m(P ) are non-singular and intersect transversely. Hence, we have:
So, we have one degree of freedom to move from π(
which means exactly that we can perturb L to a line L still passing through z d = 0 and intersecting the stratum Σ M(P ) and Σ m(P ) one after the other.
As
has two connected components, we have two possible choices to perturb L. One will correspond to move up (resp. down) the local maxima (resp. minima) and the other will correspond to move up (resp. down) the local minima (resp. maxima), see Figure 1 . Choosing the latter possibility, we prove the proposition.
The proposition can be interpreted as a refined version of Brusotti's Theorem in a special case. Indeed, it does not only show that we can perturb each solitary point of a real plane curve P (x, y) = 0 into one of the two topological possibilities, but it proves that we can in addition put all solitary points which are deformed in the same topological way on the same level of P (x, y), i.e. transform the points into extremal points of the graph of P (x, y) with the same value.
3.4. Optimality of our Construction. We now show that using Chmutov's method it is asymptotically not possible to improve our lower bound obtained in Theorem 14. Let us denote by µ Ch (d) the maximal possible number of solitary points of a real algebraic surface of degree d in RP 3 constructed using Chmutov's method.
Proposition 17. Let d ∈ N. Then:
Proof. The result is an immediate corollary of Theorem 14, Proposition 15 and of the following Proposition 18.
Let us denote by µ extr (d) the maximum possible number of local extrema of a real polynomial f (x, y) of degree d. We believe that the bound we establish now is known, but as we did not find a reference for it, we include a proof here: vertices (0, 1), (0, 2), (1, 0) and (2k −1, 1) , and with one A Without loss of generality, we can assume that the equation of C is y 2 +P (x)y +x = 0, where P (x) is a real univariate polynomial in x of degree 2k−1. The discriminant of C seen as a polynomial in y is R(x) = P 2 (x)−4x, and it is clear that the topology of C can be recovered out of the root scheme realized by the polynomials P 2 (x), Q(x) = −4x, and R(x). One sees that R(x) > 0 for x ≤ 0, and since C has an A • 2k−1 point, R(x) must have a root of order 2k close to which R(x) is non positive. It follows that the polynomials P 2 (x), Q(x) and R(x) realize the root scheme (p, 2b), (q, 1), (r, a 1 ), (p, 2b 1 ), (r, a 2 ), (p, 2b 2 ), . . . , (r, a i ), (p, 2b i ), (r, 2k), (p, 2b i+1 ), (r, a i+1 ), (p, 2b k ), (r, a k ) where i, k, a j , b and b j are some non negative integers, and a 1 > 0. It is not hard to see from the real rational graphs (or Dessins d'Enfants) that this is equivalent to the existence of three real polynomials P 2 (x), Q(x) and R(x) of degree 4k − 2 and which realize the root scheme (r, 1), (p, 2b), (r, a 1 − 1), (p, 2b 1 ), (r, a 2 ), (p, 2b 2 ), . . . , (r, a i ), (p, 2b i ), (r, 2k), (p, 2b i+1 ), (r, a i+1 ), (p, 2b k ), (r, a k ) .
But then, Q(x) = −β 2 with β a nonzero real number, and R(x) = P (x) 2 − β 2 = ( P (x) − β)( P (x) + β). Now, the polynomials P (x) − β and P (x) + β are relatively prime and of degree 2k − 1, so Q(x) cannot have a root of order 2k.
