nature neurOSCIenCe a r t I C l e S Competition is a principle of nature 1 . When multiple agents want access to a finite resource, an agent's outcome can become contingent on the choices of other agents. Success in these situations depends critically on the ability to predict the future actions of competitors. Strategically sophisticated agents therefore employ mentalizing to simulate the opponents' belief about the agent's next course of action [2] [3] [4] . This is supported by theoretical accounts 4 , behavioral observations 3 and neurobiological data 2 .
a r t I C l e S
Competition is a principle of nature 1 . When multiple agents want access to a finite resource, an agent's outcome can become contingent on the choices of other agents. Success in these situations depends critically on the ability to predict the future actions of competitors. Strategically sophisticated agents therefore employ mentalizing to simulate the opponents' belief about the agent's next course of action [2] [3] [4] . This is supported by theoretical accounts 4 , behavioral observations 3 and neurobiological data 2 .
In particular, corresponding signals have been linked with neural activity in the temporoparietal junction (TPJ), a key area of the socalled mentalizing network 5 , both when agents generate false signals to influence the opponents 2 and when they detect that their opponent uses such strategies 6 . Moreover, blood-oxygen-level-dependent (BOLD) signal changes in the right TPJ can predict how much people act upon these beliefs to manipulate opponents 7, 8 . This evidence suggests that the rTPJ computes higher-order beliefs about the opponent's intentions, based on correlations between parameters of fitted learning or choice models and measured neural activity. However, this leaves unclear whether neural computations in the rTPJ are indeed functionally relevant for behavior in the manner implied by models incorporating higher-order beliefs. This is because identical predictions for neural signals can be generated by various computational models that differ substantially in algorithmic formulation 9 . Correlations between model-derived parameters and neural activity therefore do not imply a causal mapping between neural activity and computations implemented in the model; they may also reflect compounds of very different computations that together resemble the predicted signal 10 . Hence, establishing that the rTPJ indeed computes representations used for strategic social choices requires tests of how external modulations of rTPJ excitability affect both behavior and neural activity during competitive social interactions.
Here we provide such a test by combining functional MRI (fMRI) with repetitive transcranial magnetic stimulation (rTMS). For this purpose, we employed the inspection game 2 , a two-player competitive game with a 2 × 2 strategy space and asymmetric payoffs (Online Methods). As performing above chance in this game depends on the player's ability to predict the opponent's behavior in any given round, mentalizing-related processes are essential to correctly infer the strategy of the opponent. The use of these mentalizing processes can be studied with a model 2 (Online Methods) that formalizes both how the players react to their opponent's past choices (first-order beliefs) and how they anticipate the influence of their own choice on the opponent's behavior (i.e., mentalizing-related second-order beliefs). The latter computation, termed 'influence signal' , is thought to be expressed at the time of observing the choice outcome and has been found to correlate with activity in the inferior portion of TPJ (posterior superior temporal sulcus, pSTS) 2 . The impacts of first-order and second-order beliefs on choices are captured by distinct parameters, allowing us to disentangle these two processes. We employed rTMS to test whether disrupting rTPJ excitability prevents an agent from anticipating the influence of their past actions on the opponent's choice. By employing fMRI together with the stimulation, we explored how disruption of neural processing in the rTPJ affected the expression of influence signals, both for behavior and for the associated neural processes in the stimulated area and interconnected brain regions.
More specifically, we compared choices and neural activity between two groups of participants who received an inhibitory rTMS protocol (cTBS 11 ) either over the rTPJ or over a vertex control site (to mimic any unspecific rTMS effects; Online Methods). By comparing both groups, we tested the hypothesis that disrupting the neural coding of the influence signal localized in rTPJ will cause the player to become less strategic, in that he or she will be hampered in the ability to estimate how his or her own actions influence the opponent's future behavior. Moreover, we were able to test for a direct correspondence between the computational model and the neural computations instantiated by the rTPJ, by testing whether cTBS over rTPJ compared to over the control site led to weaker BOLD activity in the rTPJ associated with the computationally derived influence signal.
Because rTMS coupled with fMRI can test for remote influences of the stimulated site on interconnected brain structures 12, 13 , we also tested how the altered influence-update signal in the rTPJ interacted with processing in connected brain structures. Two areas of particular interest were the dorsomedial prefrontal cortex (dmPFC) 14 and the ventromedial prefrontal cortex (vmPFC) 15 , key nodes of the mentalizing 16 and valuation networks 17 , respectively. Several studies have suggested that the dmPFC is involved in representing information about another agent's strategy 18, 19 . Notably, it has been reported that the influence signal is increasingly represented in the dmPFC as a player's behavior increasingly conforms to the predictions of the influence model 2 . Moreover, functional coupling between the signals in rTPJ and dmPFC peaks at the time of feedback 2 . However, these correlational results alone cannot characterize the network properties of the mentalizing network. For instance, it is unclear whether the computations occurring in dmPFC depend on the outputs of rTPJ or whether the outputs of both regions are integrated in a third region. In the present study, we tease apart these possibilities: for instance, a decrease in connectivity between rTPJ and dmPFC due to cTBS would show that both regions are interdependent in the computations they perform. Alternatively, activity disruptions in rTPJ may result in an enhanced representation of the influence update in dmPFC by triggering compensatory activity 20 .
For the vmPFC, communication between the mentalizing network and the valuation network has been proposed to play a role in integrating the intentions of others into choice values 15, 21, 22 . In the context of competitive auctions, it has been reported that rTPJvmPFC coupling predicts individual overbidding 21 . Furthermore, vmPFC-rTPJ coupling has been shown to increase during episodes of market bubbles 15 and during charitable giving 22 . Thus, if the influence-update signal is relevant for goal-directed behavior guided by vmPFC value representations, we expect that disrupting neural processing in rTPJ will affect value computations in the vmPFC by means of altered functional connectivity.
RESULTS

Behavioral results
In total, 120 healthy subjects (60 females, ages [18] [19] [20] [21] [22] [23] [24] [25] partook in the experiment. Sixty subjects underwent cTBS to either the right TPJ (30 subjects) or the vertex control site (30 subjects), followed by fMRI scanning (Fig. 1a) during which they played 160 trials of the inspection game in the role of employee (Fig. 1b) . The other 60 subjects (who were neither scanned nor stimulated with cTBS) took the role of the employer in a real competitive game. Subject groups were matched in terms of gender (15 males, 15 females per condition) and did not differ significantly with regards to age, baseline strategic sophistication, working memory, cTBS-related beliefs, cTBS-related discomfort and reaction time (all P > 0.05; Online Methods and Supplementary Table 1) . Thus, any behavioral and neural differences between the groups resulted from the application of rTPJ-cTBS versus control vertex-cTBS.
Results from a hierarchical Bayesian model estimation procedure indicated that subjects indeed employed mentalizing-related computations to win the game, as the Influence model afforded the best fit to the data (Fig. 1c) compared to alternative models simulating random responding (mixed Nash equilibrium), reinforcement learning and fictitious play. Moreover, our results show that the weighting given to second-order beliefs (i.e., the influence parameter κ; Online Methods) reflects a strategically important aspect of behavioral control: κ was positively related to total payoff (t 54 = 2.38, P = 0.02), indicating that participants who were more sensitive to the influence of their actions on the opponent won more often (Fig. 1d) . This is consistent with the view that individuals capable of complex strategic behavior (who therefore have high κ in the context of our experiment) are less numerous in the population 4 than those who resort to strategies guided by the simpler first-order learning (captured by η). The former can exploit the behavior of the latter to their advantage, which concurs with the positive relationship between κ and earnings found here.
rTPJ-cTBS reduces behavioral indices of influence computations
We first tested whether rTPJ-cTBS inhibits mentalizing-related computations, by means of a model-free analysis of the behavioral data. If the neural activity inhibited by cTBS indeed reflects computation of the opponent's beliefs about the player's behavior, then subjects in the rTPJcTBS condition should be more likely to repeat their previous choice compared to subjects in the vertex-cTBS condition. This is because an unimpaired representation of the opponent's first-order beliefs promotes switching between choice options, as switching can exploit the naive first-order learning strategy of countering recently observed choices. In other words, the process of anticipating and correcting for the opponent's first-order learning should lead participants to avoid repetitions of the same choice in order to prevent being exploited. Our results indicate that subjects in the rTPJ-cTBS condition indeed switched their choices less frequently (t 56 = −2.04, P = 0.046; Fig. 2a) .
However, note that switching per se did not predict task performance (t 55 = 0.91, P = 0.36) and is only a rough proxy for the effect of second-order beliefs on behavior. In fact, the increased tendency to stay with one's previous choice may also reflect a lower responsiveness to the opponent's actions rather than a deficit in the ability to incorporate the influence of one's own actions on the opponent. We therefore employed a logit regression model that allowed us to predict the subject's current choice based on both the subject's own and the opponent's previous choice. If rTPJ-cTBS selectively disrupts an agent's ability to process beliefs about how their actions influence their opponent, then we ought to observe that participants in this group still react normally to the opponent's choices but become more predictable on the basis of their previous choice.
We found that participants in the rTPJ-cTBS group differed significantly (t 56 = −2.03, P = 0.047) from participants in the vertexcTBS group in how much their actions could be predicted based on their past choice (Fig. 2b) . The rTPJ-cTBS participants were indeed predictable on the basis of their past actions, in the sense that they tended to repeat their previous choice (t test vs. log-odds ratio = 0, t 28 = −5.44, P = 8.25 × 10 −6 ; Fig. 2b ). In contrast, participants in the vertex-cTBS condition were not predictable on the basis of their previous choice (t 28 = −0.95, P = 0.34; Fig. 2b) . The difference in predictability between both cTBS conditions held even if we controlled in our model for an estimate of how much the participants themselves © 2017 Nature America, Inc., part of Springer Nature. All rights reserved. a r t I C l e S reacted to their opponent's past action (t 55 = −2.26, P = 0.027; Fig. 2b ). This suggests that rTPJ-cTBS did not affect overall cognitive ability but rather selectively disrupted the participant's ability to account for how their own actions influenced the opponent's future behavior. Notably, not only the mean but also the variance of these estimates was significantly reduced (Levene's test for equality of variance, F 1,56 = 7.6, P = 0.007) in the rTPJ-cTBS condition. This suggests that rTPJcTBS may have predominantly affected those subjects who normally would have been capable of more sophisticated play.
Having established a basic behavioral difference between both cTBS conditions that was consistent with our hypothesis, we went on to test whether disrupting the influence update process by rTPJ-rTMS indeed impaired the computation of second-order beliefs, as formalized in the influence update model. We tested this hypothesis by fitting the influence model (Online Methods) to the behavioral data of our participants in a hierarchical Bayesian framework and inspecting the difference in the population-level distributions of the influence update parameter κ (Online Methods). This revealed that compared 41 ; the smaller the DIC, the better the model fits to the data). Shown are differences in DIC values for models (fitted to both groups) corresponding to purely random responding (mixed equilibrium; ME), reinforcement learning (RF) and fictitious play (FICT), compared to the influence model (INF). The latter model affords the best fit to the data in both experimental groups. (d) Coefficients for the regression of total Employee payoff on the first-order learning rate η (t 54 = 0.65, P = 0.51) and second order-beliefs measured by the parameter κ (t 54 = 2.3, *P = 0.025). Note that our model controls for the effect of cTBS condition (t 54 = 1.15, P = 0.25). This result shows that taking into account the effect of one's actions on the opponent's strategy is associated with a better behavioral outcome. Error bars denote standard errors of the regression coefficients.
a r t I C l e S to the vertex-cTBS condition, participants in the rTPJ-cTBS condition indeed gave less weight to second-order beliefs as indicated by a lower value of κ (P MCMC = 0.003; P MCMC is a P value derived by comparing the posterior distributions of the estimated parameters sampled via Markov chain Monte Carlo; see Online Methods and Fig. 2c ). This confirmed our central hypothesis. Subsequent exploratory analysis did not reveal any significant differences in the remaining parameters of the model, specifically the first-order learning rate η (P MCMC = 0.65) and the softmax inverse temperature (P MCMC = 0.12; Online Methods). Moreover, to ensure that the cTBSrelated reduction in κ did not reflect changes in the tendency of at least a few subjects to generate random responses, we constructed a mixture model that tested whether cTBS changed influence learning while controlling for possible changes in how much subjects randomized their responses (Online Methods). This model also showed that cTBS led to reductions in the key parameter κ (P MCMC = 0.03), whereas it did not change the degree of random responding (Online Methods). All these findings corroborate that the behavioral changes due to cTBS indeed reflected a selective reduction in the ability to account for the influence of one's own choices on opponent choices. Notably, the results of the model-based and model-free analysis were fully congruent: the influence parameter κ was strongly associated with the logit estimate of how much subjects' choices could be predicted by their previous choices (t 54 = 7.39, P = 9.5 × 10 −9 ), as well as with the switch frequency (t 54 = 5.4, P = 1.4 × 10 −6 ; Fig. 2d) . Thus, our behavioral data show that rTPJ-cTBS indeed led to a systematic deficit in the ability to incorporate second-order beliefs into choice, suggesting that the influence-update computation implemented in the rTPJ is necessary for sophisticated strategic behavior to emerge.
Local cTBS effects on influence computations in rTPJ
We performed a replication of Hampton et al. 2 , who found that BOLD activity in bilateral pSTS correlates with the influence update signal. The replication was successful (across both groups: right pSTS region of interest (ROI), peak at Montreal Neurological Institute (MNI) coordinates x, y, z = 54, −64, 4; t 56 = 6.36, P(small-volume-corrected for family-wise error; SVC) = 0; left pSTS ROI, peak at MNI x, y, z = −48, −70, 10; t 56 = 5.12, P(SVC) = 0.001; Online Methods). This confirmed that the expected representations of the influence update were indeed present in pSTS for our dataset. Moreover, exploratory whole-brain analysis across both groups revealed bilateral activations in the TPJ extending into STS, bilateral activations in dorsolateral prefrontal cortex extending into dmPFC and activity in visual areas (all P(nonparametric family-wise error corrected; FWE) < 0.05; Supplementary Table 2) . For just the vertex-cTBS group, we also found pronounced influence-update-related activity in rTPJ extending to pSTS (cluster extent (Ke) = 1,326, degrees of freedom (df) = 28, nonparametric P(FWE) = 0.009; Fig. 3a and Supplementary Table 2) .
Next, we searched for TMS-induced disruptions of the influenceupdate process by comparing BOLD signals between the vertex-cTBS and rTPJ-cTBS groups. An initial ROI analysis (Online Methods) of the stimulated area showed that, compared to the control group, cTBS indeed significantly reduced the rTPJ BOLD activity associated with the influence update signal (right TPJ ROI, peak at MNI x, y, z = 39, −46, 28; t 55 = 3.65, P(SVC) = 0.002; Fig. 3b ). Exploratory wholebrain analysis did not reveal any other effects in brain areas remote from the stimulation site (whole-brain vertex-cTBS > rTPJ-cTBS, all P(FWE) > 0.05).
Network cTBS effects on influence-update computations in the dmPFC
It has been postulated that dmPFC plays an important role in updating representation of other's actions in relation to one's own behavior 19, 23 . In line with this conjecture, it has been reported that BOLD activity in the dmPFC represents the computations predicted by the influence model and that functional communication between dmPFC and rTPJ peaks at the time of feedback 2 . We therefore tested whether cTBSperturbation of the rTPJ computations would also affect the related model-representations in the dmPFC. To do so, we calculated the divergence in model likelihood between the influence model and the fictitious play model for each subject given the parameters, as also done in Hampton et al. 2 . Next, we included this index as a predictor in a regression analysis examining how the neural representation of the influence signal during the outcome stage varied as a function of how likely a given participant was to employ this model. An ROI analysis (Online Methods) of the dmPFC region identified in the previous study 2 replicated the finding that the greater the difference in fit between the influence model and the fictitious play model, the more the influence signal was represented in the dmPFC (dmPFC ROI, peak at MNI x, y, z = −3, 44, 22; t 55 We disentangled the effects of the opponent's choice and the subject's choice with a random-effects logit regression. We predicted the Employee's choice at t based on the Employee's past choice at t − 1 and the opponent's choice at t − 1 for each subject. This revealed that subjects in the rTPJ-cTBS group (red lines) but not the vertex group (blue lines) were more predictable on the basis of their past actions. Black line intervals denote s.e.m. Red asterisks denote that the means of the coefficients are statistically different from 0. (c) Model-based estimates of the population-level posterior distributions of κ for both conditions. Subjects in the rTPJ-cTBS condition had lower κ than the control group.
(d) Regression analysis of how (left) switch frequency and (right) the predictive value of previous actions for subsequent choices depended on the first-order learning rate η and second-order learning rate κ. This shows that κ from the model-based analysis indeed captures similar aspects of strategic choice behavior as do the model-free indices in a and b. All depicted estimates were derived with multiple regression models that also included a predictor coding for stimulation condition, thereby controlling for baseline differences between stimulation groups. Error bars denote standard errors of the regression coefficients; *P < 0.05.
Fig. 4a).
However, this representation did not differ significantly between groups (rTPJ-cTBS < vertex-cTBS; ROI analysis: peak at MNI x, y, z = 9, 56, 28; t 53 = 1.53, P(SVC) = 0.809; exploratory whole-brain analysis: all P(FWE) > 0.05). Because the relationship between model likelihood and influence update in dmPFC was not significantly affected by the disruption of the computations occurring in rTPJ, we conclude that the influence model representation coded in the dmPFC did not rely exclusively on functional inputs from the signals coded in the rTPJ. Second, we explored putative changes in the way both regions communicated at the time of feedback. To do so, we performed a psychophysiological interaction analysis comparing how rTPJ connectivity at the time of feedback (versus baseline) differed between the rTPJcTBS group and the control group. For the a priori selected dmPFC ROI, this analysis showed a numerical but statistically insignificant cTBS-induced decrease in rTPJ connectivity (dmPFC ROI, peak at MNI x, y, z = −6, 47, 10; t 55 = 3.15, P(SVC) = 0.17). However, subsequent whole-brain exploratory analysis revealed a significant cTBSinduced decrease in connectivity of the rTPJ with a part of dmPFC (peak at MNI x, y, z = −9, 41, 40) that was more dorsal than the a priori selected ROI (Ke = 332, df = 55, nonparametric P(FWE) = 0.03; Fig. 4b and Supplementary Table 3) .
Taken together, these results suggest that influence-update computations in the TPJ were conveyed to other parts of the mentalizing network, as reflected by the decrease in rTPJ-dmPFC connectivity due to rTPJ disruption by cTBS. This supports the view that the computations occurring in dmPFC and rTPJ are not fully independent but coordinated by means of functional communication between both areas at the time of feedback. Note that the directionality of this communication cannot be inferred from psychophysiological interaction analysis alone. However, because we directly interfered with the computations occurring in rTPJ and observed resulting changes in the spatially remote dmPFC, it is more likely that cTBS affected the forwarding of information from rTPJ to dmPFC rather than the converse.
Network cTBS effects on value computations in vmPFC
Numerous studies have shown that choices in social settings involve value computations in vmPFC 2, 15, 21, 22, 24 . We examined how these vmPFC value representations at the time of choice were affected by cTBS-disruption of the TPJ influence update computations, using an ROI analysis (Online Methods) of a vmPFC area known to be involved in value representation 25, 26 . When looking for BOLD signals encoding the chosen value, we found numerically congruent but statistically insignificant effects in the vmPFC (vmPFC ROI: peak at MNI x, y, z = −3, 32, −14; t 56 = 1.12, P(SVC) = 0.84; exploratory whole-brain analysis: all FWE P > 0.05). Similarly, any decrease in value coding for TMS compared to control was also numerically consistent but statistically insignificant (vmPFC ROI: peak at MNI x, y, z = −15, 29, −14; t 55 = 2.72, P(SVC) = 0.30; exploratory whole-brain analysis: all FWE P > 0.05). Exploratory analysis of the value signals in the two TMS groups by themselves revealed significant vmPFC value coding To investigate the possibility that functional impairment of rTPJ could interfere with the integration of second-order beliefs into vmPFC neural value signals, we performed a second psychophysiological analysis in which we analyzed how rTPJ-vmPFC connectivity at the time of feedback reflected the influence update and how this modulation of connectivity by the influence update was changed by the cTBS. This revealed that rTPJ-cTBS, compared to vertex-cTBS, led to lower influence-update-related rTPJ-vmPFC connectivity (vmPFC ROI: peak at MNI x, y, z = 9, 26, −14; t 55 = 3.95, P(SVC) = 0.029; Fig. 5b) . The peak-to-peak distance between the value representation at the time of choice (Fig. 5a) in the vertex control group and the differential connectivity pattern reflecting the influence-update signal (Fig. 5b) was 12 mm. This underlined that the functional connectivity disrupted by cTBS arose for a portion of vmPFC that overlapped with the portion found to encode value representations at the time of choice. More broadly, this result suggests that cTBS-induced impairment of TPJ interfered with the integration of second-order beliefs into value computations through alterations in cross-network communication.
Relationship between the neural and behavioral effects caused by TMS Our analyses identified three main aspects of neural function that were affected by rTPJ-cTBS: first, the influence-update computation in rTPJ; second, the connectivity between dmPFC and rTPJ at the time of feedback; and third, the modulation of connectivity between rTPJ and vmPFC by the influence update signal. This raises the question: which of these neural changes underlie(s) the cTBS-induced behavioral deficit in integrating second-order beliefs into choice?
To explicitly test this link, we perform three regression analyses in which we related the parameters of our behavioral model to the three neural effects of rTPJ-cTBS ( Fig. 6 ; see Online Methods for details on the regressions). This revealed that a stronger cTBS disruption of influence-update-dependent connectivity between rTPJ and vmPFC was associated with a lower use of second-order beliefs (relationship between κ and rTPJ-vmPFC connectivity in the rTPJ-cTBS condition: t 25 = 2.84, P = 0.009; Bonferroni α = 0.05/3; interaction of κ and cTBS condition: t 51 = 2.34, P = 0.023). None of the other two neural effects were significantly related to the behavioral changes induced by cTBS (rTPJ-influence signal: main effect of κ in rTPJ-cTBS condition, t 25 = 0.02, P = 0.97; interaction of κ and cTBS condition, t 51 = 0.16, P = 0.87; rTPJ-dmPFC connectivity: main effect of κ in rTPJ-cTBS condition, t 25 = 0.86 P = 0.39; interaction of κ and cTBS condition, t 51 = 0.7, P = 0.48). This suggests that a primary pathway by which rTPJ-cTBS affects subsequent behavior is via the communication of rTPJ influence update signals with vmPFC at the time of feedback.
DISCUSSION The right temporoparietal junction is causally involved in strategic choice
Our results show that disrupting the neural influence computations in rTPJ by cTBS led to a deficit in the ability to optimally integrate the consequences of one's own actions on the opponent's behavior. The observed deficit is precisely aligned with the theoretical predictions of the model and provides evidence that the influence algorithm validly characterizes the aggregate output of the computations 26, 27 ). For display purposes, activations are depicted in red at P (uncorrected) < 0.005 and yellow at P (uncorrected) < 0.001. (b) PPI analysis seeded in rTPJ. We found evidence that rTPJ-cTBS reduced influence-updaterelated connectivity between rTPJ and the vmPFC (same black ROI as in a) at the time of feedback. Graph shows PPI parameter estimates extracted from the vmPFC cluster (left; for all voxels with P < 0.001). Black lines denote s.e.m. For display purposes, activations are depicted in red at P (uncorrected) < 0.005 and yellow at P (uncorrected) < 0.001. a r t I C l e S performed by rTPJ. Failure to incorporate such second-order beliefs into choice means disregarding the opponent's learning, thereby rendering the player's behavior nonstrategic. Our results therefore provide direct evidence that intact rTPJ function is a neurobiological prerequisite for strategic social decision-making because of rTPJ's role in simulating the beliefs of other agents by means of the influence-update computation. Previous research has ascribed a causal function to rTPJ for selfrelated processing [27] [28] [29] and for processing perpetrator beliefs in moral judgments 30 . However, the interplay between self-generated signals and simulated beliefs, or how one's action affects the beliefs of another agent, has not been addressed in past research. The present study fills this gap by providing causal evidence that the rTPJ is involved in this process.
A recent theory posits that the angular gyrus, which is part of TPJ, supports the construction of a specifically social context when this is relevant for behavior 31 . Another theory proposes that the computations occurring in the TPJ represent domain-general contextual updating of any internal model of the environment, be it social or not 32 . The predictions of both theories therefore differ in the degree of social specificity attributed to the region. The results of our study are in fact congruent with key predictions of both these theoretical frameworks, since they provide causal evidence that neural processes in angular gyrus (an anatomically-defined region comprised in TPJ) were indeed required for updating an agent's model of how strategically sophisticated opponents learn about the agent's own behavior.
Deficits in theory of mind are a defining feature of autism spectrum disorder 33 , but the relevant measurement instruments (for example, the false belief task) do not provide quantitative measurements of the underlying neurocognitive operations 34 . In contrast, the strength of the computational approach to theory of mind is that it allows a finegrained deconstruction of the involved subprocesses and associated neural signals 35 . The present findings suggest that the computational model employed here may be used to characterize putative abnormalities in neural coding associated with autism spectrum disorder and to ultimately contribute to advances in classification and treatment of this disorder.
The right temporoparietal junction interacts with dorsomedial and ventromedial prefrontal cortex Functional connectivity between rTPJ and dmPFC is well documented and both regions have been proposed as belonging to a common functional network 5 . Here we show that perturbing computations occurring in rTPJ causally affected the coupling between both regions, as evidenced by their reduced connectivity at the time of feedback. This result therefore provides direct evidence that dmPFC and rTPJ are part of a functionally interacting network.
It has been proposed that the valuation system integrates decisionrelevant information provided by the mentalizing network 2, 15, 22 , but the evidence for this until now has been purely correlative. Here we show that disrupting rTPJ processing caused a change in how the region's connectivity to vmPFC represented the information that coded for the change in the opponent's model. This pattern of disrupted connectivity occurred in the portion of vmPFC that is most sensitive to overall value in our task, suggesting that these network-level perturbations affected the way changes in the opponent's model were integrated into choice value. Taken together, these results support an integrative model of social choice in which TPJ and dmPFC provide crucial inputs to the computation of choice value in vmPFC. More broadly, the effects we observed were generally consistent with findings of TMS-induced interference with value processing following stimulation of other areas, such as dorsolateral prefrontal cortex 36 . Our data thus generally concur with proposals that the vmPFC may integrate information from multiple brain areas by means of functional coupling to compute value signals driving choices 22, 37, 38 .
Implications for decision neuroscience
The use of computational models in functional neuroimaging has boomed in the past decade 39 , with the ambitious aim of providing a mechanistic understanding of how choices are generated by the brain. To date, much of the effort has been focused on using fMRI to discover novel computational signals correlating with choices, but this approach is not without pitfalls. For instance, the correlation of one model's parameters with BOLD signals does not account for the fact that there are multiple plausible instantiations of a model's algorithms 9 , and different competing models are rarely directly tested against each other or assessed for stability by direct replications 40 . Moreover, the interdependency between the different computational components coded in distinct functional areas cannot be assessed in the absence of a causal intervention.
In this context, the present results demonstrate two advantages of combined TMS-fMRI studies. First, the ability to localize and interfere with a given model-derived signal allows tests of causal mappings between model components and neural signals, therefore directly validating assumptions of such models that cannot be assessed with BOLD signal correlations alone. Second, combining both methods allows study of how localized perturbations spread through networks and alter neural representations in remote areas, providing a new perspective on how different model-proposed computations are neurally integrated to ultimately drive choice.
METHODS
Methods, including statements of data availability and any associated accession codes and references, are available in the online version of the paper. 
ONLINE METHODS
Participants. 120 healthy volunteers (60 male, 60 female; ages 18-25) took part in the experiment. Sixty participants were scanned with functional magnetic resonance imaging while playing the inspection game in the role of Employee, paired with an anonymous Employer (the other 60 participants) siting in an adjacent room and playing on a computer connected via network protocols. This sample size was a good compromise between the substantial effort and costs involved in the experiment (fMRI + cTBS with two interacting subjects) and the degree of statistical sensitivity (80% power to detect a large effect size; Cohen's d = 0.75) chosen based on the clear a priori hypothesis originating from the previous study 2 . All scanned participants were right-handed nonsmokers, medication-free, with normal eyesight, no history of neurological disorders and in full compliance with safety guidelines for transcranial magnetic stimulation. Half of the scanned participants received cTBS to the vertex while the other half received cTBS to the rTPJ. One participant in the rTPJ-cTBS condition and one participant in the vertex-cTBS condition reported feeling anxious and/or dizzy during the cTBS procedures, leading to the immediate interruption of the experiment. Additionally, fMRI imaging data for one participant in the rTPJcTBS condition were lost due to a scanner database error. Two participants in the vertex-cTBS and one in the rTPJ-cTBS provided incomplete answers to the pre-and postexperimental questionnaires (Supplementary Table 1 ).
ethics compliance and blinding. The Ethics Commission of Canton Zürich approved the experiment. Informed consent was obtained from each subject before the experiment. Data collection and analysis were not performed blind to the conditions of the experiment due to the nature of TMS interventions.
experimental design and task. Since the focus of our study was on learning the impact of the subject's own actions on the opponent, it was absolutely critical that we tested participants while they had not yet had extensive time to learn about their specific opponent and thus need to update their expectations. We therefore avoided any experimental designs that would enable subjects to gain extensive experience with a specific opponent (for example, within-subject or pre-post designs) and opted for a between-subjects design with minimal training before the TMS intervention.
Between-subject designs make it difficult to explicitly account for any possible pre-existing group differences. We thus took several measures to mitigate the risk that our two groups differed in game performance at baseline. First, our design entailed fully random group assignment, which should lead to matched samples and does not bias the results in a specific way. Second, we acquired-before the TMS intervention-measures of various cognitive functions and preferences known to be critical for choices during strategic social interactions, while precluding any training with the specific opponent in the experimental game. More specifically, we measured ability in working memory capacity with the N-back task 42 , depth of strategic thinking with the beauty contest 14, 43 and preferences for competition versus cooperation with the SVO (social-value orientation) questionnaire 44 . Working memory was critical in our study task because participants had to maintain representations of their choices and their opponent's choice history. The beauty contest measures how many iterative steps of metalizing-related reasoning a subject may perform and how well the subject can adequately predict the average depth of strategic thinking in the opponent population. Preferences for cooperative versus competitive outcomes may influence choices because subjects may be averse to winning on a majority of trials, therefore allowing themselves to lose on purpose in order to obtain a financial outcome comparable to their opponent. Notably, the participants in both groups did not differ in any of these three measures (Supplementary Table 1) . This lack of any group difference in key abilities and preferences important for the inspection game strongly suggests that the randomization was effective in matching the groups for baseline ability.
Before the experimental measurements in both the vertex-cTBS and rTPJcTBS group, subjects played 10 trials of the inspection game to familiarize themselves with the task structure and response options. Following the training phase, participants underwent cTBS and entered the scanner, where they played 160 trials of the inspection game in two sessions of 80 trials each. Each trial began with a fixation-cross presented for a randomly determined period between 1.25 and 8 s, followed by a decision screen featuring two pictograms describing choice options. Both participants played simultaneously and had up to 2 s to make their decision. Choices were confirmed with a red square, which was displayed for a minimum of 100 ms and up to the time it took for both answers to be recorded. After each player made his or her decision, a fixation cross was presented for a random period between 1.25 and 8 s, after which the feedback screen was displayed for 2.5 s. The average duration of a trial summed to 9 s (Fig. 1c) . fMRI contrast sensitivity was optimized a priori by simulating effects of task ITI on statistical sensitivity with custom code. In total, the task lasted 26 min. data acquisition: transcranial magnetic stimulation. Stimulation site. We performed an automated meta-analysis for the keyword "theory mind" using Neurosynth 45 , which yielded a synthesis from 140 studies and 6,092 reported activations. From the reverse-inference mask at the default threshold, we extracted all contiguous voxels of the mask for rTPJ. We employed Neurosynth since it is a comprehensive and up-to-date source of activations and has been successfully used in recent TPJ research 33 . For the functional map, we extracted the activation cluster (at P = 0.001) correlating with the influence-update signal in the control group. The functional and meta-analysis maps showed a large degree of overlap (72% of the former contained in the latter). We derived a binary cluster corresponding to the overlap of both maps. Next, we calculated the centroid of that cluster. The centroid was then projected onto the nearest surface gyrus and the resulting surface site (MNI x, y, z = 61, −52, 35) was used as stimulation site. Anatomically, the stimulation site was located on the anterior portion of Brodmann area 39. For our control group, we selected the vertex as the stimulation site, defined for each participant in their own T1-weighted MRI scan as the intersection of the central sulci from both cerebral hemispheres. Stimulating the vertex is unlikely to have any task-relevant effects for a number of reasons. First, the stimulated vertex site lies at a considerable distance from the TMS coil due to the folding of the two cerebral hemispheres, thereby reducing the effectiveness of the TMS pulse. Second, the site corresponds to the somatosensory and motor representation of the leg. We did not observe any sensations or leg movements during the stimulation, supporting the view that the control stimulation did not result in effective neural stimulation. Last but not least, this area is not known to be involved in the computations underlying complex social behavior as studied in our design (see also Hampton et al. 2 ) .
Transcranial magnetic stimulation procedure. Stimulation coordinates were superimposed onto native T1 images for each participant using inverse normalization with trilinear interpolation implemented in SPM8 (Wellcome Trust Centre for Neuroimaging). Passive and active motor thresholds were obtained for each subject by means of neuronavigated single-pulse TMS on the portion of motor cortex controlling movement of the index finger, using the Brainsight interface (Rogue Resolutions Ltd., Cardiff, UK). The passive motor threshold was defined as the single-pulse intensity required to elicit motor evoked potentials (MEP; > 200 mV in amplitude) in at least five of ten pulses as measured by electromyography in Brainsight. The active motor threshold was obtained by having the subject exert constant pressure between the index finger and the thumb (20% of maximum force) while the thresholding procedure described above was repeated. For the rTPJ-cTBS condition, the stimulation intensity was proportionally scaled to the difference between the skull-brain distance of motor cortex and the skull-brain distance of the stimulation site. This experiment employed the standard continuous theta-burst stimulation protocol 11 calibrated at 80% of active motor threshold. Stimulation was applied on the fMRI sliding bed over the coordinates identified with Brainsight with the coil orientation marked on a fixed cap. The induced electromagnetic field was aligned perpendicular to the crown of the angular gyrus for the rTPJ-cTBS condition, with the coil handle pointing backwards and angled accordingly. An fMRIcompatible coil was used to administer the stimulation (Magventure MRi-B91). The cTBS stimulation protocol comprised 600 pulses administered over 40 s in bursts of three pulses at 50 Hz (20 ms), repeated at intervals of 5 Hz (200 ms) in accordance with the guidelines prescribed by the literature 11 . fMRI procedures commenced directly after the stimulation, with the average time between the offset of the stimulation and the onset of the fMRI task corresponding to 223 s (s.d. = 9.94 s). data acquisition: fmRI recording and preprocessing. For each session, we acquired 282 T2*-weighted whole-brain echo planar images using a Philips Achieva 3T whole-body scanner (Philips Medical Systems, Best, The Netherlands) equipped with an 8-channel Philips sensitivity-encoded (SENSE) head coil.
Imaging parameters were: 2,600-ms repetition time (TR); 37 slices (transversal, ascending acquisition); 2.6-mm slice thickness; 2.5-mm × 2.5-mm in-plane resolution; 0.65-mm gap; 90° flip angle. After the magnetic field was fully equilibrated, five dummy image excitations were performed and discarded before functional image acquisition started. To enhance BOLD sensitivity throughout the brain, we employed a dual-echo sequence (TE: 17 ms and 44 ms). To combine both images, we used a weighted voxel-wise summation technique 46, 47 to generate a single functional image. To do this, we first computed the signal-to-noise ratio for each voxel measured during a resting-state scan. We then weighted each voxel by a function of the voxel-based SNR derived from the resting state. Finally, we acquired a T1-weighted whole brain structural image with 1 × 1 × 1-mm 3 cubic voxel size for each subject. All image preprocessing steps were applied using SPM8 (Wellcome Trust Centre for Neuroimaging) according to standard procedures employed in our group 48 . First, we performed slice-time correction to the middle slice acquisition time. We then realigned the images to account for subject head motion. Each subject's T1 image was co-registered to the functional image and normalized to the standard T1 MNI template with the new-segment procedure in SPM8 49 . Finally, the images were spatially resampled to 3-mm 3 isotropic voxels and smoothed using an 8-mm FWHM Gaussian kernel. data acquisition: peripheral measures. To control for the effects of heart rate and breathing on fMRI recordings, we acquired cardiac and respiratory signals using electrocardiography and a breathing belt. The physiological time series were transformed following the RETROICOR 50,51 procedure, which uses Fourier expansions of various orders for the phase and cardiac pulsation (third order), respiration (fourth order) and cardiorespiratory interaction (first order) 51 . The corresponding regressors were created using the Matlab PhysIO Toolbox 52 (open source code available as part of the TAPAS software collection; https://www.tnu. ethz.ch/de/software/tapas.html). data analysis: behavior. We employed three distinct computational models based on Hampton et al. 2 to account for our behavioral data. These models were fitted to the behavioral data of the Employees undergoing scanning using a hierarchical Bayesian procedure (see next section). The fitted models were used to perform inference on model parameters 53 and derive subject-level parametric modulators 54 (first-order prediction error, influence update and expected value of the chosen option) for the fMRI analysis.
Model 1: reinforcement learning. Reinforcement learning posits that an agent learns from past rewards which actions (for example, Shirk or Work) are more likely to produce future rewards. We used a simple Rescorla-Wagner based RL model, which updates action values V on trial t based on a prediction error δ reflecting which action was selected and whether or not it was followed by reward.
The prediction error δ is calculated on each trial by comparing the experienced reward R t with the expected reward. The prediction error is weighted by a learning rate η.
To choose between two actions (for example, Shirk or Work) the model compares the expected value for both actions and biases the choice probability to favor the action with the greatest expected value, using a logistic sigmoid where β is the inverse temperature.
P work exp
where p (s,t) is the softmax output of equation (12) Moreover: mixed-equilibrium model. In addition to our computational learning models, we fitted a mixed-equilibrium model (ME) to test whether our participants may have optimized their play patterns by removing predictability (i.e., by random responding). A mixed strategy for the inspection game posits that employees will work with probability P(Work); the mixed Nash equilibrium for the Employee in the inspection game corresponds to P(Work) = 0.5. This strategy prevents any form of exploitation, as established by theoretical accounts in game theory 56 .
A simple hierarchical Bayesian model implementation of a mixed strategy assumes that choices Ch yee are generated by a simple Bernoulli process:
where t denotes the trial and s denotes the subject in the hierarchy. We use mean and precision parameters of the beta distribution dbeta to capture the empirically observable mixed strategy, which can be compared to the mixed Nash Equilibrium of P(Work) = 0.5.
This stochastic model captured the data considerably less well than the influence model (Fig. 1c) . Moreover, the population-level posterior distribution of µ δ indicated that participants did not exhibit a matched probability of P = 0.5 for playing either option, as would be expected if they employed a mixed Nash equilibrium strategy (Supplementary Fig. 2 ).
controlling for the use of mixed strategies in both groups. Even though the model comparisons suggest that participants in both groups generally employed influence-update computations to control their behavior, it is nevertheless possible that a few individual subjects may have attempted to randomize their responses. To rule out the possibility that such 'outlier' individuals may have affected our cTBS results, we fitted a mixture model in which we statistically controlled for individual tendencies to randomize responses when analyzing cTBS effects on the influence parameter κ. This model assumes that each subject's behavior was generated by an individually weighted mixture of the influence model and a randomizer model in which P(Work) is defined as the empirical estimate of our ME model. The individual weight given to influence learning versus fully random responding was captured by a parameter λ in an expansion of the softmax choice rule equation (8) The parameter ζ represents the empirical mean of the population-level parameter δ in our mixed equilibrium model, averaged over both conditions (ζ = 0.42). Note that this parameter cannot be fitted empirically in the mixture model, as it is not uniquely determined in presence of the mixture-model parameter λ.
The results of this control analysis indicate that the difference in κ between the rTPJ-cTBS and vertex-cTBS condition still holds (P mcmc = 0.03) even when controlling for individual tendencies to randomize responses. Moreover, the λ parameter did not differ between conditions (P mcmc = 0.48), indicating that our causal intervention did not significantly alter our subject's tendency to randomize their choices. Note that the model fits of the mixture model are largely inferior to those of the pure influence model (DIC difference with influence model = 155 for vertex-cTBS and 175 for rTPJ-cTBS). Thus, the influence model alone captures the behavior of our subjects better than the more complex mixture-based variant that also accounts for the use of mixed-strategies.
Bayesian hypothesis testing. We performed inference by inspecting the highest-density interval (HDI) 53 . Simply put, we estimated the influence model separately for vertex-cTBS and rTPJ-cTBS. The Monte -Carlo-based hierarchical approach yields a posterior estimate that represents the empirical distribution of parameter values at the population level (i.e., random effects analysis). To perform inference, we subtract the distribution of κ rTPJ-cTBS from the distribution of κ vertex-cTBS and place bounds on the resulting distribution that capture 95% (for P > 0.05) of the distribution density. If the lower bound does not include 0, we can reject the hypothesis that the parameters for both populations are equal. The reported MCMC P values represent the proportion of the distribution that is below the zero line. Note that when none of the HDIs overlaps, we report P values as P mcmc ≅ 0.
non-Bayesian hypothesis testing. Group differences in the relationship between experimental factors and choice behavior ( Figs. 1 and 2) were analyzed with standard OLS regression. Data distribution was assumed to be normal, but this was not formally tested. The statistics corresponding to the parameter estimates are reported in the results section as t values. data analysis: neuroimaging. fMRI design matrix. All fMRI data were analyzed with random-effect general linear models (GLMs) using SPM8. Our design matrix included the onset of the decision period with the expected value of the chosen options as parametric modulator and the onset of the feedback epoch with reward, first-order prediction error and influence update as parametric modulators. Orthogonalization was turned off in SPM8 to capture only the variance uniquely explained by each factor. In addition, we included as nuisance regressors all movement parameters and physiological fluctuations related to heart rate and breathing with the procedure described above. We constructed a boxcar epoch function with a duration corresponding to the reaction time of the decision, to optimally account for variability in decision time 57 . The feedback epoch was modeled using stick functions.
Neuroimaging analysis strategy and correction for multiple comparisons. For the neuroimaging analyses, we first describe the results of main effects across groups (to replicate Hampton et al. 2 ), followed by comparisons between the groups to identify differences brought about by TMS. For the PPI analyses, we only focused on the difference between groups, as these analyses were designed to identify changes in connectivity due to an experimental factor (TMS in our case). For all these analyses, we first present the results in the ROIs selected a priori strictly based on Hampton et al. 2 , followed by exploratory wholebrain analyses to identify other areas than the a priori ROIs that show similar effects. All whole-brain analyses employed a cluster-level threshold of FWE P < 0.05 (cluster-forming threshold t = 2.66), corrected for multiple comparisons across the whole brain. We implemented these analyses as nonparametric tests (5,000 permutations, no t-map smoothing) in the software package SnPM (open source; code available at http://warwick.ac.uk/snpm) to optimally correct for type-1 error rates 58 .
Analyses of ROIs employed a peak-level threshold of P(FWE) < 0.05, corrected for the ROI search volume. The rTPJ ROI for the analysis of the rTPJ-cTBS effects was defined as the empirical activation cluster obtained from the separate dataset acquired in the control group (Ke = 487). The ROIs for the vmPFC, dmPFC and bilateral pSTS were defined as spheres with a radius of 16 mm (twice the smoothing kernel) centered on coordinates reported
