Abstract: We present a general statistical modelling framework for handling multivariate mixed types of outcomes in the context of quantitative genetic analysis. The models are based on the multivariate covariance generalized linear models, where the matrix linear predictor is composed of an identity matrix combined with a relatedness matrix defined by a pedigree, representing the environmental and genetic components, respectively. We also propose a new index of heritability for non-Gaussian data. A case study on house sparrow (Passer domesticus) population with continuous, binomial and count outcomes is employed to motivate the new model. Simulation of multivariate marginal models is not trivial, thus we adapt the NORTA (Normal to anything) algorithm for simulation of multivariate covariance generalized linear models in the context of genetic data analysis. A simulation study is presented to assess the asymptotic properties of the estimating function estimators for the correlation between outcomes and the new heritability index parameters. The data set and R code are available in the supplementary material.
Introduction
Linear mixed effects models [1, 2] are the main statistical tool in the context of quantitative genetic data analysis. The estimation of the additive genetic variance and thus the heritability of different outcomes is one of the main goals in quantitative genetic [3, 4] . Examples appear frequently in evolutionary biology [5] and animal breeding [6] . Although flexible for Gaussian data, linear mixed effects models are unsuitable for analysing binary, binomial, count and asymmetric continuous outcomes.
For the analysis of non-Gaussian outcomes the generalized linear mixed models (GLMMs) framework is a frequent choice [7, 8] . GLMMs consist of specifying a generalized linear model conditionally on a multivariate latent distribution, often the multivariate Gaussian. In general GLMMs are computationally demanding and many different algorithms have been proposed in the past three decades, see McCulloch [9] and [10] for additional references. A further aspect of GLMMs that gives rise to concern is the general lack of a closedform expression for the likelihood and the marginal distribution of the data vector. A related question is the special interpretation of parameters inherent from the construction of GLMMs. Thus, the covariate effects are conditional on the latent variables, whereas the correlation structure is marginal for the latent variables rather than for the outcomes.
The literature to deal with mixed types of outcomes in the context of quantitative genetic is sparse. Hadfield and Nakagawa [7] , Hadfield [11] proposed to use the GLMMs family relying on MCMC (Markov Chain Monte Carlo) methods for estimation in the Bayesian framework. MCMC methods for GLMMs are challenging in terms of convergence and computational time. Furthermore, these challenges seem to be amplified for mixed types of outcomes and covariance modelling using genetic structures. Moreover, the implementation itself can be difficult, especially for end-users who might not be expert in programming. For a more comprehensive discussion on the computational challenges for MCMC methods, we refer the interested reader to Rue et al. [12] and Fong et al. [10] . Liu et al. [13] presented the penalized multivariate linear mixed model for the analysis of multi-traits in the context of genome-wide association studies. For a recent application of this approach and further discussion about mixed types of outcomes, see Liu et al. [14] .
The computation of the heritability index in the Gaussian case is trivially defined by the proportion of the variance attributed to the genetic component. For non-Gaussian data, it is not immediately obvious how to define the heritability of an outcome. A comprehensive discussion about the computation of the heritability index for non-Gaussian data based on GLMMs is presented in de Villemereuil et al. [15] along with a proposal of solution. Although, this new development on the computing of the heritability index for non-Gaussian data, it remains a daunting task requiring intricate calculation involving multivariate integrals and specific algorithms.
In this paper, we present an alternative approach for modelling mixed types of outcomes in the context of genetic data based on the multivariate covariance generalized linear models (McGLMs) [16] .
In the McGLM framework the marginal covariance matrix is explicitly modelled combining a matrix linear predictor and a covariance link function. Variance function are employed to take into account nonnormality and the mean structure is modelled using a link function and a linear predictor. McGLMs are fitted using quasi-likelihood and Pearson estimating functions, based on second-moment assumptions, and implemented in an efficient Newton scoring algorithm. McGLMs are an extension of the linear mixed effects models to deal with multivariate non-Gaussian data and have the last one as a special case. Furthermore, from the marginal specification of McGLMs emerges a marginal measure of heritability for non-Gaussian data.
McGLMs have many in common with GEE (Generalized Estimating Equations) models popular in the analysis of longitudinal data [17] . However, McGLMs were explicitly designed to deal with multiple outcomes and allow for a flexible and interpretable specification of the marginal covariance structure using a covariance link function combined with a linear combination of known matrices. Furthermore, in the McGLM framework the dispersion parameters play an important role in terms of model specification and interpretation. On the other hand, current GEE implementations deal only with one outcome and include a short list of pre-specified covariance structures, such as auto-regression and compound symmetry [18, 19] . In general in the GEE framework the dispersion parameters are considered as nuisance. In terms of fitting algorithm, both methodologies use the quasi-score function for estimation of the regression coefficients. In the McGLM framework the dispersion parameters are estimated using the Pearson estimating function [20] , while in the GEE context the method of moments and the GEE2 are frequent choices [21, 22] .
The model we shall present in Section 3 is motivated by the data set analysed in Holand et al. [8] consisting of a natural meta population of house sparrow (Passer domesticus) on six islands off the coast of Helgeland, Northern Norway. In this study blood samples were used to determine genetic parenthood, and the genetic pedigree for the birds could be established. The outcomes of interest are: (1) bill depth, (2) breeding season success, and (3) average reproductive intensity. The main biological goals are to compute the heritability of the different outcomes, as well as the possible correlation between outcomes that can be due to genetic and environment effects. This example is particularly interesting because the outcomes are of mixed types, i.e. bill depth is a continuous outcome, while breeding season success and average reproductive intensity are examples of binomial and count outcomes.
In view of the recent developments in the McGLMs framework the main contributions of this article are: (i) introducing a suitable specification of the McGLMs to deal with mixed types of outcomes in the context of genetic data analysis. (ii) presenting the extended binomial variance function for handling binomial and restricted outcomes. (iii) proposing a new marginal measure of heritability for non-Gaussian data. (iv) presenting a comparison between the conditional specification of GLMMs and the marginal specification of McGLMs to explain why negative heritability index can appear in practical data analysis and how to use this fact to easily assess the significance of the genetic effects. (v) adapting the NORTA (Normal to anything) [23] algorithm for simulation of McGLMs. (vi) presenting a simulation study to check the asymptotic properties of the estimating function estimators with emphasis to the correlation between outcomes and the new measure of heritability and (vii) analysing the house sparrow data set comparing the results with the ones obtained by Holand et al. [8] .
We present the data set in Section 2. Section 3 presents the model and discusses its properties. Section 6 compares the conditional and marginal model specifications and explains why negative heritability index appears naturally in the marginal specification. Section 5 adapts the NORTA algorithm for simulation of McGLMs. Section 6 presents a simulation study to verify the asymptotic properties of the estimating function estimators. Section 7 presents the application of the model to the data. Finally, the main results are discussed in Section 8, including some directions for future investigations. The data set and R [24] code are available in the supplementary material.
Data set
The case study analysed in this paper uses data from a natural meta population of house sparrow (Passer domesticus) on six islands off the coast of Helgeland, Northern Norway. For additional description of the field work, study area and genetic parenthood analyses, see Jensen et al. [5] , Holand et al. [8] , Pärn et al. [25] , Ringsby et al. [26] .
In this study, blood samples were used to determine genetic parenthood, and a genetic pedigree for the birds could be established. We highlight that the genetic parenthood structure was determined for each bird. The study has three outcomes of interest: (1) bill depth (BD), (2) breeding season success (BS), and (3) average reproductive intensity (AR). There are three covariates, namely sex (sex), hatch year (HY) and hatch island (HI). The data set that we have access corresponds to the study period from 1993 to 2002, which corresponds to 950 observations. Histograms in Figure 1 suggest that the Gaussian and binomial distributions are suitable choices for BD and BS. While hinting at potential problems with excess of zeroes and overdispersion for AR. The scatter plots suggest correlation only between AR and BS. It is important to highlight that the plots presented in Figure 1 can detect only marginal correlations between the traits and do not take into account the origin, genetic or environment as well as the covariate effects.
Holand et al. [8] analysed the house sparrow data set using univariate GLMMs in the Bayesian framework with random effects specified on the bird level. The INLA (Integrated Nested Laplace Approximation) algorithm [12] was employed for fitting the models. For the outcome BD the authors assumed a Gaussian distribution, while for BS and AR their choices were the binomial and zero-inflated Poisson distributions, respectively. The deviance information criterion (DIC) was applied for model selection. In the Section 7, we compare the results obtained by Holand et al. [8] with the ones obtained by fitting the multivariate model that we shall present in Section 3. 
where
is the generalized Kronecker product [27] . The matrixG r denotes the lower triangular matrix of the Cholesky decomposition of G r . The operator Bdiag denotes a block diagonal matrix and I denotes an N × N identity matrix. The functions g r are orthodox link functions. Let X r denote an N × k r design matrix and " r a k r × 1 regression parameter vector. The key point for specifying McGLMs for mixed types of outcomes is the specification of the covariance matrix within outcomes G r . Following Bonat and Jørgensen [16] we define the covariance within outcomes by
where V(, r ; p r ) = diag(;(, r ; p r )), denotes a diagonal matrix, whose main entries are given by the variance function ;(⋅; p r ) applied element wise to the vector , r . The variance function plays an important role in McGLMs, since different choices for ;(⋅; p r ) imply different marginal outcome distributions.
In the house sparrow data set, we have three types of outcomes, namely, a continuous (BD), a binomial (BS) and a count (AR). To take into account the nature of the outcomes, in this paper, we adopted three set of variance functions. To deal with continuous outcomes the power variance function ;(⋅; p r ) = , p r r provides a flexible family of models, since it describes the Tweedie family of distributions that has as special cases the Gaussian (p = 0), Gamma (p = 2) and inverse Gaussian (p = 3) distributions [29, 30, 28] .
For handling binomial data we propose to use the extended binomial variance function defined by ;(⋅; p r ) = ,
where we introduced two new extra power parameters in order to become the orthodox binomial variance function more flexible. This variance function can also deal with bounded outcomes, as proportions or indexes. An interesting special case of the extended binomial variance function, is p 1 = p 2 = 3 that corresponding to the Simplex distribution [31] . However, we highlight that such variance function is not suitable for binary outcomes.
Finally, for modelling count outcomes we following Bonat et al. [32] adopted the Poisson-Tweedie dispersion function [33] , i.e. ;(⋅; p) = , + 4, p , where 4 is the dispersion parameter. We highlight that the dispersion function introduced by Jørgensen and Kokonendji [33] is not a variance function in the sense of Jørgensen [30] , but for practical data analysis both are completely analogous. In that case the covariance within outcomes takes the special form,
where V(, r ; p r ) = diag(, The power parameter p plays an important role in the context of McGLMs for mixed types of outcomes, since for all variance functions discussed it is an index which distinguishes between important distributions. The algorithm proposed by Bonat and Jørgensen [16] and implemented in the R package mcglm [34] allows us to estimate the power parameter, which works as an automatic distribution selection.
The dispersion matrix K(4 r ) describes the part of the covariance within outcomes that does not depend on the mean structure. Based on the ideas of Anderson [35] and Pourahmadi [36] Bonat and Jørgensen [16] proposed to model the dispersion matrix using a matrix linear predictor combined with a covariance link function, i.e.
where h is the covariance link function, Z rd with d = 0, . . . , D are known matrices reflecting the covariance structure within the response variable r, and 4 r = (4 r0 , . . . , 4 rD ) is a (D + 1) × 1 vector of dispersion parameters.
McGLMs are fitted using an efficient Newton scoring algorithm based on quasi-likelihood and Pearson estimating functions, using only second-moment assumptions. The algorithm is described in detail by Bonat and Jørgensen [16] and implemented in the mcglm [34] package for the R statistical software. The data set and R code are available in the supplementary material.
Linear covariance models for genetic data
Hadfield and Nakagawa [7] showed that virtually all models used in the fields of quantitative genetic and phylogenetic in the Gaussian case are special specifications of the matrix linear predictor eq. (2) involving different types of known matrices, such as the additive genetic relatedness matrix [2, 37] . Furthermore, Demidenko [38] showed that the covariance structure induced by the orthodox Gaussian linear mixed effects model is a linear covariance model, using the identity covariance link function. In this sense, the models presented in this paper can be seen as an extension of the Gaussian linear mixed effects models for handling mixed types of outcomes.
Let A denote an additive genetic relatedness matrix. Such a matrix can be obtained for a given pedigree structure using for example the R package nadiv [39] through the function makeA(). Thus, the matrix linear predictor eq. (2) takes the form
where Z r0 = I and Z r1 = A. The dispersion parameters 4 r0 and 4 r1 measure the environmental and additive genetic effects, respectively. It is important to highlight that the relatedness matrix A is completely defined by the pedigree structure, i.e. it does not depend on any parameter. Further examples include the phylogenetic meta-analysis, taxonomic mixed model and the orthodox animal models [7] . In special for the house sparrow data set presented in Section 2, we have three outcomes, a continuous (BD), a binomial (BS) and a count (AR). For the outcome BD exploratory analysis showed that symmetry is a reasonable assumption, thus we assume the identity link function and constant variance function, which in turn correspond to assume the Gaussian distribution. Note that, these assumptions also correspond to use the Tweedie variance function with power parameter fixed at zero. Similarly, for the binomial outcome BS we adopt the logit link function and the extended binomial variance function. Finally, for the count outcome our exploratory analysis showed a possible excess of zero and overdispersion, consequently we adopt the standard logarithm link function and Poisson-Tweedie dispersion function.
For all outcomes the matrix linear predictor was specified as a linear combination of an identity matrix (environment effect) and a relatedness matrix A (genetic effect), see eq. (3). The identity covariance link function was adopted for all outcomes. In our study case, we have R = 3 outcomes thus the general model in eq. (1) takes the form,
where The design matrices X 1 , X 2 and X 3 are composed by the values of three covariates, sex a factor with two levels, hatch year (HY) that we considered as continuous and hatch island (HI) a factor with six levels. Moreover, the 3 × 3 correlation matrix between outcomes is given by,
where 1 12 denotes the correlation between BD and BS. Similarly, 1 13 and 1 23 denote the correlation between BD and AR and between BS and AR respectively.
Finally, from the specification of the matrix linear predictor emerges a natural marginal measure of heritability, defined for the component d by
that is completely analogous to the definition of heritability in the Gaussian case and does not depend on the choice of the variance function. For the special case eq. (3) the heritability index is given by h r1 = 4 r1 /(4 r0 + 4 r1 ), which highlights that eq. (5) is a natural extension of the heritability index in the Gaussian case to the non-Gaussian case. Furthermore, the models can also accommodate other sources of dependence as repeated measures and longitudinal structure as well as effects of covariates in a linear mixed effects model fashion [32] .
Conditional and marginal models: Explaining negative heritability index
McGLMs introduce the additive genetic effects directly in the marginal covariance matrix by using a linear combination of known matrices, see eq. (3). It is in contrast to the more orthodox approach based on hierarchical models, where the additive genetic effects are introduced through random effects using a conditional specification, see for example Sorensen and Gianola [2] and Hadfield [11] . In this section, we discuss conditional and marginal model specifications in the context of additive genetic models and explain why negative heritability index appears naturally in the marginal specification. Furthermore, we use this fact to explain how to assess the significance of the genetic effects. To simplify the discussion and without loss of generality consider the one outcome case, i.e R = 1. Thus, the outcome matrix takes the form Y N×1 . An often approach to model genetic data is to assume a hierarchical model as follows:
It is assumed that the components of Y are conditionally independent given additive genetic effects Z and distributed as f (⋅; ,, 4 0 ). The additive genetic effects are assumed f * distributed, where f * represents a multivariate distribution with vector of expected values 0 and covariance matrix 4 1 A. The parameters 4 0 > 0 and 4 1 > 0 are dispersion parameters associated with the environmental and genetic effects, respectively. The linear predictor is linked to the mean, , by a link function g and consists of the sum of fixed effects X" and additive genetic effects Z. The N × k design matrix X contains values of k covariates and " is a k × 1 vector of regression parameters. The class of generalized linear mixed models is obtained from eq. (4) by assuming that f (⋅; ,, 4 0 ) belongs to the exponential family of distributions and f * (0, 4 1 A) is a multivariate Gaussian distribution. In this context, the parameters 4 0 and 4 1 are frequently called variance components.
The conditional specification eq. (6) makes clear that the dispersion parameters should be positive and provides a convenient interpretation of the statistical model components for quantitative genetic analysis. In this context, however, we are interested in testing whether or not the genetic additive effects are absent in the model, which in turn is equivalent to testing the dispersion parameter 4 1 equals to zero. Note that, such a null hypothesis places the dispersion parameter on the boundary of the parameter space and commonly used tests, such as the likelihood ratio, Wald and score tests, do not have the traditional chi-squared distribution [40] . In spite of corrections for the test statistics are available [42, 41] , it remains an inconvenient feature of the conditional specification. On the other hand, as we shall discuss below such inconvenient feature can be overcome by a marginal specification. In general, the marginal distribution of Y cannot be obtained in closed-form from the conditional specification. Moreover, the model parameters should be carefully interpreted, since the covariate effects are conditional on the additive genetic effects, whereas the covariance structure is marginal for the random effects rather than for the outcome.
A notorious special case of eq. (6) is the Gaussian linear mixed effects models obtained by assuming that f (⋅; ,, 4 0 ) is Gaussian distributed and g as the identity link function. In that case is straightforward to show that the marginal distribution of Y is Gaussian with mean and variance given by
where it is clear that the only request to obtain a valid multivariate Gaussian distribution is that the covariance matrix G be positive definite. The parameter space of the dispersion parameters in the marginal model is the set C = {4 0 , 4 1 : G > 0}, where G > 0 means that G is a positive definite matrix. Furthermore, recall that a necessary condition for a matrix be positive definite is that the elements of its diagonal
It implies that 4 0 I ll > -4 1 A ll , which in turn shows that negative values at least at some extend are allowed for the parameter 4 1 . It is important to highlight that the condition G ll > 0 is necessary, but not sufficient to G > 0. The heritability index eq. (5) in that case takes the form h 1 = 4 1 /(4 0 + 4 1 ), which implies that when 4 1 < 0 the heritability index is negative. In the marginal specification the parameter space is not trivially specified, but it has the advantage that the null hypotheses 4 1 = 0 is not placed on the boundary of the parameter space and commonly used tests, such as the likelihood ratio, Wald and score tests can be applied without any additional corrections. In the cases where the additive genetic effects are nonsignificant, i.e. 4 1 = 0 we expected that E(4 1 ) = 0, where4 1 denotes an unbiased estimator of 4 1 . However, in practical data analysis is perfectly possible to observe realized values of4 1 smaller than zero, it is due to the sample variation, as usual when testing regression coefficients significance in the linear predictor. In the Section 6, as part of our simulation study, we assess the empirical distribution of4 1 and show that under the null hypothesis 4 1 = 0 a simple Wald test can be used to test the significance of the additive genetic effects.
The McGLMs extend the Gaussian marginal specification eq. (7) to deal with non-Gaussian data by introducing link, variance and covariance link functions. In the case of one outcome and using the identity covariance link function, the general model eq. (1) customized to take into account the additive genetic effects has the following form
Hence, the terms of the diagonal matrix V(,; p) are given by the variance function applied element wise to the vector ,, these values are always positive. Thus, the argument used to explain negative heritability index in the Gaussian case applies directly to the non-Gaussian case. Finally, by the properties of the generalized Kronecker product, if each marginal covariance matrix is positive definite, the joint covariance matrix is also positive definite. Finally, it is important to highlight that the McGLMs are specified based only on second-moments assumptions. Thus, the existence of a conditional model, a part of the Gaussian case, whose moments are given by eq. (1) remains an open question.
Simulation of McGLMs
In this section we adapt the NORTA algorithm for simulation of McGLMs with mixed types of outcomes. The NORTA algorithm described in detail by Cario and Nelson [23] is a simple, but still powerful method for simulation of random vectors with arbitrary marginal distributions and pre-specified correlation matrix. The key idea behind the NORTA method is to transform a multivariate Gaussian random vector into the desired random vector. . . . 
for all l ≠ l ′ . The correlation is defined by 
where I(z l , z l ′ ) denotes a standard bivariate Gaussian probability density function with correlation 1 Z (l, l ′ ). We restrict our attention in distributions for which the integral eq. (9) exists. In general the integral eq. (9) has no closed form, thus we adopted the Retrospective Approximation algorithm [43] implemented in the R package NORTARA [44] . Note that, the problem of determining C Z that provides the desired correlation matrix C for Y reduces to NR(NR -1)/2 independent problems. For large data sets the problem becomes time consuming. However, we noted that for many situations the correlation 1 Z (l, l ′ ) is not far away of the correlation 1 Y (l, l ′ ). Thus, we can solve the integral eq. 
Simulation study
In this section we present a simulation study to verify the properties of the estimating function estimators. We considered a mixed types of outcomes scenario where a combination of Gaussian, binomial and Poisson outcomes is observed. The matrix linear predictor for each outcome was specified by a linear combination of an identity matrix and a relatedness matrix defined by a pedigree structure, see eq. (3). The R packages pedigree [45] and nadiv were employed to simulate the pedigree structure and build the relatedness matrix, respectively. The simulated pedigree consists of ten independent families, each one with five generations and an increasing number of individuals. We considered 5, 10 and 20 individuals per family, resulting in sample of sizes 250, 500 and 1000. In this simulation study, we focus on the estimation of the correlation between outcomes and the new heritability index. We designed five simulation scenarios in order to explore the range of values of the heritability index. The first scenario considered a negative heritabililty index, thus we fixed the dispersion parameter values at (4 r0 = 1.2, 4 r1 = -0.1) which implies that h r1 = -0.090. Since, the values of the main diagonal of the relatedness matrix A are always positive and in general close to 1 more extreme negative values will generate improper models, i.e. G is not positive definite. It is important to highlight that this scenario is challenge, since the dispersion parameter 4 r1 is close to the boundary of the parameter space. The second scenario considered the case of non-significant additive genetic effects, i.e. (4 r0 = 1, 4 r1 = 0) which implies that the heritability index is zero. This scenario is interesting, since it allows us to study the empirical distribution of h r1 under the null hypotheses 4 r1 = 0, see the discussion in Section 4. Finally, for the other three scenarios, we considered the parameters (4 r0 = 0.75, 4 r1 = 0.25), (4 r0 = 0.5, 4 r1 = 0.5) and (4 r0 = 0.25, 4 r1 = 0.75), respectively. Thus, the heritability index presents the values 0.25, 0.5 and 0.75, respectively.
For all simulation scenarios, the correlations between outcomes were specified as 1 12 = 0.8, 1 13 = 0.6 and 1 23 = 0.4, where 1 12 denotes the correlation between the Gaussian and binomial marginals, similarly 1 13 and 1 23 denote the correlation between the Gaussian and Poisson marginals and between the binomial and Poisson marginals, respectively. The Gaussian, binomial and Poisson scenarios consider linear predictors with intercepts and slopes given by: (" 10 = 10, " 11 = 2), (" 20 = 5, " 21 = 0.2) and (" 30 = 0.5, " 31 = 0.6). The covariate is a sequence from -2 to 2 and length equals the sample size. The values of the regression coefficients and the covariate were chosen in order to explore a large part of the support of each marginal distribution.
The Gaussian marginal was modelled using the identity link function and constant variance function. For the binomial marginal we adopted the logit link function and the orthodox binomial variance function. Finally, the Poisson marginal was modelled using the log link function and the Tweedie variance function with power parameter fixed at 1. For all outcomes the identity covariance link function was adopted.
For each simulation scenario, we generated 500 data sets to evaluate the bias, consistency and coverage rate of the estimating function estimators. Figure 2 shows the average bias plus and minus the average standard error for the correlation and heritability parameter estimators for each scenario. The scales are standardized for each parameter dividing the average bias and the limits of the confidence intervals by the standard error obtained on the sample of size 250. Figure 2 shows that for the scenarios 2 to 5 the estimating function estimators for the correlation parameters between outcomes are unbiased and consistent. For the scenario 1 the correlation between the Gaussian and binomial marginals (1 12 ) is underestimated. Although, the bias is small in its magnitude and decreases while the sample size increases.
The heritability index is underestimated in the scenarios 2 to 5 and small sample size. However, in general the bias decreases to zero while the sample size increases, as expected. On the other hand, in the scenario 1 the heritability index is well estimated for small samples, but for large sample the bias increases. The standard errors for all estimators decrease while the sample size increases, showing the consistency of the estimating function estimators.
In order to further investigate the origin of the underestimation of the heritability index Figure 3 presents the average bias plus and minus the average standard error on standardized scale for the dispersion parameter estimators for each simulation scenario.
The results presented in Figure 3 show that in the scenarios 3 to 5 the dispersion parameters associated with the environmental effects are overestimated for small samples, while the dispersion parameters associated with the additive genetic effects are underestimated. These results explain the underestimation of the heritability index detected in the Figure 2 . The scenario 1 presents a different situation, where the dispersion parameters associated with the environmental effects are slightly underestimated and the ones associated with the genetic effects are slightly overestimated. Similarly, we have seen in Figure 2 the bias associated with the parameters 4 11 , 4 21 and 4 31 increases for large samples in the scenario 1. The simulation scenario 2 shows that the dispersion parameters associated with the additive genetic effects are underestimated, even for large samples. This result shows that in practice when the additive genetic effects are non-significant, i.e. 4 r1 = 0 we still can observe negative values for4 r1 and consequently for the heritability index. Such results should be interpreted carefully and accompanied of the standard error associated with both the dispersion and heritability parameter estimators. The estimating function approach used to fit McGLMs provides asymptotic standard errors that can be used to construct confidence intervals as well as Wald statistics test. To check the accuracy of such standard errors Figure 4 presents the coverage rate of the confidence intervals for the heritability, correlation and dispersion parameters. The nominal level of significance was fixed at 95%. The empirical coverage rate presented values close to the nominal level for scenarios 3 to 5 and large samples for all parameters. In general, for small sample sizes the coverage rate is below the nominal level. The worst results appear for the heritability index in the scenario 2. It is due to the underestimation detected in the Figure 2 . Note, however, that the coverage rate for the dispersion parameters associated with the additive genetic effects is in general close to the nominal level, even for small sample sizes. It indicates that the Wald test can be used to test the null hypothesis 4 r1 = 0. In the scenario 1 the coverage rate decreases while the sample size increases. This result is compatible with the increase of the bias detected in Figures 2 and 3 and highlights the difficult to estimate when parameter values are close to the parameter space boundary.
Data analysis
In this section, we apply the McGLMs for mixed types of outcomes to analyse the house sparrow data set presented in Section 2. The linear predictor for each outcome was specified using the three covariates available. We adopted the identity, logit and log link functions along with constant, extended binomial and Poisson-Tweedie variance/dispersion functions for the outcomes BD, BS and AR, respectively.
The matrix linear predictor for each outcome is composed of an identity matrix combined with a relatedness matrix, representing the environmental and genetic structures respectively, see Section 3.1 for detail. The R package nadiv was employed for building the relatedness matrix based on the pedigree structure available for the house sparrow data set. As discussed in Section 3.1 we adopted the identity covariance link function.
First, we investigated the estimation of the extended binomial variance function for the outcome BS. We considered three special cases: Case 1 corresponds to the orthodox binomial variance function, i.e. p 1 = p 2 = 1. Case 2 estimates p 1 with the restriction p 1 = p 2 . Finally, in the case 3 both p 1 and p 2 are estimated. Table 1 presents estimates and standard errors for the power and dispersion parameters for each case.
The results in Table 1 show that the model in the case 3 is clearly over parametrized. Moreover, in the case 2 the estimate of the power parameter is not different of 1, i.e. the asymptotic confidence intervalp 1 ± Z (1-!)/2 SE(p 1 ), where Z (1-!)/2 denotes the (1-!)/2 critical value of the standard normal distribution, contains the value 1. Equivalently, the Wald test can be used as an approximation to the likelihood ratio test. For example, for choosing between the models presented as cases 1 and 2 in Table 1 , the hypotheses are H 0 : p 1 = 1 against H 1 : p 1 ≠ 1 whose Z statistics isp 1 -1/SE(p 1 ). In that case the value of the Z statistics is 1.546 which shows that the model 2 does not differ from the model 1. Thus, we choose the simplest one, i.e. model 1. Similar procedure can be used to choose between the models 1 and 3 and the results show that model 1 is the best choice for the house sparrow data set. From now on, by non-significant we means that the asymptotic confidence interval contains the value zero. The confidence level is fixed at 95%.
In all cases presented in Table 1 the dispersion parameters associated with the genetic structure (4 1 ) were negative, but non-significant. Table 2 presents estimates and standard errors for the joint McGLMs fitted to the house sparrow data set. The heritability index for each outcome was computed using eq. (5). To verify the effect of consider the correlation between outcomes in the fitted model, we also present estimates and standard errors obtained by fitting univariate McGLMs for each outcome. Table 2 shows that the genetic structure has a significant effect only for the outcome BD. In that case, the heritability index is different from zero, as expected. On the other hand, for the outcomes BS and AR the heritability index was negative, but non-significant. In general the univariate and multivariate models provide the same interpretation in terms of genetic effects. Differences appear in the size of the standard errors associated with the dispersion parameters and consequently in the standard errors of the heritability index. On average the standard errors from the joint model are 11.170% and 34.849% smaller than the ones from the univariate models, for the outcomes BS and AR, respectively. Regarding the outcome BD both models provide virtually the same estimates and standard errors. The differences may be explained by the correlation between outcomes, whose estimates and standard errors were as follows:Ĝ The correlation between BD and BS (-0.005) and BD and AR (0.010) were non-significant. These results show that the outcomes BS and AR share no information with the outcome BD, thus the estimates from the univariate and multivariate models are virtually the same for the outcome BD. However, the correlation between BS and AR (0.8722) was significant, explaining why the standard errors from the multivariate model were smaller than the ones from the univariate models. As expected the correlation between outcomes improves the efficiency of the dispersion parameter estimators. The estimate of the power parameter suggests that the Pólya Aeppli (p = 1.5) distribution is a suitable choice for the outcome AR. In order to compare the regression coefficients Figure 5 shows the regression estimates and confidence intervals obtained from the univariate and multivariate models. The intercept is not shown to avoid scale issues. Figure 5 shows that for the outcome BD the confidence intervals from the univariate and multivariate models are really similar, in fact the difference on average is 0.015%. Regarding the outcomes AR and BS on average the confidence intervals from the multivariate model are 11.086% and 2.483% smaller than the ones from the univariate models, respectively.
Holand et al. [8] results showed that the heritability for BD, BS and AR were 0.35 (SE= 0.07), 0.04 (SE = 0.01) and 0.03 (SE = 0.01), respectively. Based on the DIC values the authors concluded that the best model for the outcome BS does not include linear additive genetic effects. For the outcome AR the models without and with additive genetic effects were very close in DIC, with preference for the last one.
The results presented in Table 2 show that the heritability index for the outcome BD was 0.447 (SE = 0.077). The difference between the two approaches can be due to the priory distribution requested in the context of Bayesian inference for the variance components. The priory distribution adopted by Holand et al. [8] was an inverse gamma, which in turn can bias downwards the heritability index. Regarding the outcomes BS and AR the estimates of the heritability are not comparable, since the models fitted in Holand et al. [8] based on a conditional specification. However, the two approaches agree that for the outcome BS the additive genetic effects are not significant. Furthermore, for the outcome AR the McGLM approach shows clearly that the additive genetic effects are not significant. On the other hand, in Holand et al. [8] the model including the additive genetic effects shows a fit slightly better than the one without the additive genetic effects. However, as point out by Holand et al. [8] for small values of 4 1 they observed systematic errors and priory sensitivity, mainly when using Poisson and binomial likelihood, which can explain the weak importance of the additive genetic effects, detected by their model.
Discussion
We presented a general statistical modelling framework for analysis of mixed types of outcomes in the context of genetic data. The models were motivated by the house sparrow data set, where a mixed of continuous, binomial and count outcomes are of interest. Furthermore, we adapted the NORTA algorithm for simulation of McGLMs and proposed a new index of heritability. The marginal covariance structure within outcomes were modelled by means of a variance function and a matrix linear predictor combined with a covariance link function. In this paper, we focused on the identity covariance link function, since many important models used in quantitative genetic analysis appear as special cases. The variance function plays an important role in our framework, since it allows us to deal with different types of outcomes in a unified way. Furthermore, the estimation of the power parameter provides extra flexibility for our models. The linear structure of the matrix linear predictor allows us to accommodate the genetic structure as well as extend the model to deal with repeated measures, longitudinal, spatial and covariates effects. Moreover, in the context of genetic data the specification of the matrix linear predictor provides an intuitive way to define a measure of heritability for non-Gaussian data. Finally, the joint covariance matrix is specified using the generalized Kronecker product, allowing to compute the correlation between outcomes.
The second-moment assumptions allow us to adopt an estimation function approach for parameter estimation and inference. The advantages of this approach are that the estimation procedure relies on a relatively simple and efficient Newton scoring algorithm and keep the traditional population average interpretation for both regression and dispersion parameters. The simulation study presented in Section 5 showed that in general the estimating function estimators are unbiased and consistent for large samples. The simulation study also showed that for small sample size the heritability index can be strongly underestimate mainly when the parameters are close to the border of the parameter space, as appear in the scenarios 1 and 2 of our simulation study. The negative heritability index in the scenario 1 is unrealistic in terms of genetic interpretation, but in practical data analysis, such negative heritability values can appear as for example in the house sparrow data set. In general, it is associated with the non-significance of the additive genetic effects. It is also important to highlight that our estimation and inference procedure provides a Wald-type test that can be used to assess the significance of the genetic structure.
Regarding the data analysis, our results showed a significant genetic effect for the outcome BD and nonsignificant genetic effect for the outcomes BS and AR. These results agree with previous results obtained by Holand et al. [8] , although these authors found a weak but still significant genetic effect for the outcome AR. The main advantages to fit a multivariate model are the possibility to compute the correlation matrix between outcomes and improve the estimation of the regression and dispersion parameters. As shown in our data analysis, in general the correlation between outcomes implies smaller standard errors for the regression and dispersion parameters.
Possible topics for further investigation and extensions include designing simulation studies to explore in detail the effect of different number of generations and families in the pedigree structure. An important aspect of the presented framework is the possibility to obtain negative heritability index. Thus, an interesting topic is to investigate from a genetic viewpoint what such negative values represent in practical data analyses. In the genetic context the genetic and environment correlations are two measures of interest. However, in the framework presented in this paper, we can assess only the correlation between outcomes (phenotypic correlation), i.e. we cannot distinguish between the genetic and environment correlations. Thus, a topic for future investigation is to propose marginal models able to distinguish between these two sources of correlation. In terms of modelling framework is interesting to investigate the performance of the McGLMs for the analysis of multivariate binary traits. Furthermore, theoretical and computational developments are required in order to construct new estimating functions to handle data not missing at random and make prediction using the Best Linear Unbiased Predictor (BLUP).
