In this paper we provide a simple proof of a Carleman estimate for a second-order elliptic operator P with Lipschitz leading coefficients. We apply such a Carleman estimate to derive a three-sphere inequality for solutions to equation Pu = 0.
Introduction
The main purpose of the present paper consists in providing a straightforward proof of Carleman estimates for second-order elliptic operators with real coefficients in the principal part. Carleman estimates are among the most useful tools for studying the unique continuation property or for proving uniqueness and stability for Cauchy problems for partial differential equations.
We recall that a linear partial differential equation Pu = 0, enjoys a unique continuation property (UCP) in Ω ⊂ ℝ n , where Ω is a connected open set of ℝ n , if the following property holds true [15] : for any open subset A of Ω Pu = 0 in Ω and u = 0 in A ⇒ u = 0 in Ω.
(1.1) Furthermore, we call quantitative estimate of unique continuation (QEUC) or stability estimate related to the UCP property (1.1) the following type of result: Pu = 0 in Ω, u small in A and ‖u‖ ≤ 1 ⇒ u small inΩ, (1.2) where ‖ ⋅ ‖ is a norm of a suitable space of functions defined on Ω andΩ ⋐ Ω. A classical example of an equation that enjoys the UCP is the Laplace equation ∆u = 0. In this case, property (1.1) is an immediate consequence of the analyticity of solution u. In addition, if ‖ ⋅ ‖ = ‖ ⋅ ‖ L 2 (Ω) , property (1.2) is also true, [1] . It is evident that the main interest of the research in the topic of UCP concerns those equations whose solutions may be nonanalytic. For instance, this is the case of the equation ∆u + q(x)u = 0, where q is a bounded function. For such an equation, in two dimensions Carleman [3] derived the estimates that are known as Carleman estimates. Since Carleman's paper a vast literature has been developed on that and on its possible applications. Here we limit ourselves to refer to [8] (see also [9, Chapter 28]) for general theory and to [11] and [10, Chapter 3] for applications to inverse problems.
In this paper we provide, for a second-order elliptic operator P, a simple proof of the Carleman estimate [8, Theorem 8.3.1] , that reads as follows: there exists C > 0 such that for every u ∈ C ∞ 0 (Ω) and every τ ≥ C we have τ ∫
where ϕ ∈ C 2 (Ω), is suitable weight function such that ∇ϕ(x) ̸ = 0, for every x ∈ Ω, and
(we use the convention on repeated indices), where {g ij (x)} n i,j=1 is a real-valued symmetric n × n matrix that satisfies a hypothesis of uniform ellipticity whose entries are Lipschitz continuous (see Theorem 3.1 for a precise statement).
Our proof is based on integration by parts and, in particular, on Rellich identity (see (4.3) below). Let us point out that the application of Rellich identity in the context of Carleman estimates has already been employed in [5, 6] , see also (for the parabolic context) [4] . In order to illustrate our approach consider, for the sake of brevity, the simplest case, where P = ∆, and let v = e τϕ u. Very roughly speaking the main efforts of the proof consists in estimating from below the right-hand side of (1.3) by a positive definite quadratic form of the following variables: (i) τ|∇ϕ|v, (ii) the normal derivative to level surface {ϕ = const}, that is the derivative of v with respect to the direction of ∇ϕ, (iii) the tangential component of ∇v with respect to {ϕ = const}. To do this, we carry out a careful analysis of the strong pseudoconvexity conditions satisfied by weight function ϕ (see (3.4) below) introduced in [8] , see also [10, Chapter 3] .
We refer the interested reader to [4] and [12, Section 4] as papers strictly related to this note. Also we mention the nice notes [14] in which, however, the Carleman estimate (for P = ∆) is proved for the special type of weight functions ϕ = e μψ , where ∇ψ ̸ = 0 in Ω and μ is large enough. Such a result can be obtained by combining Theorem 3.1 and Proposition 4.1 of the present paper.
We prove a three-sphere inequality (see Theorem 5.1 for a precise statement) for solutions to the secondorder elliptic equation
where a ∈ L ∞ and b j ∈ L ∞ , j = 1, . . . , n. The proof of such a three-sphere inequality is quite standard and we give it mostly for the reader's convenience and for completeness. As a matter of fact the three-sphere inequality furnishes the "building brick" to the QUEC for solution to (1.4), see [1] . The plan of the paper is as follows. In Section 2 we collect some notations. In Section 3 we give the statement of the main theorem and we examine the main assumption. In Section 4 we provide the proof of the main theorem. In Section 5 we prove a three-sphere inequality.
Notation
Let n ∈ ℕ, n ≥ 2. For any ξ, η ∈ ℝ n , we define the following standard inner product ⟨ξ, η⟩ n = ξ i η i . Consequently, we define |ξ| n = √⟨ξ, ξ⟩ n . We denote, as usual, by |a| the absolute value of any real number a. Let g(x) = {g ij (x)} n i,j=1 be a real-valued symmetric n × n matrix that for given constants λ ≥ 1 and Λ > 0 satisfies the following conditions (we use the convention on repeated indices):
|g ij (x) − g ij (y)| ≤ Λ|x − y| n for every x, y ∈ ℝ n .
2)
For any ξ ∈ ℝ n , we define the vector
is the inverse matrix of g(x). We will use the following notations when considering either the vector fields ξ and η or the functions v and f :
Also, we denote by (∇ g v(x)) k the k-component of the vector ∇ g v(x). Notice that
We denote by P(x, ∂) = g ij (x)∂ 2 ij v(x) the principal part of the operator ∆ g ; consequently, we denote
The main theorem
In order to state Theorem 3.1 below let us introduce some additional notations. Let Ω ⊂ ℝ n be a bounded open set and let ϕ ∈ C 2 (Ω) be a real function such that ∇ϕ(x) ̸ = 0 for every x ∈Ω. Denote
In what follows we use the following identity (it is an immediate consequence of δ i h = g ij g jh ):
For every ξ ∈ ℝ n and τ ̸ = 0 we denote
Notice that Q(x, ξ, τ) is the principal symbol of the commutator of the conjugated of operator ∆ g . Observe that by (3.2) we have
Notice that Q(x, ξ, τ) can be continuously defined also for τ = 0, hence from now on we consider Q(x, ξ, τ) defined for all τ ∈ ℝ.
Main assumption.
In what follows we assume that there exists a constant c 0 > 0 such that
Theorem 3.1. If (3.4) holds true, then there exist C > 0 and τ 0 > 0 such that for every u ∈ C ∞ 0 (Ω) and every
(3.5)
and the matrix g is positive definite, we have that the conditions ∇ϕ(x) ̸ = 0 and ξ + iτ∇ϕ(x) ̸ = 0 are equivalent, respectively, to
Before proving Theorem 3.1, we re-write assumption (3.4) in a more convenient form. Let us denote
Moreover, we define, for ϑ ∈ ℝ n ,
Clearly, q is homogeneous of degree 2 with respect to the variable ϑ. In addition it is easy to check that
and that assumption (3.6) can be written as
where λ may depend on x.
Proof of the main theorem
Let u ∈ C ∞ 0 (Ω) and v = e τϕ u.
Let us define
The main effort of the proof consists in proving that there exists K and τ 0 , depending on λ, Λ, m, M and c 0 only, such that for every v ∈ C ∞ 0 (Ω) and every τ ≥ τ 0 we have
In order to prove this inequality we proceed in the following way.
First step. We find an estimate from below for ∫ Ω |P τ v| 2 by writing P τ v as the sum of its symmetric and antisymmetric parts, S τ v and A τ v, respectively. Moreover, we use the following Rellich identity [13, Chapter 5]:
where B ∈ C 1 (Ω, ℝ n ) and f ∈ C 2 (Ω).
Second step. In order to prove (4.2), we apply main assumption (3.10) to the estimate found in Step 1.
Third step. We conclude the proof of Theorem 3.1 by using u = e τϕ v in (4.2).
Step 1
It is simple to check that operator P * τ v, the formal adjoint of P τ v, is given by
hence the symmetric and antisymmetric parts of P τ v are, respectively,
We want to estimate from below the right-hand side of (4.4). We begin by 2 ∫ Ω S τ vA τ v. Notice that
Using Rellich identity (4.3) and the divergence theorem, we get
Integrating by parts the term τ 2 |∇ g ϕ| 2 ⟨∇ g ϕ, ∇ g (v 2 )⟩, we obtain
(4.5)
hence by (3.3) and (4.5), taking into account (3.2), we have
(4.6)
Now we estimate from below ∫ Ω |S τ v| 2 . Let γ ∈ C 0,1 (Ω) be a function that we are going to choose later. Integration by parts yields
.
(4.7)
Notice that ∫
Now we substitute (4.6), (4.7) and (4.8) into (4.4) and, taking into account (3.2), we get
(4.10)
Step 2
The main effort of the present step consists in using assumption (3.4) (in the form (3.10)) in order to estimate from belowQ τ by a definite quadratic form. Let T g be the tangential component of ∇ g v, namely the component of ∇ g v orthogonal to N g (defined in (3.7)) with respect to ⟨ ⋅ , ⋅ ⟩. Then T g is given by
Denote by X = |⟨∇ g v, N g ⟩|, Y = |T g |, Z = τ|∇ g ϕ|v, (4.11) notice that
Since ⟨N g , T g ⟩ = 0, by applying (3.10) to ξ (g) = T g and λ = Y we have
Now, denoting by {q hl (x)} n h,l=1 the matrix associated to the quadratic form q(x, ⋅ ), we have Since
where C 1 depends on λ and Λ only, by (4.13), (4.14) and (4.15) we have
By (3.9), (4.10), (4.12) and (4.16) we haveQ
Notice that the matrix of quadratic form F α is given by
] ]
] .
(4.19)
Therefore where
Now the first two conditions are satisfied if and only if
(4.20)
By the main assumption we have c 0 > 0, hence condition (4.20) is nonempty. Letα be a function belonging to C 0,1 (Ω) that satisfies (4.20), for instance we can constructα by a standard regularization of 3c 0 16 − 1 2 q(x, N g ) so that we may assume that c 0 4 ≤ q(x, N g ) + 2α(x) ≤ c 0 2 , x ∈ Ω a.e., (4.21) and
where C 2 depends on λ, Λ, M and c 0 only. Now we choose α =α. 
where C 4 depends on λ, Λ and M only. Finally, let τ 0 := max{2c −1 1 , τ 2 }; we get
for every v ∈ C ∞ 0 (Ω) and every τ ≥ τ 0 , where K depends on λ, Λ, m, M and c 0 only.
Step 3
In this step we derive (3.5) by (4.26). Let ϵ ∈ (0, 1) be a number that we will choose later. Since v = e τϕ u, by (4.26) we have trivially
for every τ ≥ τ 0 . Now, by Young inequality we have
Hence, for ϵ = 1 2 , we have The following proposition is useful to construct a weight function ϕ that satisfies the main assumption with desired level sets. 
Then there exists C > 0, depending on λ, Λ, M 0 , such that if μ ≥ C m 0 , then ϕ = e μψ satisfies (3.4).
Proof. We prove that for μ large enough, ϕ = e μψ satisfies (3.6) (equivalent to (3.4)). We have ∂ j ϕ = μ∂ j ψe μψ , ∂ jk ϕ = (μ∂ jk ψ + μ 2 ∂ j ψ∂ k ψ)e μψ .
Since (4.28a) holds true, it is enough to check that for μ large enough we have that there exists c 0 > 0 such that, whenever τ ̸ = 0 and |ξ (g) | 2 = τ 2 μ 2 |∇ g ψ| 2 e 2μψ and ⟨ξ (g) , ∇ g ψ⟩ = 0, (4.29)
we have Q(x, ξ, τ) ≥ c 0 (|ξ (g) | 2 + τ 2 μ 2 |∇ g ψ| 2 e 2μψ ), (4.30) where Q(x, ξ, τ) is given by (3. 3) (with ϕ = e μψ ). Observe that by the first equality in (4.29) we have
where C 5 depends on λ and Λ only and
Now, by (4.29) we have
where C 6 depends on λ and Λ only. Hence, for every μ ≥ 2C 6 M 0 m −2 0 we have
Now by (4.28b), (4.31) and (4.32) we have, for every μ ≥ M 0 m −2 0 max{C 5 , 2C 6 },
and taking into account first equality in (4.29), we obtain (4.30) with c 0 = 1 2 m 2 0 μ 2 e μΦ 0 and Φ 0 = minΩ ψ.
A three-sphere inequality
In this section we apply the Carleman estimate (3.5) to prove a three-sphere inequality for a solution u to the equation ∆ g u = ⟨b, ∇ g u⟩ + au in B 1 ,
where B 1 is the ball of ℝ n of radius 1 centered at 0, b ∈ L ∞ (B 1 , ℝ n ) and a ∈ L ∞ (B 1 , ℝ). In addition, let M 1 be a given positive number, we assume
Theorem 5.1 (Three-sphere inequality). Assume that (2.1), (2.2) and (5.2) are satisfied. Let r 0 and ρ satisfy r 0 < ρ < 1. Let u ∈ H 2 loc (B 1 ) be a solution to (5.1) . Then
where C and θ, θ ∈ (0, 1), depend on λ, Λ, m, M and r 0 only.
Proof. Given ϕ μ (x) = e −μ|x| 2 , we have by Proposition 4.1 (ψ(x) = −|x| 2 ) that there exist C 1 , τ 0 and μ 0 > 0, C 1 , τ 0 , μ 0 depending on λ, Λ, m, M and r 0 only, such that the following Carleman estimate holds true:
) and for every τ ≥ τ 0 . Letη ∈ C 2 0 (0, 1) such that 0 ≤η ≤ 1,η ≡ 1 in
), inequality (5.3) holds true for w = ηu and we have, for every τ ≥ τ 0 , 
where C 3 depends on λ, Λ, m, M, M 1 and r 0 only. By (5.7) we have
Hence, for every τ ≥ τ 1 := max{2C 3 , τ 0 } we have Now, by the Caccioppoli inequality [2] , see also [7] , we have for every τ ≥ τ 1 , where C 6 = C 5 + 1. Now let us denoteτ
) (5. 15) and notice that e 2τ[φ μ 0 ( r 0 4 )−φ μ 0 (ρ)] ‖u‖ 2 L 2 (B r 0 ) = e 2τ[φ μ 0 ( 1 2 )−φ μ 0 (ρ)] ‖u‖ 2 L 2 (B 1 ) . Ifτ ≥ τ 1 , we choose τ =τ in (5.14) and we have Hence we have ‖u‖ 2 L 2 (B ρ ) ≤ ‖u‖ 2 L 2 (B 1 ) = (‖u‖ L 2 (B 1 ) ) 2θ (‖u‖ L 2 (B 1 ) ) 2(1−θ)
≤ e 2τ 1 [φ μ 0 (ρ)−φ μ 0 ( 1 2 )] (‖u‖ L 2 (B r 0 ) ) 2θ (‖u‖ L 2 (B 1 ) ) 2(1−θ) .
(5.18) By (5.16) and (5.18) we have
where C 7 = max{2C 6 , e 2τ 1 } and the proof is complete.
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