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Abstract A Bayesian model averaging (BMA) framework is presented to evaluate the worth of different
observation types and experimental design options for (1) more conﬁdence in model selection and (2) for
increased predictive reliability. These two modeling tasks are handled separately because model selection
aims at identifying the most appropriate model with respect to a given calibration data set, while predictive
reliability aims at reducing uncertainty in model predictions through constraining the plausible range of
both models and model parameters. For that purpose, we pursue an optimal design of measurement frame-
work that is based on BMA and that considers uncertainty in parameters, measurements, and model struc-
tures. We apply this framework to select between four crop models (the vegetation components of CERES,
SUCROS, GECROS, and SPASS), which are coupled to identical routines for simulating soil carbon and nitro-
gen turnover, soil heat and nitrogen transport, and soil water movement. An ensemble of parameter realiza-
tions was generated for each model using Monte-Carlo simulation. We assess each model’s plausibility by
determining its posterior weight, which signiﬁes the probability to have generated a given experimental
data set. Several BMA analyses were conducted for different data packages with measurements of soil
moisture, evapotranspiration (ETa), and leaf area index (LAI). The posterior weights resulting from the differ-
ent BMA runs were compared to the weight distribution of a reference run with all data types to investigate
the utility of different data packages and monitoring design options in identifying the most appropriate
model in the ensemble. We found that different (combinations of) data types support different models and
none of the four crop models outperforms all others under all data scenarios. The best model discrimination
was observed for those data where the competing models disagree the most. The data worth for reducing
prediction uncertainty depends on the prediction to be made. LAI data have the highest utility for predict-
ing ETa, while soil moisture data are better for predicting soil water drainage. Our study illustrates, that BMA
provides an objective framework for data worth analysis with respect to both model discrimination and
model calibration for a wide range of applications.
1. Introduction
Multimodel approaches are gaining popularity among researchers, because a single dominant model is not
warranted in many practical applications. Various methods for selecting a model from a set of competing
alternative environmental models have been studied in the past two decades. Despite the progress being
made, model selection is still a subject of debate and a major challenge, particularly for coupled environ-
mental systems. In such systems, interacting processes act at different time and space scales in different
compartments. In addition, these processes are complex, highly nonlinear, and not fully understood at
larger spatial scales. Further, comprehensive data sets are scarce, and observations include measurement
errors. Model selection typically aims at identifying the ‘‘best’’ model (conditional on a calibration data set),
where ‘‘best’’ refers to a measure of plausibility that may consider a balance between performance and par-
simony. In the past decade, it has been recognized that the evaluation and averaging of alternative models
is preferred over the use of a single model, particularly when considering prediction accuracy [e.g., Neuman,
2003; Ye et al., 2008; Clark et al., 2008; W€ohling and Vrugt, 2008; Li and Tsai, 2009; Gupta et al., 2012; Foglia
et al., 2013]. Applications of model ensembles to estimate predictive uncertainty can be found in almost
every sector of environmental modeling and beyond. In model averaging, the competing models are
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ranked and then enter a weighted average based on a measure of model misﬁt to the calibration data.
However, the degree to which the model ranking depends on the type and amount of available data has
been rarely investigated.
Bayesian model averaging (BMA) [Hoeting et al., 1999] provides a rigorous framework to compute model
weights, which serve as a basis for model ranking, model selection, or model elimination. BMA is a formal
statistical approach that accounts for the conceptual uncertainty framed by a set of plausible, competing
models and allows to include prior knowledge about the validity of these models. The BMA prediction is
obtained as a weighted average of the individual model predictions. Model weights are determined via
Bayes’ theorem from prior (expert) knowledge and the likelihood, that the observed data were generated
by this model. BMA yields an optimal tradeoff between model performance and complexity in the spirit of
Occam’s razor (Gull, 1988). The relevant factor for the model weights is the so-called Bayesian model evi-
dence (BME), which is an integral of model likelihood over each model’s parameter space. BMA has been
used in various research disciplines, such as sociology [e.g., Raftery, 1995], ecology [e.g., Link and Barker,
2006], hydrogeology [e.g., Neuman, 2003; Li and Tsai, 2009], contaminant hydrology [e.g., Troldborg et al.,
2010], and others.
As an alternative to the computationally demanding integration over each model’s parameter space, ﬁrst-
order approximations to BME in the form of information criteria have been frequently used to perform BMA
[Ye et al., 2004; Tsai and Li, 2008; Morales-Casique et al., 2010; Singh et al., 2010; Ye et al., 2010; Foglia et al.,
2013; Tsai and Elshall, 2013; Elshall and Tsai, 2014]. These criteria, such as AIC [Akaike, 1974], BIC [Schwarz,
1978], KIC [Kashyap, 1982], or variants thereof [e.g., Rao and Wu, 2001], penalize model complexity (as repre-
sented by the number of parameters versus the number of observations) in quite different ways. These
deviate from the true Bayesian tradeoff and unfortunately can yield inconclusive or even apparently contra-
dictory results as reported by Tsai and Li [2008], Morales-Casique et al. [2010], Singh et al. [2010], Ye et al.
[2010], Foglia et al. [2013], and others. This can lead to biased model weights [Sch€oniger et al., 2014], biased
model ranking, and might result in poor predictive performance of the averaged estimate. Thus, even if
applied with the same objective, BMA can yield different answers due to the chosen evaluation technique.
Beyond its original purpose of model averaging, BMA provides a basis to analyze the worth of additional
data for improved predictive reliability. Neuman et al. [2012] and Lu et al. [2012] have proposed to perform
data worth analysis for variogram estimation within the BMA framework because it considers uncertainty in
model choice (i.e., between-model variance) and thereby allows for a more realistic quantiﬁcation of predic-
tion variance. Their analysis rests on a maximum likelihood variant of BMA (MLBMA) [Neuman, 2003], which
employs the KIC to obtain approximate posterior model weights. Rojas et al. [2010] use a combination of
the Generalized Likelihood Uncertainty Estimation (GLUE) [Beven and Binley, 1992] approach and BMA to
analyze data worth for groundwater model calibration. They do not exclusively focus on predictive uncer-
tainty, but also address the worth of conditioning on additional data for reducing model choice uncertainty.
We see valuable beneﬁts in using BMA as an objective framework to explicitly analyze data worth for both
model selection and for improved predictive reliability. Since these two analysis tasks follow different goals,
they should be treated separately. Model selection aims at reducing the uncertainty in model choice and iden-
tifying the most appropriate model. Improved predictive reliability can be achieved by constraining model
predictions through calibration. The data types and monitoring protocols that are able to reduce parameter
uncertainty (and thereby prediction uncertainty) are not necessarily able to help identifying the most appro-
priate model [e.g., Usunoff et al., 1992; Alberton et al., 2011]. We therefore advertise an approach to data worth
analysis that goes beyond the traditional goal of reducing prediction uncertainty similar to the analysis per-
formed by Rojas et al. [2010]. However, we do not favor the use of GLUE with BMA because similar to the
approximations by information criteria, this method does not yield the optimal balance between model per-
formance and model complexity. Instead, our proposed analysis is settled in a Monte-Carlo framework that
does not require any approximation or linearization, but fully complies with Bayesian inference [Sch€oniger
et al., 2014]. Our framework will therefore provide meaningful results for any kind of models and model appli-
cations. We will demonstrate this ability with an application to experimental data and coupled soil-plant mod-
eling, which exhibits much stronger nonlinearities than addressed in the cited (mostly synthetic) applications.
As also stated by Rojas et al. [2010], surprisingly little attention has been given to the role of different data
types or missing observations for model selection and model averaging. The resulting model weights are
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not only conditional on the set of compared models, but they are also conditional on the observation data.
Although the latter condition is explicit, there have been only very few studies in the environmental scien-
ces that systematically addressed this property of BMA [Tsai and Elshall, 2013; Elshall and Tsai, 2014; Scho-
maker and Heumann, 2014]. In coupled model systems, individual models may rank differently in their
performance in different model compartments. The reason for this is that models emphasize processes of
particular model compartments in a different manner. In addition, models are often tested only on the abil-
ity to simulate (or predict) selected processes rather than on the ability to adequately simulate processes in
all model compartments. The different predictive quality for different processes is often caused by the lack
of comprehensive data sets for calibration and/or by inadequacies in the individual model structures
[W€ohling et al., 2013a]. In addition, models react differently when they are conditioned on different speciﬁc
data types. Parameters as well as predictions in different competing models are sensitive to different types
of calibration data. For example, in the soil-plant modeling context presented here, a model that performs
superior in simulating plant-leaf development might be outperformed by a competing model in simulating
near-surface soil moisture (and vice versa). Therefore, different model weights can be expected for these
models when conditioning the ensemble on data of leaf area index (LAI) as compared to conditioning on
soil moisture data.
This challenges the common perception that BMA converges to the ‘‘true’’ model with increasing data set
size because we hypothesize that (a) different data types and their combinations favor different models
and (b) singular events may dominate an entire time series while it is often unfeasible to acquire enough
data to cover a statistically stable number of singular events. Consequently, BMA results and corresponding
model selection are not only implicitly conditional on the set of models, but also highly speciﬁc to the infor-
mation about the natural system provided by the choice of a particular monitoring strategy (data types and
monitoring locations) and to any preferences induced through that choice by the modeler with respect to
data quality and priority.
Hence, a major limiting factor for robust estimation of model weights is data availability and accuracy. How-
ever, ﬁeld trials to obtain comprehensive data sets of state variables that describe all compartments in com-
peting coupled models (here the considered soil-plant-atmosphere continuum) are expensive and time
consuming. Therefore, it would be extremely valuable to know even before ﬁeld experiments have started,
which data should be acquired at which frequency to ensure maximum-conﬁdence model selection and a
minimum predictive error variance, yet at small (optimal) experimental costs. To reliably identify the best
model structure from among the suite of plausible models, we systematically investigate how model
weights react to conditioning on data sets from different proposed sampling campaigns in different com-
partments. The experimental data used herein originate from the 2008 to 2009 growing season of winter
wheat at the Swabian Alb in South-West Germany [Wizemann et al., 2015].
A variety of different soil-plant models have been developed in the past decades that exhibit a wide range
of complexity regarding their approximation of processes in the coupled model compartments [Priesack
and Gayler, 2009]. In our study, we selected as application example four different plant growth models that
are coupled to a common soil water ﬂow model. The plant growth models utilized herein are CERES [Ritchie
et al., 1988], SUCROS [Goudriaan and vanLaar, 1994], SPASS [Wang and Engel, 2000; Gayler et al., 2002], and
GECROS [Yin and vanLaar, 2005] as implemented in the model system Expert-N [Priesack and Gayler, 2009;
Biernath et al., 2011]. These four disparate models take part in the world-wide agricultural model intercom-
parison and improvement project (AgMIP) for wheat [Asseng et al., 2013]. The four models simultaneously
describe evapotranspiration, root water and solute uptake, soil heat ﬂuxes, and plant growth processes at
different levels of detail and abstraction. Priesack et al. [2006] used CERES, SPASS, and the SUCROS model to
investigate the impact of crop growth models on simulated water and nitrogen (N) balances. They found
only subtle differences among the different models in their simulation of the water balance, but compara-
tively large differences in their performance to predict carbon (C) and N turnover. More recently, Biernath
et al. [2011] compared the four models to evaluate their ability to predict different environmental impacts
on spring wheat grown in open-top chambers. The most adequate simulation results were obtained by
SUCROS, followed by the SPASS, GECROS, and CERES models. It was concluded that the more mechanistic
plant growth models, GECROS and SPASS, do not necessarily exhibit better predictive performance. As part
of a somewhat larger study, model structural differences between the four models have recently been ana-
lyzed by W€ohling et al. [2013a]. Given the detailed knowledge about the model structure of the four soil-
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plant models and their performance under different applications, these models are ideally suited to analyze
the worth of different observation types within the BMA framework. First preliminary work along this direc-
tion has been presented by W€ohling et al. [2013b] and is signiﬁcantly extended here. We utilized more real-
istic residual error models, increased data quality and quantity [Wizemann et al., 2015], and conducted a
comprehensive analysis of data worth for model selection and predictive reliability.
The main aims of this study are (i) to test whether BMA converges to a unique most adequate model
with increasing data set size (here increasing number of observation types), (ii) to investigate how indi-
vidual model weight outcomes depend on the availability of different data types (and their combina-
tions) from different environmental compartments (here evapotranspiration, leaf area index, and soil
moisture data), and (iii) to analyze how different outcomes of model weights propagate onto the predic-
tive errors and variances of the ensemble. Finally, we discuss our results in the context of structural dif-
ferences between the four models. We demonstrate how our suggested data worth analysis within the
BMA framework can help to reveal best what can be learned about the models and their relative
performance.
The remainder of the paper is organized as follows. In section 2, we summarize essential information about
the ﬁeld site and the four soil-plant models used in our application example, present the statistical methods
of the utilized BMA framework, and describe the different experimental designs (data packages) that are
analyzed. In section 3, the results of the study are presented and discussed. Finally, we conclude with a sum-
mary in section 4.
2. Materials and Methods
2.1. Field Experiments
The experimental data used in this study originate from ﬁeld trials at the Swabian Alb (48.5N and 9.8E,
690 m a.s.l.) which is located in the Federal State of Baden-W€urttemberg (South-West Germany). The ﬁeld
trials are presented in detail by Wizemann et al. [2015] and a selected data set has been used in several sim-
ulation studies before [W€ohling et al., 2013a, 2013b; Gayler et al., 2014]. Thus only a summary is presented
here.
The study area is located on the Swabian Alb mountain plateau. It is under extensive agricultural land use,
with a mean annual temperature of 6.5C, and mean annual precipitation of 962 mm. The open and ﬂat
ﬁeld of about 13 ha is characterized by a shallow and stony Rendzina soil [IUSS Working Group WRB, 2007]
with a solum thickness of 0.2–0.3 m. Winter wheat (T. aestivum cv. Hermann) was sown on 7 October 2008
and harvest took place end of August 2009. Fertilization, crop protection, and soil management were con-
ducted as usual in conventional farming in this region. Five subplots of 4 m2 were randomly selected to
track crop performance (phenology and LAI). Ten labeled wheat plants at the central square meter of every
subplot were assessed using the BBCH growth stage code [Meier, 2001] to follow phenological develop-
ment. The total LAI was measured per subplot in biweekly intervals until grain maturity (BBCH stage 89)
using an LAI-2000 Plant Canopy Analyzer (LI-COR Biosciences Inc., USA) and averaged over all subplots for
use in our simulations.
Energy and water ﬂuxes between canopy and atmosphere were measured with the eddy-covariance (EC)
technique [e.g., Burba, 2013]. The instrumentation and data processing are described in detail in Ingwersen
et al. [2011] and W€ohling et al. [2013a] and are therefore not repeated here. Net radiation was measured
with a NR01 four-component sensor (Hukseﬂux Thermal Sensors, Netherlands) along with air temperature
and humidity (HMP45C, Vaisala Inc., USA). Rainfall was measured with a 0.2 mm tipping bucket system at
about 1 m height (ARG100, Environmental Measurements Ltd., UK). Temperature sensors, soil moisture
(TDR) probes, and matric potential sensors were installed at 2.5 and 15 cm depths.
The data types used in our simulation study are soil moisture h (m3 m23), the leaf-area per ground-surface
area LAI (m2 m22), and latent heat ﬂux (mmd21) (i.e., the ﬂux of heat from the land surface to the atmos-
phere associated with evapotranspiration, ETa). The latent heat ﬂux data were gap-ﬁlled [Wizemann et al.,
2015] using the method by Falge et al. [2001], aggregated to weekly averages of daily values and H-
corrected for closing the energy balance as discussed in Gayler et al. [2013]. All other sensor data were
aggregated to daily values for use in our simulations.
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2.2. Soil-Plant Simulation Models
To simulate the soil-plant processes for the wheat crop at the Swabian Alb site, we selected four competing
models that are all implemented in the model system Expert-N 3.0 [Priesack, 2006; Biernath et al., 2011].
Expert-N comprises several modular submodels to simulate vertical transport of water, solute, and heat in
the unsaturated zone, organic matter turnover, and crop growth. In our study, we combine the vegetation
components of the four different crop modules CERES-WHEAT ([Ritchie et al., 1988], subsequently abbrevi-
ated CERES), SPASS [Wang and Engel, 2000; Gayler et al., 2002], SUCROS2 ([van Laar et al., 1997], subse-
quently abbreviated SUCROS), and GECROS [Yin and vanLaar, 2005] with the soil C and N turnover
simulation method as implemented in the SOILN model [Johnsson et al., 1987], modules for soil heat and N
transport of the model LEACHN [Hutson and Wagenet, 1992], Richards equation for soil water movement as
implemented in the model Hydrus-1D [Simu˚nek et al., 1998], and soil hydraulic properties represented by
the van Genuchten Mualem model [Mualem, 1976; van Genuchten, 1980].
Photosynthesis, biomass accumulation, leaf area development, root distribution, and senescence are calcu-
lated depending on several environmental factors such as temperature, irradiance, water, and N availability.
However, distinct differences exist between the four models. The reader is referred to the study by W€ohling
et al. [2013a] where the differences between the models are described in detail. For convenience, a sum-
mary is presented here.
In all four crop models, root water uptake is limited by the potential transpiration which is calculated by the
Penman-Monteith equation [Allen, 2000] and a crop coverage factor. The extension of the root system is
simulated by dynamic approaches in all models. SPASS and CERES use similar routines for root growth and
root water uptake. In contrast, SUCROS and GECROS use simpler approaches for roots that do not consider
adaptation of vertical root distribution to soil moisture and N supply.
The leaf area growth is simulated by CERES and SUCROS by an exponential relationship during the juvenile
phase followed by a constant speciﬁc leaf area. In contrast, SPASS derives leaf area growth from a leaf bio-
mass growth rate and a variable speciﬁc leaf area. GECROS takes a mechanistic approach where leaf area
growth depends on C and N limitations.
Photosynthesis and stomatal resistance are also simulated quite differently by the four models. CERES
assumes a curvilinear relation between C assimilation and daily absorbed solar radiation (simulated by a
simple ‘‘big-leaf’’ approach). Biomass accumulation and assimilate distribution are based on the concept of
radiation use efﬁciency and an empirical sink-source concept. The assimilation rates are depending on the
atmospheric carbon dioxide (CO2) concentration, air temperature, and a soil water stress factor. In contrast,
GECROS, SUCROS, and SPASS calculate leaf-scale photosynthesis rates as a function of air temperature and
the leaf-internal CO2 concentration and are integrated to canopy scale by a radiation interception model.
Intercepted photoactive radiation (PAR) is calculated in GECROS, SUCROS, and SPASS by considering direct
and diffusive radiation components, shaded and sunlit leaves, and different spatial layers (2, 3, and 5 layers,
respectively) within the canopy. In addition, the diurnal variation of incident radiation is explicitly
considered.
The SPASS model is a hybrid model composed of parts from CERES and SUCROS. In SPASS and SUCROS,
photosynthesis follows a hyperbolic dependency on PAR as proposed by Goudriaan and vanLaar [1994].
From all the different models, photosynthesis as well as the plant internal distributions of assimilates and N
to different plant organs is represented most detailed in GECROS. In this model, photosynthesis is calculated
according to the biochemical approach of Farquhar et al. [1980], which depends on leaf-internal CO2 con-
centration. Consequently, this approach includes a detailed model of stomatal conductivity that considers
the close interdependency between CO2 assimilation and water losses due to transpiration. GECROS also
assumes an optimum criterion for carbohydrate and N distribution between roots and shoots [Priesack and
Gayler, 2009; W€ohling et al., 2013b].
The described functional relationships of the soil-plant models require various parameters some of which
cannot be measured directly and exhibit uncertain values. In our modeling approach, we assume two hori-
zontal soil layers with depth ranges from 0 to 0.12 m and 0.12 to 0.20 m. Then we identiﬁed ﬁve common
soil hydraulic parameters for each of the two horizons (totaling 10 soil hydraulic parameters) and three to
four crop model parameters, speciﬁc to each model, as the most uncertain parameters in our modeling
scheme. In addition, these parameters appeared to be most sensitive to the model predictions while little
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knowledge was available a priori about their values. The uncertain soil parameters are the van Genuchten
parameters for the saturated water content, hs (m
3 m23), the shape parameters of the water retention func-
tion, a and n, the saturated hydraulic conductivity, Ks (cm d
21), and the pore-connectivity parameter l (–)
[Mualem, 1976; van Genuchten, 1980]. Further, the maximum root extension rate, dr (cm d
21), the speciﬁc
root length density kR (m kg
21), the maximum water uptake rate, nW (cm
3 cm21 d21), and the speciﬁc leaf
weight, kL (kg ha
21 leaf area) were selected for the CERES and SPASS models. For SUCROS, only three of
these four parameters were considered because the model does not use a parameter for the maximum
water uptake rate. Speciﬁc leaf area, sla (m
2 g21 leaf), critical root weight density, wRb (g m
22 cm21 depth),
minimal leaf-N, nb5 0.01 e/sla (g N m
22), and the slope of the maximum carboxylation rate versus leaf-N,
DVc;max (l mol s
21 g21 N) were treated as uncertain in the GECROS model.
2.3. Bayesian Model Averaging Framework
We deﬁne the set of soil-plant simulation models considered in this study as Mk, k51:::Nm, where Nm5 4 is
the number of different models. Each model deﬁnes a functional relationship fk between its parameters uk
and its predictions yk which correspond to a real-world calibration data set yo:
Mk : yk5fk ukð Þ: (1)
Further, we consider a quantity of interest, D, which may or may not be part of the calibration data set. We
now introduce the BMA framework as outlined in full detail by Hoeting et al. [1999]. All resulting probability
functions and statistics are implicitly conditional on the set of considered models Mk. The posterior predic-
tive distribution of the quantity of interest D given the vector of observed data yo with length Ns is deter-
mined as a weighted average of the individual model predictions:
p Djyoð Þ5
XNm
k51
p Djyo;Mkð ÞP Mk jyoð Þ: (2)
The posterior weight for each individual model, P Mk jyoð Þ, is determined according to Bayes’ theorem (up to
its normalizing constant) by:
P Mk jyoð Þ / p yojMkð ÞP Mkð Þ; (3)
with the prior probability, P Mkð Þ, of modelMk being the most plausible one in the set before any observed data
have been accounted for. Setting P Mkð Þ5 1Nm is a ‘‘reasonable, neutral choice’’ [Hoeting et al., 1999] if there is no
subjective preference for either of the considered models. After having determined each of the model weights
with equation (3), they are normalized by the sum over all weights to ensure that they add up to unity:
P Mk jyoð Þ5
p yojMkð ÞP Mkð ÞXNm
j51
p yojMj
 
P Mj
  ; (4)
where p yojMkð Þ is the Bayesian model evidence. It quantiﬁes the ‘‘average’’ likelihood that an individual
model has generated the calibration data set yo based on its prior parameter distribution, p uk jMkð Þ:
p yojMkð Þ5
ð
p yojMk ; ukð Þp uk jMkð Þduk : (5)
We evaluate the BME term with Monte-Carlo integration, i.e., by drawing random realizations from the prior
parameter distributions p uk jMkð Þ of each model and averaging over the likelihood of realizations to have
generated the observations. In a comparative study by Sch€oniger et al. [2014], Monte-Carlo integration
proved to be the most robust and accurate choice to evaluate BME if computational resources are available.
For all uncertain parameters, we chose to use noninformative priors with uniform distributions bounded by
values that correspond to reasonable, mostly physically based parameter limits (cf. W€ohling et al. [2013a] for
more information on these bounds). Between n5 90,000 and 250,000 Monte-Carlo simulations were per-
formed for each individual soil-plant model. The different numbers are chosen to yield similar convergence
of BME for each model. To monitor the convergence of BME, we performed a bootstrapping analysis [Efron,
1979], i.e., we determined the variance upon resampling of the parameter realizations, which conﬁrmed
that the BME values had stabilized.
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The data likelihood function in equation (5) is assumed to be Gaussian with the mean equal to the predic-
tion yk and an error covariance matrix R:
p yojMk ;ukð Þ52p2Ns=2jRj21=2exp 2
1
2
yo2ykð ÞTR21 yo2ykð Þ
 
; (6)
where R is a diagonal matrix of size Ns 3 Ns, with data-type-speciﬁc entries. In the case of LAI, we determined
the measurement error standard deviations for each data point in time from replicated ﬁeld measurements. For
the individual LAI measurement times, they vary between 0.30 and 1.25 m2 m22. For ETa, we chose a relative
error of 15% of the measurement values as standard deviation. This error covers both inaccuracies in eddy-
covariance (EC) measurements and uncertainty in the reconstruction and aggregation of diurnal variations
[Ingwersen et al., 2011; Gayler et al., 2013; W€ohling et al., 2013a]. Finally, in the case of soil moisture measure-
ments, we consider both uncorrelated and correlated errors. Uncorrelated errors were assumed to have a stand-
ard deviation of 0.1 m3 m23, including both measurement and uncorrelated structural errors in the models. If
we only accounted for the naturally very small measurement error in soil moisture data, any model would obtain
likelihoods of practically zero in this statistical setting, if not every single prediction fell into the measurement
error interval. From a preprocessing analysis, we concluded that all models show (to a different degree) a bias in
predicting soil moisture. Especially predictions for the lower soil layer show an obvious negative bias (discussed
below), which is probably due to the shallow soil draining faster into the underlying fractured limestone as rep-
resented by the imposed free drainage boundary condition. Therefore, we also account for correlated structural
errors by deﬁning a Gaussian model for bias description with zero mean and standard deviations of 0.05 m3 m23
for the upper soil layer and 0.3 m3 m23 for the lower soil layer. The bias is explicitly represented by 100 random
draws from this Gaussian distribution per parameter realization and added to the respective predicted values. In
general, it is expected that the error model choice has an impact on posterior model weights. This is systemati-
cally investigated in a separate study (A. Sch€oniger et al., A statistical concept to assess the robustness of Bayesian
model selection and averaging against measurement noise, submitted toWater Resources Research, 2015).
The posterior distributions of model predictions, p D jyo;Mkð Þ, are determined by updating the prior ensemble
with the likelihood of the observed data via a bootstrap ﬁlter [Gordon et al., 1993]. In bootstrap ﬁltering, each
realization is weighted according to its likelihood to have generated the calibration data set. This allows us to
determine the posterior mean and variance or percentiles of the posterior distribution by weighted ensemble
statistics. The variance in predictions of individual models stems from parameter uncertainty and is called
‘‘within-model variance’’ in the context of BMA. In addition, ‘‘between-model variance’’ or conceptual uncer-
tainty can be quantiﬁed. The total variance, V, in BMA weighted predictions is quantiﬁed as:
V D jyo½ 5
XNm
k51
V D j yo;Mk½ P Mk j yoð Þ1
XNm
k51
E D j yo;Mk½ 2E D j yo½ ð Þ2P Mk j yoð Þ; (7)
with the ﬁrst term representing within-model variance and the second term representing between-model var-
iance. E symbolizes the expected (mean) value of a distribution, and E½D j yo represents the posterior BMA mean:
E D j yo½ 5
XNm
k51
E D j yo;Mk½ P Mk j yoð Þ: (8)
Technically, the reliability of posterior statistics derived from bootstrap ﬁltering requires that a sufﬁciently large
posterior probability mass is retained after ﬁltering. This was monitored by the effective sample size [Liu, 2008],
which is the number of prior realizations that signiﬁcantly contribute to the posterior distribution and to BME.
2.4. Data Worth Analysis
Measurement campaigns are often time consuming and expensive. For example, an EC station to measure
ETa has much higher acquisition and operational costs than soil moisture sensors. It has a larger measuring
scale (footprint) and typically a larger measurement error. For the design of measurement strategies, it is
important to know the worth of the individual data types and whether some (particularly, the expensive
and/or less reliable) measurements can be substituted by others. To address this question, we investigated
the worth of the three data types and combinations thereof for both model selection and model-based pre-
diction: actual evapotranspiration ETa (i.e., latent heat ﬂux), LAI, and soil moisture h. The number of individ-
ual ETa measurements (weekly averages of aggregated daily values) is 16. LAI was measured at eight
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representative days during the growing period. In contrast, the number of soil moisture measurements was
much higher at 114 daily values times 2 depth levels. For practical reasons, we thinned out the soil moisture
time series in an informative way to retain the dynamics (and thus the information content) while removing
potentially redundant and strongly correlated data points. For this purpose, we propose a new but simple
two-step procedure based on monitoring the slope of discrete derivatives which is generally applicable to
all time series data. First, the derivatives of the time series are computed:
DhðiÞ5 hðiÞ2hði21Þ
tðiÞ2tði21Þ ; i52 . . .N; (9)
where h and t are the soil moisture measurements and time (here days), respectively, and N5 114 is the
number of measurements. In the second step, only those times i are retained in the time series which satisfy
the following condition:
jDhðiÞ2Dhði11Þj  d; (10)
where d d21
 
is a user-speciﬁed threshold slope that depends on the dynamics of the time series and the
degree of desired thinning. In our study, we used values of d50:03 d21 and d50:01 d21 to obtain thinned
time series of 61 and 60 soil moisture observations at 2.5 and 15 cm depth (h1 and h2), respectively. These
reduced time series were used in all our calculations.
For model selection, we determined a model ranking based on the posterior weights for a speciﬁc data set
(equation (4)). For comparison purposes, we analyzed seven data packages in our study which consist of dif-
ferent combinations of the three data types as listed in Table 1. To obtain model rankings that correspond
to the different data packages, we performed seven individual BMA runs. Please note that a BMA run yields
both posterior model predictions calibrated on the speciﬁc data package (via bootstrap ﬁltering) and poste-
rior model weights based on this data package (via solving for BME) in a single step. Run 7 is the ‘‘full’’ run
with ETa, LAI, and h data included, which will be subsequently referred to as the reference run because it
makes use of all the available information about the soil-plant system.
In addition, we considered a number of other experimental design options. We conducted additional eight
BMA runs where we considered observations from only one soil depth to analyze the impact of observation
density (here soil depth). These runs are variants of the runs 1, 3, 5, and 7 (1a, 1b, . . . 7a, 7b) where a and b
indicate the use of soil moisture data from the 2.5 and 15 cm depths (h1 and h2), respectively (Table 1). Fur-
ther, we analyzed the data worth of the individual LAI measurements (individual data points in time) when
combined with ETa and h to reproduce the weights obtained with the reference run. These 28 BMA runs are
variants of run 7 when using only two out of the total eight LAI measurements. They are subsequently
denoted as runs 7.xx, where xx are two digits denoting the pair of LAI measurements used in the run. For
example, run 7.18 signiﬁes a BMA run with ETa, h1, h2, as well as the LAI measurements number 1 and 8.
For all our BMA runs, we use the normalized root mean squared error (NRMSE) to judge the predictive qual-
ity of the individual conditioned models and the posterior BMA mean to match the observation data. For
individual models, it is evaluated as:
NRMSED5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
Ns
XNs
i51
E Di j yo;Mk½ 2Do;i
 2
Rii
" #vuut : (11)
We normalize by the standard deviation of the measurement error as deﬁned by the square root of the diago-
nal entries of R. The range of the NRMSE is between 0 and 11 and its optimal value is zero. Consequently, a
Table 1. BMA Runs With Corresponding Data Packages (5Data Included, 35Data Excluded)
Run Number 1 1a 1b 2 3 3a 3b 4 5 5a 5b 6 7 7a 7b
y0
h1 (2.5 cm)   3 3   3 3   3 3   3
h2 (15 cm)  3  3  3  3  3  3  3 
ETa 3 3 3     3 3 3 3    
LAI 3 3 3 3 3 3 3        
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value of NRMSE < 1 indicates a model-to-measurement misﬁt that is smaller than one standard deviation of
the measurement error. According to the v2 distribution that applies for the NRMSE, the expected value for a
perfect model is unity assuming fully uncorrelated calibration data. To assess the performance of the BMA
mean, E Di j yo;Mk½  in equation (11) is replaced by E Di j yo½ . Note that the observations Do;i and predictions
Di could, but do not necessarily, have to coincide with the calibration data set yo;i and with the calibration pre-
diction values yi , respectively. In our study, we consider predictions of ETa which are part of the calibration
data set, as well as predictions of drainage where observation data are not available. To evaluate the worth of
data, we utilize the NRMSE (equation (11)) and the total BMA variance, V, (equation (7)). The latter equation
allows us to distinguish between the variance caused by the model choice (between-model variance) and the
variance caused by parameter uncertainty (within-model variance). For better comparison of the results from
the individual BMA runs, we present the relative conditional variance, V 0, which is the ratio between condi-
tioned and unconditioned variances, and is a normalized measure of improved prediction conﬁdence through
calibration. Values of V 051 signify no improvement while V 050 represents the theoretical case of full improve-
ment to zero variance (completely deterministic prediction).
3. Results and Discussions
3.1. Soil-Plant Model Performance Using All Available Data
In our analysis of the BMA results, we distinguish between the model mean, which is the mean of realizations
belonging only to an individual model, and the BMA mean according to equation (8), which is the weighted
average of all realizations from all models in the set. As a basis for the discussions on model selection in the
following sections, we evaluate the performance of the four individual crop growth models and the perform-
ance of the BMA mean when conditioned on all available data types, i.e., h, ETa, and LAI (reference run 7). The
results are summarized in Figures 1, 2, and 3 and in Table 2, and are discussed in the following.
3.1.1. Performance for Soil Moisture
Predictions of soil moisture at the 2.5 and 15 cm depths, h1 and h2, are depicted in Figures 1a–1d for the
SPASS, CERES, GECROS, and SUCROS models, respectively. The left and right columns of Figure 1 plots show
results for the prior (uncalibrated) and posterior (calibrated) ensembles of the individual models. The
prior/posterior 95% model uncertainty ranges are shaded in colors for the individual models, and the corre-
sponding BMA-based uncertainty ranges are shaded gray. The model means are indicated by colored lines,
the BMA mean by light gray lines, and observations are indicated by cross marks with error bars. The error
bars indicate one standard deviation of the measurement uncertainty that is also used to deﬁne R in
equation (6).
The left column of Figure 1 shows the prior model simulations and we ﬁnd three aspects noteworthy. First,
the prior uncertainty ranges of all the individual models are very large and not much smaller than the entire
BMA prior uncertainty range. This indicates that, prior to calibration, parametric uncertainty is larger than
model choice uncertainty. Second, the prior ranges cover almost the entire measurement range and include
most of the observations. This means that, a priori, none of the models can be rejected due to apparent mis-
ﬁt to soil moisture data. However, third, the soil moisture ﬁts of the prior model means and the BMA mean
to the observations are relatively poor, particularly for the 15 cm depth, where a clear bias of the mean pre-
dictions toward lower soil moisture values is visible.
After calibration, the posterior 95% uncertainty ranges are relatively small and encompass the observations
quite well for all models, even for the model means (Figure 1, right plots). This is conﬁrmed by very low
NRMSE values ranging between 0.35 and 0.38 (Table 2), indicating that the model-to-measurement misﬁts
are only between 35% and 38% of one standard deviation of the assigned measurement error and that all
models are good enough to meet the available soil moisture data upon conditioning. Finally, there is only
little difference between the individual model means and the BMA mean (Figure 1 and Table 2), which
again indicates that all models seem to perform reasonably well for soil moisture and that uncertainty due
to model choice seems to be secondary even after conditioning.
3.1.2. Performance for ETa
Predictions of weekly averages of daily actual evapotranspiration rates, ETa, are presented in Figure 2. The
model and BMA means, prior and posterior 95% uncertainty ranges, and the observations are shown in the
same manner as described for Figure 1. The ETa observations follow the general curve of increasing values
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in spring, relatively high values (3–4 mm d21) at the peak of the cropping season and strongly decreasing
values at senescence. Fluctuations are driven by the weather. For example, a rainy period with lower tem-
peratures, less sunshine and consequently lower potential and actual evapotranspiration rates has occurred
in week 8 (Figure 2).
The left column of Figure 2 again shows the prior predictions, but this time for ETa. The prior uncertainty
ranges are again relatively large, although now some differences between the individual models are evi-
dent. In particular, GECROS exhibits a signiﬁcantly smaller prior 95% uncertainty interval compared to the
other models (Figure 2c). However, the prior model uncertainty ranges are probably too small when com-
paring the model to the data. For example, GECROS fails to cover the ETa peak in weeks 11 and 12 and the
low values at the end of the growing season (Figure 2c).
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Figure 1. Prior and posterior uncertainty ranges soil moisture predictions at the 2.5 and 15 cm depths with the (a) SPASS, (b) CERES, (c)
GECROS, and (d) SUCROS models (reference run 7). The individual model mean and BMA mean are also shown.
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In the right column of Figure 2, the BMA posterior uncertainty ranges are again much smaller than the prior
ranges (like it was the case for h), but they are larger and more robust than the individual posterior model
uncertainty ranges for ETa. The larger BMA ranges suggest that model choice is the dominant uncertainty in
ETa after calibration to all available data, and that BMA is highly valuable to obtain a meaningful range of
predictions. The BMA mean shows a good performance, yielding an NRMSE value of 0.68 (Table 2), i.e., the
errors are on average lower than 1 standard deviation of the assumed measurement error.
Looking at the dynamics, the posterior ETa uncertainty intervals generally increase toward plant senescence.
In contrast, they are particularly small for the week 8, which is related to the fact that the relatively low solar
radiation and potential evapotranspiration forces all models to behave similar. The BMA-based ranges cover
the dynamics of the ETa observations quite well, while the model-wise ones do typically not cover the mea-
surement error range. Also, the individual model means perform worse than the BMA mean for all models
except SPASS and the differences between the posterior means are more pronounced than for the h predic-
tions, with performances ranging between NRMSE values of 0.64 (SPASS) and 1.17 (GECROS) (Table 2).
3.1.3. Performance for LAI
The LAI observations comprise both the green and dead leaves and show the typical behavior with a faster
rising limb to the biomass maximum (about weeks 6–8) and a slower LAI decrease during crop maturity
and senescence. All models follow, at least roughly, these dynamics with their prior predictions. However,
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Figure 2. Prior and posterior uncertainty ranges, model means, and BMA means for ETa predictions with the (a) SPASS, (b) CERES, (c)
GECROS, and (d) SUCROS models (reference run 7).
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even more than for the predictions of h, the 95% prior BMA uncertainty intervals for simulations of LAI are
very large and easily cover all observations including a multiple of their error ranges. Figure 3 (left column)
shows that both the posterior BMA uncertainty ranges and the model-wise ranges (right column) are again
relatively narrow. The BMA mean for LAI performs quite well (although not as well as for h), which is con-
ﬁrmed by a model-to-measurement misﬁt close to one standard deviation of the measurement error
(NRMSE5 0.95, see Table 2). Compared to h and ETa, LAI is the data type where the model-wise means and
even the BMA-based mean show the largest errors. Also, they deviate quite strongly from each other, so
that model-choice related uncertainty is dominant after conditioning. The performance of the model means
is best for CERES (NRMSE5 0.95) and worst for GECROS (NRMSE5 1.52) (Table 2).
3.1.4. Overall Performance
The performance of the individual models and the BMA mean for the reference run 7 can be summarized
by averaging the corresponding NRMSE values to obtain an aggregated measure of the ﬁt to all of the indi-
vidual data types. This shows a good overall performance of the SPASS and CERES models and a somewhat
lesser performance of the GECROS and SUCROS models (Table 2). Nevertheless, the aggregated NRMSE val-
ues are all within one standard deviation of the measurement error, which indicates that none of the four
crop models can be intuitively discarded before performing a rigorous model ranking analysis. The BMA
mean outperforms all individual models when comparing aggregated NRMSE values. This is not always the
case when comparing NRMSE values for individual data types. These ﬁndings are due to the fact that the
results discussed here are based on model weights that were obtained using all available data. Considering
the same data for both evaluation of model weights and evaluation of posterior performance, the BMA
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Figure 3. Prior and posterior uncertainty ranges, model means, and BMA means for LAI predictions with the (a) SPASS, (b) CERES, (c)
GECROS, and (d) SUCROS models (reference run 7).
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mean is expected to outperform the individual models. Accordingly, in BMA runs based on individual data
types (see section 3.2), the BMA mean outperforms the individual models in NRMSE values of the respective
individual data type (cf. Tables 1 and 2).
3.2. Data Worth for Model Selection: Individual Data Types
In this section, we analyze the worth of the three data types (h, ETa, and LAI) for the soil-plant model selec-
tion task. We like to distinguish this from the data worth analysis for increasing the reliability of model pre-
dictions, which is discussed in section 3.4.
We base our analysis on the posterior weights of the individual models using equations (3) and (4), and
investigate how the model weights depend on the type of used data and different combinations thereof.
The model weights can be seen as a measure for the relative contribution of the individual models to the
posterior BMA mean (or predictive distribution), or as a probability of any speciﬁc model to be the best one
out of the provided set.
The model weights resulting from the individual data-type design options are subsequently discussed in
comparison to the weights of the reference run 7 (section 3.2.1). In addition, we analyze the interrelation
between the ability of data types to infer decisive model weighting and the model performance for these
data types (section 3.2.2) and discuss implications of the model behavior for the individual data types in the
context of the considered crop models and their possible errors (section 3.2.3).
3.2.1. Posterior Weights for the Different Data Packages
The posterior model weights as obtained from the BMA runs 1–7 are depicted in Figure 4. In the refer-
ence run 7 using the full data set, CERES obtains 65% of the model weights and SPASS attains most of
the remainder. Only less than 1% is attributed to the SUCROS and GECROS models combined. The
posterior model weights in the BMA runs 1–6 with the individual data packages, however, differ
widely from the reference run. Soil moisture alone (run 1) provides a completely different model rank-
ing as compared to the reference run, in that it favors the SUCROS model with 60% of the posterior
model weights. Yet, a completely different model ranking is obtained when using either ETa or LAI
data (Figure 4).
None of the considered four crop models wins the selection contest because the full data set in run 7 sup-
ports both CERES and SPASS at signiﬁcant proportions. Model weights similar to the ones of the reference
run were only obtained when utilizing both ETa and LAI data (run 6, Figure 4).
Table 2. Performance of the Individual Model Means and the BMA Mean for the BMA Runs 1–7 and the Individual Data Types
Run Number 1 2 3 4 5 6 7
NRMSE, h
SPASS 0.34 1.63 0.34 1.80 0.35 1.63 0.35
CERES 0.36 1.93 0.38 1.86 0.36 2.00 0.38
GECROS 0.36 1.57 0.37 1.87 0.36 1.65 0.35
SUCROS 0.34 2.27 0.36 2.00 0.34 2.44 0.36
BMA mean 0.33 1.67 0.34 1.86 0.35 1.89 0.36
NRMSE, ETa
SPASS 0.92 0.59 0.60 0.79 0.82 0.63 0.64
CERES 1.04 0.69 0.78 0.98 1.06 0.71 0.79
GECROS 2.55 0.79 0.81 2.19 2.06 1.12 1.17
SUCROS 1.29 0.93 1.04 0.88 1.26 0.93 1.05
BMA mean 0.96 0.56 0.59 0.93 1.05 0.63 0.68
NRMSE, LAI
SPASS 1.46 1.30 1.83 1.19 1.26 1.19 1.26
CERES 0.95 1.14 0.98 1.01 0.93 1.00 0.95
GECROS 3.03 2.88 2.55 1.05 1.11 1.54 1.52
SUCROS 1.42 1.41 1.37 1.33 1.31 1.34 1.31
BMA mean 1.47 1.25 1.78 1.00 0.97 0.97 0.95
NRMSE, Aggregated
SPASS 0.91 1.18 0.92 1.26 0.81 1.15 0.75
CERES 0.79 1.25 0.71 1.28 0.79 1.23 0.71
GECROS 1.98 1.75 1.24 1.70 1.17 1.44 1.01
SUCROS 1.02 1.54 0.92 1.40 0.97 1.57 0.90
BMA mean 0.92 1.16 0.91 1.26 0.79 1.17 0.66
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3.2.2. Relation Between Model
Ranking and Model Performance
As evident from the different model
weights of the BMA runs 1–7, individual
data types favor different models.
SUCROS obtains the largest weight for h
data (run 1), SPASS ranks ﬁrst for ETa
data (run 2), and CERES dominates for
LAI data (run 4). As obvious from equa-
tions (4) and (5), model weights are
related to the average model perform-
ance over the entire parameter space.
The NRMSE provides a related measure
and therefore it was to be expected that
these rankings reﬂect each model’s per-
formance for the individual data types.
The model with the best performance
(lowest NRMSE) to an individual data
type obtains the largest weight when
conditioned on this data type (Table 2).
The performance in simulating soil moisture is very similar for all models and all runs where h is present
(Table 2). Correspondingly, h data have a much lower power to infer decisive model weights than ETa and
LAI together, and hence also for ﬁnding the model weighting obtained by the reference run. Indeed, the
best discriminating factors for model choice are those data types where the models do not agree, i.e., where
larger differences in NRMSE values exist for these data types. CERES and SPASS exhibit the largest discrimi-
nating power because of their superior individual performance to LAI and ETa data, respectively, and their
almost identical performance (in terms of NRMSE) for h data. Therefore, these models obtain the largest
weights in the reference run 7 with all available data.
The model weights are less predictable, however, for different combinations of data types (Figure 4).
Soil moisture data have the smallest discriminating power for our featured application. The dominance
of ETa and LAI data for model choice also explains why run 6 with ETa and LAI data results in
model weights that are very similar to the weights of the reference run 7 (compare run 6 to run 7 in
Figure 4).
An important insight here is that the model preference using a single data type (here: soil moisture) can be
misleading, especially when all competing models seem to agree in simulating this particular data type and
all models do so while performing well. In these cases, the data’s discriminating power is low and none of
the considered models should be discarded on that ground. Although model complexity is also known to
impact Bayesian model choice, i.e., more complex models must show better likelihoods to be competitive,
the model choice in our speciﬁc case seems to be dominated (as it can be explained well) by model
performance.
3.2.3. Implications for the Individual Crop Models
The model weights obtained by the different BMA runs 1–7 are related to the different performances of the
considered soil-plant models which, in turn, can be explained through their different conceptualizations.
SPASS is mainly a hybrid of CERES and SUCROS. In contrast to CERES, which uses a big leaf model to repre-
sent the canopy layer, SPASS utilizes a ﬁve-layer leaf model with self-shading, a hyperbolic function to calcu-
late potential assimilation rates at leaf level, and a more sophisticated photosynthesis model where the
maximum photosynthesis rate is made dependent on temperature and leaf CO2 [W€ohling et al., 2013a]. The
latter potentially explains why SPASS performs superior for runs with ETa and without LAI data. It is not fully
understood why CERES with the simpler leaf model performs better for LAI data than SPASS, but this is
probably related to a higher parameterization of SPASS’ leaf model combined with a poor prior knowledge
about some of the crop model’s parameter bounds. In fact, higher parameterization and poor prior knowl-
edge are important factors in deﬁning model complexity [e.g., Spiegelhalter et al., 2002], and excess com-
plexity is known to lead to a lesser model rank within BMA.
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Figure 4. Posterior weights of the individual crop models for the BMA runs 1–7
with different data packages.
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The low discriminating power of soil moisture is not surprising since all considered models use the same
conceptualization (Richards’ equation) for simulating soil water movement. One might argue that the crop
models differ in their concepts for root growth and root water uptake [W€ohling et al., 2013a], which will lead
to differences in the soil water balance and hence should lead to at least some discriminating power of h
data. Under the conditions investigated here, however, the crop only rarely experiences water stress during
the growing season, so that soil moisture does not restrict root water uptake and, hence, is little informative.
Together, this explains why soil moisture measurements (although much more in number) play a secondary
role in model discrimination, when LAI and ETa measurements are present. Yet, we will show in section 3.3.1
that individual measurement depths of soil moisture do have a varying inﬂuence on the outcome of model
selection, indicating that soil moisture is not generally little informative, but the information from different
depths might be contradicting because of depth-speciﬁc model conceptualization errors.
GECROS obtains a negligible proportion of the posterior model weights in most of our BMA runs for two
reasons: ﬁrst, it exhibits a large tradeoff in the simultaneous ﬁt to ETa and LAI data (i.e., it performs poor for
predicting ETa when conditioned on LAI only, and vice versa), and second it suffers from much larger
model-to-measurement misﬁts per data type compared to the other three models (Table 2). This might
relate to poor parameterizations within GECROS of the feedback between root water uptake, evapotranspi-
ration, and LAI development processes for the shallow soil under consideration [W€ohling et al., 2013a]. The
models CERES and SPASS apparently have a more adequate parameterization, even at their overall lower
degree of complexity. However, the trade-off between model performance and model complexity is not dis-
cussed in detail here, since we have manually restricted the number of the crop model parameters in this
study (see section 2.2). This might have an adverse effect on the more complex models like GECROS, such
that their complexity has only a limited chance to pay off. It should be noted that GECROS performed supe-
rior for a different ﬁeld site with a deep loess soil [W€ohling et al., 2013a], which indicates that different ﬁeld
sites and cropping patterns should be tested before discarding individual models from the model pool for
future applications.
Overall, we can conclude from sections 3.2.2 and 3.2.3 that model complexity does not seem to be the deci-
sive factor for model selection in our speciﬁc case. Our ﬁndings support the strong interrelation between
model accuracy, discriminative power of data types, and model weights. Since CERES and SPASS disagree
for some time periods in simulating ETa and LAI, but perform superior for either of these data types and sim-
ilar for h data, only these two models receive signiﬁcant weights in the run with all available data. The dis-
cussions above illustrate that using the BMA framework for data worth analysis is also a valuable diagnostic
tool to discover and characterize model deﬁciencies.
3.3. Data Worth for Model Selection: Individual Measurements and Locations
In section 3.2, we discussed the worth of different data types for model selection. Here we analyze the
impact of individual measurement locations as well as of individual measurement times per data type time
series using two experimental design cases. The ﬁrst case (section 3.3.1) is the choice between soil moisture
measurements at two different depths. Although, in our application, the worth of h data seems to be small
for model selection, it is still an important measurement to be made for a meaningful calibration of the
water movement submodel, and also for an increase in predictive reliability as discussed in section 3.4
below. The second design case (section 3.3.2) is the selection of only two out of the eight LAI measurements
taken during the growing season because these measurements are typically quite labor intense and a
reduction of the measurement frequency would be desirable. The data worth of the designs with the sepa-
rate h measurement locations and different LAI times are summarized in Figures 5 and 6, and is subse-
quently discussed.
3.3.1. Data Worth of Individual Soil Moisture Depths
The dynamics of soil moisture typically decrease from the land surface to soil depth mainly due to capillary
forces in the porous medium and gravity that drive equilibrium processes at depth. It could therefore be
expected that moisture measurements closer to the surface, with their more pronounced nonequilibrium
dynamics, carry the more important information about inﬁltration, evaporation, and root water uptake. In
our experimental setup, one sensor is installed at the 2.5 cm depth close to the surface (h1) and one sensor
at the 15 cm depth in the root zone but still within range of processes at the surface (h2). To investigate the
added value of multiple moisture sensors, we analyzed the data worth of the h1 and h2 measurements
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individually by conducting two BMA runs for each run that previously included h at both depths, i.e., runs 1,
3, 5, and 7. For example, the runs 7a and 7b signify BMA runs with h1, ETa, LAI, and h2, ETa, LAI, respectively
(Table 1). The resulting posterior model weights of these runs are depicted in Figure 5 with the original runs
1–7 included for comparison (shaded).
Apparently, the h1 and h2 measurements inform the model selection process in quite different ways. For
example, h1 in run 7a results in an increase of the SPASS weights (62%) compared to the reference run 7
(34%) and a corresponding decrease of CERES weights, while the opposite is the case when using h2 meas-
urements in run 7b, where SPASS obtains much lower weights (13%) (Figure 5). This suggests that the infor-
mation content of the two soil moisture depths is somewhat ambiguous and that it is desirable to have
both for a more robust model ranking.
The analysis of the predictive performance of the runs would suggest, however, that h2 has a higher utility
to accurately predict h1 than h1 has to predict h2. For example, the aggregated NRMSE value for run 7b
(0.82) is lower than the one for run 7a (1.23). These results can be explained as follows. Soil moisture meas-
urements at the land surface (h1) are strongly inﬂuenced by the stochastic weather drivers and soil evapora-
tion, while the soil moisture observations at the 15 cm depth (h2) reﬂect better the dynamics of plant-
available water and of root distribution and thus helps to better represent an important intercompartment
interface in the coupled soil-plant system. This is an interesting result which requires further investigation in
future studies, because it has implications for the utility of soil moisture remote sensing products which
have typical penetrating depths of only a few centimeters into the soil.
In spite of the differences discussed above, the shift in posterior model weights is relatively small for combi-
nations with ETa (runs 3a and 3b) and LAI (runs 5a and 5b), because both combinations contain one data
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type that is dominant over h for model discrimination as discussed above in section 3.2. When both ETa and
LAI are used (runs 7, 7a, and 7b), the soil moisture sensor placement controls to some degree the balance
between the CERES and SPASS model weights, but the general model ranking of CERES and SPASS over
SUCROS and GECROS remains unaffected (Figure 5).
Overall, the results conﬁrm that soil moisture has a relatively low power for model selection in our featured
application. Yet, soil moisture at different depths represents a different view onto the system, and hence
deliver valuable individual information. Also, section 3.4 will reveal that h data are nevertheless important
for certain predictive purposes.
3.3.2. Data Worth of Individual LAI Measurements
In this section, we analyze the utility of individual measurement times of LAI. When plants are not exposed
to prolonged periods of stress (e.g., water or nutrient deﬁcits), the LAI of a particular crop follows a charac-
teristic curve during a growing season. Thus we expect that only a few LAI values should already sufﬁce to
identify that curve and hence to adequately calibrate and select models. In order to investigate this hypoth-
esis, we analyzed which combination of only two LAI measurements has the highest utility to reproduce the
model weights obtained from the reference run with all data types and all eight LAI measurements.
The posterior model weights of the corresponding 28 runs are shown in Figure 6, where 28 is the number
of possible pairs out of eight values. In all those runs with LAI measurement pairs, CERES and SPASS share
the majority of the weights which is consistent with the reference run 7. However, their direct comparison
is strongly affected by the speciﬁc choice of LAI values. In fact, two individual data values seem to be domi-
nant. The ﬁrst one is LAI measurement number 8 (at crop senescence). In the 21 (of the total of 28) runs
where it is not included, SPASS attains more than 95% of the model weights. The seven runs with that data
value included resemble the reference run more closely. One aspect where one can observe the superior
performance of CERES for this data value is that the posterior uncertainty intervals of CERES cover this
observation at the end of the growing season better than the uncertainty intervals of SPASS (Figure 3b).
This suggests that the LAI measurement at crop senescence has the highest individual data utility for model
selection.
The second dominant LAI data value is the one for the peak of the biomass (value 3). For this value (and the
subsequent data point), the uncertainty bounds of SPASS ﬁt the observations better (Figure 3a) than the
ones of CERES. Not surprisingly, the best combination of two LAI measurements is observation 3 and 8 (run
7.38), where SPASS/CERES attain 39/60% of the model weights compared to 34/65% of the reference run
(Figure 6). These results conﬁrm our earlier ﬁnding that observations have the largest data worth for model
selection where different models with good performance disagree. The remaining data values contribute
only little to the speciﬁc purpose of model selection in our application. This can, however, differ drastically
in other settings, e.g., when crops were subject to water stress and the LAI curve does not exhibit a unimo-
dal shape.
3.4. Data Worth for Model Reliability
In this section, we move away from investigating data worth for model ranking. Instead, we investigate the
data worth for the reliability in predicting ETa and soil water drainage. Reliability in this context is under-
stood as the opposite of uncertainty in the sense that a decrease in predictive uncertainty corresponds to
an increase in the reliability of model predictions, at least if the uncertainty intervals converge to the true
value. In this analysis, we utilize the relative conditional variance, V 0, as a normalized measure of improved
prediction conﬁdence through calibration and the NRMSE for ETa as a measure of the closeness to the true
value, and hence for the absence of prediction bias. The results are summarized in Figure 7 and are subse-
quently discussed.
3.4.1. Data Worth for ETa Predictions
Measurement uncertainties of 20% and larger are common for daily ETa observations mainly because of
several aggregation and postprocessing steps of the high-frequency raw data. Depending on the topogra-
phy, land cover, main wind direction, and other characteristics of the ﬁeld site, the footprint of EC measure-
ments can range between 104 and 106 m2. Therefore, there is clearly a gap between the scales of ETa
observations, LAI measurements (typically in the order of 100 m2), and h observations (approximately 1 dm3
for a single sensor). These scale discrepancies should be taken into account when ETa data from EC stations
are used in 1-D soil-plant models. In addition, initial and maintenance costs of EC stations are high.
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Nevertheless, it is important to
accurately simulate ETa because it
is a driving ﬂux that couples land-
surface-atmosphere processes and
their feedbacks. We include ETa in
our analysis as a prediction mainly
because we want to investigate
whether ETa observations can be
substituted by predictive simula-
tions based on other data types or
combinations thereof.
Figure 7a shows the NRMSE values
of the BMA means for the runs 1–7
and the mean relative conditional
variance V 0 (i.e., averaged over all
measurement values in time) of
these runs (gray bars). The fractions
of within-model and between-
model variances that contribute to
V 0 are indicated by orange and red
colors, respectively. The plots with
the three colored bars on the right
of Figure 7 depict the average
NRMSE and V 0 values for BMA runs
where the three speciﬁc data types
are included. This allows us to eval-
uate the average utility of the three
data types.
First, we discuss predictive bias of
ETa measured through the NRMSE.
As expected, run 2 (using only ETa
data for calibration and hence using
directly the prediction quantity for
calibration), results in the lowest NRMSE value (0.56) compared to all other runs considered here. This value is
the reference that we seek to achieve as close as possible without using ETa data. Most runs exhibit NRMSE
values smaller than unity, i.e., the error is smaller than one standard deviation of the measurement error. The
largest predictive bias is exhibited by run 5 with h and LAI data (NRMSE5 1.05) and by run 1 with h alone
(NRMSE5 0.96). It is interesting to note that LAI alone exhibits a lower predictive bias (NRMSE5 0.93, run 4)
than when used in combination with h (Table 2). We root back this fact to model structural errors in the soil-
plant coupling that prevent good simultaneous use of h and LAI. Overall, the results presented for runs 1, 4,
and 5 in Figure 7a show that neither h nor LAI observations are capable to fully substitute the ETa measure-
ments at the same level of precision because these runs exhibit lower predictive power (larger NRMSE values)
than runs where ETa is included.
Next, we analyze the results via the relative conditional variance V 0. Run 1 results in a much higher mean rela-
tive conditional variance (V 050:32) than all the other runs (Figure 7a), showing that the utility of h data to con-
strain the ETa predictive variance is low (similarly to its small ability to reduce NRMSE). Notably, more than half
of this variance stems from the between-model variance, whereas the fraction is much lower in the other runs
where LAI and/or ETa have been used. This is due to the model discrimination effect that LAI and ETa have
(compare the utility of LAI and ETa data in model selection, see section 3.2), but h has not (at least not to the
same extent): LAI and ETa are able to signiﬁcantly reduce between-model variance and thereby the overall
variance. For the other runs (2–7), predictive reliability seems to be particularly high (V 0 is particularly low).
In general, LAI seems to be the best available proxy for ETa measurements and it is hypothesized that, vice
versa, ETa is a good proxy for LAI data. This is not intuitive because, in the models used here, the LAI is
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mainly responsible for partitioning ETa into transpiration from plants and evaporation from the soil surface.
However, in a dense vegetation cover (i.e., LAI > 3 m2 m22), the evaporation from the soil is thought to be
negligible [e.g., Shuttleworth and Wallace, 1985]. LAI values are greater than 3 m2 m22 for most of our cali-
bration data, which supports the observed clear relationship between leaf area and transpiration rates. This
is the case particularly in the absence of water (and nutrient) stress, when root water uptake and transpira-
tion are not restricted.
Although h performs poorly on its own both in terms of prediction bias and variance (run 1), when used in
combination with ETa (run 3) it shows a similar predictive performance (and a similar NRMSE value) as com-
pared to ETa alone (run 2) and even a slightly lower variance (V 050:03, Figure 7a). The slight decrease in pre-
dictive performance for ETa, when h is included in addition to LAI, suggests again that none of the soil-plant
models has the ideal structure or parameterization to simultaneously reproduce the different observation
types [W€ohling et al., 2013b].
3.4.2. Data Worth for Drainage Predictions
Soil water drainage is the water ﬂux that passed irreversibly through the soil zone and eventually becomes
groundwater recharge. Drainage is an important prediction for water quality investigations and particularly
for contaminant leaching studies, but it can be measured accurately only with highly sophisticated lysime-
ters [W€ohling et al., 2009; Barkle et al., 2011]. These are not only expensive to install and run, but also imprac-
tical on operating farms with crop rotation and frequent soil cultivation. For these reasons, drainage
measurements were not available for the experiment reported here. Instead, we assess the predictive power
of all other data types toward drainage. As we have no drainage reference data available, we analyze only
the mean relative conditional variance V 0 for this prediction. The results are summarized in Figure 7b.
Overall, the V 0 values for the BMA runs 1–7 vary between 0.07 and 0.18, which is slightly better on average
and shows a smaller range than for ETa predictions. The BMA mean of the reference run exhibits the lowest
prediction variance for drainage. In all the runs, the major constituent of the total variance is within-model
variance as shown by the orange bars in Figure 7b. The contribution of between-model variance is very
small and consistently lower than that for ETa predictions. This differs from our ﬁndings for ETa prediction in
two aspects.
First, h has the largest utility to constrain drainage predictions: the runs with ETa and/or LAI data but without
h data (runs 2, 4, and 6) result in larger V 0 values than any of the runs where h data were included. The best
results were obtained for runs where h data were used in combination with either ETa or LAI data (or both).
This is reasonable because, among the three data types investigated here, soil moisture is most informative
about soil water movement. Also, both ETa and LAI help to constrain root water uptake which is as a sink
term in the soil water balance.
Second, drainage predictions are dominated by within-model variance, while both types of variance were
on par for predicting ETa. This is not a surprise, because all four models use the same simulator for soil mois-
ture. Thus, when root water uptake is not well constrained and h alone is used for conditioning (run 1), the
between-model variance is slightly larger, but the total variance is still smaller than when considering only
ETa and/or LAI data (Figure 7b).
These results suggest that h data have the highest data worth for constraining drainage predictions despite
their relatively low discriminate power for model selection and their low utility to constrain ETa predictions.
4. Summary and Conclusions
We presented an application of the BMA framework to analyze the worth of different data types and moni-
toring design options for both model selection and improved predictive reliability. These two modeling
tasks should be handled separately because they act on different stages of the modeling process and follow
different goals: while model selection aims at ultimately ﬁnding the best performing model, uncertainty
reduction typically refers to constraining the plausible range of model parameters through calibration in
order to constrain model predictions. The aim of this study was to demonstrate how the BMA framework
can host both procedures in a rigorous and objective manner. The differences and intertwinings in both
modeling tasks were highlighted and conclusions about data worth in both respects and about the struc-
tures and errors of the considered models were drawn.
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Our results demonstrated that BMA does not necessarily converge to a unique most adequate model with
increasing data set size (here using more data types and/or using different data subsets per data type) for
two reasons. First, different data types and their combinations favor different models and, second, singular
events can dominate an entire time series. Also, the different considered data types have different discrimi-
nating power for model selection. Therefore, BMA results and corresponding model selection are not only
implicitly conditional on the set of models, but also highly speciﬁc to the choice of the monitoring program
and to any preferences taken therein by the modeler with respect to data quality and priority. It is clear
from BMA theory that model ranking is based on the given data, i.e. model weights reﬂect the likelihood
that the data were generated by a speciﬁc model, but not necessarily the likelihood that the model repre-
sents the true underlying system. The ambiguity and possible subjectivity induced by choosing data have,
however, not been addressed before.
For the model selection task, competing models with contrasting abilities to simulate different data types (or
locations) from different environmental compartments obtain weights according to their relative accuracy to
simulate these data. This is to some degree analogous to a multicriterial calibration, where the model with the
highest accuracy and lowest trade-off between these aspects wins [e.g., W€ohling et al., 2013a]. On average,
the posterior BMA mean with all available data performs better as compared to the posterior mean of the
individual models. Model preference or even rejection is not warranted in cases, when all models show a simi-
lar performance to the considered data. It should be noted that the model weights also depend on the ade-
quacy of the utilized measurement error models that serve to deﬁne likelihoods. The robustness of model
weights against measurement errors is, however, investigated in a separate study.
Our general considerations are founded on an application of the BMA framework in the context of soil-
plant modeling. We have generated a large variety of conceptualizations by sampling random parameter
sets from the vegetation components of the CERES, SUCROS, GECROS, and SPASS models and a common
model for soil water movement via Monte-Carlo simulations. This approach ensures accurate results in
agreement with Bayesian inference. To our knowledge, our study is the ﬁrst one to perform data worth anal-
ysis in a rigorous Monte-Carlo based (not approximative via information criteria) BMA framework for a real-
world application to highly nonlinear coupled modeling. Several BMA runs were conducted where the mod-
els were conditioned to different data packages of soil moisture h, actual evapotranspiration ETa, leaf-area
index LAI, and different combinations thereof.
In the application of the BMA framework for model selection using all available data types, CERES and
SPASS share 99% of the posterior weights. The posterior model weights in the BMA runs with the individual
data packages, however, differ widely from the reference run. These mixed results show clearly that different
data types support different models and that none of the four crop models truly outperforms all others. This
is caused by the differences in model structural errors of the four crop models with respect to different physi-
cal quantities as represented by the different observation data types. As a consequence, we recommend to
keep all models in the ensemble—at least until tested for different experimental sites and/or multiple years.
There exists a clear interrelation between the outcome of posterior model weights and the models’ relative
performance with respect to the data that is used for conditioning. Our results show that h has a much
lower utility for model discrimination compared to ETa and LAI data. Two LAI measurements are already suf-
ﬁcient to yield similar posterior weights than the reference run with all data and all LAI measurements
included. In this respect, our analysis can provide valuable insights for the planning of experiments, particu-
larly, when time and monetary resources are limited.
In the second application purpose of our BMA framework, we investigated the worth of different data types
and packages toward model-predictive reliability for ETa and soil water drainage. Soil moisture alone carries
only little information for ETa predictions. In combination with LAI, however, the deeper (15 cm depth) soil
moisture data show a higher data utility than the shallower (2.5 cm depth) data for predictive reliability which
may have implications on the utility of remote sensing data that mostly access the shallow soil moisture. In con-
trast to ETa predictions, h has the largest utility for constraining predictions of soil water drainage. The best pre-
dictive reliability for drainage is obtained when h observations are combined with either ETa or LAI. This is
related to the fact that, for dense crops, these data types help to better constrain the soil water balance.
Our results from the application to the case of soil-plant modeling demonstrate that, beyond its original
purpose of model averaging, BMA provides an objective framework for data worth analysis with respect to
Water Resources Research 10.1002/2014WR016292
W€OHLING ET AL. BAYESIAN MODEL AVERAGING TO EXPLORE THE WORTH OF DATA 2844
(1) model discrimination, (2) individual model calibration, and (3) analysis and characterization of model
structural errors. Our proposed analysis is rigorous and generally applicable to a wide range of modeling
tasks.
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