Few-Body Bound States of Dipole-Dipole Interacting Rydberg Atoms by Kiffner, Martin et al.
Few-Body Bound States of Dipole-Dipole Interacting Rydberg Atoms
Martin Kiffner1,2, Mingxia Huo1,2, Wenhui Li1,3, and Dieter Jaksch2,1
Centre for Quantum Technologies, National University of Singapore, 3 Science Drive 2, Singapore 1175431
Clarendon Laboratory, University of Oxford, Parks Road, Oxford OX1 3PU, United Kingdom2 and
Department of Physics, National University of Singapore, 117542, Singapore3
We show that the resonant dipole-dipole interaction can give rise to bound states between two
and three Rydberg atoms with non-overlapping electron clouds. The dimer and trimer states arise
from avoided level crossings between states converging to different fine structure manifolds in the
limit of separated atoms. We analyze the angular dependence of the potential wells, characterize
the quantum dynamics in these potentials and discuss methods for their production and detection.
Typical distances between the atoms are of the order of several micrometers which can be resolved
in state-of-the-art experiments. The potential depths and typical oscillation frequencies are about
one order of magnitude larger as compared to the dimer and trimer states investigated in [PRA 86
031401(R) (2012)] and [PRL 111 233003 (2014)], respectively. We find that the dimer and trimer
molecules can be aligned with respect to the axis of a weak electric field.
PACS numbers: ,31.50.-x,32.80.Ee,82.20.Rp
I. INTRODUCTION
Rydberg atoms [1] are atoms where at least one elec-
tron is in a highly excited state. State-of-the-art exper-
iments offer unprecedented control over the position of
cold and ultracold Rydberg atoms and allow one to pre-
pare them in specific internal quantum states. These fea-
tures combined with the exaggerated properties of Ryd-
berg atoms make them ideally suited for investigating the
quantum physics of few-body interactions. For example,
the interaction of a single Rydberg electron with ground
state atoms was investigated in [2–8]. More specifically,
a single ground state atom interacting with a Rydberg
electron gives rise to so-called trilobite molecules [2, 3]
that are several orders of magnitude larger than conven-
tional molecules. In addition, these molecules can pos-
sess giant permanent electric dipole moments [4, 5] and
can be aligned by external magnetic fields [8]. It was
shown that the interaction of one Rydberg electron with
two ground state atoms can give rise to trimer states [6],
and the interaction of a single Rydberg electron with a
Bose-Einstein condensate was investigated in [7].
A second example is given by the theoretically well-
understood and tunable dipole-dipole (DD) interaction.
Recently, the direct measurement of the van der Waals
interaction between two Rydberg atoms was achieved [9],
and excellent agreement between theory and experi-
ment was found. The DD interaction between Rydberg
atoms is at the heart of various exceptional phenomena
in quantum optics [10] and quantum information sci-
ence [11]. Examples are given by the Rydberg blockade
effect [12–15], the realization of quantum gates and en-
tanglement [16, 17] and DD-induced artificial gauge fields
acting on the relative motion of two Rydberg atoms were
predicted in [18–20]. Moreover, several schemes have
been developed where the DD interaction between Ry-
dberg atoms with non-overlapping electron clouds gives
rise to giant molecules [21–29]. Interatomic spacings
in these so-called macrodimers typically exceed 1µm
and thus their positions become experimentally resolv-
able [30, 31]. The binding mechanism of the macrodimer
scheme proposed in [23] and observed in [24] can be
explained in terms of avoided crossings between Stark
shifted states converging to van der Waals shifted two-
atom states for large atomic separations. On the con-
trary, the dimer and trimer states in [28, 29] arise from
avoided crossings between Stark shifted states within a
small manifold of near-resonantly coupled states. The
resonant character of the DD interaction between those
states reduces the number of relevant atomic levels. This
feature leads to insightful and transparent physics and
allows one to account for the anisotropic nature of DD
induced trapping potentials in the presence of external
electric fields.
Here we investigate bound dimer and trimer states in
DD interacting Rydberg atoms based on the Rydberg
level scheme shown in Fig. 1(a). This level scheme is an
extension of the Rydberg macrodimer proposal in [28] be-
cause it contains the np1/2 states in addition to the np3/2
states. The purpose of the present work is twofold. First,
we investigate the influence of the np1/2 states on previ-
ous results [28, 29] and show that the qualitative results
remain unchanged. Second, we find that the presence of
the np1/2 states gives rise to a novel type of dimer and
trimer states. These states are more deeply bound than
the states reported in [28, 29] and do not require an ex-
ternal electric field. They can be explained in terms of
avoided crossings between Rydberg states that are sepa-
rated by the fine structure interval in the non-interacting
limit of large atomic separations. We show that the dimer
and trimer states arising from the presence of the np1/2
states can be efficiently excited via microwave fields and
find that the quantum dynamics in these wells is at least
one order of magnitude faster as compared to previous
results [28, 29]. A weak electric field breaks the spheri-
cal symmetry of the system and allows one to align the
dimer and trimer configurations with respect to the field
axis.
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FIG. 1. (Color online) (a) Level structure of a single Ry-
dberg atom including the ns1/2, np1/2 and np3/2 Zeeman
manifolds. The fine structure interval ∆ and the Stark split-
ting δ are defined as ~∆ = Ep1/2±1/2 − Ep3/2±3/2 < 0 and
~δ = Ep3/2±1/2−Ep3/2±3/2 < 0, respectively. Note that both
parameters ∆ and δ are negative. (b) Two DD interacting
atoms with relative position R. An electric field E is applied
along the z direction.
This paper is organized as follows. We focus on two-
atom bound states in Sec. II and discuss novel dimer
states arising from the inclusion of the np1/2 states. We
identify the physical origin of the binding mechanism and
investigate the influence of the np1/2 states on the bound
states reported in [28]. In Sec. III we analyze three-
atom bound states induced by the mechanism explained
in Sec. II and study the impact of the np1/2 states on the
trimer potential wells reported in [29]. The conclusion of
our work is presented in Sec. IV.
II. TWO-ATOM BOUND STATES
We investigate two-atom bound states generated by
the DD interaction for Rydberg atoms with the inter-
nal level structure shown in Fig. 1(a) and placed into
an external electric field E. Deeply bound molecular
states arise because of the inclusion of the np1/2 mani-
fold. Their size is determined by the length scale r0 which
is the distance between two Rydberg atoms where the DD
interaction equals the fine structure interval ~|∆|. The
effect of the np1/2 states on the bound dimer states inves-
tigated in [28], which appear at larger atomic distances
R0 where ~|δ| equals the strength of the DD interaction,
is negligible.
In Sec. II A we describe the two-atom interacting sys-
tem and define the relevant length and energy scales.
This is followed by a qualitative discussion of the binding
mechanism in Sec. II B. In Sec. II C we discuss the proper-
ties of the potential surfaces leading to bound molecular
states and the quantum dynamics of the relative atomic
motion in these potentials. We conclude the section by
describing possible methods for preparing and detecting
the bound molecular states.
A. The system
We first consider a single alkali atom with Rydberg en-
ergy level structure |ljm〉 and principal quantum number
n 1 as shown in Fig. 1(a). In our standard notation l
labels the orbital angular momentum of the Rydberg ex-
cited valence electron and j its total angular momentum.
The projection of the electron’s angular momentum onto
the z-axis is denoted by m. The levels |s1/2 ± 1/2〉 are
separated from the |p3/2± 3/2〉 levels by energy ~ω0. An
external electric field E along the z-direction induces a
Stark shift δ between states |p3/2±1/2〉 and |p3/2±3/2〉.
So far this level structure is identical to that considered
in [28, 29]. In contrast to this previous work we here also
include the np1/2 states into our considerations. These
are separated from the np3/2 states by the fine structure
splitting ∆ which will typically be much larger than the
electric field induced Stark shift δ. Specifically, in our
calculations we will assume ∆/δ = 100. This choice cor-
responds to weak electric fields of the order of 1 V/cm [29]
such that the mixing of states with opposite parity is neg-
ligible [28]. For Rubidium atoms with n ≥ 30 we find [32]
ω0 ≈ 40 |∆|, and thus the energy ~ω0 of the ns − np in-
terval is much larger than any energies of interest in this
work. The internal atomic Rydberg levels in Fig. 1(a) are
described by the Hamiltonian HA whose explicit form is
given in Appendix A.
The Hamiltonian describing the relative motion and
internal degrees of freedom of two DD interacting atoms
is given by
H =
pˆ2
2µ
+Hint. (1)
Here pˆ is the relative momentum operator canonically
conjugate to the distance operator between the atoms Rˆ.
The reduced mass of the two-atom system is denoted by
µ. The second term Hint describes the internal dynamics
of the two atoms and can be expressed as
Hint =
2∑
α=1
H
(α)
A + V12(Rˆ), (2)
where H
(α)
A describes the energy levels of atom α and
V12(R) is the DD interaction between the two atoms at
separation R as detailed in Appendix A. Note the lack
of an external trapping potential for the Rydberg energy
levels.
In this work we use the Born-Oppenheimer approxi-
mation to obtain the adiabatic energy surfaces for the
relative atomic motion. Following the approach in [28]
we diagonalize the Hamiltonian Hint replacing Rˆ → R.
This calculation (for details see Appendix A) yields eigen-
states of the internal degrees of freedom which paramet-
rically depend on the interatomic separation R. For all
potential surfaces describing bound states we have ver-
ified via semi-classical calculations [29] that the atomic
motion on potential wells remains adiabatic and hence
3this approximation is justified. The reason is that the
potential surfaces describing bound states are energeti-
cally well separated from other curves, and the consid-
ered velocity of the cold atoms in the wells is sufficiently
small.
Before quantitatively investigating these energy sur-
faces we describe the physical mechanism that leads to
potential minima and hence bound molecular states of
the two atoms. The length scale at which these bound
states occur is determined by the distance r0 between the
atoms where the DD interaction strength equals the en-
ergy separation between the np3/2 and the np1/2 levels.
As shown in Appendix A this value is given by
r0 =
[ |D|2
4piε0~|∆|
]1/3
, (3)
where D is a reduced dipole matrix element defined in
Appendix A and ε0 is the dielectric constant. We note
that this definition is different from R0 in previous work
[28] where the characteristic molecule size was deter-
mined by δ instead of ∆. While ∆ will typically be two
orders of magnitude larger than δ the value of r0 reduces
only with the cube root of this frequency ratio hence still
giving molecules with sizes on the order of microns. For
instance, in the case of Rb atoms with n = 40, the split-
ting is ∆ ' 2pi × 1GHz, which yields r0 ≈ 1µm.
B. Binding mechanism
In this section we provide a simple explanation for the
formation of bound states in DD interacting Rydberg
atoms. We describe the physical mechanism by means
of the two-atom system shown in Fig. 1, but the gen-
eral idea does also apply to the dimer and trimer states
investigated in [28] and [29], respectively.
We consider the subspace of nsnp states that are di-
rectly coupled via the DD interaction. In order to de-
scribe the general level structure of DD-coupled two-
atom states we ignore the Zeeman sublevels and any
Stark shifts between them. In this case, each atom re-
duces to a three-level system with states |s1/2〉, |p1/2〉 and
|p3/2〉. The fine structure splitting ∆ gives rise to two
different energy asymptotes for large values of R. They
correspond to the ns1/2np3/2 and ns1/2np1/2 manifolds
differing in energy by ~|∆| for R→∞, see Fig. 2(a). The
ns1/2np3/2 manifold consists of the states |s1/2, p3/2〉 and
|p3/2, s1/2〉 that are resonantly coupled by the DD inter-
action. Diagonalization of the DD interaction within the
ns1/2np3/2 manifold leads to the potential curves shown
by the black solid and red dot-dashed lines in Fig. 2(a).
The energy splitting between them scales as 1/R3. An
equivalent analysis applies to ns1/2np1/2 manifold com-
prising the states |s1/2, p1/2〉 and |p1/2, s1/2〉. The DD
interaction between them results in position-dependent
energies that are shown by the blue dashed and green
dotted lines in Fig. 2(a).
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FIG. 2. (Color online) Simplified level structure of the DD
coupled nsnp states ignoring all Zeeman sublevels of the level
scheme in Fig. 1(a). (a) Position-dependent energies within
the ns1/2np3/2 (ns1/2np1/2) manifold are shown by the black
solid and red dot-dashed (blue dashed and green dotted) lines.
The cross-coupling Ωcc in Eq. (4) between different manifolds
is assumed to be zero. (b) Same as in (a) but with Ωcc 6= 0
resulting in an avoided level crossing between the black solid
and blue dashed lines.
So far we have ignored the DD coupling between states
belonging to different manifolds. This is the reason why
the blue dashed and black solid lines in Fig. 2(a) cross.
In general, the DD interaction will couple states in the
ns1/2np3/2 manifold with those in ns1/2np1/2, i.e.,
Ωcc = |〈s1/2, p3/2|V12|p1/2, s1/2〉| 6= 0. (4)
The DD coupling between the blue dashed and black solid
lines in Fig. 2(b) is van der Waals like for large separa-
tions R  r0 and turns into a resonant DD interaction
near R ≈ r0, where the characteristic length scale r0 is
defined in Eq. (3). Most importantly, a non-zero cross-
coupling Ωcc results in an avoided level crossing between
the black solid and blue dashed curves giving rise to a
potential minimum, see Fig. 2(b).
In the following section II C we investigate the level
structure of the DD coupled nsnp states taking into ac-
count the full level scheme shown in Fig. 1(a).
40 5 10
í
0

0 5 10
í
0

0 2 4 6 8 10
í
í
í
0

R/r0
E
n
er
gy
/(
~| 
|)
R/r0
E
n
er
gy
/(
~| 
|)
~| |
(a) 
(b) 
R/r0
E
n
er
gy
/(
~| 
|) (c) 
FIG. 3. (Color online) (a) All potential curves in the nsnp
manifold. The black solid line shows the deepest trapping po-
tential and the blue dashed line corresponds to the dimer state
investigated in [28]. (b) Magnified view of potential curves
converging to the ns1/2np3/2 asymptote. Note the changed
energy scale as compared to (a). (c) All states in the nsnp
manifold but without the np1/2 states as in [28]. In (a)-(c),
the parameters are ∆/δ = 100 and θ = pi/2.
C. Potential surfaces
We consider the subspace of nsnp states that are near-
resonantly coupled by the DD interaction. Other two-
atom states cause a negligible van der Waals shift for
R ≥ r0 if their energy separation from the nsnp man-
ifold is large as compared to ~|∆|. Note that such a
clear separation between resonantly and off-resonantly
coupled states is not possible in other schemes [21–27]
which are based on a large manifold of van der Waals
coupled states. In Fig. 3(a) we plot the nsnp eigen-
states as a function of atomic distance R and angle
θ = pi/2. For large distances the manifolds of ns1/2np1/2
and ns1/2np3/2 states are seen to be separated by energy
~|∆|. As described above when the DD interaction be-
comes comparable to this energy at around r0 it leads
to avoided crossings between curves of the two manifolds
giving rise to potential wells. The deepest well with a
minimum near Rp ≈ 1.7r0 is shown as a black solid line
in Fig. 3(a). The well depth is approximately given by
0.1~|∆| corresponding to trapping frequencies of the or-
der of 100 MHz for n ≈ 40. Note that the influence of the
Stark shift |δ|  |∆| on this potential well is small. More
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FIG. 4. (Color online) The potential well indicated by the
black solid line in Fig. 3(a) in the ρ− z plane for ∆/δ = 100.
The two absolute minima of the potential well along the z
axis are indicated by crosses in the contour projection of the
potential.
details and the molecular states bound by this potential
well will be analyzed in II C 1.
In Fig. 3(b) we show a magnified view of the region in-
vestigated in [28]. This is compared to the potential curve
first described there which is plotted in Fig. 3(c) ignoring
the ns1/2np1/2 manifold. The minimum of the potential
is located at approximately R0 = 100
1/3r0 ≈ 4.6r0 where
the DD coupling between the ns1/2np1/2 and ns1/2np3/2
manifolds is negligible as confirmed by comparison with
Fig. 3(b). We find that in the vicinity of R0 the shape of
the potential well, and hence the properties of the corre-
sponding molecular states, are nearly unchanged by the
presence of np1/2 states. Only for smaller separations we
obtain a noticeable change of the curve which, however,
does not affect the properties of bound states discussed
in [28].
1. Quantum dynamics
In Fig. 4 we show the energy surface of the deeply
bound molecular potential of Fig. 3(a) as a function of
ρ =
√
x2 + y2 and z. Due to the electric field in z direc-
tion and the associated Stark shift the potential well is
not isotropic but the azimuthal symmetry is preserved.
Since |δ|  |∆| the asymmetry of the potential well in
Fig. 4 is not very pronounced. However, there are two
absolute minima along the z axis at Rp ≈ 1.7r0. This
allows one to align the molecule in the direction of the
electric field. Expanding the potential around one of its
minima to second order and diagonalizing the resulting
Hessian matrix [29] we obtain the vibrational frequen-
cies of the molecular motion ω1 = ω2 ≈ 0.07ωvib and
ω3 ≈ 0.80ωvib where
ωvib =
√
~|∆|
µr20
. (5)
5The typical vibrational frequency is about 1005/6 ≈ 46.4
larger than the corresponding frequency in [28, 29] where
the characteristic energy scale was given by the Stark
shift δ instead of ∆. It follows that the quantum dynam-
ics in the new dimer states is roughly one order of mag-
nitude faster. For δ = 0 the potential surfaces become
isotropic and only one vibrational mode remains. The
two other modes are rotational with Erot = `(`+1)~2/2I,
where ` is the non-negative integer rotational quantum
number and I ' µr20 denotes the typical moment of in-
ertia.
The lifetime of the molecules is limited by the life-
time of Rydberg atoms due to spontaneous decay [28].
At a temperature of 300µK we estimate a decay rate of
approximately 25kHz for Rydberg states in 85Rb with
n = 40 [33]. For the same parameters we find ω1 =
ω2 ≈ 2pi× 36kHz, ω3 ≈ 2pi× 419kHz and ~/I ≈ 2pi× 0.1
kHz indicating that molecular vibrations can be resolved
within the life time of the molecules while rotational exci-
tations will not be observable. The equilibrium distance
between the atoms for n = 40 is given by Rp ≈ 1.7µm.
This value increases to Rp ≈ 4.0µm for n = 60 which is
experimentally attainable [9, 30, 31].
2. Preparation and detection
Recent experimental progress has enabled the trapping
of individual ultracold atoms separated by a controllable
distance on the order of r0 using microscopic optical traps
[9]. We may hence assume the preparation of Rydberg
molecules to start from two ground state atoms separated
by the size of the targeted Rydberg molecule state |ψp〉.
A two-photon excitation [34–36] as schematically shown
in Fig. 5(a) can then be used to promote the atoms from
the ground state manifold |gg〉 via an intermediate opti-
cally excited state |ee〉 to the state
|ψi〉 = |s1/2 + 1/2, s1/2 + 1/2〉 (6)
in the nsns manifold. The atoms in the nsns manifold
only weakly interact via the van der Waals interaction
leading to a blockade radius much smaller than their sep-
aration. Also, atoms excited to a Rydberg state will no
longer be trapped by the optical potential [9]. This is fol-
lowed by a microwave excitation, also shown in Fig. 5(a),
to |ψp〉 in the nsnp manifold which is bound solely by
the DD interaction.
For left-circularly polarized light ~1 the Rabi frequency
of the microwave transition to the bound state is propor-
tional to
DRF = |〈ψp|dˆ2atom ·~1|ψi〉|, (7)
where
dˆ2atom = dˆ
(1)
+ dˆ
(2)
. (8)
The dependence of DRF on the interatomic separation R
for θ = 0 is shown in Fig. 5(b). Since DRF is large at
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FIG. 5. (Color online) (a) Schematic illustration of the ex-
citation scheme. A two-photon transition couples the ground
state |gg〉 to a two-atom Rydberg state |ψi〉 via an intermedi-
ate state |ee〉. The atoms are excited by microwave fields from
the |ψi〉 to a bound state |ψp〉. (b) Transition dipole matrix
element between a particular bound state |ψp〉 [see text for
details] and the initial state |ψi〉 in Eq. (6) for σ− polarized
light. The parameters are ∆/δ = 100, θ = 0 and D is defined
in Eq. (A9).
the position of the potential minimum where the Franck-
Condon factor associated with the transition |ψi〉 → |ψp〉
is maximal, the molecular dimer state can be excited ef-
ficiently via microwave radiation.
The extreme sensitivity of Rydberg atoms to external
electric fields can be used for state selectively ionizing
the atoms and then detecting the resulting electrons and
ions with high efficiency. Specifically, the bound state
|ψp〉 can be experimentally observed by first exciting it
to a higher-lying nsn′d state, and then detecting the n′d
atom via state-selective field ionization [34–36].
III. THREE-ATOM BOUND STATES
Next we consider three DD interacting Rydberg atoms
placed in an external electric field E, see Fig. 6(a). This
setup was introduced in [29], where it was found that the
DD interaction can give rise to three-body bound states.
These trimer states represent a genuine three-particle ef-
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FIG. 6. (Color online) (a) System configuration of three
DD interacting Rydberg atoms in an external electric field E.
The relative position vectors Rα3 (α ∈ {1, 2}) are expressed
in terms of spherical coordinates Rα3, θα and φα. The an-
gles θ1 and φ1 are indicated in the figure, while θ2 and φ2
were omitted in order to keep the drawing concise. (b) Level
structure of the three-atom state space. Ei contains all states
where i atoms are in an np state and all other in an ns state.
States within E1 and E2 are coupled by the DD interaction.
(c) Geometry where the atoms form the vertices of an equi-
lateral triangle with edge length R in the x− y plane. The z
direction is distinguished by the external electric field E.
fect because they cannot be explained by a pairwise bind-
ing of the atoms. They arise from a variation of the
mechanism described in Sec. II B where the fine struc-
ture splitting is replaced by Stark shifts between Zee-
man states. This binding mechanism was shown in [29]
to be fundamentally different from the Efimov systems
in [37–39], where a resonant two-body interaction can
be described by a single scattering length exceeding all
physically relevant length scales [40, 41].
The aim of this section is to investigate DD induced
trimer states in the system shown in Fig. 6(a) and for
the level scheme in Fig. 1(b). This extends the original
study in [29] where only the ns1/2 and np3/2 multiplets
were considered. In Sec. III A, we briefly describe the
system and divide the state space of the three atoms in
subspaces in order to facilitate the analysis. We find
that the general mechanism for the formation of bound
states described in Sec. II B gives rise to more deeply
bound trimer states as compared to the states in [29]
[see Sec. III B]. Furthermore, we investigate the influence
of the np1/2 states on the trimer states reported in [29].
In Sec. III C we discuss in detail one trimer state in the
nsnsnp manifold which only arises if the np1/2 states are
taken into account. The latter state has a direct transi-
tion dipole moment with states in the nsnsns manifold
which facilitates its preparation.
A. The system
The internal states of the three-atom system in
Fig. 6(a) are determined by the Hamiltonian
Hint =
3∑
α=1
H
(α)
A + V13(Rˆ13) + V23(Rˆ23) + V12(Rˆ12).
(9)
Note that all DD interactions between the three atoms
described by Hint are pairwise interactions. Next we
briefly recall some of the notation introduced in [29].
First, we express the two relative position vectors Rα3
(α ∈ {1, 2}) in terms of spherical coordinates,
Rα3 = Rα3(sin θα cosφα, sin θα sinφα, cos θα). (10)
It follows that the Born-Oppenheimer surfaces of the
Hamiltonian in Eq. (9) can be characterized in terms of
the five independent variables
v = (R13, R23, θ1, θ2, φ), (11)
where φ = φ1 − φ2. Note that φ1 and φ2 are not in-
dependent variables because the azimuthal symmetry of
the system makes the energies independent of φ1 + φ2.
Second, the three-atom states of the system can be con-
veniently grouped in four subspaces Ei (i ∈ {0, 1, 2, 3}),
where Ei contains all three-atom states with i atoms in
an np state and 3 − i atoms in an ns state. States in
Ei are clustered in energy around i × ~ω0 as shown in
Fig. 6(b). Due to their large energy separation we ne-
glect any DD induced coupling between them and diag-
onalize H in Eq. (9) in each subspace Ei independently.
We have verified numerically that this is an excellent ap-
proximation for the parameter regime considered in the
remaining part of this section. Finally, we recall that the
Hamiltonian in Eq. (9) is time-reversal invariant [29, 42]
and gives rise to Kramers degeneracy. Every eigenvalue
of Hint in Eq. (9) is thus (at least) two-fold degenerate.
In the following Secs. III B and III C we investigate the
level structure of the subspaces E1 and E2 and the trimer
states within them.
B. Potential surfaces in E2
We consider the geometrical setup shown in Fig. 6(c)
and investigate three-body bound states in the subspace
E2. All potential curves in E2 are shown in Fig. 7(a)
as a function of the triangle edge length R. There are
three different independent atom asymptotes at energies
0, ~∆ and 2~∆ for large values of R, corresponding to
the nsnp3/2np3/2, nsnp3/2np1/2 and nsnp1/2np1/2 man-
ifolds, respectively. Several avoided crossings between
potential curves are visible in Fig. 7(a), giving rise to
potential wells according to the mechanism explained in
Sec. II B. Two wells are highlighted by the green dashed
7lines in Fig. 7(a) as an example. The minima occur in a
region between r0 and 1.7r0 and are also present without
an electric field and the associated Stark shift δ between
Zeeman sublevels in the np3/2 manifold. We find that
the influence of the Stark shift δ is negligible on the en-
ergy scale set by the fine structure splitting ∆ and for
the parameters chosen in Fig. 7(a).
Next we investigate the influence of the np1/2 states on
the trimer states reported in [29]. In the latter system
the depth of the potential wells are of the order of the
Stark splitting |δ| which is typically much smaller than
the fine structure interval ~|∆|. Figure 7(b) shows a mag-
nified view of some of the potential curves in Fig. 7(a)
and on an energy scale that is comparable to ~|δ|. A lot
of the potential curves in Fig. 7(b) have local minima,
and the trimer potentials investigated in [29] are repre-
sented by the red solid and blue dashed curves. The cor-
responding potential curves for the reduced level scheme
considered in [29] are shown in Fig. 7(c). A comparison
of Figs. 7(b) and (c) shows that the np1/2 states shift
the minima of the potential curves towards larger values.
The equilibrium value of R for the red solid (blue dashed)
curve in Fig. 7(b) is 1.22 (1.06) times larger than for
the case without np1/2 states in Fig. 7(c). In addition,
the presence of the np1/2 states compresses the potential
curves leading to larger oscillation frequencies describing
the quantum dynamics in the wells [29]. For the red solid
curve in Fig. 7(b) those frequencies are about 10% larger
as compared to the the case without np1/2 states. Note
that the parameters in Figs. 7(b) and (c) correspond to
∆/δ = 100. We find that the impact of the np1/2 states
on the trimer states reported in [29] reduces for larger
values of ∆/δ.
The potential wells indicated by the red solid and blue
dashed lines in Fig. 7(b) are induced by the Stark shift
δ. On the contrary, there are additional and deeper wells
in Fig. 7(b) that exist even without an external electric
field. Since these wells are absent in Fig. 7(c), they are
a consequence of avoided crossings with potential curves
from the np1/2 manifold. Their physical origin is thus
related to the potential wells shown in Fig. 7(a).
So far we analyzed only minima in the potential curves
as a function of the triangle edge length R. As discussed
above the potential minima in Fig. 7(a) exist even for
δ = 0 where the system is spherically symmetric. Three-
body bound states for δ = 0 will thus be invariant under
uniform rotations of the relative position vectors R13 and
R23, which is in contrast to the system described in [29].
A more detailed analysis of the angular dependence of
trimer states are presented in the next section III C where
we investigate potential curves in the manifold E1. In
contrast to the states in E2, states in E1 can have a direct
transition dipole moment with states in E0 such that they
do not need to be excited via a two-photon process.
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FIG. 7. (Color online) (a) Potential curves within the man-
ifold E2 for ∆/δ = 100. (b) Magnified view of potential
curves converging to the ns1/2np3/2np3/2 asymptote. Note
the change in energy and length scales as compared to (a).
The red solid and blue dashed curves correspond to the trimer
configurations discussed in [29]. (c) Same as in (b), but with-
out the p1/2 states as in [29].
C. Potential surfaces in E1
In this section we investigate the potential curves in the
E1 manifold for the geometrical setup shown in Fig. 6(c).
All potential curves in E1 are shown in Fig. 8(a) as a
function of the triangle edge length R. The red solid
curve labels the potential well p which has a local mini-
mum at Rp = 1.66r0. This minimum corresponds to the
parameters vp = (Rp, Rp, pi/2, pi/2, pi/3). In order to es-
tablish that the potential curve p has a true minimum
with respect to all independent variables we follow the
approach outlined in [29]. We find that the gradient of
p with respect to the independent variables v vanishes at
vp, and the Hessian matrix of p is positive definite. This
shows that p has indeed a local minimum at vp. This re-
sult holds only in the presence of the external field since
the system becomes isotropic for δ = 0. Note that the
equilibrium distance Rp between the atoms in the trimer
configuration coincides with the atomic separation in the
dimer state discussed in Sec. II C 1. Despite this result
the stability of the trimer configuration in the subspace
E1 cannot be fully explained by the pairwise binding en-
ergies of the atoms. This would only be the case if the
trimers were in a product state. On the contrary, the
reduced quantum state of two atoms obtained by tracing
out one atom is a mixed state and hence the trimer state
is entangled. Moreover, some components of the reduced
two-atom state reside in the nsns subspace where the
atoms are unbound.
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FIG. 8. (Color online) (a) All potential curves within the
manifold E1. The red solid curve shows p. (b) Variation of
the energy surface p with R13 and R23 for θ1 = θ2 = pi/2,
φ = pi/3 and ∆/δ = 100. (c) Dependence of p on θ1 and θ2 for
R13 = R23 = Rmin, φ = pi/3 and ∆/δ = 100. (d) Transition
dipole matrix element between the bound state |ψp〉 and the
ground state |ψi〉 in Eq. (13) as a function of the triangle edge
length R.
The dependence of p on the parameters v around the
minimum at vp is shown in Figs. 8(b) and (c). The po-
tential curve p has a deep minimum if R13 and R23
are varied and the remaining parameters are fixed at
θ1 = θ2 = pi/2 and φ = pi/3 [see Fig. 8(b)]. The depth
of the potential well is approximately given by 0.1~|∆|
corresponding to trapping frequencies of the order of
100 MHz for n ≈ 40. The potential surface in Fig. 8(c)
shows p as a function of θ1 and θ2 for R13 = R23 = Rp
and φ = pi/3. The four deep valleys in the energy land-
scape correspond to parameters that are energetically
equivalent to the initial configuration vp in the absence
of the electric field. The small Stark shift δ breaks the
spherical symmetry of the system and results in a weak
trapping of the trimer in the plane perpendicular to the
electric field.
1. Quantum dynamics
Next we discuss the quantum dynamics of the three
Rydberg atoms in the trimer potential p as described in
detail in [29]. The frequencies of the normal modes of
the trimer configuration are given by
ω1 = 1.04× ωvib, ω2 = ω3 = 0.31× ωvib,
ω4 = ω5 = 0.03× ωvib, (12)
where ωvib is defined in Eq. (5). The frequency ω1 be-
longs to the symmetric stretch mode, and the degenerate
frequencies ω2 and ω3 correspond to the scissor and asym-
metric stretch modes, respectively. The two frequencies
ω4 and ω5 are equal and describe wagging and twist-
ing, respectively. These frequencies are roughly an order
of magnitude smaller than the other frequencies because
they are only different from zero in the presence of the
(small) Stark shift δ. Each of the three Rydberg atoms
constituting the trimer state is in a coherent superposi-
tion of ns and np states. The radiative lifetime of each
atom can be calculated from the lifetimes of the ns1/2
np1/2 and np3/2 Rydberg states [33]. For Rb atoms with
n = 60 we find that the decay rate at a temperature
of 300 K is approximately 9 kHz, which is much smaller
than the largest oscillation frequency ω1 = 210 kHz. The
equilibrium edge length of the trimer state for these pa-
rameters is Rp ≈ 4.0µm which can be experimentally
resolved [30, 31].
2. Preparation
The efficient excitation of the trimer state |ψp〉 from
a state |ψi〉 in the subspace E0 via microwave fields re-
quires a non-zero transition dipole matrix element be-
tween them. Here we assume that the atoms are initially
prepared in the state
|ψi〉 = |s1/2,−1/2, s1/2 − 1/2, s1/2 − 1/2〉 (13)
and consider pi polarized microwave fields. For the ge-
ometry under consideration we find that polarization di-
rections perpendicular to ez do not couple |ψi〉 and |ψp〉.
The excitation Rabi frequency is directly proportional to
the dipole matrix element
DRF = |〈ψp|dˆ3atom · eˆz|ψi〉|, (14)
where
dˆ3atom = dˆ
(1)
+ dˆ
(2)
+ dˆ
(3)
. (15)
The value of DRF as a function of the triangle edge length
is shown in Fig. 8(d). Note that we chose the state |ψp〉
in the two-dimensional subspace induced by Kramers de-
generacy which maximizes DRF. Since DRF is large at
the position of the potential minimum where the Franck-
Condon factor associated with the transition |ψi〉 → |ψp〉
is maximal, efficient excitation of the trimer state via
microwave radiation is possible.
IV. CONCLUSION
In this paper we show that the DD interaction between
two and three Rydberg atoms with non-overlapping elec-
tron clouds can give rise to bound states. We focus on
two different types of dimer and trimer states. The first
one arises from avoided crossings between Stark-shifted
Rydberg levels that are resonantly coupled by the DD
interaction. These states were discussed previously in
9two-atom [28] and three-atom [29] systems in a simpli-
fied level scheme ignoring the np1/2 states in Fig. 1(a).
Here we show that the inclusion of the np1/2 states leaves
the qualitative feature of the dimer (trimer) states inves-
tigated in [28] ([29]) unchanged. We provide quantitative
corrections for the position and oscillation frequencies of
the trimer states discussed in [29]. The second type of
bound states arises from avoided crossings between Ry-
dberg states that are separated by the energy difference
between the np3/2 and np1/2 manifolds in the limit of
large atomic separations. These dimer and trimer states
have not been reported previously and do not require an
external electric field. The depth of the potential wells
and typical oscillation frequencies describing the quan-
tum dynamics are enhanced by at least one order of mag-
nitude as compared to the states investigated in [28, 29].
We show that the novel dimer and trimer states can be
efficiently excited via microwave fields. Typical equilib-
rium distances of the atoms in the bound states are of the
order of several microns, and atoms can be prepared and
detected in geometries at those length scales [9, 30, 31].
We find that electric fields can be employed to align the
molecules. The dimer configuration can be aligned along
the electric field axis and the trimer configuration can be
trapped in a plane perpendicular to this axis. In conclu-
sion, we are confident that the dimer and trimer states
can be produced and detected with existing technology.
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Appendix A: Atomic Hamiltonian and DD
Interaction
The atomic Hamiltonian H
(α)
A of atom α and with the
level scheme depicted in Fig. 1(a) is given by
H
(α)
A = ~[ω0|p3/2 − 3/2〉α〈p3/2 − 3/2|α
+ ω0|p3/2 + 3/2〉α〈p3/2 + 3/2|α
+ (ω0 + δ)|p3/2 − 1/2〉α〈p3/2 − 1/2|α
+ (ω0 + δ)|p3/2 + 1/2〉α〈p3/2 + 1/2|α
+ (ω0 + ∆)|p1/2 − 1/2〉α〈p1/2 − 1/2|α
+ (ω0 + ∆)|p1/2 + 1/2〉α〈p1/2 + 1/2|α], (A1)
where ω0 is the resonance frequency of the |ns1/2〉 ↔
|np3/2〉 transition.
The DD interaction [43] between atoms α and β lo-
cated at positions Rα and Rβ is defined as
Vαβ(R) =
1
4piε0R3
[dˆ
(α) · dˆ(β) − 3(dˆ(α) · ~R)(dˆ(β) · ~R)],
(A2)
where dˆ
(α)
is the electric dipole-moment operator of atom
α, R = Rα−Rβ and ~R = R/R is the corresponding unit
vector. Matrix elements of the electric-dipole-moment
operator dˆ of an individual atom are evaluated via the
Wigner-Eckert theorem [44, 45],
< n′l′j′m
′|dˆq|nljm > = (−1)j+l′−1/2Cj
′m′
jm1q
√
2j + 1
×
{
l 1/2 j
j′ 1 l′
}
< n′l′ ‖ dˆ ‖ nl >,
(A3)
where dˆq (q ∈ {−1, 0, 1}) are the spherical components
of the dipole operator,
dˆ1 = − dˆx + idˆy√
2
, dˆ0 = dˆz, dˆ−1 =
dˆx − idˆy√
2
, (A4)
Cj
′m′
jm1q are Clebsch-Gordan coefficients, and the 3×2 ma-
trices in curly braces are Wigner 6 − j symbols. The
reduced dipole matrix element in Eq. (A3) can be writ-
ten as [44, 45]
< n′l′ ‖ dˆ ‖ nl >= √2l + 1Cl′0l010e〈n′l′|r|nl〉, (A5)
where e is the elementary charge and 〈n′l′|r|nl〉 is a radial
matrix element. Combining Eqs. (A3) and (A5) for n′ =
n, j = 1/2, l′ = p and l = s, we obtain
〈np3/2m′|dˆ|ns1/2m〉 = −D
1∑
q=−1
C
3/2m′
1/2m1q
~q, (A6)
〈np1/2m′|dˆ|ns1/2m〉 = D
1∑
q=−1
C
1/2m′
1/2m1q
~q, (A7)
where Eq. (A6) [Eq. (A7)] corresponds to j′ = 3/2 (j′ =
1/2). The spherical unit vectors ~q in Eqs. (A6) and (A7)
are defined as
~1 = −~x− i~y√
2
, ~0 = ~z, ~−1 =
~x+ i~y√
2
, (A8)
and
D = 1√
3
e〈np|r|ns〉 (A9)
is a reduced dipole matrix element. For alkali-metal
atoms with n ≥ 40 we have [44] 〈np|r|ns〉 ≈ n2a0 where
a0 is the Bohr radius. Since the sums in Eqs. (A6)
and (A7) are of the order of unity, the characteristic
strength of the DD interaction is given by
~Ω =
|D|2
4pi0R3
. (A10)
The characteristic length scale r0 in Eq. (3) is obtained
by equating Ω in Eq. (A10) with |∆|.
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