Energy beamforming (EB) is a key technique to significantly enhance the efficiency of wireless power transfer (WPT). In this paper, we study optimal EB under per-antenna power constraint (PAC) which is more practical than conventional sum-power constraint (SPC) at multi antenna energy transmitter (ET). We consider a broadcast network, where one multi antenna ET with PAC, transfers wireless energy for energy receivers (ER)s which are randomly placed within the cell area. First, we consider sum energy maximization problem with PAC without fairness and provide the optimal solution structure for general case. This optimal structure implies that similar to SPC, sending one energy beam is optimal with PAC which means that the rank of transmit covariance matrix is one. We also derive closed-form solutions for two special cases and propose two sub-optimal solutions for general case, which are very close to optimal numerical results. To consider the fairness among the ERs, we further propose max-min fair problem with PAC, and analyze it for the special case of two transmit antennas. Simulation results show its advantages in comparison to the recent works in the literature.
the air by wireless power transmitters [1] , [2] . In WPCNs, the wireless devices harvest the energy from received signal instead of using conventional batteries. WPCN eliminates the need of manual battery replacement/recharging and connecting cables, which is more user-friendly and cost-effective. In addition, WPCNs effectively enhance communication performance, compared to conventional battery-powered communication systems, due to enabling on-demand energy supplies and uninterrupted operations. Differently from ambient energy harvesting techniques in which the wireless devices opportunistically harvest the energy from environment that is not dedicated to power the devices such as solar power and ambient radio frequency (RF) transmission, WPT has the major advantage of being fully controlled and does not rely on an external random phenomenon [3] . For this reason, RF-enabled WPT has attracted a lot of attention in wireless researches, due to its controllability and reliability (see, e.g., [4] [5] [6] [7] [8] [9] [10] [11] ).
A key concern for WPT is the decay in electromagnetic wave with the increase of transmission distance and low received energy in receivers. In fact, due to channel fading caused by reflection, scattering, and refraction in propagation environment, RF signal will be attenuated. Thus, the received signal may be very weak, making it difficult or even impossible to detect transmitted signal or harvest energy from it. The problem becomes more important for WPT, since a energy receiver (ER) is more sensitive to the strength level of the received RF signal. For instance, a typical information receiver can operate with a sensitivity of −60 dBm receive signal power, while an ER needs up to −10 dBm signal power [12] . Hence, it is necessary to improve the efficiency of WPT over wireless channels [13] . To efficiently solve this problem, multi-antenna techniques, which have been successfully employed in wireless communication systems to improve the information transmission rate and reliability over wireless channels, have been also proposed for WPT [4] . Employing multi-antenna systems is an efficient method for increasing the power transfer gain without increasing transmit power and bandwidth. Specifically, deploying multiple antennas at the energy transmitter (ET) enables us to use advanced energy beamforming (EB) techniques to focus the transmitted power in the desired ERs to maximize the received signal amplitude and bring significant improvement to the energy transfer efficiency.
By optimally designing the transmit waveform at each transmit antenna, ET could control the collective behaviour of the radiated waveforms causing them to combine coherently at a desired ER [2] . The analysis of directional WPT under different scenarios has been studied in [6] , [8] , [12] , [14] [15] [16] [17] .
For the point-to-point MIMO WPT system, it has been shown in [12] that EB is the optimal DRAFT solution to maximize the harvested energy by transmitting an energy beam at the ET. The authors in [4] consider a multiuser MIMO WPT system and formulate the weighted sum-energy maximization problem, which results in an optimal solution similar to [12] . However, it is known that fairness among ERs cannot be guaranteed in sum-energy maximization. In fact, with only one ER, the ET could steer a single sharp beam to maximize the harvested energy; however, when there are multiple ERs as in Fig. 1 , generating a single beam may leads to unfairness in terms of the energy levels of individual ERs and ERs which are placed near the ET harvest much more energy than the far ERs. This effect is known as the near-far problem. In this case, the ET may need to generate multiple energy beams towards different directions to provide the energy harvesting performance among the ERs [2] . The authors in [6] considers the WPT system, which optimizes the transmit beamforming at ET to maximize the transferred energy to all ERs subject to energy fairness constraints among them. According to the current designs in multi-antenna systems, a more practical and hardware-friendly constraint i.e., per-antenna power constraint (PAC), should be considered. This is because that each antenna has its own RF chain and thus is limited by the dynamic range of its power amplifier [18] , [19] . Another appealing scenario for the PAC is distributed MIMO systems, which have the transmitted antennas located at different physical nodes, thus power can not be shared among others [20] , [21] . Thus, understanding the amount of harvesting power and optimal signalling schemes for EB under the PAC has significant importance in real situations. However, to the best of our knowledge, the existing literature on EB ( [4] , [6] , [12] ) is based on a single average sum-power constraint (SPC) at the multi-antenna ET. The authors in [22] consider a distributed MIMO system for collaborative WPT and derive the closed-form solution for maximization of the sum power subject to PAC with two transmit and receive antennas. They have been shown that in this situation, only one single energy beam is optimal.
In this paper, we first consider sum power maximization problem without considering the fairness among ERs and provide the optimal solution structure for PAC. We also derive closedform solutions for two special cases i.e., two transmit antennas with arbitrary single antenna receivers and arbitrary transmit antennas for one receive antenna. In addition, we propose two sub-optimal solutions for general case. Simulation results show that these sub-optimal solutions are matched closely to CVX numerical results. We show that in the case of PAC, similar to SPC, transmitting only one single energy beam at the ET is optimal for maximizing the sum power in all ERs. Also, to tackle the near-far problem in the wireless power transfer network DRAFT Fig. 1 . Graphical illustration of a multiuser MISO broadcast system for WPT (WPTN) and to provide the fairness among the receivers, we consider max-min fair problem with PAC; we analyse it for the special case of two transmit antennas. Simulation results show the advantages of the proposed scheme in comparison to the other schemes like one proposed in [6] .
The rest of this paper is organized as follows. Section II presents the WPTN model. Section III studies the sum-energy maximization problem with PAC without considering the fairness among ERs. Analytical solution of this problem is also provided. Section IV formulates the max-min fair problem with PAC and analyses it for an special case. Numerical results are provided in Section V while the conclusions are drawn in Section VI.
II. SYSTEM MODEL
We consider a multiuser MISO broadcast system for WPT as shown in Fig. 1 , where one ET with N ≥ 1 transmit antennas transfers wireless energy to K single-antenna ERs. K ERs are randomly deployed within the coverage area. The channel from the ET to the k th ER is denoted
T , where the k-th row is the channel coefficients of the k th ER to ET. Channel model is assumed to be quasi-static flat fading, where the channel coefficients of the ET to each ER remains constant within each transmission block and changes from one block to
another. In addition, the channel model includes both small scale fading and distance-dependent pathloss components. Duration of each transmission block is T symbols, which is assumed DRAFT to be sufficiently long for typical low-mobility WPT applications. In addition, it is assumed that perfect channel state information (CSI) is available at ET for designing linear EB. Let the beamforming vector be denoted by w m ∈ C N ×1 and its carried energy-modulated signal by s m , m ∈ {1, ..., r}, then the transmitted signal at ET is given by x = r m=1 w m s m ∈ C N ×1 . Since the signals s m do not carry any information, they can be chosen from independent sequences of arbitrary distribution with zero mean and unit variance, i.e., E{|s m | 2 } = 1, ∀m [4] . Without loss of generality, it is assumed that ET sends r ≤ N energy beams, where r is the design parameter which will be determined later. Since in general r ≥ 1, the number of s m signals and the transmission beamforming vectors may be more than one depending on the metric of interest. The received signal at k th ER is
where n k is the additive noise at k th ER. Each ER can harvest the wireless energy carried by all r beams. It is worth noting that the ER does not need to convert the received signal from the RF band to the baseband in order to harvest the carried energy and the harvested RF-band power, denoted by E k , at the k th ER is equal to that of its equivalent baseband signal [12] . The harvested power at the k th ER is
where the constant 0 ≤ ρ k ≤ 1, k = 1..., K, represent the efficiency of energy harvesting. For convenience, it is assumed that ρ 1 = ...ρ K = ρ in the rest of this paper. Since T and ρ have fixed values, they do not effect the optimization results, thus, we assume ρ = 1, T = 1sec in the rest of this paper. Therefore the average energy and power are identical in T = 1sec. In addition, since the background noise power σ Let the eigenvalue decomposition of Q be denoted by Q = GΓG H , where G ∈ C N ×r , GG H = I is the precoding matrix, and Γ = Diag(γ 1 , ..., γ r ), with γ 1 ≥ γ 2 ≥ ..., ≥ γ r denotes the positive eigenvalues of Q [22] . The total transmit power from all N antennas is p total where this power DRAFT can be shared arbitrarily among transmit antennas when there is no per-antenna power constraint.
Considering a SPC, the total transmit from ET is limited by p total . This power can be allocated arbitrary among the transmit antennas and this constraint can be shown in the matrix form as tr(Q) ≤ p total . When per-antenna power constraint is applied to the system, the diagonal values of the input covariance matrix Q which represents the power transmitted by each antenna should be limited by q i,i ≤ p i which is clearly a more stringent constraint [20] .
III. SUM-ENERGY MAXIMIZATION
In this section, the design objective for Q is to maximize the sum-energy received by all ERs.
Thus, from (2) the aforementioned design problem can be formulated as
Ignoring the power constraints on each antenna (PAC), the optimal Q is given by Q = p total v N v N H which achieves the maximum value of sum energy in all ERs as E s t = p total γ N , with E s t , γ N and v N denoting the sum of harvested energy, maximum eigenvalue and its corresponding eigenvector of H H H respectively [4] , [12] . Noting that the q i,i ≤ p i can be written as e T is a vector with the i th element equal to 1 and the rest is 0, thus this constraint is linear in Q [20] . Therefore, the problem (P1) is also convex. We can apply existing software e.g., CVX [23] to solve this problem efficiently. Problem P1 is a known problem which is proposed in [22] . The authors in [22] presented a closed-form analytic solution for the special case of N = K = 2, however, to the best of our knowledge there is no closed-form solution available in general case which we aim to find in this work.
In problem (P1) the optimal Q must have the diagonal values of q i,i = p i , otherwise we can singularly increase the diagonal value of Q that is less than its corresponding power constraint and hence increase the objective function. Thus, we just need to find the off-diagonal entries q ij (i = j). The main complexity here is the positive semi-definiteness constraint (i.e., Q 0).
We know that Q is positive semi-definite, if and only if all eigenvalues of Q are nonnegative (Which means that the smallest eigenvalue of Q is non-negative), or all principal minors of Q are positive semi-definite (a principal minor is obtained by removing some columns and the corresponding rows of Q) [20] . In this section, we consider these equivalent properties of DRAFT positive semi-definite matrix and provide closed-form solutions for two special cases. Also, for the general case, we propose two heuristic sub-optimal solutions which are very close to the results from numerical methods.
A. Optimal Solution
In the first step, we propose one important property of optimal Q in the following lemma.
Lemma 1: At the optimum point of the problem (P1), the amplitude of the off-diagonal entries
Proof: Please refer to AppendixA.
The amplitude of q i,j is specified by √ p i p j using the lemma 1, and only the phase of q i,j needs to be calculated. As mentioned earlier, Q is positive semi-definite if and only if the smallest eigenvalue of Q is non-negative. In order to take into account this fact, we can associate a matrix dual variable B to the constraint Q 0, and form the Lagrangian as (For more details, please refer to [24] )
Where
is a diagonal matrix consisting of Lagrangian multipliers for the PACs. Note that, since at optimum point, each PACs in (P1) must be met with equality, the associated dual variables (c i )
are strictly positive. Thus, at optimum point, C is strictly positive definite and full-rank. By
Taking the first order derivative of eq. (3) with respect to Q and equating it to zero, we have
Eq. (4) shows that b i,i = c i − α i,i , and
Thus, the off-diagonal entries of B i.e., b i,j , i = j are known while the diagonal entries should be obtained. Based on the complementary slackness condition of the KKT conditions, we have
thus B is a hermitian positive semi-definite matrix in the null space of Q. By multiplying each row of B in each column of Q and equating it to zero, we can obtain N × N equations with complex coefficients and variables. We know that, the diagonal values of Q are real and equal to PACs i.e., q i,i = p i , however, the off-diagonal entries q i,j , i = j are unknown and complex in DRAFT general. In contrast, the off-diagonal values of B are known and complex, while the diagonal entries of B are unknown. Furthermore, since B is hermitian, optimal b i,i is real, and the number of unknown variables and known values are equal.
For simplicity of the analysis and without loss of generality, Lets consider the case of N = 3
and then generalize it to the case with N > 3.
Three transmit antennas (N = 3, arbitrary K): Limiting the number of antennas, the Hermitian matrix Q with fixed diagonal values q i,i = p i and fixed amplitude of the off-diagonal entries, can be written as
Eq. (6) shows that there are three unknown real variables i.e., ∠q 1,2 , ∠q 2,3 , ∠q 1,3 . Substituting
By multiplying the first row of B in the first and the second columns of Q and equating them to zero, we can obtain (8) and (9), respectively. Note that multiplying the first row of B in the third column of Q can not yield independent equations, thus we have ignored it.
Combining (8) and (9), we can conclude that ∠q 2,3 = ∠q 1,3 −∠q 1,2 . Thus, there are two unknown primal variables i.e., ∠q 1,2 , ∠q 1,3 and three dual variables i.e., b 1,1 , b 2,2 , b 3,3 . Similar to b 1,1 , we can obtain b 2,2 and b 3,3 by multiplying the second and the third rows of B in the second and third columns of Q respectively. Substituting ∠q 2,3 = ∠q 1,3 − ∠q 1,2 in them produces
Since eq. (10), (11) and (12) show the dual variables with respect to ∠q 1,2 and ∠q 1,3 , the problem P1 is converted to finding two primal variables for N = 3. Using the fact that b i,i is real and equating the imaginary part of b i,i to zero, we can obtain a set of equations for N = 3 as follows
Since satisfying (13) and (14) yields
holds, which is identical to eq. (15). Thus, considering (13) and (14), (15) is not independent. Hence, there are two equations and variables. It can be seen from (13) and (14) that it is hard to derive closed-form exact expressions for them, however, using numerical methods the optimal ∠q 1,2 and ∠q 1,3 can be evaluated.
General case: For N > 3, similar to N = 3 satisfying (5) and lemma 1 produces
Note that By multiplying the ith row of B in N − 1 columns of Q and equating them to zero for i = 1, 2, ..., N with arbitrary N , we can obtain (16) and (17) . Next, we show one important property for Q in the following lemma.
Lemma 2:
The rank of the optimal input covariance Q in problem (P1) is one with the single non-zero
It can be observed that the first row of Q is obtained by multiplying ith row in
the optimal input covariance matrix is rank-one.
According to Lemma 2, we have Q = w 1 w H 1 and x = w 1 s 1 where w 1 is is expressed as
. . .
Thus the optimal transmit signal from i th antenna is √ p i e jθ i s 1 , where θ i is unknown and should be optimized. Note that if we have
, the optimal single beamforming vector is an equal gain transmission scheme. Using the fact that b i,i is real and equating the imaginary part of b i,i to zero, we can obtain a set of equations for optimal θ i for arbitrary N as follows
There are N equations with respect to N variables i.e., θ 1 , θ 2 , ..., θ N , however similar to N = 3 case only N − 1 of them are independent. Hence, we have N − 1 equations and N variables i.e., θ i , i = 1, 2, ..., N . However, without loss of optimally we can set θ N = 0 and so the number of independent equations and variables is equal (this is because the difference of θ i and θ j is important not the value of θ i ). Optimal θ 1 , θ 2 , ..., θ N −1 can be easily calculated by using DRAFT standard numerical methods such as newton. It can be seen that it is hard to derive closed-form exact expressions for θ i with arbitrary N . The optimal solution can be obtained easily for some special cases: 1) N = 2 and 2) arbitrary N , K = 1. For N = 2, since there is only one equation
i.e., √ p 2 √ p 1 |α 1,2 |sin(θ 1 − θ 2 − ∠α 1,2 ) = 0, the optimal values for θ 1 and θ 2 can be chosen as ∠α 1, 2 and 0 respectively. On the other hand, if we consider special case of one ER with arbitrary N i.e., K = 1, since ∠α i,j = ∠h j − ∠h i , we can choose optimal value for θ i as −∠h i . This is because letting θ i = −∠h i yields sin(0) = 0 that satisfies all N − 1 equations. This solution is identical to the one presented in [20] . The author in [20] develops a closed-form solution for capacity of MISO channel with PAC. In fact, the problem (P1) generalizes problem (6) in [20] to the case with K > 1.
B. Suboptimal Solutions for General Case
According to (5) 
Simulation results shows that the resulting matrix B is full rank and positive semi-definite, thus its null space is empty. In AppendixB after some algebraic manipulation, the determinant of B for the special case of N = 3 is evaluated,
where it can be observed that it is a full rank matrix. In this case, relying on the fact that the optimal Q should be of rank one, the eigenvector associated to the smallest eigenvalue of B is used to obtain a closed-form suboptimal solution for the optimization problem (P1). Using this suboptimal solution the matrix Q and the beamforming vector w sub1 can be obtained as (21) .
where w 1,i is the ith element of the eigenvector corresponding to the smallest eigenvalue of B. According to (4), another suboptimal solution can be proposed. In fact, we know that the difference between B and −H H H is in their diagonal-entries. Where we estimated (16) with 
Where v N ,i is the ith element of eigenvector corresponding to the maximum eigenvalue of H H H.
Compared with the optimal solution under SPC with the beam weight vector as √ p total v N , we can see that the only difference between optimal beam weight of ith antenna with SPC i.e.,
and Proposed sub-optimal solution in (22) i.e.,
is its amplitude.
IV. MAX-MIN FAIR PROBLEM
In this section, we encounter the the fairness improvement in near-far situations of WPTN by pursuing the max-min approach, which optimizes the transmit energy beamformer to maximize the minimum received energy over all ERs subject to PAC. In fact, this optimization considers fairness among both "transmit" and "receive" antennas and tries to provide both of them simultaneously. The max-min problem can be formulated as follows
It is easy to show that at the optimum point, the PAC inequality constraint in problem (23) should be met as, q i,i = p i , ∀i ∈ N , since otherwise the diagonal entries of Q could be scaled up and thereby improving the objective function, contradiction the optimality.
Introducing new variable t, the problem in (23) can be rewrite as
which is a SDP convex problem. Existing optimization tools such as CVX can be used to solve it efficiently. Unlike the sum energy maximization problem, here the rank of optimal covariance DRAFT matrix obtained by solving max-min fair problem, may be more than one. This means that, ET needs to generate multiple energy beams to transmit energy in different directions with the aim of providing fairness among the ERs.
As discussed before the problem formulation of energy transfer is similar with multicast problem in data communications. However in general the optimum number of beams obtained by solving the SDP problem, may be more than one which is in contrast with the common information multicast data communication where the rank of Q should be one [25] . Hence, in common information multicast setup, this matrix should be post-processed to achieve a rank-one solution [25] . To solve this issue in multicast problems, researchers have developed many ways of generating good solutions such as randomization [25] . However, in the context of energy transfer, the direct numerical solution obtained from CVX can be used because there is no limitation on the number of beams.
A. Two transmit antennas (N = 2, arbitrary K)
Limiting the number of antennas, the Hermitian matrix Q with fixed diagonal values q i,i = p i , can be written as
Therefore in this case, we only have one unknown complex variable q 1,2 . Since Q is a 2 × 2 positive semi-definite matrix, i.e. det(Q) ≥ 0, the problem in (24) is equivalent to the following problem. min
The Lagrangian for (26) is given by
Where λ and µ 1 , .., µ N ≥ 0 are the real-valued Lagrangian multipliers. By Taking the first order derivative of eq. (27) with respect to q 1,2 and t and equating them to zero, we have (28) and (29) respectively.
Thus the KKT necessary conditions for the optimality at a feasible point are
Eq. (35) shows that although in sum energy maximization problem we have
this case the amplitude of q 1,2 depends on λ. Since det(Q) = 0, the optimal Q is a rank-one matrix, and Q has a single positive eigenvalue as γ 1 = p 1 + p 2 , i.e., only one single energy beam is used. Thus we only have one real variable i.e., the phase of q 1,2 that should be optimized. Substituting |q 1,2 | = √ p 1 p 2 into (28) we have
, which leads to the optimal value for q 1,2 as
(37) gives an expression for q 1,2 in terms of µ 1 , µ 2 , ..., µ K . It is clear that if µ i = 0 ER i channel coefficient is effective in phase of q 1,2 . Therefore, we name the ERs with µ = 0 as bottleneck ERs [26] . Another observation is that the Lagrangian multipliers µ 1 , µ 2 , ..., µ K not only indicate the set of bottleneck ERs but also play the roles of weighting the phase of q 1,2 . Increasing a specific Lagrangian multiplier µ i , will raise the weight of h * i,1 h i,2 in the Q and will steer the beamforming vector w 1 , toward h i resulting in enhancing the energy of ER i. On the other hand, (33) shows that the energy of all bottleneck should be equal to t. So if the number of bottleneck ERs is M, we have M − 1 equations by equating their energy to each other. Since in this case only the phase of q 1,2 is unknown, the number of bottleneck ERs could not be more than two. Let us consider the case of two bottleneck ERs m, n i.e., µ m , µ n = 0, according to
H n after some algebraic manipulation, ∠q 1,2 can be obtained as:
We observe that (38) involves two phases where in each channel realization only one of them is optimal. Since we assume that µ i = 0, ∀i = m, n, we conclude that µ n = 1 − µ m satisfying (31). Equating (38) to phase of (37), after some algebraic manipulation we have
Where κ tan(β) and β ∠q 1,2 in (38). If there is one bottleneck ER, Substituting µ m = 1, µ n = 0 into (37) we have
If we have λ = 0, we can not conclude that |q 1,2 | = √ p 1 p 2 in general and both amplitude and phase of q 1,2 are unknown and should be optimized. Furthermore, in this case the optimal Q is a rank-two matrix and we should have tree bottleneck ERs for example m, n, u.
this means that we have
After some algebraic manipulations we can obtain the amplitude and phase of q 1,2 respectively as follow (for more details please refer to Appendix C):
Where we defined ζ 1
. It can be observed that (42) involves two phases where only one of them is the answer, hence the optimal q 1,2 is unique in this case (see Appendix C). Substituting λ = 0 in (28) produces µ m h * m,1 h m,2 +µ n h * n,1 h n,2 +µ u h * u,1 h u,2 = 0. Combining with µ m + µ n + µ u = 1 after some algebraic manipulations we can derive µ m , µ n , µ u respectively as follow
Given the channel matrix H, there are three hypothesis of three, two and one bottleneck ER which should be examined. In fact, we should determine the number of bottleneck ERs as well as identifying them, i.e., determining M, m, n and u. Since the problem (24) is convex, we are sure that in each channel realization there is a unique optimal solution for Q which satisfies all KKT conditions. In the reminder of this section, we propose an algorithm for optimal transmit strategy of max-min problem under PAC for N = 2 derived from the above analysis.
Algorithm for special case of two transmit antennas, (N = 2)
The optimal solution can be obtained by considering all possible combinations of the bottleneck ERs, according to the solutions represented in case 1 and case 2. For each solution, we should compute dual variables µ as in (39) and (43). The solution is optimal if and only if its primal and dual variables satisfy all KKT conditions represented in (31) to (36). In our proposed algorithm, we first select the set of three bottleneck ERs {m, n, u}. Then, we calculate |q 1,2 | and ∠q 1,2 from (41) and (42) respectively. Combining (32) and (33) implies that the harvested energy of the bottleneck ERs should be identical and minimum. Thus, in the case of three bottleneck ERs, the resulting rank two covariance matrix must satisfy h m Qh
Then, we compute µ m , µ n and µ u from (43) which should satisfy 0 < µ m , µ n , µ u < 1. In addition, according to (34) the semi-definiteness of Q must be checked, i.e., |q 1,2 | 2 − p 1 p 2 ≤ 0. If the solution satisfies all constraints, the optimal solution is found and the algorithm stops, otherwise, the ERs {m, n, u} cannot be the solution and we must try a different combination. If no optimum solution is found with three bottleneck ERs, then we proceed to check the two-bottleneck ER case in the next step.
In the second step, selecting two two bottleneck ERs {m, n}, |q 1,2 | is equal to √ p 1 p 2 and ∠q 1,2 is obtained from (38). The resulting rank one covariance matrix should satisfy h m Qh solution, the algorithm continues to the case of one bottleneck ER in the next step.
In the third step, we select one bottleneck ER m. In this case, Q is a rank one matrix and .., K, k = m, the optimal solution is found and the algorithm stops, otherwise, we try another ER. The searching process will continue until it finds optimal solution which always exists due to the convexity of the problem.
The proposed algorithm employs a global search among all combination of 3, 2 and 1 bottleneck ERs in the worst case. Therefore, the computational complexity of this process is high especially when the number of ERs is large. However, we can dramatically reduce the number of hypothesis tests by intelligently selecting the bottleneck ERs. Since, in max-min problem the aim is to maximize the worst case, a simple approach is to give priority to the weak ERs. In this case, we select m as m = arg min show that the ERs with the weakest channel gains, have more chance to be the bottleneck ERs.
For example for K = 10 in 565 among the 1000 channel realizations, bottleneck ERs are the ERs that have the weakest channel gains. We will discuss more on these conditions at the end of the simulation section. Table I summarizes the steps of the proposed searching algorithm.
V. SIMULATIONS
In this section, we provide simulation results to validate our analytical results in previous sections. We consider a circular cell with R = 15m overlaid by K = 10 uniformly distributed ERs. The channel from the ET to the k th ER is modelled as h k = 0.01d
is the distance between ET and k th ER, v = 3 is the path-loss exponent, andh k is the vector of small-scale Rayleigh fading coefficients with Complex Gaussian distribution with zero mean and unit variance. We evaluate the average performance over 1000 ER locations and channel realizations. The total transmit power at the ET is set as p total = 1watt and we also set the transmit power of each transmit antenna as
Input: H, p1, p2.
Output: complex variable q1,2.
Set of indices S := {1, 2, ..., K}.
Step 1: Three bottleneck ERs M ←− 3.
For m, n, u ∈ S and m = n = u do Step 2: Two bottleneck ERs M ←− 2.
For m, n ∈ S and m = n do end for .
Step 3: One bottleneck ER M ←− 1.
end for .
A. Sum-energy maximization
In the first scenario, we assume the Sum-energy maximization problem under different power constraints for K = 10 ERs. Figure 2 illustrates the results of the sum of harvested power versus the number of transmitted antennas. In the PAC case, we applied CVX to solve the problem (P1). Note that in the independent case, each transmit antenna has its own power budget and acts independently and the transmit strategy is isotropic. Therefore, this constraint is equivalent to having a diagonal input covariance; i. e., Q = diag{p 1 , p 2 , ..., p N }. Comparing to the independent case, it can be observed that employing beamforming to create correlation among the transmit signals, significantly increases the sum of harvested power in both case of sum power and PAC.
For example, for N = 5, sum power for independent case is 1.22mw while it is 4.59 and 5.39mw
for PAC and SPC cases, respectively. Note that single-mode beamforming introduces complete and 4) Without beamforming. We see that our proposed solutions are matched to the optimum results from CVX and the difference is so small and negligible. These results show that although only the phase of Q in the Proposed sub-optimal 2 equals to the phase of optimal Q in SPC problem, the numerical sub-optimum results match to the one that has been achieved by CVX.
This indicates that the power constraint has a minor role in determining the phase of the optimal solution. Magnifying the plots in fig. (3) shows that the performance of the proposed suboptimal 1 solution is better than sub-optimal 2 method, which was predictable. Since, in the sub-optimal 1 method, we have used an estimated version of (16), while it has been ignored in sub-optimal 2 solution. In order to show the performance of beamforming strategy that is obtained by our sub-optimal solutions, the scheme without beamforming strategy is also considered. In this strategy, each transmit antenna sends the signal with random phase. fig. (3) shows the significant performance gains by beamforming with proposed sub-optimal methods in comparison to the scheme without beamforming. For example, for N = 5, the sum power for the scheme without DRAFT beamforming is 1.2834mw while it is 4.4976mw and 4.4936mw for proposed sub-optimal 1 and proposed sub-optimal 2 solutions, respectively.
B. Max-Min fair problem
In another scenario to investigate the fairness in WPT, we examine the performance of the max-min fair problem and compare it with another energy fair problem presented in [6] . The authors of [6] maximized the total energy transferred to all ERs, guaranteeing that the energy of k th ER is more than α k E total ; Where, α k denotes the target portion of the harvested energy in the k th ER. In fact, α k is a parameter designed based on the energy requirements among different
ERs to ensure the quality of wireless charging service (QoCS). In [6] , the authors assume that the ERs are located at equal distance from the transmitter and α k is set to 1 K such that all ERs can harvest the same amount of energy i.e.,
. However in this paper, we assume that ERs are uniformly placed within the cell area. We have also shown in previous section that in max-min fair problem with N = 2, it is not optimal that all ERs harvest the same amount of energy and the number of bottleneck ERs depends on the matrix of wireless channel coefficients.
To evaluate the fairness performance, we consider the sum of harvested energy and the minimum harvested energy as two metrics. PAC scenarios with K = 10 users. It can be seen that both of minimum harvested energy and sum energy obtained from the proposed max-min optimization, outperform QoCS scheme.
Furthermore, it is observed that similar to sum power maximization problem, applying PAC on transmit antennas, results in a little decrement of the performance of max-min and QoCS problems. The reason for poor performance of QoCS is that it uses equal values for α k which is not optimal while our proposed max-min scheme can optimally determine these parameters and also provide fairness between users.
Figures 6 and 7 shows the minimum energy and sum energy in max-min and QoCS versus cell radius subject to both of SPC and PAC for K = 10 and N = 8, respectively. Similar to figures 4 and 5, it can be observed that max-min problem provides significant gains in both of minimum and sum energy (especially in sum energy) compared to QoCS problem which does not adapt the energy of each ER. For example, fig. 7 illustrates that for R = 7 meter in the SPC case, the sum energy in max-min problem is 6mw while it is 0.915mw in QoCS problem.
Two transmit antennas (N = 2, arbitrary K)
Next, we consider max-min fair problem subject to PAC for the special case of N = 2. Table   II shows the number of bottleneck ERs (M) obtained from the optimal solution of problem (24) for K = 3, 10, 20, where 1000 ER's locations and channel realizations are considered. It is observed that increasing the number of ERs, increases the probability of having three bottleneck ERs. For example, in K = 3 only in 8.3%, we have M = 3, while it is 67.3% for K = 20. In fact, when the number of ERs increased, the ET should consider more ERs to balance the energy performance among all ERs.
Another consideration about the proposed algorithm in table I is the number of searching iterations. Simulations show that the bottleneck ERs are often selected from the weakest ERs.
As mentioned earlier, since in max-min problem the aim is to maximize the minimum harvested energy, a simple approach for reducing the number of searching steps is to give priority to ERs with weak channel. Therefore we propose to sort the ERs according to their channel strengths and start the search from the weakest ERs. Sorting the indexes from weakest to strongest, we define n max as the index of strongest bottleneck ER. Figure 8 shows the cumulative distribution function of n max . It can be observed that in 56.5% of the cases, bottleneck ERs are chosen among three ERs with the weakest channels. This value is grown to 90% for choosing from six ERs with the weakest channels. This means that sorting the users is this manner, the proposed algorithm in table I, finds the optimal solution earlier.
Finally, Fig. 9 illustrates the minimum harvested power that is the same as the harvested power by the bottleneck ERs. It can be observed that the results of our proposed algorithm match to the optimal solution given by CVX. In addition, comparing the results of max-min optimization problem with the independent case, shows the effect of optimization. 
VI. CONCLUSION
In this paper, we have studied the EB problem with PAC in a WPT system; where a multi antenna ET transfers wireless energy to ERs which are randomly placed within the cell area.
In the case of sum energy maximization, we have shown that the optimal transmit covariance matrix is rank-one and only the phases of the beamforming vector weights depend on the channel coefficients; however, their amplitudes are independent of the channel and depend only on the 
Now considering (47) and (48), there are two equations and two variables |q 1,2 | and ∠q 1,2 .
First we acquire ∠q 1,2 form (47) and (48) as 
Equating the right sides of (49) and (50) results in
Getting the cos(.) of equation (52) 
Thus after some algebric manipulation the amplitude of q 1,2 is obtained as follow
Substituting this into (49) gives two phases cos −1 ( ) − ϕ 2 . In fact, there are four phases that two of them are equal (one of phase in (49) is equal to one of phase in (50)). Thus, in this case the unique solution is obtained.
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