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Abstract
The conjectured limit of last passage percolation is a scale-invariant, independent, station-
ary increment process with respect to metric composition. We prove this for Brownian last
passage percolation. We construct the Airy sheet and characterize it in terms of the Airy
line ensemble. We also show that last passage geodesics converge to random functions with
Ho¨lder-2/3− continuous paths. This work completes the construction of the central object in
the Kardar-Parisi-Zhang universality class, the directed landscape.
1 Introduction
For a sequence of differentiable real-valued functions f = (. . . , f−1, f0, f1, . . . ) with domain R, and
coordinates x ≤ y and n ≤ m, define the last passage value as
f [(x,m)→ (y, n)] = sup
π
∫ y
x
f ′π(t)(t) dt. (1)
Here the supremum is over nonincreasing functions π : [x, y] → Z with π(x) = m and π(y) = n.
The integral is just a sum of increments of f (see Figure 1), so the same can be defined for
continuous f , in particular for a sequence B of independent two-sided Brownian motions. This
model, Brownian last passage percolation, is a representative of a class of models that have been
the focus of intense research in recent years. By continuity, optimizing paths exist in (1); let πn
denote one for B[(0, n)→ (1, 1)].
Theorem 1.1. In law, as random functions in the uniform norm,
πn(s)− n(1− s)
n2/3
d→ Π(s).
The limit Π is the directed geodesic, a random Ho¨lder-2/3− continuous function defined in terms
of a new limiting object, the directed landscape. The directed landscape is the full four-parameter
scaling limit of Brownian last passage percolation. To describe it completely, we must first discuss
the Airy line ensemble.
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Figure 1: An example of last passage across three functions. The purple path is the last passage
path from (x, 3) to (y, 1). It can be viewed as either maximizing the sum of increments along the
path, or minimizing the sum of gaps. We will always think of our sequences of functions as being
labelled so that fi sits above fi+1. Our notions of ‘right’ and ’left’ in the paper are with respect to
this picture.
The Airy line ensemble is a random sequence of functions A1 > A2 > . . . constructed by
Pra¨hofer and Spohn (2002) (see also Adler and Van Moerbeke (2005) and Corwin and Hammond
(2014)). The sequence of functions {Ai(t) + t2 : i ∈ Z} is stationary and locally Brownian with
variance 2, as is the convention in this field. The top lineA1 is known as the Airy process (sometimes
Airy2) and describes the large-n scaling limit of the function y 7→ B[(0, n)→ (y, 1)]. The remaining
lines also have limiting last passage interpretations. This scaling is different from the previous
version of the present paper. This version of A is sometimes referred to as the parabolic Airy line
ensemble.
The Airy line ensemble doubles as the limiting eigenvalue process of Brownian motion on Her-
mitian matrices. Construction of the Airy sheet, the scaling limit of the two-parameter function
(x, y) 7→ B[(x, n) → (y, 1)] (conjectured in Corwin, Quastel and Remenik (2015)) remained open.
This is partly because it seems to be fundamentally different from random matrix limits. As our
first step in the construction of the directed landscape, we show that the Airy sheet law is already
contained in the Airy line ensemble.
Definition 1.2. The Airy sheet is a random continuous function S : R2 → R so that
(i) S has the same law as S(·+ t, ·+ t) for all t ∈ R.
(ii) S can be coupled with an Airy line ensemble so that S(0, ·) = A1(·) and for all (x, y, z) ∈
Q+ ×Q2 there exists a random integer Kx,y,z so that for all k ≥ Kx,y,z almost surely
A[(−
√
k/(2x), k)→ (z, 1)] −A[(−
√
k/(2x), k)→ (y, 1)] = S(x, z) − S(x, y). (2)
Remark 1.1.
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1. We will prove later that Definition 1.2 uniquely determines a probability measure on random
continuous functions. In other words, the Airy sheet, as defined here, exists and is unique in
law.
2. We will show in upcoming work that the Airy sheet is also the limit of classical integrable
models of last passage percolation: geometric, exponential, and Poisson models. We expect
it to be a universal limit object in universality class of Kardar, Parisi and Zhang (1986), see
Corwin (2016) for an informal description. We prove the Brownian last passage case in this
paper. However, one consequence of our upcoming work will be that any limiting formula
established in one of these models will apply to all others as well.
3. Definition 1.2 is not in terms of explicit formulas for distributions, which has been traditionally
the main approach to KPZ (Kardar-Parisi-Zhang) limits. A celebrated example of such a
definition is that of the Schramm-Loewner evolution. As is the case there, what may be
more desirable than exact formulas is a set of tools to work directly with this limiting object.
Even in the case of Brownian motion, tools such as Itoˆ calculus and the Cameron-Martin
theorem are arguably more useful than exact formulas for the normal distribution. In this
paper we concentrate on establishing the Airy sheet and the directed landscape as a limit; in
upcoming work we use the present description of the Airy sheet and the directed landscape
to understand the limiting geometry.
4. Tightness for the Airy sheet limit for certain models is known (i.e. see Pimentel (2018)); a
short proof for Brownian last passage is provided in Lemma 8.4. Uniqueness of the limit is
much harder, and is one of the main results of this paper. Theorem 1.3 says that Brownian
last passage percolation looks the same on all scales in a precise sense.
5. The process S(x, y) + (x− y)2 is stationary in both variables, and S(0, 0) has Tracy-Widom
distribution.
6. By monotonicity, (2) is equivalent to the following Busemann function definition. For ev-
ery triple x, y, z ∈ R+ × R2, the left hand side of (2) converges to the right hand side as
k → ∞, see Remark 8.1. Busemann functions have been used previously in last passage
percolation to study problems around infinite geodesics (i.e. see Cator and Pimentel (2012),
Georgiou, Rassoul-Agha and Seppa¨la¨inen (2017)).
Theorem 1.3. The Airy sheet exists and is unique. Moreover, for every n, there exists a coupling
so that
B[(2x/n1/3, n)→ (1 + 2y/n1/3, 1)] = 2√n+ 2(y − x)n1/6 + n−1/6(S + on)(x, y),
where on are random functions asymptotically small in the sense that on every compact set K ⊂ R2
there exists a > 1 with EasupK |on|3/2 → 1.
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A direct consequence of this theorem is the celebrated 1-2-3 (or KPZ) scaling for Airy sheets.
Namely define the Airy sheet of scale s by
Ss(x, y) = sS(x/s2, y/s2).
Let Ss, St be independent Airy sheets of scale s and t. Then the metric composition is an Airy
sheet of scale r:
Sr(x, z) = max
y∈R
Ss(x, y) + St(y, z), with r3 = s3 + t3.
Thus the Airy sheet is an analogy of the Gaussian distribution in the metric composition semigroup,
inspiring a definition of the analogy of Brownian motion there. It is natural to have a parameter
space
R4↑ = {(x, s; y, t) ∈ R4 : s < t}
representing increments from time s to time t. We will think of R4↑ as representing ordered pairs
of points in spacetime with a one-dimensional space. The coordinates x and y are spatial and the
coordinates s and t are temporal.
Definition 1.4. The directed landscape is a random continuous function L : R4↑ → R satisfying
the metric composition law
L(x, r; y, t) = max
z∈R
L(x, r; z, s) + L(z, s; y, t) for all (x, r; y, t) ∈ R4↑, s ∈ (r, t), (3)
and with the property that L(·, ti; ·, ti + s3i ) are independent Airy sheets of scale si for any set of
disjoint time intervals (ti, ti + s
3
i ).
See Figure 2 for an illustration of the construction of the directed landscape.
Remark 1.2.
1. We will prove later that Definition 1.4 uniquely determines a probability measure on random
continuous functions from R4↑ to R. So the directed landscape as defined here exists and is
unique in law.
2. We will show in upcoming work that the directed landscape is also the limit of classical
integrable models of last passage percolation: geometric, exponential, and Poisson models. We
expect it to be a universal limit object in the KPZ universality class, capturing all important
limiting information. We prove the Brownian last passage case in this paper. One consequence
of our upcoming work will be that any limiting formula established in one of these models
will apply to all others as well.
3. Independent increment processes on semigroups are more complicated than those on groups;
for example, for Brownian motion, B(s)−B(0) and B(t)−B(0) clearly determine the incre-
ment B(s)−B(t). In semigroups, the increments cannot be computed this way and have to
be specified for all pairs of times s < t. This what the directed landscape does for the metric
composition semigroup.
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Figure 2: An illustration of the metric composition law for the directed landscape/Brownian last
passage percolation. The geodesic/last passage path from (x, r) to (y, t) passes through a point
(z∗, s) for some z∗ ∈ R, giving that the right hand side of (3) is greater than or equal the left.
Also, for any z ∈ R, a concatenation of the geodesic from (x, r) to (z, s) with the geodesic from
(z, s) to (y, t) gives a candidate for a maximizing path from (x, r) to (y, t), yielding the opposite
inequality. The original Brownian lines that give rise to L(·, r; ·, s) and L(·, s; ·, t) are independent.
This allows us to build up L at any finite set of times using metric composition with independent
increments, and hence construct the directed landscape from independent Airy sheets analogously
to the construction of Brownian motion.
4. The two-time formula of Johansson (2017) gives the joint distribution of any pair of directed
landscape values of the form
(L(x, r; y1, s1),L(x, r; y2, s2)). Johansson and Rahman (2019)
extend this to multiple endpoints (yi, si).
5. The KPZ fixed point of Matetski, Quastel and Remenik (2016) is a Markov process in t which
can be written in terms of the directed landscape and its initial condition h0 as
ht(y) = sup
x∈R
h0(x) + L(x, 0; y, t).
This is not yet proven, since the KPZ fixed point is established as the limit of TASEP, i.e.
essentially exponential last passage percolation. However, it will follow from the generalization
of either Matetski et al. (2016) or the present paper to the other model, both of which are in
the works.
6. The directed landscape contains more information than the KPZ fixed point, namely the
joint distribution of the coupled evolution for all initial conditions. This allows for a full
description of the law of limiting geodesics as in Theorem 1.1 and the scaling limit of TASEP
second class particle trajectories which will be described in upcoming work.
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7. Since convergence to the directed landscape is uniform on compact sets and the directed land-
scape is continuous, this immediately implies that last passage values along any space-like
curve converge uniformly to an Airy process. Previous approaches to such results include find-
ing specific determinantal formulas for space-like curves (i.e. Borodin and Olshanski (2006),
Borodin and Ferrari (2008)) and geometric analysis of slow decorrelations (i.e. Ferrari (2008),
Corwin, Ferrari and Pe´che´ (2012)).
8. The negative of the directed landscape can be though of as a “signed directed metric” on R2;
it satisfies the triangle inequality for points in the right time order. In this sense it is similar
to Perelman’s L-distance, see Perelman (2002).
Letting (x, s)n = (s + 2x/n
1/3,−⌊sn⌋), the translation between limiting and pre-limiting loca-
tions, we have the following limit theorem.
Theorem 1.5 (Full scaling limit of Brownian last passage). There exists a coupling of Brownian
last passage percolation and the directed landcape L so that
Bn[(x, s)n → (y, t)n] = 2(t− s)
√
n+ 2(y − x)n1/6 + n−1/6(L+ on)(x, s; y, t).
Here each Bn is a sequence of independent Brownian motions, and on is a random function
asymptotically small in the sense that on every compact set K ⊂ R4↑ there exists a > 1 with
EasupK |on|3/4 → 1.
We have strong control over the modulus of continuity of the directed landscape.
Proposition 1.6. Let R(x, t; y, t+ s) = L(x, t; y, t+ s) + (x− y)2/s denote the stationary version
of the directed landscape. Let K ⊂ R4↑ be a compact subset. Then
|R(u)−R(v)| ≤ C
(
τ1/3 log2/3(τ−1 + 1) + ξ1/2 log1/2(ξ−1 + 1)
)
.
for all ξ, τ > 0 and points u, v ∈ K with spatial and temporal coordinates of distance at most ξ, τ
respectively. Here C is a random constant depending on K with EaC
3/2
<∞ for some a > 1.
The spatial fluctuations of L have been known to be locally Brownian since Corwin and Hammond
(2014). The temporal modulus of continuity has also been previously obtained in the context of
Poisson last passage percolation, see Hammond and Sarkar (2018), building on related work from
Basu, Sidoravicius and Sly (2014) and Basu, Sarkar and Sly (2017). Rather than using such re-
sults as a starting point for the proof of Proposition 1.6, we deduce the proposition from explicit
probability bounds on two-point differences (see Lemma 2.8 and Lemma 10.4).
The directed landscape is a rich object containing all asymptotic information about last passage
percolation in this scaling. In particular, as advertised above, we can take limits of last passage
paths.
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For a continuous path h : [t, s]→ R, define the length of h by
∫
dL ◦ h = inf
k∈N
inf
t=t0<t1<···<tk=s
k∑
i=1
L(h(ti−1), ti−1;h(ti), ti+1).
This is the analogy of defining the length of a curve in Euclidean space by piecewise linear ap-
proximation. We call h a directed geodesic if equality holds for all subdivisions before taking
any infima. We show that with probability one, directed geodesics exist between every pair of
endpoints.
Moreover, for any fixed pair of endpoints (x, t) and (y, s) (but not all endpoints simultaneously)
the directed geodesic between that pair of endpoints is almost surely unique and Ho¨lder-2/3−
continuous. In particular, it is more regular than a Brownian path!
Theorem 1.7 (Continuity of directed geodesics). Fix u = (x, t; y, s) ∈ R4↑. Then almost surely,
there is a unique directed geodesic Πu from (x, t) to (y, s). The distribution only depends on u
through scaling, and for u = (0, 0; 0, 1) we have
|Πu(t+ s)−Πu(t)| ≤ Cs2/3 log1/3(2/s)
for all s > 0 with t, t+ s ∈ [0, 1]. The random constant satisfies EaC3 <∞ for some a > 1.
Let πn,(x,s,y,t) be a path from (x, s)n to (y, t)n that maximizes (1). We also show that the joint
limit of last passage paths is given by the joint distribution of directed geodesics. Since each last
passage path πn,(x,s,y,t) has domain [s + 2xn
−1/3, t + 2yn−1/3], we need to first compose πn with
the affine shift hn,(x,s,y,t) that maps the interval [s, t] to [s + 2xn
−1/3, t + 2yn−1/3] to talk about
convergence to Π(x,s,y,t).
Theorem 1.8 (Convergence of last passage paths). In the coupling of Theorem 1.5 there exists a
set A of probability 1 such that the following holds. For u ∈ R4↑, let Cu be the set where the directed
geodesic Πu is unique in L. Then for any u ∈ R4↑, we have that
πn,u ◦ hn,u + nhn,u
n2/3
→ Πu uniformly, on the event A ∩ Cu.
Our approach to the proofs is probabilistic. It is based on understanding the geometry of last
passage percolation using a continuous version of the Robinson-Schensted-Knuth (RSK) correspon-
dence. Interestingly, our reliance on formulas is minimal – we only use estimates about the Airy
line ensemble from the paper Dauvergne and Vira´g (2018), which relies solely on the determinantal
nature of the Airy point process and the Brownian Gibbs property of the Airy line ensemble. On
the other hand, our results easily imply convergence of formulas. The super-exponential control of
the error term in Theorem 1.3 guarantees, for example, uniform convergence of moment generating
functions.
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The key observation for our proof is a combinatorial fact about the RSK correspondence, whose
application to Brownian paths was developed in O’Connell and Yor (2002). The continuous RSK
correspondence maps an n-tuple of continuous functions f : [0, 1] × {1, . . . , n} → R, (x, i) 7→ fi(x)
to Wf in the same space, which we call the melon of f . The functions in the melon are ordered
decreasingly. The main property used in the last passage literature is that the melon satisfies
(Wf)1(t) = f [(0, n)→ (t, 1)].
We use the stronger fact that for any s < t, remarkably
Wf [(s, n)→ (t, 1)] = f [(s, n)→ (t, 1)].
This formula also holds for k disjoint paths with arbitrary start and end points (si, n), (ti, 1) for
i = 1, . . . , k, see Proposition 4.1. A version of this formula in the special case when si = 0 for all
i was previously obtained and studied in the context of geometric RSK by OConnell and Warren
(2016). The formula is also closely related to the semigroup property of the plactic monoid, see
Chapter 2 of Fulton (1997).
Note that with B restricted to the first n lines,WB has the law of Brownian motions conditioned
not to intersect; these converge to the Airy line ensemble in the right scaling. So one might hope
that the last passage problem inWB converges to a last passage problem in the Airy line ensemble.
This seems incredible at first because lot of the last passage is taking place in parts of the melon
that disappear in the limit. Indeed, the limit only sees the top few lines and a time window of
order n−1/3.
The technical part of the proof is to show that the last passage path from (2xn−1/3, n) to (1, 1)
in WB follows a parabola of the form k 7→ (1− 2√k/(2x)n−1/3, k). We do this by analyzing a last
passage problem on the Airy line ensemble. Now for nearby x, x′ the parabolas diverge as k →∞
while the last passage values should be close. This suggests that there is not much information
contained in these paths away from the top corner. We turn this intuition into a proof in Section
6.
The directed landscape can be patched together from Airy sheets. For the convergence of last
passage percolation to the directed landscape, there is a technical tightness issue that we handle in
Section 11.
The focus of this paper is to construct the limiting objects, and we do not explore their prop-
erties in detail here. However, our description makes several natural questions about the directed
landscape accessible. We will analyze the geometry of this object in future work.
Our results complete the construction of the central object in the Kardar-Parisi-Zhang univer-
sality class. Although the full construction is new, several aspects of the directed landscape have
been studied previously. This is a very partial review of the literature, with results most directly
related to the present work. For a gentle introduction suitable for a newcomer to the area, see
Romik (2015). Review articles and books focusing on more recent developments include Corwin
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(2016), Ferrari and Spohn (2010), Quastel (2011), Takeuchi (2018) and Weiss, Ferrari and Spohn
(2017).
The Baik, Deift and Johansson (1999) proof for the length of the longest increasing subsequence
was the first to give the single point distribution of L as Tracy-Widom in a slightly different model,
see also Johansson (2000a). Baryshnikov (2001) and Gravner, Tracy and Widom (2001) showed
this convergence for Brownian last passage percolation by establishing showing that B[(0, n) →
(1, 1)] is equal in law to the top eigenvalue of the Gaussian Unitary Ensemble. As discussed
above, this connection was extended to all eigenvalues at the level of a last passage process by
O’Connell and Yor (2002).
Pra¨hofer and Spohn (2002) proved convergence of last passage values to L(0, 0; y, 1) jointly for
different values of y. This the top line of the Airy line ensemble. Corwin, Quastel and Remenik
(2013) extended the analysis to continuum statistics of functions of y. Corwin and Hammond
(2014) showed the Brownian Gibbs property of the Airy line ensemble, making it more accessible
to probabilistic analysis. Corwin et al. (2015) predicted many of the results of the present paper.
After predictions by Dotsenko (2013), Johansson (2017, 2018) gave the joint distribution of
L(a, b),L(a, c) for fixed a, b, c. Matetski et al. (2016) derived a formula for the distribution of gS,
the metric composition of a fixed function g and the Airy sheet S. Baik and Liu (2019) found
formulas for the joint distribution of {L′(a, bi) : i ∈ {1, . . . , k}} for any fixed a, b1, . . . , bk for a
related limiting object L′ that in our language would be the directed landscape on the cylinder.
We note the conjectured limit L′ can be described by wrapping the directed landscape L around
the cylinder and redefining path lengths locally. Recently, Johansson and Rahman (2019) proved
formulas analogous to those of Baik and Liu with L in place of L′.
More probabilistic and geometric methods have been used by various authors in conjunction
with integrable inputs to prove qualitative statements about limits of last passage percolation. As
an early example, Johansson (2000b) studied transversal fluctuations. More recently, Pimentel
(2018) showed tightness of the Airy sheet in a different model, and that the Airy sheet locally looks
like a sum of independent Brownian motions. Ferrari and Occelli (2019) analyzed the covariance of
last passage values at two different times. Other examples include Basu et al. (2014), Basu et al.
(2017), and Hammond and Sarkar (2018) discussed above.
Hammond (2016) used a probabilistic approach to prove Radon-Nikodym derivative and other
regularity bounds for parts of the Airy line ensemble with respect to Brownian bridges. Subsequent
papers (see Hammond (2017b,a,c)) combined this work with geometric reasoning to understand
problems about the geometry of last passage paths in Brownian last passage percolation and the
roughness of limiting growth profiles in that model.
We also need a strong probabilistic understanding of the Airy line ensemble in order to prove
Theorem 1.3. For this we use results from Dauvergne and Vira´g (2018), which for our purposes
provide stronger quantitative control than the results of Hammond discussed above.
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2 Preliminaries
2.1 Last passage across general functions
For an interval I ⊂ Z, let CI be the space of all continuous functions
f : R× I → R, (x, i) 7→ fi(x).
We will often think of f as a sequence of functions {fi : i ∈ I}. When I = {1, . . . , n}, we will
simply write Cn. We call a nonincreasing function π : [x, y] → I which is cadlag on (x, y) and
satisfies π(x) = ℓ and π(y) = m a path from (x, ℓ) to (y,m). Our paths are nonincreasing instead
of nondecreasing to accommodate the natural indexing of the Airy line ensemble.
We define the length of π with respect to a coordinatewise differentiable function f ∈ CI by∫
df ◦ π :=
∫ y
x
f ′π(t)(t)dt.
For each π, this is just a sum of increments of f , so this definition extends to all continuous f . Now
for x ≤ y ∈ R and m < ℓ ∈ I we define the last passage value of f from (x, ℓ) to (y,m) by
f [(x, ℓ)→ (y,m)] = sup
π
∫
df ◦ π,
where the supremum is taken over all paths π from (x, ℓ) to (y,m). See Figure 1 for an illustration
of this definition. We say that a point (x, t) lies along a path π : [s, r]→ Z if t ∈ [s, r] and if
lim
q→t−
π(q) ≥ x ≥ lim
q→t+
π(q).
In other words, if the graph of π is connected at its jumps by vertical lines, then (x, t) will lie on
this connected version of the graph.
For f ∈ CI , define the gap process g = g(f) by gi = fi− fi+1. We can alternately define path
length in terms of the gap process. For a non-increasing path π from (x, ℓ) to (y,m), we have∫
df ◦ π = fm(y)− fℓ(x)−
ℓ−1∑
i=m
gi(ti), (4)
where the times ti correspond to the jumps of the path π. Thus the last passage value can be
thought of as a difference of endpoints minus a minimal sum of gaps. This definition will be useful
when we deal with non-intersecting sets of lines f ∈ CI whose gap processes are non-negative.
We now extend the definition of last passage to disjoint collections of paths. Let
U = {(xi, ℓi) : i ∈ {1, . . . k}} and V = {(yi,mi) : i ∈ {1, . . . k}}
be two sequences of ordered pairs in R × I with xi ≤ yi and mi ≤ ℓi for all i. The points xi and
yi will be endpoints of disjoint paths πi with range {mi, . . . , ℓi}. Define Q(U, V ) to be the set of
k-tuples of functions π = (π1, . . . , πk) satisfying the following conditions:
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(i) For all i ∈ {1, . . . , k}, the function πi is a path from (xi, ℓi) to (yi,mi).
(ii) For all i ∈ {1, . . . , k − 1}, we have that πi(t) < πi+1(t) for all t ∈ (xi, yi) ∩ (xi+1, yi+1). In
order to ensure existence of last passage paths, we do not enforce a disjointness condition at
the endpoints. This guarantees that the set Q(U, V ) is closed in a natural topology on paths
(we define this precisely in Lemma 3.4).
We refer to elements of Q(U, V ) as paths from U to V . For a path π ∈ Q(U, V ), we define the
length of π with respect to f by
∫
df ◦ π =
k∑
i=1
∫
df ◦ πi.
With the above definition of Q(U, V ), we say that (U, V ) is an endpoint pair if the following
conditions hold. For this definition U = {(xi, ℓi)}i∈{1,...,k} and V = {(yi,mi)}i∈{1,...,k}.
(i) For all i ∈ {1, . . . , k}, we have that xi < yi and ℓi > mi.
(ii) For all i ∈ {1, . . . k − 1}, we have that xi ≤ xi+1 and yi ≤ yi+1.
(iii) The set of paths Q(U, V ) is non-empty.
For an endpoint pair (U, V ) and a function f ∈ CI , we define the last passage value of f across
(U, V ) by
f [U → V ] = sup
π∈Q(U,V )
∫
df ◦ π.
In the case when k = 1, we recover the previous definition of the last passage path.
We also define the set of last passage paths between U = {(xi, ℓi)}i∈{1,...,k} and V =
{(yi,mi)}i∈{1,...,k} by
Pf [U, V ] =
{
π ∈ Q(U, V ) :
∫
df ◦ π = sup
σ∈Q(U,V )
∫
df ◦ σ
}
.
We will omit the subscript f above when the function f is clear from context or does not change
throughout a proof.
2.2 Melons
Let Cn+ be the space of continuous functions
f : [0,∞) × {1, . . . , n} → R, (x, i) 7→ fi(x).
For f ∈ Cn+, we can define a function Wf ∈ Cn+ by the formula
k∑
i=1
(Wf)i(t) = f [(0, n)
k → (t, 1)k], for all k ∈ {1, . . . , n}, t ∈ [0,∞).
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Here (s, i)k is the sequence with k copies of the points (s, i). The function Wf can be thought of
as the recording tableau of a continuous version of the Robinson-Schensted-Knuth bijection. We
call Wf the melon of f . We will explore the process of constructing melons more in Section 4.
Paths in the melon Wf are ordered so that (Wf)1 ≥ (Wf)2 ≥ · · · ≥ (Wf)n (at the level of finite
RSK, this is a consequence of the Young tableaux inequalities). This is where the term melon
comes from: since paths in Wf avoid each other and all start from 0, they look like stripes on a
watermelon.
2.3 Brownian last passage percolation and the Airy line ensemble
We now introduce the main object of study in this paper, Brownian last passage percolation. See
Weiss et al. (2017) for background on the integrable aspects of this model. Let B ∈ CZ be a
sequence of independent two-sided Brownian motions. Let Bn be B restricted to R+ × {1, . . . n}.
We are concerned with finding limits of last passage values across the sequence B. By a result in
Section 4, we will be able to relate these last passage values values to last passage values across the
Brownian n-melon WBn.
There are many remarkable descriptions of the Brownian n-melon WBn. The description that
will be most useful to us here is that WBn can be described as the distributional limit as ǫ → 0
of a sequence of n independent Brownian motions Biǫ : [0, 1/ǫ]→ R with Biǫ(0) = iǫ conditioned so
that
B1ǫ (t) > B
2
ǫ (t) > · · · > Bnǫ (t).
This was first proven by O’Connell and Yor (2002), see also Biane, Bougerol and O’Connell (2005).
The top lines of the Brownian n-melon have a scaling limit known as the Airy line ensemble.
This next theorem was proven in many parts, see Pra¨hofer and Spohn (2002), Johansson (2003),
Adler and Van Moerbeke (2005), Corwin and Hammond (2014).
Theorem 2.1. Let WBn be a Brownian n-melon. Define the rescaled melon An = (An1 , . . . , A
n
n)
by
Ani (y) = n
1/6
(
(WBn)i(1 + 2yn
−1/3)− 2√n− 2yn1/6
)
.
Then An converges to a random sequence of functions A = (A1,A2, . . . ) ∈ CN in law with respect
to product of uniform-on-compact topology on CN. For every y ∈ R and i < j, we have that
Ai(y) > Aj(y). The function A is called the Airy line ensemble.
The shifted line ensemble R(y) = A(y) + y2 is stationary in time. We will refer to this object
as the stationary Airy line ensemble.
The top line of the Airy line ensemble is known as the Airy process (also called the Airy2
process). We now collect a few key facts about the Airy line ensemble and the Airy process. For
this proposition and throughout the paper, we say that a Brownian motion (or bridge, or melon)
has variance v if its quadratic variation in an interval [s, t] is proportional to v(t− s).
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O(n−1/3)
O(n−1/6)
Figure 3: A ‘Brownian melon’ from time 0 to time 1. If we zoom in around the location (1, 2
√
n)
on a O(n−1/3)×O(n−1/6) box, then we get the Airy line ensemble.
Proposition 2.2. Fix an interval [a, a + b] ⊂ R and k ∈ N, and define Bi(t) = Ai(a+ t)−Ai(a)
for i ∈ {1, . . . , k}. Then on the interval [0, b] the sequence (B1, . . . , Bk) is absolutely continuous
with respect to the law of k independent Brownian motions with variance 2.
The one-point distribution of times in the Airy process can be described by the Tracy-Widom
distribution (also called the Tracy-Widom GUE distribution). This fact will be used throughout
the paper, so we state it here as a theorem. See Ramirez, Rider and Vira´g (2011) for short proofs
of the tail bounds.
Theorem 2.3. [Tracy and Widom (1994)] Let R denote the stationary Airy line ensemble. For
every t ∈ R, the random variable R1(t) has Tracy-Widom distribution. In particular, it satisfies
the tail bounds
P(R1(t) > m) ≤ ce−dm3/2 and P(R1(t) < −m) ≤ ce−dm3
for universal constants c and d.
We will also use the following bound on two-point distributions of the Airy process.
Lemma 2.4 (Dauvergne and Vira´g (2018), Lemma 6.1). There are constants c, d > 0 such that
for every t ∈ R, s > 0, and a > 7s3/2, the stationary Airy process R1 satisfies
P(|R1(t)−R1(t+ s)| > a
√
s) ≤ ce−da2 .
Finally, we will also need the finite versions of Theorem 2.3 and Lemma 2.4, as well as a
proposition bounding the entire Brownian n-melon below a particular function.
Theorem 2.5 (Ledoux and Rider (2010)). Let W n1 be the top line of a Brownian n-melon. There
exist constants c and d such that for all m > 0 and all n ≥ 1 we have
P(|W n1 (1) − 2
√
n| ≥ mn−1/6) ≤ ce−dm3/2 .
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Proposition 2.6 (Dauvergne and Vira´g (2018), Proposition 4.1). Fix a > 0. There exist constants
c, d > 0 such that for every n ∈ N, t > 0, s ∈ [0, atn−1/3], and m > 0 we have
P
( ∣∣∣W n1 (t)−W n1 (t+ s)− s√n/t∣∣∣ > m√s
)
≤ ce−dm3/2 .
Proposition 2.7 (Dauvergne and Vira´g (2018), Proposition 4.3). There exist positive constants
b, c, and d such that for all m > 0 and n ≥ 1, with probabity at least 1− ce−dm3/2 we have
W n1 (t) ≤ 2
√
nt+
√
tn−1/6[m+ b log2/3(n1/3 log(t ∨ t−1) + 1)] for all t ∈ [0,∞).
Here a ∨ b is the maximum of a and b.
2.4 Modulus of Continuity
In order to construct many of the objects in the paper, we will need a way of translating tail bounds
on two-point differences into modulus of continuity bounds. For this, we use the Lemma 3.3 from
Dauvergne and Vira´g (2018). This lemma should be thought of as a generalized version of Le´vy’s
modulus of continuity for Brownian motion.
Lemma 2.8. Let T = I1 × · · · × Id be a product of bounded real intervals of length b1, . . . , bd. Let
c, a > 0. Let H be a random continuous function from T taking values in a vector space V with
norm | · |. Assume that for every i > 0, there exists αi ∈ (0, 1), βi, ri > 0 such that
P(|H(t+ eir)−H(t)| ≥ mrαi) ≤ ce−amβi (5)
for every coordinate vector ei, every m > 0 with t, t + rei ∈ T and r < ri. Set β = mini βi, α =
maxi αi, and b = maxi b. Then with probability one we have
|H(t+ s)−H(t)| ≤ C
(
d∑
i=1
|si|αi log1/βi
(
2bα/αi
|si|
))
, (6)
for every t, t+ s ∈ T with |si| ≤ ri for all i. Here C is random constant satisfying
P(C > m) ≤ cc0e−c1mβ ,
where c0 and c1 are constants that depend on α1, . . . αd, β1, . . . , βd, d and a. Notably, they do not
depend on b or c.
2.5 Notation
We now introduce notation for last passage values across Brownian motions, Brownian melons, and
the Airy line ensemble. This notation will be used throughout the paper starting in Section 6.
Letting B ∈ CZ be a sequence of independent two-sided Brownian motions, we first define
[x→ y]n := B[(x, n)→ (y, 1)],
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where (x, n)k is the sequence of (x, n) exactly k times. We will often omit the subscript n from the
brackets and simply write [x→ y] when the value of n is clear from context. We will also use the
mixed notation
[(x, k)→ y]n := B[(x, k)→ (y, 1)] and [x→ (y, k)]n := B[(x, n)→ (y, k)].
For last passage values in the melon WBn, we will use all the same notation with curly brackets
{ } in place of square ones [ ]. We will also use angled brackets 〈 〉 for last passage values across
the stationary Airy line ensemble:
〈(x, k)→ y〉 := A[(x, k)→ (y, 1)].
We will write π{x, y} for the rightmost last passage path in WBn from (x, n) to (y, 1). Here a
last passage path π is ‘rightmost’ if π ≥ τ for any other last passage path τ , see Lemma 3.5. We
similarly write π[x, y] be the rightmost last passage path in Bn from (x, n) to (y, 1).
To avoid carrying around n−1/3 spatial terms, we will often use the notation
x¯ = 2xn−1/3 and yˆ = 1 + 2yn−1/3
when the value of n is clear from context.
3 The geometry of last passage paths
Last passage paths can be thought of as geodesics in a metric space. This is a guiding principle
for many of the proofs in the paper. With this intuition in mind, we devote this section to stating
and proving some basic facts about the geometry of last passage paths. Many of these facts are
well-known and well-used in the context of last passage percolation, but we nonetheless include
proofs here for completeness and clarity.
For the rest of this section, let f ∈ CZ. The first lemma states that last passage paths have
the geodesic property that they maximize length between any two points on the path. Its proof is
straightforward and hence omitted.
Lemma 3.1. (Geodesic Property) Let ((x, ℓ), (y,m)) be an endpoint pair of single points. Then for
any π in the set of last passage paths Pf [(x, ℓ), (y,m)], and any times s < t ∈ [x, y], we have that∫ t
s
fdπ = max
{∫ t
s
fdτ : τ is a path from (s, π(s)) to (t, π(t))
}
.
The next fact is a straightforward consequence of Lemma 3.1. Its proof is again omitted.
Lemma 3.2. (Metric Composition Law) Let ((x, ℓ), (y,m)) be an endpoint pair of single points.
Then for any k ∈ {m, . . . , ℓ}, we have that
f [(x, ℓ)→ (y,m)] = sup
z∈[x,y]
f [(x, ℓ)→ (z, k)] + f [(z, k)→ (y,m)]
= sup
z∈[x,y]
f [(x, ℓ)→ (z, k)] + f [(z, k − 1)→ (y,m)].
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Lemma 3.2 implies a triangle inequality for last passage values. For any x ≤ z ≤ y we have
f [(x, ℓ)→ (y,m)] ≥ f [(x, ℓ)→ (z, k)] + f [(z, k)→ (y,m)]. (7)
It will also be useful to understand the right hand side above as a function of z.
Lemma 3.3. Let ((x, ℓ), (y,m)) be an endpoint pair and fix k ∈ {m, . . . , ℓ}. For z ∈ [x, y], define
h1(z) = f [(x, ℓ)→ (z, k)] − fk(z) and h2(z) = f [(z, k)→ (y,m)] + fk(z).
Then
f [(x, ℓ)→ (y,m)] = sup
z∈[x,y]
h1(z) + h2(z),
the function h1 is monotone increasing and the function h2 is monotone decreasing.
Proof. The representation of f [(x, ℓ) → (y,m)] as a supremum over h1 + h2 follows immediately
from Lemma 3.2. To see that h1 and h2 are monotone, observe that each is equal to a fixed term
that is independent of z minus an infimum over a sum of gaps (see the alternate definition of length
in (4)). The size of the set over which this infimum is being taken is increasing in z for h1 and
decreasing in z for h2, implying monotonicity.
For a k-tuple of paths π = (π1, . . . , πk) with range in Z, define the graph
Γ(π) = {(t, πi(t)) ∈ R× Z : i ∈ {1, . . . , k}, t in the domain of πi} ⊂ R× Z.
We then define a metric dk between k-tuples of paths by setting dk(π, τ) to be the Lebesgue measure
of the symmetric difference Γ(π)△Γ(τ). We call the topology induced by this metric the graph
topology on k-tuples of paths.
The following lemma is then immediate from the definition of the graph topology, since length
is a continuous function in this space and the set of paths Q(U, V ) is closed for any endpoint pair
(U, V ).
Lemma 3.4. For any endpoint pair (U, V ), the set P [U, V ] is closed in the graph topology.
The next lemma shows that in the set P [(x, ℓ), (y,m)] we can pick out rightmost and leftmost
paths.
Lemma 3.5. Let ((x, ℓ), (y,m)) be an endpoint pair. There exist paths π−, π+ ∈ P [(x, ℓ), (y,m)]
such that for any π ∈ P [(x, ℓ), (y,m)] and any z ∈ [x, y] we have
π−(z) ≤ π(z) ≤ π+(z).
We refer to π− as the leftmost last passage path and π+ as the rightmost last passage path.
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Proof. Since the set of last passage paths is closed (Lemma 3.4), it suffices to show that for any
paths π1, π2 ∈ P [(x, ℓ), (y,m)], that there exist paths τ1, τ2 ∈ P [(x, ℓ), (y,m)] such that
τ1(z) ≤ πi(z) ≤ τ2(z) for i = 1, 2.
For each z ∈ [x, y], define τ1(z) ≤ τ2(z) to be the order statistics of (π1(z), π2(z)). It can be checked
that τ1, τ2 ∈ Q((x, ℓ), (y,m)). Also,∫
df ◦ τ1 +
∫
df ◦ τ2 =
∫
df ◦ π1 +
∫
df ◦ π2,
since the paths τ1 and τ2 cover the same parts of lines in f as π1 and π2. Since the paths π1 and π2
maximize length in the set Q((x, ℓ), (y,m)), each of the paths τi must maximize length as well.
Rightmost and leftmost last passage paths also exhibit a monotonicity property in their end-
points. We only state this lemma for single paths, as this is how we will use it.
Lemma 3.6. (Monotonicity of last passage paths) For x ≤ y, let π+[x, y] denote the rightmost last
passage path in P [(x, n), (y, 1)]. Then π+[x, y] is a monotone increasing, right continuous function
of both x and y in the graph topology on paths.
Similarly π−[x, y] is a monotone decreasing, left continuous function of both x and y.
Proof. Right continuity is clear by continuity of length in the graph topology, so it suffices to prove
monotonicity. Let x1 ≤ x2 and y1 ≤ y2. For z ∈ [x2, y1], let τ1(z) ≤ τ2(z) be the order statistics of
(π+[x1, y1](z), π
+[x2, y2](z)).
To prove monotonicty, it is enough to show that τi = π
+[xi, yi] for i = 1, 2 on the interval [x2, y1].
We can extend τ1 to the interval [x1, x2] by defining it to be equal to π
+[x1, y1] there and similarly
extend τ2 to [y1, y2] by setting it to be equal to π
+[x2, y2]. We have that τi ∈ Q((xi, n), (yi, 1)) for
i = 1, 2. Moreover,∫
df ◦ τ1 +
∫
df ◦ τ2 =
∫
df ◦ π+[x1, y1] +
∫
df ◦ π+[x2, y2].
Since π+[x1, y1] and π
+[x2, y2] maximize weight, we have that τi ∈ P [(xi, n), (yi, 1)] for i = 1, 2.
Moreover, τ2 ≥ π+[x2, y2] by construction. Since π+[x2, y2] is a rightmost last passage path, this is
in fact equality. Hence τ1 = π
+[x1, y1] as well.
We now show that paths exhibit a tree structure.
Proposition 3.7. Let x1 ≤ x2 ≤ y1 ≤ y2 be points in R. Let π+[xi, yi] denote the rightmost last
passage path in Q((xi, n), (yi, 1)). Then there is a (possibly empty) interval [a, b] ⊂ [x2, y1] such
that the following holds.
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(i) π+[x1, y1](s) = π
+[x2, y2](s) for all s ∈ [a, b).
(ii) π+[x1, y1](s) < π
+[x2, y2](s) for all s ∈ [x2, y1] \ [a, b].
The discrepancy at the endpoint b is due to the fact that the paths are cadlag; it has no true role.
In particular, if x1 = x2, then the last passage paths to y1 and y2 follow the same path up to time
b, and are entirely disjoint afterwards (so they form two branches in a tree).
The same tree structure holds for π− in place of π+.
Proof. Let
I = {t ∈ [x2, y1] : π[x, y1](s) = π[x, y2](s)},
and define b = sup I and a = inf I. Since both π+[x1, y1] and π
+[x2, y2] are rightmost last passage
paths, the geodesic property of last passage paths (Lemma 3.1) implies that π+[xi, yi]|[a,b) is a
rightmost last passage path between the points
(a, π+[xi, yi](a)) and (b, lim
z→b−
π+[xi, yi](z)).
Since these points are the same for i = 1, 2 by the definition of b and a, this implies that
π+[x1, y1]|[a,b) = π+[x2, y2]|[a,b). Combining this with monotonicity (Lemma 3.6) proves the lemma.
We end this section with a monotonicity proposition for sums of last passage values.
Proposition 3.8. Let x = (x1, n), y = (y1, 1) and define x
′,y′ similarly. Assume x1 ≤ x′1 < y1 ≤
y′1 ∈ R. Then
f [x→ y] + f [x′ → y′] ≥ f [x→ y′] + f [x′ → y].
Proof. By the ordering on the points, there must exist a point z = (t, k) that lies along both the
rightmost last passage paths from x to y′ and x′ to y. The result is then the sum of the triangle
inequalities
f [x→ y] ≥ f [x→ z] + f [z → y] and
f [x′ → y′] ≥ f [x′ → z] + f [z → y′].
4 Melons
Recall that Cn+ is the space of n-tuples of continuous functions from [0,∞) to R. Recall also the
melon map f 7→Wf (introduced in Section 2) defined so that
k∑
i=1
(Wf)i(t) = f [(0, n)
k → (t, 1)k]
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for all k ∈ {1, . . . , n} and t ∈ [0,∞). In this section, we show that certain last passage values are
preserved by the map f 7→ Wf .
To do this, we first approach the construction of Wf by successively sorting pairs of functions.
This approach is taken in O’Connell and Yor (2002), Biane et al. (2005). Let f1, f2 : [0,∞) → R
be two continuous functions. For x < y ∈ [0,∞), define the maximal gap size
G(f1, f2)(x, y) = max
s∈[x,y]
[f2(s)− f1(s)].
Then the last passage values satisfy
W (f1, f2)1(t) = f1(t)− f2(0) +G(f1, f2)(0, t)
W (f1, f2)2(t) = f2(t)− f1(0)−G(f1, f2)(0, t)
Now let f ∈ Cn+. For i ∈ {1, . . . , n− 1}, define
σi(f) = (f1, f2, . . . , fi−1,W (fi, fi+1)1,W (fi, fi+1)2, fi+2 . . . , fn).
Now let (i1, . . . , i(n2)
) be any sequence of numbers in {1, . . . , n − 1} such that τi1 . . . τi(n2) is the
reverse permutation n(n− 1) . . . 1, where τi = (i, i+ 1) is the adjacent transposition. Then we can
alternately define the melon of f by
Wf := σi1 . . . σi(n2)
(f).
By the theory developed in Biane et al. (2005), this is the same object as our previous definition
of the melon and is independent of the choice of reduced decomposition. We use this construction
of Wf to prove the following proposition.
Proposition 4.1. Let n, k ∈ N, and let U = {(xi, 1)}i∈{1,...k} and V = {(yi, n)}i∈{1,...k} be an
endpoint pair with xi ≥ 0 for all i. Then for any f ∈ Cn+, we have that
f [U → V ] =Wf [U → V ].
We will prove this proposition in three steps. We first deal with the case n = 2, when U and V
each have one element.
Lemma 4.2. Let f = (f1, f2). For every 0 ≤ x < y, we have that
f
[
(x, 2)→ (y, 1)] =Wf[(x, 2)→ (y, 1)].
Proof. Last passage values are left unchanged by shifting functions up or down by a constant.
Hence we may assume that f1(0) = f2(0) = 0. To avoid carrying bulky notation, we also set
s(x, y) = G(f1, f2)(x, y)
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to be the maximal gap size. We have that
f
[
(x, 2)→ (y, 1)] = f1(y)− f2(x) + s(x, y) and
Wf
[
(x, 2)→ (y, 1)] = f1(y) + s(0, y) − f2(x) + s(0, x) + sup
t∈[x,y]
[f2(t)− f1(t)− 2s(0, t)].
Therefore to prove the lemma, it is enough to show that
s(x, y)− s(0, y)− s(0, x) = sup
t∈[x,y]
[f2(t)− f1(t)− 2s(0, t)]. (8)
To prove (8), we divide into cases. First suppose that s(0, x) = s(0, y). In this case, since s(0, ·) is
an non-decreasing function, we have that s(0, t) = s(0, x) = s(0, y) for all t ∈ [x, y]. Therefore
sup
t∈[x,y]
[f2(t)− f1(t)− 2s(0, t)] = sup
t∈[x,y]
[f2(t)− f1(t)]− s(0, y)− s(0, x)
= s(x, y)− s(0, y) − s(0, x).
For the case when s(0, x) < s(0, y), observe that
sup
t∈[x,y]
[f2(t)− f1(t)− 2s(0, t)] ≤ − inf
t∈[x,y]
s(0, t) = −s(0, x). (9)
Moreover, since s(0, ·) increases on the interval [x, y], continuity of the functions f1 and f2 imply
that there exist times t1 and t2 in [x, y] such that
s(0, t1) = f2(t1)− f1(t1) = s(0, x) and f2(t2)− f1(t2) = s(0, y).
The first equation above implies that the inequality in (9) is in fact equality, and the second equation
implies that s(x, y) = s(0, y). Combining these facts proves (8).
Next, we extend the n = 2 case to deal with an arbitrary number of paths.
Lemma 4.3. Let f = (f1, f2). For every endpoint pair of the form U = {(xi, 2)}i∈{1,...k} and
V = {(yi, 1)}i∈{1,...k}, we have that
f
[
U → V ] =Wf [U → V ].
Proof. The condition that (U, V ) is an endpoint pair implies that yi ≤ xi+2 for all i ∈ {1, . . . , k−2}.
Secondly, whenever xi+1 < yi, if π ∈ Q(U, V ) then
πi(t) = 1 and πi+1(t) = 2 for all t ∈ (xi+1, yi]. (10)
Therefore we can write
sup
π∈Q(U,V )
k∑
i=1
∫
df ◦ πi =
sup
π∈Q(U,V )
(
k∑
i=1
∫ yi∧xi+1
xi∨yi−1
df ◦ πi +
k−1∑
i=1
1(xi+1 < yi)[f1(yi) + f2(yi)− f1(xi+1)− f2(xi+1)]
)
.
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In the above formula, we treat y0 as 0 and xk+1 as ∞. Now, since (Wf)1 + (Wf)2 = f1 + f2, the
second term under the right hand supremum above is preserved by mapping f 7→ Wf . We need
to check that the same is true of the first term. Since the intervals (xi ∨ yi−1, yi ∧ xi+1) are all
disjoint from each other, the only condition that forces interactions between the coordinates of a
path π ∈ Q(U, V ) is condition (10). Therefore
sup
π∈Q(U,V )
k∑
i=1
∫ yi∧xi+1
xi∨yi−1
df ◦ πi =
k∑
i=1
sup
πi∈Q((xi∨yi−1,2),(yi∧xi+1,1))
∫
df ◦ πi.
By Lemma 4.2, each supremum term in the sum on the right hand side is preserved by the map
f 7→Wf .
Before proving Proposition 4.1, we record an extension of the metric composition law in Lemma
3.2. First, for a set of k-tuples W = {(wi,m)}i∈{1,...,k}, define W− = {(wi,m− 1)}i∈{1,...,k}.
Lemma 4.4. Let f ∈ CZ. Let (U, V ) be an endpoint pair of the form U = {(xi, n)}i∈{1,...,k},
V = {(yi, 1)}i∈{1,...,k}, and let m ∈ {1, . . . , n − 1}. Then
f [U → V ] = sup
W
f [U →W ] + f [W− → V ],
where the supremum is taken over all k-tuples W = {(wi,m)}i∈{1,...,k}, such that both (U,W ) and
(W−, V ) are endpoint pairs.
The proof of Lemma 4.4 is straightforward and hence we omit it.
Proof of Proposition 4.1. It is enough to show that for any sequence of continuous paths f =
(f1, . . . , fn) with fi(0) = 0 for all i and any m ∈ {1, . . . , n− 1}, that
σmf [U → V ] = f [U → V ].
For any f , by Lemma 4.4 applied twice, we can write
f [U → V ] = sup
(Z,W )
(
f [U →W ] + f [W− → Z] + f [Z− → V ]
)
(11)
Here the supremum is over all pairs (Z = {(zi,m)}i∈{1,...,k},W = {(wi,m+ 2)}i∈{1,...,k}) such that
each of (U,W ), (W−, Z), and (Z−, V ) are all endpoint pairs. For a fixed pair (Z,W ), when we
apply σm to f , the first and third terms under the supremum in (11) do not change since the
relevant components fi do not change. The middle term is preserved under the transformation σm
by Lemma 4.2. Hence the right hand side of (11) is also preserved under the map f 7→ σmf .
We finish this section with a straightforward consequence of Proposition 4.1. We say that two
paths π1 and π2 are disjoint if either π1 > π2 or π1 < π2 on the entire interior of both functions’
domains. For this lemma, we introduce the following notation. Suppose that f ∈ Cn or f ∈ CZ.
We define π+f [x, y] as the rightmost last passage path in the set Pf [(x, n), (y, 1)] (and similarly
define the leftmost path π−f [x, y]).
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Lemma 4.5. Let U = ((x1, n), (x2, n)) and V = ((y1, 1), (y2, 1)) be an endpoint pair with 0 ≤ x1.
The paths π−f [x1, y1] and π
+
f [x2, x2] are disjoint if and only if the paths π
−
Wf [x1, y1] and π
+
Wf [x2, x2]
are disjoint.
Proof. The paths π−f [x1, y1] and π
+
f [x2, y2] are disjoint precisely when
f [(x1, n)→ (y1, 1)] + f [(x2, n)→ (y2, 1)] = f [U → V ]. (12)
To see this, note that if the paths π−f [x1, y1] and π
+
f [x2, y2] are disjoint, then (π
−
f [x1, y1], π
+
f [x2, y2])
forms a last passage path from U to V . Moreover, if equality holds in (12), then there must exist
π ∈ Pf [(x1, n), (y1, 1)] and τ ∈ Pf [(x2, n), (y2, n)] that are disjoint. Pushing these paths further left
right, respectively, preserves disjointness.
Now, Proposition 4.1 implies that (12) holds if and only if it holds with Wf in place of f . By
the same reasoning as above, this is true if and only if the paths π−Wf [x1, y1] and π
+
Wf [x2, x2] are
disjoint.
5 Properties of melon paths
In this section, we collect some key combinatorial facts about last passage paths in melons. We
first record the following basic fact about the location of last passage paths. We state this lemma
for functions f ∈ Cn+ that start at 0 and stay ordered, as any melon Wf has this property.
Lemma 5.1. Let f ∈ Cn+ be such that fi(0) = 0 for all i ∈ {1, . . . , n} and fi ≥ fi+1 for all
i ∈ {1, . . . , n − 1}. Fix j < k ≤ n ∈ N. Let U = {(xi, n)}i∈{1,...,k}, V = {(yi, 1)}i∈{1,...,k} be an
endpoint pair with xi = 0 for all i ∈ i ∈ {1, . . . , j}. Then there exists a last passage path
π ∈ Pf [U, V ]
such that πi(t) = i for all t ∈ (0, y1), i ∈ {1, . . . , j}.
Proof. Let g be the gap process of f defined by gi = fi − fi+1. By the identity (4), we can write
f [U → V ] = sup
τ∈Q(U,V )
k∑
i=1
(
f1(yi)− fn(xi)−
n−1∑
r=1
gr(Tr(τi))
)
=
k∑
i=1
(
f1(yi)− fn(xi)− inf
τ∈Q(U,V )
n−1∑
r=1
gr(Tr(τi))
)
.
(13)
Here Tr(τi) is the time when the path τi jumps up to line r. Hence, any last passage path π across
f minimizes the sum of the gaps. In particular, this implies that if π is a last passage path, then
for i ∈ [1, j] when xi = 0, we can replace each function πi with a function that immediately jumps
up to line i to take advantage of the zero-sized gaps there: since gi(t) ≥ 0 for all i, t, this process
cannot decrease the length of the path. By the ordering constraints on the functions {πi}i∈{1,...,k},
we must also have have that πi(t) ≥ i for all t < y1.
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Melons opened up at other times
We will use melons starting at points other than 0. Let f ∈ Cn. We define the melon at z by
Wzf =Wf(z + ·).
We also define the reversing maps Rz : C
n → Cn by
Rzfi(t) = −fn+1−i(z − t).
We can now define the reverse melon opened up at z byW ∗z f =WRzf . We record the following
fact about reverse melon last passage values. The proof follows straight from the definition and
Proposition 4.1, and so we omit it.
Lemma 5.2. Let f ∈ Cn and let U = {(xi, n)}i∈{1,...,k}, V = {(yi, 1)}i∈{1,...,k} be an endpoint pair.
For any z ≥ yk, we have that
f [U → V ] = Rzf [Vz → Uz] =W ∗z f [Vz → Uz].
Here Uz = {(z − xi, 1)}i∈{1,...,k} and Vz = {(z − yi, n)}i∈{1,...,k}.
In the remainder of this section, we will build a path transformation lemma which represents
f [(x, n) → (y, k)] in terms of a first passage value across a reverse melon. For f ∈ Cn and k < n
define the backwards first passage value
F (f)[(x, 1)→ (y, k)] = inf
π
∫
df ◦ π,
where the infimum is taken over all non-decreasing cadlag functions π : [x, y]→ {1, . . . , k}.
Lemma 5.3. Let f ∈ Cn. For every 0 ≤ x < z, we have that
Wf [(x, n)→ (z, k)] = (Wf)k(z)− F (W ∗z f)[(z − x, 1)→ (z, k)].
The proof of this lemma is illustrated in Figure 4.
Proof. To simplify notation in the proof, we write {zk−1, w} for the k-tuple of points consisting of
k − 1 copies of z and one copy of w. Similarly, we write {w, zk−1} if the points are in the opposite
order. First by Lemma 5.1, there is a last passage path
π ∈ PWf [{(0, n)k−1, (x, n)}, (z, 1)k ]
with πi(t) = i for all t ∈ [0, z] and i ≤ k − 1. The only constraint on the remaining path πk is
that it avoids the first k lines. In other words, πk must be a last passage path from (x, n) to (z, k).
Moreover,
k−1∑
i=1
∫
df ◦ πi =Wf [(0, n)k−1 → (z, 1)k−1],
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Figure 4: An illustration of the proof of Lemma 5.3. We want to understand the last passage value
in the melon from (x, n) to (z, k); here n = 5 and k = 3. To do this, note that this is the bottom
path in a collection of k − 1 disjoint last passage paths from (0, n) to (z, 1) and one path from
(x, n) to (z, 1): this is Figure 4 (a). We can then ‘demelonize’ (Figure 4 (b)) and then ‘remelonize’
at z after reversing the original lines (Figure 4 (c)). These transformations leave the appropriate
last passage values (i.e the sum of the lengths of the coloured paths) unchanged. In Figure (c), the
last passage paths use the top 3 lines up to time k, except for the graph of one increasing path
from (z−x, 1) to (z, 3): this path gives the first passage value that appears in the statement of the
lemma. This is only a sketch, i.e. Figures (a) and (c) are not truly the melon and reverse melon of
Figure (b).
again because of Lemma 5.1. Putting these facts together gives that
Wf [(x, n)→ (z, k)]
=Wf [{(0, n)k−1, (x, n)} → (z, 1)k ]−Wf [(0, n)k−1 → (z, 1)k−1]. (14)
We now analyze the first term on the right hand side above. By Proposition 4.1, this term does
not change when we replace Wf by the original function f . We can then use Lemma 5.2 to rewrite
it in terms of the last passage values in the reverse melon W ∗z f opened up at z. This gives that
Wf [{(0, n)k−1, (x, n)} → (z, 1)k ] =W ∗z f [(0, n)k → {(z − x, 1), (z, 1)k−1}]. (15)
By Lemma 5.1, there exists a path
π ∈ PW ∗z f [(0, n)k, {(z − x, 1), (z, 1)k−1}]
such that πi(t) ≤ i for all t > 0 and i ∈ {1, . . . , k}. Hence π|[0,z−x] will be a last passage path from
(0, n)k to (z − x, 1)k in W ∗z f . In particular, this implies that
W ∗z f [(0, n)
k → {(z − x, 1), (z, 1)k−1}]
=W ∗z f [(0, n)
k → (z − x, 1)k] + sup
τ
k∑
i=2
∫ z
z−x
dW ∗z f ◦ τi (16)
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where the supremum above is over all sequences of non-increasing paths τ = (τ2, . . . , τk) with
τi(t) ≤ i and τi < τi+1 on the interval (z − x, z). This restriction on the paths τi implies that there
exists a non-decreasing path τ∗ : [z − x, z] → {1, . . . , k} whose graph is disjoint from each of the
graphs of the paths τi and such that the graph
Γ(τ) =
{
(t, τi(t)) : t ∈ [z − x, z], i ∈ {2, . . . , k, ∗}
}
is equal to all of [z − x, z]× {1, . . . , k}. In particular, this implies that
k∑
i=2
∫ z
z−x
dW ∗z f ◦ τi +
∫ z
z−x
dW ∗z f ◦ τ∗ =W ∗z f [(0, n)k → (z, 1)k]−W ∗z f [(0, n)k → (z − x, 1)k].
Hence the right hand side of (16) is equal to
W ∗z f [(0, n)
k → (z, 1)k]− inf
τ∗
∫ z
z−x
dW ∗z f ◦ τ∗,
where the infimum is taken over all non-decreasing paths τ∗ : [z− x, z]→ {1, . . . , k}. This infimum
is simply the backwards first passage value F (W ∗z f)[(z − x, 1) → (z, k)]. Finally, combining this
representation with (14) and (15) implies that
Wf [(x, n)→ (z, k)] =W ∗z f [(0, n)k → (z, 1)k ]
−Wf [(0, n)k−1 → (z, 1)k−1]− F (W ∗z f)[(z − x, 1)→ (z, k)].
(17)
We can rewrite the first term on the right hand side above in terms of a last passage time across
Wf by using Lemma 5.2 and Proposition 4.1. This gives that
W ∗z f [(0, n)
k → (z, 1)k] =Wf [(0, n)k → (z, 1)k].
Furthermore, by Lemma 5.1, the above last passage is equal to (Wf)1(z) + · · · + (Wf)k(z). The
second term on the right hand side of (17) can similarly be written as (Wf)1(z)+ · · ·+(Wf)k−1(z),
completing the proof of the lemma.
6 The Airy line ensemble last passage problem
Recall the scaling operations x¯ = 2xn−1/3 and yˆ = 1 + 2yn−1/3, and the bracket notation [], {},
and 〈〉 for last passage across Brownian motions, a Brownian melon, and the Airy line ensemble.
Our goal is to understand Brownian last passage percolation from x¯ to yˆ by analyzing last passage
across Brownian melons. By Lemma 3.2, this analysis can be broken down into an analysis of a
last passage problem across the top right corner of the melon and a last passage problem up to
that corner. By continuity, the last passage problem across the top right corner will translate to a
last passage problem in the Airy line ensemble.
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The harder part is the last passage up to the top right corner, whose values seem not to be
contained in the limiting Airy line ensemble information; these are values of the form {x¯→ (zˆ, k)}n.
To tackle this problem, we approximate a variant,
{x¯→ (zˆ, k)}n −W nk (zˆ),
which has the added advantage of monotonicity in z (see Lemma 3.3). In the sequel, for a random
array {Rn,k : n, k ∈ N} we will write
Rn,k = o(rn,k) if for all ǫ > 0
∞∑
k=1
lim sup
n→∞
P(|Rn,k/rn,k| < ǫ) <∞. (18)
The idea behind this notation is that if we can pass to a limit in n to get a sequence Rk, then by
the Borel-Cantelli lemma, Rk/rk → 0 almost surely.
Proposition 6.1. For each n, let W n = WBn be a Brownian n-melon. Let x > 0, ǫ > 0 and let
zk be an arbitrary sequence of real numbers. Let
Fnk (z) = n
1/6
[
{x¯→ (zˆ, k)}n −W nk (zˆ) + 2xn1/6
]
.
Then
Fnk (zk) = 2
√
2kx+ 2zkx+ o(
√
k).
We first reduce this problem to a last passage problem through the Airy line ensemble. In the
same setup as above we have the following.
Lemma 6.2. Fix k ∈ N. Then
F kn (zk)− 2zkx d→ 〈(0, k) → (x, 1)〉 as n→∞. (19)
Proof. By Lemma 5.3, we have
Fnk (zk)− 2xn1/3 = −n1/6F (W ∗zˆkBn)[(zˆk − x¯, 1)→ (zˆk, k)]
where the function F on the right hand side is the backwards first passage value in the reverse
melon opened up at zˆk. Reverse melons opened up at zˆk converge in distribution to the Airy line
ensemble. This uses Theorem 2.1 and the fact that any reverse melon is equal in distribution to a
usual Brownian n-melon.
Since backwards first passage values are continuous with respect to uniform convergence on
compact sets, the limit (19) is the backwards first passage value
−F (A)[(zk − x, 1)→ (zk, k)] − zkx
2
.
The claim now follows from the stationarity and flip symmetry of the stationary Airy line ensemble
and the fact that a backward first passage value across f(·) is equal to the negative of a last passage
value across f(− ·). The correction term on the left hand side of (19) accounts for the parabolic
shape of the Airy line ensemble.
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We are now ready to prove the key theorem about last passage values across the Airy line
ensemble. Together with Lemma 6.2 this implies Proposition 6.1.
Theorem 6.3. Fix x > 0, and recall that 〈(0, k)→ x〉 is the last passage value across the Airy line
ensemble A from line k at time 0 to line 1 at time x. Then there exists a constant d ∈ N such that
for every ǫ > 0, we have
∑
k∈N
P
(
〈(0, k)→ x〉 − 2√2kx
k9/21 logd k
> ǫ
)
<∞.
in probability as k →∞.
We expect that the true fluctuation 〈(0, k) → x〉 around 2√2kx should be O(k−1/6) as in
Brownian last passage percolation, not o(k9/21 logd k). While the error we get could be improved
by a more careful application of our methods, even our most optimistic heuristic proofs of the above
theorem did not yield this error. It would be of interest to improve the above result to get a bound
that is o(1) as k → ∞, as this would yield a slightly nicer representation of the Airy sheet in the
limit; see Problem 14.4.
To prove this theorem we require structural results about the Airy line ensemble from Dauvergne and Vira´g
(2018). We start with two definitions.
Definition 6.4. Fix t > 0. For a fixed ℓ > 0, define si = it/ℓ for all i ∈ {0, 1, . . . , ℓ}. For k, δ > 0,
we define a random graph Gk(t, ℓ, δ) on the set
Sk(ℓ) = {1, . . . , k} × {1, . . . , ℓ},
where the points (i, j) and (i+ 1, j) are connected if either
|Ai(sj−1)−Ai+1(sj−1)| ≤ δ or |Ai(sj)−Ai+1(sj)| ≤ δ.
Definition 6.5. The bridge representation Bk(t, ℓ, δ) of the Airy line ensemble A is a sequence
(B1, . . . ,B2k) of functions from [0, t] to R constructed as follows. For every (i, j) ∈ {1, . . . , 2k} ×
{1, . . . , ℓ}, sample a Brownian bridge Bi,j : [sj−1, sj ]→ R of variance 2 with
Bi,j(sj−1) = Ai(sj−1) and Bi,j(sj) = Ai(sj),
where the bridges Bi,j and Bi′,j are conditioned not to intersect if (i, j) and (i
′, j) are in the
same component of G2k(t, ℓ, δ). We then define the ith line Bi of the line ensemble Bk(t, ℓ, δ) by
concatenating the bridges Bi,j. That is, Bi|[sj−1,sj ] = Bi,j for all j ∈ {1, . . . , ℓ}.
See Figure 5 for an illustration of the bridge representation of A. We now state the main
structural result about the Airy line ensemble from Dauvergne and Vira´g (2018).
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Figure 5: An illustration of the bridge representation B of the Airy line ensemble. Figure 5(a) is
the Airy line ensemble, with points at three times identified. Points with the same time coordinate
are grouped together if they are close. To sample the bridge representation on this grid, we erase all
lines between the specified points and resample independent Brownian bridges that are conditioned
not to intersect each other if either of their endpoints are close (i.e. have the same colour). The
result is Figure 5(b). If we only look at the top half of the lines in the bridge representation, then
with high probability they do not intersect each other and resemble the Airy line ensemble.
Theorem 6.6. There exist constants c, d > 0 such that the following holds for all k ≥ 3, t > 0,
γ ∈ (c log(log k)/ log k, 2], and ℓ ≥ tk2/3+γ . The total variation distance between the laws of top k
lines of the bridge representation Bk(t, ℓ, k−1/3−γ/4) and the top k lines of the Airy line ensemble
restricted to the interval [0, t] is bounded above by
ℓe−dγk
γ/12
.
The above theorem gives that at the right scale, the Airy line ensemble can be represented
as sequences of concatenated Brownian bridges. This will allow us to relate last passage across
the Airy line ensemble to last passage across concatenated Brownian bridges, and then in turn
to Brownian last passage. We will also need a structural result showing that edges in the graph
G2k(t, ℓ, δ) are rare, and a result about deviations of the Airy line ensemble.
Proposition 6.7 (Proposition 7.4, Dauvergne and Vira´g (2018)). Fix γ > 0, and let k ∈ N, t ∈
[0,∞), ℓ ≥ tk2/3+γ and δ = k−1/3−γ/4. Let the graph G = G2k(t, ℓ, δ) be as in Definition 6.4. For
each j ∈ {1, . . . , ℓ}, let
Vj = {x ∈ {1, . . . , 2k} : degG(x, j) ≥ 1}.
In other words, Vj is the set of vertices in G with second coordinate j that are connected to at least
one other vertex. Then for any α ∈ (0, 1], i ∈ {⌊kα⌋+ 1, . . . , 2k}, and m ≤ k2α/3, we have that
P(|Vj ∩ {i− ⌊kα⌋, . . . , i}| > mkα−3γ/4) ≤ ce−dm.
Here c and d are universal constants.
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Theorem 6.8 (Theorem 8.1, Dauvergne and Vira´g (2018)). There exists a constant d > 0 such
that for any t > 0, we have that
∑
k∈N
P
(
sup
s,s+r∈[0,t]
|Ak(s)−Ak(s + r)|√
r log1/2(1 + r−1) logd k
> 1
)
<∞. (20)
The proof of Theorem 6.3 relies on rewriting each line in the bridge representation of the Airy
line ensemble as a Brownian motion plus error terms. Understanding last passage in this case can
be handled by the following subadditivity lemma. The proof is straightforward, and so we omit it.
Lemma 6.9. For f ∈ Cn, let
L(f) = f [(0, n)→ (t, 1)]
be the last passage value across f from time 0 to time t, and let F (f) = −L(−f) be the first passage
value across f , again from the point (0, n) to (t, 1). Then for any f, g ∈ Cn we have that
L(f) + F (g) ≤ L(f + g) ≤ L(f) + L(g).
Proof of Theorem 6.3. We set x = 1 for notational simplicity as the value of x plays no important
role. Let Bk = Bk(1,
⌈
k2/3+γ
⌉
, k−1/3−γ/4) be the bridge representation induced the by the graph
Gk := G2k(1,
⌈
k2/3+γ
⌉
, k−1/3−γ/4).
Let {ski : i ∈ {1, . . . ,
⌈
k2/3+γ
⌉}} be the division of time that gives rise to Gk. Here γ ∈ (0, 1/3) is
a parameter that we will optimize over later in the proof. By Theorem 6.6, we can couple all the
representations Bk with the Airy line ensemble A so that∑
k∈N
P
(Bk|{1,...,k}×[0,1] 6= A|{1,...,k}×[0,1]) <∞.
Hence it suffices to analyze the last passage time L(Bk) from (0, k) to (x, 1).
Step 1: Splitting up the paths. By representing each of the Brownian bridges used to create
Bk = (Bk,1, . . . ,Bk,k) as a Brownian motion minus a random linear term, we can write
Bk,j = Hk,j +Rk,j +Xk,j.
Here the k-tuple Hk = (Hk,1, . . . ,Hk,k) consists of k independent Brownian motions of variance 2
on [0, 1]. The functions Rk,j are piecewise linear with pieces defined on the time intervals [s
k
i−1, s
k
i ]
for i ∈ {0, . . . , ⌈k2/3+γ⌉}, and the error term Xk,j is equal to zero except for on intervals [ski−1, ski ]
where the vertex (j, i) is in a component of size greater than one in the graph Gk. On such intervals,
Xk,j is the difference between a Brownian bridge from 0 to 0 and a Brownian bridge conditioned
to avoid Uj,i − 1 other Brownian bridges with certain start and endpoints, where Uj,i is the size of
the component of (j, i) in Gk.
29
Now let L(f) = f [(0, k)→ (1, 1)] for f ∈ Ck, and let F (f) = −L(−f). By subadditivity of last
passage values (Lemma 6.9), we have that
L(Hk) + F (Rk) + F (Xk) ≤ L(Bk) ≤ L(Hk) + L(Rk) + L(Xk). (21)
By Theorem 2.5, the main term
L(Hk) = 2
√
2k + Ykk
−1/6, (22)
where {Yk}k∈N is a sequence of random variables satisfying a tail bound
P(|Yk| > m) ≤ ce−dm3/2
for c, d independent of m and n.
Step 2: Bounding the piecewise linear term. First, we have the bound
|L(Rk)|, |F (Rk)| ≤Mk,
where Mk is the maximum absolute slope of any of the piecewise linear segments in Rk. The
slopes in Rk come from increments in the Airy line ensemble minus the increments of the Brownian
motions Hk on the grid points. Recalling that Sk(ℓ) = {1, . . . , k}×{1, . . . , ℓ}, we have the following
upper bound for Mk:
⌈
k2/3+γ
⌉[
max
(i,j)∈Sk(⌈t2/3+γ⌉)
|Hk,j(si)−Hk,j(si−1)|+ max
(i,j)∈Sk(⌈t2/3+γ⌉)
|Ak(si)−Ak(si−1)|
]
.
By a standard Gaussian bound on the first term and Theorem 6.8 for the second term, we have
that for some d ∈ N, that ∑
k∈N
P
(
Mk ≥ k1/3+γ/2 logd k
)
<∞. (23)
Step 3: Bounding the large component error. To bound L(Xk) and F (Xk), we divide
{1, . . . , k} into n = ⌈k2/3+γ⌉ intervals
Ik,i =
{⌊
(i− 1)k
n
⌋
+ 1, . . . ,
⌊
ik
n
⌋}
, i ∈ {1, . . . , n}.
This, and the division of time into the intervals [si−1, si] for i ∈ {1, . . . , n} breaks the line ensemble
Xk into n
2 boxes. Each last passage path can meet at most 2n− 1 of these boxes. So we have that
L(Xk) ≤ (2n − 1)Zk, (24)
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where Zk is the maximal last passage value among all values that start and end in the same box
(including the boundary). Specifically,
Zk = max
(i,j)∈[1,n]2
max {Xk[(ℓ1, r1)→ (ℓ2, r2)] : ℓ1, ℓ2 ∈ Ik,i, r1, r2 ∈ [sj−1, sj ]} .
We have that Zk ≤ NkDk, where
Nk = max
(i,j)∈[1,n]2
∣∣∣{ℓ ∈ Ik,i : Xℓ|[sj−1,sj ] 6= 0}∣∣∣ and
Dk = max
{
|Xk,ℓ(t)−Xk,ℓ(r)| : ℓ ∈ [1, k], t, r ∈ [si−1, si] for some i ∈ {1, . . . , n}
}
.
That is, Nk is the maximum number of nonzero line segments in any box, and Dk is the maximum
increment over any line segment in a box. Since Xk,j = Bk,j − Hk,j − Rk,j, we can bound Dk in
terms of the deviations of the other paths. This can be done by using the bound on Mk above,
Theorem 6.8, and standard bounds on Gaussian random variables. We get that for some constant
d ∈ N, that
∞∑
k=1
P
(
Dk > k
−1/3−γ/2 logd k
)
<∞. (25)
The quantity Nk is equal to the maximum number of edges in the graph Gk in a region of the
form Ik,i×{j} for some j ∈ {1, . . . , n}. This can be bounded by using Proposition 6.7 and a union
bound, and gives that ∑
k∈N
P
(
Nk > k
1/3−γk−3γ/4 log2 k
)
<∞.
Combining this with the bound in (24) and (25) implies that for some constant d > 0, that
∑
k∈N
P
(
L(Xk) > k
2/3−5γ/4 logd k
)
<∞. (26)
We can symmetrically bound F (Xk).
Step 4: Putting it all together. By combining the inequalities (21), (22), (23) and (26), we get
that for some d ∈ N that∑
k∈N
P
(
|L(Bk)− 2
√
k| > k2/3−5γ/4 logd k + k1/3+γ/2 logd k
)
<∞.
Taking the optimal γ = 4/21 and increasing the power of log k from d to d + 1 completes the
proof.
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7 Melon paths are parabolas
In this section, we use the results of Section 6 to establish bounds on the location of melon last
passage paths. We will also establish that last passage paths that start or end close together
meet with high probability. These two facts will allow us to construct the Airy sheet in Section
8. Throughout the section we write W = WBn for the melon paths, and use the last passage and
scaling notation introduced in Section 2.
The triangle inequality (7) for the last passage path on the melon says
{x¯→ yˆ} ≥ {x¯→ (zˆ, k)}+ {(zˆ, k)→ yˆ} (27)
with equality holding if and only if (zˆ, k) is along some last passage path from x¯ to yˆ. Let Znk (x, y)
denote the largest value of z so that equality holds in (27). Note that Zn1 (x, y) = y, and for k ≥ 2,
the time Znk (x, y) can also be characterized as the unique time such that both (Z
n
k (x, y), k) and
(Znk (x, y), k − 1) lie on the rightmost last passage path from x¯ to yˆ in the melon. Because of this,
Znk is a non-decreasing function in both variables by monotonicity of last passage paths (Lemma
3.6).
Lemma 7.1. Let K be a compact subset of (0,∞)× R. Then we have
sup
(x,y)∈K
∣∣∣∣∣Znk (x, y)−
√
k
2x
∣∣∣∣∣ = o(
√
k).
Proof. We first fix x, y ∈ K, rescale by n1/6 and center so that the triangle inequality (27) reads
Hn ≥ Fnk (z) +Gnk(z) with
Hn = n
1/6{x¯→ yˆ} − 2n2/3 − 2(y − x)n1/3
Fnk (z) = n
1/6({x¯→ (zˆ, k)} −W nk (zˆ)) + 2xn1/3
Gnk (z) = n
1/6(W nk (zˆ) + {(zˆ, k)→ yˆ})− 2y1/3 − 2n2/3.
The functions −Fnk (z) and Gnk (z) are non-increasing in z by Lemma 3.3. Also, since {(zˆ, k) → yˆ}
is equal to W n1 (yˆ)−W nk (zˆ) minus a non-negative sum of gaps (see (4)), we have the bound
Gnk(z) ≤ n1/6W n1 (yˆ)− 2yn1/3 − 2n2/3. (28)
The right hand side above is independent of k and is a tight sequence of random variables by
Theorem 2.5. Proposition 6.1 implies that gives
Fnk (zk) = 2
√
2kx+ 2zkx+ o(
√
k)
over any sequence zk. Since Hn is also tight by Theorem 2.5, the triangle inequality gives
Gnk (zk) ≤ −2
√
2kx− 2zkx+ o(
√
k)
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Since the left hand side does not depend on x, minimizing in x should reveal the relationship of k,
x, and the optimal zk. The minimum happens when 2xz
2 = 4, at which the minimal value is k/z
(assuming z < 0). With a > 0 and x′ = 1/(2a2) we get the bound
Gnk(−a
√
k) ≤ −
√
k
a
+ o(
√
k)
Now, let zk = −α
√
k/x. We have
Fnk (zk) +G
n
k(zk) ≤ 2
√
2kx− 2α
√
k/xx− 1
α
√
kx+ o(
√
k) = −2
√
kx(α− 1/
√
2)2/α+ o(
√
k)
These bounds are for a fixed deterministic sequence zk. However, using the monotonicity of F
n
k
and Gnk in z and their individual bounds at a sufficiently fine but finite mesh of values αm we get
sup
z: |z+
√
k/(2x)|>ǫ
√
k
Fnk (z) +G
n
k (z) ≤ −cǫ2
√
kx+ o(
√
k)
The only technical difficulty comes from controlling the sum outside a compact subinterval of α-
values in (0,∞). Here we can use that Fnk is decreasing in α, so Fnk (y) is an upper bound, and that
Gnk has an upper bound (28) which is tight in n.
Since for z = Znk we have F
n
k + G
n
k = H
n, and Hn is tight in n, we get that Znk (x, y) =√
k/(2x) + o(
√
k) for x, y fixed. Since Znk (x, y) is monotone in x and y, the claim follows.
Recall that two paths π and τ are disjoint if either π > τ or τ > π on the intersection of the
interiors of both their domains.
Lemma 7.2. Fix x > 0 and y1 < y2 ∈ R. Then
lim
ǫ→0+
lim sup
n→∞
P
(
π{x¯, yˆ1} and π{x¯+ ǫ¯, yˆ2} are disjoint
)
= 0.
Proof. We will prove the statement with the leftmost last passage path π−{x¯, yˆ1} in place of the
rightmost path π{x¯, yˆ1}. We can do this since disjointness of the rightmost path π{x¯, yˆ1} with
π{x¯+ ǫ¯, yˆ2} plus monotonicity (Lemma 3.6) immediately implies disjointness of the leftmost path
π−{x¯, yˆ1} with π{x¯+ ǫ¯, yˆ2}.
By Lemma 4.5, disjointness of the paths π−{x¯, yˆ1} and π{x¯+ ǫ¯, yˆ2} is equivalent to disjointness
of the original Brownian last passage paths π−[x¯, yˆ1] and π[x¯+ ǫ¯, yˆ2]. Here π−[x¯, yˆ1] is the leftmost
last passage path in Bn from x¯ to yˆ1. Hence we just need to show
lim
ǫ→0+
lim sup
n→∞
P
(
π−[x¯, yˆ1] and π[x¯+ ǫ¯, yˆ2] are disjoint
)
= 0.
By time-reversal symmetry of Brownian motion, it is enough to prove that for x1 < x2 ∈ R and
y ∈ R, that
lim
ǫ→0+
lim sup
n→∞
P
(
π−[x¯1, yˆ] and π[x¯2, yˆ + ǫ¯] are disjoint
)
= 0.
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By translation invariance and Brownian scaling, we may assume that x1 = y = 0. Again by
Lemma 4.5, we can translate back to melon paths in this case. In particular, we just need to show
that π−{0, 0} and π{x¯2, ǫˆ} are disjoint with probability tending to 0 in the appropriate way. By
Lemma 5.1, the path π−{0, 0} simply follows the top line in WBn. Hence these paths are disjoint
precisely when Zn2 (x2, ǫ) ≥ 0. We show that
lim
ǫ→0+
lim sup
n→∞
P(Zn2 (x2, ǫ) ≥ 0) = 0. (29)
By monotonicity, it is enough to take the limit over ǫ ∈ Q+. For this, first note that by Lemma 7.1,
for each k the sequence of random variables Znk (x2, ǫ) is tight. Therefore, for any subsequence Y ⊂ N
we can find a further subsequence Y0 ⊂ Y and a coupling of the Brownian melons {WBn : n ∈ Y0}
such that for all ǫ ∈ Q+ and k ∈ N, each of the sequences {Znk (x2, ǫ) : n ∈ Y0} converges almost
surely to a limit Zk(x2, ǫ). By Theorem 2.1, we can also choose this coupling in such a way that
the top corner of {WBn : n ∈ Y0} converges almost surely to the Airy line ensemble.
Now fix ǫ ∈ Q. For any k ∈ N, the points {(Zi(x2, ǫ), i) : i ∈ {1, . . . , k}} are along the last
passage path from (Zk(x2, ǫ), k) to (ǫ, 1) in the Airy line ensemble since they lay along a last passage
path in the finite case. Also Lemma 7.1 ensures that almost surely, Zk(x2, ǫ) → −∞ as k → ∞.
In particular, not all values of Zk(x2, ǫ) equal to ǫ. Since the Airy line ensemble is absolutely
continuous on any compact set with respect to k independent Brownian motions by Proposition
2.2, this guarantees that Z2(x2, ǫ) has a continuous distribution, and so Z2(x2, ǫ) < ǫ almost surely.
Finally, Brownian scaling applied to the melons WBn implies that
Z2(x2, ǫ)
d
= Z2(x2, 0) + ǫ
for any ǫ ∈ Q. Combined with the fact that Z2(x2, ǫ) < ǫ almost surely, this implies that
lim
ǫ→0+,ǫ∈Q
P(Z2(x2, ǫ) ≥ 0) = 0.
Since the original subsequence Y was arbitrary, this implies (29).
8 Constructing the Airy sheet
In this section, we construct the joint limit of last passage values at two times, known as the Airy
sheet. The definition is motivated by last passage across melons.
Definition 8.1. The Airy sheet is the law a random continuous function S : R2 → R so that
(i) S has the same law as S(·+ t, ·+ t) for all t ∈ R.
(ii) S can be coupled with an Airy line ensemble so that S(0, ·) = A1(·) and for all (x, y, z) ∈
Q+ ×Q2 there exists a random variable Kx,y,z ∈ N so that for all k ≥ Kx,y,z, almost surely〈
(−
√
k/(2x), k)→ z〉− 〈(−√k/(2x), k)→ y〉 = S(x, z) − S(x, y)
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Proposition 8.2. The Airy sheet is unique.
Proof. Since A1(z) + z2 is stationary and ergodic (see equation (5.15) in Pra¨hofer and Spohn
(2002)), for any fixed y we have that almost surely,
S(0, y) = lim
m→∞
1
2m
∫ m
−m
S(0, y)− (S(0, z) + z2)dz + EA1(0).
We can then use property (i) to translate the above formula (applied to S(0, y − x)) to get an
almost sure formula for any S(x, y):
S(x, y) = lim
m→∞
1
2m
∫ m
−m
S(x, y)− (S(x, z + x) + z2)dz + EA1(0).
When (x, y) ∈ Q+ ×Q, the integrand on right hand side above is determined by condition (ii) for
rational values of z, and hence is determined by that condition for all values of z by continuity.
Therefore {S(x, y) : x ∈ Q+ × Q} is determined by the definition of S. By stationarity and
continuity, this implies that the distribution of S is uniquely determined by its definition.
Remark 8.1. We can exchange condition (ii) in Definition (8.1) for the following Busemann func-
tion definition. Almost surely, for all x > 0 and y, z ∈ R, we have that
lim
k→∞
〈
(−
√
k/(2x), k)→ z〉− 〈(−√k/(2x), k)→ y〉 = S(x, z)− S(x, y). (30)
This definition can only give rise to one object, since the proof of Proposition 8.2 goes through
with this definition.
Moreover, condition (ii) of Definition 8.1 implies this definition, and so they must be the same.
To see this, note that it clearly implies (30) for rational triples. To extend to x ∈ Q+ and y, z ∈ R,
observe that 〈
(−
√
k/(2x), k)→ z + ǫ〉 ≥ 〈(−√k/(2x), k)→ z〉+A1(z + ǫ)−A1(z).
Therefore since the left hand side of (30) is continuous when restricted to rational x, y, z, it is
continuous for x ∈ Q+ and y, z ∈ R. To extend to x ∈ R+, note that the left hand side of (30) is
monotone in x by Proposition 3.8. Therefore it must again be continuous since it is continuous on
rationals.
The Airy sheet exists because it is the limit of Brownian last passage percolation. More precisely,
we have the following. For n ∈ N let Bn be an n-tuple of independent two-sided Brownian motions
and let [x→ y]n be the last passage value there from (x, n) to (y, 1). Recall the scaling x¯ = 2xn−1/3
and yˆ = 1 + 2yn−1/3. Define the sequence of prelimiting Airy sheets Sn(x, y) by the formula
[x¯→ yˆ]n = 2
√
n+ (y − x)n1/6 + n−1/6Sn(x, y).
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Theorem 8.3. The Airy sheet S exists. Moreover, there exists a coupling so that Sn − S is
asymptotically small in the sense that
for every compact K ⊂ R2 there exists a > 1 with EasupK |Sn−S|3/2 → 1. (31)
The proof consists of showing tightness and that all subsequential limits satisfy the definition.
Lemma 8.4. Sn is a tight sequence of random functions in C(R2,R). Moreover, if S is a limit of
Sn along a subsequence Y , then there exists a coupling of Sn and S such that (31) holds.
For the proof, c and d will be constants that may change from line to line and are independent
of n. They will depend on an initial choice of a compact set.
Proof. It suffices to prove tightness on any compact set K = [−b, b]2. First, by Theorem 2.3, we
have
P(|Sn(0, 0)| > m) ≤ ce−dm3/2 . (32)
Second, Sn(x, ·) and Sn(·, y) are both given by the rescaled top line of a Brownian melon. Therefore
tail bounds in Proposition 2.6 and the modulus of continuity lemma (Lemma 2.8) imply that on
[−b, b]2 we have
|Sn(x, y) − Sn(x′, y′)| ≤ Cn||(x, y) − (x′, y′)||1/2 log1/2
(
2b
||(x, y) − (x′, y′)||
)
for a sequence of constants Cn satisfying
P(Cn > m) ≤ ce−dm3/2 . (33)
This uniform modulus of continuity bound coupled with the bound on Sn(0, 0) immediately implies
tightness of Sn|K (for example, by the Kolmogorov-Chentsov criterion). Moreover, if Sn|K → S|K
in distribution along a subsequence, then we can find a coupling for which asupK |Sn−S|3/2 → 1 for
every a > 1. The limit S satisfies the same modulus of continuity estimate as the sequence {Sn},
with a random constant C satisfying the same tails as in (33). Therefore we have the bound
asupK |Sn−S|
3/2 ≤ ac(|Sn(0,0)|3/2+|S(0,0)|3/2+C3/2n +C3/2).
All four of the random variables in the exponent above satisfy tail bounds of the form (32) or (33),
and so the above random variable is uniformly integrable for small enough a > 1. Hence we can
conclude the desired convergence in expectation.
Any subsequential limit S of Sn satisfies property (i) of the Airy sheet since the Sn are stationary
on compact sets up to a o(1) factor by Brownian scaling. So it suffices to show that any limit
restricted to Q+ ×Q admits the Airy line ensemble description in the definition.
With this in mind, let S be any subsequential limit of Sn. By Skorokhod’s representation
theorem there is a coupling of the processes Bn and a subsequence Y such that the following
convergences hold on a set Ω of probability 1. All limits and claims about n are for n ∈ Y .
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1. Sn → S uniformly on compacts.
2. The melonWBn in the scaling in Theorem 2.1 converges to the Airy line ensembleA uniformly
on compact sets in Z× R. This requires Theorem 2.1.
3. Znk → Zk pointwise on the set Q+ ×Q. Moreover, for all (x, y) ∈ Q+ ×Q as k →∞
Zk(x, y)/
√
k → −1/
√
2x. (34)
For fixed (x, y), the tightness of the sequences Znk (x, y) and their asymptotic limits follows
from Lemma 7.1. The extension to all rationals is standard.
4. For every triple (x, y, z) ∈ Q+×Q2 with y < z, there exist random points X1 < x < X2 ∈ Q+
such that
π{X¯1, yˆ}n and π{X¯2, zˆ}n
are not disjoint for all large enough n. That we can guarantee this for one triple follows from
Lemma 7.2. The extension to all rational triples is again standard.
Just as in the finite case, we can think of the points Zk in property 3 above as lying along a
last passage path. With this in mind, for (x, y) ∈ Q+ × Q, define π〈x, y〉 : (−∞, y] → Z to be the
non-increasing cadlag function given by
π〈x, y〉(t) = min{k ∈ N : Zk+1(x, y) ≤ t}.
The paths π〈x, y〉 are pointwise limits of the paths π{x¯, yˆ}n over Y . Moreover, convergence to
the Airy line ensemble (Property 2) guarantees that π〈x, y〉 is a rightmost last passage path when
restricted to any compact interval.
Theorem 8.3 then follows immediately from the following deterministic statement about the
relationship between the subsequential limit S and the Airy line ensemble A.
Lemma 8.5. On the set Ω, the processes S and A satisfy condition (ii) of Definition 8.1.
Lemma 8.5 puts together all the bounds that we have developed over the previous few sections.
See Figure 6 for a sketch of its proof.
Proof. The fact that S(0, y) = A(y) for all y ∈ R is immediate from the fact that the top line of
WBn gives last passage values from 0. Now fix (x, y, z) ∈ Q+×Q2 with y < z, and let X1 < x < X2
be as in property 4 above. By property 3 above, we can find a random time T such that for all
large enough n, we have
π{X¯1, yˆ}n(Tˆ ) < π{x¯, yˆ}n(Tˆ ) ≤ π{x¯, zˆ}n(Tˆ ) < π{X¯2, zˆ}n(Tˆ ). (35)
The middle inequality follows from monotonicity of last passage paths (Lemma 3.6). In particular,
this inequality also holds for all t ≤ T by the tree structure of last passage paths (Proposition 3.7).
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Figure 6: The idea of the proof of Lemma 8.5. We start with points X¯1 and X¯2 on either side of
a rational x¯ whose melon last passage paths to yˆ and zˆ are not disjoint. These last passage paths
both follow particular parabolas, so the place where they meet has to be in the part of the melon
that converges to the Airy line ensemble. The last passage paths from x¯ to yˆ and zˆ are squeezed
by these outer paths, and hence the branch point between the paths from x¯ must also occur in the
part of the melon that converges to the Airy line ensemble.
However, property 4 guarantees that the paths π{X¯1, yˆ}n and π{X¯2, zˆ}n are not disjoint for all
large enough n, so there must be a sequence of times Rn ∈ [T, y] such that for all large enough n,
π{X¯1, yˆ}n(Rˆn) = π{X¯2, zˆ}n(Rˆn).
We choose Rn to be minimal for each n. A minimal time exists since the paths are cadlag. Mono-
tonicity and the tree structure of last passage paths along with the inequality (35) then implies
that
π{x¯, yˆ}n(t) = π{x¯, zˆ}n(t)
for all t ≤ Rˆn. By the geodesic property of last passage paths (Lemma 3.1), this implies that
Sn(x, z)− Sn(x, y)
= n1/6
[
{(π{X¯1, yˆ}n(Rˆn), Rˆn)→ z} − {(π{X¯1, yˆ}n(Rˆn), Rn)→ y}
]
− 2(z − y)n1/3.
The convergence of the functions Znk on Q
+×Q guarantees that the sequence {Rn} is tight. Letting
R be a subsequential limit of Rn, and passing to the Airy line ensemble limit in the above formula,
we get that
S(x, z) − S(x, y) = 〈(π〈X1, y〉(R), R)→ z〉 − 〈(π〈X1, y〉(R), R)→ y〉. (36)
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Now, since a point lying along a path is a closed condition, the point (π〈X1, y〉(R), R) lies along
both of the paths π〈X1, y〉 and π〈X2, z〉. Also, property 3 guarantees that there exists a random
K ∈ N such that
−
√
k/(2x) ∈ [Zk(X1, y), Zk(X2, z)]. (37)
for all k ≥ K. Fix k ≥ K, and let τy and τz be the rightmost last passage paths in the Airy line
ensemble from (−√K/(2x),K) to (y, 1) and (z, 1) respectively. Monotonicity of last passage paths
along with (37) then implies that the point (π〈X1, y〉(R), R) must lie along both τy and τz. The
tree structure of last passage paths then implies that
τy = π〈X1, y〉 and τz = π〈X2, z〉
on the intervals [R, y] and [R, z], and that τy = τz on the interval [−
√
K/(2x), R]. In particular,
this allows us to rewrite (36) as
〈(−
√
k/(2x), k)→ z〉 − 〈(−
√
k/(2x), k)→ y〉.
9 Properties of the Airy sheet
In this section we prove a few basic properties of the Airy sheet.
The following properties are inherited from Brownian last passage percolation. For the second
property, use Proposition 3.8.
Lemma 9.1. As a random continuous function in R2 the Airy sheet satisfies
S(x, y) d= S(y, x) and S(x, y) d= S(−x,−y).
Moreover, for x ≤ x′, y ≤ y′ we have
S(x, y) + S(x′, y′) ≥ S(x, y′) + S(x′, y).
The metric composition law is also inherited from Brownian last passage percolation. For the
proof, we have to guarantee that the prelimiting optimal location. We first define the Airy sheet
of scale s by
Ss(x, y) = sS(xs−2, ys−2).
Proposition 9.2 (Metric composition law). Let Ss, St be independent Airy sheets of scale s and
t. For (x, z) ∈ R2, define
Q(x, y) = sup
y∈R
Ss(x, y) + St(y, z), (38)
The function Q is an Airy sheet of scale r, where r3 = s3+ t3. Moreover, the largest value Y +(x, z)
where the maximum in (38) is achieved is nondecreasing in both x and z. The same holds for Y −
defined analogously.
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We have a true maximum, rather than a supremum. To prove Proposition 9.2, we use the
following lemma which gives tightness of the maximum location for two prelimiting Airy processes.
Lemma 9.3. For n ∈ N and t ∈ {1/n, . . . , (n − 1)/n}, let k = nt and m = n(1 − t), and set
s = min(t, 1 − t). Let W k1 and Wm1 be the top lines of two independent Brownian melons with k
lines and m lines respectively. Define the melon sum
A(z) =W k1 (z) +W
m
1 (1− z).
Let S = {z : A(z) = maxw∈[0,1]A(w)}. Then there exist constants c and d such that for all r > 0,
we have
sup
n∈N
sup
t∈{1/n,...,(n−1)/n}
P(S 6⊂ [t+ rs1/3n−1/3, t− rs1/3n−1/3]) ≤ ce−dr3/4 .
To prove Lemma 9.3, we need the following calculation.
Lemma 9.4. Let b > 0 be a fixed constant. Then there exists a constant c such that for all
n ∈ N, t ∈ {1/n, 2/n, . . . , (n − 1)/n}, r > 1 and
z ∈ [0, t− c(min[t, 1 − t])1/3r2n−1/3] ∩ [t+ c(min[t, 1− t])1/3r2n−1/3, 1],
we have that
2
(√
ntz +
√
n(1− t)(1− z)
)
(39)
+ r
(√
z(nt)−1/6 +
√
1− z(n(1− t))−1/6
)
(40)
+
√
z(nt)−1/6b log2/3
(
(nt)1/3 log
(
t
z
∨ z
t
)
+ 1
)
(41)
+
√
1− z(n(1− t))−1/6b log2/3
(
(n(1− t))1/3 log
(
1− t
1− z ∨
1− z
1− t
)
+ 1
)
(42)
≤ 2√n− rn−1/6.
Here the notation a ∨ b means the maximum of a and b.
We leave the proof of Lemma 9.4 to the end of the section. Instead we proceed with the proof
of Lemma 9.3. Throughout the proof, c and d are universal constants that may change from line
to line.
Proof. Define Ln = maxz∈[0,1]A(z). The value W k1 (z) can be thought of as a last passage value
across k independent Brownian motions B1, . . . , Bk in the interval [0, z] and the value W
m
1 (1 − z)
can be thought of as a last passage value across m independent Brownian motions Bk+1, . . . , Bn
in the interval [z, 1]. In particular, by Lemma 3.2, this means that Ln is simply a Brownian last
passage value, and so by Theorem 2.5 there exist constants c, d > 0 such that for all n ∈ N and
r > 0, we have
P
(
Ln ≥ 2
√
n− rn−1/6
)
≥ 1− ce−dr3/2 . (43)
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Now by Proposition 2.7, there exist constants b, c, d > 0 such that for any n ∈ N and r > 0, the
probability that
W n1 (t) ≤ 2
√
n
√
t+
√
tn−1/6[r + b log2/3(n1/3 log(t ∨ t−1) + 1)] ∀t ∈ [0,∞)
is bounded below by 1− ce−dr3/2 . The logarithmic error above is chosen to be minimized at t = 1.
However, by Brownian scaling, we can minimize this error at any value of t. In particular, we will
bound the sum A(z) =W k1 (z) +W
m
1 (1− z) by choosing to minimize the error term in W k1 (z) at t
and in Wm1 (1− z) at 1− t. This gives that with probability at least 1− ce−dr
3/2
, we have
A(z) ≤ 2
(√
kz +
√
m(1− z)
)
+
√
zk−1/6
(
r + b log2/3
(
k1/3 log
(
t
z
∨ z
t
)))
+
√
1− zm−1/6
(
r + b log2/3
(
m1/3 log
(
1− t
1− z ∨
1− z
1− t
)))
.
(44)
Now, by Lemma 9.4, there is a constant c such that for all r > 1, n ∈ N, and t ∈ {1/n, . . . , (n−1)/n},
the right hand side above is bounded by 2
√
n− rn−1/6 for all
z ∈ [0, t− cr2s1/3n−1/3] ∪ [t+ cr2s1/3n−1/3, 1].
Combining the bound on the probability of the event in (44) with the bound on Ln in (43) implies
the lemma.
Proof of Proposition 9.2. By rescaling, we can assume that r = 1 and that x = z = 0. We set up a
Brownian last passage percolation converging to an Airy sheet S as in the previous section. Then
last passage across the first s3 proportion of the Brownian motions and last passage through the
second t3 proportion of the Brownian motions converge jointly in distribution to independent Airy
sheets Ss,St. The metric composition law holds before taking the limit by Lemma 3.2. This passes
through to the limit for S, Ss and St since the location of any maximum is tight by Lemma 9.3.
This extends to all (x, z) ∈ R2 simultaneously by monotonicity in the following way. Setting
Sn,Snt , and Sns to be the corresponding prelimiting Airy sheets, any location in the set
S(x, z) = {y : max
w
Sn(x,w) + Snt (w, z) = Sn(x, y) + Snt (y, z)}
is lies along a last passage path. In particular, monotonicity of last passage paths (Lemma 3.6)
guarantees that both inf S(x, z) and supS(x, z) are increasing functions in both coordinates. Hence
the pointwise tightness of these values implies uniform tightness of these values on any compact
set, and thus metric composition holds for S, Ss and St on all of R2. Therefore the Airy sheet
S is equal to the function Q defined in (38). The fact that Y + and Y − are monotone in both
coordinates follows from monotonicity in the finite case.
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The monotonicity of Y + and Y − can also be proved without any reference to the prelimiting
Airy sheets by using the inequality in Lemma 9.1.
Our next goal is to give a near optimal bound on the location of the maximum in Proposition
9.2. This can be stated in terms of the Airy process A = A1, the first line of the Airy line ensemble.
We define the Airy process of scale σ from the standard one by Aσ(·) = σA(·/σ2), just like the
scaling of Airy sheets. For this section, the subscript will refer to the scale. The Tracy-Widom law
of these processes is scaled by σ. The Brownian component has variance 2. The stationary version
is
Aσ(z) + σ−3z2. (45)
For small scales the parabola gets more dominant.
Lemma 9.5. Fix 0 < s, t, and let As, At be two independent Airy processes of scale s and t. Then
A = As+At has a unique maximum A at some location S almost surely. For any m > 0, we have
P(S 6⊂ [−ms2,ms2]) ≤ ce−dm3 and P(A−A(0) > ms) ≤ ce−dm3/2 .
In this proof, c and d are universal constants that may change from line to line.
Proof. The strength of the claims is decreasing in s, so we can assume s ≤ t. By rescaling, we may
also assume that s+ t = 1. Consider the stationary versions Rs,Rt of the Airy processes as in (45)
and let R = Rs +Rt. When t ≥ (28)1/3s, Lemma 2.4 and rescaling implies that for all z > 0, we
have
P
(|Rt(z)−Rt(0)| > s−3z2/4) ≤ ce−dz3/s6 . (46)
When t ∈ [s, (28)1/3s], we can use the Tracy-Widom one-point bound on tRt(z) and tRt(0) (The-
orem 2.3) to get the same bound. Using this same one-point bound on sRs we also get
P
(|Rs(z)−Rs(0)| > s−3z2/4) ≤ ce−dz3/s6 .
Combining these bounds gives
P
(R(zs2) > R(0) + sz2/2) ≤ ce−dz3 ,
which after translating back to A gives that
P
(A(zs2) > A(0)− sz2/2) ≤ ce−dz3 , (47)
Now let a > 0. By Lemma 2.4, for any z ∈ R and y ∈ [0, as2], with R = Rs +Rt we have that
P(|R(z + y)−R(z)| > ℓ√y) ≤ ced(49a3−ℓ2) (48)
for ℓ > 0. By Lemma 2.8, the process R satisfies the modulus of continuity bound
|R(z + y)−R(z)| ≤ Ca,b√y log1/2(2as2/y) (49)
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on any interval [b, b+ as2] where Ca,b is a random constant that satisfies
P(Ca,b > ℓ+ ca
3/2) ≤ ce−dℓ2 .
In particular, we can use (49) and a union bound over intervals of the form [b, b + s2] to get that
there exists a constant C satisfying the same tails as each of the constants C1,b (with possibly
different c and d) such that
max
z∈[m,−m]
R(zs2)−R(z∗s2) ≤ Cs log1/2m.
Here z∗ = ⌊z⌋ for z ≥ 0 and ⌈z⌉ otherwise. We approximate z with an integer closer to 0 so that the
same bound holds for the non-stationary process A: this way the parabolic decay does not affect
the bound. In particular, this bound combined with the bound (47) applied to integers gives that
P(A(z) > A(0) for some |z| > ms2) ≤ ce−dm3 .
This proves the bound on S in the lemma. The processes As(z)−As(0),At(z)−At(0) are absolutely
continuous with respect to Brownian motion of variance 2 on a compact interval by Proposition
2.2, and hence so is A(z)−A(0). Hence it has a unique maximum on any compact interval almost
surely. By the above bound on S this implies that A has a unique maximum almost surely.
Now we can use (49) again to get that for any m > 0, we have
max
z∈[−m,m]
A(zs2)−A(0) ≤ (C + cm3/2)s√m
for a constant C satisfying
P(C > ℓ) ≤ ce−dℓ2
for ℓ > 0. We get the desired bound on A−A(0) by writing
P(A−A(0) > ms) ≤ P(|S| ≥
√
m/3s2) + P
(
max
|z|≤
√
m/3
A(zs2)−A(0) > ms
)
.
Now we prove Lemma 9.4. The proof of this lemma is essentially Taylor expansion. However,
keeping track of what is happening with all the terms gets rather complex, and so we have included
a proof here. Throughout the proof, c0, c1, and c2 are positive constants that may change from line
to line and may depend on the constant b in the statement of the lemma.
Proof. By symmetry, it is enough to prove the lemma for t ≤ 1/2. We will also write z = t + α
where α ∈ [−t, 1− t].
Step 1: Bounding the main term (39). We have the bounds
√
1 + x ≤ 1 + x
2
− x
2
12
, x ∈ [−1, 1] and √1 + x ≤
√
2 +
x− 1
2
√
2
, x ≥ 1. (50)
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Using the first bound above, we can bound the term (39) on the interval α ∈ [−t, t]:
2
(√
ntz +
√
n(1− t)(1− z)
)
= 2
√
n
(
t
√
1 + α/t+ (1− t)
√
1− α/(1 − t)
)
≤ 2√n
(
1− α
2
12t
)
, α ∈ [−t, t]. (51)
We can similarly bound (39) on the interval α ∈ [t, 1 − t] by using the first bound in (50) on the t
term and the second bound on the 1− t term. This gives
2
(√
ntz +
√
n(1− t)(1 − z)
)
≤ 2√n (1− c0α) , α ∈ [t, 1− t]. (52)
Step 2: Bounding the error terms (40) + (41) + (42). We first consider the case
α ∈ [−t, 0]. Since t ≤ 1/2 and z = t + α ≤ t, (40) is bounded by 3rn−1/6. Now by using that
log(x) ≤ x− 1 and that √t+ α ≤ √t, we can bound (41) above by
n−1/6
(
(t+ α)1/3b log2/3
(
(nt)1/3
|α|
t+ α
+ 1
))
= c1n
−1/6
(
(t+ α)1/3 log2/3
(
(nt)1/3|α|+ t+ α
)
− (t+ α)1/3 log2/3(t+ α)
)
≤ c1n−1/6
(
log(n1/3|α| + 1) + 1
)
. (53)
We can also use the bound log(x) ≤ x− 1 and the fact that 1− t and 1− z are bounded away from
zero to get that for α ∈ [−t, 0], that (42) is bounded above by
√
1− z(n(1− t))−1/6b log2/3
(
(n(1− t))1/3 |α|
1− t + 1
)
≤ c1n−1/6
(
log
(
|α|n1/3 + 1
)
+ 1
)
.
Combining this with the bound (53) and the bound of 3rn−1/6 on (40) for α ∈ [−t, 0] gives that
(40)+(41)+ (42) ≤ c1n−1/6
(
log(n1/3|α|+ 1) + 1 + 3r
)
≤ c1n−1/6
(
log(n1/3|α|+ 1) + r
)
α ∈ [−t, 0]. (54)
We have folded the constant term into the r term by using that r ≥ 1. Now when α ∈ [0, 1− t], we
can bound (40) by
rcn−1/6
(
1 + t−1/6
√
α
)
. (55)
Again using that log(x) ≤ x− 1, we can bound the term (41) for α ∈ [0, 1 − t] by
√
t+ α(nt)−1/6b log2/3
(
(nt)1/3
α
t
+ 1
)
≤
(√
t+
√
α
)
t−1/6n−1/6b
(
log2/3
(
n1/3α+ t2/3
)
+ log2/3(t−2/3)
)
≤ c1n−1/6
(
1 +
√
αt−1/6 log(t−2/3) + (
√
αt−1/6 + 1) log(n1/3α+ 1)
)
. (56)
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We can also bound (42) for α ∈ [0, 1− t] by
√
1− t− α(n(1− t))−1/6b
(
log2/3
(
(n(1− t))1/3α+ 1− t− α
)
− log2/3(1− t− α)
)
≤ c1n−1/6
(
1 + log(n1/3α+ 1)
)
.
Combining this with the bounds (55) and (56) implies that
(40) + (41) + (42) ≤ c1n−1/6
(
(
√
αt−1/6 + 1) log(n1/3α+ 1) + r + r
√
αt−1/6 log(t−2/3)
)
(57)
for α ∈ [0, 1 − t]. Note that on the interval [0, t], this reduces to the bound (54).
Step 3: The case α ∈ [−t, t]. By combining the inequalities (51), (54), and (57), we get that
the inequality in the lemma holds whenever
c1
α2n2/3
t
− c2 log(n1/3|α| + 1) > c3r.
Making the substitution α = βr2t1/3n−1/3 and using that t < 1, the above statement is implied by
the inequality
c1r
4β2 − c2 log(|β|r + 1) > c3r.
This holds for all r > 1 as long as β is large enough.
Step 4: The case α ∈ [t, 1− t]. By combining the inequalities (52) and (57) we get that the
inequality in the lemma holds whenever
c0n
2/3α− c1
(
(
√
αt−1/6 + 1) log(n1/3α+ 1) + r + r
√
αt−1/6 log(t−2/3)
)
> 0
Again making the substitution α = βr2t1/3n−1/3 the left hand side above is equal to
c0n
1/3βr2t1/3 − c1
(
(1 +
√
βrn−1/6) log(βr2t1/3 + 1) + r(1 +
√
βrn−1/6 log(t−2/3))
)
.
Since t ≥ n−1, this is bounded below by
c0βr
2 − c1
(
(1 + r
√
β) log(βr + 1) + r(1 +
√
βr)
)
.
For all large enough β, this is strictly greater than 0 for all r > 1.
10 The directed landscape
The goal of this section is to construct the directed landscape, a scale-invariant, stationary, inde-
pendent increment process with respect to metric composition. The following definition is based
on analogies from last passage percolation. Recall that
R4↑ = {(x, t; y, s) ∈ R4 : t < s}.
Let C(R4↑,R) be the space of continuous functions from R
4
↑ to R with the uniform-on-compact
topology.
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Definition 10.1. A directed landscape is a random function L taking values in the space
C(R4↑,R) that satisfies the following properties.
I. (Airy sheet marginals) For any t ∈ R and s > 0 the increment over time interval [t, t+ s3),
(x, y) 7→ L(x, t; y, t+ s3)
is an Airy sheet of scale s.
II. (Independent increments) For any disjoint time intervals {(ti, si) : i ∈ {1, . . . k}}, the random
functions
L(·, ti; ·, si), i ∈ {1, . . . , k}
are independent.
III. (Metric composition law) Almost surely, for any r < s < t and x, y ∈ R we have that
L(x, r; y, t) = max
z∈R
[L(x, r; z, s) + L(z, s; y, t)] for all x, y ∈ R.
We note here that the metric composition law implies a triangle inequality for the directed
landscape. For any r < s < t and x, y, z ∈ R we have that
L(x, r; y, t) ≥ L(x, r; z, s) + L(z, s; y, t).
Condition (iii) could be weakened so that the metric composition law only holds at every fixed
quintuple (r, s, t, x, y) almost surely, rather than at all quintuples simultaneously.
We need to show that an object satisfying the above properties exists and is unique. Before
constructing the directed landscape, we note that if such an object L exists and is unique, then it
must have the following symmetries.
Lemma 10.2. Let L denote the directed landscape. Assuming that L exists and is unique, we have
the following equalities in distribution as functions in C(R4↑,R). Here r, c ∈ R, and q > 0.
1. (Time stationarity)
L(x, t; y, t+ s) d= L(x, t+ r; y, t+ s+ r).
2. (Spatial stationarity)
L(x, t; y, t+ s) d= L(x+ c, t; y + c, t+ s).
3. (Flip symmetries)
L(x, t; y, t+ s) d= L(y, t;x, t+ s) d= L(−x, t;−y, t+ s) d= L(x,−s− t; y;−t).
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4. (Skew stationarity)
L(x, t; y, t+ s) d= L(x+ ct, t; y + ct+ sc, t+ s) + s−1[(x− y)2 − (x− y − sc)2].
5. (Rescaling)
L(x, t; y, t+ s) d= qL(q−2x, q−3t; q−2y, q−3(t+ s)).
Proof. All of these statements can be checked by straightforward computation. The only tools
needed are symmetries and rescaling properties of the Airy sheet, along with the definition of the
directed landscape.
We will also work with the process
L(x, t; y, t+ s) + (x− y)
2
s
. (58)
which has true spatial stationarity instead of skew-stationarity. We first construct the directed
landscape on an appropriate dense subset of R4↑. Define the sets
Sk = {(x, t; y, s) ∈ R4↑ : t < s, 2kt, 2ks ∈ Z}.
and let S =
⋃
k Sk.
Lemma 10.3. There exist a random function L : S → R satisfying conditions I-III in the definition
of the directed landscape. Its law is unique.
Proof. Any process L : S → R can be viewed as a random function from the countable set
D = {s < t : 2ks, 2kt ∈ Z for some k ∈ N}
to the space of functions from R2 → R. As conditions I-III above determine the joint distribution
of L(d1), . . . ,L(dk) for any d1, . . . , dk ∈ D, the distribution of a process satisfying these conditions
is unique. We now show that L exists.
First we define L for parameters in the set Sk. For this, pick independent Airy sheets Bi for
each i ∈ Z, and for t = i/2k and s3 = 1/2k we define
s−1Lk(s2x, t; s2y, t+ s3) = Bi(x, y).
Moreover, for j = i+ ℓ, ℓ ≥ 1 we define
Lk(x0, i/2k ;xℓ, j/2k) = max
(x1,...xℓ−1)∈Rℓ
ℓ∑
q=1
Lk
(
xq−1,
i+ q − 1
2k
;xq,
i+ q
2k
)
.
By the metric composition law for Airy sheets (Proposition 9.2) the following holds. First, Lk
satisfies properties I-III on the set Sk. Also, for k < k
′ the process Lk′ restricted to Sk has the
same law as Lk. Kolmogorov’s extension theorem then provides a limiting process L on S =
⋃
k Sk,
which when restricted to Sk has the same law as Lk for all k. Therefore the process L satisfies
properties I-III.
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In order to show that L has a unique continuous extension to R4↑ it suffices check that L is
almost surely uniformly continuous on K ∩ S ∩ Q4 for any compact set K ⊂ R4↑. This follows by
proving an explicit tail bound on two-point differences for L.
Lemma 10.4. Let L be any random function defined on the dyadic set S that satisfies conditions
I and III in the definition of the directed landscape. Let K be the stationary version of L as defined
in (58). Let (xi, ti; yi, si) for i = 1, 2 be points in S. Define
ξ = ||(x1, y1)− (x2, y2)||, τ = ||(t1, s1)− (t2, s2)|| and δ = min(|t1 − s1|, |t2 − s2|).
Then as long as ξ ≤ δ2/3, we have that
P
(
|K(x1, t1; y1, s1)−K(x2, t2; y2, s2)| ≥ mτ1/3 + ℓξ1/2
)
≤ ce−dm3/2 + ce−dℓ2 .
for universal constants c and d.
Throughout the proof, b, c and d are universal constants that may change from line to line.
Proof. We will first change spatial coordinates and then change time coordinates. By Lemma 2.4
applied twice, we have bound
P(|K(x1, t1; y1, s1)−K(x2, t1; y2, s1)| > ℓξ1/2) ≤ ce−dℓ2 .
This used the fact that K has rescaled stationary Airy sheet marginals. The upper bound on ξ comes
from the fact that Lemma 2.4 (after Airy sheet rescaling) can only be applied when ℓ ≥ 7δ−1ξ3/2.
We now bound the difference when we change time. Without loss of generality, assume that s1 ≤ s2.
By the triangle inequality, it suffices to show that
P(|K(x2, t1; y2, s1)−K(x2, t1; y2, s2)| > mτ1/3) and
P(|K(x2, t1; y2, s2)−K(x2, t2; y2, s2)| > mτ1/3)
are bounded by ce−dm3/2 . We will just bound the first term, as the second term can be bounded
similarly. For this, we assume that s2 > s1, else this is 0. We first consider the case x2 = y2 = 0.
By the metric composition law for L, we have that
L(0, t1; 0, s1) + L(0, s1; 0, s2) ≤ L(0, t1; 0, s2) ≤ max
z∈R
[L(0, t1; z, s1) + L(z, s1; 0, s2)]. (59)
By Lemma 9.5, we have that
max
z∈R
[L(0, t1; z, s1) + L(z, s1; 0, s2)] ≤ m|s1 − s2|1/3 + L(0, t1; 0, s1) + L(0, s1; 0, s2) (60)
with probability at least 1− ce−dm3/2 . Also, the random variable L(0, s1; 0, s2) is a rescaled Tracy-
Widom2 random variable by Theorem 2.3, and so it satisfies
P(|L(0, s1; 0, s2)| > m|s1 − s2|1/3) ≤ ce−dm3/2
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for universal constants c and d. Together with (59) and (60), this gives that
P(|L(0, t1; 0, s1)−L(0, t1; 0, s2)| > mτ1/3) ≤ ce−dm3/2 .
For the case when (x2, y2) 6= (0, 0), note that while Lmay not satisfy the skew and spatial symmetry
properties in Lemma 10.2, any skewed or spatially shifted version will still have Airy sheet marginals
and satisfy the metric composition law. Hence the above bound goes through with the same values
of c and d.
The process L constructed in Lemma 10.3 thus has a unique continuous extension to R4↑. We
cannot quite conclude that it satisfies Definition 10.1 since we need to check that the metric com-
position law extends off of S. To prove this, we first prove various uniform bounds on L. These
will also be used later when constructing directed geodesics.
The first result gives an essentially optimal modulus of continuity, up to constant factors. For
this, we define
Kb = [−b, b]4 ∩ {(x, t; y, t + s) ∈ R4↑ : s ≥ b−1}.
Proposition 10.5. Let
K(x, t; y, t+ s) = L(x, t; y, t+ s) + (x− y)
2
s
denote the stationary version of the directed landscape. For two points {ui = (xi, ti; yi, si)}i=1,2,
let τ = τ(u1, u2) and ξ = ξ(u1, u2) be as defined in Lemma 10.4. Then for any u1, u2 ∈ Kb with
ξ ≤ b−2/3, we have that
|K(u1)−K(u2)| ≤ C
(
τ1/3 log2/3(2b3/2τ−1) + ξ1/2 log1/2(ξ−1)
)
,
with a random constant C satisfying P(C > m) ≤ ce−dm3/2 , where c, d are universal constants.
Proof. Since s ≥ b−1 on Kb, for u1, u2 with ξ ≤ b−2/3, we have that
P
(
|K(u1)−K(u2)| ≥ mτ1/3 + ℓξ1/2
)
≤ ce−dm3/2 + ce−dℓ2
for constants c and d that are independent of all parameters (including the compact set Kb).
The proposition then follows by applying Lemma 2.8 and thinking of Kb as subset of the box
[−b, b]3 × [b−1, b] with coordinates x, t, y and s.
We now use the modulus of continuity for L to understand how the values in L blow up. The
first proposition controls blowup as the time increment goes to 0. Here we did not try to optimize
the power of the logarithm or the dependence on b.
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Proposition 10.6. For any set B = [−b, b]4 ∩R4↑, there is a random constant C satisfying the tail
bound
P(C > m) ≤ cb4e−dm3/2
such that on the set B, we have∣∣∣∣L(x, t; y, t+ s) + (x− y)2s
∣∣∣∣ ≤ C(1 + b1/6)s1/3 log4/3
(
4b3/2
s
)
.
Here c and d are universal constants.
Throughout the proof, c1, c and d are universal constants that may change from line to line.
Proof. We will work with the stationary version K of L. Note that s−1/3K(x, t; y, t+ s) has Tracy-
Widom distribution for every point (x, t; y, t + s) by Property II of the directed landscape and
Theorem 2.3. Now define the discrete set
Dk = {(x, t; y, t + s) ∈ B : s = 2−k, t, x, y ∈ 2−kZ}, and let D =
⋃
k≥1
Dk.
By a union bound and the Tracy-Widom one-point tails for the function K (Theorem 2.3), we get
that
K(x, t; y, t + s) ≤ Cs1/3 log2/3(s−1), for all (x, t; y, t+ s) ∈ D, (61)
where C is a random constant satisfying
P(C > m) ≤
∞∑
k=1
cb4ec1k(1−dm
3/2) ≤ c(b4 + 1)e−dm3/2 .
We can bound the values on the remaining points by the modulus of continuity bound in Proposition
10.5. For points ui = (xi, ti; yi, ti + si) for i = 1, 2, define
su1,u2 = min(s1, s2).
By Proposition 10.5 and a union bound over sets of the form B ∩ {(x, t, y, t + s) : s ≥ 2−k}, there
exists a random constant C ′ satisfying the same tail bound as C such that
|K(u1)−K(u2)| ≤ C ′(||u1 − u2||1/3 + ||u1 − u2||1/2) log2/3
(
4b3/2
||u1 − u2||
)
log2/3(s−1u1,u2)
≤ C ′(1 + b1/6)||u1 − u2||1/3 log2/3
(
4b3/2
||u1 − u2||
)
log2/3(s−1u1,u2) (62)
as long as ||u1 − u2|| ≤ 10su1,u2 . The constant C ′ satisfies the same tail bound as the constant C.
In particular, for every point v = (x, t; y, t+ s) ∈ B, there is a point u ∈ D such that
||(x, t; y, t + s)− u|| ≤ 5s and su,v ≥ s/2.
Combining the inequality in (62) with the bound in (61) proves the lemma.
50
As a corollary of Proposition 10.6, we can get uniform control over the whole directed landscape.
This follows immediately from a union bound.
Corollary 10.7. There exists a random constant C satisfying
P(C > m) ≤ ce−dm3/2
for universal constants c, d and all m > 0, such that for all u = (x, t; y, t+ s) ∈ R4↑, we have
∣∣∣∣L(x, t; y, t+ s) + (x− y)24s
∣∣∣∣ ≤ C(1 + ||u||1/6)s1/3 log4/3
(
4||u||3/2
s
)
log2/3(||u||+ 2).
Finally, we can use the control established in Corollary 10.7 to conclude that the metric com-
position law holds for L. This next lemma will also establish control over where the maximum in
the metric composition law is attained.
Lemma 10.8. For u = (x, r; y, t) ∈ R4↑ and s ∈ (r, t), define
fu,s(z) = L(x, r; z, s) + L(z, s; y, t).
On a set of probability 1, L satisfies the metric composition law
L(u) = max
z∈R
fu,s(z) (63)
for every u = (x, r; y, t) ∈ R4↑ and s ∈ (r, t). Moreover, for any compact set K ⊂ R4↑, there exists a
random constant BK such that for all u = (x, r; y, t) ∈ K and s ∈ (r, t), the set where fu,s attains
its maximum lies in the interval [−BK , BK ].
Proof. By construction, (63) holds almost surely at all dyadic rational u, s. Now for any u =
(x, r; y, t) and s ∈ (r, t), let un = (xn, rn; yn, tn) and sn ∈ (rn, tn) be a sequence of dyadic rational
points converging to u and s. By Corollary 10.7, the sequence of rightmost maximizers zn of
fun,sn is bounded, and hence have a subsequential limit z. By continuity of L, the point z satisfies
fu,s(z) = L(u). Moreover, continuity and metric composition at dyadic rationals guarantees that
fu,s(y) ≤ L(u) for all y ∈ R. Hence metric composition holds at u.
Now, the left hand side of (63) is uniformly bounded below on any compact set by continuity.
Moreover, Corollary 10.7 guarantees that fu,s converges uniformly to −∞ as |z| → ∞ for all
u = (x, r; y, t) ∈ K and s ∈ (r, t). Hence the set where fu,s attains its maximum is uniformly
bounded over u = (x, r; y, t) ∈ K and s ∈ (r, t).
We can now conclude the existence and uniqueness of the directed landscape.
Theorem 10.9. The directed landscape exists and is unique.
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11 Convergence to the directed landscape
In this section, we show that the directed landscape is the distributional limit of last passage
percolation. For each n, let Bn ∈ CZ be a sequence of independent two-sided Brownian motions.
Let
(x, t)n = (t+ 2xn
−1/3,−⌊tn⌋)
denote the translation between coordinates before and after the limit. For (x, t; y, s) ∈ R4↑ we can
define the last passage percolation
Ln(x, t; y, s) = n1/6
(
B[(x, t)n → (y, s)n]− 2(s− t)
√
n− 2(y − x)n1/6
)
. (64)
Ln is not defined at some points in R4↑; we may formally set its values to −∞ at those points. It is
defined on any compact subset of R4↑ for all large enough n, so uniform compact convergence will
not be affected. We choose the value −∞ to preserve the metric composition law.
Let F o(R4↑,R ∪ {−∞}) be the space of extended real-valued functions with domain R4↑ that
arise as functions of the form (64) for a continuous sequence of functions f = (fi)i∈Z in place of
B. We let F (R4↑,R ∪ {−∞}) be the closure of this space with the topology of uniform-on-compact
convergence. The reason for defining the space this way (instead of setting it to be all functions on
R4↑) is just to ensure that it is separable.
Theorem 11.1. There exists a coupling of Ln and L so that for every compact set K ⊂ R4↑ there
exists a > 1 with
EasupK |L−Ln|
3/4 → 1. (65)
The key step in the proof of Theorem 11.1 is the following lemma on tails of time increments
in last passage percolation.
Lemma 11.2. Fix b > 0, and let
Kb = [−b, b]4 ∩ {(x, t; y, t + s) ∈ R4 : s ≥ b−1},
and
Kb,n = Kb ∩ {(x, t; y, t + s) ∈ R4 : s, t ∈ n−1Z}.
Then there exist constants c, d > 0 such that for every n ∈ N and every (x, t; y, s), (x, t + r1; y, s +
r2) ∈ Kb,n, we have that
P
(
|Ln(x, t; y, s)− Ln(x, t+ r1; y, s + r2)| ≥ a||(r1, r2)||1/6
)
≤ ce−da3/4 .
Throughout the proof, c and d will be positive constants that may change from line to line and
depend only on the compact set Kb. In particular, they will not depend on the choice of points in
the compact set or on n.
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Proof. We will assume that r1 = 0 and that r2 = r > 0. Extending to the case of general (r1, r2)
follows by symmetry. First, we can assume that r ≥ 1/n since otherwise r = 0. By the metric
composition law for last passage percolation, we have that
Ln(y, s; y, s + r) ≤ Ln(x, t; y, s + r)− Ln(x, t; y, s)
= Ln(Z, s; y, s + r) + [Ln(x, t;Z, s) − Ln(x, t; y, s)], (66)
where Z is the rightmost maximizer of the function z 7→ Ln(x, t; z, s)+Ln(z, s; y, s+r). By Theorem
2.5, we have the bound
P(Ln(y, s; y, s + r) < −ar1/3) ≤ ce−da3/2 , (67)
which gives the correct bound on the left hand side above. We can bound the first term on the
right hand side of (66) by using Proposition 2.7. This gives
P(Ln(Z, s; y, s + r) > ar1/3) ≤ ce−da3/2 . (68)
For the second term, first note that by applying Proposition 2.7 and Theorem 2.5 together, we have
the bound
P(Ln(x, t;Z, s) − Ln(x, t; y, s) ≥ b) ≤ ce−db3/2 . (69)
Here we have used that (t − s)1/3, which enters into the scaling of this difference, is uniformly
bounded on Kb. We will use this bound when b is large, but we will also need a r-dependent bound
that will work for small b.
When Z is close to y, we can use the Gaussian tail bound on differences between points in
Proposition 2.6 to bound the left hand side of (69). In particular, by combining the tail bounds in
Proposition 2.6 with the modulus of continuity lemma for general tail-bounded processes (Lemma
2.8), we have that for every ǫ ∈ [0, 1] and b > 0, that
P
(
max
z∈[−y−ǫ,y+ǫ]
|Ln(x, t; z, s) − Ln(x, t; y, s)| ≥ b
)
≤ ce−db3/2ǫ−3/4 . (70)
To get that c and d do not depend on any parameters we have used that the distance |x − y|
is bounded above and that the time increment s − t is bounded below on Kb. Also, by Lemma
9.3 and Brownian scaling, we have control over how much Z differs from its expected location at
fr(x, y) = x+ (y − x)(t+ s)(t+ s+ r)−1. We get that
P(|Z − fr(x, y)| > mr1/3) ≤ ce−dm3/4 . (71)
Again, the fact that s−t is uniformly bounded below onKb is necessary to ensure that the constants
c and d are independent of the points (x, t; y, s) and (x, t; y, s+ r). Note that |fr(x, y)− y| ≤ c1r on
the set Kb for a Kb-dependent constant c1. Since r is bounded above on Kb, we can rewrite (71) as
P(|Z − y| > mr1/3) ≤ ce−dm3/4 . (72)
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Combining (70) and (72) by setting ǫ = br1/6 and m = br−1/6, we get that
P (Ln(x, t;Z, s) − Ln(x, t; y, s) ≥ b) ≤ ce−db3/4r−1/8 (73)
whenever b ≤ r−1/6. Also, when b ≥ r−1/6, then b3/2 ≥ b3/4r−1/8, so we can combine (73) with (69)
to get that (73) holds for all b, r. Setting ar1/6 = b in (73) gives that
P
(
Ln(x, t;Z, s) −Ln(x, t; y, s) ≥ ar1/6
)
≤ ce−da3/4 ,
which is the desired bound on the right hand side of (66).
Proof of Theorem 11.1. Replace Ln with a version Kn that is piecewise linear in time, rather than
having jumps at each times in n−1Z. The sequence Kn satisfies the tail bound in Lemma 11.2
everywhere on Kb, not just on the sets Kb,n. It suffices to prove convergence of Kn to L.
By the tail bounds in Lemma 11.2 and Proposition 2.6, we get that the sequence Kn is tight,
and that if Kn converges in distribution to a subsequential limit K, then there is a coupling of Kn
and K such that (65) holds. This follows by same reasoning as in Lemma 8.4.
Now let K be a subsequential limit of Kn. By the definition of Kn, the marginals K(·, t, ·, s) are
all rescaled Airy sheets. Also, K inherits the metric composition law (property II of the directed
landscape) from the sequence {Ln}. This follows from the tail bounds on maximizing locations of
Airy sheets from Lemma 9.3 (or equivalently, the proof of Proposition 9.2).
Moreover, K has independent increments on any set of k disjoint intervals since when [s, t] ∩
[s′, t′] = ∅, the processes Kn(·, t; ·, s) and Kn(·, t′; ·, s′) are determined by different sets of Brownian
motions for all large enough n. This independence extends to intervals that share an endpoint
by continuity. Thus K satisfies the conditions of Definition 10.1, and so K must be the directed
landscape.
12 Directed geodesics
In this section, we construct geodesics in the directed landscape L. First, for a continuous path
π : [t, s]→ R, we can define the length of π by
∫
dL ◦ π = inf
k∈N
inf
{t=t0<t1<···<tk=s}
k∑
i=1
L(π(ti−1), ti−1;π(ti), ti). (74)
In other words, the length of π is the infimum over all partitions of the sum of increments in L
along π. This definition is the analogy of defining curve length in Euclidean space by piecewise
linear approximation. By the triangle inequality for L, we always have∫
dL ◦ π ≤ L(π(t), t;π(s), s).
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We say that π is a directed geodesic from (π(t), t) to (π(s), s) if equality holds, which is equivalent
to saying that equality holds in (74) for all subdivisions before taking any infima.
Theorem 12.1. Let L be the directed landscape, and fix u = (x, t; y, s) ∈ R4↑. Then almost surely,
there exists a unique directed geodesic Πu from (x, t) to (y, s).
By the properties of the directed landscape in Lemma 10.2, the distribution of Πu is independent
of the point u ∈ R4↑ up to symmetry. Let u = (0, 0; 0, 1). For r > 0 the path Πru(·) has the same
distribution as r2/3Πu(·/r). The distribution of Πv for any v can be obtained as a translated shear
of this family.
To obtain tightness on the path locations we will use Lemma 9.5. This lemma can be used in
conjunction with Proposition 9.2 to give a bound over multiple maximum locations at once. For
(x, t; y, t+ r) ∈ R4↑ we define Y +t,r as the rightmost maximizer of the function
f(y) = L(x, t; y, (t+ r)/2) + L(y, (t+ r)/2; y, r),
and similarly define Y −t,r.
Lemma 12.2. Fix t < r ∈ R, and let K = [a, a+ b]× [c, c + b] ⊂ R2. Then
P
(∃(x, y) ∈ K such that |Y +t,r(x, y)− (x+ y)/2| > m(r − t)2/3)
≤
(
b
m(r − t)2/3
)2
c1e
−c2m3
for constants c1, c2 ∈ R. The same bound holds for Y −.
Proof. The functions Y +t,r and Y
−
t,r are monotone increasing functions of x and y by Proposition 9.2.
Hence to prove the theorem, it suffices to take a union bound over the one-point bounds on the
grid
m(r − t)2/3Z2 ∩ {x ∈ R2 : d(x,K) ≤
√
2m(r − t)2/3}.
We have enlarged the compact set K to guarantee that we have an outer grid boundary containing
K. Applying Lemma 9.5 then gives the desired bound.
We are now ready to prove Theorem 12.1. As in Le´vy’s construction of Brownian motion, our
proof gives an essentially optimal modulus of continuity bound on Πu.
Proposition 12.3. There exists a random constant C such that the path Πu in Theorem 12.1 with
u = (0, 0; 0, 1) satisfies
|Πu(t1)−Πu(t2)| ≤ C|t1 − t2|2/3 log1/3
(
2
|t1 − t2|
)
for all t1, t2 ∈ [0, 1]. Moreover,
P(C > b) ≤ c1e−c2b3
for some constants c1, c2.
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Proof of Theorem 12.1 (and Proposition 12.3). We first approximate the path Π = Πu on dyadic
rationals.
Let Π1 : [0, 1]→ R be chosen so that Π1(0) = Π1(1) = 0 and
L(0, 0;Π1(1/2), 1/2) + L(Π1(1/2), 1/2; 0, 1) = L(u),
and so that Π1 is linear at times in between. The path Π1 is unique almost surely by Lemma 9.5.
Now for n ∈ N and i ∈ {0, . . . 2n} define tn,i = i/2n. We then recursively define Πn : [0, 1] → R so
that Πn(tn−1,i) = Πn−1(tn−1,i) for all i ∈ {0, 1, . . . , 2n−1}, and so that for odd i ∈ {0, 1, . . . , 2n}, we
have
L(Πn(tn,i−1), tn,i−1; Πn(tn,i), tn,i) + L(Πn(tn,i), tn,i; Πn(tn,i+1), tn,i+1)
= L(Πn(tn,i−1), tn,i−1; Πn(tn,i+1), tn,i+1).
Define Πn to be linear at times in between. Moreover, iterating the above identity, shows that Πn
satisfies condition 3 of Theorem 12.1 where it is defined. In particular, setting j = 0 and k = 2n
above shows that Πn(tn,i) satisfies
L(0, 0;Πn(tn,i), tn,i) + L(Πn(tn,i), tn,i; 0, 1) = L(u).
By Lemma 9.5, this implies that each of the points Πn(tn,i) is unique almost surely, and so all of
the approximations Πn are unique almost surely. We now show that Πn has a uniform limit Π
satisfying the desired modulus of continuity. This limit is a directed geodesic by continuity of the
directed landscape. Moreover, any directed geodesic must agree with Π on dyadic rationals, giving
uniqueness.
Fix b > 0, and for k ∈ {1, 2 . . . }, define hk = b2−2k/3k1/3. Also define ℓ0 = 0 and for k ≥ 1, let
ℓk = h1 + . . .+ hk. We recall the notation Y
+
t,r and Y
−
t,r from Lemma 12.2. Define
Ak =
{
There exists x, y ∈ [−ℓk−1, ℓk−1]2, i ∈ {1, . . . , 2k−1}, such that either
|Y +tk−1,i−1,tk−1,i(x, y)− (x+ y)/2| ≥ hk or |Y −tk−1,i−1,tk−1,i(x, y)− (x+ y)/2| ≥ hk
}
By Lemma 12.2 and a union bound,
P(Ak holds for some k ∈ {0, 1, . . . }) ≤ c1e−c2b3 . (75)
for some universal constants c1, c2. On the event A
c
0, we have ||Π1||u ≤ ℓ1. Also, if ‖Πk−1‖u ≤ ℓk−1,
and the event Ack holds, then
‖Πk −Πk−1‖u < hk and ‖Π′k −Π′k−1‖u < hk2k. (76)
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and as consequence ‖Πk‖u ≤ ℓk. Hence on the event A = ∩k≥0Ack, the bounds in (76) hold for all
k ≥ 1. Since the sequence {hk} is summable, the first bound in (76) implies that Πk is a Cauchy
sequence in the uniform norm, and hence has a continuous limit Π on the event A. The modulus
of continuity of Π can be bounded as follows using (76).
|Π(t2)−Π(t1)| ≤ |t2 − t1|
r∑
k=1
2khk + 2
∞∑
k=r
hk.
Setting r = 1− ⌊log2 |t2 − t1|⌋ and using the probability bound in (75) then proves Theorem 12.1
and Proposition 12.3.
13 Joint limits of last passage paths
In this section, we show that last passage paths in Ln converge jointly to directed geodesics in L.
The proof is essentially topological, once we establish a basic fact about the directed landscape. As
a byproduct of the proof, we show that almost surely in L, there exists a directed geodesic between
every pair of points (Lemma 13.2).
The proof of geodesic convergence is topological and follows from a deterministic convergence
statement about particular functions f : R4↑ → R ∪ {−∞}. We say that a function f : R4↑ → R is a
landscape if for every pair x, y ∈ R and s < r < t ∈ R we have that
f(x, s; y, t) = max
z∈R
f(x, s; z, r) + f(z, r; y, t) (77)
We say that a landscape f is proper if the following three conditions hold.
(i) The landscape f is continuous.
(ii) For every bounded set [−b, b]4 ∩ R4↑, there exists a constant cb such that∣∣∣∣f(x, t; y, t+ s)− (x− y)2s
∣∣∣∣ ≤ cb
for all (x, t; y, t+ s) ∈ [−b, b]4.
(iii) For every compact set K ⊂ R4↑, there exists a constant bK > 0 such that the set where the
function on the right hand side of (77) attains its maximum is contained in [−bK , bK ] for all
(x, r; y, t) ∈ K and s ∈ (r, t).
(iv) For all r < t, x ≤ x′, and y ≤ y′, we have that
f(x, r; y, t) + f(x′, r; y′, t) ≥ f(x, r; y′, t) + f(x, r; y′, t) (78)
For any landscape f , we can define length
∫
df ◦ π as in (74) with f in place of L. Again, we say
that a continuous function π : [t, s]→ R is a geodesic from (π(t), t) to (π(s), s) if∫
df ◦ π = f(π(t), t;π(s), s).
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The directed landscape L is almost surely a proper landscape. This follows by Lemma 10.8 (for
(i) and (iii)),Proposition 10.6 (for (ii)), and Lemma 9.1 and continuity (for (iv)). Also, the last
passage percolations Ln are landscapes. Our goal is to prove the following deterministic statement.
Theorem 13.1. Let fn be a sequence of landscapes converging to a proper landscape f uniformly
on compact subsets of R4↑. Suppose that for a fixed (x, t; y, s) ∈ R4↑, there is a unique geodesic π
from (x, t) to (y, s) in f . Suppose also that for all large enough n, that there exist geodesics πn
from (x, t) to (y, s) in fn. Then πn converges uniformly to π.
We first show that geodesics exist in any proper landscape. This lemma can be used to give
a short alternate proof of existence and almost sure uniqueness of the directed geodesic (Theorem
12.1). However, it does not give a modulus of continuity bound.
For this lemma, we say that π is a rightmost geodesic from (x, t) to (y, s) if π ≥ τ for any
other geodesic τ from (x, t) to (y, s). We can similarly define leftmost geodesics.
Lemma 13.2. Let f be a proper landscape. Then for any (x, t; y, s) ∈ R4↑, there exist rightmost
and leftmost geodesics from (x, t) to (y, s).
Proof. We will just show the existence of a rightmost geodesic π as leftmost geodesics exist by a
symmetric argument. We define π(t) = x and π(s) = y, and for every r ∈ (s, t), set π to be the
rightmost maximizer of the function on the right hand side of (77). Since f is proper, the function
π is bounded. We need to check that π is continuous and a geodesic. To check continuity, we need
to show that for any sequence rn → r ∈ [s, t], that π(rn) → π(r). We can assume that rn 6= r for
all n.
Since the rightmost maximizer π is uniformly bounded by condition (ii) in the definition of
proper, by possibly passing to a further subsequence, we may assume that π(rn) converges to a
point w. If rn → s then by condition (i) in the definition of proper, the first term on the left hand
side of the equality
f(x, s; y, t) = f(x, s;π(rn), rn) + f(π(rn), rn; y, t) (79)
must converge to −∞ if w 6= x. By continuity of f , the second term remains bounded, so this
will break the equality above. The case when rn → t is similar. Now suppose rn → r ∈ (s, t). By
possibly passing to another subsequence, we can assume that rn < r for all n (the other case has
a symmetric argument). Both terms on the right hand side of (79) converge to the appropriate
limits by continuity, so w maximizes the function
z 7→ f(x, s; z, r) + f(z, r; y, t).
Also, w ≤ π(r) (since π(r) was the rightmost maximizer). Now, metric composition and the triangle
inequality implies that there exist points zn ∈ R such that
f(x, s; y, t) = f(x, s; zn, rn) + f(zn, rn;π(r), r) + f(π(r), r; y, t) ≤ f(x, s; zn, rn) + f(zn, rn; y, t).
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Again by metric composition, the inequality above must in fact be equality, and so zn maximizes
the same function as π(rn). Since π(rn) was the rightmost maximizer, zn ≤ π(rn). Moreover, the
term f(zn, rn;π(r), r) must stay bounded as rn → r in order to preserve the above equality, since
all other terms stay bounded by continuity. Since f is proper, this implies that zn → π(r), and
hence w ≥ π(r) as well.
To check that π is a geodesic, it is enough to show that for any r1 < r2 ∈ (s, t), that the function
g(z) = f(x, s; z, r1) + f(z, r1;π(r2), r2) + f(π(r2), r2; y, t). (80)
is maximized at π(r1). The maximum value of g is f(x, s; y, t). Moreover, if z1 is a maximizer of g,
then by metric composition, we have that
f(x, s; z1, r1) + f(z1, r1; y, t) = f(x, s; y, t).
In particular, z1 ≤ π(r1) since π(r1) is the rightmost maximizer of the above function. By a similar
construction, we can find a point z2 such that z2 ≤ π(r2) and
f(x, s; y, t) = f(x, s;π(r1), r1) + f(π(r1), r1; z2, r2) + f(z2, r2; y, t)
Now, we can sum this equality with the corresponding equality for z1 and π(r2), and apply property
(iv) of proper landscapes to the points z1 ≤ π(r1) and z2 ≤ π(r2) to get that
2f(x, s; y, t) ≤f(x, s; z1, r1) + f(z1, r1; z2, r2) + f(z2, r2; y, t) (81)
+ f(x, s;π(r1), r1) + f(π(r1), r1;π(r2), r2) + f(π(r2), r2; y, t) (82)
The triangle inequality implies that both (81) and (82) are less than or equal to f(x, s; y, t). Hence
they must both be equal to it for the above inequality to hold. This proves that (80) is maximized
at π(r1).
We will also need the following lemma about landscape convergence.
Lemma 13.3. Let fn be a sequence of landscapes converging uniformly on compact sets to a proper
landscape f , and fix a bounded set B = [−b, b]4 ∩ R4↑. Then there exists a positive constant cb such
that for all ǫ ∈ (0, 1) there exists nǫ ∈ N such that for all n ≥ nǫ we have
fn(x, t; y; t+ s) ≤ cb − (x− y)
2
s+ ǫ
.
Proof. Fix (x, t; y, t+ s) ∈ B and ǫ ∈ (0, 1). By the triangle inequality for fn, we have that
fn(x, t; y, t+ s) ≤ fn(x, t; y, t+ s+ ǫ)− fn(y, t+ s; y, t+ s+ ǫ).
In particular, the right hand side above converges uniformly to
f(x, t; y, t+ s+ ǫ)− f(y, t+ s; y, t+ s+ ǫ)
for [x, t; y; t+ s] ∈ [−b, b]4 for any b, ǫ > 0. Since f is proper, this implies the lemma.
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Proof of Theorem 13.1. Suppose that πn does not converge uniformly to π. Then there exists a
subsequence Y and an ǫ > 0 such that for every n ∈ Y , we have that ||πn − π||∞ > ǫ. Noting that
πn(t) = π(t) = x and πn(s) = π(s) = y, by continuity of the paths involved, for every n ∈ Y we
can find a point rn ∈ [t, s] such that
|πn(rn)− π(rn)| = ǫ. (83)
Without loss of generality, we can assume that πn(rn) − π(rn) = ǫ for all n ∈ Y and that the
sequence {rn : n ∈ Y } converges. Now by the definition of πn, we have the metric composition law
fn(x, t;πn(rn), rn) + fn(πn(rn), rn; y, s) = fn(x, t; y, s). (84)
If rn → r ∈ (s, t), then both sides above must converge to the corresponding values of f since all
the points involved will lie in a common compact subset of R4↑, giving that
f(x, t;π(r) + ǫ, r) + f(π(r) + ǫ, r; y, s) = f(x, t; y, s).
By Lemma 13.2, there are geodesics in f from (x, t) to (π(r) + ǫ, r) and from (π(r) + ǫ, r) to (y, s).
Concatenating these gives a geodesic from (x, t) to (y, s), which contradicts the uniqueness of π.
Therefore either rn → t or rn → s. We will only deal with the case rn → t, as the case where
rn → s is similar. In this case, all the points fn(πn(rn), rn; y, s) are contained in a common compact
set in R4↑, so
fn(πn(rn), rn; y, s)→ f(x+ ǫ, t; y, s). (85)
Also, by Lemma 13.3, since πn(rn) = π(rn) + ǫ→ x+ ǫ we have that
lim sup
n→∞
fn(x, t;πn(rn), rn) = −∞.
Combining this with (85) contradicts (84) for large enough n.
Convergence of last passage paths in Ln follows from Theorem 13.1. Last passage paths in Ln
are not quite geodesics in the sense of the definition for landscapes, but can be related to geodesics
in a way that makes them asymptotically equivalent under rescaling. Recalling that Ln is the
rescaled version of B[(x, t)n → (y, s)n] = Bn[(t+ xn−1/3,−⌊tn⌋)→ (s+ yn−1/3,−⌊sn⌋)], let
πn = πn[(x, t)n, (y, s)n]
be any last passage path. By the metric composition law for last passage parcolation, for every
r ∈ [t, s] there exists a point τ(r) such that
Ln(x, t; y, s) = Ln(x, t; τ(r), r) + Ln(τ(r), r; y, s),
the point (r + τ(r)n−1/3,−⌊rn⌋) lies along the rightmost last passage path πn, and r + τ(r)n−1/3
is non-decreasing in r.
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As defined, the path τ is not necessarily continuous. However, we can modify it to still satisfy
metric composition in such a way that makes it continuous, and keeps the property that (r +
τ(r)n−1/3,−⌊rn⌋) lies along πn. We can also do this in a way that preserves the fact that r +
τ(r)n−1/3 is nondecreasing in r, and sets τ(t) = t+ xn−1/3 and τ(s) = s+ yn−1/3.
The main upshot of this construction is that for all (x, t; y, s) ∈ R4↑, for large enough n there
exists a geodesic τ in Ln from (x, t) to (y, s) with the property that
lim
s→(r+τ(r)n−1/3)−
πn(s) ≥ −⌊rn⌋ and lim
s→(r+τ(r)n−1/3)+
πn(s) ≤ −⌊rn⌋ (86)
for all r ∈ [s, t]. Because of this structure, convergence of πn to the directed geodesic will follow
from a deterministic statement.
Lemma 13.4. Let a < b and x, y ∈ R, and let fn : [a, b] → R be a sequence of nondecreasing
continuous functions with range [a + xn−1/3, b + yn−1/3]. Suppose that there exists a continuous
function f such that
n1/3[fn(r)− r]→ f
uniformly. Let gn : [a+xn
−1/3, b+ yn−1/3]→ Z be a sequence of nonincreasing functions such that
lim
s→fn(r)−
gn(s) ≥ −⌊rn⌋ and lim
s→fn(r)+
gn(s) ≤ −⌊rn⌋
for every n, s. Here we use the convention lims→(a+xn−1/3)− gn(s) := gn(a+ xn
−1/3), and similarly
for the upper limit at b+ yn−1/3.
Then letting hn be the increasing affine function sending the interval [a, b] to [a + xn
−1/3, b +
yn−1/3], we have that
gn ◦ hn + hnn
n2/3
→ f uniformly.
Proof. For each s ∈ [a, b] let [rn1 (s), rn2 (s)] = f−1n (hn(s)). This is an interval since fn is non-
decreasing and is always non-empty since Range(fn) = Range(hn). Since g is nonincreasing, we
have that
lim
r→rn
1
(s)−
g(fn(r)) ≥ gn(hn(s)) ≥ lim
r→rn
2
(s)+
gn(fn(r)).
The limit condition relating gn and fn and the fact that fn is non-constant in any interval [c, d]
containing [rn1 (s), r
n
2 (s)] in its interior then allows us to evaluate these limits. We get that
lim
r→rn
1
(s)−
−⌊rn⌋ ≥ gn ◦ hn(s) ≥ lim
r→rn
2
(s)+
−⌊rn⌋.
In particular, this implies that there exists rn(s) ∈ [rn1 (s), rn2 (s)] such that
|gn ◦ hn(s) + nrn(s)| ≤ 1.
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Hence it is enough to show convergence of n1/3[hn − rn] to f uniformly. Defining an by fn(r) =
r + n−1/3an(r) so that an → f uniformly, we have that
fn(rn(s)) = rn(s) + n
−1/3an(rn(s)) = hn(s).
The convergence of an implies that |rn(s)− hn(s)|n1/3 is uniformly bounded in s and n. Moreover,
the definition of hn implies that |hn(s) − s|n1/3 is also uniformly bounded in s and n, and hence
n1/3|rn(s) − s| is uniformly bounded in s and n as well. Therefore the uniform convergence of an
implies that
|n1/3[hn(s)− rn(s)]− an(s)| = |an(rn(s))− an(s)|
goes to zero uniformly on [a, b] as n→∞, and hence n1/3[hn − rn] converges to f uniformly.
Theorem 13.1 combined with Lemma 13.4 immediately allows us to conclude joint convergence
of rightmost last passage paths to directed geodesics. We state this theorem in terms of a coupling.
Theorem 13.5. Let the Brownian last passage percolations Ln and L be coupled so that Ln → L
uniformly on compact sets almost surely. For u = (x, t; y, s) ∈ R4↑, let Cu be the set of probability
1 where the directed geodesic Πu is unique in L, and let hu,n be the increasing affine function
mapping [t, s] onto [t + xn−1/3, s + yn−1/3]. Then there exists a set A of probability 1 with the
following property.
For any u ∈ R4↑, and any sequence of last passage paths πu,n from (x, t)n to (y, s)n in Ln, we
have that
πu,n ◦ hu,n + nhu,n
n2/3
→ Πu uniformly on the event A ∩Cu.
There is a small subtlety with the measurability of A∩Cu in the above theorem, since Cu is not
obviously a measurable event. However, when L is a proper landscape, uniqueness of the directed
geodesic from (x, t) to (y, s) is equivalent to the statement that each of the continuous functions
fr(z) = L(x, t; z, r) + L(z, r; y, s)
have a unique maximum, for r ∈ (t, s) ∩ Q. This is measurable since it only involves checking
countably many conditions.
14 Open questions
There are several natural open questions related to the directed landscape. We collect a few of
these here. Some of these are geometric in nature, while others are about desired explicit formulas.
Definition 8.1 constructs the the Airy sheet on R+ × R as a deterministic function of the Airy
line ensemble A. We believe that whole Airy sheet should be a deterministic function of A in the
following way. Define H : R2 → R so that H|(0,∞)×R is defined by (30) and H(0, y) = A1(y). Now
define H(−x, y) for x > 0 by applying the same formulas A reflected: A·(− ·). This defines H on
R2 as a deterministic functional of A.
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Conjecture 14.1. The function H is an Airy sheet.
The problem that needs to be analyzed for this is the last passage on the “other tableau of
RSK”. For Brownian last passage, this is a Gelfand-Tsetlin pattern that seems harder to analyze
than a Brownian melon.
Another way to clarify the Airy sheet definition would be to give the sheet values directly as a
limit. The following would suffice.
Conjecture 14.2. There exists a deterministic function a : R+ × N → R so that for every x > 0,
almost surely
A[(−
√
k/(2x), k)→ (0, 1)] − a(x, k)→ S(x, 0).
One approach that would give this would be an improved bound on the last passage problem
across the Airy line ensemble that was analyzed in Section 6. In that section, we showed that
A[(0, k) → (x, 1)] = 2√2kx + o(√k). We believe that the correct error term here is O(k−1/6),
as in Brownian last passage percolation. If this can be proven precisely, then it would give that
a(x, k) = EA1(0) − EAk(0) −
√
2kx. The first term is the expectation of a Tracy-Widom random
variable and the second term is equal to −(3πk/2)2/3 + o(1) as k →∞.
Consider the directed geodesics Πx,y from time (x, 0) to time (y, 1). By invariance, the following
intersection question has only two parameters.
Problem 14.3. Find a formula for the probability that Π0,0 and Πx,y intersect.
Many models, including KPZ itself, should converge to the directed landscape. This was con-
jectured by Corwin et al. (2015). Another object that should converge to the directed landscape
is the scaling limit of last passage percolation for heavy-tailed random variables, constructed by
Hambly and Martin (2007). This has a Poisson description. The following problem is intentionally
imprecise.
Problem 14.4. Show that as the tails become less heavy, the limiting processes constructed by
Hambly and Martin (2007) converge to the directed landscape.
The directed geodesic Π = Π0,0 is a central object. Even the most basic distributions related
to Π are not known. The first question depends only on two Airy processes, so it should be doable
using continuum statistics.
Problem 14.5.
(a) Find the distribution of Π(s) for all s.
(b) Find the distribution of maxsΠ(s).
Proposition 12.3 gives tail bounds on these quantities of the form e−x
3
.
We also believe that the beginning of geodesics are special.
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Conjecture 14.6. Consider the process ηt : [0, 1/2] → R defined by
ηt(s) = Π(t+ s)−Π(t).
Let 0 ≤ t < u < 1/2. The law of ηt and ηu are mutually absolutely continuous if and only if t > 0.
Finally, there should be a stochastic calculus for the 1-2-3 scaling. A natural precise question
for the development of this theory is the following.
Question 14.7. Let h : R2 → R be a smooth function with compact support. Define the h-shift L′
of the directed landscape L by the length formula:∫
dL′ ◦ π =
∫
dL ◦ π +
∫
h(π(t), t) dt
Is the distribution of L′ absolutely continuous with respect the the directed landscape? If so, what
is the density?
Acknowledgments. D.D. was supported by an NSERC CGS D scholarship. B.V. was supported
by the Canada Research Chair program, the NSERC Discovery Accelerator grant, the MTA Mo-
mentum Random Spectra research group, and the ERC consolidator grant 648017 (Abert). We
thank Robert Haslhofer for the reference Perelman (2002) and Firas Rassoul-Agha and Chris Janji-
gian for pointing out that the equation (30) holds for all triples (x, y, z) ∈ R+×R2 simultaneously,
rather than just rational triples. We thank Ivan Corwin, Patrik Ferrari, Alan Hammond, Yun Li,
Mihai Nica, Dmitry Panchenko, Jeremy Quastel, Timo Seppa¨la¨inen, Xiao Shen, Benedek Valko´,
and Peter Winkler for valuable comments about previous versions. B.V. thanks the organizers
for the 2008 workshop Random matrices: probabilistic aspects and applications at the Hausdorff
Institute, Bonn, where these problems where highlighted.
References
Adler, M. and Van Moerbeke, P. (2005). PDEs for the joint distributions of the Dyson, Airy and
sine processes, The Annals of Probability 33(4): 1326–1361.
Baik, J., Deift, P. and Johansson, K. (1999). On the distribution of the length of the longest
increasing subsequence of random permutations, Journal of the American Mathematical Society
12(4): 1119–1178.
Baik, J. and Liu, Z. (2019). Multipoint distribution of periodic TASEP, Journal of the American
Mathematical Society.
Baryshnikov, Y. (2001). GUEs and Queues, Probability Theory and Related Fields 119(2): 256–274.
64
Basu, R., Sarkar, S. and Sly, A. (2017). Coalescence of geodesics in exactly solvable models of last
passage percolation, arXiv:1704.05219 .
Basu, R., Sidoravicius, V. and Sly, A. (2014). Last passage percolation with a defect line and the
solution of the slow bond problem, arXiv:1408.3464 .
Biane, P., Bougerol, P. and O’Connell, N. (2005). Littelmann paths and Brownian paths, Duke
Mathematical Journal 130(1): 127–167.
Borodin, A. and Ferrari, P. (2008). Large time asymptotics of growth models on space-like paths
I: PushASEP, Electronic Journal of Probability 13: 1380–1418.
Borodin, A. and Olshanski, G. (2006). Stochastic dynamics related to Plancherel measure on
partitions, Representation Theory, Dynamical Systems, and Asymptotic Combinatorics 217: 9–
21.
Cator, E. and Pimentel, L. P. (2012). Busemann functions and equilibrium measures in last passage
percolation models, Probability Theory and Related Fields 154(1-2): 89–125.
Corwin, I. (2016). Kardar-Parisi-Zhang universality, Notices of the AMS 63(3): 230–239.
Corwin, I., Ferrari, P. L. and Pe´che´, S. (2012). Universality of slow decorrelation in KPZ growth,
Annales de l’IHP Probabilite´s et statistiques, Vol. 48, pp. 134–150.
Corwin, I. and Hammond, A. (2014). Brownian Gibbs property for Airy line ensembles, Inventiones
mathematicae 195(2): 441–508.
Corwin, I., Quastel, J. and Remenik, D. (2013). Continuum statistics of the Airy2 process, Com-
munications in Mathematical Physics 317(2): 347–362.
Corwin, I., Quastel, J. and Remenik, D. (2015). Renormalization fixed point of the KPZ universality
class, Journal of Statistical Physics 160(4): 815–834.
Dauvergne, D. and Vira´g, B. (2018). Basic properties of the Airy line ensemble, arXiv:1812.00311.
Dotsenko, V. (2013). Two-time free energy distribution function in (1 + 1) directed polymers,
Journal of Statistical Mechanics: Theory and Experiment 2013(06): P06017.
Ferrari, P. L. (2008). Slow decorrelations in Kardar–Parisi–Zhang growth, Journal of Statistical
Mechanics: Theory and Experiment 2008(07): P07022.
Ferrari, P. L. and Occelli, A. (2019). Time-time covariance for last passage percolation with generic
initial profile, Mathematical Physics, Analysis and Geometry 22(1): 1.
Ferrari, P. L. and Spohn, H. (2010). Random growth models, arXiv preprint arXiv:1003.0881 .
65
Fulton, W. (1997). Young tableaux: with applications to representation theory and geometry, Vol. 35,
Cambridge University Press.
Georgiou, N., Rassoul-Agha, F. and Seppa¨la¨inen, T. (2017). Stationary cocycles and Busemann
functions for the corner growth model, Probability Theory and Related Fields 169(1-2): 177–222.
Gravner, J., Tracy, C. A. and Widom, H. (2001). Limit theorems for height fluctuations in a class
of discrete space and time growth models, Journal of Statistical Physics 102(5-6): 1085–1132.
Hambly, B. and Martin, J. B. (2007). Heavy tails in last-passage percolation, Probability Theory
and Related Fields 137(1-2): 227–275.
Hammond, A. (2016). Brownian regularity for the Airy line ensemble, and multi-polymer water-
melons in Brownian last passage percolation, arXiv:1609.02971 .
Hammond, A. (2017a). Exponents governing the rarity of disjoint polymers in Brownian last
passage percolation, arXiv:1709.04110 .
Hammond, A. (2017b). Modulus of continuity of polymer weight profiles in Brownian last passage
percolation, arXiv:1709.04115 .
Hammond, A. (2017c). A patchwork quilt sewn from Brownian fabric: regularity of polymer weight
profiles in Brownian last passage percolation, arXiv:1709.04113 .
Hammond, A. and Sarkar, S. (2018). Modulus of continuity for polymer fluctuations and weight
profiles in Poissonian last passage percolation, arXiv:1804.07843 .
Johansson, K. (2000a). Shape fluctuations and random matrices, Communications in Mathematical
Physics 209(2): 437–476.
Johansson, K. (2000b). Transversal fluctuations for increasing subsequences on the plane, Proba-
bility Theory and Related Fields 116(4): 445–456.
Johansson, K. (2003). Discrete polynuclear growth and determinantal processes, Communications
in Mathematical Physics 242(1-2): 277–329.
Johansson, K. (2017). Two time distribution in Brownian directed percolation, Communications
in Mathematical Physics 351(2): 441–492.
Johansson, K. (2018). The two-time distribution in geometric last-passage percolation,
arXiv:1802.00729 .
Johansson, K. and Rahman, M. (2019). Multi-time distribution in discrete polynuclear growth,
arXiv preprint arXiv:1906.01053 .
Kardar, M., Parisi, G. and Zhang, Y.-C. (1986). Dynamic scaling of growing interfaces, Physical
Review Letters 56(9): 889.
66
Ledoux, M. and Rider, B. (2010). Small deviations for beta ensembles, Electronic Journal of
Probability 15: 1319–1343.
Matetski, K., Quastel, J. and Remenik, D. (2016). The KPZ fixed point, arXiv:1701.00018 .
OConnell, N. and Warren, J. (2016). A multi-layer extension of the stochastic heat equation,
Communications in Mathematical Physics 341(1): 1–33.
O’Connell, N. and Yor, M. (2002). A representation for non-colliding random walks, Electronic
Communications in Probability 7: 1–12.
Perelman, G. (2002). The entropy formula for the Ricci flow and its geometric applications, arXiv
preprint math/0211159 .
Pimentel, L. P. (2018). Local behaviour of Airy processes, Journal of Statistical Physics
173(6): 1614–1638.
Pra¨hofer, M. and Spohn, H. (2002). Scale invariance of the PNG droplet and the Airy process,
Journal of Statistical Physics 108(5-6): 1071–1106.
Quastel, J. (2011). Introduction to KPZ, Current Developments in Mathematics 2011(1).
Ramirez, J., Rider, B. and Vira´g, B. (2011). Beta ensembles, stochastic Airy spectrum, and a
diffusion, Journal of the American Mathematical Society 24(4): 919–944.
Romik, D. (2015). The surprising mathematics of longest increasing subsequences, Vol. 4, Cam-
bridge University Press.
Takeuchi, K. A. (2018). An appetizer to modern developments on the Kardar–Parisi–Zhang uni-
versality class, Physica A: Statistical Mechanics and its Applications 504: 77–105.
Tracy, C. A. and Widom, H. (1994). Level-spacing distributions and the Airy kernel, Communica-
tions in Mathematical Physics 159(1): 151–174.
Weiss, T., Ferrari, P. and Spohn, H. (2017). Reflected Brownian motions in the KPZ universality
class, Springer.
Duncan Dauvergne, Department of Mathematics, University of Toronto, Canada,
duncan.dauvergne@mail.utoronto.ca
Janosch Ortmann, De´partement de management et technologie, E´cole des sciences de gestion,
Universite´ du Que´bec a` Montre´al, Canada, ortmann.janosch@uqam.ca
Ba´lint Vira´g, Departments of Mathematics and Statistics, University of Toronto, Canada,
balint@math.toronto.edu
67
