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Abstract This paper considers the problem of understanding the exit time for trajectories of gradient-related
first-order methods from saddle neighborhoods under some initial boundary conditions. Given the ‘flat’ ge-
ometry around saddle points, first-order methods can struggle in escaping these regions in a fast manner
due to the small magnitudes of gradients encountered. In particular, while it is known that gradient-related
first-order methods escape strict-saddle neighborhoods, existing literature does not explicitly leverage the lo-
cal geometry around saddle points in order to control behavior of gradient trajectories. It is in this context
that this paper puts forth a rigorous geometric analysis of the gradient-descent method around strict-saddle
neighborhoods using matrix perturbation theory. In doing so, it provides a key result that can be used to gen-
erate an approximate gradient trajectory for any given initial conditions. In addition, the analysis leads to a
linear exit-time solution for gradient-descent method under certain necessary initial conditions for a class of
strict-saddle functions.
Keywords Exit-time analysis · Gradient descent · Non-convex optimization · Strict-saddle property
Mathematics Subject Classification (2010) 90C26 · 15Axx · 41A58 · 65Hxx
1 Introduction
The problem of finding the convergence rate/time for gradient-related methods to a stationary point of a
convex function has been studied extensively. Moreover, it has been well established that stronger conditions
on function geometry yield better convergence guarantees for the class of gradient-related first-order methods.
For instance, conditions like strong convexity and quadratic growth result in the so-called ‘linear convergence
rate’ to a stationary point for gradient-related first-order methods. Though there is also a class of second-order
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(Hessian-related) methods like the Newton method that yield super-linear convergence to stationary points of
strongly convex functions, yet that comes at the cost of very high iteration complexity.
More recently much of the focus has shifted towards obtaining rates of convergence for gradient-related
methods to stationary points of non-convex functions. To this end, there exist some local geometric conditions
like the Kurdyka-Łojasiewicz property [20,16] that guarantee linear convergence rates provided the iterate
is in some bounded neighborhood of the function’s second-order stationary point [19]. Such guarantees,
however, are hard to obtain for non-convex functions in a global sense and the linear convergence rates are
often eventual, i.e., these methods usually exhibit such linear convergence only asymptotically. The main
reason that restricts this speedup behavior to the asymptotic setting is the non-convex geometry that can
impede fast traversal of these methods across the geometric landscape of the function. This is due to the
fact that trajectories of gradient-related methods can encounter extremely flat curvature regions very near
to first-order saddle points. Such regions are characterized by gradients that have very small magnitudes
and it can take exponential time for the trajectory of an algorithm to traverse this extremely flat region. A
natural question to ask then is whether there exist gradient-related first-order methods for which a subset of
trajectories escape first-order saddle points of a class of non-convex functions in ‘linear’ time.1
We address this question in this work by deriving an upper bound on the exit time for a certain class of
gradient-descent trajectories escaping some bounded neighborhood of the first-order saddle point of a class
of smooth, non-convex functions. Specifically, let x∗ be a saddle point of a smooth, non-convex function
f : Rn → R and, without loss of generality, define the bounded neighborhood around the saddle point to
be an open ball of radius ε around x∗, denoted by Bε (x∗). Recall that the gradient at saddle point x∗ is a
zero vector, i.e., it is necessarily a first-order stationary point. In addition, the saddle neighborhood Bε(x
∗)
exhibits certain properties that depend on Lipschitz boundedness of the function and its derivatives as well as
eigenvalues of the Hessian at x∗. The class of trajectories we focus on in here is assumed to have the current
iterate sitting on the boundary of Bε(x
∗) and it comprises of all those trajectories of gradient descent that
escape this saddle neighborhood with at least linear rate. Note that the current iterate could have reached the
boundary ofBε(x
∗) using any gradient-relatedmethod, but that problem is not our concern. Rather, our focus
here is whether there exists any gradient-descent trajectory from the current iterate that can escape Bε(x
∗)
in almost linear time of order O
(
log(ε−1)
)
or better. And if such a trajectory exists, then an immediate
subsequent question asks for the necessary conditions required for the existence of such gradient-descent
trajectories.
To answer both these questions effectively, we present a rigorous analysis of gradient-descent trajectories
starting at k = 0 when the current iterate x0 sits on the boundary of Bε (x
∗) till the time they exit the ball
Bε (x
∗), which we term the exit time. We utilize tools from the matrix perturbation theory while analyzing
the Hessian of any point x ∈Bε(x∗). This results in a very close approximation to the exact Hessian for any
point x ∈Bε (x∗) when ε is sufficiently small. Next, we approximate the gradient-descent trajectory from the
approximated Hessian at every point xk of the trajectory. Subsequently, we use the approximation to find an
upper bound on the exit time Kexit for all possible gradient-descent trajectories escaping in linear time with
a fixed starting point x0. Once an upper bound on the exit time has been established, we find conditions that
are necessary for the existence of this linear exit time Kexit associated with the ball Bε(x
∗).
1.1 Relation to prior work
Convergence rates of optimization methods to the minima of convex functions have been studied for quite
some time. For instance, the seminal work dealing with convergence rate analysis of gradient-related methods
has been well summarized in [24], while a recent work [22] summarizes convergence rates of Newton-type
methods. These prior works rely heavily on the Lipschitz boundedness of the function along with some other
form of curvature property. The authors in [4] and [5] utilize the local Kurdyka–Łojasiewicz property [20,
1 We are slightly abusing terminology here and, in keeping with the convention of linear convergence rates in optimization literature,
we are defining ‘linear exit time‘ for the trajectory of a discrete method to be one in which the trajectory escapes an O(ε) neighborhood
in O(log(ε−1)) number of iterations.
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16] of the functions to develop convergence guarantees and the ergodic rates using monotonicity of gradient
sequences in a bounded neighborhood of the function’s stationary point. However, for non-convex functions
these seminal works do not analyze the exit time from a bounded neighborhood of a first-order saddle point.
With the focus shifting towards characterizing the efficacy of gradient-related methods on non-convex ge-
ometries in recent years, it becomes imperative to conduct such an analysis. To the best of our knowledge,
currently no work exists that analyzes (discrete) gradient-descent trajectories in the saddle neighborhood us-
ing eigenvector perturbations. Therefore, this should be the first work that incorporates matrix perturbation
theory to extract every bit of local geometric information around a saddle point necessary for analyzing gra-
dient trajectories at such small scales. As a result of the perturbation analysis, the implicit dependence of exit
time on the trajectory’s initialization point is also revealed in this work.
There is a plethora of existing methods in the literature that deal with non-convex optimization problems.
Within the context of this paper, we broadly classify these methods into continuous-timeOrdinaryDifferential
Equations (ODE)-type methods/analysis and discrete-time gradient-descent related algorithms/analysis. The
latter class of methods can be further categorized into first-order and higher-order methods. Starting with
the continuous-time ODE-type algorithms, we first refer to [5] that develops upon the gradient flow curve
analysis of non-smooth convex functions. Although this work focuses on convex problems, yet it is important
in the sense that it motivates us in drawing some parallels between the discrete gradient trajectories and the
continuous flow curves in our analysis of non-convex functions.
Another recent work within the continuous-time setting analyzes the saddle escape problem using a
stochastic ODE to characterize the rates of escape in terms of a multiplicative noise factor [11]. Remark-
ably, the results in [11] give linear rate of escape in expectation for very small stochastic noise. This work
also extends these results to cascaded saddle geometries. Note that the analysis in [11] relies on an earlier
important work [15], which characterizes the probability distribution of the exit time of gradient curves from
saddle point vicinities. The hyberbolic flow curves discussed in [15], [5], [11] are the building blocks of our
intuition towards analyzing discrete gradient trajectories in this work.
The Stochastic Differential Equation (SDE) setup has also been utilized in a recent work [27] to study
gradient-based (stochastic) methods for non-convex functions in the continuous-time setting. While this work
also guarantees linear rates of global convergence for non-convex problems under certain assumptions, a few
of which are more restrictive than our work, it does not lend itself to understanding the behavior of discrete
gradient trajectories around first-order saddle points.
Next, there exists a large collection of work analyzing discrete gradient-related methods in non-convex
settings. The very basic yet most often investigated approach in these works is the Stochastic Gradient De-
scent (SGD) method and its variants. Such methods have been extensively studied in the literature for the
purpose of escaping saddles, specifically first-order saddle points. For instance, [9,12] provide the rates for
escaping first-order saddle points with very high probability using perturbed gradient descent, where the per-
turbation vector is an isotropic noise. In contrast, the work in [9] shows that the time to escape cascaded
saddles scales exponentially, thereby making the method impractical for highly pathological problems like
optimization over jagged functions.
The work in [17] provides a novel insight into the efficacy of gradient-descentmethod around strict saddle
points. The authors in this work present a measure-theoretic analysis for the gradient-descent trajectories
escaping strict saddle points almost surely. Their analysis uses the stable center manifold theorem [14] to
prove that random initializations of gradient-descent trajectories in the vicinity of a strict saddle point almost
never terminate into this saddle point. Note that while this is an intuitive inference, it is somewhat hard
to prove for gradient flow curves around saddle points. The authors in [8] also provide rates and escape
guarantees under certain strong assumptions of high correlation between the negative curvature direction and
a random perturbation vector. Interestingly, the convergence rate proposed in this work does not depend on the
problem dimension. However due to the nature of the somewhat restrictive assumptions in [8], the resulting
method is not suited to work over a general class of non-convex problems. We also note two related recent
works [25,10] that analyze global convergence behavior of Langevin dynamics-based variants of the SGD
(and simulated annealing) for non-convex functions. Neither of these works, however, focus on the escape
behavior of trajectories around saddle neighborhoods.
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There also exists a sub-category of first-order methods leveraging acceleration and momentum techniques
to escape saddle points. For instance, the work in [26] provides extensions of SGDmethods like the Stochastic
Variance Reduced Gradient (SVRG) algorithm for escaping saddles. Recently, in works like [13] and [29],
methods approximating the second-order information of the function (i.e., Hessian) have been employed to
escape the saddles and at the same time preserve the first-order nature of the algorithm. Specifically, the
authors in [13] show that the acceleration step in gradient descent guarantees escape from saddle points with
provably better rates; yet the rate is still worse than the linear rate. Along similar lines, the method in [29]
utilizes the second-order nature of the acceleration step combined with a stochastic perturbation to guarantee
escape and provide escape rates.
Finally, the higher-order methods are discussed in [23,21], which utilize the Hessian of function or
its combinations with first-order algorithms to escape saddle neighborhoods with an impressive super lin-
ear rate while trading-off heavily with per-iteration complexity. Going even a step further, the work in [3]
poses the problem with second-order saddles, thereby making higher-order methods an absolute necessity.
Though these techniques optimize well over certain pathological functions like degenerate saddles or very
ill-conditioned geometries, yet they suffer heavily in terms of complexity. In addition, none of these methods
leverage the initial boundary condition of their method around saddle points, which could not only influ-
ence the future trajectory but also control its exit time from some bounded neighborhood of the saddle point.
This further motivates us to conduct a rigorous analysis of (approximations of) gradient-descent trajectories
around saddle points for some fixed initial boundary conditions.
1.2 Our contributions
Having discussed the relevant works pertaining to the problem of characterizing the exit time of first-order
methods from saddle neighborhoods, we now elaborate upon the contributions of our work.
First, none of the earlier discussed works exploit the dependence of the function gradient in saddle neigh-
borhood on the eigenvectors of the Hessian at saddle point. This dependence results from the eigenvector
perturbations of the Hessian in saddle neighborhood. Therefore, this is likely the first work that utilizes the
Rayleigh–Schro¨dinger perturbation theory to approximate the Hessian ∇2 f (x) at any point x ∈Bε (x∗). This
approximate Hessian is then used to obtain the function gradient ∇ f (x) for any point x ∈Bε(x∗).
Second, using the value of function gradient, for any given initialization x0 and some fixed step size, we
generate an approximate trajectory for the gradient-descentmethod inside the ballBε(x
∗). As a consequence,
we obtain the distance between the saddle point x∗ and any point on the approximate trajectory inside the
ball Bε(x
∗) as a function of (discrete) time. Once this distance function is known, we can estimate the exit
time of the approximate trajectory from the ball Bε(x
∗). In this vein, we develop an analytical framework in
this work that approximates the trajectory for gradient-descent method within the saddle neighborhood and
establish the fact that a linear escape rate from the saddle neighborhood is possible for some approximate
trajectories generated by the gradient-descent method.
Third, we utilize the initial conditions on our iterate by projecting it onto a stable and an unstable subspace
of the eigenvectors of the Hessian at the saddle point. This is extremely important since the escape rate and the
associated necessary conditions are heavily dependent on where the iterate or gradient trajectory started. To
this end, we simply make use of the strict saddle property to split the eigenspace of the Hessian at the saddle
point into orthogonal subspaces of which two are of interest, namely, the stable subspace and the unstable
subspace.2 Taking the inner product of iterate with these subspaces yields the respective projections. (Note
that this analysis of ours can be readily adapted to obtain these projections for any gradient-related method.)
As a consequence, for any given initialization of our iterate within the saddle neighborhood, we provide the
approximate iterate expression for the entire trajectory as long as it stays within this saddle neighborhood.
Finally, and most importantly, this work provides an upper bound on the exit time Kexit for approximations
of (discrete) gradient-descent trajectories that is of the order O(log(ε−1)). Also, we develop a necessary
2 There can be one more orthogonal subspace corresponding to the zero eigenvalues of the Hessian at a strict saddle point. Under the
assumption of the function being aMorse function, however, this subspace vanishes.
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condition on the initial iterate that is required for the existence of this exit time. It is worth noting that though
the trajectory analysis developed in this work for the gradient-descent method is only approximate, yet we
show that this approximation can only have a maximum relative error of order O((Kε)2) as long as Kε ≪ 1,
where K is the iteration index. Therefore our approximate analysis of the gradient-descent trajectories and
their time of exit from the saddle neighborhood can be readily adapted to develop first-order algorithms for
escaping first-order saddle points at a linear rate.
1.3 Notations
All vectors are in bold lower-case letters, all matrices are in bold upper-case letters, 0 is the n-dimensional
null vector, I represents the n× n identity matrix, and 〈·, ·〉 represents the inner product of two vectors. In
addition, unless otherwise stated, all vector norms ‖·‖ are ℓ2 norms, while the matrix norm ‖ · ‖2 denotes
the operator norm. Further, the symbol (·)T is the transpose operator, the symbol O represents the Big-O
notation, and W (·) is the Lambert W function [7]. Throughout the paper, t represents the continuous-time
index, while k,K are used for the discrete time. Next,' and/ represent the ‘approximately greater than’ and
‘approximately less than’ symbols, respectively. Also, for any matrix expressed as Z+O(c) where c is some
scalar, the matrix-valued perturbation term O(c) is with respect to the Frobenius norm. Finally, the operator
dist(·, ·) gives the distance between two sets whereas diam(·) gives the diameter of a set.
2 Problem formulation
Consider a non-convex smooth function f (·) that has strict first-order saddle points in its geometry. By strict
first-order saddle points, we mean that the Hessian of function f (·) at these points has at least one negative
eigenvalue, i.e., the function has negative curvature. Next, consider some neighborhood around a given saddle
point. Formally, let x∗ be some first-order strict saddle point of f (·) and let Bε (x∗) be an open ball around
x∗, where ε is sufficiently small. We then generate a sequence of iterates xk from a gradient-related method
on function f (·). Also, it is given that the initial iterate x0 ∈ B¯ε(x∗)\Bε(x∗), where B¯ε(x∗) is the closure of
set Bε (x
∗). With this initial boundary condition, we are interested in analyzing the behavior of our gradient-
related sequence xk in the vicinity of saddle point x
∗. More importantly, we are interested in finding some
Kexit for which the subsequence {xk}k>Kexit lies outside Bε (x∗) and establishing that Kexit = O(log(ε−1)).
Finally, we have to obtain any necessary conditions on x0 that are required for the existence of this ‘linear’
exit time Kexit .
Having briefly stated the problem, we now formally state the set of assumptions that are required for this
problem to be tackled in this work.
2.1 Assumptions
A1. The function f :Rn→R is C ω , i.e., all the derivatives of this function are continuous and the function
f (·) is analytic.
A2. The gradient of function f (·) is L−Lipschitz continuous: ‖∇ f (x)−∇ f (y)‖ ≤ L‖x− y‖.
A3. The Hessian of function f (·) is M−Lipschitz continuous:
∥∥∇2 f (x)−∇2 f (y)∥∥
2
≤M‖x− y‖.
A4. The function f (·) has only well-conditioned first-order stationary points, i.e., no eigenvalue of the
function’s Hessian is close to zero at these points. Formally, if x∗ is the first-order stationary point for
f (·), then we have:
∇ f (x∗) = 0, and
min
i
|λi(∇2 f (x∗))|> β ,
where λi(∇
2 f (x∗)) denotes the ith eigenvalue of the matrix ∇2 f (x∗) and β > 0. Note that such a function
is termed a Morse function.
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A5. The function f (·) has only first-order saddle points in its geometry. Notice that, as a consequence
of the previous assumption, these first-order saddle points are strict saddle points, i.e., if a first-order
stationary point x∗ is a first-order saddle point, then for at least one eigenvalue of ∇2 f (x∗), we have that:
λi(∇
2 f (x∗))<−β .
A6. Let G be the set of eigenvalues of Hessian ∇2 f (x∗) at the strict saddle point x∗. Note that these
eigenvalues can always be grouped into m disjoint sets {G1,G2, ...,Gm} based on the level of degeneracy
of eigenvalues (closeness to one another), where 2≤ m≤ n due to the previous two assumptions; thus,
m⋃
p=1
Gp = G (1)
and for every i, we have λi(∇
2 f (x∗)) ∈ Gp for some unique p. We assume that these disjoint sets of
eigenvalues satisfy the following conditions for some δ > 0:
dist(Gp,Gq)≥ δ ∀ Gp,Gq s.t. p 6= q, and (2)
max
p
{diam(Gp)}= O(ε), (3)
where ε is the radius of ball Bε(x
∗) around x∗ in consideration.
Note that, as a consequence of the last assumption A6 and the strict saddle property, we get the following
necessary condition:
β ≥ δ
2
. (4)
3 Gradient trajectories and their approximations around strict saddle point
In this section, we analyze the behavior of gradient descent algorithm in the vicinity of our strict saddle point,
i.e., the region given by set of points contained inBε(x
∗). It has been already established that gradient descent
converges to minimizers and almost never ends up terminating into a strict saddle point [18]. However, the
geometric structure of region Bε (x
∗) has not been utilized completely when it comes to developing rates of
escape (possibly linear). Intuitively, for saddle neighborhoodswith sufficient curvature magnitude (A5), there
should exist some gradient trajectories which escape saddle neighborhood Bε(x
∗) with linear rate almost
every time. Moreover, these trajectories should have some dependence on their initialization x0. To support
this intuition of linear escape rate, we first need some understanding of the behavior of gradient flow curves
in the saddle point neighborhood, following which parallels can be drawn between flow curves and gradient
trajectories.
We start by formally defining the gradient descent update and the corresponding flow curve equation. For
constant step size, the gradient descent method is given by:
xk+1 = xk−α∇ f (xk), (5)
where α is the step size and we require that α ≤ 1
L
.
Next, the corresponding gradient flow curve is defined. If the step size α in (5) is taken to 0, the discrete
iterate equation in index k of gradient descent can be transformed into continuous-time ODE in t given by:
dx(t)
dt
=−∇ f (x(t)), (6)
which is the gradient flow equation [6] in the limit of α → 0. Note that although ‖xk+1− xk‖ is O(ε) here
since both xk and xk+1 lie inside Bε (x
∗), yet we still require that α → 0 to transform discrete iterate update
into a continuous-time ODE.
We now state the following lemma about the gradient norm ‖∇ f (x)‖ when x ∈Bε (x∗).
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Lemma 1 For every point x ∈Bε(x∗), the gradient ∇ f (x) will have O(ε) magnitude.
Proof. This can be verified using assumption A2:
‖∇ f (x)−∇ f (x∗)‖ ≤ L‖x− x∗‖ ≤ Lε. (7)

3.1 Intuition behind the linear time of escape
From the ODE analysis of flow curves for gradient-related methods such as those in [15,11], it can be readily
inferred that the gradient flow curves show hyperbolic behavior in the vicinity of saddle points. Since the
discrete gradient method (5) is the Euler discretization of the gradient flow curve ODE (6), the geometric
behavior of these two equations should be similar to one another with a deviation between them not more
than of orderO(α)when the step size α is sufficiently small. Therefore a crude analysis of flow curves should
be sufficient to make approximate deductions for the discrete gradient method.
Concretely, we first define a time-varying vector u(t) that points to our iterate x(t) from the first-order
strict saddle point x∗. By this definition, we have that:
u(t) = x(t)− x∗ =⇒ du(t)
dt
=
dx(t)
dt
. (8)
Now, computing the norm squared of u(t), differentiating it with respect to t and finally using (6), we get:
‖u(t)‖2 = ‖x(t)− x∗‖2 (9)
=⇒ d ‖u(t)‖
2
dt
= 2〈(x(t)− x∗),−∇ f (x(t))〉. (10)
Next, let the gradient flow curve enter Bε(x
∗) ball at time t = 0 and exit this ball at time t = T . Geomet-
rically, the inner product defined in (10) is negative at the entry point of Bε(x
∗) ball (vectors (x(0)− x∗)
and −∇ f (x(0)) form an obtuse angle), becomes equal to 0 at some point xcritical inside this ball and finally
becomes positive at the exit point (vectors (x(T )− x∗) and −∇ f (x(T )) form an acute angle).
Using Taylor’s expansion around x∗ along the direction x(t)−x∗, we can write ∇ f (x(t)) in the following
manner:
∇ f (x(t)) = ∇ f (x∗)+
∫ p=1
p=0
∇2 f (x∗+ pu(t))u(t)dp. (11)
If ‖u(t)‖ is sufficiently small or is of order O(ε), we can approximate ∇2 f (x∗+ pu(t)) ≈ ∇2 f (x∗). After
substituting this approximation in (11) we obtain:
∇ f (x(t))≈ ∇2 f (x∗)u(t). (12)
Using this result in (10) yields:
d ‖u(t)‖2
dt
= 2〈(x(t)− x∗),−∇ f (x(t))〉 ≈ −2〈u(t),∇2 f (x∗)u(t)〉. (13)
Also using (6) and (12) we get that:
du(t)
dt
=
dx(t)
dt
≈ ∇2 f (x∗)u(t). (14)
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Now consider the case where assumptions A1 to A6 are satisfied. Since the eigenvalues of ∇2 f (x∗) are both
positive and negative, the approximate ODE (14) will have the following solution:
u(t) =
n
∑
i=1
civi(0)e
λi(0)t , (15)
where (λi(0),vi(0)) represents the i
th eigenvalue-eigenvector pair for the Hessian ∇2 f (x∗) and ci are non-
negative constants that depend on the initialization u(0).
From this equation it is clear that we have a solution that is exponential in t. Moreover from the approx-
imate ODE (13), it is evident that a hyperbolic curve is generated with exponential rate of change provided
the gradient flow curves do not show any oscillatory behavior in Bε (x
∗). Therefore, for any initialization,
i.e., for any choice of constants ci, ‖u(t)‖2 first decreases and then increases exponentially, thereby giving a
linear escape rate for x(t) from region Bε(x
∗) provided ci 6= 0 corresponding to atleast one of the negative
eigenvalues.
However, the approximation∇2 f (x∗+ pu(t))≈∇2 f (x∗) fails to capture the first-order perturbation terms
in the Hessian ∇2 f (x∗+ pu(t)). Given a sufficiently small saddle neighborhoodBε (x∗), for any x∈Bε(x∗),
the eigenvalues and eigenvectors of the Hessian ∇2 f (x) can have O(ε) variations with respect to those of the
Hessian ∇2 f (x∗). Taking this O(ε) perturbation into account complicates the gradient flow curve analysis
inside the Bε (x
∗) ball,3 which otherwise is straightforward from (14). Moreover, for all practical purposes,
we cannot take our step size α → 0 for the sake of using ODE analysis. Choosing arbitrarily small step sizes
causes the number of iterations to escape from Bε (x
∗) ball increase to infinity. Therefore a discrete gradient
trajectory analysis using matrix perturbation theory becomes an absolute necessity to obtain trajectories (or
approximate trajectories) with linear exit time from Bε(x
∗) ball.
3.2 Brief overview of results
Our analysis utilizes the standard gradient-descent method (5) in the saddle neighborhoodBε(x
∗). Since we
are interested in developing analysis suited only for the region Bε(x
∗), we assume that initially our iterate
x0 sits on the boundary of B¯ε (x
∗). Starting with Lemma 2 we show that the region Bε(x∗) around the
strict saddle point x∗ is comprised of a stable and an unstable subspace, which are orthogonal to one another.
Lemma 3 states that the measure of the set of gradient-descent trajectories terminating into the strict saddle
point is 0. Then in Lemma 4 we formally express the Hessian ∇2 f (xk) for any point xk ∈Bε (x∗) at iteration
k as a sum of the Hessian at saddle point and some perturbation term. Moreover, we also provide a bound on
ε for which this result holds. Next, in Lemma 5 the radial vector uK = xK− x∗ at iteration K is expressed as
the product of K state transition matrices and the initialization u0, provided ε is bounded above and Kε ≪ 1.
This lemma also provides an upper bound and a lower bound on the eigenvalues of this state transition matrix
product.
Lemma 6 formally expands the product of state transition matrices from Lemma 5 to ε precision so as
to get u˜K which is an approximation for uK and is referred to as the ε precision trajectory. For a given u0,
Lemma 7 bounds the exit time of any ε precision trajectory above by the exit time of a trajectory generated
from the infimum of all possible ε precision trajectories. In Theorem 1 we state that the squared-norm radial
distance ‖u˜K‖2 is lower bounded by some function ε2Ψ(K), whereΨ(K) is termed the trajectory function for
u˜K . Finally for a specific choice of α =
1
L
, we show in Theorem 2 that the ε precision trajectory for a certain
initialization u0 = x0−x∗ has the linear exit time (Kexit = O(log(ε−1))) from the ball Bε (x∗). Moreover this
theorem also provides a necessary condition on x0 required for the existence of such linear exit-time solution.
3 This is formally proved in subsequent sections using matrix perturbation theory.
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3.3 Preliminary lemmas
Before formally beginning our analysis of discrete gradient trajectories, we state the following lemmas that
will be utilized frequently in our analysis.
Lemma 2 For any point x ∈ Bε (x∗), the vector u given by u = x− x∗ belongs to a vector space E that
is comprised of a stable subspace ES (subspace corresponding to contraction dynamics) and an unstable
subspace EUS (subspace corresponding to expansive dynamics). Formally, this can be written as:
E = ES
⊕
EUS,
where
⊕
denotes the direct sum of two spaces.
Proof. The eigenvalues of Hessian ∇2 f (x∗) are both positive and negative. Without loss of generality, these
can be classified into two sets of stable and unstable eigenvalues with stable set comprising positive eigenval-
ues and unstable set having negative eigenvalues. Then the corresponding subspaces can be written as:
ES = {span(vi)|λi(∇2 f (x∗))> 0}, and (16)
EUS = {span(v j)|λ j(∇2 f (x∗))< 0}, (17)
where λi(∇
2 f (x∗)),vi represent the ith eigenvalue-eigenvector pair. Since these subspaces are orthogonal and
span the complete space E = Rn, any vector u= x− x∗ can be spanned by these subspaces. Next, we define
the two index sets NS = {i|λi(∇2 f (x∗))> 0} and NUS = { j|λ j(∇2 f (x∗))< 0} for the two subspaces. Since
these subspaces are orthogonal, their index sets are disjoint. 
Lemma 3 The discrete gradient trajectories ending into the first-order strict saddle point x∗ have zero mea-
sure with respect to the space E and are referred to as trivial trajectories. This result can be established using
the stable center manifold theorem from [28].
We refer the reader to [18] for a proof of this lemma.
3.4 Analysis of discrete gradient trajectories
Now that we have established all the necessary preliminaries, we can move on to develop approximate bounds
on escape time from the region Bε (x
∗) for gradient descent. It is to be noted that from here onwards we
restrict ourselves to discrete time iterates denoted by subscript k and the entire analysis is carried out in
discrete-time. Also, assumptions A1 to A6 hold along with the additional condition of m= n in assumption
A6, i.e., there are no degenerate eigenvalues. It should be noted that we present a subsection after Lemma 4
that discusses the analysis for the degenerate eigenvalues, i.e., the case when m 6= n in assumptionA6. In that
subsection, we show that the analysis for degenerate case is very straightforward and easy to extend from the
non-degenerate analysis. To summarize our next set of steps, we begin with a lemma that characterizes the
approximate Hessian behavior in the region Bε (x
∗), followed by a lemma that expresses xk for any k ≥ 0
approximately in terms of x0 and a theorem that characterizes an approximate lower bound on the distance of
xk from x
∗.
Lemma 4 Let r j(u) be a function of vector u defined as r j(u) =
∥∥∥∥
(
d j
dw j
∇2 f (x∗+wu)
∣∣∣∣
w=0
)∥∥∥∥
2
and ε > 0 is
some constant that satisfies the necessary condition of ε < inf‖u‖=1
(
limsup j→∞
j
√
r j(u)
j!
)−1
. Then for any
xk ∈Bε (x∗) such that xk = x∗+ puk with 0< p≤ 1, the Hessian ∇2 f (xk) can be given by:
∇2 f (xk) = ∇
2 f (x∗)+ p‖uk‖H(uˆk)+O(ε2), (18)
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where uˆk =
uk
‖uk‖ and we have that:
H(uˆk) =
n
∑
i=1
(
〈vi(0),H(uˆk)vi(0)〉vi(0)vi(0)T +λi(0)(∑
l 6=i
〈vl(0),H(uˆk)vi(0)〉
λi(0)−λl(0)
vl(0))vi(0)
T
+λi(0)vi(0)(∑
l 6=i
〈vl(0),H(uˆk)vi(0)〉
λi(0)−λl(0)
vl(0))
T
)
(19)
with λi(0),vi(0) being the i
th eigenvalue eigenvector pair of the Hessian ∇2 f (x∗).
The proof of this lemma is given in Appendix A.
Remark 1 The condition ε < inf‖u‖=1
(
limsup j→∞
j
√
r j(u)
j!
)−1
is necessary but may not be sufficient to guar-
antee this lemma’s result. Since evaluating the radius of convergence for an expansion generated by the
Rayleigh–Schro¨dinger Perturbation analysis is beyond the scope of this work, we only put forth this neces-
sary condition here.
3.4.1 Statement about the generality of Lemma 4
It should be noted that while obtaining (19), we assumed a minimum gap of δ between any two eigenvalues.
However, from the assumption A6 we can have many groups of equal or almost similar eigenvalues, which
creates singular terms in the coefficient denominators of first order eigenvector corrections (19). This can
be solved easily from the degenerate matrix perturbation theory, which extends the results of Rayleigh–
Schro¨dinger theory. From that we obtain the following new first-order correction term in place of (52) for our
ith eigenvector v˜i(w):
d
dw
(v˜i(w))
∣∣∣∣
w=0
= ∑
l 6∈Gp
〈v˜l(0),H(uˆk)v˜i(0)〉
λi(0)−λl(0)
v˜l(0), (20)
where the corresponding ith unperturbed eigenvalue λi(0) belongs to the set Gp. Also note that we have a
new basis of eigenvectors v˜i instead of vi which resolves the degeneracy issue within the groups of similar
eigenvalues. This change of basis can always be done since there are infinitely many solutions to the eigen-
vectors belonging to the degenerate subspaces. More importantly, we are never required to compute the value
for these eigenvectors explicitly in our analysis. To get a detailed understanding of the degenerate matrix
perturbation theory, the readers can refer to [1,2].
Therefore for the case with degenerate eigenvalue sets, the analysis will remain the same only with fewer
first-order perturbation terms (equation (20) has n− |Gp| orthogonal terms in summation instead of n− 1
orthogonal terms that appear in (52)). Now, these fewer O(ε) terms in (20) will result in weaker first-order
perturbations on the distance ‖xk− x∗‖ when compared to that from (52). In a subsequent lemma (Lemma
7), it will be established that the worst-case trajectory is obtained when the first-order perturbation terms are
used to minimize ‖xk− x∗‖ for every k. This worst-case trajectory stays inside the ball Bε(x∗) for maximum
number of iterations. For the case of degenerate eigenvalues, from (20) fewer first-order terms means a weaker
perturbation effect over ‖xk− x∗‖ which implies that ‖xk− x∗‖ cannot be minimized completely. This is in
contrast to the case of (52) which has more number of first-order terms (n−1) and hence a stronger perturba-
tion effect over ‖xk− x∗‖. Now, a stronger perturbation can be used to contain the worst-case trajectory inside
Bε (x
∗) for a longer duration (part of the proof for Lemma 7). As a consequence, the worst-case trajectory
from the non-degenerate case will have a larger exit time compared to that of the degenerate case. Therefore,
we are not required to perform the analysis for the degenerate case because the worst-case performance in
terms of exit time is captured in the current analysis for the non-degenerate case.
We now move on to the lemmas that express xK ∈ Bε (x∗) for any K ≥ 0 approximately in terms of x0
provided K and ε satisfy certain necessary conditions.
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Lemma 5 Given some initialization of the radial vector u0 and ε < inf‖u‖=1
(
limsup j→∞
j
√
r j(u)
j!
)−1
, at any
iteration K the radial vector uK is given by the product:
uK =
K−1
∏
k=0
[
Ak+ εPk
]
u0, (21)
where εPk = Bk+O(ε
2), Bk = O(ε) for xk ∈Bε (x∗) and Ak,Bk are given by the following equations:
Ak = ∑
i∈NS
csi (k)vi(0)vi(0)
T + ∑
j∈NUS
cusj (k)v j(0)v j(0)
T (22)
Bk =
n
∑
i=1
∑
l 6=i
(
dl,i(k)vl(0)vi(0)
T + di,l(k)vi(0)vl(0)
T
)
. (23)
The coefficient terms csi (k), c
us
j (k), di,l(k) and dl,i(k) as follows:
csi (k) =
(
1−αλi(0)−α ‖uk‖
2
〈vi(0),H(uˆk)vi(0)〉
)
, (24)
cusj (k) =
(
1−αλ j(0)−α ‖uk‖
2
〈v j(0),H(uˆk)v j(0)〉
)
, and (25)
di,l(k) = dl,i(k) =
〈vl(0),H(uˆk)vi(0)〉λi(0)α ‖uk‖
2(λl(0)−λi(0))
. (26)
Moreover, for Kε ≪ 1 and ε < min
{
inf‖u‖=1
(
limsup j→∞
j
√
r j(u)
j!
)−1
,
‖A−1‖−1
2
‖P‖2
}
, the following condition
holds provided Ak is non-singular for all k:
∥∥A−1∥∥−K
2
(
1−Kε ‖P‖2
‖A−1‖−12
−O
(
(Kε)2
))
≤ νn ≤ ·· · ≤ ν1 ≤ ‖A‖K2
(
1+Kε
‖P‖2
‖A‖2
+O
(
(Kε)2
))
,
(27)
where νn ≤ ·· · ≤ ν1 are the absolute value of the eigenvalues of matrix ∏K−1k=0
[
Ak+ εPk
]
and we have that
sup0≤k≤K−1 ‖Ak‖2 = ‖A‖2, sup0≤k≤K−1
∥∥A−1k ∥∥2 = ∥∥A−1∥∥2 and sup0≤k≤K−1 ‖Pk‖2 = ‖P‖2 for some matrices
A and P.
The proof of this lemma is given in Appendix B. This lemma states that the radial vector uK evolves
linearly at every iteration K, where the transition matrix from the initial state u0 to the state uK is given by
∏K−1k=0
[
Ak+ εPk
]
. This lemma also states that the absolute value of the eigenvalues of this transition matrix
are bounded between terms that are expressed up to Kε precision if Kε ≪ 1 and ε is upper bounded by the
value provided in the lemma. This result is extremely useful in establishing that the matrix product given by
∏K−1k=0
[
Ak + εPk
]
can be computed explicitly up to Kε precision without trading off much on the accuracy
of radial vector uK .
Lemma 6 Given some initialization of the radial vector u0, at any iteration K such that K =O
(
1
ε
)
and ε <
min
{
inf‖u‖=1
(
limsup j→∞
j
√
r j(u)
j!
)−1
, 2δ (1−αL)
αM(2Ln2+δ )
+O(ε2)
}
when α ∈
(
0, 1
L
−O(ε)
]
or ε <min
{
inf‖u‖=1
(
limsup j→∞
j
√
r j(u)
j!
)−1
, 2Lδ
M(2Ln2−δ )+
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O(ε2)
}
when α ∈
(
1
L
−O(ε), 1
L
]
, the radial vector uK can be approximately given as:
uK ≈ u˜K = ε ∑
i∈NS
(
K−1
∏
k=0
csi (k)θ
s
i + ∑
l∈NS
K−1
∑
r=0
r−1
∏
k=0
csi (k)di,l(r)
K−1
∏
k=r+1
csl (k)θ
s
l
+ ∑
l∈NUS
K−1
∑
r=0
r−1
∏
k=0
csi (k)di,l(r)
K−1
∏
k=r+1
cusl (k)θ
us
l
)
vi(0)+
ε ∑
j∈NUS
(
K−1
∏
k=0
cusj (k)θ
us
j + ∑
l∈NS
K−1
∑
r=0
r−1
∏
k=0
cusj (k)d j,l(r)
K−1
∏
k=r+1
csl (k)θ
s
l
+ ∑
l∈NUS
K−1
∑
r=0
r−1
∏
k=0
cusj (k)d j,l(r)
K−1
∏
k=r+1
cusl (k)θ
us
l
)
v j(0), (28)
where εθ si = 〈u0,vi(0)〉, εθ usj = 〈u0,v j(0)〉 and we have that:
u0 = ε ∑
i∈NS
θ si vi(0)+ ε ∑
j∈NUS
θ usj v j(0) (29)
with θ si ≥ 0, θ usj ≥ 0 for all i, j. The coefficient terms csi (k), cusj (k), di,l(k), dl,i(k) are same as in Lemma 5.
The proof of this lemma is given in Appendix B. The approximation u˜K in this lemma for the radial
vector uK is generated by explicitly computing the matrix product ∏
K−1
k=0
[
Ak + εPk
]
from Lemma 5 up to
Kε precision.
Remark 2 The conditions ε <min
{
inf‖u‖=1
(
limsup j→∞
j
√
r j(u)
j!
)−1
,
2δ (1−αL)
αM(2Ln2+δ )
+O(ε2)
}
whenα ∈
(
0, 1
L
−
O(ε)
]
or ε <min
{
inf‖u‖=1
(
limsup j→∞
j
√
r j(u)
j!
)−1
, 2Lδ
M(2Ln2−δ )+O(ε
2)
}
whenwe haveα ∈
(
1
L
−O(ε), 1
L
]
are necessary but may not be sufficient due to unavailability of the radius of convergence from the Rayleigh–
Schro¨dinger Perturbation analysis. Also note that here r j(u) has the same definition as in Lemma 4.
In words, this lemma states that the radial vector uK can be expressed by explicitly computing the matrix
product ∏K−1k=0
[
Ak + εPk
]
from Lemma 5 to Kε precision provided Kε ≪ 1 and ε is bounded above. This
approximate solution represented by u˜K generates the trajectory {u˜K}KexitK=1, which we refer to as the ε precision
trajectory.
Lemma 7 Let Sε =
{
{u˜τK}
Kτexit
K=1
∣∣∣∣u0
}
be the set of all possible τ parametrized ε precision trajectories gener-
ated by the approximate equation (28) in Lemma 6. Let Kτexit be the exit time of the τ parametrized trajectory
{u˜τK}
Kτexit
K=1 from the ball Bε (x
∗) where we have that:
Kτexit = inf
K≥1
{
K
∣∣∣∣ ‖u˜τK‖2 > ε2
}
. (30)
Formally, u˜τK is a possible solution to the equation (28) in u˜K where 1 ≤ K ≤ Kτexit and u˜K varies with
variations in the sequence {csi (k),cusj (k),dl,i(k)}K−1k=0 . Then the parameter τ varies with variations in the
sequence
{
{csi (k),cusj (k),dl,i(k)}K−1k=0
}Kexit
K=1
.
Exit Time Analysis of Gradient Descent Trajectories 13
Let Kι be the exit time of the infimum over all possible τ parametrized trajectories where infimum is taken
with respect to the squared radial distance ‖u˜τK‖2. This Kι can be defined as:
Kι = inf
K≥1
{
K
∣∣∣∣ infτ
{
‖u˜τK‖2
}
> ε2
}
. (31)
Then we have the following condition:
Kι ≥ sup
τ
{
Kτexit
}
= sup
τ
inf
K≥1
{
K
∣∣∣∣ ‖u˜τK‖2 > ε2
}
. (32)
The proof of this lemma is given in Appendix C. This particular lemma states an important result about the
exit time Kι of the trajectory generated by selecting that approximate vector u˜τK from all possible τ which has
the minimum radial distance from x∗ at each K. It claims that this minimal trajectory has the maximum exit
time from Bε (x
∗). Though seemingly trivial, yet this result is extremely important in proving the worst-case
exit time for trajectories with linear escape rates.
Theorem 1 For every value of parameter τ , there exists a lower bound on the squared radial distance ‖u˜τK‖2
for all K in the range 1≤ K ≤ supτ
{
Kτexit
}
provided Kε ≪ 1. Moreover, this lower bound can be expressed
using a function of K called the trajectory functionΨ(K). Formally, we have that:
ε2 ≥ inf
τ
‖u˜τK‖2 >ε2Ψ(K), (33)
where the trajectory functionΨ(K) is defined as follows:
Ψ(K) =
(
c2K1 − 2Kc2K−12 b1− b2cK3 cK2 − b2c2K3
)
∑
i∈NS
(θ si )
2+
(
c2K4 − 2Kc2K−13 b1− b2cK3 cK2 − b2c2K3
)
∑
j∈NUS
(θ usj )
2
(34)
with c1 =
(
1−αL− αεM
2
−O(ε2)
)
, c2 =
(
1−αβ + αεM
2
+O(ε2)
)
, c3 =
(
1+αL+ αεM
2
+O(ε2)
)
,
c4 =
(
1+αβ − αεM
2
−O(ε2)
)
, b1 =
(
αεMLn
2δ +O(ε
2)
)
, and b2 =
(
αεMLn
2δ
+O(ε2)
)(
1+O(Kε)
)
(
αL+αβ+O(ε2)
) .
We also require that ε <min
{
inf‖u‖=1
(
limsup j→∞
j
√
r j(u)
j!
)−1
, 2δ (1−αL)
αM(2Ln2+δ )
+O(ε2)
}
when α ∈
(
0, 1
L
−
O(ε)
]
, while ε < min
{
inf‖u‖=1
(
limsup j→∞
j
√
r j(u)
j!
)−1
, 2Lδ
M(2Ln2−δ ) +O(ε
2)
}
when we have α ∈
(
1
L
−
O(ε), 1
L
]
.
The proof of this theorem is given in Appendix C. Theorem 1 states that for a given initialization u0,
all the possible ε precise trajectories generated have their radial distance from x∗ lower bounded using some
functionΨ(K). Now thisΨ(K) can be used to determine Kι and hence Kexit for any choice of the step size α .
Before moving on to the next theorem, we introduce the term conditioning of a function. The condition
number for a non-convex function can be given by the ratio of the largest absolute eigenvalue to the smallest
absolute eigenvalue. Also, a function is called perfectly conditioned if the condition number is equal to 1. In
the current problem setting, the condition number of the function f (·) is given by Lβ . Now, the function f (·) is
well-conditioned if the condition number Lβ is not arbitrarily large or equivalently
β
L
is bounded from below.
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Theorem 2 For a gradient update equation with the step size α = 1
L
on a well-conditioned function, i.e.,
β
L
>
εM
2L
, and some minimum projection ∑ j∈NUS(θ
us
j )
2 ≥ ∆ of the radial vector initialization u0 on the unstable
subspace EUS such that u0+ x
∗ ∈ B¯ε(x∗)\Bε(x∗), there exist ε precision trajectories {u˜K}KexitK=1 with linear
exit time. Moreover their exit time Kexit from the ball Bε (x
∗) is approximately upper bounded as follows:
Kexit < K
ι /
log
((
2+ εM
2L
)
log
(
2+ εM2L
1+ βL− εM2L
)
2δ
εMn
)
2log
(
2+ εM2L
1+
β
L− εM2L
) , (35)
where ε <min
{
inf‖u‖=1
(
limsup j→∞
j
√
r j(u)
j!
)−1
, 2Lδ
M(2Ln2−δ ) +O(ε
2)
}
, ∆ > ε MLn
δ (L+β )
and we have that:
u0 = ε ∑
i∈NS
θ si vi(0)+ ε ∑
j∈NUS
θ usj v j(0). (36)
The proof of this theorem is given in Appendix D.
Remark 3 This theorem guarantees the existence of ε precision trajectories with linear exit time and gives an
upper bound on their exit time Kexit from the ball Bε(x
∗). However, the sufficient conditions that guarantee
the existence of this exit time Kexit = O
(
log
(
1
ε
))
depend on the quantity ∆ . Note that the condition ∆ >
ε MLnδ (L+β ) is necessary for the existence of order O
(
log
(
1
ε
))
solution of Kι but not sufficient. Since this
work only deals with the existence of linear exit time solutions, we refrain ourselves from developing tighter
lower bounds on ∆ . Obtaining such sufficient conditions requires a more rigorous analysis of the trajectory
functionΨ (K) which is beyond the scope of current work.
Theorem 2 guarantees a linear exit time from the ball Bε(x
∗) for ε precision trajectories under some
initial boundary conditions on x0. However this theorem only provides a necessary condition on x0 for this
exit time. It should be noted that this necessary condition of ∆ > ε MLnδ (L+β ) is sufficient to claim that these
gradient descent trajectories will almost never terminate into the strict saddle point x∗ from Lemma 3.
4 Conclusion
This work focuses on the analysis of gradient-descent trajectories in some small neighborhood of a strict
saddle point. Using tools from matrix perturbation theory and first-order eigenvector perturbations, a proof
technique is developed that generalizes the behavior of gradient-descent method as a function of the local
geometry around a strict saddle point. Two novel lemmas are proposed in this work that quantify the radius
of saddle neighborhood within which an approximate analysis for the gradient-descent trajectory can be
developed, provided the trajectory stays inside this neighborhood for a bounded interval. Next, this work also
presents two novel theorems that quantify this approximate trajectory distance from the saddle point at every
iteration and provide an exit time from the saddle neighborhood based on certain initial boundary conditions.
Developing a robust algorithm that can leverage this analysis so as to efficiently escape saddle neighborhood
and a rigorous analysis of the trajectory function are some of the directions for future work.
A Proof of Lemma 4: Hessian perturbation
Proof. From the Taylor expansion around the strict saddle point x∗ along the direction xk−x∗ we have the following:
∇ f (xk) = ∇ f (x
∗)+
∫ p=1
p=0
∇2 f (x∗+ puk)ukdp (37)
=⇒ ∇ f (xk) = ∇ f (x∗)+
∫ p=1
p=0
∇2 f (x∗+ p‖uk‖ uˆk)ukdp, (38)
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where uk = xk−x∗ and {xk} is the sequence of iterates generated from the gradient descent method (5).
Note that here in the last step, we have made the substitution of uk = ‖uk‖ uˆk and we have that ‖uk‖ ≤ ε since our iterate xk lies
inside the ball Bε (x
∗). uˆk represents the unit vector in the direction of uk.
Next, we start developing the term ∇2 f (x∗ + p‖uk‖ uˆk) using matrix perturbation theory and variational calculus. We start with
introducing a matrix function G(·) : R→ Rn×n which is given by:
G(w) = ∇2 f (x∗+wuˆk), (39)
where w= p‖uk‖, p being the variable of previous integration and therefore w=O(ε). For sufficiently small ε we can utilize the Taylor
series expansion of G(w) around w= 0:
G(w) =G(0)+w
dG
dw
∣∣∣∣
w=0
+
w2
2
d2G
dw2
∣∣∣∣
w=0
+ + . . . (40)
=⇒ ∇2 f (x∗+wuˆk) = ∇2 f (x∗)+w d
dw
(∇2 f (x∗+wuˆk))
∣∣∣∣
w=0︸ ︷︷ ︸
S1
+
w2
2
d2
dw2
(∇2 f (x∗+wuˆk))
∣∣∣∣
w=0
+ + . . .︸ ︷︷ ︸
R1
. (41)
With w = O(ε) and the eigenvalues of ∇2 f (x∗) separated by δ or more, we can get rid of all the higher-order terms in the Taylor
sequence from w2 onwards. It is a reasonable approximation from the Rayleigh–Schro¨dinger perturbation theory [30,1,2] as long as
assumption A6 is satisfied, i.e., there are at-least 2 eigenvalue groups of ∇2 f (x∗) which are not degenerate or too close to one another.
This leaves us with the following first order approximation :
∇2 f (x∗+wuˆk) = ∇2 f (x∗)+w
d
dw
(∇2 f (x∗+wuˆk))
∣∣∣∣
w=0
+O(ε2), (42)
where we have that S1 = ∇
2 f (x∗)+w d
dw
(∇2 f (x∗+wuˆk))
∣∣∣∣
w=0
and the order of remainder term R1 is O(ε
2). This remainder term R1 is
easy to obtain from the Taylor’s Remainder theorem. Applying this theorem to (41) with the substitution ∇2 f (x∗+uuˆk) =G(u) yields:
R1 =
∫ w
0
u
d2G
du2
du (43)
=⇒ ‖R1‖2 =
∥∥∥∥∫ w
0
u
d2G
du2
du
∥∥∥∥
2
<
(∫ w
0
∥∥∥∥ d2Gdu2
∥∥∥∥2
2
du
) 1
2
(∫ w
0
u2du
) 1
2
≤ B2w
2
√
3
<
B2ε
2
√
3
. (44)
Here in the last step we applied Cauchy-Schwarz inequality followed by an extra assumption on the spectral radius of d
2G
du2
which is∥∥∥ d2G
du2
∥∥∥
2
≤ B2 for some finite positive value B2. The final inequality follows from the fact that w = p‖uk‖ < ε where 0< p≤ 1. Hence
the remainder term R1 is of order O(ε
2). Note that the condition of
∥∥∥ d2G
du2
∥∥∥
2
≤ B2 < ∞ is valid for any analytic function f (·). Moreover,
it bounds the variations of Hessian inside the ball Bε (x
∗).
Next, using a matrix substitution of H(uˆk) =
d
dw
(∇2 f (x∗+wuˆk))|w=0, our first order Hessian approximation becomes:
∇2 f (x∗+wuˆk) = ∇2 f (x∗)+wH(uˆk)+O(ε2) (45)
=⇒ ∇2 f (x∗+ puk) = ∇2 f (x∗)+ p‖uk‖H(uˆk)+O(ε2). (46)
Rayleigh–Schro¨dinger perturbation analysis:
We can now find the matrix H(uˆk) using the spectral theorem and the Rayleigh–Schro¨dinger perturbation theory. Note that this matrix
H(uˆk) depends on the unit vector uˆk.
We first apply the spectral theorem on the real symmetric matrix ∇2 f (x∗+wuˆk) to get the following decomposition in terms of its
eigenvalues λi(w) and the eigenvectors vi(w):
∇2 f (x∗+wuˆk) =
n
∑
i=1
λi(w)vi(w)vi(w)
T . (47)
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Now, differentiating this decomposition w.r.t. variable w and obtaining its value at the point w= 0 we get:
d
dw
(∇2 f (x∗+wuˆk)) =
n
∑
i=1
d
dw
(λi(w)vi(w)vi(w)
T ) (48)
=⇒ d
dw
(∇2 f (x∗+wuˆk))
∣∣∣∣
w=0
=
n
∑
i=1
(
d
dw
(λi(w))
∣∣∣∣
w=0
vi(0)vi(0)
T +λi(0)
d
dw
(vi(w))
∣∣∣∣
w=0
vi(0)
T
+λi(0)vi(0)
d
dw
(vi(w)
T )
∣∣∣∣
w=0
)
(49)
=⇒ H(uˆk) =
n
∑
i=1
(
d
dw
(λi(w))
∣∣∣∣
w=0
vi(0)vi(0)
T +λi(0)
d
dw
(vi(w))
∣∣∣∣
w=0
vi(0)
T
+λi(0)vi(0)
d
dw
(vi(w)
T )
∣∣∣∣
w=0
)
. (50)
Note that the pair (λi(0),vi(0)) represents the i
th eigenvalue-eigenvector pair of the unperturbed matrix ∇2 f (x∗). From the Rayleigh–
Schro¨dinger perturbation theory [30], for a given first order perturbation matrixH(uˆk) in (45), we have the following first order correction
terms:
d
dw
(λi(w))
∣∣∣∣
w=0
= 〈vi(0),H(uˆk)vi(0)〉 (51)
d
dw
(vi(w))
∣∣∣∣
w=0
= ∑
l 6=i
〈vl(0),H(uˆk)vi(0)〉
λi(0)−λl(0)
vl(0). (52)
Observe that under assumption A6, we are considering the case of m= n, i.e., no degenerate eigenvalues in our analysis. However, we
have a subsection after Lemma 4 (generality of the lemma 4) that discusses the degenerate case as well.
Substituting these first-order correction terms in (50), we get the following result:
H(uˆk) =
n
∑
i=1
(
〈vi(0),H(uˆk)vi(0)〉vi(0)vi(0)T +λi(0)(∑
l 6=i
〈vl(0),H(uˆk)vi(0)〉
λi(0)−λl(0)
vl(0))vi(0)
T
+λi(0)vi(0)(∑
l 6=i
〈vl(0),H(uˆk)vi(0)〉
λi(0)−λl(0)
vl(0))
T
)
. (53)
Now, combining this result with (50) and substituting the subsequent matrix approximation in (38) leads to the following result:
∇ f (xk) = ∇ f (x
∗)+
∫ p=1
p=0
(∇2 f (x∗)+ p‖uk‖H(uˆk)+O(ε2))ukdp (54)
=
(
∇2 f (x∗)+
‖uk‖
2
H(uˆk)+O(ε
2)
)
uk. (55)
Note that ‖uk‖H(uˆk) and uk do not depend on p and hence get pulled out of the integral.
Validity of the Taylor expansion in Rayleigh–Schro¨dinger analysis:
Recall that we used the Taylor expansion in (41) for the matrix G(w) around w = 0. Next, we evaluated the first-order perturbation
term H(uˆk) in this expansion using the Rayleigh–Schro¨dinger Perturbation analysis, which is dependent on this Taylor expansion (see
derivations in [1,2]). In other words, the perturbation analysis is only valid for those values of w where the Taylor expansion for the
matrix G(w) around w = 0 converges. This directly boils down to the problem of finding the radius of convergence for the expansion
(41).
Although evaluating the radius of convergence in the Rayleigh–Schro¨dinger Perturbation analysis remains an open problem at large,
yet we can still find the radius of convergence for the expansion (41) using matrix power series.
For the Taylor expansion in (41), consider the following sequence {r j(uˆk)} for all j ∈ {1,2, ...} such that:
r j(uˆk) =
∥∥∥∥
(
d jG
dw j
∣∣∣∣
w=0
)∥∥∥∥
2
, (56)
where G(w) = ∇2 f (x∗+wuˆk) and w= p‖uk‖ with 0< p≤ 1.
Next by the Cauchy–Hadamard theorem, for any power series defined by:
h(z) =
∞
∑
j=0
c j(z−a) j (57)
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where z ∈ C, the radius of convergence for the series is given by:
r =
(
limsup
j→∞
j
√
|c j |
)−1
. (58)
For the case of matrix power series, spectral radius of matrix is used to determine the radius of convergence. From the expression
of the r j(uˆk) in (56), it is clear that the matrix
d jG
dw j
∣∣∣∣
w=0
is real-symmetric since G is real-symmetric. Hence, the spectral radius for this
matrix is equal to its l2 norm.
Using the Cauchy–Hadamard theorem on our expansion (41) for |c j |= r j (uˆk)j! , we get the following radius of convergence:
r(uˆk) =
(
limsup
j→∞
j
√
r j(uˆk)
j!
)−1
. (59)
Therefore, if
j
√
r j(uˆk)
j!
is upper bounded for all j, then a non-zero radius of convergence is guaranteed. This implies that:
w= p‖uk‖<
(
limsup
j→∞
j
√
r j(uˆk)
j!
)−1
. (60)
Since w < ε for any xk ∈ Bε (x∗), where xk = x∗+wuˆk , by setting a condition on ε such that ε <
(
limsup j→∞
j
√
r j (uˆk)
j!
)−1
, we can
guarantee the inequality (60). However this result should hold for any possible unit directional vector uˆk. Hence we must have:
ε < inf
uˆk
(
limsup
j→∞
j
√
r j(uˆk)
j!
)−1
(61)
=⇒ ε < inf
‖u‖=1
(
limsup
j→∞
j
√
r j(u)
j!
)−1
, (62)
where
r j(u) =
∥∥∥∥
(
d j
dw j
∇2 f (x∗+wu)
∣∣∣∣
w=0
)∥∥∥∥
2
. (63)
It is to be noted that this bound on ε only guarantees convergence of expansion (41) and not the convergence of terms generated by the
Rayleigh–Schro¨dinger perturbation analysis. Evaluating the convergence radius from the Rayleigh–Schro¨dinger perturbation theory is
beyond the scope of the current work. Hence this condition on ε is necessary but may not be sufficient. 
B Radial vector uk in terms of the initialization u0
Proof of Lemma 5:
Proof. Combining the equation uk = xk−x∗ this with gradient descent update yields:
uk+1−uk =−α∇ f (xk). (64)
Next, substituting (55) here, we get the following recursion:
uk+1−uk =−α
(
∇2 f (x∗)+
‖uk‖
2
H(uˆk)+O(ε
2)
)
uk (65)
uk+1 =
(
I−α
(
∇2 f (x∗)+
‖uk‖
2
H(uˆk)+O(ε
2)
))
uk. (66)
Finally substituting (53) here and applying the spectral theorem to matrices I and ∇2 f (x∗) yields :
uk+1 =
( n
∑
i=1
vi(0)vi(0)
T −α
( n
∑
i=1
λi(0)vi(0)vi(0)
T +
‖uk‖
2
( n
∑
i=1
(
〈vi(0),H(uˆk)vi(0)〉vi(0)vi(0)T
+λi(0)(∑
l 6=i
〈vl(0),H(uˆk)vi(0)〉
λi(0)−λl(0) vl(0))vi(0)
T +λi(0)vi(0)(∑
l 6=i
〈vl(0),H(uˆk)vi(0)〉
λi(0)−λl(0) vl(0))
T
)))
+O(ε2)
)
uk (67)
uk+1 =
[
n
∑
i=1
(
1−αλi(0)−α ‖uk‖
2
〈vi(0),H(uˆk)vi(0)〉
)
vi(0)vi(0)
T
−α ‖uk‖
2
n
∑
i=1
∑
l 6=i
〈vl(0),H(uˆk)vi(0)〉λi(0)
λi(0)−λl(0)
(
vl(0)vi(0)
T +vi(0)vl(0)
T
)]
uk+O(ε
2)uk. (68)
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Next, we start analyzing the coefficients of spectral components vi(0)vl(0)
T for any (i, l) pair.
Coefficient bounds:
We start with (68) and analyze it in terms of the stable subspace ES and unstable subspace EUS of the Hessian ∇
2 f (x∗). To this end
we rewrite (68) and split its first term into the stable and unstable spectral components. The stable spectral components result from the
positive eigenvalues of ∇2 f (x∗) whereas the unstable spectral components result from its negative eigenvalues.
uk+1 =
[
n
∑
i=1
(
1−αλi(0)−α ‖uk‖
2
〈vi(0),H(uˆk)vi(0)〉
)
vi(0)vi(0)
T
−α ‖uk‖
2
n
∑
i=1
∑
l 6=i
〈vl(0),H(uˆk)vi(0)〉λi(0)
λi(0)−λl(0)
(
vl(0)vi(0)
T +vi(0)vl(0)
T
)]
uk +O(ε
2)uk (69)
=
[
∑
i∈NS
(
1−αλi(0)−α ‖uk‖
2
〈vi(0),H(uˆk)vi(0)〉
)
vi(0)vi(0)
T
+ ∑
j∈NUS
(
1−αλ j(0)−α ‖uk‖
2
〈v j(0),H(uˆk)v j(0)〉
)
v j(0)v j(0)
T
−α ‖uk‖
2
n
∑
i=1
∑
l 6=i
〈vl(0),H(uˆk)vi(0)〉λi(0)
λi(0)−λl(0)
(
vl(0)vi(0)
T +vi(0)vl(0)
T
)]
uk +O(ε
2)uk (70)
=
[
∑
i∈NS
csi (k)vi(0)vi(0)
T + ∑
j∈NUS
cusj (k)v j(0)v j(0)
T
+
n
∑
i=1
∑
l 6=i
(
dl,i(k)vl(0)vi(0)
T +di,l(k)vi(0)vl(0)
T
)]
uk +O(ε
2)uk, (71)
where the coefficient terms csi (k), c
us
j (k) and dl,i(k) in (71) are as follows:
csi (k) =
(
1−αλi(0)−α ‖uk‖
2
〈vi(0),H(uˆk)vi(0)〉
)
(72)
cusj (k) =
(
1−αλ j(0)−α ‖uk‖
2
〈v j(0),H(uˆk)v j(0)〉
)
(73)
di,l(k) = dl,i(k) =
〈vl(0),H(uˆk)vi(0)〉λi(0)α ‖uk‖
2(λl(0)−λi(0)) . (74)
Now, from (46) and Lipschitz continuity of the Hessian (assumption A3), we get the following bound:
∇2 f (x∗+ puk) = ∇2 f (x∗)+ p‖uk‖H(uˆk)+O(ε2). (75)
Recall that the term O(ε2) comes from (43). Therefore, to further simplify above equation, we substitute O(ε2) with
∫ w
0 u
d2G
du2
du from
(43) where w= p‖uk‖. Then taking norm of both sides, followed by triangle inequality and using assumption A3 yields:
∇2 f (x∗+ puk) = ∇2 f (x∗)+ p‖uk‖H(uˆk)+
∫ w
0
u
d2G
du2
du (76)
‖H(uˆk)‖2 =
1
p‖uk‖
∥∥∥∥∇2 f (x∗+ puk)−∇2 f (x∗)−∫ w
0
u
d2G
du2
du
∥∥∥∥
2
(77)
≤ M
p‖uk‖ ‖x
∗+ puk−x∗‖+
∥∥∥∫ w0 u d2Gdu2 du∥∥∥2
p‖uk‖ (78)
≤M+
(∫ w
0
∥∥∥ d2G
du2
∥∥∥2
2
du
) 1
2
(∫ w
0 u
2du
) 1
2
w
≤M+ B2w√
3
≤M+O(ε). (79)
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Note that in the last step, we used the Cauchy Schwarz inequality followed the same bound
∥∥∥ d2G
du2
∥∥∥
2
≤ B2 as in the steps following (43).
For the case when p‖uk‖→ 0, the bound on ‖H(uˆk)‖2 can be evaluated by using the substitution w= p‖uk‖:
‖H(uˆk)‖2 ≤ lim
p‖uk‖→0
M
p‖uk‖
‖x∗+ puk−x∗‖+ lim
p‖uk‖→0
(∫ w
0
∥∥∥ d2G
du2
∥∥∥2
2
du
) 1
2
(∫ w
0 u
2du
) 1
2
p‖uk‖
(80)
≤ lim
w→0
M
w
w+ lim
w→0
(∫ w
0
∥∥∥ d2G
du2
∥∥∥2
2
du
) 1
2
(∫ w
0 u
2du
) 1
2
w
(81)
≤M+ lim
w→0
(∫ w
0
∥∥∥ d2G
du2
∥∥∥2
2
du
) 1
2
w1/2
√
3
=M+ lim
w→0
(∫ w
0
∥∥∥∥ d2Gdu2
∥∥∥∥2
2
du
) 1
2
lim
w→0
w1/2√
3
=M. (82)
Note that in the last step, we used the fact that limw→0
(∫ w
0
∥∥∥ d2G
du2
∥∥∥2
2
du
) 1
2
=
(∫ 1
0 limw→01[0,w]
∥∥∥ d2G
du2
∥∥∥2
2
du
) 1
2
= 0 by the Dominated
Convergence theorem where 1[0,w] is the indicator function on [0,w].
Hence for any eigenvectors vi(0),v j(0) we have that:
−M−O(ε)≤ 〈vi(0),H(uˆk)v j(0)〉 ≤M+O(ε). (83)
Using assumptions A2 and A4, for the stable subspace ES, we have the following bound on λi(0):
β ≤ λi(0)≤ L. (84)
Similarly for the unstable subspace EUS, from assumptions A2 and A5 we have the following bound on λ j(0):
−L≤ λ j(0)≤−β . (85)
Now plugging these bounds into (72), (73), (74) and using the fact that ‖uk‖< ε , we get the following bounds on the coefficients:(
1−αL− αεM
2
−O(ε2)
)
≤ csi (k)≤
(
1−αβ + αεM
2
+O(ε2)
)
(86)(
1+αβ − αεM
2
−O(ε2)
)
≤ cusj (k)≤
(
1+αL+
αεM
2
+O(ε2)
)
(87)
−αεML
2δ
−O(ε2)≤ di,l(k)≤ αεML
2δ
+O(ε2). (88)
After establishing the bounds on the coefficients csi (k),c
us
j (k),di,l(k), we further analyze the recursive vector update equation (71)
and induct it from k = 0 to k = K−1 so as to obtain uK in terms of u0:
uk+1 =
[
∑
i∈NS
csi (k)vi(0)vi(0)
T + ∑
j∈NUS
cusj (k)v j(0)v j(0)
T
+
n
∑
i=1
∑
l 6=i
(
dl,i(k)vl(0)vi(0)
T +di,l(k)vi(0)vl(0)
T
)]
uk+O(ε
2)uk (89)
=⇒ uK =
K−1
∏
k=0
[
O(ε2)+ ∑
i∈NS
csi (k)vi(0)vi(0)
T + ∑
j∈NUS
cusj (k)v j(0)v j(0)
T
+
n
∑
i=1
∑
l 6=i
(
dl,i(k)vl(0)vi(0)
T +di,l(k)vi(0)vl(0)
T
)]
u0. (90)
Observe that in the above expression, vector uK results from a product of K matrices. Each of these matrices comes from linear combi-
nation of n2 different matrices given by vi(0)vi(0)
T for i ∈NS, v j(0)v j(0)T for j ∈NUS, the cross terms vl(0)vi(0)T ,vi(0)vl(0)T with
i 6= l and in addition to this a matrix term of order O(ε2).
Next, using the orthogonality of eigenvectors we obtain vi(0)
T v j(0) = 0 for i 6= j and vi(0)T v j(0) = 1 for i = j. Therefore by
induction it can be readily inferred that the K matrix products is a linear combination of the same n2 matrices plus all the matrix error
terms of the order O(ε2) and above. Hence we rewrite (90) as follows:
uK =
K−1
∏
k=0
[
Ak +Bk+O(ε
2)
]
u0, (91)
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where we have thatAk =∑i∈NS c
s
i (k)vi(0)vi(0)
T +∑ j∈NUS c
us
j (k)v j(0)v j(0)
T and Bk =∑
n
i=1 ∑l 6=i
(
dl,i(k)vl(0)vi(0)
T +di,l(k)vi(0)vl(0)
T
)
.
From (88) the term Bk is of order O(ε). Therefore, this equation can be written more compactly as :
uK =
K−1
∏
k=0
[
Ak+ εPk
]
u0, (92)
where εPk = Bk +O(ε
2).
Next we analyze the matrix product ∏K−1k=0
[
Ak + εPk
]
. Taking norm of this product, followed by supremum over k and using the
triangle inequality yields: ∥∥∥∥∥
K−1
∏
k=0
[
Ak+ εPk
]∥∥∥∥∥
2
≤
K−1
∏
k=0
∥∥∥∥
[
Ak + εPk
]∥∥∥∥
2
(93)
≤
K−1
∏
k=0
sup
0≤k≤K−1
∥∥∥∥
[
Ak+ εPk
]∥∥∥∥
2
(94)
≤
K−1
∏
k=0
[
sup
0≤k≤K−1
‖Ak‖2+ ε sup
0≤k≤K−1
‖Pk‖2
]
(95)
≤
K−1
∏
k=0
[
‖A‖2+ ε ‖P‖2
]
=
(
‖A‖2+ ε ‖P‖2
)K
, (96)
where in the last step we have used the substitutions sup0≤k≤K−1 ‖Ak‖2 = ‖A‖2 and sup0≤k≤K−1 ‖Pk‖2 = ‖P‖2 for some arbitrary
matrices A and P.
Now observe that the product term on right-hand side of (96) has a binomial expansion which can be written compactly as:∥∥∥∥∥
K−1
∏
k=0
[
Ak+ εPk
]∥∥∥∥∥
2
≤
K
∑
r=0
(
K
r
)
(ε ‖P‖2)r ‖A‖K−r2 = ‖A‖K2
(
1+ ε
‖P‖2
‖A‖2
)K
. (97)
Next, consider the term
(
1+ ε
‖P‖2
‖A‖2
)K
on the right-hand side of above bound. For the function gω (x) = (1+ x)
ω such that ω ∈ R, its
expansion and the remainder term are given by:
(1+ x)ω =
∞
∑
k=0
(
ω
k
)
xk (98)
R j(x) =
∫ x
0
(x− z) j
j!
( j+1)!
(
ω
j+1
)
(1+ z)ω− j−1dz, (99)
where we have that limsup j→∞ R j(x) = 0 for |x| < 1.
Therefore using this remainder expression for the term
(
1+ ε
‖P‖2
‖A‖2
)K
with x = ε
‖P‖2
‖A‖2 we will have:
R1(x) =
∫ x
0
(x− z)
1!
2!
(
K
2
)
(1+ z)K−2dz (100)
= K(K−1)
(
(1+ x)K
K(K−1) −
1+ x
K−1 +
1
K
)
. (101)
For |x| < 1 and |Kx| ≪ 1, we can use the approximation (1+ x)K ≈ 1+Kx+ (K
2
)
x2. Substituting this approximation in (101), we get
R1(x) as:
R1(x)≈ K(K−1)
(
1+Kx+
(
K
2
)
x2
K(K−1) −
1+ x
K−1 +
1
K
)
=
K(K−1)
2
x2 (102)
R1
(
ε
‖P‖2
‖A‖2
)
≈ K(K−1)
2
(
ε
‖P‖2
‖A‖2
)2
= O
(
(Kε)2
)
. (103)
Hence for ε
‖P‖2
‖A‖2 < 1 and Kε ≪ 1, we can substitute this bound in (97) as follows:∥∥∥∥∥
K−1
∏
k=0
[
Ak + εPk
]∥∥∥∥∥
2
≤ ‖A‖K2
(
1+ ε
‖P‖2
‖A‖2
)K
(104)
= ‖A‖K2
(
1+Kε
‖P‖2
‖A‖2
+R1
(
ε
‖P‖2
‖A‖2
))
(105)
≈ ‖A‖K2
(
1+Kε
‖P‖2
‖A‖2
+O
(
(Kε)2
))
.
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This approximate upper bound implies that the upper bound on the norm of matrix product ∏K−1k=0
[
Ak + εPk
]
can be approximately
expanded up to an ε precision term accompanied with a remainder term of O
(
‖A‖K2 (Kε)2
)
as long as Kε ≪ 1.
Next we obtain lower bound on the inverse of the norm of matrix product ∏K−1k=0
[
Ak+ εPk
]−1
. Taking inverse of the norm of this
product, using the identities ‖Z‖2 ≥
∥∥Z−1∥∥−1
2
,
∥∥(I+Z)−1∥∥−1
2
≥ (1−‖Z‖2), followed by taking the infimum over k yields:
∥∥∥∥∥
K−1
∏
k=0
[
Ak+ εPk
]−1∥∥∥∥∥
−1
2
≥
K−1
∏
k=0
∥∥A−1k ∥∥−12
(
1− ε
∥∥A−1k Pk∥∥2
)
(107)
≥
K−1
∏
k=0
inf
0≤k≤K−1
∥∥A−1k ∥∥−12
(
1− ε sup
0≤k≤K−1
∥∥A−1k Pk∥∥2
)
(108)
≥
(
inf
0≤k≤K−1
∥∥A−1k ∥∥−12
)K(
1− ε sup
0≤k≤K−1
∥∥A−1k Pk∥∥2
)K
. (109)
Now repeating the previous analysis of upper bound here will give the conclusion that the lower bound on inverse of the norm of matrix
product ∏K−1k=0
[
Ak + εPk
]−1
can be approximately computed up to Kε precision provided ε sup0≤k≤K−1
∥∥A−1k Pk∥∥2 < 1 and Kε ≪ 1 if
the step size α < 1
L
. The reasoning for having α < 1
L
will be discussed in the subsequent section when we derive some feasible range
for ε as well as the case where α ≈ 1L . In particular, the inequality (109) can be simplified further as:
∥∥∥∥∥
K−1
∏
k=0
[
Ak+ εPk
]−1∥∥∥∥∥
−1
2
≥ ∥∥A−1∥∥−K
2
(
1−Kε ‖P‖2
‖A−1‖−12
−O
(
(Kε)2
))
(110)
for Kε ≪ 1 and ε ‖P‖2‖A−1‖−1
2
< 1 where we have that sup0≤k≤K−1
∥∥A−1k ∥∥2 = ∥∥A−1∥∥2 and sup0≤k≤K−1 ‖Pk‖2 = ‖P‖2 for the matrices A
and P used previously.
Now, if νn ≤ ··· ≤ ν1 are the absolute value of eigenvalues of the matrix product ∏K−1k=0
[
Ak+ εPk
]
, then using (106) and (110), we
have the condition:
∥∥A−1∥∥−K
2
(
1−Kε ‖P‖2
‖A−1‖−12
−O
(
(Kε)2
))
≤ νn ≤ ··· ≤ ν1 ≤ ‖A‖K2
(
1+Kε
‖P‖2
‖A‖2
+O
(
(Kε)2
))
. (111)
Therefore we can conclude that the matrix product (90) can be approximately computed up to Kε precision provided Kε ≪ 1,
ε
‖P‖2
‖A‖2 < 1 and ε
‖P‖2
‖A−1‖−12
< 1. At this point, we are interested in analyzing the matrix product in (90) only for iterations K =O( 1ε ). This
is done so as to derive exit time and initial conditions for trajectories which can escape saddle in linear time. It is also remarked that we
could have retained the higher order terms O
(
‖A‖K2 (Kε)r
)
in the above matrix product (109) if we wanted to analyze trajectories with
polynomial or even exponential rates of escape. 
Proof of Lemma 6:
Proof. For values of K = O( 1ε ) we explicitly compute the matrix product in (90) up to Kε precision and drop all the higher order
terms (ε2 and above) that collectively act as a single remainder term of an approximate order O
(
‖A‖K2 (Kε)2
)
. From (88) we know
that only the coefficients di,l(k) are of order O(ε), hence we now expand (90) only up to first order in di,l(k) to obtain the following
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approximation:
uK ≈ u˜K =
[
∑
i∈NS
(
K−1
∏
k=0
csi (k)
)
vi(0)vi(0)
T + ∑
j∈NUS
K−1
∏
k=0
(
cusj (k)
)
v j(0)v j(0)
T
+ ∑
i∈NS
∑
l∈NS
K−1
∑
r=0
(
r−1
∏
k=0
csi (k)
)
di,l(r)
(
K−1
∏
k=r+1
csl (k)
)(
vl(0)vi(0)
T +vi(0)vl(0)
T
)
+ ∑
i∈NS
∑
l∈NUS
K−1
∑
r=0
(
r−1
∏
k=0
csi (k)
)
di,l(r)
(
K−1
∏
k=r+1
cusl (k)
)(
vl(0)vi(0)
T +vi(0)vl(0)
T
)
+ ∑
i∈NUS
∑
l∈NS
K−1
∑
r=0
(
r−1
∏
k=0
cusi (k)
)
di,l(r)
(
K−1
∏
k=r+1
csl (k)
)(
vl(0)vi(0)
T +vi(0)vl(0)
T
)
+ ∑
i∈NUS
∑
l∈NUS
K−1
∑
r=0
(
r−1
∏
k=0
cusi (k)
)
di,l(r)
(
K−1
∏
k=r+1
cusl (k)
)(
vl(0)vi(0)
T +vi(0)vl(0)
T
)]
u0, (112)
where we have that u˜K as the ε approximate trajectory.
Next we express u0 as the sum of projections onto the stable subspace and unstable subspace of ∇
2 f (x∗) as follows:
u0 = ε ∑
i∈NS
θ si vi(0)+ ε ∑
j∈NUS
θ usj v j(0) (113)
∑
i∈NS
(θ si )
2+ ∑
j∈NUS
(θ usj )
2 = 1, (114)
where εθ si = 〈u0,vi(0)〉, εθ usj = 〈u0,v j(0)〉with vi(0)∈ ES and v j(0)∈ EUS respectively. Observe that (113) has an ε multiplier because
‖u0‖= ε . This is due to the fact that u0+x∗ = x0 and x0 ∈ B¯ε (x∗)\Bε (x∗).
Now for all i and j, the Hessian ∇2 f (x∗) can have eigenvectors vi(0) and v j(0) as well as −vi(0) and −v j(0). Therefore for the
sake of analysis, the signs with these eigenvectors are chosen such that the respective coefficients θ si and θ
us
j are positive for all i and j.
It is easy to show that such a choice always exists for all i and j because if 〈u0,vi(0)〉> 0 then 〈u0,−vi(0)〉< 0 and vice versa for any i
(similar analogy for index j).
Finally substituting u0 in (112), we get the following result for uK :
uK ≈ u˜K = ε ∑
i∈NS
(
K−1
∏
k=0
csi (k)θ
s
i + ∑
l∈NS
K−1
∑
r=0
r−1
∏
k=0
csi (k)di,l(r)
K−1
∏
k=r+1
csl (k)θ
s
l
+ ∑
l∈NUS
K−1
∑
r=0
r−1
∏
k=0
csi (k)di,l(r)
K−1
∏
k=r+1
cusl (k)θ
us
l
)
vi(0)+
ε ∑
j∈NUS
(
K−1
∏
k=0
cusj (k)θ
us
j + ∑
l∈NS
K−1
∑
r=0
r−1
∏
k=0
cusj (k)d j,l(r)
K−1
∏
k=r+1
csl (k)θ
s
l
+ ∑
l∈NUS
K−1
∑
r=0
r−1
∏
k=0
cusj (k)d j,l(r)
K−1
∏
k=r+1
cusl (k)θ
us
l
)
v j(0). (115)
Bounds on ε:
Recall that from (106) we established that the first-order approximation of the matrix product (90) is only valid for ε
‖P‖2
‖A‖2 < 1 and
Kε ≪ 1. Next, from (96) we have that sup0≤k≤K−1 ‖Ak‖2 = ‖A‖2 and sup0≤k≤K−1 ‖Pk‖2 = ‖P‖2.
From (91) we have the following:
Ak = ∑
i∈NS
csi (k)vi(0)vi(0)
T + ∑
j∈NUS
cusj (k)v j(0)v j(0)
T , and (116)
Bk =
n
∑
i=1
∑
l 6=i
(
dl,i(k)vl(0)vi(0)
T +di,l(k)vi(0)vl(0)
T
)
, (117)
with εPk = Bk +O(ε
2).
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Observe that Ak is a matrix in its spectral decomposed form where the coefficients c
s
i (k) and c
us
i (k) correspond to the eigenvalues
of Ak. Therefore applying the bounds (86) and (87) we have the following result:
‖A‖2 = sup
0≤k≤K−1
‖Ak‖2 (118)
= sup
0≤k≤K−1
{
max
i∈NS , j∈NUS
{csi (k),cusj (k)}
}
(119)
=
(
1+αL+
αεM
2
+O(ε2)
)
. (120)
Next, applying norm to both sides of εPk = Bk+O(ε
2), taking supremum over k followed by triangle inequality and then using (88) we
get the following upper bound:
sup
0≤k≤K−1
‖εPk‖2 = sup
0≤k≤K−1
∥∥Bk +O(ε2)∥∥2 (121)
≤ sup
0≤k≤K−1
‖Bk‖2+O(ε2) (122)
≤
n
∑
i=1
∑
l 6=i
(
sup
0≤k≤K−1
∥∥dl,i(k)vl(0)vi(0)T∥∥2+ sup
0≤k≤K−1
∥∥di,l(k)vi(0)vl(0)T∥∥2
)
+O(ε2) (123)
≤
n
∑
i=1
∑
l 6=i
(
sup
0≤k≤K−1
∥∥dl,i(k)vl(0)vi(0)T∥∥F + sup
0≤k≤K−1
∥∥di,l(k)vi(0)vl(0)T∥∥F
)
+O(ε2) (124)
=
n
∑
i=1
∑
l 6=i
(
sup
0≤k≤K−1
|dl,i(k)|+ sup
0≤k≤K−1
|di,l(k)|
)
+O(ε2) (125)
≤ αεMLn
2
δ
+O(ε2), (126)
where in the last couple of steps we used the following properties of any matrix Z: ‖Z‖2 ≤ ‖Z‖F , and ‖Z‖F =
√
tr(ZZT ).
Now we require that ε
‖P‖2
‖A‖2 < 1. Using (120), this condition becomes:
sup
0≤k≤K−1
‖εPk‖2 = ‖εP‖2 < ‖A‖2 =
(
1+αL+
αεM
2
+O(ε2)
)
. (127)
Therefore to obtain a bound on ε we can utilize (126) and set this condition as follows:
sup
0≤k≤K−1
‖εPk‖2 = ‖εP‖2 ≤
αεMLn2
δ
+O(ε2)< ‖A‖2 =
(
1+αL+
αεM
2
+O(ε2)
)
(128)
αεMLn2
δ
− αεM
2
< 1+αL+O(ε2) (129)
ε <
2δ (1+αL)
αM(2Ln2−δ ) +O(ε
2). (130)
Note that this condition on ε is sufficient but may not be necessary since we are using an upper bound on sup0≤k≤K−1 ‖εPk‖2 from (126)
as a lower bound for ‖A‖2. Hence, the inequality may shrink the feasible set for ε making it a sufficient condition but not necessary.
Having established a range for ε from the upper bound (106), we utilize the lower bound (109) to get the complete feasible range
on ε . From the bound (109) we need that ε sup0≤k≤K−1
∥∥A−1k Pk∥∥2 < 1. Now for this particular condition to work, Ak should not have
eigenvalues close to 0 or of order O(ε). Recall that from (116), Ak has its eigenvalues as c
s
i (k) and c
us
j (k) which are bounded by
inequalities in (86), (87). For α ≈ 1
L
, the lower bound in (86) becomes O(ε). Hence we analyze the two cases corresponding to α
separately.
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Case 1—α ∈
(
0, 1
L
−O(ε)
]
:
For this case, we can use the condition ε sup0≤k≤K−1
∥∥A−1k Pk∥∥2 < 1 in (109). To obtain certain feasible range on ε , this condition can
be set as follows:
ε sup
0≤k≤K−1
∥∥A−1k Pk∥∥2 < sup
0≤k≤K−1
∥∥A−1k ∥∥2 sup
0≤k≤K−1
‖εPk‖2 < 1 (131)
sup
0≤k≤K−1
{
max
i∈NS , j∈NUS
{
1
csi (k)
,
1
cusj (k)
}}
sup
0≤k≤K−1
‖εPk‖2 < 1 (132)(
1−αL− αεM
2
−O(ε2)
)−1(αεMLn2
δ
+O(ε2)
)
< 1 (133)
2δ (1−αL)
αM(2Ln2+δ )
+O(ε2)> ε . (134)
Note that this condition on ε is sufficient but may not be necessary.
Moreover, combining the conditions (130), (134) with (62) we get the following necessary bound:
ε <min
{
inf
‖u‖=1
(
limsup
j→∞
j
√
r j(u)
j!
)−1
,
2δ (1−αL)
αM(2Ln2+δ )
+O(ε2)
}
. (135)
Finally it is also required to have Kε ≪ 1 or K≪ 1ε . Therefore this condition implies:
K = O
(
1
ε
)
. (136)
Case 2—α ∈
(
1
L
−O(ε), 1
L
]
:
For this case, observe that the lower bound in (109) is of order O(εK). Further simplifying this lower bound and taking the infimum term
inside, we obtain the following:∥∥∥∥∥
K−1
∏
k=0
[
Ak + εPk
]∥∥∥∥∥
2
≥
(
inf
0≤k≤K−1
∥∥A−1k ∥∥−12
)K(
1− ε sup
0≤k≤K−1
∥∥A−1k Pk∥∥2
)K
(137)
≥
(
inf
0≤k≤K−1
∥∥A−1k ∥∥−12
)K(
1− sup
0≤k≤K−1
∥∥A−1k ∥∥2 sup
0≤k≤K−1
‖εPk‖2
)K
(138)
≥
(
inf
0≤k≤K−1
∥∥A−1k ∥∥−12 − sup0≤k≤K−1
∥∥A−1k ∥∥2
sup0≤k≤K−1
∥∥A−1k ∥∥2 sup0≤k≤K−1‖εPk‖2
)K
(139)
≥
(∣∣∣∣
(
1−αL− αεM
2
−O(ε2)
)∣∣∣∣−
(
αεMLn2
δ
+O(ε2)
))K
. (140)
Now for α = 1
L
, the above lower bound will be (Cε)K where C is some constant. Therefore, for this lower bound to converge to 0 for
large K we must necessarily have Cε < 1 which implies:∣∣∣∣ εM2L − εMn
2
δ
+O(ε2)
∣∣∣∣< 1 (141)
1
Mn2
δ − M2L
+O(ε2)> ε (142)
2Lδ
M(2Ln2−δ ) +O(ε
2)> ε . (143)
Finally, combining this condition on ε with (130) and (62) for α = 1L , we get that:
ε <min
{
inf
‖u‖=1
(
limsup
j→∞
j
√
r j(u)
j!
)−1
,
4Lδ
M(2Ln2−δ ) +O(ε
2),
2Lδ
M(2Ln2−δ ) +O(ε
2)
}
(144)
ε <min
{
inf
‖u‖=1
(
limsup
j→∞
j
√
r j(u)
j!
)−1
,
2Lδ
M(2Ln2−δ ) +O(ε
2)
}
. (145)
The condition K = O
(
1
ε
)
is still required to hold. 
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C Lower bounds on the distance between xK and x
∗
Proof of Lemma 7:
Proof. The approximate equation for uK in terms of u0 is given by (115). This approximation holds for all values of K from 1 to Kexit ,
where Kexit denotes the iteration of escaping Bε (x
∗). Formally Kexit can be expressed as:
Kexit = inf
K≥1
{
K
∣∣∣∣ ‖u˜K‖2 > ε2
}
, (146)
where the squared norm is used for sake of simplifying subsequent analysis involving lower bounds. However, the sequence {u˜K}KexitK=0
cannot be determined solely from the initialization u0. To uniquely determine any u˜K , we still need to know the coefficient terms c
s
i (k),
cusj (k) and dl,i(k) for all values of k from 0 to K−1. The only information available in this regard is the bound on these coefficients from
(86), (87) and (88). Therefore it becomes impossible to predetermine the entire sequence {u˜K}KexitK=0 just based on the knowledge of u0 .
To circumvent this problem, we introduce a set Sε which is the set of all possible ε precision trajectories generated by the approx-
imate equation (115). Recall that while deriving the approximation (115), we expanded terms appearing in the product (90) only up to
order O(ε) hence we can call these approximate sequences as ε precision trajectories with respect to x∗. For a fixed initialization of u0,
the set Sε is given by:
Sε =
{
{u˜τK}
Kτexit
K=1
∣∣∣∣ u0
}
, (147)
where each possible ε precision trajectory is parameterized by some τ ∈R, Kτexit is the escape iteration for the τ parameterized ε precision
trajectory and u˜τK satisfies (115) for every τ . Note that τ varies with variations in the sequence
{
{csi (k),cusj (k),dl,i(k)}K−1k=0
}Kexit
K=1
which
are in turn controlled by variations in the coefficient terms from bounds (86), (87) and (88). Since the set Sε contains all possible ε
precision trajectories, hence the actual ε precise trajectory that the radial vector uK takes inside the ball Bε (x
∗) will also belong to the
set Sε . Let this actual ε precision trajectory be parameterized by some τ = ω . Therefore we have that:
{u˜ωK}
Kωexit
K=1 ∈ Sε . (148)
Moreover, u˜ωK satisfies the approximate equation (115). Next using (146), we can write the escape iteration for the τ parameterized ε
precision trajectory as:
Kτexit = inf
K≥1
{
K
∣∣∣∣ ‖u˜τK‖2 > ε2
}
. (149)
We now define a quantity Kι such that:
Kι = inf
K≥1
{
K
∣∣∣∣ infτ
{
‖u˜τK‖2
}
> ε2
}
. (150)
Claim of the lemma:
Kι ≥ sup
τ
{
Kτexit
}
= sup
τ
inf
K≥1
{
K
∣∣∣∣ ‖u˜τK‖2 > ε2
}
. (151)
Proof by contradiction:
Let us assume that for some τ = a the escape iteration Kaexit is such that K
a
exit > K
ι . From the definition of Kι in (150), Kι is the smallest
iteration such that infτ
{∥∥u˜τ
Kι
∥∥2} > ε2. This implies ∥∥u˜a
Kι
∥∥2 > ε2. However, this is not possible since it contradicts the definition of
infimum from (149) for τ = a. Therefore wemust have Kaexit ≤Kι and this should hold for any a. Hence, wemust have Kι ≥ supτ
{
Kτexit
}
.
Since the actual ε precise trajectory given by {u˜ωK}
Kωexit
K=1 belongs to the τ parameterized set Sε , hence K
ω
exit ≤ Kι . Therefore it is
sufficient to develop an upper bound on Kι in order to draw conclusions about Kωexit . In the subsequent section, we analyze the lower
bound on ‖u˜K‖2 to obtain this Kι . 
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Proof of Theorem 1:
Proof. Taking norm squared on both sides of (115) we get the following:
‖u˜K‖2 = ε2 ∑
i∈NS
(
K−1
∏
k=0
csi (k)θ
s
i︸ ︷︷ ︸
T1
+ ∑
l∈NS
K−1
∑
r=0
r−1
∏
k=0
csi (k)di,l(r)
K−1
∏
k=r+1
csl (k)θ
s
l︸ ︷︷ ︸
T2
+ ∑
l∈NUS
K−1
∑
r=0
r−1
∏
k=0
csi (k)di,l(r)
K−1
∏
k=r+1
cusl (k)θ
us
l︸ ︷︷ ︸
T3
)2
+
ε2 ∑
j∈NUS
(
K−1
∏
k=0
cusj (k)θ
us
j︸ ︷︷ ︸
T4
+ ∑
l∈NS
K−1
∑
r=0
r−1
∏
k=0
cusj (k)d j,l (r)
K−1
∏
k=r+1
csl (k)θ
s
l︸ ︷︷ ︸
T5
+ ∑
l∈NUS
K−1
∑
r=0
r−1
∏
k=0
cusj (k)d j,l(r)
K−1
∏
k=r+1
cusl (k)θ
us
l︸ ︷︷ ︸
T6
)2
(152)
= ε2
(
∑
i∈NS
(T1+T2+T3)
2+ ∑
j∈NUS
(T4+T5+T6)
2
)
. (153)
Now this equation is satisfied by u˜τK for every τ . Hence for any given τ we can write:
‖u˜τK‖2 = ε2
(
∑
i∈NS
(T1(τ)+T2(τ)+T3(τ))
2+ ∑
j∈NUS
(T4(τ)+T5(τ)+T6(τ))
2
)
, (154)
where τ varies with variations in the sequence
{
{csi (k),cusj (k),dl,i(k)}K−1k=0
}Kexit
K=1
.
Using (86), (87) and (88) we get the bounds on these coefficient product terms from T1(τ) to T6(τ). Starting with the term T1(τ) we
have that:
inf
τ
T1(τ) =
K−1
∏
k=0
inf
τ
{
csi (k)
}
θ si =
(
1−αL− αεM
2
−O(ε2)
)K
θ si , and (155)
sup
τ
T1(τ) =
K−1
∏
k=0
sup
τ
{
csi (k)
}
θ si =
(
1−αβ + αεM
2
+O(ε2)
)K
θ si (156)
for positive csi (k). Next for the term T2(τ), first consider the lower bound:
inf
τ
T2(τ)≥ ∑
l∈NS
K−1
∑
r=0
inf
τ
{
di,l(r)
r−1
∏
k=0
csi (k)
K−1
∏
k=r+1
csl (k)
}
θ sl (157)
≥ ∑
l∈NS
K−1
∑
r=0
−sup
τ
{
|di,l(r)|
}
sup
τ
{
r−1
∏
k=0
csi (k)
K−1
∏
k=r+1
csl (k)
}
θ sl (158)
≥ ∑
l∈NS
K−1
∑
r=0
−
(
αεML
2δ
+O(ε2)
)
sup
τ
{
r−1
∏
k=0
csi (k)
K−1
∏
k=r+1
csl (k)
}
θ sl (159)
= ∑
l∈NS
K−1
∑
r=0
−
(
αεML
2δ
+O(ε2)
)
r−1
∏
k=0
sup
τ
{
csi (k)
}
K−1
∏
k=r+1
sup
τ
{
csl (k)
}
θ sl (160)
=−K
(
1−αβ + αεM
2
+O(ε2)
)K−1(αεML
2δ
+O(ε2)
)
∑
l∈NS
θ sl , (161)
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where we have csi (k)≥ 0 for all i and k. The upper bound on T2(τ) is as follows:
sup
τ
T2(τ)≤ ∑
l∈NS
K−1
∑
r=0
sup
τ
{
di,l(r)
r−1
∏
k=0
csi (k)
K−1
∏
k=r+1
csl (k)
}
θ sl (162)
≤ ∑
l∈NS
K−1
∑
r=0
sup
τ
{
|di,l(r)|
}
sup
τ
{
r−1
∏
k=0
csi (k)
K−1
∏
k=r+1
csl (k)
}
θ sl (163)
= ∑
l∈NS
K−1
∑
r=0
(
αεML
2δ
+O(ε2)
)
sup
τ
{
r−1
∏
k=0
csi (k)
K−1
∏
k=r+1
csl (k)
}
θ sl (164)
= K
(
1−αβ + αεM
2
+O(ε2)
)K−1(αεML
2δ
+O(ε2)
)
∑
l∈NS
θ sl . (165)
For the term T3(τ), first consider the lower bound:
inf
τ
T3(τ)≥ ∑
l∈NUS
K−1
∑
r=0
inf
τ
{
r−1
∏
k=0
csi (k)di,l(r)
K−1
∏
k=r+1
cusl (k)
}
θ usl (166)
≥ ∑
l∈NUS
K−1
∑
r=0
−sup
τ
{
|di,l(r)|
}
sup
{
r−1
∏
k=0
csi (k)
K−1
∏
k=r+1
cusl (k)
}
θ usl (167)
= ∑
l∈NUS
K−1
∑
r=0
−
(
αεML
2δ
+O(ε2)
)
r−1
∏
k=0
sup
τ
{
csi (k)
}
K−1
∏
k=r+1
sup
τ
{
cusl (k)
}
θ usl (168)
= ∑
l∈NUS
K−1
∑
r=0
−
(
αεML
2δ
+O(ε2)
)(
1−αβ + αεM
2
+O(ε2)
)r(
1+αL+
αεM
2
+O(ε2)
)K−r−1
θ usl (169)
=−
(
αεML
2δ
+O(ε2)
)(1+αL+ αεM
2
+O(ε2)
)K
−
(
1−αβ − αεM
2
+O(ε2)
)K
(αL+αβ +O(ε2)) ∑
l∈NUS
θ usl (170)
>−
(
αεML
2δ
+O(ε2)
)(1+αL+ αεM
2
+O(ε2)
)K
(αL+αβ +O(ε2)) ∑
l∈NUS
θ usl . (171)
Note that here in the last step we used a loose lower bound by dropping the negative term from numerator for the sake of simplifying the
subsequent analysis. Similarly, the upper bound on T3(τ) can be obtained, which is as follows:
sup
τ
T3(τ)<
(
αεML
2δ
+O(ε2)
)(1+αL+ αεM
2
+O(ε2)
)K
(αL+αβ +O(ε2)) ∑
l∈NUS
θ usl . (172)
Now that we have derived the bounds for terms T1(τ),T2(τ),T3(τ), the bounds for remaining terms T4(τ),T5(τ),T6(τ) can be derived
along similar lines. Since the algebra is somewhat tedious, we leave these derivations to the reader and directly present the bounds.
The term T4(τ) is bounded as:
inf
τ
T4(τ) =
(
1+αβ − αεM
2
−O(ε2)
)K
θ usj , and (173)
sup
τ
T4(τ) =
(
1+αL+
αεM
2
+O(ε2)
)K
θ usj . (174)
The lower and upper bound on term T5(τ) are as follows:
inf
τ
T5(τ)>−
(
αεML
2δ
+O(ε2)
)(1+αL+ αεM
2
+O(ε2)
)K
(αL+αβ +O(ε2)) ∑
l∈NS
θ sl , and (175)
sup
τ
T5(τ)<
(
αεML
2δ
+O(ε2)
)(1+αL+ αεM
2
+O(ε2)
)K
(αL+αβ +O(ε2)) ∑
l∈NS
θ sl . (176)
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The lower and upper bound on term T6(τ) are as follows:
inf
τ
T6(τ)≥−K
(
1+αL+
αεM
2
+O(ε2)
)K−1(αεML
2δ
+O(ε2)
)
∑
l∈NUS
θ usl , and (177)
sup
τ
T6(τ)≤ K
(
1+αL+
αεM
2
+O(ε2)
)K−1(αεML
2δ
+O(ε2)
)
∑
l∈NUS
θ usl . (178)
Using these results and dropping higher order terms (O(ε2) and above), we can get the lower bound on ‖u˜τK‖2. From (154), observe that:
‖u˜K‖2 =ε2
(
∑
i∈NS
(T1+T2+T3)
2+ ∑
j∈NUS
(T4+T5+T6)
2
)
. (179)
Let Y1(τ) = ∑i∈NS (T1(τ)+T2(τ)+T3(τ))
2 and Y2(τ) = ∑ j∈NUS (T4(τ)+T5(τ)+T6(τ))
2. Using (154), we can see that:
‖u˜τK‖2 =ε2
(
Y1(τ)+Y2(τ)
)
. (180)
Now using the bounds for T1(τ),T2(τ),T3(τ) we have the following lower bound on Y1(τ):
inf
τ
Y1(τ)≥ ∑
i∈NS
(
inf
τ
{
T 21 (τ)+T
2
2 (τ)+T
2
3 (τ)+2T1(τ)T2(τ)+2T2(τ)T3(τ)+2T3(τ)T1(τ)
})
(181)
≥ ∑
i∈NS
(
inf
τ
T 21 (τ)︸ ︷︷ ︸
>0
+ inf
τ
T 22 (τ)︸ ︷︷ ︸
≥0
+ inf
τ
T 23 (τ)︸ ︷︷ ︸
≥0
+2inf
τ
{
T1(τ)T2(τ)
}
︸ ︷︷ ︸
<0
+2inf
τ
{
T2(τ)T3(τ)
}
︸ ︷︷ ︸
<0
+2inf
τ
{
T3(τ)T1(τ)
}
︸ ︷︷ ︸
<0
)
(182)
>
(
∑
i∈NS
inf
τ
T 21 (τ)︸ ︷︷ ︸
>0
+0+0−2sup
τ
|T1(τ)|︸ ︷︷ ︸
>0
sup
τ
|T2(τ)|︸ ︷︷ ︸
>0
−2sup
τ
|T2(τ)|︸ ︷︷ ︸
>0
sup
τ
|T3(τ)|︸ ︷︷ ︸
>0
−2sup
τ
|T3(τ)|︸ ︷︷ ︸
>0
sup
τ
|T1(τ)|︸ ︷︷ ︸
>0
)
(183)
= ∑
i∈NS
((
1−αL− αεM
2
−O(ε2)
)2K
(θ si )
2−2Kθ si
(
1−αβ + αεM
2
+O(ε2)
)2K−1(αεML
2δ
+O(ε2)
)
∑
l∈NS
θ sl
−2K
(
1−αβ + αεM
2
+O(ε2)
)K−1(αεML
2δ
+O(ε2)
)2(1+αL+ αεM2 +O(ε2)
)K
(αL+αβ +O(ε2)) ∑
l∈NUS
θ usl ∑
i∈NS
θ si
)
−2
(
1−αβ + αεM
2
+O(ε2)
)K(αεML
2δ
+O(ε2)
)(1+αL+ αεM
2
+O(ε2)
)K
(αL+αβ +O(ε2)) ∑
l∈NUS
θ usl ∑
i∈NS
θ si (184)
= ∑
i∈NS
((
1−αL− αεM
2
−O(ε2)
)2K
(θ si )
2−2Kθ si
(
1−αβ + αεM
2
+O(ε2)
)2K−1(αεML
2δ
+O(ε2)
)
∑
l∈NS
θ sl
)
−2
(
1+K ∑
i∈NS
(
αεML
2δ
+O(ε2)
)
(
1−αβ + αεM
2
+O(ε2)
))(1−αβ + αεM
2
+O(ε2)
)K(αεML
2δ
+O(ε2)
)(1+αL+ αεM
2
+O(ε2)
)K
(αL+αβ +O(ε2)) ∑
l∈NUS
θ usl ∑
i∈NS
θ si
(185)
= ∑
i∈NS
((
1−αL− αεM
2
−O(ε2)
)2K
(θ si )
2−2Kθ si
(
1−αβ + αεM
2
+O(ε2)
)2K−1(αεML
2δ
+O(ε2)
)
∑
l∈NS
θ sl
)
−2
(
1+O(Kε)
)(
1−αβ + αεM
2
+O(ε2)
)K(αεML
2δ
+O(ε2)
)(1+αL+ αεM
2
+O(ε2)
)K
(αL+αβ +O(ε2)) ∑
l∈NUS
θ usl ∑
i∈NS
θ si , (186)
where in the last step we replaced the term K∑i∈NS
(
αεML
2δ
+O(ε2)
)
(
1−αβ+ αεM2 +O(ε2)
) with O(Kε) for Kε ≪ 1 and (1−αβ + αεM
2
+O(ε2)
)
≫ ε .
This is because the numerator
(
αεML
2δ
+O(ε2)
)
is of O(ε); hence, we require the denominator
(
1−αβ + αεM
2
+O(ε2)
)
to be of
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constant order, i.e., independent of ε . Similarly, using the bounds for T4(τ),T5(τ),T6(τ) we have the following lower bound for Y2(τ):
inf
τ
Y2(τ)≥ ∑
j∈NUS
(
inf
τ
{
T 24 (τ)+T
2
5 (τ)+T
2
6 (τ)+2T4(τ)T6(τ)+2T6(τ)T5(τ)+2T5(τ)T4(τ)
})
(187)
≥ ∑
j∈NUS
(
inf
τ
T 24 (τ)︸ ︷︷ ︸
>0
+ inf
τ
T 25 (τ)︸ ︷︷ ︸
≥0
+ inf
τ
T 26 (τ)︸ ︷︷ ︸
≥0
+2inf
τ
{
T4(τ)T6(τ)
}
︸ ︷︷ ︸
<0
+2inf
τ
{
T6(τ)T5(τ)
}
︸ ︷︷ ︸
<0
+2inf
τ
{
T5(τ)T4(τ)
}
︸ ︷︷ ︸
<0
)
(188)
>
(
∑
j∈NUS
inf
τ
T 24 (τ)︸ ︷︷ ︸
>0
+0+0−2sup
τ
|T4(τ)|︸ ︷︷ ︸
>0
sup
τ
|T6(τ)|︸ ︷︷ ︸
>0
−2sup
τ
|T6(τ)|︸ ︷︷ ︸
>0
sup
τ
|T5(τ)|︸ ︷︷ ︸
>0
−2sup
τ
|T5(τ)|︸ ︷︷ ︸
>0
sup
τ
|T4(τ)|︸ ︷︷ ︸
>0
)
(189)
= ∑
j∈NUS
((
1+αβ − αεM
2
−O(ε2)
)2K
(θ usj )
2−2Kθ usj
(
1+αL+
αεM
2
+O(ε2)
)2K−1(αεML
2δ
+O(ε2)
)
∑
l∈NUS
θ usl
)
−2
(
1+O(Kε)
)(
αεML
2δ
+O(ε2)
)(1+αL+ αεM
2
+O(ε2)
)2K
(αL+αβ +O(ε2)) ∑
l∈NS
θ sl ∑
j∈NUS
θ usj . (190)
Finally combining these two bounds yields the following lower bound on infτ ‖u˜τK‖2:
inf
τ
‖u˜τK‖2 =ε2
(
inf
τ
Y1(τ)+ inf
τ
Y2(τ)
)
(191)
inf
τ
‖u˜τK‖2 >ε2
[(
1−αL− αεM
2
−O(ε2)
)2K
∑
i∈NS
(θ si )
2−2K
(
1−αβ + αεM
2
+O(ε2)
)2K−1(αεML
2δ
+O(ε2)
)
( ∑
i∈NS
θ si )
2+
(
1+αβ − αεM
2
−O(ε2)
)2K
∑
j∈NUS
(θ usj )
2−2K
(
1+αL+
αεM
2
+O(ε2)
)2K−1(αεML
2δ
+O(ε2)
)
( ∑
j∈NUS
θ usj )
2−
2
(
1+O(Kε)
) ( αεML
2δ +O(ε
2)
)
(αL+αβ +O(ε2))
(
1+αL+
αεM
2
+O(ε2)
)K(
1−αβ + αεM
2
+O(ε2)
)K
∑
j∈NUS
θ usj ∑
i∈NS
θ si −
2
(
1+O(Kε)
) ( αεML
2δ +O(ε
2)
)
(αL+αβ +O(ε2))
(
1+αL+
αεM
2
+O(ε2)
)2K
∑
j∈NUS
θ usj ∑
i∈NS
θ si
]
(192)
>ε2
[(
1−αL− αεM
2
−O(ε2)
)2K
∑
i∈NS
(θ si )
2−2nK
(
1−αβ + αεM
2
+O(ε2)
)2K−1(αεML
2δ
+O(ε2)
)
∑
i∈NS
(θ si )
2+
(
1+αβ − αεM
2
−O(ε2)
)2K
∑
j∈NUS
(θ usj )
2−2nK
(
1+αL+
αεM
2
+O(ε2)
)2K−1(αεML
2δ
+O(ε2)
)
∑
j∈NUS
(θ usj )
2−
n
(
1+O(Kε)
) ( αεML
2δ +O(ε
2)
)
(αL+αβ +O(ε2))
(
1+αL+
αεM
2
+O(ε2)
)K(
1−αβ + αεM
2
+O(ε2)
)K(
∑
i∈NS
(θ si )
2+ ∑
j∈NUS
(θ usj )
2
)
−
n
(
1+O(Kε)
) ( αεML
2δ
+O(ε2)
)
(αL+αβ +O(ε2))
(
1+αL+
αεM
2
+O(ε2)
)2K(
∑
i∈NS
(θ si )
2+ ∑
j∈NUS
(θ usj )
2
)]
. (193)
Note that in the last step we have used the following inequalities:
n ∑
i∈NS
(θ si )
2 ≥ ( ∑
i∈NS
θ si )
2,
n ∑
j∈NUS
(θ usj )
2 ≥ ( ∑
j∈NUS
θ usj )
2, and
2 ∑
j∈NUS
θ usj ∑
i∈NS
θ si ≤ n ∑
j∈NUS
(θ usj )
2+n ∑
i∈NS
(θ si )
2,
where n is the dimension of function f (·) domain. The above condition can be more compactly written as:
ε2 ≥ inf
τ
‖u˜τK‖2 >ε2Ψ(K), (194)
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where we have that:
Ψ (K) =
(
c2K1 −2Kc2K−12 b1−b2cK3 cK2 −b2c2K3
)
∑
i∈NS
(θ si )
2+
(
c2K4 −2Kc2K−13 b1−b2cK3 cK2 −b2c2K3
)
∑
j∈NUS
(θ usj )
2, (195)
and c1 =
(
1−αL− αεM
2
−O(ε2)
)
, c2 =
(
1−αβ + αεM
2
+O(ε2)
)
, c3 =
(
1+αL+ αεM
2
+O(ε2)
)
, c4 =
(
1+αβ− αεM
2
−O(ε2)
)
,
b1 =
(
αεMLn
2δ
+O(ε2)
)
and b2 =
(
αεMLn
2δ
+O(ε2)
)(
1+O(Kε)
)
(
αL+αβ+O(ε2)
) .
The condition in (194) holds for all such K where infτ ‖u˜τK‖2 ≤ ε2. Therefore to obtain Kι defined in (150), we need to solve for K
where ε2 ≤ ε2Ψ (K) or equivalently 1≤Ψ(K) where the condition infτ ‖u˜τK‖2 ≤ ε2 gets inverted using inequality (194).
Claim for value of K in Theorem 1:
Since the infimum in (194) is taken over all τ , hence the condition in (194) holds true for all K in the range 1≤ K ≤ supτ
{
Kτexit
}
.
Proof of the claim:
Recall that from the definition of Kι from (150), Kι satisfies the following condition:
inf
τ
∥∥u˜τKι−1∥∥2 ≤ ε2 < infτ ‖u˜τKι ‖2 , (196)
where the lower bound implies that the infimum over all τ parameterized approximate trajectories has not yet escaped the ball Bε (x
∗).
Let there exist some K¯ where K¯ ∈
{
1,2, ...,supτ
{
Kτexit
}}
such that the condition in (194) holds for all K ∈
{
1, ...,K¯ −1
}
and fails to
hold for all K ∈
{
K¯, ...,supτ
{
Kτexit
}}
. This implies that:
ε2Ψ(K¯−1)< inf
τ
∥∥∥u˜τK¯−1∥∥∥2 ≤ ε2 ≤ε2Ψ(K¯)< infτ ∥∥u˜τK¯∥∥2 . (197)
From conditions (196), (197) we get that K¯ = Kι . Since K¯ ∈
{
1,2, ...,supτ
{
Kτexit
}}
we have that Kι = K¯ ≤ supτ
{
Kτexit
}
≤ Kι . Hence
we must have that K¯ = supτ
{
Kτexit
}
. 
D Proof of Theorem 2: Exit time for the infimum of ε precision trajectories
Proof. Further simplifying the inequality in (193) by dropping order O(ε2) and O(Kε) terms (for Kε ≪ 1) appearing on its right hand
side and using (194), we get the following approximate lower bound:
1'
([(
1−αL− αεM
2
)2K
−2K
(
1−αβ + αεM
2
)2K−1 αεMLn
2δ
]
∑
i∈NS
(θ si )
2+
[(
1+αβ − αεM
2
)2K
−2K
(
1+αL+
αεM
2
)2K−1 αεMLn
2δ
]
∑
j∈NUS
(θ usj )
2
− αεMLn
2δ (αL+αβ)
(
1+αL+
αεM
2
)K(
1−αβ + αεM
2
)K(
∑
i∈NS
(θ si )
2+ ∑
j∈NUS
(θ usj )
2
)
− αεMLn
2δ (αL+αβ)
(
1+αL+
αεM
2
)2K)(
∑
i∈NS
(θ si )
2+ ∑
j∈NUS
(θ usj )
2
)
(198)
1'
([(
1−αL− αεM
2
)2K
−2K
(
1−αβ + αεM
2
)2K−1 αεMLn
2δ
]
∑
i∈NS
(θ si )
2+
[(
1+αβ − αεM
2
)2K
−2K
(
1+αL+
αεM
2
)2K−1 αεMLn
2δ
]
∑
j∈NUS
(θ usj )
2− εMLn
(
1+αL+ αεM
2
)2K
δ (L+β)
)
, (199)
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where in the last step we used the relation
(
∑i∈NS (θ
s
i )
2+∑ j∈NUS (θ
us
j )
2
)
= 1 and the inequality
(
1−αβ + αεM
2
)
<
(
1+αL+ αεM
2
)
.
Now, if we substitute the step size α = 1
L
, we get the following approximate inequality:
1'
([(
− εM
2L
)2K
−2K
(
1− β
L
+
εM
2L
)2K−1 εMn
2δ
]
∑
i∈NS
(θ si )
2+
[(
1+
β
L
− εM
2L
)2K
−2K
(
2+
εM
2L
)2K−1 εMn
2δ
]
∑
j∈NUS
(θ usj )
2− εMLn
(
2+ εM
2L
)2K
δ (L+β)
)
(200)
1'
([
−2K
(
1− β
L
+
εM
2L
)2K−1 εMn
2δ
]
∑
i∈NS
(θ si )
2+
[(
1+
β
L
− εM
2L
)2K
−2K
(
2+
εM
2L
)2K−1 εMn
2δ
]
∑
j∈NUS
(θ usj )
2− εMLn
(
2+ εM
2L
)2K
δ (L+β)
)
, (201)
where in the last step we dropped the
(
− εM
2L
)2K
term from right hand side.
In order to obtain Kι and hence the exit time Kexit , we need to solve for values of K where the approximate inequality in (201)
becomes an equality. Hence, we look into the two possible cases for this value K, i.e., large K and small K. Note that in the next
subsections we only consider those cases where our unstable projection ∑ j∈NUS (θ
us
j )
2 is not too close to 0. We now obtain the exit time
Kexit for the two cases.
Case 1—Large K:
If K is large with K =O
(
1
ε
)
then we can use the LambertW function [7] to solve the above transcendental inequality (201). Specifically
for obtaining linear escape rates i.e., K = O
(
log
(
1
ε
))
, we set 1(
2+ εM
2L
)2K = ρεc for some ρ > 0, c> 0, (1− βL + εM2L
)2K
= ηεd for
some η > 0, d > 0 where
(
1− β
L
+ εM
2L
)
< 1 and divide both sides of (201) by the term
(
2+ εM
2L
)2K
to get the following approximate
inequality:
1(
2+ εM
2L
)2K '
([
−2K
(
1− β
L
+ εM
2L
)2K−1
(
2+ εM
2L
)2K εMn2δ
]
∑
i∈NS
(θ si )
2
︸ ︷︷ ︸
F1
+
[(1+ β
L
− εM
2L
)2K
(
2+ εM
2L
)2K −2K
(
2+
εM
2L
)−1 εMn
2δ
]
∑
j∈NUS
(θ usj )
2− εMLn
δ (L+β)
)
. (202)
Dropping the first term F1 on right hand side for large K (this term has order O
(
ε (1+c+d) log
(
1
ε
))
with c> 0, d > 0) and making the
substitution of ρεc on the left hand side, we get the following bound:
ρεc '
(
1+ β
L
− εM
2L
2+ εM
2L
)2K
∑
j∈NUS
(θ usj )
2−2K
(
2+
εM
2L
)−1
εMn
2δ ∑
j∈NUS
(θ usj )
2− εMLn
δ (L+β)
(203)
(
1+ β
L
− εM
2L
2+ εM
2L
)2K
/ 2K
(
2+
εM
2L
)−1 εMn
2δ
+
ε
(
ρε (c−1)+ MLn
δ (L+β)
)
∑ j∈NUS (θ
us
j )
2
. (204)
When the problem is well conditioned, i.e.,
(
1− β
L
+ εM
2L
)
< 1 or equivalently β
L
> εM
2L
, then we are guaranteed fast escape under good
initial unstable projections. Now, for solving the values of K where the inequality (204) becomes equality, we make use of the general
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transcendental equation qx = ax+b whose solution is given by:
x=−W(−
logq
a
q−
b
a )
logq
− b
a
, (205)
whereW(·) is the LambertW function. On comparing the coefficients, we have x= 2K and the constants as follows:
a=
(
2+
εM
2L
)−1 εMn
2δ
,b =
ε
(
ρε (c−1)+ MLn
δ (L+β)
)
∑ j∈NUS (θ
us
j )
2
,q =
(
1+ β
L
− εM
2L
2+ εM
2L
)
. (206)
For large values of any argument y, the LambertW function is bounded byW(y)≤ log(y). If the quantity ∑ j∈NUS (θ usj )2 is not too
close to 0 and is lower bounded, i.e., ∑ j∈NUS (θ
us
j )
2 ≥ ∆ then we have some initial projection onto the unstable subspace of saddle point.
Using the LambertW function bound and substituting the coefficients, we have following bound on K:
2K =
1
log
(
2+ εM2L
1+
β
L − εM2L
)W((2+ εM
2L
)
2δ
εMn
log
(
2+ εM
2L
1+ β
L
− εM
2L
)(
2+ εM
2L
1+ β
L
− εM
2L
) 2δ
(
2+ εM
2L
)(
ρε(c−1)+ MLn
δ (L+β )
)
Mn∑ j∈NUS (θ
us
j
)2
)
−
2δ
(
2+ εM
2L
)(
ρε (c−1)+ MLn
δ (L+β)
)
Mn∑ j∈NUS (θ
us
j )
2
(207)
2K ≤ 1
log
(
2+ εM2L
1+
β
L − εM2L
) log((2+ εM
2L
)
2δ
εMn
log
(
2+ εM
2L
1+ β
L
− εM
2L
)(
2+ εM
2L
1+ β
L
− εM
2L
) 2δ
(
2+ εM
2L
)(
ρε(c−1)+ MLn
δ (L+β )
)
Mn∑ j∈NUS (θ
us
j
)2
)
−
2δ
(
2+ εM
2L
)(
ρε (c−1)+ MLn
δ (L+β)
)
Mn∑ j∈NUS (θ
us
j )
2
(208)
2K ≤
log
((
2+ εM
2L
)
log
(
2+ εM2L
1+
β
L − εM2L
)
2δ
εMn
)
log
(
2+ εM2L
1+
β
L − εM2L
) + 2δ
(
2+ εM
2L
)(
ρε (c−1)+ MLn
δ (L+β)
)
Mn∑ j∈NUS (θ
us
j )
2
−
2δ
(
2+ εM
2L
)(
ρε (c−1)+ MLn
δ (L+β)
)
Mn∑ j∈NUS (θ
us
j )
2
(209)
K ≤
log
((
2+ εM
2L
)
log
(
2+ εM2L
1+
β
L − εM2L
)
2δ
εMn
)
2log
(
2+ εM2L
1+
β
L − εM2L
) = O( log( 1
ε
))
. (210)
Notice that the K solved here is an approximate solution to (204) where the inequality in (204) gets inverted. Since the condition (201)
gets reversed at K = Kι , therefore we get the condition Kι /
log
((
2+ εM2L
)
log
(
2+ εM
2L
1+
β
L
− εM
2L
)
2δ
εMn
)
2 log
(
2+ εM
2L
1+
β
L
− εM
2L
) and using the fact that Kexit < Kι gives
the desired conclusion of Kexit = O
(
log
(
1
ε
))
.
Hence, we have escape rates of order O
(
log
(
1
ε
))
for the case when our problem is well conditioned and doesn’t have a very
small unstable projection. It is remarked that this is the upper bound on K and the iterate is bound to escape way before this time. Also,
this result supports our analysis of trajectory function for values of K = O
(
1
ε
)
.
It is worth mentioning that dropping of the first term F1 with order O
(
ε (1+c+d) log
(
1
ε
))
from the right hand side of inequality
(202) is justified since from this particular solution of Kι it can be inferred that c> 1.
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From the substitution 1(
2+ εM2L
)2Kι = ρεc we have that:
log
(
1
ρεc
)
= 2Kι log
(
2+
εM
2L
)
(211)
c log
(
1
c
√
ρε
)
=
log
((
2+ εM
2L
)
log
(
2+ εM
2L
1+ βL − εM2L
)
2δ
εMn
)
log
(
2+ εM
2L
1+ βL − εM2L
) log(2+ εM
2L
)
(212)
c=
log
(
2+ εM
2L
)
log
(
2+ εM
2L
)
− log
(
1+ β
L
− εM
2L
) > 1, (213)
where we have log
(
1
c
√
ρε
)
= log
((
2+ εM
2L
)
log
(
2+ εM2L
1+
β
L − εM2L
)
2δ
εMn
)
. Now with c > 1, we will have the following condition for any
d > 0:
lim
ε→0+
ε (1+c+d) log
(
1
ε
)
ε2
= 0. (214)
Hence, for sufficiently small ε , term F1 can be of at most order O(ε
2).
Comments on the projection ∑ j∈NUS (θ
us
j )
2 : Recall that from (204), we solved for values of K where this inequality becomes
an equality. However, this solution for K may not necessarily exist. For instance, the left hand side of (204) given by
(
1+
β
L − εM2L
2+ εM2L
)2K
is a decreasing function of K whereas the right hand side of this inequality given by 2K
(
2+ εM
2L
)−1
εMn
2δ +
ε
(
ρε(c−1)+ MLn
δ (L+β )
)
∑ j∈NUS (θ
us
j )
2 is an
increasing function of K. Hence for a solution K to exist where these two quantities become equal, we must necessarily have that:
(
1+ β
L
− εM
2L
2+ εM
2L
)2K ∣∣∣∣
K=0
>2K
(
2+
εM
2L
)−1 εMn
2δ
∣∣∣∣
K=0
+
ε
(
ρε (c−1)+ MLn
δ (L+β)
)
∑ j∈NUS (θ
us
j )
2
(215)
∑
j∈NUS
(θ usj )
2 >ε
(
ρε (c−1)+
MLn
δ (L+β)
)
> ε
MLn
δ (L+β)
, (216)
where we can set ∆ > ε MLn
δ (L+β)
and therefore require the condition ∑ j∈NUS (θ
us
j )
2 ≥ ∆ . Note that this is only a necessary condition for
the existence of K from (210) but is not sufficient.
Case 2—Small K:
Recall that while developing the inequality (202) from (201), we used the fact that K is large enough. However, for very small values of
K, i.e., K < O
(
log
(
1
ε
))
, the transformation of inequality (201) into (202) may not necessarily hold true. Then a different approach is
required to solve for K. Since the new solutions for K will be very small values, we can skip the analysis for small K case and extrapolate
it to the previous result of K = Kι / O
(
log
(
1
ε
))
which is a linear exit time solution. We now complete the proof of theorem 2 by
establishing one last result.
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Claim: The set of ε precision trajectories with linear exit time from the ball Bε(x
∗) is non-empty.
Proof of the claim:
Observe that from (201), we need to find K where this approximate inequality becomes an equality. Let the initial condition be such that
∑ j∈NUS (θ
us
j )
2 = 1, then (201) can be given by:
1'
(
1+
β
L
− εM
2L
)2K
−
[
2K
(
2+
εM
2L
)2K−1 εMn
2δ
+ εMLn
(
2+ εM
2L
)2K
δ (L+β)
]
(217)
(
2+
εM
2L
)−2K
'
(
1+ β
L
− εM
2L
2+ εM
2L
)2K
−
[
2K
(
2+
εM
2L
)−1 εMn
2δ
+
εMLn
δ (L+β)
]
︸ ︷︷ ︸
L1
. (218)
It is easy to infer that the right-hand side of (218) is negative for K =
log
((
2+ εM2L
)
log
(
2+ εM
2L
1+
β
L
− εM
2L
)
2δ
εMn
)
2 log
(
2+ εM
2L
1+
β
L
− εM
2L
) where this value of K comes
from (210). Hence, the approximate inequality in (218) holds for this value of K. However, for small positive values of K, one can check
that the right-hand side of (218) is greater than its left-hand side, provided ε is sufficiently small and the problem is well-conditioned.
This is because the term L1 on the right-hand side of (218) is of order O(ε) for small positive values of K whereas we have that(
2+ εM
2L
)−2K
<
(
1+
β
L − εM2L
2+ εM2L
)2K
for any positive K.
Therefore, the approximate inequality in (218) becomes an equality for some K =O(log(ε−1)) and we have that Kι =O(log(ε−1)).
As a result, the exit time Kexit is linear for the initial condition ∑ j∈NUS (θ
us
j )
2 = 1 since Kexit < K
ι . It should be noted that the proof of
linear exit time for the general initial condition ∆ ≤ ∑ j∈NUS (θ usj )2 < 1 can be developed along similar lines though it may require more
effort. 
References
1. Degenerate perturbation theory. http://farside.ph.utexas.edu/teaching/qmech/Quantum/node105.html\#e12.89.
Accessed: 2019-08-19
2. Matrix perturbation theory. https://ocw.mit.edu/courses/nuclear-engineering/
22-51-quantum-theory-of-radiation-interactions-fall-2012/lecture-notes/MIT22_51F12_Ch11.pdf. Ac-
cessed: 2019-08-19
3. Anandkumar, A., Ge, R.: Efficient approaches for escaping higher order saddle points in non-convex optimization. In: Conference
on learning theory, pp. 81–102 (2016)
4. Attouch, H., Bolte, J., Svaiter, B.F.: Convergence of descent methods for semi-algebraic and tame problems: proximal algorithms,
forward–backward splitting, and regularized Gauss–Seidel methods. Mathematical Programming 137(1-2), 91–129 (2013)
5. Bolte, J., Daniilidis, A., Lewis, A.: The łojasiewicz inequality for nonsmooth subanalytic functions with applications to subgradient
dynamical systems. SIAM Journal on Optimization 17(4), 1205–1223 (2007)
6. Bolte, J., Daniilidis, A., Ley, O., Mazet, L.: Characterizations of łojasiewicz inequalities: Subgradient flows, talweg, convexity.
Transactions of the American Mathematical Society 362(6), 3319–3363 (2010)
7. Corless, R.M., Gonnet, G.H., Hare, D.E.G., Jeffrey, D.J., Knuth, D.E.: On the Lambert W function. Advances in Computational
mathematics 5(1), 329–359 (1996)
8. Daneshmand, H., Kohler, J., Lucchi, A., Hofmann, T.: Escaping saddles with stochastic gradients. arXiv preprint arXiv:1803.05999
(2018)
9. Du, S.S., Jin, C., Lee, J.D., Jordan, M.I., Singh, A., Poczos, B.: Gradient descent can take exponential time to escape saddle points.
In: Advances in neural information processing systems, pp. 1067–1077 (2017)
10. Erdogdu, M.A., Mackey, L., Shamir, O.: Global non-convex optimization with discretized diffusions. In: Proc. Advances in Neural
Information Processing Systems (NeurIPS’18), pp. 9671–9680 (2018)
11. Hu, W., Li, C.J.: On the fast convergence of random perturbations of the gradient flow. arXiv preprint arXiv:1706.00837 (2017)
12. Jin, C., Ge, R., Netrapalli, P., Kakade, S.M., Jordan, M.I.: How to escape saddle points efficiently. In: Proceedings of the 34th
International Conference on Machine Learning-Volume 70, pp. 1724–1732. JMLR. org (2017)
13. Jin, C., Netrapalli, P., Jordan, M.I.: Accelerated gradient descent escapes saddle points faster than gradient descent. arXiv preprint
arXiv:1711.10456 (2017)
14. Kelley, A.: The stable, center-stable, center, center-unstable, unstable manifolds. Journal of Differential Equations (1966)
15. Kifer, Y.: The exit problem for small random perturbations of dynamical systems with a hyperbolic fixed point. Israel Journal of
Mathematics 40(1), 74–96 (1981)
16. Kurdyka, K.: On gradients of functions definable in o-minimal structures. Annales de l’institut Fourier 48(3), 769–783 (1998)
Exit Time Analysis of Gradient Descent Trajectories 35
17. Lee, J.D., Panageas, I., Piliouras, G., Simchowitz, M., Jordan, M.I., Recht, B.: First-order methods almost always avoid saddle
points. arXiv preprint arXiv:1710.07406 (2017)
18. Lee, J.D., Simchowitz, M., Jordan, M.I., Recht, B.: Gradient descent converges to minimizers. arXiv preprint arXiv:1602.04915
(2016)
19. Li, G., Pong, T.K.: Calculus of the exponent of Kurdyka–łojasiewicz inequality and its applications to linear convergence of first-
order methods. Foundations Comput. Math. 18, 1199–1232 (2018). DOI 10.1007/s10208-017-9366-8
20. Łojasiewicz, S.: Sur le probleme de la division. Instytut Matematyczny Polskiej Akademi Nauk (Warszawa) (1961)
21. Mokhtari, A., Ozdaglar, A., Jadbabaie, A.: Escaping saddle points in constrained optimization. In: Advances in Neural Information
Processing Systems, pp. 3629–3639 (2018)
22. Nesterov, Y., Polyak, B.T.: Cubic regularization of Newton method and its global performance. Mathematical Programming 108(1),
177–205 (2006)
23. Paternain, S., Mokhtari, A., Ribeiro, A.: A Newton-based method for nonconvex optimization with fast evasion of saddle points.
SIAM Journal on Optimization 29(1), 343–368 (2019)
24. Polyak, B.T.: Some methods of speeding up the convergence of iteration methods. USSR Computational Mathematics and Mathe-
matical Physics 4(5), 1–17 (1964)
25. Raginsky, M., Rakhlin, A., Telgarsky, M.: Non-convex learning via stochastic gradient Langevin dynamics: A nonasymptotic anal-
ysis. In: Proc. Conf. Learning Theory (COLT’17), pp. 1674–1703. Amsterdam, Netherlands (2017)
26. Reddi, S.J., Zaheer, M., Sra, S., Poczos, B., Bach, F., Salakhutdinov, R., Smola, A.J.: A generic approach for escaping saddle points.
arXiv preprint arXiv:1709.01434 (2017)
27. Shi, B., Su, W.J., Jordan, M.I.: On learning rates and Schro¨dinger operators. arXiv preprint (2020). URL https://arxiv.org/
abs/2004.06977
28. Shub, M.: Global stability of dynamical systems. Springer Science & Business Media (2013)
29. Xu, Y., Rong, J., Yang, T.: First-order stochastic algorithms for escaping from saddle points in almost linear time. In: Advances in
Neural Information Processing Systems, pp. 5530–5540 (2018)
30. Zhong, Y.: Eigenvector under random perturbation: A nonasymptotic Rayleigh-Schro¨dinger theory. arXiv preprint
arXiv:1702.00139 (2017)
