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Abstract
The finite element method is a tool very often employed to deal with the numerical simulation
of multiphysics problems. Many times each of these problems can be attached to a subdomain
in space which evolves in time. Fixed grid methods appear in order to avoid the drawbacks of
remeshing in ALE (Arbitrary Lagrangian-Eulerian) methods when the domain undergoes very
large deformations. Instead of having one mesh attached to each of the subdomains, one has a
single mesh which covers the whole computational domain. Equations arising from the finite
element analysis are solved in an Eulerian manner in this background mesh. In this work we
present our particular approach to fixed mesh methods, which we call FM-ALE (Fixed-Mesh
ALE). Our main concern is to properly account for the advection of information as the domain
boundary evolves. To achieve this, we use an arbitrary Lagrangian-Eulerian framework, the
distinctive feature being that at each time step results are projected onto a fixed, background
mesh, that is where the problem is actually solved. We analyze several possibilities to prescribe
boundary conditions in the context of immersed boundary methods.
When dealing with certain physical problems, and depending on the finite element space
used, the standard Galerkin finite element method fails and leads to unstable solutions. The
variational multiscale method is often used to deal with this instability. We introduce a way
to approximate the subgrid scales on the boundaries of the elements in a variational two-
scale finite element approximation to flow problems. The key idea is that the subscales on the
element boundaries must be such that the transmission conditions for the unknown, split as its
finite element contribution and the subscale, hold. We then use the subscales on the element
boundaries to improve transmition conditions between subdomains by introducing the subgrid
scales between the interfaces in homogeneous domain interaction problems and at the interface
between the fluid and the solid in fluid-structure interaction problems. The benefits in each
case are respectively a stronger enforcement of the stress continuity in homogeneous domain
decomposition problems and a considerable improvement of the behaviour of the iterative
algorithm to couple the fluid and the solid in fluid-structure interaction problems.
We develop FELAP, a linear systems of equations solver package for problems arising from
finite element analysis. The main features of the package are its capability to work with sym-
metric and unsymmetric systems of equations, direct and iterative solvers and various renum-
bering techniques. Performance is enhanced by considering the finite element mesh graph
instead of the matrix graph, which allows to perform highly efficient block computations.
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Chapter 1
Introduction
The finite element method is a tool very often employed to deal with the numerical simulation
of multiphysics problems. Many times each of these problems can be attached to a subdo-
main in space which evolves in time. In these cases one usually relies in ALE (Arbitrary
Lagrangian-Eulerian) formulations. The ALE method consists in giving the finite element
mesh an arbitrary movement in such a way that the mesh continues to be a partition of the
considered subdomain accounting for its movement in time, and at the same time the shape
of the elements which conform the mesh remains as undistorted as possible. Obviously, this
procedure introduces some modifications in the computation of the convective terms arising in
the problem equations.
ALE methods work very well if the shape and size of each of the subdomains undergoes
relatively small changes in time. However, when these changes are large, it is impossible to
maintain mesh distortion at a reasonable level, which leads to an ill-conditioning of the sys-
tems of equations which arise from the finite element analysis or even to folded elements.
In this case the deformed mesh is useless and remedies have to be devised. Classical ALE
methods usually deal with this problem by computing a new undistorted mesh which fits with
the deformed domain. However, this can be an expensive procedure, especially if it has to be
repeated many times during the whole simulation procedure. Moreover, most finite element
codes rely the construction of the finite element meshes on external programs, which would
imply stopping the execution of the simulation many times, or coding a master program which
connects both codes.
Fixed grid methods appear in order to avoid the drawbacks of remeshing in ALE methods.
Instead of having one mesh attached to each of the subdomains, one has a single mesh which
covers the whole computational domain. Equations arising from the finite element analysis are
solved in an Eulerian manner in this background mesh. This obviously avoids remeshing, since
the mesh remains undeformed during the whole simulation process, but some other issues
appear. Let us consider a Fluid-Structure Interaction problem in which the flow problem is
solved by means of a fixed grid method.
• At each time step we have to solve a flow problem with a mesh which does not fit the
domain of the flow problem. If the boundary of the domain coincided with the edges
or faces of some elements, it would be immediate to consider a submesh covering only
the flow domain, but in general the domain boundary will cut the elements in an arbi-
1
2 Chapter 1. Introduction
trary way. Over which part of the region covered by the mesh do we solve the physical
problem?
• Another important issue is the imposition of Dirichlet boundary conditions. In boundary
fitting meshes, the imposition of Dirichlet boundary conditions is straightforward, since
the boundary of the domain coincides with the edges or faces of the elements of the
mesh. This allows to prescribe the values of the unknowns in the nodes of the mesh
ubicated on the boundary of the domain. However, this is not possible in fixed grid
methods (there are no element edges which define the boundary of the domain). This
forces us to devise some alternative strategies to prescribe boundary conditions.
• If we are dealing with a time dependent problem, we face with the need of computing
time derivatives. In the Eulerian finite element method used in fixed grid methods, ma-
terial time derivatives are separated into their local and convective parts. The local time
derivative is basically computed as the difference between the value of the unknown at
a node in the current time step and the value of the unknown at the same node but in
the previous time step. This leads us to the issue of newly created nodes: in evolving in
time domains, there will be nodes of the fixed mesh which were out of the domain in the
previous time step but inside the domain in the current one. How do we compute local
time derivatives if we do not know the value of the unknown in the previous time step?
• Finally, it is possible to deal with different physics problems which can be decomposed
into different subdomains with a single background mesh. However, in most cases the
unknowns fields (and their gradients) will be discontinuous across the interface which
separates the various subdomains. Finite element shape functions are in general contin-
uous in the element interiors, so, how are we going to deal with the discontinuity of the
unknowns in the boundary of the subdomains?
As we have seen there are four major issues with which a fixed mesh method has to deal
with. Any fixed grid method can be classified depending on how it deals with each of these
issues. In this work we present our particular approach to fixed mesh methods, which we call
FM-ALE (Fixed-Mesh ALE).
In Chapter 2 we analyze several possibilities to strongly prescribe boundary conditions
in the context of immersed boundary methods. As starting variational approach we consider
Nitsche’s method, and we then move to two options that yield non-symmetric problems but
that turn out to be robust and efficient. The essential idea is to use the degrees of freedom of
certain nodes of the finite element mesh to minimize the difference between the exact and the
approximated boundary condition.
In Chapter 3 we propose a way to weakly prescribe Dirichlet boundary conditions in em-
bedded grids. The key feature of the method is that no large penalty parameter is needed and
that it is symmetric for symmetric problems. In the Poisson problem this is achieved by intro-
ducing an additional element-discontinuous stress variable. Additional terms are required in
order to guarantee stability in the convection-diffusion equation and the Stokes problem. The
proposed method is then easily extended to the transient Navier-Stokes equations.
In Chapter 4 we propose the FM-ALE method to approximate flow problems in moving
domains using always a given grid for the spatial discretization. Our main concern is to prop-
erly account for the advection of information as the domain boundary evolves. To achieve this,
3we use an arbitrary Lagrangian-Eulerian framework, the distinctive feature being that at each
time step results are projected onto a fixed, background mesh, that is where the problem is
actually solved.
In Chapter 5 we extend the FM-ALE method to the context of Solid Mechanics and Fluid-
Structure Interaction problems. For solid mechanics problems subject to large strains the FM-
ALE method avoids the element stretching found in fully Lagrangian approaches. For FSI
problems FM-ALE allows for the use of a single background mesh to solve both the fluid and
the structure. We also apply the FM-ALE method to the problem of floating solids, in which it
is used together with the level set function method.
When dealing with certain physical problems, and depending on the finite element space
used, the standard Galerkin finite element method fails and leads to unstable solutions. This
is why a great effort has been put during the last decades to develop stabilized formulations
which deal with the stability problems of the standard Galerkin method. One of these stabi-
lizing techniques is the subgrid scale method, which is motivated by the decomposition of
the continuous solution into a coarse component (finite element solution) and a fine (subgrid)
component. In most cases these subscales are considered to vanish on the boundaries of the
elements.
In Chapter 6 we introduce a way to approximate the subscales on the boundaries of the el-
ements in a variational two-scale finite element approximation to flow problems. The key idea
is that the subscales on the element boundaries must be such that the transmission conditions
for the unknown, split as its finite element contribution and the subscale, hold. In particular,
we consider the scalar convection-diffusion-reaction equation, the Stokes problem and Darcy’s
problem. For these problems the transmission conditions are the continuity of the unknown and
its fluxes through element boundaries. The former is automatically achieved by introducing a
single valued subscale on the boundaries (for the conforming approximations we consider),
whereas the latter provides the effective condition for approximating these values. The final
result is that the subscale on the interelement boundaries must be proportional to the jump
of the flux of the finite element component and the average of the subscale calculated in the
element interiors.
In Chapter 7 we use the subscales on the element boundaries to improve transmition con-
ditions between subdomains by introducing the subgrid scales between the interfaces in ho-
mogeneous domain interaction problems and at the interface between the fluid and the solid
in fluid-structure interaction problems. The benefits in each case are respectively a stronger
enforcement of the stress continuity in homogeneous domain decomposition problems and a
considerable improvement of the behaviour of the iterative algorithm to couple the fluid and
the solid in fluid-structure interaction problems.
When performing numerical simulations with the finite element method, one invariably
ends up with the need of solving a linear system of equations. Most finite element codes use
linear system solvers developed by other groups and for other purposes. In most cases, this
solvers are designed to cope with the most general kind of systems of equations, which means
that they do not take advantage of the particularities of the systems of equations arising from
the finite element analysis. This is why we aim to develop a solver package especially designed
to solve finite element problems.
In Chapter 8 we present FELAP, a linear systems of equations solver package for prob-
lems arising from finite element analysis. The main features of the package are its capability
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to work with symmetric and unsymmetric systems of equations, direct and iterative solvers
and various renumbering techniques. Performance is enhanced by considering the finite ele-
ment mesh graph instead of the matrix graph, which allows to perform highly efficient block
computations.
In Chapter 9 we apply the FM-ALE method to solve fluid-structure interaction problems in
3D. We pay special attention to the algorithms needed to compute the mesh-mesh intersections
and the subelement integration, which are a bit more complex when extended to 3D. The FE-
LAP package for solving linear systems of equations is used. The behaviour of both algorithms
is tested in two numerical experiments with satisfactory results.
We close the work with Chapter 10, where conclusions and further possible research lines
are summarized. Chapters are quite self contained even if this implies the need of repeating
some information. This is due to the fact that each chapter is based on the following publica-
tions:
• Chapter 2: ”Approximate imposition of boundary conditions in immersed boundary
methods”, R. Codina and J. Baiges, Int. J. Numer. Meth. Engng, 80:1379-1405, 2009.
• Chapter 3: ”A symmetric parameter-free method for weakly imposing Dirichlet bound-
ary conditions in embedded grids”, J. Baiges, R.Codina, F. Henke, S. Shahmiri and W.A.
Wall, In preparation, 2010.
• Chapter 4: ”The Fixed-Mesh ALE method for the numerical approximation of flows in
moving domains”, R. Codina, G. Houzeaux, H. Coppola-Owen and J. Baiges, J. Comput.
Phys., 228:1591-1611,2009.
• Chapter 5:
– ”The Fixed-Mesh ALE approach applied to Solid Mechanics and Fluid - Struc-
ture Interaction problems”, J. Baiges and R. Codina, Int. J. Numer. Meth. Engng,
81:1529-1557, 2010.
– ”The Fixed-Mesh ALE approach for the numerical simulation of floating solids”,
J. Baiges and R. Codina, Int. J. Numer. Meth. Fluids, Accepted, 2010.
• Chapter 6: ”Subscales on the element boundaries in the variational two-scale finite el-
ement method”, R. Codina, J. Prı´ncipe and J. Baiges, Computer Methods in Applied
Mechanics and Engineering, 198:838-852, 2009.
• Chapter 7: ”Finite element approximation of transmission conditions in fluids and solids
introducing boundary subgrid scales”, R. Codina and J. Baiges, Submitted, 2010.
• Chapter 8: ”FELAP Technical Reference Guide”, J. Baiges, J. Prı´ncipe and R. Codina,
2009.
Chapter 2
A non-symmetric method for strongly
imposing Dirichlet boundary conditions in
embedded grids
In this chapter we analyze several possibilities to prescribe boundary conditions in the context
of immersed boundary methods. As basic approximation technique we consider the finite el-
ement method with a mesh that does not match the boundary of the computational domain,
and therefore Dirichlet boundary conditions need to be prescribed in an approximate way. As
starting variational approach we consider Nitsche’s method, and we then move to two options
that yield non-symmetric problems but that turn out to be robust and efficient. The essential
idea is to use the degrees of freedom of certain nodes of the finite element mesh to minimize
the difference between the exact and the approximated boundary condition.
2.1 Introduction
The numerical approximation of boundary value problems on non-matching grids has the ob-
vious advantage of the freedom to generate the grid. Only a grid covering the computational
domain has to be created, leaving the imposition of boundary conditions to the numerical for-
mulation being used. The physical boundary is contained in the domain actually discretized,
which is the reason why these methods are called immersed boundary methods (IBM).
The price to be paid when using IBM is a lack of control on the grid close to the boundary,
which may be very important in flow problems with boundary layers, for example. However,
this difficulty may be dealt with using composite grids or Chimera type techniques as that
proposed in [72]. Nevertheless, we will not touch this point here, nor the aspect that makes
methods with non-matching grids really attractive and that has been our main motivation (see
Chapter 4), which is the modelling of flows with moving boundaries keeping the grid fixed.
In this case, not only the freedom to generate this grid is important, but also the fact that
re-griding as the computational domain evolves may be avoided. This is probably the reason
why the so called fixed grid methods have received and are currently receiving a great deal of
attention in the numerical literature (see for example the reviews [127, 103, 100]). Since the
fixed grid used is often Cartesian, these methods can be found under the keywords Cartesian
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grid methods.
Our attention will be focused to finite element methods for flow problems, but the ideas
to be presented are extendable to other numerical formulations and other physical problems.
However, some of the difficulties we shall mention are characteristic of flow problems. Like-
wise, we will consider general non-structured meshes, the application to Cartesian meshes
being obvious. Furthermore, the exposition will be based on 2D linear triangular meshes, al-
though, again, extensions to 3D and other finite element interpolations is straightforward.
Let us describe the problem to be solved. Consider the situation depicted in Fig. 2.1. A
domain Ω ⊂ Rd, d = 2, 3, with boundary Γ = ∂Ω (red curve in Fig. 2.1), is covered by a mesh
that occupies a domain Ωh = Ωin∪ΩΓ, where Ωin ⊂ Ω is formed by the elements interior to Ω
and ΩΓ is formed by a set of elements cut by Γ. In turn, let us split ΩΓ = ΩΓ,in ∪ΩΓ,out, where
ΩΓ,in = Ω∩ΩΓ and ΩΓ,out is the interior of ΩΓ\ΩΓ,in. Note that Ω = Ωin∪ΩΓ,in. For simplicity,
we will assume that the intersection of Γ with the element domains is a piecewise polynomial
curve (in 2D) or surface (in 3D) of the same order as the finite element interpolation. This
will be used in the proof of stability presented in Subsection 2.3.2, although in fact it is not
necessary to apply the method.
Suppose we want to solve a boundary value problem for the unknown u in Ω with the mesh
of Ωh already created and boundary conditions u = u¯ on Γ. The obvious choice would be:
• Obtain the nodes of Γ (circles in Fig. 2.1) from the intersection with the element edges.
• Split the elements of ΩΓ,in so as to obtain a grid matching the boundary Γ.
• Prescribe the boundary condition uh = u¯ in the classical way, where uh denotes the
approximate solution.
This strategy leads to a local remeshing close to Γ that is involved from the computational
point of view. Obviously, the implementation of the strategy described is very simple for un-
structured simplicial meshes, but it is not so easy if one wants to use other element shapes and,
definitely, prevents from using Cartesian meshes. Moreover, if the boundary Γ evolves in time
(a situation not considered in the following) the number of degrees of freedom changes at each
time instant, thus modifying the structure and sparsivity of the matrix of the final algebraic
system. This is clearly an inconvenience even when using unstructured simplicial meshes.
Other possibilities can be found in the literature. One of them is the widely used Immersed
Boundary Method in its original form [113], which consists in adding point-wise penalty forces
in the domain boundary so that the boundary conditions are fulfilled. The method is first order
accurate even if second order approximation schemes are used, although formal second order
accuracy has been reported in [87]. The more recent Immersed Interface Method achieves
higher order accuracy by avoiding the use of the Dirac delta distribution to define the forcing
terms (see [91, 92, 137]).
Another approach is the use of Lagrange multipliers to enforce the boundary conditions.
However, the finite-element subspaces for the bulk and Lagrange multiplier fields must satisfy
the classical inf-sup condition proposed by Babusˇka [126], which usually leads to the need for
stabilization (see [70, 14, 82]). Moreover, additional degrees of freedom must be added to the
problem. The use of Lagrange multipliers is the basis of the fictitious domain method [62, 63]
(see also Chapter VIII in [61]).
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Figure 2.1: Setting
8 Chapter 2. Strong Dirichlet boundary conditions in embedded grids
Recently, hybrid Cartesian/immersed boundary methods have been developed for Carte-
sian grids, which use the grid nodes closest to the boundary to enforce boundary conditions
[60, 139, 104]. The method is second order accurate, but it does not guarantee that the distance
between uh and u¯ in Γ is minimized.
A discontinuous-Galerkin-based immersed boundary method is proposed in [93], which
consists in switching elements intersected by the boundary to a discontinuous-Galerkin ap-
proximation and impose the Dirichlet boundary conditions strongly. Although optimal-order
accuracy is achieved, the method requires additional degrees of freedom.
The target we pose is therefore to impose the Dirichlet boundary conditions (in an approx-
imate way) without adding new degrees of freedom except from those of the original mesh in
Ωh, in such a way that the distance between uh and u¯ in Γ is minimized in a certain norm. In
the following Section we describe Nitsche’s method as a first approach to achieve this.
In Section 2.3 we introduce a first modification of Nitsche’s method, the main advantage
being that there are no parameters to choose and there is no ill-conditioning of the final alge-
braic system due to large factors enforcing the boundary condition. This is crucial for general
flow problems in which there is no rule to choose the parameter appearing in Nitsche’s method.
The essential idea is to use the degrees of freedom associated with ΩΓ,out to prescribe approx-
imately the boundary conditions, while the discrete version of the differential operator is only
imposed for nodes in Ωin. The drawback is that the problem obtained is not symmetric even for
symmetric problems, although the problems we are interested in are non-symmetric. In partic-
ular, we have applied the methods to be described to transient incompressible flow problems
in moving domains in Chapter 4.
The formulation of Section 2.3 turns out to be accurate, but depending on the way the phys-
ical boundary Γ cuts the elements in Ωh may lead to ill-conditioned matrices and difficulties
in the convergence of iterative schemes for nonlinear problems. We present a modification in
Section 2.4. In this case, the idea is to solve the problem only in the domain formed by the ele-
ments inside Ω, and prescribe the boundary conditions using the degrees of freedom associated
to the first layer of nodes inside Ω, that is to say, on ∂Ωin.
Numerical examples showing the performance of the different methods described are pre-
sented in Section 2.5, and some concluding remarks close the chapter in Section 2.6.
2.2 Nitsche’s method revisited
Our intention is to consider flow problems and, in particular, the scalar convection-diffusion-
reaction equation and the incompressible Navier-Stokes equations. However, for the exposition
it is enough to consider the former, leaving the latter for the numerical examples.
Let us consider the problem
Lu := −k∆u + a · ∇u+ su = f in Ω, (2.1)
u = u¯ on Γ = ∂Ω, (2.2)
where k > 0, a is the advection velocity, s ≥ 0, f is a given forcing function and u¯ is the given
Dirichlet boundary condition. We assume that the subdomain Ω is polyhedral, and covered by
the domain Ωh, as explained in Section 2.1.
2.2. Nitsche’s method revisited 9
Let Ph = {K} be a finite element partition of Ωh from which we construct the finite
element space Vh ⊂ H1(Ωh) (we will consider Vh made of continuous functions). On Vh × Vh
we define the bilinear form
B(uh, vh) = k(∇uh,∇vh) + (a · ∇uh, vh) + s(uh, vh), (2.3)
where (·, ·) is the L2-inner product in Ω, not in Ωh. In general, the integral of two functions f1
and f2 in a region ω will be denoted by 〈f1, f2〉ω. The norm in a space X will be indicated as
‖ · ‖X , except when X = L2(Ω), case in which the subscript will be omitted.
Nitsche’s method applied to problem (2.1)-(2.2) reads: find uh ∈ Vh such that
B(uh, vh)− k〈∂nuh, vh〉Γ − k〈uh, ∂nvh〉Γ + αk
∗
h
〈uh, vh〉Γ
= 〈f, vh〉Ω − k〈u¯, ∂nvh〉Γ + αk
∗
h
〈u¯, vh〉Γ ∀vh ∈ Vh, (2.4)
where α > 0 is a numerical parameter, k∗ a parameter with the same dimensions as k (here
introduced with the only purpose to make the equations dimensionally consistent) and h is the
element size, that is to say, h = maxK hK , with hK = diamK, K ∈ Ph. For simplicity, we
will consider quasi-uniform partitions Ph.
It is observed that, apart from the way to impose the boundary conditions, (2.4) is based on
the standard Galerkin method to solve the convection-diffusion-reaction equation. This method
is stable only for high values of the diffusion coefficient k. Even though in the examples we
will consider convection dominated flows solved using a stabilized formulation, for the sake
of conciseness the exposition will be developed in the diffusion dominated case. Likewise, we
will consider a constant, for simplicity.
In the following we will try to “rederive” method (2.4). This will allow us to introduce
the modification we propose. Let us consider the splitting Vh = Vh,0 ⊕ Vh,Γ, where Vh,0 is the
subspace of Vh of functions vanishing at the nodes outside Ωin, including its boundary, and
Vh,Γ the complement, that is, the subspace of functions that are zero at the nodes in the interior
of Ωin. According to this splitting, we may split the unknown as uh = uh,0 + uh,Γ and the test
functions as vh = vh,0 + vh,Γ.
Nitsche’s method (2.4) can be obtained from the following set of equations
B(uh,0, vh,0)− k〈∂nuh,0, vh,0〉Γ +B(uh,Γ, vh,0)− k〈∂nuh,Γ, vh,0〉Γ = 〈f, vh,0〉Ω, (2.5)
B(uh,0, vh,Γ)− k〈∂nuh,0, vh,Γ〉Γ +B(uh,Γ, vh,Γ)− k〈∂nuh,Γ, vh,Γ〉Γ = 〈f, vh,Γ〉Ω, (2.6)
− k〈∂nvh,0, uh,0〉Γ − k〈∂nvh,0, uh,Γ〉Γ = −k〈∂nvh,0, u¯〉Γ, (2.7)
− k〈∂nvh,Γ, uh,0〉Γ − k〈∂nvh,Γ, uh,Γ〉Γ = −k〈∂nvh,Γ, u¯〉Γ, (2.8)
αk∗
h
〈uh,0, vh,0〉Γ + αk
∗
h
〈uh,Γ, vh,0〉Γ = αk
∗
h
〈u¯, vh,0〉Γ, (2.9)
αk∗
h
〈uh,0, vh,Γ〉Γ + αk
∗
h
〈uh,Γ, vh,Γ〉Γ = αk
∗
h
〈u¯, vh,Γ〉Γ. (2.10)
The first two equations (2.5)-(2.6) are obtained by multiplying the differential equation by vh,0
and vh,Γ and integrating by parts. Note that no boundary conditions are imposed, and thus the
solution of (2.5)-(2.6) is not unique. Equations (2.7)-(2.8) can be understood as a weak form
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of the boundary condition uh = u¯, weighting this equation by −k∂nvh,0 and −k∂nvh,Γ. These
two equations are needed to keep the symmetry of the problem when B(uh, vh) = B(vh, uh),
that is to say, when a = 0 (see (2.3)). Finally, equations (2.9)-(2.10) are also obtained as a
weak form of the boundary condition uh = u¯, weighting now this equation by vh,0 and vh,Γ.
Obviously, equations (2.5)-(2.10) are all consistent, in the sense that if uh is replaced by
the exact solution u of problem (2.1)-(2.2) they hold exactly, provided this solution is regu-
lar enough. However, system (2.5)-(2.10) as a whole is overdetermined, and there are several
possibilities to extract a system of algebraic equations with a unique solution from it. In par-
ticular, Nitsche’s method (2.4) is obtained by adding together all the equations. The method to
be proposed in the following section can be understood as the method obtained keeping only
(2.5) and (2.10). In fact, for stability reasons described later it turns out to be convenient to
subtract (2.7) from (2.5).
Before describing an alternative to Nitsche’s method, let us comment on the role played
by the factor αk∗
h
. Suppose that a = 0, so that B is symmetric, and define the function-
als J1(uh,0, uh,Γ) = 12B(uh,0 + uh,Γ, uh,0 + uh,Γ) − k〈∂n(uh,0 + uh,Γ), (uh,0 + uh,Γ)〉Γ −〈f, uh,0 + uh,Γ〉Ω − k〈u¯, ∂n(uh,0 + uh,Γ)〉Γ and J2(uh,0, uh,Γ) = αk∗h ‖uh,0 + uh,Γ − u¯‖2L2(Γ).
If δ(vh,0,vh,Γ) denotes the weak (Gaˆteaux) derivative of a functional in the direction of vh =
(vh,0, vh,Γ) we may write problem (2.4) as
δ(vh,0,vh,Γ)(J1(uh,0, uh,Γ) + J2(uh,0, uh,Γ)) = 0. (2.11)
From this expression it follows that satisfying the Dirichlet boundary condition must compete
with satisfying the differential equation, αk∗
h
being the weight of the former. Moreover, since
the norm h−1/2‖·‖L2(Γ) is equivalent to the norm of ‖·‖H1/2(Γ) in Vh (see [22, 48]), the relevant
weighting is in fact the parameter α. The higher the value of α, the better the approximation
to the boundary condition at the expense of a poorer approximation to the differential equa-
tion. However, it is possible to show that the method is stable and optimally convergent for a
suitable value of α (in fact, stability is even easier to show than for the method to be presented
in the following section). See [83] for a proof, including more general boundary conditions
than used here (although for Poisson’s problem). The good performance of Nitsche’s method
has been exploited also in other contexts, such as the imposition of boundary conditions for
discontinuous finite element approximations (see the original work in [5] and the extension in
[65], for example), the imposition of transmission conditions in domain decomposition with
non-matching grids (as in [16, 64], among many others) or also in some stabilized finite ele-
ment methods for which this method fits nicely [25].
Finally, let us remark that the volume integrals in (2.5)-(2.6) are performed over Ω =
Ωin∪ΩΓ,in. Integrals over Ωin are easily computed, but in order to compute integrals over ΩΓ,in
some care is needed. The simplest approach is to split the elements of ΩΓ,in so as to obtain a
grid matching the boundary Γ, and then proceed to compute the integrals over the resulting
subelements (see [41]). Note that this splitting does not affect the degrees of freedom of the
problem.
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2.3 A first modification: using external degrees of freedom
2.3.1 The first method proposed
The essential idea of the method we propose first is to use only equations (2.5) and (2.10)
above. As it has been mentioned in the previous section, it is also convenient, mainly for
the stability analysis, to subtract (2.7) from (2.5). Thus, the problem to be solved is: find
uh,0 ∈ Vh,0 and uh,Γ ∈ Vh,Γ such that
B(uh,0, vh,0) +B(uh,Γ, vh,0)− k〈∂nuh,0, vh,0〉Γ − k〈∂nuh,Γ, vh,0〉Γ
+ k〈∂nvh,0, uh,0〉Γ + k〈∂nvh,0, uh,Γ〉Γ = 〈f, vh,0〉Ω + k〈∂nvh,0, u¯〉Γ, (2.12)
αk∗
h
〈uh,0, vh,Γ〉Γ + αk
∗
h
〈uh,Γ, vh,Γ〉Γ = αk
∗
h
〈u¯, vh,Γ〉Γ, (2.13)
for all vh,0 ∈ Vh,0 and vh,Γ ∈ Vh,Γ.
Equation (2.13) can be equivalently written as
δ(0,vh,Γ)J2(uh,0, uh,Γ) = 0. (2.14)
From this equation it is clear that the component uh,Γ of the unknown is determined from the
condition that the distance between uh,0+uh,Γ and u¯ is minimized in the norm of L2(Γ). Com-
paring this equation with (2.11), it is also seen that now this minimization does not compete
with the satisfaction of the differential equation (in weak sense). Obviously, the parameter
αk∗
h
is here unnecessary, and it has been introduced only to compare the resulting method
with (2.4).
Let us enumerate four major differences of (2.12)-(2.13) with respect to (2.4):
1. When Γ coincides with ∂Ωh, the boundary condition is imposed exactly (provided u¯ is
a finite element function).
2. There are no parameters to be tuned (αk∗
h
can be canceled out in (2.13)).
3. The method is non-symmetric, even if B is symmetric.
4. The method is not well defined when Γ coincides with ∂Ωin.
The first two points are improvements with respect to Nitsche’s method. In particular, they
explain why the approximation of boundary conditions is in general better with our approach,
as we have experimented from numerical tests. The third point is a drawback from the imple-
mentation point of view only for symmetric problems, and not for the flow problems we are
interested in. The important issue is point 4. Clearly, when Γ = ∂Ωin (2.13) yields 0 = 0.
In this case, elements outside Ωin could be eliminated and the case reduced to the first one.
However, this situation may be encountered if Ωin is a domain moving in time inside Ωh. In
general, when Γ is close to ∂Ωin we may expect instability problems. Small variations in u¯
may yield large variations in uh,Γ. This fact will be used to motivate the method proposed in
Section 2.4. It is worth to mention that this type of instabilities are also encountered in other
methods for which modifications are also required (see [139, 119]). We will come back to this
point in Section 2.4.
Precise conditions under which the method is stable are discussed in the following subsec-
tion.
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2.3.2 Stability
In this subsection we prove the following result: if Γ is kept away from ∂Ωin the formula-
tion given by (2.12)-(2.13) is stable. As a consequence, the discrete problem admits a unique
solution.
Proving this fact requires some analytical technicalities that will make us depart from the
line of formulating new methods rather than analyzing them. However, we believe this conclu-
sion is important and deserves this parenthesis in the main syllabus of the chapter.
Preliminary result
We will make use of a general result applicable to coupled systems of variational equations of
the form
a11(u1, v1) + a12(u2, v1) = l1(v1), (2.15)
a21(u1, v2) + a22(u2, v2) = l2(v2), (2.16)
where u1, v1 ∈ V1, u2, v2 ∈ V2, aij is a bilinear form defined on Vj × Vi and li a linear form on
Vi, a Banach space with norm ‖·‖i, i, j = 1, 2. We assume that all the forms aij are continuous
and aii are coercive. Let Cij be the constants defined by the inequalities
a11(v1, v1) ≥ C11‖v1‖21, a22(v2, v2) ≥ C22‖v2‖22,
a12(v2, v1) ≤ C12‖v1‖1 ‖v2‖2, a21(v1, v2) ≤ C21‖v1‖1 ‖v2‖2.
We will now prove that if
C12C21 < C11C22, (2.17)
then there exists a constant C > 0 such that for all (u1, u2) ∈ V1 × V2 there exists (v1, v2) ∈
V1 × V2 such that
B((u1, u2), (v1, v2)) := a11(u1, v1) + a12(u2, v1) + a21(u1, v2) + a22(u2, v2)
≥ C (‖u1‖1 + ‖u2‖2) (‖v1‖1 + ‖v2‖2) ,
that is to say, problem (2.15)-(2.16) is stable.
In the following, C will denote a generic positive constant, not necessarily the same at
different appearances. In the case in which (2.15)-(2.16) comes from a finite element approxi-
mation, the constant C will be independent of h and inequality (2.17) will be assumed to hold
uniformly in h.
Let us start noting that using Young’s inequality we have
B((u1, u2), (u1, 0)) ≥ C11‖u1‖21 − C12
(
β1
2
‖u1‖21 +
1
2β1
‖u2‖22
)
,
B((u1, u2), (0, u2)) ≥ C22‖u2‖22 − C21
(
β2
2
‖u2‖22 +
1
2β2
‖u1‖21
)
,
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where β1 and β2 are positive constants to be determined. Thus, for any γ > 0 we have
B((u1, u2), (u1, γu2)) ≥
(
C11 − C12β1
2
− C21 1
2β2
)
‖u1‖21
+
(
C22γ − C21β2
2
γ2 − C12 1
2β1
)
‖u2‖22.
The constants C12 and C21 must be such that there exists β1, β2 and γ for which
C11 − C12β1
2
− C21 1
2β2
> 0, (2.18)
C22γ − C21β2
2
γ2 − C12 1
2β1
> 0. (2.19)
Condition (2.18) holds if
β1 <
2C11α1
C12
,
1
β2
<
2C11α2
C21
, α1 + α2 = 1.
Condition (2.19) requires then that
γ > Aγ2 +B, A :=
C221
4C11C22α2
, B :=
C212
4C11C22α1
,
a condition that is possible to fulfill if
AB <
1
4
⇐⇒ C12C21 < 2C11C22√α1α2.
Since α1 + α2 = 1, the maximum of
√
α1α2 is 1/2, from where the result follows.
Some useful relationships
The next step is to prove some inequalities that will be used later on. These inequalities make
use of the inverse estimates (see [22, 48]):
‖vh‖2L∞(ω) ≤
C
hd
‖vh‖2L2(ω), (2.20)
‖∇vh‖2L2(ω) ≤
C
h2
‖vh‖2L2(ω), (2.21)
where ω is any patch of elements of Ph (recall that this partition is assumed to be quasi-
uniform) and vh is a finite element function. Because of the assumption on the shape of Γ, ω
can be also formed by subdomains of the form K ∩ ΩΓ,in, K ∈ Ph.
From these inequalities one can prove the following:
‖vh,Γ‖2 ≤ Cδ1h‖vh,Γ‖2L2(Γ), (2.22)
‖∇vh,Γ‖2 ≤ C 1
δ1h
‖vh,Γ‖2L2(Γ), (2.23)
δ1
δ22h
‖vh,0‖2L2(Γ) ≤ C‖∇vh,0‖2L2(ΩΓ,in), (2.24)
‖∂nvh‖2L2(Γ) ≤
C
δ1h
‖∇vh‖2L2(ΩΓ,in), (2.25)
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where (see Fig. 2.1)
δ1 =
1
h
min
x∈L0
dist(x,Γ), δ2 =
1
h
max
x∈L−1
dist(x,Γ).
Let us start noting that (2.22) is a direct consequence of the shape of ΩΓ,in and that vh,Γ
vanishes at the nodes in the interior of this subdomain. The distance from Γ to the nodes of L0
can be bounded by Cδ1h, where 1 ≤ C is a constant which will be bounded as h→ 0 because
of the quasi-uniformity of the partition.
The proof of (2.23) is as follows:
‖∇vh,Γ‖2 =
∫
ΩΓ,in
|∇vh,Γ|2 (vh,Γ is zero elsewhere)
≤ C
δ21h
2
∫
ΩΓ,in
|vh,Γ|2 (by (2.21))
≤ C
δ1h
∫
Γ
|vh,Γ|2 (by (2.22))
=
C
δ1h
‖vh,Γ‖2L2(Γ).
For the proof of (2.24), let K be an element crossed by Γ and E = K ∩ Γ. We have:∫
E
v2h,0 ≤ δ22h2
∫
E
‖∇vh,0‖2L∞(K)
≤ Cδ22h2hd−1‖∇vh,0‖2L∞(K)
≤ C δ
2
2
δ1
hd+1h−d‖∇vh,0‖2L2(K∩ΩΓ,in), (by (2.20))
from where (2.24) is obtained from summation over all E that form Γ. Finally, (2.25) follows
again from the shape of ΩΓ,in.
Application to the first method proposed
Finally, we will apply (2.22)-(2.25) to show that condition (2.17) holds, and thus the method
given by (2.12)-(2.13) is stable. Let us define the bilinear forms
a0,0(uh,0, vh,0) := B(uh,0, vh,0)− k〈∂nuh,0, vh,0〉Γ + k〈∂nvh,0, uh,0〉Γ,
a0,Γ(uh,Γ, vh,0) := B(uh,Γ, vh,0)− k〈∂nuh,Γ, vh,0〉Γ + k〈∂nvh,0, uh,Γ〉Γ,
aΓ,0(uh,0, vh,Γ) := 〈uh,0, uh,Γ〉Γ,
aΓ,Γ(uh,Γ, vh,Γ) := 〈uh,Γ, uh,Γ〉Γ,
and the norms
|||vh|||20 := k‖∇vh‖2 + s‖vh,0‖2, |||vh|||Γ := ‖vh‖L2(Γ).
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As it has been mentioned in Section 2.2, we assume that the problem is diffusion dominated.
More precisely, if a = |a|, in what follows we assume that h is such that
k − Cah
2
δ22
δ1
≥ Ckk, 0 < Ck < 1, (2.26)
for a constant C introduced next.
We have to check (2.17), and therefore we need to estimate the coercivity constants of a0,0
and aΓ,Γ and the continuity constants of a0,Γ and aΓ,Γ. We have
a0,0(uh,0, uh,0) = B(uh,0, uh,0)
= k‖∇uh,0‖2 + s‖uh,0‖2 + (a · ∇uh,0, uh,0)
= k‖∇uh,0‖2 + s‖uh,0‖2 +
∫
Γ
n · a1
2
u2h,0
≥ k‖∇uh,0‖2 + s‖uh,0‖2 − a
2
‖uh,0‖2L2(Γ)
≥ k‖∇uh,0‖2 + s‖uh,0‖2 − Cah
2
δ22
δ1
‖∇uh,0‖2 (by (2.24))
≥ Ck|||uh,0|||20,
and therefore the coercivity constant of a0,0 may be taken as
C0,0 = Ck.
On the other hand, we have
aΓ,Γ(uh,Γ, uh,Γ) = ‖uh,Γ‖2L2(Γ) = |||uh,Γ|||2Γ,
and hence
CΓ,Γ = 1.
The continuity constant of a0,Γ is obtained from the following bounding process:
a0,Γ(uh,Γ, vh,0) = k(∇uh,Γ,∇vh,0) + 〈a·nuh,Γ, vh,0〉Γ
− (uh,Γ,a · ∇vh,0) + s(uh,Γ, vh,0)
− k〈∂nuh,Γ, vh,0〉Γ + k〈∂nvh,0, uh,Γ〉Γ
≤ k‖∇uh,Γ‖ ‖∇vh,0‖+ a‖uh,Γ‖L2(Γ)‖vh,0‖L2(Γ)
+ a‖uh,Γ‖ ‖∇vh,0‖+ s‖uh,Γ‖ ‖vh,0‖
+ k‖∂nuh,Γ‖L2(Γ)‖vh,0‖L2(Γ) + k‖∂nvh,0‖L2(Γ)‖uh,Γ‖L2(Γ)
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≤ k C
δ
1/2
1 h
1/2
‖uh,Γ‖L2(Γ)‖∇vh,0‖ (by (2.23))
+ a‖uh,Γ‖L2(Γ)Ch
1/2δ2
δ
1/2
1
‖∇vh,0‖ (by (2.24))
+ aCδ
1/2
1 h
1/2‖uh,Γ‖L2(Γ)‖∇vh,0‖ (by (2.22))
+ sCδ
1/2
1 h
1/2‖uh,Γ‖L2(Γ)‖vh,0‖ (by (2.22))
+ k
C
δ1h
‖uh,Γ‖L2(Γ) δ2h
1/2
δ
1/2
1
‖∇vh,0‖ (by (2.23)-(2.25))
+ k
C
δ
1/2
1 h
1/2
‖∇vh,0‖ ‖uh,Γ‖L2(Γ) (by (2.25)).
This inequality can be written as
a0,Γ(uh,Γ, vh,0) ≤ CK
(
k‖∇vh‖2 + s‖vh,0‖2
)1/2 ‖uh‖L2(Γ), (2.27)
with
K :=
k1/2
δ
1/2
1 h
1/2
+
ahδ2
k1/2h1/2δ
1/2
1
+
ahδ
1/2
1
k1/2h1/2
+ δ
1/2
1 h
1/2s1/2 +
k1/2δ2
δ
3/2
1 h
1/2
+
k1/2
δ
1/2
1 h
1/2
.
Using (2.26) and the fact that 0 < δ1, δ2 < 1, from (2.27) we see that we may take the
continuity constant of a0,Γ as
C0,Γ = C
k1/2
h1/2δ
3/2
1
(
1 +
s1/2h
k1/2
)
.
The bound for aΓ,0 is easily obtained using (2.24):
aΓ,0(uh,0, vh,Γ) ≤ ‖uh,0‖L2(Γ)‖vh,Γ‖L2(Γ)
≤ Cδ2h
1/2
δ
1/2
1
‖vh,Γ‖L2(Γ)‖∇uh,0‖,
from where
CΓ,0 = C
δ2h
1/2
δ
1/2
1 k
1/2
.
We are now in a position to check condition (2.17) in our case, which reads:
C0,ΓCΓ,0 = C
δ2
δ21
(
1 +
s1/2h
k1/2
)
< C0,0CΓ,Γ = Ck. (2.28)
This inequality is satisfied provided δ2 is small enough, that is to say, Γ is sufficiently close
to ∂Ωh. This is the result we wanted to prove, and which allows us to guarantee that problem
(2.12)-(2.13) is well posed in this situation.
In passing, condition (2.28) allows us to observe how stability deteriorates in terms of
δ1, and also how the rate between reaction and diffusion effects, measured by sh2/k, affects
stability.
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2.3.3 Implementation aspects
The purpose of this subsection is to express in matrix form problem (2.12)-(2.13) and to discuss
some implementation aspects.
Suppose that the unknown uh is interpolated as
uh(x) =
nin∑
a=1
Iain(x)U
a
in +
nout∑
b=1
Ibout(x)U
b
out
= I in(x)U in + Iout(x)U out,
where Iain(x) and Ibout(x) are the standard interpolation functions, nin is the number of nodes
in Ωin (including layer L0) and nout the number of nodes in layer L−1 (see Fig. 2.1).
The objective is to compute U out. As it has been shown, (2.13) is equivalent to the mini-
mization problem (2.14), that is to say, U out can be computed by minimizing the functional
J2(U in,U out) =
∫
Γ
(uh(x)− u¯(x))2 =
∫
Γ
(I in(x)U in + Iout(x)U out − u¯(x))2
Obviously, other options would be possible. In the case we consider,
∂J2
∂U out
= 0 ⇒ MΓU out = fΓ −NΓU in, (2.29)
where
MΓ =
∫
Γ
Itout(x)Iout(x), fΓ =
∫
Γ
Itout(x)u¯(x), NΓ =
∫
Γ
Itout(x)I in(x).
Suppose the matrix form of (2.12) is
K in,inU in +K in,outU out = F in. (2.30)
The domain integrals in matrices K in,in and K in,out extend only over Ωin. The nodal values
U out are merely used as degrees of freedom to interpolate uh in the subdomain Ωin. Inserting
(2.29) into (2.30) results in(
K in,in −K in,outM−1Γ NΓ
)
U in = F in −K in,outM−1Γ fΓ. (2.31)
This would be the system to solve. However, since matrix MΓ is not diagonal, this option is
not feasible unless implemented in an iterative scheme, for example of the form
K in,inU
k
in = F in −K in,outU k−1out , (2.32)
MΓU
k
out = fΓ −NΓU kin, (2.33)
where k is the iteration counter.
The most natural option is to solve problem (2.12)-(2.13), whose matrix counterpart is
(2.30)-(2.29), in a coupled way:[
K in,in K in,out
NΓ MΓ
] [
U in
U out
]
=
[
F in
fΓ
]
. (2.34)
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It is important to note that this implementation maintains the connectivity of the mesh of Ωh,
that is to say, the mesh of Ωin extended with the nodes of Ωout corresponding to elements cut
by Γ.
Even though system (2.34) does not offer particular implementation problems, it could
be interesting to consider the possibility to obtain an approximation of the form (2.29) for
U out but replacing MΓ by a diagonal matrix. The practical reason for this need is clear. For
example, in a fluid-structure interaction problem, in order not to duplicate degrees of freedom
only nodal values interior to the fluid and the solid can be used when solving the corresponding
problem.
Let xbout be a node on Ωout corresponding to an element cut by Γ. Consider the edges em-
anating from xbout cut by Γ, and let Γbout be the path (surface in 3D) formed by the intersection
of these edges with Γ. These intersections are denoted by xΓ with a superscript. In the case of
Fig. 2.1, we would have that
Γ1out is the path formed by x1Γ - x2Γ,
Γ2out is the path formed by x3Γ - x4Γ,
Γ3out is just x5Γ,
Γ4out is the path formed by x6Γ - x7Γ,
Γ5out is the path formed by x8Γ - x9Γ - x10Γ - x11Γ .
When the path is just a point we can compute U bout by imposing the boundary condition at
that point. In the rest of cases, on each path we have that
uh(x)|Γbout = I
b
out(x)U
b
out + I in(x)U in.
The idea now is to impose that
∂
∂U bout
∫
Γbout
(uh(x)− u¯(x))2 = 0,
which yields the scalar equation(∫
Γbout
Ibout(x)I
b
out(x)
)
U bout =
∫
Γbout
Ibout(x)u¯(x)−
∫
Γbout
Ibout(x)I in(x)U in,
and we can proceed as above, now with a diagonal approximation to MΓ.
Considering again the situation in Fig. 2.1, it can be seen that with the approximation de-
scribed we could easily implement (2.31) if the connectivities were not modified by the approx-
imate imposition of boundary conditions. In the case of paths of one or two nodes, that is the
case, and (2.31) could be constructed by trivial modifications of the element matrices. How-
ever, the situation becomes more involved because of the path formed by x8Γ - x9Γ - x10Γ - x11Γ .
The minimization proposed would lead to the coupling of nodes x4in, x5in, x6in and x7in in layer
L0.
A possibility to avoid the complication described would be to consider only elemental
paths. In the case of Fig. 2.1 that would mean to consider only paths of two nodes. Possible
ways to choose this path are
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• The longest among the two-node subpaths.
• The closest to the geometric center of the global path.
The first option has been used in a numerical example of Section 2.5.
2.4 Second approach: using internal degrees of freedom
The method described in the previous section works very well if Γ is not too close to ∂Ωin.
When this happens, the method becomes unstable and remedies have to be devised. Let us
mention, however, that this instability is not particularly strong. In numerical experiments
it has manifested as a difficulty for convergence in nonlinear problems (the Navier-Stokes
equations in our case) and local spurious peaks close to boundaries for the values ofU out with
small influence on the values of U in.
2.4.1 Description of the method
The idea of the method described in this section is to impose the satisfaction of the differential
equation in the nodes interior to Ωin, and to use the nodes of ∂Ωin to prescribe the boundary
conditions on Γ. Let us elaborate this idea.
Let us consider again (2.5), which is the weak form of the differential equation to be solved
tested with vh,0. The space Vh,0 where this function belongs may be split as Vh,0 = Vh,1⊕Vh,00,
where Vh,1 is the subspace of Vh,0 of functions vanishing on ∂Ωin (at nodes of layer L0 in
Fig. 2.1) and Vh,00 the complement, that is, the subspace of functions that are zero at the interior
nodes of Ωin. According to this splitting, we may split the unknown as uh,0 = uh,1 + uh,00 and
the test functions as vh,0 = vh,1 + vh,00.
Equation (2.5) can be split as
B(uh,1, vh,1) +B(uh,00, vh,1) = 〈f, vh,1〉Ω, (2.35)
B(uh,1, vh,00) +B(uh,00, vh,00)− k〈∂nuh,00, vh,00〉Γ − k〈∂nuh,Γ, vh,00〉Γ = 〈f, vh,00〉Ω.
(2.36)
Recall that integrals are performed over Ω, although the integrals in (2.35) are extended only
over Ωin because this is the support of vh,1. The idea now is to keep (2.35) and to replace
(2.36) by an approximate prescription of the boundary conditions. In order to use only degrees
of freedom of nodes in Ωin, let E be the extrapolation operator of functions defined on the
elements with an edge in 2D or face in 3D on ∂Ωin to ΩΓ,in. The boundary conditions will
be approximately imposed by minimizing the functional J ′2(uh,1, uh,00) = ‖Euh,1 + Euh,00 −
u¯‖2L2(Γ), that is, by imposing that
δ(0,vh,00)J
′
2(uh,1, uh,00) = 0. (2.37)
Equations (2.35) and (2.37) form the system of equations of the method we propose, which
reads: find uh1 ∈ Vh,1 and uh,00 ∈ Vh,00 such that
B(uh,1, vh,1) +B(uh,00, vh,1) = 〈f, vh,1〉Ω, (2.38)
〈Euh,1, Evh,00〉Γ + 〈Euh,00, Evh,00〉Γ = 〈u¯, Evh,00〉Γ, (2.39)
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for all vh,1 ∈ Vh,1 and vh,00 ∈ Vh,00, where now functions in this last space are defined only on
Ωin and extrapolated to ΩΓ,in.
The description of the method is complete up to the definition of the extrapolation operator.
In fact, the obvious choice is to extend the local polynomial expansion within the elements with
an edge in 2D or face in 3D on ∂Ωin to ΩΓ,in. Thus, what needs to be defined is only the domain
of the extrapolation. The option we use is described in the following subsection.
A comparison between methods (2.12)-(2.13) and (2.38)-(2.39) in a one-dimensional case
using linear elements is shown in Fig. 2.2. In this case it is possible to satisfy exactly the
boundary condition uh = u¯.
Figure 2.2: Comparison between methods (2.12)-(2.13) (top) and (2.38)-(2.39) (bottom) in a
one-dimensional case. The blue line denotes the solution computed in both cases.
Comparing the method proposed in this section with (2.12)-(2.13), some remarks need to
be made:
• No boundary integrals have to be computed in (2.38). This is a clear advantage over
(2.12).
• The instability detected for the first method when Γ approaches ∂Ωin does not appear in
this second modification. In fact, the solution is exact when Γ = ∂Ωin (if u¯ is a finite
element function).
• From the numerical experiments to be presented in Section 2.5 it is concluded that
method (2.12)-(2.13) is more accurate than method (2.38)-(2.39). However, they have
the same order of convergence (two when using linear elements).
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2.4.2 Implementation aspects
The first point to consider is the extrapolation region of the operator E. There are several pos-
sibilities, but the one we have found most accurate is the following. Let K be an element with
an edge (in 2D) or face (in 3D) F on ∂Ωin. Let KΓ be the cylinder obtained from projecting
F onto Γ in an orthogonal way. Then, E is defined as the extension from functions defined on
K to functions defined on K ∪KΓ. The extrapolation regions obtained this way in 2D using
triangular elements are shown in Fig. 2.3.
Figure 2.3: Domain of extrapolation in a 2D example.
Suppose now that in Ωin the unknown uh is interpolated as
uh(x) =
n1∑
a=1
Ia1 (x)U
a
1 +
n00∑
b=1
Ib00(x)U
b
00
= I1(x)U 1 + I00(x)U 00,
where Ia1 (x) and Ib00(x) are the standard interpolation functions, n1 is the number of nodes
interior to Ωin (up to layer L1) and n00 the number of nodes in layer L0 (see Fig. 2.3).
The objective is to computeU 00. Equation (2.39) is equivalent to the minimization problem
(2.37), that is to say, U 00 can be computed by minimizing the functional
J ′2(U 1,U 00) =
∫
Γ
(Euh(x)− u¯(x))2 =
∫
Γ
(EI1(x)U 1 + EI00(x)U 00 − u¯(x))2
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which leads to
∂J ′2
∂U 00
= 0 ⇒ M 00U 00 = f00 −N 00U 1, (2.40)
where
M 00 =
∫
Γ
EIt00(x)EI00(x), f 00 =
∫
Γ
EIt00(x)u¯(x), N 00 =
∫
Γ
EIt00(x)EI1(x).
Suppose the matrix form of (2.38) is
K1,1U 1 +K1,00U 00 = F 1.
Combining this with (2.40) it turns out that the final system to be solved is[
K1,1 K1,00
N 00 M 00
] [
U 1
U 00
]
=
[
F 1
f00
]
. (2.41)
2.4.3 Blending
Let us write problem (2.34) of the previous section as
K1,1 K1,00 0K00,1 K00,00 K00,out
0 NΓ,00 MΓ



 U 1U 00
U out

 =

F 1F 00
fΓ

 , (2.42)
where the splitting of the matrices corresponds to the splitting of U in into U 1 and U 00.
Problem (2.41) is obtained by considering the degrees of freedom of all nodes in layer L0
as parameters to prescribe the boundary conditions, but of course the last equation in (2.42)
can be kept, in which case the system to be solved is
K1,1 K1,00 0N 00 M 00 0
0 NΓ,00 MΓ



 U 1U 00
U out

 =

F 1f 00
fΓ

 . (2.43)
Clearly, U out depends on U 00, but not the other way around. If Γ is very close to ∂Ωin, the
coefficients in MΓ can be very small, but this does not affect the unknowns in the interior of
the computational domain and, in fact,MΓ can be replaced by any matrix without alteringU 1
and U 00.
As it has been mentioned and as it will be shown in Section 2.5, method (2.42) is more
accurate than method (2.43). In order to use (2.42) in all situations except when instability
problems may appear, we have implemented a blending of methods (2.42) and (2.43). The
idea is simple. When a node in layer L0 is detected to be very close to Γ, its degree of freedom
is used to prescribe the boundary conditions, that is to say, the row in the equation for U 00
in (2.42) is replaced by the corresponding row in (2.43). This strategy has proved robust and
effective. Since usually only a few equations need to be changed (in our case those for which
the distance of a node in L0 to Γ is less than 0.1h), the overall accuracy obtained is very close
to that of method (2.42).
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2.5 Numerical examples
In this section we present the numerical results obtained with the two approximations of the
Dirichlet boundary conditions proposed. As it has been mentioned, we are interested in flow
problems, and in particular in situations in which the Galerkin formulation used heretofore
may be unstable. This is why we start this section presenting the stabilized formulation used
in the numerical examples.
2.5.1 Stabilized convection-diffusion-reaction and incompressible
Navier-Stokes equations
It well known that when the diffusion coefficient k in (2.1) is small the Galerkin method fails
and stabilized finite element methods need to be used. It is not our purpose here to explain the
roots of the particular method we use (see for example [29]), but only to state it. The bottomline
is to replace the bilinear form B(uh, vh) and the linear form 〈f, vh〉Ω in (2.4) by Bstab(uh, vh)
and 〈f, vh〉stab, respectively, given by
Bstab(uh, vh) = B(uh, vh) +
∑
K
τK〈−L∗vh,Luh〉K
= k(∇uh,∇vh) + (a · ∇uh, vh) + s(uh, vh)
+
∑
K
τK〈k∆vh + a · ∇vh − svh,−k∆uh + a · ∇uh + suh〉K ,
and
〈f, vh〉stab = 〈f, vh〉Ω +
∑
K
τK〈−L∗vh, f〉K
= 〈f, vh〉Ω +
∑
K
τK〈k∆vh + a · ∇vh − svh, f〉K ,
where the so called stabilization parameter τK is given by
τK =
(
c1
k
h2
+ c2
a
h
+ s
)−1
.
In the numerical experiments presented below we have taken c1 = 4, c2 = 2. The relationship
between τK and the stabilization parameter of other formulations can be found in [38].
The other problem for which a numerical example is presented below is the incompressible
Navier-Stokes equations, which consist in finding a velocity field u and a pressure p such that
∂tu+ u · ∇u− ν∆u+∇p = f ,
∇ · u = 0,
in Ω and for t > 0, where f is the vector of body forces and ν the kinematic viscosity.
Appropriate initial and boundary conditions have to be appended to this problem. They are
described for the particular example of the flow over a cylinder shown later.
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Except for the treatment of the Dirichlet boundary conditions for the velocity, which is
similar to the one described in detail for the scalar convection-diffusion-reaction equation, the
space-discrete problem we solve is
(∂tuh, vh) + 〈uh · ∇uh, vh〉Ω + ν(∇uh,∇vh)− (ph,∇ · uh) + (qh,∇ · vh)
+
∑
K
τK〈ν∆vh + uh · ∇vh +∇qh, ∂tuh − ν∆uh + uh · ∇uh +∇ph〉K
− 〈f , vh〉Ω −
∑
K
τK〈ν∆vh + uh · ∇vh +∇qh, f〉K = 0,
where vh is the velocity test function, qh the pressure test function and now the stabilization
parameter is computed as
τK =
(
c1
ν
h2
+ c2
|uh|K
h
)−1
,
where |uh|K is the mean velocity modulus in element K. Any finite difference scheme can be
used to approximate the time derivative ∂tuh. In particular, the second order Crank-Nicolson
scheme has been used in the example of Subsection 2.5.3.
Details for the motivation of the formulation described and stability and convergence
properties can be found in [31]. The most salient property of the formulation is that equal
velocity-pressure interpolations can be used. In particular, linear velocities and linear pres-
sures have been used in the numerical example of Subsection 2.5.3 Note however that the
pressure interpolation does not affect the approximate imposition of Dirichlet boundary condi-
tions, since these affect only the velocity. Likewise, instabilities of the Galerkin method arising
in convection-dominated flows are prevented using the stabilized formulation presented.
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Figure 2.4: Structured mesh and domains Ωin (green) and ΩΓ (red)
2.5.2 Results for the scalar convection-diffusion-reaction equation
In this subsection we illustrate the behavior of the proposed methods for the scalar convection-
diffusion-reaction equation. The Poisson, diffusion-reaction and convection-diffusion equa-
tions are solved in a domain Ω enclosed in a circle of radius R < 1. We choose the hold-all
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domain B = (−1, 1)× (−1, 1), where a system of Cartesian coordinates (x, y) with its origin
at the center of the circle has been adopted. A structured mesh of right-angled linear triangular
elements is constructed in B, h being the length of the edges corresponding to the cathetus (see
Fig. 2.4).
The Poisson equation
Let us start solving the Poisson equation with k = 1, a = 0, s = 0, f = 1 to check the
performance and convergence of the proposed methods. Results are shown in Fig. 2.5 (top
and bottom left). No significative difference between the fields uh obtained with the different
methods can be appreciated, even for the coarsest meshes.
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Figure 2.5: Comparison between the proposed methods. Top left: elevation uh for the Poisson
equation for M1. Top right: same for M2. Bottom left: cut along y = 0 for the coarsest mesh
used, with h = 2
25
. Bottom right: convergence plot in L2(Ω) for methods M1, M1’ and M2
The analytical solution for this case is known to be
u(x, y) =
1
4
(R2 − x2 − y2).
Fig. 2.5 (bottom right) shows the errors ‖u− uh‖L2(Ω) versus the element size h. As it can
be seen, both the first method described in Section 2.3 (labeled M1 in the following), and the
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Figure 2.6: Comparison between M1, M2 and Nitsche’s method. Left: convergence plot in
L2(Ω) for method M1 and Nitsche’s method with different values of the parameter α. Right:
convergence plot in L2(∂Ω) for methods M1, M2 and Nitsche’s method with α = 100.
second one described in Section 2.4 (labeled M2) show quadratic convergence, although the
error turns out to be smaller for the former. The modified version of M1 (referred to as M1′),
which uses a diagonal approximation of matrixMΓ computed by considering only the longest
elemental paths (see Subsection 2.3.3), shows no significative error increment with respect to
M1.
In order to compare the performance of the methods proposed with Nitsche’s method, in
Fig. 2.6 (left) we have also plotted the convergence obtained using this method with three
different choices of the parameter α in (2.4) (taking k∗ = k), namely, α = 100, which is
approximately the optimal value found from numerical experiments, α = 1 and α = 10000.
It can be observed that the performance of method M1 is superior to Nitsche’s method, even
for its optimal case, and that this method is sensitive to the choice of the parameter α. This
is aggravated in problems with convection and/or reaction, for which k∗ (or, alternatively, α)
must be chosen in terms of the advection velocity and the reaction coefficient. In Fig. 2.6 (right)
we have plotted convergence in L2(∂Ω), and therefore the error is due only to the imposition
of the boundary conditions. Nitsche’s method displays a non-monotone behavior due to the
way the elements cut the boundary of the domain for different meshes. Again, method M1 and
M2 show a similar behavior when only the errors on the boundary are taken into account.
Reaction-diffusion
When the reactive term s dominates over the diffusive one it is well known that oscillations
in the finite element approximated solution uh appear near the boundary layer. It is thus con-
venient to check how do the proposed methods behave in the presence of this Gibb’s phe-
nomenon. Fig. 2.7 shows uh for M1, M2 and the local remeshing strategy described in Sec-
tion 2.1, labeled CD in Fig. 2.7. These results correspond to the reaction dominated case, where
k = 10−5, a = 0, s = 1, f = 1.
Although oscillations remain bounded close to the exact solution u both for M1 and M2,
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Figure 2.7: Reaction-dominated case, exact integration. Elevation uh for M1 (top left) and M2
(top right). Cut along y = 0 for the coarsest used mesh (h = 2
25
) (bottom).
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they happen to be greater in the former than in the latter. Nevertheless, when compared to
results obtained with CD, oscillations in M1 are practically of the same magnitude as those
obtained for the classical method, while the solution for M2 clearly shows a reduction in the
amount of oscillation.
If nodal integration is used to compute the contribution of the reactive term to the resulting
system of equations, oscillations can be avoided, since the resulting matrix is of non-negative
type, and thus the discrete minimum principle is satisfied, that is to say, for f ≥ 0 the min-
imum of the solution is attained at boundary nodes (this principle holds if and only if the
discrete maximum principle does, see e.g. [28]). In this case none of the two methods shows
any oscillation (see Fig. 2.8), and the only difference between them is due to the fact that M2
uses only the degrees of freedom corresponding to the nodes in the Ωin domain, while M1
incorporates also the nodes corresponding to the Ωout domain (this is also the reason why M1
leads to a better approximation to uh than M2).
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Figure 2.8: Reaction-dominated case, nodal integration. Elevation uh for M1 (top left) and M2
(top right). Cut along y = 0 for the coarsest used mesh (h = 2
25
) (bottom).
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Convection-diffusion
Fig. 2.9 shows the behavior of methods M1 and M2 in the convection-dominated case, where
k = 10−6, a = (1, 0), s = 0, f = 1. The stabilized formulation described in Subsection 2.5.1
has been used. Both methods M1 and M2 perform well, although again oscillations are greater
for M1. This time, however, oscillations for M1 are substantially greater than those which ap-
pear when applying Dirichlet conditions in boundary fitting meshes CD, with the local remesh-
ing strategy described in Section 2.1. Again also, M2 shows less oscillations than CD.
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Figure 2.9: Convection-dominated case. Elevation uh for M1 (top left), M2 (top right) and CD
(bottom left). Cut along y = 0 for the coarsest used mesh (h = 2
25
) (bottom right).
Despite the different behavior that both methods show in the boundary layer, the difference
between the two methods in the Ωin domain is practically negligible.
The local oscillations appearing in M1, altogether with the fact that the splitting of elements
in the Ωin domain can lead to an ill-conditioning of the resulting system of equations when Γ
is too close to ∂Ωin, can prevent convergence in nonlinear problems. This is what motivates
the blending strategy proposed in Subsection 2.4.3.
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2.5.3 Results for the incompressible Navier-Stokes equations
In this subsection we analyze a numerical example involving the flow past a cylinder. Again
the formulation described in Subsection 2.5.1 has been used.
The hold-all domain is the rectangleB = [0, 16]× [0, 8], from which a cylinder of diameter
D = 1 and centered at (4,4) is extracted. The velocity at x = 0 is prescribed to (10,0), whereas
at y = 0 and y = 8 the y−velocity component is prescribed to 0 and the x-component is left
free. The outflow (where both the x- and y-components are free) is x = 16. The Reynolds
number is 100, based on the cylinder diameter and the prescribed inflow velocity. The finite
element mesh employed consists of 10000 linear triangles. The Crank-Nicolson scheme has
been used for the time integration, with a time step size δt = 1.
Velocity contours and pressure contours at t = 200 obtained using methods M1 and M2
are shown in Fig. 2.10. The important issue is to observe that boundary conditions are well
approximated both using M1 and M2. The evolution of the y-velocity component at point
(10, 4) is shown in Fig. 2.11. It can be observed that both methods yield a similar amplitude,
the frequency obtained with method M2 being slightly smaller. The dimensionless period of
the oscillations is found to be T = 6.11 for method M1 and T = 6.5 with method M2.
Consistently with the results for the convection-diffusion-reaction equation, method M2 seems
to behave always as more dissipative than method M1.
2.6 Conclusions
In this chapter we have proposed a way to prescribe approximately Dirichlet boundary con-
ditions for immersed boundary methods. The main idea is to use as degrees of freedom for
this imposition those associated to the nodes adjacent to the boundary of the computational
domain. In a first approach, these nodes are taken in the exterior of the domain, but this may
yield instabilities (mild and unusual) that can be overcome by using interior nodes and extrap-
olation. In any case, the degrees of freedom are computed by minimizing the distance of the
unknown to the boundary datum in the L2 norm of the boundary.
The method proposed turns out to be accurate (second order for linear elements) and robust.
We have checked its numerical performance in a variety of situations in flow problems, paying
particular attention to problems that require stabilization.
From the implementation point of view, the method satisfies the main design condition of
using only the degrees of freedom of the mesh of Ωh. This is particularly important in the case
of domains with moving boundaries in which a single fixed mesh is used during the whole
calculation, which in fact is the motivation that led us to formulate the method proposed.
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Figure 2.10: Incompressible Navier-Stokes equations. Solution at t = 200. Left: method
M1, Right: method M2. From the top to the bottom: velocity module, contours of velocity
x-component, contours of velocity y-component, pressure contours.
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Figure 2.11: Incompressible Navier-Stokes equations. Evolution of the y-velocity component
at point (10, 4) for methods M1 and M2.
Chapter 3
A symmetric method for weakly imposing
Dirichlet boundary conditions in
embedded grids
In this chapter we propose a way to weakly prescribe Dirichlet boundary conditions in embed-
ded grids. The key feature of the method is that no large penalty parameter is needed in order
to ensure stability and that it is symmetric for symmetric problems. In the Poisson problem
this is achieved by introducing an additional element-discontinuous stress variable. Additional
terms are required in order to guarantee stability in the convection-diffusion equation and the
Stokes problem. The proposed method is then easily extended to the transient Navier-Stokes
equations.
3.1 Introduction
In this chapter we propose a new method for weakly imposing Dirichlet boundary conditions in
embedded grids. In contrast to the method presented in the Chapter 2, the equations imposing
boundary conditions need to compete with the ones enforcing the variational equation.
Several variations of Nitsche’s method for weakly imposing boundary conditions can be
found in the literature [64, 50, 108]. These methods are symmetric for symmetric problems,
and do not need additional degrees of freedom to impose boundary conditions. However, a
user defined stabilization parameter is required. Choosing this stabilization parameter is not
straightforward: if the parameter is not large enough the problem becomes unstable, if it is
too large, the resulting system of equations becomes ill-conditioned. This drawback can be
addressed by using the inverse estimates in order to define the minimum value for the stabi-
lization parameter (see [44] in which the stabilization parameter for the heat transfer problem
is studied). However there are still some non-dimensional constants to be defined in the inverse
estimates, and it remains to be seen how to apply the method to non-symmetric problems such
as the convection-diffusion equation.
A list of desired properties for our strategy for imposing Dirichlet boundary conditions in
non-matching grids can be extracted from the previously described methods:
• Optimal convergence order should be obtained.
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• No additional degrees of freedom should be needed in order to enforce boundary condi-
tions.
• The method should be free of user-defined penalty or stabilization parameters which
might ill-condition the resulting system of equations.
• The resulting variational form should be symmetric for symmetric problems, but also
capable of dealing with flow problems such as the convection-diffusion or the Navier-
Stokes equations.
The starting point of the strategy we propose is the method presented in [58]. This method
imposes Dirichlet boundary conditions weakly but does not require of any user defined sta-
bilization or penalty parameter. In order to do so, a hybrid-formulation which introduces an
additional element-wise discontinuous stress field is used. However, this additional stress field
is only required in the elements which are cut by the immersed boundary, and since it is dis-
continuous across inter-element boundaries, it can be condensed prior to solving the resulting
system of equations. The method shows optimal order of convergence and satisfies the design
condition of not needing additional degrees of freedom in order to impose boundary condi-
tions. However, it is non-symmetric even for symmetric problems.
In Section 3.2 a symmetric version of the method proposed in [58] for Poisson’s problem
is presented. The main idea is again to use a hybrid formulation with an additional element-
wise discontinuous stress field. However, some additional terms are added so that the method
is symmetric. A stability analysis is performed in order to ensure that the method is stable
without the need of user defined penalty parameters. In Section 3.3 we extend the method to
the convection-diffusion equation. Additional terms are required to further enforce boundary
conditions in order to guarantee the stability of the method in the case of convection dom-
inated flows. The stability analysis shows that boundary conditions can be given a different
treatment in the inflow and the outflow boundary, which justifies the chosen weighting term
for the boundary conditions enforcement. In Section 3.4 we deal with the treatment of bound-
ary conditions in the case of the Stokes problem, and the stability of the proposed method for
this particular problem is shown. Additional terms which enforce the velocity in the direction
normal to the immersed boundary are required to keep the symmetry of the problem. Finally,
in Section 3.5 we put together the terms which define our method for the convection-diffusion
equation and the Stokes problem and we describe the strategy to impose boundary conditions
in the transient incompressible Navier-Stokes equations. Numerical examples illustrate the be-
havior of the proposed method in a number of situations in Section 3.6 and some conclusions
close the chapter in Section 3.7.
3.2 A symmetric method for Poisson’s problem
In this section a symmetric method for imposing boundary conditions for Poisson’s problem
is presented. In the following sections the method will be extended to other symmetric and
non-symmetric problems.
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3.2.1 Problem statement
Let us consider the problem
−k∆u = f in Ω, (3.1)
u = u¯ on Γ = ∂Ω, (3.2)
where k > 0, f is a given forcing function and u¯ is the given Dirichlet boundary condition.
We assume that the subdomain Ω is polyhedral, and covered by the domain Ωh, as explained
in Section 3.1.
We can now consider a hybrid two-field formulation in which we introduce an additional
flux unknown σ to the previous problem. The problem can now be written as:
−k∆u = f in Ω, (3.3)
1
k
σ = ∇u in Ω, (3.4)
u = u¯ on Γ = ∂Ω, (3.5)
3.2.2 Weak form
Let Ph = {K} be a finite element partition of Ωh from which we construct the finite element
space Vh ⊂ H1(Ωh) (we will consider Vh made of continuous functions) and Sh ⊂ L2(Ωh)d
(we will consider Sh made of element-wise discontinuous functions). Our symmetric varia-
tional form of the problem consists of finding uh ∈ Vh and σh ∈ Sh such that:
k(∇uh,∇vh)− 〈σh · n, vh〉Γ + 1
n
(∇vh,σh)− 1
n
k(∇vh,∇uh) = 〈f, vh〉Ω, ∀vh ∈ Vh,
(3.6)
− 1
nk
(τ h,σh) +
1
n
(τ h,∇uh)− 〈τ h · n, uh〉Γ = −〈τ h · n, u¯〉Γ, ∀τ h ∈ Sh
(3.7)
where n is a free parameter for which we will propose an expression in the following sections.
Note that in equation (3.6) we have used the σ field only in the terms corresponding to the
fluxes. Here and below, (·, ·) denotes the L2 product in Ω. In general, the integral of two
function g1 and g2 over a domain ω will be denoted by 〈g1, g2〉ω, the L2(ω) inner product by
(·, ·)ω and the norm in a function space X by ‖ · ‖X , with the simplifications ‖ · ‖L2(Ω) ≡ ‖ · ‖
and (·, ·)Ω ≡ (·, ·).
Note that there are four overlapping, non-independent equations in the previous variational
form which are added together, with n playing the role of the weight assigned to each of the
equations:
k(∇uh,∇vh)− 〈σh · n, vh〉Γ = 〈f, vh〉Ω, (3.8)
1
n
(∇vh,σh)− 1
n
k(∇vh,∇uh) = 0, (3.9)
− 1
nk
(τ h,σh) +
1
n
(τ h,∇uh) = 0, (3.10)
−〈τ h · n, uh〉Γ = −〈τ h · n, u¯〉Γ, (3.11)
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(3.8) is weakly enforcing (3.3) tested against vh. (3.9) and (3.10) are weakly enforcing
(3.4) tested against 1
n
∇vh and − 1nτ h respectively, which corresponds to the least squares min-
imization of the functional:
J1(uh,σh) =
1
2n
‖σh − k∇uh‖2. (3.12)
Finally, (3.11) is weakly enforcing (3.5) tested against −τ h · n. Note that the main difference
between the presented method and the method described in [58] when applied to Poisson’s
problem is (3.10), which does not appear in [58], and is the term which makes the presented
method symmetric.
Let us remark that the volume integrals in (3.6)-(3.7) are performed over Ω = Ωin ∪ ΩΓ,in
as explained in Chapter 2.
3.2.3 Stability
In this subsection we prove that the formulation given by (3.6)-(3.7) is stable, and as a conse-
quence has a unique solution. We define the norm:
|||(u,σ)|||2 = k‖∇u‖2 + k
h
‖u‖2L2(Γ) +
1
k
‖σ‖2, (3.13)
where h is the element size. For simplicity we will assume that Ph is a uniform finite element
partition. We define the bilinear form on [Vh, Sh]× [Vh, Sh]:
B([uh,σh], [vh, τ h]) =k(∇uh,∇vh)− 〈σh · n, vh〉Γ + 1
n
(∇vh,σh)− 1
n
k(∇vh,∇uh)
− 1
nk
(τ h,σh) +
1
n
(τ h,∇uh)− 〈τ h · n, uh〉Γ.
(3.14)
We now suppose that Vh and Sh are such that the following conditions hold for all the
elements cut by the boundary Γ:
∀vh ∈ Vh ∃τ h ∈ Sh| ‖vh‖2L2(Γ) . 〈τ h · n, vh〉Γ + δ0h‖∇vh‖2, (3.15)
‖τ h‖L2(K) = ‖vh‖L2(K), (3.16)
where δ0 is a non-dimensional constant, and we have used the notation ‖A‖X . ‖B‖Y if there
exists a constant C such that ‖A‖X ≤ C‖B‖Y . In the case of a equal interpolation for Vh and
Sh and straight intersection of Γ with the elements, τ h can be defined as:
τ h = nvh, (3.17)
where n is supposed to be constant in the part of the boundary corresponding to each element.
In the case of a linear interpolation for Vh and piecewise constant interpolation for Sh, which
is the situation of the numerical examples, we can define τ h in each element cut by the domain
boundary as:
τ h = nvqmsgn(vlm), (3.18)
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where vlm is the mean value of vh in each element and vqm is the square root of the mean value
of v2h in each element:
vlm =
∫
K
vh∫
K
1
, vqm =
√∫
K
v2h∫
K
1
.
(3.16) holds from the definition of τ h. (3.15) holds for τ ∗h = nvlm since for linear elements:
〈nvlm · n, vh〉Γ = 〈vlm, vlm〉Γ. (3.19)
On the other hand Schwarz inequality states that:
∫
K
fg ≤
(∫
K
f 2
) 1
2
(∫
K
g2
) 1
2
,
which, if we take f = vh and g = 1 allows us to state:
vqm ≥ vlm.
If we take f = −vh and g = 1 we can state:
vqm ≥ −vlm,
which implies vqm ≥ |vlm|. Taking into account that vqm ≥ 0 we can see that:
〈nvqmsgn(vlm) · n〉Γ = vqmsgn(vlm)
∫
K
vh
= vqm|vlm|
∫
K
1 ≥ |vlm|2
∫
K
1 = 〈vlm, vlm〉Γ, (3.20)
which demonstrates that (3.15) holds for the definition of τ h in (3.18) in the case of a linear
interpolation space for Vh and elementwise constant stresses for Sh.
We take [vh, τ h] = [uh,−σh − βhkτ˜ h], where τ˜ h is the counterpart of uh in (3.15)-(3.16),
h is the element size and β is a dimensionless constant to be defined. The following relation
holds for uh:
‖uh‖2L2(K) .h‖uh‖2L2(Γ∩K) + h2‖∇uh‖2L2(K). (3.21)
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We have:
B([uh,σh], [uh,−σh − β
h
kτ˜ h])
=k(∇uh,∇uh)− 〈σh · n, uh〉Γ + 1
n
(∇uh,σh)− 1
n
k(∇uh,∇uh)
+
1
nk
(σh,σh)− 1
n
(σh,∇uh) + 〈σh · n, uh〉Γ
+
β
nh
(τ˜ h,σh)− βk
nh
(τ˜ h,∇uh) + βk
h
〈τ˜ h · n, uh〉Γ
&(1− 1
n
)k‖∇uh‖2 + 1
nk
‖σh‖2 + βk
h
‖uh‖2L2(Γ)
− β
nh
‖uh‖‖σh‖ − βk
nh
‖uh‖‖∇uh‖ − βδ0k‖∇uh‖2
≥(1− 1
n
)k‖∇uh‖2 + 1
nk
‖σh‖2 + βk
h
‖uh‖2L2(Γ)
− βk
2nh2
‖uh‖2 − β
2kn
‖σh‖2 − βk
2nh2
‖uh‖2 − βk
2n
‖∇uh‖2 − βδ0k‖∇uh‖2
≥
(
1− 1
n
− β( 1
2n
+ δ0)
)
k‖∇uh‖2 +
(
1
kn
− β
2kn
)
‖σh‖2 + βk
h
‖uh‖2L2(Γ) −
βk
h2n
‖uh‖2
&
(
1− 1
n
− β( 3
2n
+ δ0)
)
k‖∇uh‖2 +
(
1
kn
− β
2kn
)
‖σh‖2 + (1− 1
n
)
βk
h
‖uh‖2L2(Γ).
(3.22)
Imposing:
n > 1, β < min
(
1− 1
n
( 3
2n
+ δ0)
, 2
)
, (3.23)
and taking into account that:
|||(uh,−σh − β
h
kτ˜ h)|||2 =k‖∇uh‖2 + k
h
‖uh‖2L2(Γ) +
1
k
‖ − σh − β
h
kτ˜ h‖2
≤k‖∇uh‖2 + k
h
‖uh‖2L2(Γ) +
1
k
‖σh‖2 + kβ
2
h2
‖τ˜ h‖2
=k‖∇uh‖2 + k
h
‖uh‖2L2(Γ) +
1
k
‖σh‖2 + kβ
2
h2
‖uh‖2
.k(1 + β2)‖∇uh‖2 + k
h
(
1 + β2
) ‖uh‖2L2(Γ) + 1k‖σh‖2,
(3.24)
we obtain the result we wished to prove:
Theorem For all [uh,σh] there exist [vh, τ h] and α > 0 such that:
B([uh,σh], [vh, τ h]) ≥ α|||(uh,σh)||||||(vh, τ h)|||. (3.25)
We have now demonstrated that our symmetric bilinear form is stable for the Poisson
problem for any n > 1. We consider n = 2 in the following.
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3.2.4 Implementation and comparison to Nitsche’s method
A key feature of the presented method is that since the stress field is discontinuous across in-
terelement edges, it can be eliminated from the final equations. We will show in this section
that after eliminating the stress variables some of the terms cancel out, and the final expression
of the terms to be implemented is very similar to that of Nitsche’s method, but with the im-
portant feature that no penalty parameters need to be estimated, since we have already found a
value for n for which the method is stable.
Let U and Σ be the arrays of nodal unknowns of uh and σh and let us define the matrices
Kuu, Kσσ, Kσu and Kuσ related to the weak form integrals:
Kuu ·U which comes from the term + k(∇vh,∇uh),
Kσσ ·Σ which comes from the term − 1
nk
(τ h,σh),
Kσu ·U which comes from the term + 1
n
(τ h,∇uh),
Kuσ ·Σ which comes from the term + 1
n
(∇vh, σh), (3.26)
as well as Guσ, Gσu, gσu¯ and f :
Guσ ·Σ which comes from the term − 〈n · σ, vh〉Γ,
Gσu ·U which comes from the term − 〈n · τ h, uh〉Γ,
gσu¯ which comes from the term − 〈n · τ h, u¯〉Γ,
f which comes from the term + (f, vh). (3.27)
The problem written in matrix form is:[
(1− 1
n
)Kuu Kuσ +Guσ
Kσu +Gσu Kσσ
] [
U
Σ
]
=
[
f
gσu¯
]
. (3.28)
We can compute the fluxes as:
Σ =K−1σσ (−(Kσu +Gσu) ·U + gσu¯). (3.29)
In elements cut by Γ, K−1σσ is block diagonal, and therefore easy to invert due to the element-
wise discontinuous stress approximation. This allows the condensation of the stress unknowns
at the element level and we are left with only the original unknowns of the problem:
[(1− 1
n
)Kuu − (Guσ +Kuσ)K−1σσ (Kσu +Gσu)] ·U = [f − (Guσ +Kuσ)K−1σσgσu¯],
(3.30)
We now define the matrices G1uu, G2uu, Gαuu and the vectors guu¯ and gαuu¯:
G1uu ·U which comes from the term − k〈n · ∇uh, vh〉Γ,
G2uu ·U which comes from the term − k〈n · ∇vh, uh〉Γ,
GαuuU which comes from the term + k
α
h
〈vh, uh〉Γ,
guu¯ which comes from the term − k〈n · ∇vh, u¯〉Γ,
gαuu¯ which comes from the term + k
α
h
〈vh, u¯〉Γ, (3.31)
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We will now see that the following equalities hold:
1.
1
n
Kuu ·U = −[KuσK−1σσKσu] ·U . (3.32)
Let us check this. If Sh is taken to be piecewise-discontinuous and rich enough we can
deduce that [K−1σσKσu] ·U arises from the term :
−kPSh(∇uh) = −k∇uh, (3.33)
where PSh is the L2 projection into the stress space. And we can see now that
−[KuσK−1σσKσu] ·U arises from 1nk(∇vh,∇uh) , that is to say, is equal to 1nKuu ·U .
2. Similarly:
G2uu ·U = −[KuσK−1σσGσu] ·U ,
guu¯ = −[KuσK−1σσgσu¯]. (3.34)
3. and:
G1uu ·U = −[GuσK−1σσKσu] ·U , (3.35)
Taking these equalities into account we can write the matrix form (3.30) as:
[Kuu +G
1
uu +G
2
uu −GuσK−1σσGσu] ·U = [f + guu¯ −GuσK−1σσgσu¯]. (3.36)
Let us now write Nitsche’s method for Poisson’s problem, which is:
k(∇uh,∇vh)− k〈∂nuh, vh〉Γ − k〈∂nvh, uh〉Γ + kα
h
〈uh, vh〉Γ
= 〈f, vh〉Ω − k〈∂nvh, u¯〉Γ + kα
h
〈u¯, vh〉Γ, (3.37)
which we can write in matrix form as:
[Kuu +G
1
uu +G
2
uu +G
α
uu] ·U = [f + guu¯ + gαuu¯]. (3.38)
We can conclude that the only difference between the presented method and Nitsche’s
method is that we have replaced:
Gαuu ·U and gαuu¯, (3.39)
by:
−GuσK−1σσGσu ·U and −GuσK−1σσgσu¯. (3.40)
We end up with a symmetric method which is identical to Nitsche’s method (for a rich enough
discontinuous stress field), except for the so called penalty term. The main advantage of our
formulation is that no large penalty parameter has to be used in order to ensure stability since
we can define a value for n for which the method is stable. Note that the penalty terms in (3.39)
involve boundary terms, whereas in (3.40) they involve volume integrals.
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3.3 Introducing convection
3.3.1 Problem statement
In this section we deal with the convection-diffusion equation. The problem to be solved is no
longer symmetric, and additional terms are needed in order to ensure the stability of the final
weak form. The problem we are considering in this section is:
−∇ · σ + a · ∇u = f in Ω, (3.41)
1
k
σ = ∇u in Ω, (3.42)
u = u¯ on Γ = ∂Ω, (3.43)
where k > 0, a is the advection velocity, f is a given forcing function and u¯ is the given
Dirichlet boundary condition. We have already used the two-field formulation presented for
Poisson’s problem.
3.3.2 Weak form
The variational form of the problem consists of finding uh ∈ Vh and σh ∈ Sh such that:
(1− 1
n
)k(∇uh,∇vh)− 〈σh · n, vh〉Γ + (a · ∇uh, vh) + 1
n
(∇vh,σh) + 1
2
〈avh, uh〉Γ
= 〈f, vh〉Ω + 1
2
〈avh, u¯〉Γ, ∀vh ∈ Vh, (3.44)
− 1
nk
(τ h,σh) +
1
n
(τ h,∇uh)− 〈τ h · n, uh〉Γ = −〈τ h · n, u¯〉Γ, ∀τ h ∈ Sh (3.45)
Note that in the previous weak form we have replaced (3.8) with:
k(∇uh,∇vh)− 〈σh · n, vh〉Γ + (a · ∇uh, vh) = 〈f, vh〉Ω, (3.46)
and we have added:
1
2
〈avh, uh〉Γ = 1
2
〈avh, u¯〉Γ, (3.47)
which is weakly enforcing (3.3) tested against a
2
vh. We will see how to define a in the following
sections.
It is observed that, apart from the way to impose the boundary conditions, (3.44)-(3.45)
is based on the standard Galerkin method to solve the convection-diffusion-reaction equation.
This method is stable only for high values of the diffusion coefficient k. Even though in the
examples we will consider convection dominated flows solved using a stabilized formulation,
for the sake of conciseness the exposition will be developed in the diffusion dominated case.
Likewise, we will consider a constant, for simplicity.
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3.3.3 Stability
In this subsection we prove that the formulation given by (3.44)-(3.45) is stable, and as a
consequence has a unique solution.
We define the bilinear form on [Vh, Sh]× [Vh, Sh]:
Bc([uh,σh], [vh, τ h]) =(1− 1
n
)k(∇uh,∇vh)− 〈σh · n, vh〉Γ + (a · ∇uh, vh) + 1
n
(∇vh,σh)
+
1
2
〈avh, uh〉Γ − 1
nk
(τ h,σh) +
1
n
(τ h,∇uh)− 〈τ h · n, uh〉Γ
(3.48)
Taking [vh, τ h] = [uh,−σh− βhkτ˜ h], where we have defined τ˜ h as in the previous section,
we have:
Bc([uh,σh],[uh,−σh − β
h
kτ˜ h]) =
=(1− 1
n
)k(∇uh,∇uh)− 〈σh · n, uh〉Γ + (a · ∇uh, uh) + 1
n
(∇uh,σh)
+
1
2
〈auh, uh〉Γ + 1
nk
(σh,σh)− 1
n
(σh,∇uh) + 〈σh · n, uh〉Γ
+
β
nh
(τ˜ h,σh)− βk
nh
(τ˜ h,∇uh) + βk
h
〈τ˜ h · n, uh〉Γ
&
(
1− 1
n
− β( 3
2n
+ δ0)
)
k‖∇uh‖2 +
(
1
kn
− β
2kn
)
‖σh‖2 + (1− 1
n
)
βk
h
‖uh‖2L2(Γ)
+
1
2
∫
Γ
n · au2h +
1
2
∫
Γ
au2h
=
(
1− 1
n
− β( 3
2n
+ δ0)
)
k‖∇uh‖2 +
(
1
kn
− β
2kn
)
‖σh‖2 + (1− 1
n
)
βk
h
‖uh‖2L2(Γ)
+
1
2
∫
Γ
(n · a + a)u2h,
(3.49)
where the same steps as in (3.22) have been carried out.
From here we can deduce that, as long as the following relation holds:
a+ a · n ≥ 0, (3.50)
then:
Theorem For all [uh,σh]there exist [vh, τ h] and α > 0 such that:
B([uh,σh], [vh, τ h]) ≥ α|||(uh,σh)||||||(vh, τ h)|||. (3.51)
Taking into account (3.50) the obvious definition for a is:
a = −a · n, if a · n < 0
a = 0, otherwise (3.52)
The definition of the weighting term a is very similar to the one used in the weak imposition
of boundary conditions in [15], the main difference being that in our case it is accompanied
with a 1
2
factor.
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3.4 Extension to the Stokes problem
In this section we extend the previous ideas to the Stokes problem, for which we obtain a
symmetric method again. Once the method is defined for the Stokes problem we can deal with
the Navier-Stokes equations just by putting together to the formulation presented in Section 3.3
the one in the current section.
3.4.1 Problem statement
Let us consider the three-field formulation for the Stokes problem:
−ν∆u +∇p = f in Ω, (3.53)
∇ · u = 0 in Ω, (3.54)
1
ν
σ = ∇u in Ω, (3.55)
u = u¯ on Γ = ∂Ω, (3.56)
where ν > 0, f is a given forcing function and u¯ is the given Dirichlet boundary condition.
Note that σ only accounts for the deviatoric part of the pseudo-stresses (we could also formu-
late the method in terms of the strain rate tensor ∇su).
3.4.2 Weak form
Let us consider the finite element spaces Vh ⊂ H1(Ωh)d , Qh ⊂ L2(Ωh) (we will consider
Vh and Qh made of continuous functions) and Sh ⊂ L2(Ωh)d×d (we will consider Sh made
of element-wise discontinuous functions). As stated in the previous chapter the standard finite
element approximation of the Stokes problem is not stable for an arbitrary u, p interpolation.
This is the reason why we add stabilization terms to the original weak form of the problem,
which allow us to use equal interpolation spaces for velocity and pressure. Our stabilized
symmetric variational form of the problem consists of finding uh ∈ Vh, ph ∈ Qh and σh ∈ Sh
such that:
(1− 1
n
)ν(∇uh,∇vh)− (∇ · vh, ph)− 〈σh · n, vh〉Γ + 〈n · vh, ph〉Γ
−
∑
K
τK(ν∆vh, ν∆uh)K +
∑
K
τK(ν∆vh,∇ph)K + 1
n
(∇vh,σh)
= 〈f , vh〉Ω +
∑
K
τK(ν∆vh, f )K , ∀vh ∈ Vh, (3.57)
−(qh,∇ · uh) +
∑
K
τK(∇qh, ν∆uh)K −
∑
K
τK(∇qh,∇ph)K + 〈qh,n · uh〉Γ
= −
∑
K
τK(∇qh, f )K + 〈qh,n · u¯〉Γ, ∀qh ∈ Qh, (3.58)
− 1
nν
(τ h,σh) +
1
n
(τ h,∇uh)− 〈τ h · n,uh〉Γ = −〈τ h · n, u¯〉Γ, ∀τ h ∈ Sh (3.59)
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In this terms (·, ·)K ≡ (·, ·)L2(K) represents integrals over each element, and we define the
stabilizing parameter τK as:
τK =
(
c1
ν
h2
)−1
, (3.60)
in each element, where h is the element size. For the numerical experiments we have taken
c1 = 4.
Note that there are several overlapping dependent equations in the previous variational
form:
ν(∇uh,∇vh)− (∇ · vh, ph)− 〈σh · n, vh〉Γ + 〈n · vh, ph〉Γ = 〈f , vh〉Ω, (3.61)
−
∑
K
τK(ν∆vh, ν∆uh)K +
∑
K
τK(ν∆vh,∇ph)K =
∑
K
τK(ν∆vh, f)K , (3.62)
1
n
(∇vh,σh)− 1
n
ν(∇uh,∇vh) = 0, (3.63)
−(qh,∇ · uh) = 0, (3.64)∑
K
τK(∇qh, ν∆uh)K −
∑
K
τK(∇qh,∇ph)K = −
∑
K
τK(∇qh, f)K , (3.65)
〈qh,n · uh〉Γ = 〈qh,n · u¯〉Γ (3.66)
− 1
nν
(τ h,σh) +
1
n
(τ h,∇uh) = 0, (3.67)
−〈τ h · n,uh〉Γ = −〈τ h · n, u¯〉Γ. (3.68)
(3.61) is weakly enforcing (3.53) tested against vh. (3.64) is weakly enforcing (3.54) tested
against −qh. (3.63) and (3.67) are weakly enforcing (3.55) tested against 1nν∇vh and − 1nτ h
respectively. (3.68) is weakly enforcing (3.56) tested against −τ h · n.
(3.66) is weakly imposing (3.56) tested against qhn. This term is added in order to keep
the method symmetric and also in order to be able to prove stability.
Finally (3.62) and (3.65) are the stabilizing terms for the Stokes problem, which are inde-
pendent of the way boundary conditions are imposed.
3.4.3 Stability
In this subsection we prove that the formulation given by (3.57)-(3.59) is stable, and as a
consequence has a unique solution. We define the norm:
|||(u, p,σ)|||2 = ν‖∇u‖2 + ν
h
‖u‖2L2(Γ) +
h2
ν
‖∇p‖2 + 1
ν
‖σ‖2. (3.69)
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We define the bilinear form on [Vh, Qh, Sh]× [Vh, Qh, Sh]:
Bs([uh, ph,σh], [vh, qh, τ h]) =
+ (1− 1
n
)ν(∇uh,∇vh)− (∇ · vh, ph)− 〈σh · n, vh〉Γ + 〈n · vh, ph〉Γ −
∑
K
τK(ν∆vh, ν∆uh)K
+
∑
K
τK(ν∆vh,∇ph)K + 1
n
(∇vh,σh)− (qh,∇ · uh) +
∑
K
τK(∇qh, ν∆uh)K
−
∑
K
τK(∇qh,∇ph)K + 〈qh,n · uh〉Γ − 1
nν
(τ h,σh) +
1
n
(τ h,∇uh)− 〈τ h · n.uh〉Γ (3.70)
We now suppose that Vh and Sh are such that the following conditions hold for all the elements
cut by the boundary Γ:
∀vh ∈ Vh ∃τ h ∈ Sh| ‖vh‖2L2(Γ) . 〈τ h · n, vh〉Γ + δ0h‖∇vh‖2, ‖τ h‖L2(K) = ‖vh‖L2(K)
(3.71)
Taking [vh, qh, τ h] = [uh,−ph,−σh− βhντ˜ h], where τ˜ h is the counterpart of uh in (3.71),
we have:
Bs([uh, ph,σh], [uh,−ph,−σh − β
h
ντ˜ h]) =
+ (1− 1
n
)ν(∇uh,∇uh)− (∇ · uh, ph)− 〈σh · n,uh〉Γ + 〈n · uh, ph〉Γ −
∑
K
τK(ν∆uh, ν∆uh)K
+
∑
K
τK(ν∆uh,∇ph)K + 1
n
(∇uh,σh) + (ph,∇ · uh)−
∑
K
τK(∇ph, ν∆uh)K
+
∑
K
τK(∇ph,∇ph)K − 〈ph,n · uh〉Γ + 1
nν
(σh,σh)− 1
n
(σh,∇uh) + 〈σh · n,uh〉Γ
+
β
nh
(τ˜ h,σh)− βν
nh
(τ˜ h,∇uh) + βν
h
〈τ˜ h · n,uh〉Γ
&
(
1− 1
n
− β( 3
2n
+ δ0)
)
ν‖∇uh‖2 −
∑
K
τK‖ν∆uh‖2K + (1−
1
n
)
βν
h
‖uh‖2L2(Γ)
+
∑
K
τK‖∇ph‖2K +
(
1
νn
− β
2νn
)
‖σh‖2
≥
(
1− 1
n
− β( 3
2n
+ δ0)− C1
)
ν‖∇uh‖2 + (1− 1
n
)
βν
h
‖uh‖2L2(Γ)
+ C2
h2
ν
‖∇ph‖2 +
(
1
νn
− β
2νn
)
‖σh‖2, (3.72)
where C1 is such that, making use of the inverse estimates:∑
K
τK‖ν∆uh‖2K ≤ C1ν‖∇uh‖2, (3.73)
46 Chapter 3. Weak Dirichlet boundary conditions in embedded grids
and C2 is defined as 1c1 in (3.60). Imposing:
n > 1, β < min
(
1− 1
n
( 3
2n
+ δ0)
, 2
)
, (3.74)
we can now define the constant:
α0 = min
(
1− 1
n
− β( 3
2n
+ δ0)− C1, C2, 1
n
− β
2n
, 1− 1
n
)
, (3.75)
which is positive for a sufficiently small stability parameter τK . We have now proved that:
B([uh, ph,σh], [uh,−ph,−σh − β
h
ντ˜ h]]) & α0|||(uh, ph,σh)|||2, (3.76)
We now take into account that:
|||(uh,ph,−σh − β
h
kτ˜ h)|||2 = k‖∇uh‖2 + k
h
‖uh‖2L2(Γ) +
h2
ν
‖∇ph‖2 + 1
k
‖ − σh − β
h
kτ˜ h‖2
≤k‖∇uh‖2 + k
h
‖uh‖2L2(Γ) +
h2
ν
‖∇ph‖2 + 1
k
‖σh‖2 + kβ
2
h2
‖τ˜ h‖2
=k‖∇uh‖2 + k
h
‖uh‖2L2(Γ) +
h2
ν
‖∇ph‖2 + 1
k
‖σh‖2 + kβ
2
h2
‖uh‖2
.k(1 + β2)‖∇uh‖2 + k
h
(
1 + β2
) ‖uh‖2L2(Γ) + h2ν ‖∇ph‖2 + 1k‖σh‖2,
(3.77)
which allows us to obtain the result we were looking for:
Theorem For all [uh, ph,σh] there exist [vh, qh, τ h] and α > 0 such that:
B([uh, ph,σh], [vh, qh, τ h]) ≥ α|||(uh, ph,σh)||||||(vh, qh, τ h)|||. (3.78)
3.4.4 Implementation and comparison to Nitsche’s method
Equalities similar to (3.32)-(3.35) hold also for the Stokes problem. We can now write down
the weak form of the problem as it results if Nitsche’s method is used to impose boundary
conditions, which is:
ν(∇uh,∇vh)− (∇ · vh, ph)− ν〈∇uh · n, vh〉Γ − ν〈∇vh · n,uh〉Γ + 〈n · vh, ph〉Γ
−
∑
K
τK(ν∆vh, ν∆uh)K +
∑
K
τK(ν∆vh,∇ph)K + να
h
〈uh, vh〉Γ
= 〈f , vh〉Ω +
∑
K
τK(ν∆vh, f )K − ν〈∇vh · n, u¯h〉Γ + να
h
〈u¯h, vh〉Γ, ∀vh ∈ Vh, (3.79)
−(qh,∇ · uh) +
∑
K
τK(∇qh, ν∆uh)K −
∑
K
τK(∇qh,∇ph)K + 〈qh,n · uh〉Γ
= −
∑
K
τK(∇qh, f)K + 〈qh,n · u¯〉Γ, ∀qh ∈ Qh. (3.80)
3.5. Transient Navier-Stokes equations 47
Making use of (3.32)-(3.35) we can conclude that after condensing the stress field at the el-
ement level, the presented method is very similar to Nitsche’s method, the main difference
being in the definition of the so-called penalty term, for which we do not need a large penalty
parameter in order to ensure stability.
3.5 Transient Navier-Stokes equations
The proposed method for imposing boundary conditions in the transient Navier-Stokes equa-
tions consists simply in putting together the terms appearing in the convection-diffusion equa-
tion with the ones in the Stokes problem. As in the Stokes problem a stabilized formulation
is required so that equal interpolations for the velocity and the pressure can be used. More-
over, additional stabilization terms are added so that we can deal with convection-dominated
problems.
3.5.1 Problem statement
Let us consider the three-field formulation for the transient Navier-Stokes equations:
∂tu− ν∆u + u · ∇u+∇p = f in Ω, (3.81)
∇ · u = 0 in Ω, (3.82)
1
ν
σ = ∇u in Ω, (3.83)
u = u¯ on Γ = ∂Ω, (3.84)
in Ω and for t > 0, where f is the vector of body forces and ν the kinematic viscosity and
∂tu is the local time derivative of the velocity field. Appropriate initial conditions have to be
appended to this problem.
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3.5.2 Weak form
The variational form of the problem consists of finding uh ∈ Vh, ph ∈ Qh and σh ∈ Sh such
that:
(vh, ∂tuh) + (1− 1
n
)ν(∇uh,∇vh) + (vh,uh · ∇uh)− (∇ · vh, ph)− 〈σh · n, vh〉Γ
+〈n · vh, ph〉Γ +
∑
K
τK〈ν∆vh + uh · ∇vh, ∂tuh − ν∆uh + uh · ∇uh +∇ph〉K
+
1
n
(∇vh,σh) + 1
2
〈avh,uh〉Γ
= 〈f , vh〉Ω +
∑
K
τK〈ν∆vh + uh · ∇vh, f〉K + 1
2
〈avh, u¯〉Γ, ∀vh ∈ Vh,
−(qh,∇ · uh) +
∑
K
τK(∇qh, ∂tuh − ν∆uh + uh · ∇uh +∇ph)K + 〈qh,n · uh〉Γ
= −
∑
K
τK(∇qh, f )K + 〈qh,n · u¯〉Γ, ∀qh ∈ Qh,
− 1
nν
(τ h,σh) +
1
n
(τ h,∇uh)− 〈τ h · n,uh〉Γ = −〈τ h · n, u¯〉Γ, ∀τ h ∈ Sh
(3.85)
and now the stabilization parameter is computed as
τK =
(
c1
ν
h2
+ c2
|uh|K
h
)−1
,
where |uh|K is the mean velocity modulus in element K. The stability constants are defined as
c1 = 4 and c2 = 2. Any finite difference scheme can be used to approximate the time derivative
∂tuh.
3.6 Numerical examples
3.6.1 Convection-diffusion equation
In this subsection we illustrate the behavior of the proposed method for the scalar convection-
diffusion equation. The Poisson, and convection-diffusion equations are solved in a domain Ω
enclosed in a circle of radius R < 1. We choose the hold-all domain B = (−1, 1)× (−1, 1),
where a system of Cartesian coordinates (x, y) with its origin at the center of the circle has
been adopted. A structured mesh of right-angled linear triangular elements is constructed in B,
h being the length of the edges corresponding to the cathetus.
The Poisson equation
Let us start solving the Poisson equation with k = 1, a = 0, f = 1 to check the performance
and convergence of the proposed method. The analytical solution for this case is known to be
u(x, y) =
1
4
(R2 − x2 − y2).
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Fig. 3.1 shows the errors ‖u− uh‖L2(Ω) versus the element size h. The coarsest mesh is
built of 1250 elements, while the finer ones is built out of 320000 elements. The method
shows quadratic convergence when linear elements are used. When compared to the strong
imposition of boundary conditions described in Chapter 2, the error obtained is smaller in the
current method although both methods show quadratic convergence.
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Figure 3.1: Results and error convergence for the solution of the diffusion equation
Convection-diffusion
Fig. 3.2 shows the behaviour of the method in the convection-diffusion problem, where k =
10−2, a = (1, 0), f = 1. A stabilized formulation similar to the one described in Section 3.5
has been used. In order to obtain the error we have computed the solution for a very fine
mesh (h = 2/800, 1200000 elements) which we have used as the reference solution. Again, the
method shows quadratic convergence, although the strong imposition of boundary conditions
performs slightly better in the convection-diffusion equation.
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Figure 3.2: Results and error convergence for the solution of the convection-diffusion equation
It is also interesting to observe how the method behaves in strongly convection dominated
problems. In Fig. 3.3 the solution for the problem with different viscosities are compared. We
can observe that when convection grows larger and the corresponding boundary layer becomes
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thinner, the mesh is no longer capable of capturing the boundary layer geometry. Due to the
fact that the weak formulation does not weight the boundary conditions against convection
velocity in the outflow boundary, we can observe that there are no spurious oscillations in
the outflow boundary layer. As viscosity grows smaller the solution of the problem resembles
the solution of the pure transport equation, where no boundary conditions are imposed on the
outflow.
Figure 3.3: Solution comparison for the convection-diffusion equation with viscosities 10−1,
10−2 and 10−5 .
3.6.2 Stokes problem
In this section we solve the Stokes problem and we check the convergence properties of the
proposed method. We study the stationary Stokes flow around a cylinder. We use linear inter-
polations both for the velocity and for the pressure and the stabilized formulation proposed
in the previous sections. The setting of the problem is shown in Fig. 3.4. A parabolic inflow
profile with unitary mean horizontal velocity is set on x = 0. Velocity is prescribed to zero
on y = 0 and y = 1 and on the cylindric boundary. The proposed method for weakly impos-
ing boundary conditions has been used both in the immersed cylindrical interface and in the
external grid matching boundaries.
In Fig. 3.5 velocity and pressure fields for a fine mesh are shown. In Fig. 3.6 we have plot-
ted the error versus the mesh size, both for the velocity and for the pressure fields. The coarsest
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Figure 3.4: Geometry and boundary conditions for the Stokes flow around a cylinder.
mesh is built of 625 elements, while the finer one is built out of 40000 elements. Again, re-
sults for each mesh size have been compared against results in a much finer mesh (160000
elements). We can see that quadratic convergence rates are obtained in both cases. When com-
pared to the strong imposition of boundary conditions, we can conclude that both methods
perform equally well, except for the coarsest mesh case, in which the strong imposition of
boundary conditions performs slightly better.
3.6.3 Transient Navier-Stokes equations
In this section we deal with the transient incompressible Navier-Stokes equations. As in the
previous subsection, we will solve the flow around a cylinder, although the overall domain
is larger in this case in order to allow the development of the vortices which arise behind
the cylinder. The setting of the problem is depicted in Fig. 3.7. A parabolic inflow profile
with mean horizontal velocity equal to 1 is set on x = 0. Velocity is prescribed to zero at
y = 0, y = 8 and the cylindric boundary. The proposed method for weakly imposing boundary
conditions has been used both in the immersed cylindrical interface and in the external grid
matching boundaries. Viscosity has been set to ν = 10−2, which yields a Reynolds number
Re = 100 based on the cylinder diameter and the mean inflow velocity. A backward Euler
scheme has been used for the time integration with time step δt = 0.2. A 12566 linear element
mesh has been used to solve the problem. The mesh has been refined in the area around the
cylinder, but it is still a rather coarse mesh in which the length of the cylinder is only 12 times
the element length.
In Fig. 3.8 velocity and pressure fields at the end of the simulation (t = 100) are shown.
Fully developed vortices behind the cylinder, and a smooth solution around the immersed
boundary can be appreciated. Fig. 3.9 shows the time history of the vertical velocity at a point
behind the cylinder (10, 4). After the initial transitory stage, an oscillatory pattern of amplitude
0.6 and period 4.9 is established. When compared to the results of the strong imposition of
boundary conditions, we can see that both methods yield very similar results, the weak method
presenting slightly larger amplitudes in both the initial transitory and the periodic stages.
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Figure 3.5: Velocity and pressure fields for the Stokes flow around a cylinder.
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Figure 3.6: Convergence plots for the velocity (left) and pressure (right) fields in the Stokes
flow around a cylinder.
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Figure 3.7: Geometry and boundary conditions for the transient Navier-Stokes flow around a
cylinder.
Figure 3.8: Velocity and pressure fields for the transient Navier-Stokes flow around a cylinder.
Results at t = 100.
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Figure 3.9: Vertical velocity evolution at (10, 4). Comparison between weak and strong en-
forcement of boundary conditions.
3.6.4 Weak imposition of boundary conditions in the transport equation
In this subsection we study the pure transport equation in which only boundary conditions on
the inflow are needed. We solve the problem described in the convection-diffusion subsection,
but we only impose boundary conditions on the inflow. Linear convergence is obtained with
both the strong imposition of boundary conditions described in Chapter 2 and the strategy
described in this chapter, although quadratic convergence is obtained for the strong imposition
of boundary conditions in boundary matching grids. For the method described in this chapter,
the problem does not seem to be in the outflow, but in the inflow, where the method does not
impose boundary conditions strongly enough.
In Fig. 3.10 we can observe the error for different meshes in the pure transport equation.
It can be seen that the error diminishes linearly with the mesh size but also, and most impor-
tantly, that the computed solution is displaced, that is, the error does not oscillate around 0, but
around 0.08 (h = 1/50), 0.04 (h = 1/100) and 0.02 (h = 1/200). This suggests that the boundary
conditions are not strongly enough imposed.
Fig. 3.11 shows the convergence rates for the solution of the pure transport equation for
different methods. We can see that convergence is linear for both weak and strong boundary
conditions if a stabilized formulation is used. If no stabilization is used, and the mesh nodes
are aligned with the advection direction, the convergence is closer to quadratic. This suggests
that the incorrect weighting of the boundary conditions is due to the stabilization terms.
Since the stabilization terms add numerical viscosity in the direction of the streamlines, we
can try considering a different viscosity in the term which weights the boundary conditions in
the Poisson problem:
k∗ = k + ατa2, (3.86)
where α is a dimensionless constant. In this way we are able to recover a close to quadratic
convergence. We use this viscosity for the computation of the terms imposing the boundary
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Figure 3.10: Error comparison (uh - analytical) for the pure transport equation for h = 1/50,
1/100, 1/200. We can observe that the error is diminishing linearly with h. Moreover it is dis-
placed 0.08, 0.04 and 0.02 from the 0 position. A stronger imposition of boundary conditions
would improve the solution.
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conditions:
−GuσK−1σσGσu ·U and −GuσK−1σσgσu¯ (3.87)
which we substitute by:
−k∗
k
GuσK
−1
σσGσu ·U and −
k∗
k
GuσK
−1
σσgσu¯ (3.88)
The optimal value for α happens to be around α = 200, which does not have any physical
meaning. Further work needs to be done in order to find a proper definition of the weighting
terms for the boundary conditions in the pure transport equation.
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Figure 3.11: Convergence plots for the transport equation, comparison between several meth-
ods
3.7 Conclusions
In this chapter we have proposed a way to weakly prescribe Dirichlet boundary conditions
in embedded grids. The key feature of the proposed method is that we can ensure stability
without the need of a large penalty parameter and that it is symmetric for symmetric problems.
In the Poisson problem this is achieved by introducing an additional element-discontinuous
stress variable. Additional terms are required in order to guarantee stability in the convection-
diffusion equation, in which we weight the boundary conditions with a particular norm of
the convection velocity, and the Stokes problem, where we test the imposition of boundary
conditions against the pressure test functions. The proposed strategy is then easily extended to
the transient Navier-Stokes equations.
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The method turns out to be accurate (second order for linear elements) and robust for all
the problems tested except for the pure transport equation, in which we are not able to recover
quadratic convergence. Further work needs to be developed to find a proper definition of the
weighting terms for the imposition of boundary conditions in the pure transport equation. From
the implementation point of view, the method satisfies the main design condition of using only
the degrees of freedom of the mesh of Ωh. Moreover, the final resulting method is very easy
to implement, since it only requires some additional boundary integrals to be added to the
original variational form.
When compared to the method described in Chapter 2 we can conclude that both meth-
ods perform similarly well, and are both equally suitable for flow problems. However, recent
research suggests that the weak imposition of boundary conditions (both in matching and non-
matching grids) could be more suitable for highly turbulent flows (see [15]). On the other hand,
strong boundary conditions seem more suitable for problems which require a sharp tracking
of the domain movement, such as the free surface problems to be described in the following
chapters.
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Chapter 4
The Fixed-Mesh ALE approach applied to
flows in moving domains
In this chapter we propose a method to approximate flow problems in moving domains using
always a given grid for the spatial discretization, and therefore the formulation to be presented
falls within the category of fixed-grid methods. Our main concern is to properly account for the
advection of information as the domain boundary evolves. To achieve this, we use an arbitrary
Lagrangian-Eulerian framework, the distinctive feature being that at each time step results are
projected onto a fixed, background mesh, that is where the problem is actually solved.
4.1 Introduction
In many coupled problems of practical interest the domain of at least one of the problems
evolves in time. The Arbitrary Eulerian Lagrangian (ALE) approach is a tool very often em-
ployed to cope with this domain motion. In this work we aim at describing a particular version
of the ALE formulation that can be used in different coupled problems. In this chapter we will
particularize it to flow problems.
In the classical ALE approach to solve problems in computational fluid dynamics, the mesh
in which the computational domain is discretized is deformed (see for example [45, 79, 74]).
This is done according to a prescribed motion of part of its boundary, which is transmitted
to the interior nodes in a way as smooth as possible so as to avoid mesh distortion. In this
work we present an ALE-type strategy with a different motivation. Instead of assuming that
the computational domain is defined by the mesh boundary, we assume that there is a function
that defines the boundary of the domain where the flow takes place. We will refer to it as the
boundary function. It may be given, for example, by the shape of a body that moves within the
fluid, or it may need to be computed, as in the case of level set functions. It may be also defined
discretely, by a set of points. When this boundary function moves, the flow domain changes,
and that must be taken into account at the moment of writing the conservation equations that
govern the flow, which need to be cast in the ALE format. However, our purpose here is to
explain how to use always a background fixed mesh. That requires a virtual motion of the
mesh nodes followed by a projection of the new node positions onto the fixed mesh.
The basic numerical formulation we will use consists of a stabilized finite element method
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to solve the ALE flow equations and finite difference time integration schemes. However, other
discretization techniques could be applied, since the idea we want to expose is independent
of the numerical method being used. This idea consists in projecting the results of the ALE
deformed mesh onto a fixed background mesh at each time step, prior to solving the flow
equations. It will be shown that at the end all the calculations can be performed on the fixed
mesh, and in fact the ALE deformed mesh does not need to be explicitly built.
We want to stress that this idea is independent on the way to impose boundary conditions
on the moving boundary. The way to impose this prescription is often used to classify a par-
ticular fixed-mesh method. Since the physical boundary is contained in the domain actually
discretized, these methods are often called immersed boundary methods. Moreover, since the
fixed grid used is often Cartesian, these formulations can be found under the keywords Carte-
sian grid methods (see for example the reviews [127, 103, 100]). These methods are developed
for constant-in-time domains, and then extended in a more or less ad-hoc way to time depen-
dent domains. In spite of the fact that we want to distinguish between the way to deal with
moving domains from the way of approximately imposing the boundary conditions on the
moving boundary, we will briefly describe the particular approach we use, which corresponds
to the method described in Chapter 2.
The chapter is organized as follows. A general overview of the FM-ALE method is pre-
sented in Section 4.2, starting with the discretization of the classical ALE formulation and
then describing the algorithmic steps of the FM-ALE alternative. These steps are further elab-
orated in Section 4.3. Even though they are not intrinsic to the main idea of the method, there
are three numerical ingredients that are essential for the success of the formulation. These are
the definition and updating of the moving boundary, the approximate imposition of boundary
conditions and the projection of data between two different finite element meshes. These “side
ingredients” are here particularized to the FM-ALE method. They are described in Section 4.4.
A simple numerical example, but containing all the features of the formulation, is presented in
Section 4.5. For other applications of the FM-ALE method see [73], where the simulation of
lost foam casting is carried out, or [41], were classical free surface problems are solved with
the FM-ALE method. Some conclusions close the chapter in Section 4.6.
4.2 The Fixed-Mesh ALE method
In this section we describe the essential idea of the FM-ALE method. However, we start with
the classical ALE formulation of the incompressible Navier-Stokes equations and their numer-
ical approximation.
4.2.1 The classical ALE method and its finite element approximation
Problem statement
Let us consider a region Ω0 ⊂ Rd (d = 2, 3) where a flow will take place during a time interval
[0, T ]. However, we consider the case in which the fluid at time t occupies only a subdomain
Ω(t) ⊂ Ω0 (note in particular that Ω(0) ⊂ Ω0). Suppose also that the boundary of Ω(t) is
defined by part of ∂Ω0 and a moving boundary that we call Γfree(t) = ∂Ω(t) \ ∂Ω0 ∩ ∂Ω(t).
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This moving part of ∂Ω(t) may correspond to the boundary of a moving solid immersed in the
fluid or can be determined by a level set function.
In order to cope with the time-dependency of Ω(t), we use the ALE approach, with the
particular feature of considering a variable definition of the domain velocity. Letχt be a family
of invertible mappings, which for all t ∈ [0, T ] map a point X ∈ Ω(0) to a point x =
χt(X) ∈ Ω(t), with χ0 = I , the identity. If χt is given by the motion of the particles, the
resulting formulation would be Lagrangian, whereas if χt = I for all t, Ω(t) = Ω(0) and the
formulation would be Eulerian.
Let now t′ ∈ [0, T ], with t′ ≤ t, and consider the mapping
χt,t′ : Ω(t
′) −→ Ω(t)
x′ 7→ x = χt ◦ χ−1t′ (x′).
Given a function f : Ω(t)× (0, T ) −→ R we define
∂f
∂t
∣∣∣∣
x′
(x, t) :=
∂(f ◦ χt,t′)
∂t
(x′, t), x ∈ Ω(t), x′ ∈ Ω(t′).
In particular, the domain velocity taking as a reference the coordinates of Ω(t′) is given by
udom :=
∂x
∂t
∣∣∣∣
x′
(x, t). (4.1)
The incompressible Navier-Stokes formulated in Ω(t), accounting also for the motion of
this domain, can be written as follows: find a velocity u : Ω(t)× (0, T ) −→ Rd and a pressure
p : Ω(t)× (0, T ) −→ R such that
ρ
[
∂u
∂t
∣∣∣∣
x′
(x, t) + (u− udom) · ∇u
]
−∇ · (2µ∇Su) +∇p = ρf , (4.2)
∇ · u = 0, (4.3)
where ∇Su is the symmetrical part of the velocity gradient, ρ is the fluid density, µ is the
viscosity and f is the vector of body forces.
Initial and boundary conditions have to be appended to problem (4.2)-(4.3). The bound-
ary conditions on Γfree(t) can be of two different types: a) p (or the normal stress) given, u
unknown on Γfree; b) u given, p (or the normal stress) unknown on Γfree. On the rest of the
boundary of Ω(t) the usual boundary conditions can be considered. In general, we consider
these boundary conditions of the form
u = u¯ on ΓD,
n · σ = t¯ on ΓN ,
where n is the external normal to the boundary, σ = −pI + 2µ∇Su is the Cauchy stress
tensor and u¯ and t¯ are the given boundary data. The components of the boundary ΓD and ΓN
are disjoint and such that ΓD ∪ ΓN = ∂Ω, and therefore time-dependent.
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The time-discrete problem
Let us start introducing some notation. Consider a uniform partition of [0, T ] into N time
intervals of length δt. Let us denote by fn the approximation of a time dependent function f
at time level tn = nδt. We will also denote
δfn+1 = fn+1 − fn,
δtf
n+1 =
fn+1 − fn
δt
,
fn+θ = θfn+1 + (1− θ)fn, θ ∈ [1/2, 1].
Even though other options are possible, we will use the simple trapezoidal rule to discretize
problem (4.2)-(4.3) in time. Suppose we are given a computational domain at time tn, with
spatial coordinates labeled xn, and un and pn are known in this domain. The velocity un+1
and the pressure pn+1 can then be found as the solution to the problem
ρ
[
δtu
n+1
∣∣
xn
+ (un+θ − un+θdom) · ∇un+θ
]−∇ · (2µ∇Sun+θ) +∇pn+1 = ρfn+1, (4.4)
∇ · un+θ = 0, (4.5)
where now δtun+1|xn = (un+1(x)− un(xn))/δt, being x = χtn+θ ,tn(xn) the spatial coordi-
nates in Ω(tn+θ). The domain velocity given by (4.1), with x′ = xn, is approximated as
un+θdom =
1
θδt
(
χtn+θ ,tn(x
n)− xn) . (4.6)
Note that the order of accuracy of this approximation is consistent with the order of accuracy
of (4.4)-(4.5), that is to say, it is 2 for θ = 1/2 and 1 otherwise. We are interested only in the
cases θ = 1/2 and θ = 1 (implicit schemes are required).
Remark 1 The trapezoidal rule considered for the time integration, with a single mesh,
satisfies the so called geometric conservation law (GCL) condition (see, e.g. [20, 52, 90]).
However, there are second order accurate schemes based on multi-step time discretizations
that do not satisfy it. The price to be paid is that these schemes are usually only conditionally
stable, although stability conditions are often very mild and not encountered in practice (see for
example the analyses in [7, 20, 52, 53, 109]). We will use one of such schemes in Section 4.5.
△
The fully discrete problem
The next step is to consider the spatial discretization of problem (4.4)-(4.5). As for the time
discretization, different options are possible. Here we simply describe the stabilized finite ele-
ment formulation employed in our numerical simulations.
Let {Ωe}n+1 be a finite element partition of the domain Ω(tn+1), with index e ranging from
1 to the number of elements nel (which may be different at different time steps). We denote
with a subscript h the finite element approximation to the unknown functions, and by vh and
qh the velocity and pressure test functions associated to {Ωe}n+1, respectively.
An important point is that we are interested in using equal interpolation for the velocity
and the pressure. Therefore, the corresponding finite element spaces are assumed to be built
up using the standard continuous interpolation functions.
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In order to overcome the numerical problems of the standard Galerkin method, a stabilized
finite element formulation is applied. This formulation is presented in [31]. It is based on the
subgrid scale concept introduced in [76], although when linear elements are used it reduces
to the Galerkin/least-squares method described for example in [56]. We apply this stabilized
formulation together with the finite difference approximation in time (4.4)-(4.5).
The bottom line of the method is to test the continuous equations by the standard Galerkin
test functions plus perturbations that depend on the operator representing the differential equa-
tion being solved. In our case, this operator corresponds to the linearized form of the time
discrete Navier-Stokes equations (4.4)-(4.5). In this case, the method consists of finding un+1h
and pn+1h such that
mn+θ1
(
δtu
n+1
h
∣∣
xn
, vh
)
+ an+θ(uh, vh)
+ cn+θ(uh − udom;uh, vh) + bn+θ1 (ph, vh) = ln+θ1 (vh), (4.7)
mn+θ2
(
qh, δtu
n+1
h
∣∣
xn
)
+ bn+θ2 (qh,uh) + s
n+θ(qh, ph) = l
n+θ
2 (qh), (4.8)
for all test functions vh and qh, the former vanishing on the Dirichlet part of the boundary ΓD.
The different forms appearing in these equations are given by
m1(δtuh, vh) =
∫
Ω
vh · ρ δtuh +
nel∑
e=1
∫
Ωe
ζu1 · ρ δtuh,
a(uh, vh) =
∫
Ω
2∇Svh : µ∇Suh +
nel∑
e=1
∫
Ωe
ζu1 ·
(−2∇ · (µ∇Suh)) + nel∑
e=1
∫
Ωe
ζu2∇ · uh,
c(a;uh, vh) =
∫
Ω
vh · (ρa · ∇uh) +
nel∑
e=1
∫
Ωe
ζu1 · (ρa · ∇uh) ,
b1(ph, vh) = −
∫
Ω
ph∇ · vh +
nel∑
e=1
∫
Ωe
ζu1 · ∇ph,
m2(qh, δtuh) =
nel∑
e=1
∫
Ωe
ζp · ρ δtuh,
b2(qh,uh) =
∫
Ω
qh∇ · uh +
nel∑
e=1
∫
Ωe
ζp ·
(
ρa · ∇uh − 2∇ · (µ∇Suh)
)
,
s(qh, ph) =
nel∑
e=1
∫
Ωe
ζp · ∇ph,
l1(vh) =
∫
Ω
vh · f +
nel∑
e=1
∫
Ωe
ζu1 · f +
∫
ΓN
vh · t¯,
l2(qh) =
nel∑
e=1
∫
Ωe
ζp · f ,
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where the functions ζu1, ζu2 and ζp are computed within each element as
ζu1 = τu
[
ρ (uh − udom) · ∇vh + 2∇ · (µ∇Svh)
]
, (4.9)
ζu2 = τp∇ · vh, (4.10)
ζp = τu∇qh, (4.11)
and the parameters τu and τp are also computed element-wise as (see [32])
τu =
[
4µ
h2
+
2ρ|uh − udom|
h
]−1
, τp = 4µ+ 2ρ|uh − udom|h,
where h is the element size for linear elements and half of it for quadratics.
Remark 2
• The superscript n + θ in all the terms in (4.7)-(4.8) indicates that all the forms are
evaluated with the unknowns at n + θ, except for the term coming from the temporal
derivative, whose superscript is explicitly indicated. Likewise, the integrals are evaluated
at Ω(tn+θ).
• The dependency on the advection velocity a = uh−udom has been only indicated in the
from coming directly from the convective term of the equations, namely, c(a;uh, vh).
However, it has to be noted that all the forms listed above depend on the stabilization
parameters, and therefore depend on a as well. Moreover, the dependency of b2(qh,uh)
on a is even more explicit. However, in order to keep the notation more concise only the
above mentioned dependency of c(a;uh, vh) has been left.
• As usual, the mesh of Ω(tn+1) is assumed to be obtained from the mesh of Ω(tn) by
moving the nodes of the latter with the domain velocity udom (often referred to as mesh
velocity). This greatly simplifies the implementation of the ALE method, since in this
case the nodal values of un+1(x) and those of un(xn) correspond to the same nodes (at
time steps n+ 1 and n, respectively).
• If θ = 1/2, the unknowns of the problem can be taken as un+1/2 and pn+1/2, since
δtu
n+1
h
∣∣
xn
= 2δt−1(un+1/2(x)− un(xn)). All the calculations to be performed are the
same as for θ = 1, with the only modification that once un+1/2 is computed un+1 has
to be updated to go to the next time step. This analogy includes the updating of the
computational domain. When θ = 1/2 we need to update this domain from n − 1/2 to
n + 1/2 to compute un+1/2 and pn+1/2, whereas when θ = 1 we need to update it from
n to n+ 1 to compute un+1 and pn+1. For conciseness, the latter situation is considered
in the following.
• From (4.9)-(4.11) it is observed that these terms are precisely the adjoints of the (lin-
earized) operators of the differential equations to be solved applied to the test functions
(observe the sign of the viscous term in (4.9)). This method corresponds to the algebraic
version of the subgrid scale approach ([76]) and circumvents the stability problems of
the Galerkin method. In particular, in this case it is possible to use equal velocity pres-
sure interpolations, that is, we are not tied to the satisfaction of the inf-sup stability
condition. For more details about this formulation, see for example [76, 31].
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4.2.2 The fixed-mesh ALE approach: algorithmic steps
The purpose of this subsection is to give an overview of the FM-ALE method and to describe
the main idea, leaving for the next section a more detailed description of the different steps
involved.
Suppose Ω0 is meshed with a finite element mesh M0 and that at time level tn the domain
Ω(tn) is meshed with a finite element mesh Mn (as we will see, close to M0). Let un be the
velocity already computed on Ω(tn). The purpose is to obtain the fluid region Ω(tn+1) and the
velocity field un+1. The former may move according to a prescribed kinematics, for example
due to the motion of a solid, or can be an unknown of the problem. If the classical ALE method
is used,Mn would deform to another mesh defined at tn+1. The key idea is not to use this mesh
to compute un+1 and pn+1, but to re-mesh in such a way that the new mesh is, essentially, M0
once again.
The steps of the algorithm to achieve the goal described are the following:
1. Define Γn+1free by updating the function that defines it.
2. Deform virtually the mesh Mn to Mn+1virt using the classical ALE concepts and compute
the mesh velocity un+1m .
3. Write down the ALE Navier-Stokes equations on Mn+1virt .
4. Split the elements of M0 cut by Γn+1free to define a mesh on Ω(tn+1), Mn+1.
5. Project the ALE Navier-Stokes equations from Mn+1virt to Mn+1.
6. Solve the equations on Mn+1 to compute un+1 and pn+1.
In Section 4.3 we describe all these steps in detail. A global idea of the meshes involved
in the process is represented in Fig. 4.1. Note in particular that at each time steps two sets of
nodes have to be appropriately dealt with, namely, the so called newly created nodes and the
boundary nodes. Contrary to other fixed grid methods, some of which are described in the next
subsection, newly created nodes are treated in a completely natural way using the FM-ALE
approach: the value of the velocity there is directly given by the projection step from Mn+1virt to
Mn+1. Boundary nodes require either additional unknowns with respect to those of mesh M0
or an appropriate imposition of boundary conditions. This issue is treated in Section 4.4.
4.2.3 Other fixed grid methods
Other possibilities to use a single grid in the whole simulation can be found in the literature,
each one having advantages and drawbacks. As the method presented in this chapter, they were
designed as an alternative to body fitted meshes and are sometimes referred to as Embedded
Mesh Methods. They can be divided into two main groups [35], corresponding in fact to two
ways of prescribing the boundary conditions on Γfree:
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Figure 4.1: Two dimensional FM-ALE schematic. Top-left: original finite element mesh M0
of Ω0. Top-right: finite element mesh Mn of Ω(tn), with the elements represented by a thick
line and the elements of M0 represented by thin line. The blue line represents Γnfree and the
red edges indicate the splitting of M0 to obtain Mn. Bottom-left: updating of Mn to Mn+1virt
using the classical ALE strategy. The position of Γn+1free is again shown using a solid blue line
and the previous position Γnfree using a dotted blue line. Bottom-right: Mesh Mn+1 of Ω(tn+1),
represented by a thick line. The edges that split elements of M0 are again indicated in red.
Boundary nodes, where approximate boundary conditions need to be imposed, are drawn in
green, whereas newly created nodes are drawn in gray.
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• Force term. The interaction of the fluid and the solid is taken into account through a
force term, which appears either in the strong or in the weak form of the flow equa-
tions. Therefore, the boundary conditions on Γfree are neither imposed as Dirichlet nor
as Neumann boundary conditions. Among this type of methods, let us cite for exam-
ple the Immersed Boundary method as a variant of the Penalty method, where punctual
forces are added to the momentum equation, and the Fictitious Domain method, where
the solid boundary conditions are imposed through a Lagrange multiplier.
• Approximate boundary conditions. Instead of adding a force term, these methods impose
the boundary conditions in an approximate way once the discretization has been carried
out, either by modifying the differential operators near the interface (in finite differences)
or by modifying the unknowns near the interface.
The Immersed Boundary Method in its original form [113] consists in adding punctual
penalty forces in the domain boundary so that the boundary conditions are fulfilled. The forces
are computed from a fluid-structure (elastic) interaction problem at the interface. The method
is first order accurate even if second order approximation schemes are used, although formal
second order accuracy has been reported in [87]. The more recent Immersed Interface Method
achieves higher order accuracy by avoiding the use of the Dirac delta distribution to define the
forcing terms (see [91, 92, 137]).
The Penalty method is similar to the previous one in the sense that a force term is added
to the momentum equations. The difference raises in the fact that the penalty parameter is not
computed from a fluid-structure interaction as in the original immersed boundary method, but
it is simply required to be large enough to enforce the boundary conditions approximately. The
force terms can be of two types, depending on whether they are imposed as boundary or as
volume forces [133] .
Another approach is the use of Lagrange multipliers to enforce the boundary conditions.
However, the finite element subspaces for the bulk and Lagrange multiplier fields must sat-
isfy the classical inf-sup condition, which usually leads to the need for stabilization (see
[70, 14, 82]). Moreover, additional degrees of freedom must be added to the problem. The
use of Lagrange multipliers is the basis of the Fictitious Domain Method [62, 63].
Recently, hybrid Cartesian/immersed boundary methods have been developed for Carte-
sian grids, which use the grid nodes closest to the boundary to enforce boundary condi-
tions [60, 139, 104]. The method is second order accurate.
Most of these methods have been well tested in the literature for both steady and moving
interfaces. Generally, the last case is treated by applying directly the former at each time step.
However, very few authors have described the full formulation for moving interfaces, some-
times simply by ignoring the problem. The fact that the boundary moves and the subsequent
advection of unknowns is often not taken into account.
To explain an obvious consequence of the boundary motion, let us discuss the treatment of
the newly created nodes. To explain the problem, let us consider point P in Fig. 4.1. Suppose
that the boundary Γfree corresponds in this case to the rigid boundary of a moving object.
Physically, it is clear that the solution in the fluid cannot depend on what happens inside
the solid. Mathematically, this means that the values of the unknowns at the fluid nodes are
uncoupled from those at the solid nodes. Therefore, the velocity and the pressure at the solid
nodes (apart from those participating to the enforcing of the boundary conditions) can be
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whatever at a certain time step n, in particular their value at node P (see Fig. 4.1, top-right).
Now we move on to the next time step n+1 as the solid moves. Some solid nodes can therefore
become fluid nodes, such as node P (see Fig. 4.1, bottom-right). The velocity at this node at
time step n is in fact needed in the temporal term of the momentum equations and cannot
be whatever. In the case of fractional step techniques, the situation can even be worse as the
previous time step pressure could also be needed at these nodes.
A special treatment is needed for the newly created fluid nodes. In many publications,
the previous time step values are computed using ad hoc arguments, that sometimes lead to
good approximations from the practical point of view when small time steps are used. As
an example, in [100] the authors extrapolate the velocity and pressure from the nearest fluid
nodes at the previous time step. In [27], the Navier-Stokes equations are correctly expressed
in an ALE framework, but the velocity is taken as the solid velocity. It is worth to note that if
the solid is deformable and has been solved together with the fluid in a coupled way (as in the
original immersed boundary method [113] or in the fluid-solid approach in [141]), this velocity
is physically meaningful. This is not the case, however, is the case of rigid bodies or bodies
with rigid boundaries. A possibility to deal with this situation is to write the Navier-Stokes
equations in a non-inertial frame of reference attached to the body, as in [72] in the context of
Chimera meshes or in [86], where an immersed boundary method is used.
We explain in the following what we believe is a consistent way of treating moving inter-
faces based on a fixed-mesh ALE approach.
4.3 Developing the Fixed-Mesh ALE method
In this section we describe the steps enumerated previously, concentrating on those specific of
the FM-ALE method and leaving for Section 4.4 those that can be considered side numerical
ingredients.
4.3.1 Step 1. Boundary function update
This step is completely problem dependent. The motion of Γfree(t) may be determined by
different ways. In a typical fluid-structure interaction problem, Γfree(t) will be part of the solid
boundary, and therefore its kinematics will be determined by the dynamics of the solid under
the action exerted by the fluid. As a particular case, the motion of the solid boundary may be
directly prescribed. This is the simplest situation and the one corresponding to the validating
numerical example presented in Section 4.5.
In a wide variety of applications, Γfree(t) may be represented by a level set function. The
peculiarities of the levelset function update in the context of the FM-ALE approach are de-
scribed in Section 4.4.
4.3.2 Step 2. Mesh velocity
Updating the boundary function defines the deformation of the domain from Ω(tn) to Ω(tn+1)
(recall that we are considering the case θ = 1, see Remark 2). Consequently, the mesh Mn
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used at time step n has to be deformed to adapt to the domain Ω(tn+1). This mesh deformation
has to be defined by means of a mesh velocity.
The mesh velocity on the boundary points can be computed from their position xn+1b and
xnb , where subscript b refers to points on Γfree. Using approximation (4.6), this mesh velocity
would be un+1dom,b = (xn+1b − xnb )/δt. Once the velocity at the nodes of Γfree is known, it has
to be extended to the rest of the nodes. A classical possibility is to solve the Laplace problem
∆udom = 0 using un+1dom,b as Dirichlet boundary conditions. However, it is also possible to
restrict udom 6= 0 to the nodes next to Γn+1free , since in our approach mesh distortion does not ac-
cumulate from one time step to another (see Fig. 4.1 for a schematic of the mesh deformation).
This is in practice what we do. The condition we use in order to choose which of the nodes of
the mesh are allowed to move is:
dist(xnode,Γfree) < K ·max |udom,b| · δt
where K > 1 is a user defined constant which adjusts the size of the region of Ω in which the
mesh is deformed. This ensures that the mesh deformation is smooth enough for large values
of max |udom,b|·δt
h
, where h is the element size. An example of mesh deformation from Mn to
Mn+1virt is represented in Fig. 4.2.
Figure 4.2: Mesh deformation. Left: Mn. Right: Mn+1virt . The red dotted line represents Γfree at
time tn, the black line corresponds to Γfree at time tn+1- Green elements are deformed from
Mn to Mn+1ALE while black elements remain undeformed.
Remark 3 As only nodes close to Γn+1free are displaced, the projection operations between
meshes need only to be carried out in the deformed region of the mesh (green region in
Fig. 4.2).
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4.3.3 Step 3. Solving the flow equations I: Equations on the deformed
mesh
The previous procedure defines the domain Ω(tn+1) and a mesh that we call Mn+1virt , obtained
from a deformation of the mesh Mn. The equations to be solved there are (see (4.7)-(4.8)):
mn+11
(
1
δt
(
un+1h,virt(x)− unh,virt(xn)
)
, vh
)
+ an+1(uh,virt, vh)
+ cn+1(uh,virt − udom,virt;uh,virt, vh) + bn+11 (ph,virt, vh) = ln+11 (vh), (4.12)
bn+12 (qh,uh,virt) + s
n+1(qh, ph,virt) = l
n+1
2 (qh), (4.13)
where subscript “virt” refers to the meshMn+1virt on which these equations should now be solved
using the space discretization described in Subsection 4.2.1. Let us stress once again that, as it
is well known in the classical ALE approach, un(xn) is known on Mn+1virt because the nodes of
this mesh are obtained from the motion of the nodes of Mn with the mesh velocity un+1dom,virt.
4.3.4 Step 4. Splitting of elements
The key idea of the FM-ALE method is not to use Mn+1virt to solve the flow equations at time
tn+1, but to use instead another mesh Mn+1 that will be a a minor modification of the back-
ground mesh M0. This mesh Mn+1 is obtained by splitting the elements of M0 cut by Γn+1free ,
as shown in Fig. 4.1. Meshes Mn+1 and M0 only differ in the subelements created after the
splitting just mentioned.
Mesh Mn+1 could be thought as a local refinement of mesh M0 to make it conform the
boundary Γn+1free . This is certainly a possibility that can be implemented as such. Let us note
however that this requires the introduction of boundary nodes at each step, as shown in Fig. 4.1,
and the subsequent change in the mesh graph and in the sparsity pattern of the matrix of the
final algebraic system to be solved for the arrays of nodal unknowns. As in other fixed grid
methods, this computational complication can be avoided by prescribing boundary conditions
on Γn+1free in an approximate way. Nevertheless, this issue, in spite of its major practical im-
portance, is not an essential concept of the FM-ALE method, and we defer its description to
Section 4.4.
The local refinement fromM0 toMn+1 is needed also to perform the numerical integration
of the different terms appearing in (4.7)-(4.8). The impact of this in the computational cost of
the overall calculation is minimum.
The splitting of elements is a strictly algorithmic step that shall not be discussed here. In
the case of 2D linear elements, Fig. 4.3 shows how the splitting can be done and the numerical
integration points (red points) required in each triangle resulting from this splitting.
4.3.5 Step 5. Solving the flow equations II: Equations on the background
mesh
Let P n+1 be the projection of finite element functions defined on Mn+1virt to Mn+1. To define it,
for each node of Mn+1 the element in Mn+1virt where it is placed has to be identified. Once this
is done, the value of any unknown at this node can be obtained through interpolation, possibly
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Figure 4.3: Splitting of elements
with restrictions. The way to construct this projection operator is a problem common to differ-
ent situations in which transfer of information between finite element meshes is required. We
describe our approach in Section 4.4.
The velocity un in Mn+1virt is known because its nodal values correspond to those of mesh
Mn. However, its nodal values on Mn+1 have to be computed using the projection just de-
scribed. The same happens with the mesh velocity udom.
If now we define
un+1h := P
n+1(un+1h,virt),
the problem to be solved at time step n+ 1 is to find a velocity un+1h and a pressure pn+1h such
that
mn+11
(
δt−1
(
un+1h (x)− P n+1(unh,virt(xn))
)
, vh
)
+ an+1(uh, vh)
+ cn+1(uh − P n+1(udom,virt);uh, vh) + bn+11 (ph, vh) = ln+11 (vh), (4.14)
bn+12 (qh,uh) + s
n+1(qh, ph) = l
n+1
2 (qh), (4.15)
which again must hold for all velocity test functions vh and pressure test functions qh.
Note that pn+1h 6= P n+1(pn+1h,virt). Pressure pn+1h is determined by imposing that un+1h is
divergence free, which at the discrete level is not equivalent to impose that un+1h,virt is divergence
free.
Problem (4.14)-(4.15) is posed on Mn+1 which, as it has been said, coincides with M0
except for the splitting of the elements crossed by the interface. Even this difference can be
avoided if instead of prescribing exactly the boundary conditions an approximation is per-
formed, for example using Nitsche’s method, Lagrange multipliers or the strategy described in
Section 4.4. Therefore, the goal of using a fixed mesh during the whole simulation has been
achieved.
It is observed that the projection P n+1 has to be applied to
• P n+1(unh,virt(xn)). This clarifies the effect of the mesh motion in the context of fixed-
mesh methods. In particular, there is no doubt about the velocity at previous time steps
of newly created nodes.
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• P n+1(un+1dom,virt). The mesh velocity is computed on Mn+1virt , and therefore needs to be
projected to compute on Mn+1.
4.3.6 Comparison with the classical ALE approach
To conclude this section, it is important to highlight the differences between our FM-ALE
approach and a classical ALE formulation:
• Given a position of the fluid front on the fixed mesh, elements cut by the front are split
into subelements (only for integration purposes), so that the front coincides with the
edges of the subelements.
• After deforming the mesh from one time step to the other using classical ALE proce-
dures, results are projected back to the original mesh .
• The front is represented by a boundary function, and not by the position of the material
points at Γfree as in a classical ALE method.
4.4 Side numerical ingredients
In this section we describe some numerical ingredients that, in spite of being essential in the
development of the FM-ALE method, are not inherent to its main concept. In other words,
these ingredients may be changed without altering the main concept of the method.
4.4.1 Level set function update
In the applications, there are several ways to define Γfree. In general, we assume that this part
of the boundary of the flow domain is defined by what we have called generically a boundary
function. This function may be defined analytically or by discrete means, for example through
interpolation from some nodes that define the location of Γfree. That would be a natural way to
deal with fluid-structure interaction problems.
In some applications, it is convenient to represent Γfree by a level set function (see [112]
for an overview of these methods). This function, say ψ, will be the solution of the problem
∂tψ + u · ∇ψ = 0 in Ω0 × (0, T ), (4.16)
ψ = ψ on Γinf × (0, T ),
ψ(x, 0) = ψ0(x) in Ω
0,
where Γinf := {x ∈ ∂Ω0 | u ·n < 0} is the inflow part of the domain boundary. In free surface
simulations, the initial condition ψ0 is chosen in order to define the initial position of the fluid
front to be analyzed. The boundary condition ψ determines whether fluid enters or not through
a certain point of the inflow boundary.
Due to the pure convective type of the equation for ψ, we use the SUPG technique for the
spatial discretization. Again, the temporal evolution is treated via the standard trapezoidal rule.
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If ψ is taken as a step function, numerical problems may be encountered when it is trans-
ported. It is known that small oscillations in the vicinity of sharp gradients still remain using
the SUPG formulation. These oscillations may propagate and yield to distorted front shapes,
specially near corners. Compared to similar methods, such as the volume-of-fluid (VOF)
method [69], one particularity of the level set method is that it uses a smooth function ψ. As
the smoothness can be lost as the simulation evolves, the level set function must be redefined
for each mesh node as explained for example in [37].
Once ψ is computed, Γfree(t) is defined as
Γfree(t) = {x ∈ Ω0 | ψ(x, t) = 0}.
Thus, Γfree(t) is simply updated by solving the problem for ψ(x, t).
The important point to be noted is that the system is solved on the whole domain Ω0. As
mentioned earlier, we approximate this problem using a stabilized finite element method. For
the discrete problem it is necessary to extrapolate the velocity defined on Ω(t) to the rest of
Ω0. The question is how to perform this extrapolation. In principle, the advection velocity u
in (4.16) is only needed in the neighborhood of Γfree(t), since the precise transport of ψ is not
needed, except for the transport of the isovalue that defines Γfree(t). In our calculations, we
have found useful to extrapolate u by solving a Stokes problem on Ω(t)c = Ω0 \ Ω(t). This
has two main advantages with respect to a simpler extrapolation procedure, namely, the ex-
trapolated velocity is weakly divergence free in Ω(t)c and we can impose the correct boundary
conditions for it.
4.4.2 Approximate imposition of boundary conditions
Even though we have not formulated it as such, the FM-ALE method can be considered an
immersed boundary method, in the sense that Γfree(t) is a boundary that moves within a fixed
domain Ω0. From the conceptual point of view, there is no problem in imposing exactly Dirich-
let boundary conditions on this part of the boundary. However, this requires the dynamic ad-
dition of mesh nodes (see Fig. 4.1, where these nodes are drawn in green), with the associated
change in the sparsity of the matrix of the algebraic system to be solved mentioned earlier. This
is why it is very convenient from the implementation standpoint to avoid the explicit introduc-
tion of such nodes and to prescribe boundary conditions approximately, for example with the
method described in Chapter 2. It is important to note that this implementation maintains the
connectivity of the background mesh.
4.4.3 Data transfer between finite element meshes
The last crucial ingredient in the FM-ALE approach is the transfer of information between
meshes Mn+1virt and Mn+1 for each time step n (see Fig. 4.1). In principle, it would be possible
to use a simple interpolation operator. However, it is well known that this interpolation, for
example when it is of Lagrangian type, may suffer from overdiffusivity, in the sense that results
on the new mesh may be damped from those of the original one. Another possibility could be
to use the L2 projection as transfer operator. We explain here how to incorporate restrictions
to the projection between meshes. The idea described in the following was introduced in [71]
in the context of transmission of information through boundaries in domain decomposition
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methods. For a method particularly designed in the context of immersed boundary methods
for the transfer of forces, see [141].
Let us consider two meshes, M1 and M2, of a domain Ω. For simplicity, we assume that
both are conforming (matching ∂Ω). Let ni (i = 1, 2) be the number of nodes in Mi and let
Φi ∈ Rni be the array of nodal values of a scalar variable φ. Suppose thatΦ1 is known and we
want to project it onto M2 to obtain Φ2. If P 21 ∈ MatR(n2, n1) is the transfer operator from
M1 to M2 (for example the standard interpolation or the L2 projection), a simple choice would
be Φ2 = P 21Φ1. However, suppose that we require Φ2 to inherit a set of properties from Φ1,
written in the form
R2Φ2 = R1Φ1, Ri ∈ MatR(nr, ni), (4.17)
where nr is the number of restrictions to be imposed. The idea we propose is to take Φ2 as
close as possible to P 21Φ1 but satisfying (4.17). A possibility is to solve the optimization
problem
minimize 1
2
|Φ2 − P 21Φ1|2,
under the constraint R2Φ2 = R1Φ1.
This problem can be solved by optimizing the Lagrangian L(Φ2,λ), where λ ∈ Rnr , given by
L(Φ2,λ) =
1
2
|Φ2 −P 21Φ1|2 − λt(R2Φ2 −R1Φ1).
This leads to the system
Φ2 −Rt2λ = P 21Φ1,
R2Φ2 = R1Φ1,
which after solving for Φ2 yields
Φ2 = P 21Φ1 +R
t
2(R2R
t
2)
−1(R1 −R2P 21)Φ1.
In the applications, the number of restrictions nr is small, so that inverting R2Rt2 ∈
MatR(nr, nr) is computationally affordable. In the case of the FM-ALE method, a typical
restriction would be for example to impose global conservation of momentum and of mass
when projecting velocities from mesh Mn+1virt to Mn+1 for each n. In this case, nr = d+ 1.
4.5 A numerical example
In this section we will solve the flow over a moving cylinder with the proposed FM-ALE
strategy. The objective is to apply this methodology to this simple validating example.
The corresponding flow equations are those described in Section 4.2, although in this case a
multi-step time discretization will be used. In particular, we will use the second order backward
differentiation scheme (BDF2), in which the time derivative at time n+ 1 is approximated as:
∂u
∂t
∣∣∣∣
n+1
≈ 1
δt
(
3
2
un+1 − 2un + 1
2
un−1
)
.
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Figure 4.4: Solution at t = 3. From top to bottom: x-velocity, y-velocity, pressure.
The strategy described in Chapter 2 will be used to prescribe Dirichlet type boundary condi-
tions on the surface of the moving solid, in this case the cylinder.
The hold-all domain is the rectangle B = [0, 2.2]× [0, 0.44]. A background mesh of 9000
linear triangles has been used. The considered solid is a cylinder of diameter D = 0.2, its
trajectory being defined by the position of its center:
xc(t) = 1.1 + 0.8 sin
(
2pi
3
(t− 0.75)
)
,
yc(t) = 0.22.
The velocity is prescribed to (0, 0) on the walls of the rectangular domain, except for the
wall corresponding to x = 2.2, where it is left free, whereas it matches the cylinder velocity
on the cylinder surface. Note that the flow is due only to the cylinder movement. Viscosity
is set to 0.001, so that the maximum Reynolds number is Re ≈ 300 based on the cylinder
diameter and the (maximum) velocity when the cylinder is located at the central section of the
rectangle. The time step size has been set to δt = 0.05, and 60 time steps (a full period) have
been performed, after which the flow is considered to be fully developed.
Fig. 4.4 shows the results obtained at time t = 3. We would like to remark the smoothness
of the velocity field close to the cylinder surface.
It is also interesting to see which are the differences between the treatment of the newly
created nodes in the proposed FM-ALE approach and other usual procedures. To this end we
compare nodal values for newly created nodes at time tn (in the time step which goes from tn
to tn+1) for the FM-ALE approach (information is convected and projected) and for the more
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Figure 4.5: Solution at t = 2.25, extrapolation procedure. From the top to the bottom: x-
velocity before extrapolating, y-velocity before extrapolating, x-velocity after extrapolating,
y-velocity after extrapolating.
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Figure 4.6: Solution at t = 2.25, FM-ALE procedure. From the top to the bottom: x-
velocity before convection-projection, y-velocity before convection-projection, x-velocity af-
ter convection-projection, y-velocity after convection-projection.
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usual procedure of extrapolating values from neighboring nodes mentioned earlier.
Fig. 4.5 and Fig. 4.6 show velocity values (before and after the convection-projection or
the extrapolation procedures) at tn = 2.25. It can be seen that for large incremental dis-
placements, as those of the time step we are considering, extrapolated values differ signifi-
cantly from convected-projected values, and are much less smooth. Also, the values before the
convection-projection or extrapolation procedure are smoother for the FM-ALE approach. We
would like to stress that, contrary to the convection-projection of the FM-ALE method, the
extrapolation procedure lacks physical grounds.
4.6 Conclusions
In this chapter we have introduced in detail the concept of the FM-ALE approach. Succinctly,
it consists in using the standard ALE method but “remeshing” at each time step so as to use
always the same given mesh, which discretizes the whole region where the flow takes place.
The first benefit is conceptual. Ad-hoc approximations to account for the advection of
information that can be found in several fixed-grid methods are avoided. This is in particular
reflected by the treatment of the so called newly created nodes. When a node “dry” in one time
step becomes part of the flow region in the next time step, the value of the flow variables to be
assigned there to approximate (local) time derivatives is perfectly determined.
It has been our intention to clearly distinguish the main concept of the formulation from
other related issues, and in particular from the approximate imposition of boundary conditions.
Nevertheless, the way to carry out this imposition is essential for the success of the method. We
have described our particular approach. Some remarks concerning the transfer of information
between meshes have also been made, and the possibility to model the moving surface by level
set functions has been explained.
A numerical example has been presented which shows the performance of the method in a
simple validating example. Results have been compared to those of other fixed grid methods,
showing the need of correctly computing the advection of information between time steps.
Another natural application of the FM-ALE approach is the numerical approximation of
fluid-structure interaction problems, which we will deal with in the following chapter.
Chapter 5
The Fixed-Mesh ALE approach applied to
Solid Mechanics and FSI problems
In this chapter we propose a method to solve Solid Mechanics and Fluid-Structure Interaction
problems using always a fixed background mesh for the spatial discretization. The main fea-
ture of the method is that it properly accounts for the advection of information as the domain
boundary evolves. To achieve this, we use an arbitrary Lagrangian-Eulerian framework, the
distinctive characteristic being that at each time step results are projected onto a fixed, back-
ground mesh. For solid mechanics problems subject to large strains the Fixed Mesh - ALE
method avoids the element stretching found in fully Lagrangian approaches. For FSI problems
FM-ALE allows for the use of a single background mesh to solve both the fluid and the struc-
ture. We also apply the FM-ALE method to the problem of floating solids, in which it is used
together with the level set function method.
5.1 Introduction
The Fixed Mesh ALE method (FM-ALE from now on) is a fixed grid method its main feature
being that the domain movement is taken into account when computing the temporal deriva-
tives. The basic idea consists in using an ALE (Arbitrary Lagrangian-Eulerian) strategy and
remeshing at each time step in such a way that the original fixed mesh is recovered. This has
two main advantages when compared to other fixed grid methods:
1. Since an ALE formulation is used, temporal derivatives can be correctly computed, in-
cluding the convective terms arising due to the domain movement.
2. The values of the variables in previous time steps are clearly defined in the so-called
newly created nodes, an issue of particular controversy in most fixed grid methods.
ALE formulations were initially developed for fluid dynamics problems, in which they
were necessary to cope with Fluid Structure Interaction (FSI) and free surface problems (see
References [45, 74, 79]). In classical ALE methods remeshing is often necessary after a certain
number of time steps in order to avoid element stretching. The FM-ALE method avoids this
need by projecting the results from the ALE deformed mesh onto a fixed background mesh
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at each time step, prior to solving the flow equations. At the end all the calculations can be
performed on the fixed mesh, and in fact the ALE deformed mesh does not need to be explicitly
built.
The FM-ALE method for flow problems in moving domains is extensively described in
Chapter 4: the main algorithmic steps of the method are set a numerical example in the field
of flow problems are presented. Here we take the same ideas and we apply them to problems
in solid mechanics and Fluid-Structure Interaction.
The most usual approach to solve solid mechanics problems is the use of Lagrangian for-
mulations. This means that equations are written for material points following the movement
of particles. This is a natural choice since in solid mechanics we are interested in tracking the
behavior of structures in time (contrary to many problems of fluid mechanics where one is
interested on the effect of the flow in a certain region, leading to Eulerian formulations). How-
ever, there are certain problems in which fully Lagrangian formulations cannot be used or lead
to numerical difficulties: when a solid body is subject to large strains the shape of the elements
which form the mesh can change a lot, resulting in stretched elements. Stretched elements
cause that the system of equations to be solved is ill-conditioned, an inconvenient of particular
importance if iterative methods are to be used. In this case ALE formulations are used and the
mesh is no longer deformed following the particles but is given an arbitrary movement which
avoids the stretching of elements.
ALE methods for solid mechanics problems have been extensively developed (see [99, 18,
59]). The main concern in these works is to correctly compute the stress and plastic history
variables update, since values of history variables at the previous time step are not available
at the quadrature points unless a fully Lagrangian approach is used. In the framework of ALE
strategies for solid mechanics problems, the FM-ALE method can be understood as an ALE
method in which the mesh velocity is set to zero in all the domain except in the region close
to the body surface. In [111] an Eulerian formulation for large deformation solid dynamics is
presented. However, it is not clear how the issue of newly created nodes near the boundary is
treated.
Once the FM-ALE strategy has been applied to both flow and solid mechanics problems it
is very natural to consider its use in the area of Fluid-Structure Interaction (FSI). Several fixed
grid strategies to solve FSI problems have been developed in the past years. As a first example,
the immersed boundary method ([113, 87, 91, 92, 137]) consists in adding punctual penalty
forces in the domain boundary so that boundary conditions are fulfilled. Another possible
approach is the use of Lagrange multipliers to enforce boundary conditions (see [70, 14, 82]).
Both approaches are fictitious domain methods ([62, 63]) in the sense that the fluid-structure
interface divides the fluid domain in a physical flow field and a fictitious field, which may be
discretized and solved, but has no physical meaning to the FSI problem. Usually the unknown
fields in this fictitious domain are used to assign values to the newly created nodes in the
computation of time derivatives. In the extended finite element method, special functions are
used to enrich the finite element space near the interface. In [89] a fixed mesh is used to solve
the fluid while the solid is treated by a Lagrangian description. The description of the fluid-
solid interface is done by means of a level set function. In all these works, a fully Lagrangian
approach is used to deal with the solid.
An interesting feature of using the FM-ALE method to solve FSI problems is that since
the regions occupied by the fluid and the solid do not superimpose, a single mesh can be used,
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giving some of the elements to the solid mechanics problem and the others to the flow problem.
Special care has to be given to the coupling conditions between fluid and structure: the usual
partitioned methods can be used with the FM-ALE method, although due to the fact that the
same mesh is used to solve both problems a monolithic approach seems more suitable.
We finally use the FM-ALE method to solve the problem of solid bodies falling into water.
This involves the additional need of tracking the free surface of the fluid by means of a level set
function. Several works have been already developed in the field of the simulation of floating
solids. In [138] floating bodies are simulated by means of the QALE-FEM method, but the
solid displacements in the numerical examples are small and there is no need to remesh. In
[136] the finite element method is used to simulate the interaction between waves and a floating
body, but again it focuses in the case in which the solid body displacements are small. A fixed
grid strategy for the simulation of solids falling into water has been used in [98], where the
impact of a cylindrical object on a water surface is studied, the main difference with respect to
the present approach being the way newly created nodes are treated. Floating bodies can also
be treated with the Chimera strategy described in [72], provided the free surface is considered
as the interface between the fluid analyzed and a fictitious one, for example air. The flow
problem would become in this case a two-phase flow rather than a free surface problem, and
a possible way to deal with it is explained in [40]. ALE approaches are also possible for the
simulation of free surface - fluid structure interaction problems, as done for example in [94],
but they require rebuilding the finite element mesh when this mesh gets too distorted. In [43]
the phase-field method is used to analyze the wetting phenomena of the impact of a sphere
with a free surface, The novelty of the present work with respect to the previous ones is the use
of a fixed mesh strategy which correctly takes into account the movement of the fluid domain
at the time of computing the ALE convective terms and time derivatives.
The chapter is organized as follows. A review of ALE methods applied to solid mechanics
problems is presented in Section 5.2. Firstly the general ALE formulation is presented and par-
ticularized to the solid mechanics conservation laws. Afterwards the two possible approaches
to face the equations are discussed: the monolithic approach deals with the arising equations
in a classical manner, while in fractional - step methods the equations are solved in two steps:
the material and the convective phases. This allows for the use of specific numerical methods
to solve each of the phases. In Section 5.3 the FM-ALE method is described. Since a detailed
explanation of the method can be found in the previous chapter, only the general algorithm
and the particular features of its application to solid mechanics problems are presented. Stress
is put in critical issues such as the imposition of boundary conditions or the tracking of the
solid body surface. Section 5.4 deals with the FM-ALE method applied to FSI problems. The
equations for the coupled problem are presented. A description of some of the most common
coupling strategies and their particularization to FM-ALE follows. Section 5.5 particularizes
the application of the FM-ALE method to the problem of solid bodies falling into water. In this
section we describe how the tracking of the free surface is done, and which are the additional
computational challenges in the interaction of the free surface with the solid body.
Finally in Section 5.6 some numerical examples and validation tests are carried out, show-
ing the behavior of the proposed methodology. Some conclusions close the chapter in Sec-
tion 5.7.
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5.2 ALE methods applied to solid mechanics
5.2.1 Problem statement
Let us consider a region Ω0 ⊂ Rd (d = 2, 3) where a solid body moves through during a time
interval [0, T ]. The solid at time t occupies only a subdomainΩ(t) ⊂ Ω0. The boundary of Ω(t)
is defined by part of ∂Ω0 and a moving boundary that we call Γfree = ∂Ω(t) \ ∂Ω0 ∩ ∂Ω(t).
In order to cope with the time-dependency of Ω(t), we use the ALE approach, with the
particular feature of considering a variable definition of the domain velocity. Letχt be a family
of invertible mappings, which for all t ∈ [0, T ] map a point X ∈ Ω(0) to a point x =
χt(X) ∈ Ω(t), with χ0 = I , the identity. If χt is given by the motion of the particles, the
resulting formulation would be Lagrangian, whereas if χt = I for all t, Ω(t) = Ω(0) and the
formulation would be Eulerian.
Let now t′ ∈ [0, T ], with t′ ≤ t, and consider the mapping
χt,t′ : Ω(t
′) −→ Ω(t)
x′ 7→ x = χt ◦ χ−1t′ (x′).
Given a function f : Ω(t)× (0, T ) −→ R we define
∂f
∂t
∣∣∣∣
x′
(x, t) :=
∂(f ◦ χt,t′)
∂t
(x′, t), x ∈ Ω(t), x′ ∈ Ω(t′).
In particular, the domain velocity taking as a reference the coordinates of Ω(t′) is given by
udom :=
∂x
∂t
∣∣∣∣
x′
(x, t). (5.1)
Three conservation laws are fundamental in solid mechanics, namely mass, momentum
and energy balance. Let us make the assumption that mechanical effects are uncoupled from
thermal effects. In this case, equations for mass and momentum balance can be solved inde-
pendently from the energy balance equation. The solid mechanics problem formulated in Ω(t),
accounting also for the motion of this domain, can be written as follows:
∂ρ
∂t
∣∣∣∣
x′
+ (u− udom) · ∇ρ = −ρ∇ · u, (5.2)
ρ
∂u
∂t
∣∣∣∣
x′
+ ρ(u− udom) · ∇u = ∇ · σ + ρb, (5.3)
where ρ is the solid density, u is the particle velocity, σ is the Cauchy stress tensor and b is
the vector of body forces.
It is usual in the field of solid mechanics to use the following equation which relates the
density ρ in a given configuration with the density ρ0 at the undeformed configuration:
ρJ = ρ0, (5.4)
at each material point, where
F =
∂x
∂X
, J = det(F ).
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As long as the material surfaces which compose the boundary of the solid are tracked with
enough accuracy , this allows to avoid solving (5.2), and solving only for (5.3). An additional
constitutive equation that relates σ and u will be needed so that the problem is well posed.
If path dependent constitutive equations are to be used, material derivatives of the plastic
internal variables have to account for the advection effects, leading to an equation for them of
the form:
∂α
∂t
∣∣∣∣
X
=
∂α
∂t
∣∣∣∣
x′
+ (u− udom) · ∇α = F(λ), (5.5)
where α is the set of plastic internal variables and λ is the set of variables of interest of the
problem, which would typically include the plastic internal variables plus the displacements,
velocity and acceleration fields. The right-hand-side of (5.5) denotes a problem-dependent
operator F applied to λ.
Initial and boundary conditions have to be appended to problem (5.3). Usual boundary
conditions are used for both Γfree and ∂Ω0:
u = u¯ on ΓD,
n · σ = t¯ on ΓN , (5.6)
where n is the external normal to the boundary and t¯ are the given boundary data. ΓD and ΓN
are respectively the Dirichlet and the Neumann parts of the boundary ∂Ω(t).
To shorten the notation, we will introduce the convection velocity
c = u− udom
in what follows.
5.2.2 The time-discrete problem
Let us introduce some notation. Consider a uniform partition of [0, T ] into N time intervals of
length δt. Let us denote by fn the approximation of a time dependent function f at time level
tn = nδt. We will also denote
δfn+1 = fn+1 − fn,
δtf
n+1 =
fn+1 − fn
δt
,
fn+θ = θfn+1 + (1− θ)fn, θ ∈ [1/2, 1].
θ type schemes Suppose we are given a computational domain at time tn, with spatial coor-
dinates labeled xn, and an equation of the form:
∂v
∂t
+ c · ∇v = G(v),
where v is the unknown function and G is an operator applied to it. If vn is known, vn+1 can
now be found as the solution of the problem:
δtv
n+1
∣∣
xn
+ cn+θ · ∇vn+θ = G(vn+θ), (5.7)
84 Chapter 5. The Fixed-Mesh ALE approach applied to Solid Mechanics and FSI problems
where now δtvn+1|xn = (vn+1(x) − vn(xn))/δt, being x = χtn+θ,tn(xn) the spatial coordi-
nates in Ω(tn+θ). The domain velocity given by (5.1), with x′ = xn, is approximated as
un+θdom =
1
θδt
(
χtn+θ ,tn(x
n)− xn) . (5.8)
which allows us to compute cn+θ = un+θ − un+θdom in (5.7).
Fractional step methods for solid mechanics There are basically two ways of dealing with
the ALE system of equations (5.2) to (5.6) (see [117] and the references therein):
a) solving the fully coupled system of equations, accounting for the various terms simulta-
neously,
b) using a fractional-step method to treat material and convective effects separately.
Although solving the coupled system of equations is more accurate, the fractional step
method offers some very useful advantages. On one hand, each of the equations to be solved
is simpler than the ones arising from the coupled problem. On the other, difficulties on the
computation of the stress field gradient, which are due to the fact that stresses are usually
discontinuous across element edges, are more easily circumvented.
Remark 1 The FM-ALE method presented in this work has no dependence on the way the
system of equations (5.2) to (5.6) is dealt with. However, for ease of implementation, fractional
step schemes have been chosen in the numerical examples presented in Section 5.6. △
Let us consider the θ type scheme in (5.7). For simplicity we will consider θ = 1. This
equation can be solved in a monolithic way, but it can also be divided in two phases:
Material phase (first order splitting)
In the first phase we solve:
vn+1(xmat)− vn(xn)
δt
= G(vn+1(xmat)), (5.9)
where xmat =X tn+1,tn(xn) is the mapping given by the motion of the particles. Note that this
first phase corresponds to udom = u (c = 0), that is to say, to a fully Lagrangian approach.
Convective phase (first order splitting) In the second phase we solve:
vn+1(x)− vn+1(xmat)
δt
+ cn+1(x) · ∇vn+1(x) = 0, (5.10)
where x = χtn+1,tn(xn) are the spatial coordinates in Ω(tn+1).
If we add (5.9) and (5.10) we obtain:
vn+1(x)− vn(xn)
δt
+ cn+1(x) · ∇vn+1(x) = G(vn+1(xmat)), (5.11)
which corresponds exactly to (5.7) except for the fact that instead of evaluating G(vn+1)
at x we evaluate it at xmat. This introduces an error of O(δt): observe from (5.10) that
‖vn+1(x)− vn+1(xmat)‖ = O(δt), where ‖ · ‖ may be taken for example as the L2-norm.
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If one wants a second order in time scheme, this could be achieved by modifying scheme
(5.9) - (5.10) in the following manner:
Material phase (second order splitting)
vn+1(xmat)− vn(xn)
δt
+ cn · ∇vn(x) = G(vn+1(xmat)). (5.12)
Convective phase (second order splitting)
vn+1(x)− vn+1(xmat)
δt
+ cn+1 · ∇vn+1(x)− cn · ∇vn(x) = 0.
Note that cn+1 · ∇vn+1(x) − cn · ∇vn(x) is expected to be, formally, of first order in δt,
and therefore ‖vn+1(x)− vn+1(xmat)‖ = O(δt2). Thus, when vn+1(xmat) is used in (5.12)
instead of vn+1(x), the resulting splitting error is expected to be O(δt2). If an overall second
order scheme is to be used, θ = 1/2 must be chosen.
These fractional step schemes can be introduced to the system of equations (5.2) to (5.6)
and also for the plastic internal variables α whose evolution equation is given by (5.5).
Newmark’s method If in the constitutive equation which relates the stress tensor σ with the
set of variables of interest of the problem there is a dependence on the displacement field d,
that is to say σ = σ(d,α), (5.3) becomes a second order in time equation. In [107], Newmark
presented a method to discretely approximate the velocity and acceleration (a) at time tn+1 as a
function of displacements (d), velocity and acceleration at time tn in a Lagrangian framework.
These three fields can be related in the continuous case by means of the equations
∂u
∂t
∣∣∣∣
X
= a,
∂d
∂t
∣∣∣∣
X
= u.
Newmark method reads:
an+1 =
1
βδt2
[dn+1 − dn − unδt]−
(
1
2β
− 1
)
an,
un+1 =
γ
βδt
[dn+1 − dn] +
(
1− 1
2β
)
δtan, (5.13)
where β and γ are parameters to be chosen. Most usual values are β = 1/4 and γ = 1/2,
which provide a second order stable and non dissipative scheme. In the case of displacement-
dependent stress tensors, this method is to be used instead of θ type schemes. For the sake of
conciseness, we will restrict what follows to θ schemes, both in the monolithic and fractional
step versions. The dependence of σ on the rest of variables of the problem (including internal
variables α) will be simply indicated by σ = σ(λ).
5.2.3 The fully discrete problem
The next step is to consider the spatial discretization of the time discrete problem for both
the coupled and fractional-step methods. Here we present the discretization obtained if finite
elements are used.
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Let {Ωe}n+1 be a finite element partition of the domain Ω(tn+1), with index e ranging from
1 to the number of elements nel. We denote with a subscript h the finite element approxima-
tion to the unknown functions. The test functions for the velocity uh will be denoted by vh,
whereas γh will be the test functions for the discrete internal variables αh, the finite element
approximation to the solution of (5.5). All the unknowns and test functions are referred to the
current configuration of the solid.
The standard Galerkin method applied to the monolithic time discretized problem reads:
find un+1h and αn+1h such that
mn+θs
(
δtu
n+1
h
∣∣
xn
, vh
)
+ an+θs (λh, vh) + c
n+θ
s (ch;uh, vh) = l
n+θ
s (vh), (5.14)
(δtα
n+1
h
∣∣
xn
,γh) + (c
n+θ
h · ∇αn+θh ,γh) = (Fn+θ(λh),γh), (5.15)
for all appropriate test functions vh and γh. The different forms appearing in (5.14) are given
by
ms(δtuh, vh) =
∫
Ω
vh · ρ δtuh,
as(λh, vh) =
∫
Ω
∇vh : σ(λh),
cs(ch;uh, vh) =
∫
Ω
vh · (ρ ch · ∇uh),
ls(vh) =
∫
ΓN
vh · t¯+
∫
Ω
vh · ρb,
where ch is the discrete convection velocity, defined as:
ch = uh − udom.
The superscript n+ θ in the different terms of (5.14) indicates the time level where unknowns
and time dependent functions need to be evaluated, as well as the spatial domain where in-
tegrals need to be performed. In (5.15) the symbol (·, ·) denotes the L2-inner product in this
spatial domain.
The test functions vh in (5.14) must vanish at the Dirichlet part of the boundary ΓD. Since
F in (5.15) is usually an algebraic operator, functions γh need to vanish only at points xn, at
which the temporal derivatives in (5.14)-(5.15) are referred.
Remark 2 When diffusion is small in a convection-diffusion process or, as in the case of
(5.15), the process is purely convective (which happens when F is an algebraic operator), the
Galerkin method fails and stabilized methods need to be used. The method we use is SUPG
(see [29] for an overview of stabilization methods), which applied for example to (5.15) leads
to the modification of this equation to
(δtα
n+1
h
∣∣
xn
,γh + τc
n+θ
h · ∇γh) + (cn+θh · ∇αn+θh ,γh + τcn+θh · ∇γh)
= (Fn+θ(λh),γh + τcn+θh · ∇γh), (5.16)
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where the so called stabilization parameter τ is computed elementwise as
τe =
(
c
|c|e
he
)−1
, e = 1, ..., nel,
where he is the element size for linear elements and half of it for quadratics and |c|e is a charac-
teristic value of |c| on element e. In the numerical experiments we have taken the algorithmic
constant c = 2. Stabilization might also be necessary if the coupled method is used. However,
it is not needed in most solid mechanics simulations since the convective term is usually not
dominant in equation (5.14). This method corresponds to the algebraic version of the subgrid
scale approach (see [76]) and circumvents the stability problems of the Galerkin method. In
particular, in the case of incompressible materials it is possible to use equal velocity pressure
interpolations, that is, we are not tight to the satisfaction of the inf-sup stability condition. △
For the fractional-step approach, equations (5.14)-(5.15) may be split into material and
convective phases. Using θ = 1 and a first order splitting, the former would consist in finding
u
L,n+1
h and α
L,n+1
h such that
1
δt
mL,n+1s
(
u
L,n+1
h − unh, vh
)
+ aL,n+1s (λh, vh) = l
L,n+1
s (vh) ∀vh, (5.17)
1
δt
(αL,n+1h −αnh,γh) = (FL,n+1(λh),γh) ∀γh, (5.18)
where superscript L is used to denote that all variables, including domain integrals, are eval-
uated considering zero convection velocity. The convection step consists in finding un+1h and
αn+1h such that
1
δt
mn+1s
(
un+1h − uL,n+1h , vh
)
+ cn+1s (ch;uh, vh) = 0 ∀vh, (5.19)
1
δt
(αn+1h −αL,n+1h ,γh) + (cL,n+1h · ∇αn+1h ,γh) = 0 ∀γh. (5.20)
In order to take the convective term linear, the convection velocity in this step may be taken as
c
L,n+1
h = u
L,n+1
h − un+1dom.
Remark 3 Note that when F is an algebraic operator, (5.18) is in fact an approximation to
an ordinary differential equation, which corresponds to the time integration, usually at each
numerical integration point, of the evolution equation for the internal variables. Obviously,
options better than the simplest backward Euler scheme of (5.18) could be used. On the other
hand, (5.20) simply represents the transport of the internal variables from the material config-
uration to the final configuration at tn+1. There are models in which also the stresses σh need
to be transported. Since these stresses are discontinuous across the element edges for C0 shape
functions, solving equation (5.16) for σ is not straightforward. There are a certain number of
strategies to deal with this problem which can be found for example in [75, 117, 4]. In the
numerical examples of Section 5.6 there is no need to update the stresses, since only elastic
materials have been considered. △
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5.3 The FM-ALE method applied to solid mechanics
In this section we describe how the Fixed-Mesh ALE method can be applied to problems in
solid mechanics. An overview of the FM-ALE approach is presented but major attention is
given to the particular characteristics of its application to solids. For a more detailed explana-
tion of the FM-ALE method in the general framework of moving domains, see Chapter 4. In
this section and the ones that follow it, the numerical schemes will be particularized for θ = 1.
5.3.1 The general algorithm
Suppose Ω0 is meshed with a finite element mesh M0 and that at time level tn the domain
Ω(tn) is meshed with a finite element mesh Mn. Let unh be the velocity already computed on
Ω(tn). The purpose is to obtain the region the solid occupies at time tn+1, Ω(tn+1), and to
compute the various unknown fields. If the classical ALE method is used, Mn would deform
to another mesh defined at tn+1. In the FM-ALE approach we do not use this mesh to compute
the unknowns of the problem, but instead we re-mesh in such a way that the new mesh is,
essentially,M0 once again. The main steps of the algorithm have been presented in Chapter 4.
Here we present an alternative algorithm which would lead to a very similar result. A global
idea of the meshes involved in the process is represented in Fig. 4.1.
1. Define Γn+1free by updating the function that defines it.
2. Deform the mesh Mn to Mn+1ALE using the classical ALE concepts and compute the mesh
velocity un+1dom.
3. Write down the ALE solid mechanics equations on Mn+1ALE.
4. Solve the equations on Mn+1ALE to compute the unknowns in the deformed mesh.
5. Split the elements of M0 cut by Γn+1free to define a mesh on Ω(tn+1), Mn+1.
6. Project the results from Mn+1ALE to Mn+1.
The conceptual idea of the algorithm in Chapter 4 and the one presented here is basically
the same, the only difference being that in the first algorithm the equations are solved onMn+1
while in the second algorithm they are solved onMn+1ALE. However, the second approach is more
convenient if non-linear systems of equations are to be solved. This is due to the fact that the
projection from Mn+1ALE to Mn+1 is done only at the end of the time step, while in the first
algorithm this projection has to be carried out at each iteration.
5.3.2 Details on some of the steps
Tracking of Γfree
In the examples presented in Section 5.6 the body surface has been tracked by means of a
Lagrangian boundary mesh. The intersection between the finite element mesh and the La-
grangian mesh is found at each time step. After the ALE solid equations have been solved,
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the Lagrangian contour mesh is deformed. The transmission of information between the two
meshes is done by means of an L2 projection. There are two possible ways of updating the
position of the Lagrangian mesh nodes. The first approach consists in computing:∫
Γ
vh · δdn:n+1L =
∫
Γ
vh · δdn:n+1FE ,
dn+1L = d
n
L + δd
n:n+1
L , (5.21)
while in the second approach we compute:∫
Γ
vh · dn+1L =
∫
Γ
vh · dn+1FE , (5.22)
where dFE are the displacements computed on the finite element mesh and dL are the dis-
placements of the Lagrangian surface mesh, δdn:n+1 are the incremental displacements from
time step n to time step n+ 1 and vh are now the test functions corresponding to the nodes of
the Lagrangian surface mesh.
Although (5.21) could seem a natural choice, since a usual approach in solid mechanics
is to solve for the incremental nodal displacements, (5.22) works better than (5.21). This is
a consequence of the fact that (5.22) preserves the information of the undeformed geometry,
while the incremental approach of (5.21) leads to the loss of this information.
Another possible approach which has not been exploited in this work would be to track the
body surface by means of a level set function. For more details on the use of level set functions
in the FM-ALE method, see [41]. A method to track initial position of the particles has been
developed in [47], which could also be applied to the present formulation.
Approximate imposition of boundary conditions
As done in Chapter 4, the strategy described in Chapter 2 is used in order to impose Dirichlet
boundary conditions without changing neither the connectivity nor the sparsity of the final sys-
tem of equations matrix. There are a number of other methods for imposing Dirichlet boundary
conditions on fixed meshes which could have been used, see for example the strategies pro-
posed in the Immersed Boundary Method [113], the Fictitious Domain Method [62, 63], and
the hybrid Cartesian/immersed boundary methods [60, 139, 104]. The only difficulties in the
imposition of boundary conditions near boundaries with irregular geometry are associated to
the fact that we consider the interface between the ”inside the domain” region and the ”outside
the domain” region of each cut element to be a single line segment. This introduces limitations
in the tracking of the solid body geometry, specially when sharp corners are present or, in the
floating solids problems to be described later, in those elements which are cut by the solid
body boundary and the level set function at the same time. This is a common limitation of
fixed mesh methods which can be addressed by coding more complex subelement integration
subroutines, although this has not been done in the current work.
Splitting of elements
Mesh Mn+1 is obtained by splitting the elements of M0 cut by Γn+1free . Meshes Mn+1 and M0
only differ in the subelements created after the splitting just mentioned. Mesh Mn+1 could be
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thought as a local refinement of mesh M0 to make it conform the boundary Γn+1free . As in other
fixed grid methods, this computational complication can be avoided by prescribing boundary
conditions on Γn+1free in an approximate way, although the local refinement from M0 to Mn+1
is needed also to perform the numerical integration of the different terms appearing in (5.14)-
(5.20).
However, depending on how Γn+1free intersects M0, the resulting subelements size could be
very small compared to the size of elements adjacent to Γn+1free . This results in an ill-conditioning
of the system of equations to be solved. In order to avoid this issue we work with a slightly
deformed mesh Mn+1ALE,def at each time step constructed as follows: exterior nodes very close to
Γn+1free (closer than 0.1h for example) are displaced in a direction orthogonal to Γn+1free until they
match exactly the body surface. The splitting of this mesh will avoid ill-conditioned elements.
Remark 6 Note that since only nodes very close to Γn+1free are displaced, the stretch of the
elements is negligible, as it can be seen in Fig. 5.1. △
Figure 5.1: Deformation of M0 for splitting purposes. Left: undeformed mesh. Right: de-
formed mesh. Element stretch is barely appreciable.
5.4 The FM-ALE method applied to Fluid-Structure Inter-
action problems
In Chapter 4 the FM-ALE method for solving flow problems in moving domains was pre-
sented. In this chapter we have seen how the FM-ALE approach can be used to solve problems
in solid mechanics. In this section we will show how to solve Fluid-Structure Interaction prob-
lems using the FM-ALE approach for both the fluid and the structure. In this case the same
background fixed mesh can be used to solve both the first and the second case, leading to some
advantageous features in the coupling between them.
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5.4.1 The FM-ALE method for flow problems in moving domains
In this section an incompressible Newtonian fluid will be considered. As in the solid case, the
domain movement has to be taken into account. The incompressible Navier - Stokes equations
are:
Find a velocity u : Ω(t)× (0, T ) −→ Rd and a pressure p : Ω(t)× (0, T ) −→ R such that
ρ
[
∂u
∂t
∣∣∣∣
x′
+ (u− udom) · ∇u
]
−∇ · (2µ∇Su) +∇p = ρf , (5.23)
∇ · u = 0, (5.24)
where ∇Su is the symmetrical part of the velocity gradient, ρ is the fluid density, µ is the vis-
cosity and f is the vector of body forces. Initial and boundary conditions have to be appended
to problem (5.23)-(5.24).
If finite elements are used, the fully discrete stabilized counterpart of this equations is:
Find un+1h and pn+1h such that
mn+θ1
(
δtu
n+1
h
∣∣
xn
, vh
)
+ an+θ(uh, vh)
+cn+θ(uh − udom;uh, vh) + bn+θ1 (ph, vh) = ln+θ1 (vh), (5.25)
mn+θ2
(
qh, δtu
n+1
h
∣∣
xn
)
+ bn+θ2 (qh,uh) + s
n+θ(qh, ph) = l
n+θ
2 (qh), (5.26)
for all test functions vh and qh, the former vanishing on the Dirichlet part of the boundary ΓD.
The different forms appearing in these have been defined in Chapter 4.
5.4.2 Solving the coupled problem
When dealing with the coupled problem, the domain is divided into a solid part Ωs(t) and a
fluid part Ωf (t), where Ω¯0 = Ω¯s(t) ∪ Ω¯f (t) and Ωs(t) ∩ Ωf (t) = ∅. The boundary of the
coupled problem can now be divided into the Dirichlet boundary for the fluid ΓfD and the
solid ΓsD, the Neumann boundary for the fluid Γ
f
N and the solid ΓsN , and the common interface
boundary between the fluid and the solid Γfree. The boundary of the coupled problem is now
Γ = ΓD ∪ ΓN ∪ Γfree, where ΓD = ΓfD ∪ ΓsD and ΓN = ΓfN ∪ ΓsN .
The problem now consists in solving (5.14) or (5.17)-(5.20) in Ωs(t) and (5.25)-(5.26)
in Ωf(t). The key point is obviously the boundary conditions to be applied. On ΓD and ΓN
boundary conditions are the usual applied to solid and fluid mechanics problems:
us = u¯s on ΓsD,
uf = u¯f on ΓfD,
n · σs = t¯s on ΓsN ,
n · σf = t¯f on ΓfN ,
where superscript s has been introduced for the unknowns in the solid and superscript f for
the unknowns in the fluid. In Γfree conditions must be applied such that velocity and traction
continuity at all time steps is fulfilled:
us = uf on Γfree,
n · σs = n · σf on Γfree.
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Figure 5.2: Domain and domain boundary subdivision in FSI problems. Blue: Γs. Green: Γf .
Red: Γfree. Dashed line: ΓN . Continuous line: ΓD
Satisfying the kinematic continuity leads to mass conservation, whereas satisfying the dy-
namic continuity yields conservation of linear momentum.
Note that since Ω¯0 = Ω¯s(t) ∪ Ω¯f (t) and M0 is a mesh covering Ω0, it is possible at each
time step to divide M0 into M ts and M tf such that:
M0 =M ts ∪M tf ,
where M ts and M tf are meshes covering Ωs(t) and Ωf (t) respectively, and not necessarily
disjoint. This allows us to use a single meshM0 to solve both the fluid and the solid mechanics
problems for t ∈ [0, T ]. However, if boundary conditions are prescribed in an approximate
way, for example following the strategy proposed in Chapter 2, there will be some nodes of
M0 which will belong to both M ts and M tf . At these nodes degrees of freedom need to be
duplicated so that unknowns for both the fluid and the solid can be obtained.
There are basically two ways of dealing with the coupled Fluid-Structure Interaction prob-
lem: the partitioned and the monolithic approaches. In partitioned methods the solid and fluid
problems are solved independently and coupling between both is achieved iteratively by means
of the so called coupling algorithms. The major advantage of this approach is that specific
codes can be used for each of the two problems to be solved. Its drawback is that convergence
is difficult to achieve under certain circumstances. In the monolithic approach both problems
are solved simultaneously and coupling between them is imposed in an implicit manner, which
avoids the need of coupling iterations. The dimension of the system to be solved is larger in
the monolithic case. However, if iterations within each time step yield convergence of the par-
titioned solution to the monolithic one, the distinction between both is blurred. In fact, those
iterations can be understood as a certain preconditioner to solve iteratively the monolithic
problem.
Although both strategies can be used together with the FM-ALE method, the monolithic
approach is the one which suits it best. We have already seen how M0 can be divided into M ts
and M tf . Moreover, with the formulation we use to solve the incompressible Navier - Stokes
equations, it is possible to use the same interpolation functions for the unknowns correspond-
ing to the solid problem and for the ones corresponding to the flow problem. It is very easy
in this case to implicitly write the coupling conditions between fluid and structure. To this
purpose equations corresponding to fluid velocity unknowns in nodes belonging to Lf−1 (Ls0)
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are used to prescribe implicitly us = uf . On the other hand, traction continuity is imposed in
equations corresponding to solid velocity/displacement in L0 and L−1 simply by adding the
corresponding boundary terms to the momentum conservation equations.
The final system to be solved is: find un+1,sh , u
n+1,f
h and pn+1h such that
mn+θ1
(
δtu
f
h, v
f
h
)
+ an+θ(ufh, v
f
h) + c
n+θ(ufh − udom;ufh, vfh) + bn+θ1 (ph, vfh) = ln+θ1 (vfh),
mn+θ2
(
qh, δtu
f
h
)
+ bn+θ2 (qh,u
f
h) + s
n+θ(qh, ph) = l
n+θ
2 (qh),
mn+θs (δtu
s
h, v
s
h) + a
n+θ
s (λh, v
s
h) + c
n+θ
s (u
s
h − udom;ush, vsh) = ln+θs (vsh),
(5.27)
for all test functions vfh and vsh vanishing on the Dirichlet part of the boundary ΓD, and all
test functions qh. Obviously, integrals corresponding to forms defined on the fluid region are
extended over Ωf (t), whereas integrals corresponding to forms associated to the solid are
extended over Ωs(t).
Another point we want to stress is that if one wants to solve the Fluid-Structure Interac-
tion problem using a monolithic scheme, but the solid is to be solved using a fractional step
method, the strategy to follow is simply to solve the material phase of the solid coupled mono-
lithically with the fluid problem. Once this phase is solved variables of interest in Ωs(t) can be
transported in the convective phase (only for the solid mechanics problem).
In the Fluid-Structure Interaction example in Section 5.6 the monolithic approach has been
used. However, there is no major drawback in using the FM-ALE approach altogether with
partitioned schemes.
Let us close this section summarizing the final algorithm for the FM-ALE method applied
to FSI problems, which is:
1. Define Γn+1free by updating the function that defines it.
2. Deform the mesh Mn to Mn+1ALE using the classical ALE concepts and compute the mesh
velocity un+1dom.
3. Write down the ALE solid (M ts) and fluid (M tf ) mechanics equations on Mn+1ALE. If a
fractional step method is used for the solid equations this corresponds to the material
phase
4. Solve the equations on Mn+1ALE to compute the unknowns in the deformed mesh.
5. If a fractional step method is used for the solid, solve the convective phase
6. Split the elements of M0 cut by Γn+1free to define a mesh on Ω(tn+1), Mn+1.
7. Project the results from Mn+1ALE to Mn+1.
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5.5 The FM-ALE method applied to Fluid-Structure Inter-
action problems involving a free surface
In the previous sections we have seen how to deal with fluid-structure interaction problems
using the FM-ALE method. In this section we introduce the extra ingredient of the free surface
of the fluid, which requires some care when the solid body boundary is close to the function
representing the free surface. In this case we consider the solid body to be rigid, and thus very
few degrees of freedom are needed to describe the solid body movement.
5.5.1 Problem statement
Let us consider a region Ω0 ⊂ Rd (d = 2, 3) where a flow will take place during a time interval
[0, T ]. However, we consider the case in which the fluid at time t occupies only a subdomain
Ω(t) ⊂ Ω0 (note in particular that Ω(0) ⊂ Ω0). Suppose also that the boundary of Ω(t) is
defined by part of ∂Ω0 and a moving boundary that we call Γf(t) = ∂Ω(t) \∂Ω0 ∩∂Ω(t). This
moving part of ∂Ω(t) may correspond to the boundary of a moving solid immersed in the fluid
or can be determined by a level set function. The setting of the problem is described in Fig. 5.3,
where also the solid domain Ωs(t) and the fluid structure interface Γsf have been depicted.
Figure 5.3: Setting
Boundary conditions are of the form
u = u¯ on ΓD,
n · σ = t¯ on ΓN ,
where n is the external normal to the boundary, σ = −pI + 2µ∇Su is the Cauchy stress
tensor and u¯ and t¯ are the given boundary data.
When dealing with the fluid part of the domain, we also have to take into account the
movement of the free surface. This movement is dealt with by means of a level set function,
as explained for example in [41, 37].
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In the level set method we define a smooth function Ψ overΩ0 which allows us to determine
Ω(t). In our case we define Ω(t) as the region over which Ψ(x, t) is positive. The position of
the fluid front will be defined by the iso-value contour Ψ = 0. The evolution of this level set
function is computed by means of the transport equation: find Ψ : Ω0 × (0, T ) −→ R such
that:
∂Ψ
∂t
+ u · ∇Ψ =0, (5.28)
with the additional requirement that the advection velocity at the free surface coincides with
that of the fluid. The procedure used to compute the level set advection velocity is described
in subsection 5.5.2.
For the solid part, we consider only the case of rigid bodies. The solid also evolves in time,
and we denote its domain by Ωs(t). As usual in solid mechanics problems, we face the problem
in a purely Lagrangian way. Let us denote by xrb the position vector of the center of mass of
the rigid body, and by θrb the Euler angles. The motion equations for the rigid body are: find
xrb : (0, T ) −→ Rd and θrb : (0, T ) −→ Rd such that
m
d2xrb
dt2
= F , (5.29)
I
d2θrb
dt2
= T , (5.30)
where m is the mass of the rigid body, I is the inertia tensor, F is the force vector at the center
of mass and T is the torque at the center of mass.
Initial and boundary conditions have to be appended to problem (5.23)-(5.24) and initial
conditions to (5.29)-(5.30). In order to impose these conditions we redefine Γf(t) as Γf(t) =
Γfree(t) ∪ Γsf(t), where Γfree(t) is the part of Γf(t) corresponding to the free surface and Γsf(t)
is the part of Γf(t) corresponding to the interaction between the fluid and the structure.
In Γfree boundary conditions are of Neumann type, specifically we prescribe tractions to
zero, neglecting surface tension. In Γsf we must impose the usual conditions in fluid-structure
interaction problems, which for rigid bodies are continuity of the velocity field and transmis-
sion of the forces and torques exerted on the solid body by the fluid.
On the rest of the boundary of Ω(t) the usual Dirichlet and Neumann boundary conditions
can be considered.
5.5.2 Numerical treatment
The numerical treatment of the incompressible Navier-Stokes equations is done as described
in the previous sections, and a similar formulation is used in order to deal with the advection
of the level set function.
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For the temporal integration of the solid mechanics problem we consider Newmark’s
method:
mx¨n+1rb = F
n+1,
x¨n+1rb =
1
βδt2
[xn+1rb − xnrb − x˙nrbδt]−
(
1
2β
− 1
)
x¨nrb,
x˙n+1rb =
γ
βδt
[xn+1rb − xnrb] +
(
1− 1
2β
)
δtx¨nrb, (5.31)
and
Iθ¨
n+1
rb = T
n+1,
θ¨
n+1
rb =
1
βδt2
[θn+1rb − θnrb − θ˙
n
rbδt]−
(
1
2β
− 1
)
θ¨
n
rb,
θ˙
n+1
rb =
γ
βδt
[θn+1rb − θnrb] +
(
1− 1
2β
)
δtθ¨
n
rb, (5.32)
where β and γ are parameters to be chosen. Most usual values are β = 1/4 and γ = 1/2,
which provide a second order stable and non dissipative scheme.
Tracking of Γf
As explained before, the free surface is tracked by means of a level set function. However,
there still remain some points to be clarified about how this process is exactly carried out. The
main particularity of our problem is that the fluid boundary Γf is represented not only by Γfree
but also by Γsf (see Fig. 5.3). Theoretically, if the advection velocity of Ψ is that of the rigid
body in Γsf , Γfree ∩ Γsf = Γsf , but in practice both boundaries will rarely exactly coincide. A
strategy has to be devised to deal with this lack of coincidence of the functions which define
the boundary of the fluid domain, which is due to numerical approximation errors.
The first situation we consider is the one depicted in Fig. 5.4. As we can see, Γsf does not
coincide with the free surface Γfree, understood as the isovalue Ψ = 0 of the level set function.
This problem can be solved in the following manner: let us define Γ∗free as the part of Γfree
interior to Ωs(t). Now we can define the fluid boundary as:
Γf = (Γfree \ Γ∗free) ∪ Γsf
The second and more delicate problem occurs when Γfree gets delayed with respect to
Γsf due to the extra numerical diffusion which appears in the advection of the level set. This
situation is outlined in Fig. 5.5. As we are considering continuum mechanics, the only way the
water surface can separate from the solid is slipping. In order to avoid an incorrect separation
process of the fluid from the solid we rely on the velocity in the non-computed air domain.
In the air domain we do not solve the Navier-Stokes equations. This is the reason why we
have to compute an artificial velocity to advect the level set function. To do this we solve a
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Figure 5.4: Lack of coincidence of the boundary defined by Γfree and Γsf
modified Stokes problem with the following particularities: find a velocity u : Ω0 \ Ω(t) −→
R
d and a pressure p : Ω0 \ Ω(t) −→ R such that
−∇ · (2ν∇Su) +∇p = f , (5.33)
∇ · u = −α, (5.34)
where α is a constant which is positive in the solid domain, and zero outside of it. Note that
using the positive constant α in the interior of the solid body does not introduce any extra nu-
merical error since (5.34) refers only to the computation of the artificial velocity. Slip bound-
ary conditions are applied except for Γfree where the fluid velocity is imposed. The positive
constant α, which has units of [T−1], makes the solid body act as a sink, which allows us to
avoid any numerically induced delay in the advection of the interface. Again, the subgrid-scale
method is used to stabilize the problem and allow for equal velocity-pressure interpolation.
This problem needs to be solved only in a region close to Γf . In the rest of Ω0 \ Ω(t) the ad-
vection velocity can be more straightforwardly computed, for example by means of a linear
extrapolation.
As usual when using the level set method, we need to reinitialize the level set function every
certain number of time steps. This reinitialization may move the position of the interface. In
order to avoid this a special procedure is used in the nodes of cut elements. It is a slight
variation of the method presented in [66], which consists of the following: Suppose that we
are given the free surface configuration in Fig. 5.6. Now we divide the nodes belonging to the
elements cut by the free surface in two sets, each set corresponding to one side of the free
surface. In the first wet side, we prescribe the nodal values of the level set function to be equal
to the (signed) distance between the node and the free surface.
We use the degrees of freedom of the nodes in the second side of the free surface to pre-
scribe the reinitialized level set function to be zero valued on the free surface, by using the
approximate imposition of boundary conditions of the previous section. On the rest of the
nodes we prescribe the level set function to be the signed distance from the nodes to the free
surface, although we could also use the more efficient procedure in [66], or other techniques as
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Figure 5.5: Γ∗free for different α parameters
the one described in [37]. This algorithmic procedure allows the reinitialized level set function
to very accurately track the free surface, that is, the free surface for the reinitialized level set
function minimizes the distance between the interface position before and after the reinitial-
ization. This guarantees that no significative mass loss is introduced during the reinitialization
of the level set function, since the error in the reinitialization is of O(δt2) .
Figure 5.6: Green nodes: nodes in which we prescribe the level set function to be equal to the
signed distance from the nodes to the free surface. Red nodes: nodes whose nodal values are
such that the level set function is zero on the free surface (Approximate imposition of boundary
conditions).
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5.6 Numerical examples
In this section we present some numerical examples which illustrate the behavior of the
methodology proposed in this work.
5.6.1 An example on FM-ALE applied to solid mechanics
In this example a cantilever subject to gravity forces will be simulated by means of the FM-
ALE method. Since a fractional step method is used, the equations to be solved are (5.17)-
(5.19) (with the additional terms coming from the stabilization). A Neo-Hookean material
has been considered, which takes into account large strains. The constitutive equation of this
material is (see [17]):
σ =
1
J
[λ0 ln JI + µ0(B − I)], (5.35)
where B = F · F T , λ0 and µ0 are material parameters and I is the identity tensor.
The hold-all domain is the rectangle B = [−1, 5] × [0, 11]. A background mesh of 3200
linear triangles has been used. The considered solid is a rectangular cantilever situated at
[0, 1] × [0, 10]. The material parameters are λ0 = 2000 and µ0 = 5000. The solid density
is ρ = 1, which has been considered to remain constant through the whole process.
In this case the body is only under the effect of (horizontal) body forces, given by
bT = (1, 0). Dirichlet boundary conditions are applied at y = 0, where displacements in
any direction are prescribed to zero. On the rest of the solid boundary, Neumann boundary
conditions are applied:
n · σ = 0.
Initial conditions correspond to the undeformed static configuration.
The time step size has been set to δt = 0.2 and θ = 1 has been taken (first order scheme in
time).
Fig. 5.7 shows the mesh used to solve this problem. The boundary of the body does not
match the boundary of the mesh. Fig. 5.8 shows horizontal and vertical displacements at time
step 90.
In order to validate the FM-ALE method, we have compared the results obtained with our
approach with those obtained if a classical Updated - Lagrangian method for boundary fitting
meshes is used. To this end we have used a boundary fitting mesh with the same element
density to solve the same problem. Fig. 5.9 shows the horizontal displacement of a material
point placed at the top of the cantilever, whose coordinates are XT = (0.5, 10).
The simulation is carried out during 90 time steps. As it can be seen results are very similar
to the ones obtained in the classical Updated - Lagrangian approach.
Another issue which we were interested in is the effect of the use of a fractional step
method. In Fig. 5.10 we have plotted the results obtained if we take udom = uh (the convective
phase is avoided) versus the results obtained if we take udom 6= uh (a convective phase is
needed). As we can see no difference can be appreciated between results, and we can conclude
that the error introduced by the use of a fractional step method is small.
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Figure 5.7: Immersed mesh use to solve the solid mechanics example and body surface
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Figure 5.8: Displacements after 90 time steps
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Figure 5.9: Horizontal displacement at a point placed at the top of the cantilever. Comparison
between FM-ALE and Updated - Lagrangian formulations
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Figure 5.10: Horizontal displacement at a point placed at the top of the cantilever. Comparison
between FM-ALE udom = uh and FM-ALE udom 6= uh formulations
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5.6.2 Examples of the FM-ALE applied to Fluid-Structure Interaction
problems
In the first example the same cantilever as in subsection 5.6.1 is simulated. However, the forces
acting on the cantilever are due to the interaction with a fluid in this case. The hold-all domain
is the rectangle B = [−10, 70] × [0, 20]. An unstructured background mesh of 4655 linear
triangles is used. This mesh is much coarser than the one used in the previous example if we
consider the element density in the solid body area.
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Figure 5.11: Mesh used to solve the first Fluid-Structure Interaction example. Left: full mesh.
Right: detail of the area surrounding the solid body
The material parameters for the solid body are the ones used in the previous example. For
the fluid we have considered ρ = 2 and µ = 0.2. The velocity at x = 0 is prescribed to
(1,0), whereas at y = 0 and y = 20 the y−velocity component is prescribed to 0 and the x-
component is left free. The outflow (where both the x- and y-components are free) is x = 70.
The Reynolds number is 100, based on the cantilever height and the prescribed inflow velocity.
The time step size has been set to δt = 1 and θ = 1.
A monolithic approach has been used to couple fluid and structure. Both the fluid and the
structure have been solved using the FM-ALE method with the same background mesh (see
Fig. 5.11). The deformed configuration of the beam at time step 100 is shown in Fig. 5.12.
In Fig. 5.13 the horizontal displacement at a point placed at the top of the cantilever is
plotted. This figure shows how the movement of the cantilever is dumped by the action of the
fluid. After a certain number of time steps the movement becomes stationary. Fig. 5.14 and
Fig. 5.15 show the cantilever displacements and the fluid velocities and pressures at time step
100.
In the second example we consider a thin elastic non-linear beam (Neo-Hookean material)
attached to a fixed square rigid body, which are submerged in an incompressible fluid flow.
Vortices separating from the corners of the rigid body generate oscillating forces on the beam.
Geometry is given in Fig. 5.16, while Fig. 5.17 shows the mesh used to solve the problem.
Again, a higher element density has been used in the region which will be occupied by the
solid. The mesh is as coarse as possible, with the requirement that there are at least three ele-
ments to cover the beam width, and it is composed of 9388 triangular elements and 4812 nodes.
The setting of the problem is similar to that proposed in [135], although we have considered
a thicker beam in order to be able to use the rather coarse mesh described. It is clear that thin
structures are not the most favorable situation for fixed mesh methods, and in particular for
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Figure 5.12: The same mesh is used to solve both the fluid and the structure. Green: elements in
which only degrees of freedom corresponding to the fluid have to be solved. Blue: elements in
which only degrees of freedom corresponding to the structure have to be solved. Red: Elements
in which degrees of freedom corresponding to both fluid and structure have to be solved.
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Figure 5.13: Horizontal displacement at a point placed at the top of the cantilever.
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Figure 5.14: Solution for the solid body at t = 100
Figure 5.15: Solution for the fluid at t = 100
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FM-ALE (an alternative would be to represent these structures by a zero width solid, which is
not a situation considered in this work).
Figure 5.16: Geometry
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Figure 5.17: Mesh used to solve the second Fluid-Structure Interaction example
The fluid material properties are ρ = 1 × 10−2 and µ = 1.7 × 10−3. The solid material
properties are ρ = 2, λ0 = 1.72 × 106 and µ0 = 7.4 × 105. The horizontal inflow velocity
at x = 0 is set to 40, yielding a Reynolds number of Re = 235 referred to the length of
the square rigid body. Slip boundary conditions are set at the walls of the channel. The beam
and the square rigid body are assigned non-slip boundary conditions. The time step is set
to δt = 0.002 and θ = 1. A monolithic approach has been used to solve the FSI problem,
although the fractional step scheme has been used to deal with the solid. Both the fluid and the
structure have been solved using the fixed background mesh.
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Contours of pressure and velocity components and t = 5 are shown in Fig. 5.18, when the
vortex shedding behind the square cylinder has appeared but is not yet fully developed. It can
be observed that even in this transient stage results are smooth and boundary conditions on the
elastic beam perfectly accounted for. The evolution of the vertical displacement at the edge of
the beam is plotted in Fig. 5.19, where it can be observed that the dynamics of the system are
fully developed at about t = 7. Then, a perfectly harmonic flow pattern sets in, with a single
frequency in the time response, as it can be observed from Fig. 5.20.
Figure 5.18: Velocity and pressure at time t = 5.0
Finally we present a third example in which we compare the results obtained with the
FM-ALE method in the benchmark problem proposed in [129]. Again, we consider a thin
elastic beam attached to a rigid body. In this case, the material for the elastic beam is a Saint
Venant - Kirchhoff material, and the rigid body is a circle. The constitutive equation for a Saint
Venant-Kirchhoff material is (see [17]):
σ =
1
J
F [λtr(E)I + 2µE]F t, (5.36)
whereE = 1
2
(B−I). Both solid bodies are immersed in an incompressible fluid flow. Geom-
etry is given in Fig. 5.21, Fig. 5.22 shows the 10883 triangle mesh used to solve the problem.
5.6. Numerical examples 107
0 2 4 6 8 10
−1.5
−1
−0.5
0
0.5
1
1.5
Time 
M
ax
im
um
 v
er
tic
al
 d
isp
la
ce
m
en
t 
Figure 5.19: Vertical displacement at the edge of the beam
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Figure 5.20: Fourier transform of the maximum vertical displacement. The frequency of the
main vibration mode is 2.4
Figure 5.21: Geometry, benchmark [129]
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Figure 5.22: Mesh used to solve FSI benchmark [129]
The fluid material properties are ρ = 1×103 and ν = 1×10−3. The solid material properties
are ρ = 1 × 103, ν = 0.4 and µ = 2.0 × 106. The horizontal inflow velocity at x = 0 is set
to a parabolic profile with mean value 2, yielding a Reynolds number of Re = 200 referred
to the size the circular rigid body. Non-Slip boundary conditions are set at the walls of the
channel. The beam and the square rigid body are also assigned non-slip boundary conditions.
The time step is set to δt = 0.005 and a second order backward difference scheme is adopted.
A monolithic approach has been used to solve the FSI problem, although the fractional step
scheme has been used to deal with the solid. Both the fluid and the structure have been solved
using the fixed background mesh.
Contours of pressure and velocity components and t = 6.8 are shown in Fig. 5.23, and
we can see that again smooth velocity and pressure fields are obtained in the fluid. Finally,
we compare the results obtained with the FM-ALE method with the ones presented in [129] in
Fig. 5.24. It can be observed that a very good agreement is obtained in both the period (≈ 0.18)
and amplitude of the tip displacement (≈ 0.002±0.035) in the oscillations of the elastic beam.
5.6.3 Examples of the FM-ALE method applied to FSI problems involv-
ing a free surface
In this section we present two numerical examples which illustrate the behavior of the method-
ology proposed in this work.
The first example we propose consists of two rigid bodies falling into an incompressible
fluid. To run this example we use the FM-ALE method on the fluid part, and we track the free
surface by means of a level set function. The initial configuration of the problem can be seen
in Fig. 5.25.
The hold-all domain is the rectangle B = [0, 2.4] × [0, 1]. A background mesh of 7968
linear triangles has been used. The fluid density is ρ = 1, and the viscosity is set to µ = 0.001.
For the solid bodies, density is ρ = 0.75.
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Figure 5.23: Velocity and pressure at time t = 6.8
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Figure 5.24: Vertical displacement at the edge of the beam. Comparison between benchmark
results in [129] (left) and results obtained with the FM-ALE method (right).
Figure 5.25: Initial configuration, example 1
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Both the fluid and the structure are subject to a vertical gravity force of value g = −10.
We apply slip boundary conditions both at the interface between the fluid and the deposit wall
and at the interface between the solid bodies and the fluid. This means that only the velocity
in the direction normal to the interface has to coincide between the fluid and the solid bodies.
In the free surface Γfree tractions in the normal direction are prescribed to zero.
The time step has been set to δt = 0.02 and 150 time steps have been carried out. Regarding
the advection of the level set function, the α parameter for the artificial mass sink explained in
subsection 5.5.2 is taken as α = 2.
Figures 5.26 to 5.29 show the results for various time steps. Let us remark that the solution
obtained is smooth along all the computation, even for the first critical steps in which the rigid
bodies contact the free surface. The irregular boundaries are due to the fact that for ease of post
processing we have plotted the solution in the elements cut by the boundary without taking into
account that the boundary of the domain does not fit the boundary of the elements.
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Figure 5.26: Unknown fields and free surface at t = 0.36
The kind of computation involved in this example, in which the fluid region undergoes
very large deformations, would have implied the need for continuous remeshing if classical
ALE methods were used. Our fixed mesh strategy avoids it by projecting the results to the
background mesh at each time step.
The most critical situations in this problem, which are the instant in which the fluid closes
around the rigid body, and surrounds it completely, and the instant when the solid body breaks
the free surface, are handled in a very natural way with the level set function strategy.
In the second example, we simulate an oval body falling into an incompressible fluid.
Again, we use the FM-ALE method to simulate the fluid part, and we track the free surface
with a level set function. The initial configuration for this problem can be seen in Fig. 5.30.
The hold-all domain is the rectangle B = [0, 1]× [0, 1]. The fluid density is ρ = 1, and the
viscosity is set to µ = 0.01. For the solid body, the density is ρ = 0.5. Both the fluid and the
structure are subject to a vertical gravity force of value g = −10. The time step has been set
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Figure 5.27: Unknown fields and free surface at t = 0.78
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Figure 5.28: Unknown fields and free surface at t = 0.98
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Figure 5.29: Unknown fields and free surface at t = 2.40
Figure 5.30: Initial configuration, example 2
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to δt = 0.02 and 500 time steps have been carried out. Again, the parameter α has been set to
α = 2.
In this case we have used three different meshes in order to compare the behavior of the
method with different element sizes. In the first case, we have used a relatively coarse triangle
mesh with 1890 nodes. In the second case we have used a finer mesh, with 5205 nodes and
the last mesh consisted of 11614 nodes. We compare the vertical displacement of the center
of mass of the solid body in the three cases in Fig. 5.31. We can see that we obtain a solution
close to the converged one for the vertical displacement with the two finer meshes. We have
also represented vertical and horizontal velocities for the solid body in Fig. 5.32. Horizontal
velocity for the solid body should be zero due to the problem symmetry. The numerical errors
introduced in the geometry interpolation of the cut elements (the considered meshes are not
symmetric) are the cause for horizontal velocity to appear, although the horizontal velocity is
small compared to the vertical velocity and the domain size. In any case, as already explained
this local error could be removed by improving the numerical integration, which can be done
by introducing appropriate subelements for integration purposes.
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Figure 5.31: Time evolution of the vertical displacement
Fluid velocity, free surface and solid body configurations can be seen in Fig. 5.33 to
Fig. 5.35. As expected, in the final configuration, when the body is at rest, half of the body
is inside the fluid domain and half of it is in the air domain, since ρs/ρf = 0.5. Again, the lack
of symmetry in the velocity fields in Fig. 5.35, when both the fluid and the solid are close to
rest, is due to the cumulative numerical errors of the geometry interpolation in the cut elements.
Fig. 5.36 shows the time evolution of the total fluid mass. We can see that mass loss is
larger in the coarse mesh case, and much smaller for the finer meshes although no method for
correcting mass loss has been used.
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Figure 5.32: Time evolution of the vertical and horizontal velocities
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Figure 5.33: Unknown fields and free surface at t = 0.28
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Figure 5.34: Unknown fields and free surface at t = 2.5
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Figure 5.35: Unknown fields and free surface at t = 10.0
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Figure 5.36: Time evolution of mass (with respect to initial mass)
5.7 Conclusions
In this chapter the FM-ALE approach has been applied to solid mechanics and Fluid-Structure
Interaction problems. The main feature of the method is its capability of using a fixed back-
ground mesh but at the same time correctly taking into account the domain movement in the
computation of the time derivatives. Moreover, values of the unknowns for the so-called newly
created nodes are clearly and uniquely defined with the FM-ALE approach.
For solid mechanics problems the FM-ALE method is of special interest when the solid
body is subject to very large strains. In this case Lagrangian formulations cannot be used due
to the ill-conditioning caused by the large element stretch. The FM-ALE method, on the other
hand, avoids element stretching by using a fixed mesh. A validation test has been carried out
comparing results obtained with a classical Updated - Lagrangian formulation and the method
proposed in this work. Results show that the method is robust and accurate.
The FM-ALE concept can be applied together with any time integration scheme. In the
case of solid mechanics, we have shown how to use it in combination with classical θ schemes
and fractional step methods that have a certain popularity in this context.
In the case of Fluid-Structure Interaction problems, the FM-ALE method can be applied
to solve the flow and the solid mechanics problems. The main feature of this approach is
the possibility of using a single background mesh to solve both mechanical problems. We
have presented two numerical examples showing this particular capability. Even though mono-
lithic solid-fluid coupling schemes have been employed, the possibility of using iteration-by-
subdomain techniques is open.
For free surface problems the FM-ALE method avoids the need for remeshing which ap-
pears in classical Lagrangian or ALE methods. Moreover, the free surface is tracked in a very
natural way with the level set function strategy, allowing for the solid body breaking the free
surface without any further algorithmic steps. We have paid special attention to the interaction
between the level set function and the solid boundary function which define the fluid domain:
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in order to avoid the delay of the level set function with respect to the solid boundary function,
we have modified the Stokes problem to be solved in the empty part of the domain, imposing
the velocity divergence to be negative inside the solid body. The proposed method has been
used to solve the problem of rigid bodies falling into water, and has proved to be robust and
provide smooth solution fields, even at the critical instant in which the solid body contacts the
free surface.
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Chapter 6
Subscales on the element boundaries
In this chapter we introduce a way to approximate the subscales on the boundaries of the ele-
ments in a variational two-scale finite element approximation to flow problems. The key idea
is that the subscales on the element boundaries must be such that the transmission conditions
for the unknown, split as its finite element contribution and the subscale, hold. In particular,
we consider the scalar convection-diffusion-reaction equation, the Stokes problem and Darcy’s
problem. For these problems the transmission conditions are the continuity of the unknown and
its fluxes through element boundaries. The former is automatically achieved by introducing a
single valued subscale on the boundaries (for the conforming approximations we consider),
whereas the latter provides the effective condition for approximating these values. The final
result is that the subscale on the interelement boundaries must be proportional to the jump
of the flux of the finite element component and the average of the subscale calculated in the
element interiors.
6.1 Introduction
The variational multiscale (VMS) framework to approximate boundary value problems starts
with the variational formulation of the problem. In particular, in the two-scale version we con-
sider, it consists in splitting the unknown and the test function into a component in a discrete
approximating space and another component in its complement, for which an approximation
needs to be proposed. This component is called subgrid scale or, simply, subscale. This idea
was proposed in the finite element context in [76, 77]. The standard Galerkin method accom-
modates this framework simply by considering the subscales to be negligible.
The main interest of the VMS framework is to develop stabilized finite element methods
in a broad sense, meaning that it allows to design discrete variational formulations that do
not suffer from the stability problems of the standard Galerkin method. In particular, we are
interested here in finite element methods for some model problems arising in fluids mechanics
(see [29] for a review of different stabilization methods in flow problems).
The VMS concept as described above is quite general. The way to approximate the sub-
scales is left open. Many questions arise, such as the space for these subscales, the problem
to be solved to compute them or their behavior in time dependent problems. In principle, the
problem for the subscales is global, that is to say, defined over all the computational domain.
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In order to simplify it, some sort of localization is necessary, for example by assuming that the
subscales vanish on the interelement boundaries, that is to say, they are bubble functions (see
for example [12, 118] for application of this concept to flow problems).
The treatment of the subscales on the interelement boundaries is precisely the subject of
this chapter. We propose a way to compute them based on the following ideas:
• We assume the subscales on the element interiors computed, and thus the localization
process mentioned consists in computing these subscales without accounting for their
boundary values.
• The subscales on the element boundaries are single valued, even if they are discontin-
uous in the element interiors. This requires a hybrid-type formalism to write the exact
variational equations that we develop only in the first problem analyzed.
• The subscales on the element boundaries are computed by imposing that the correct
transmission conditions of the problem at hand hold. Obviously, these transmission con-
ditions are problem-dependent.
• The fluxes of the subscales on the interelement boundaries are approximated using a
simple finite-difference scheme. This is the only approximation we use, apart from those
shared with VMS methods that are required to approximate the subscales in the element
interiors.
A completely different approach to compute subscales on the interelement boundaries is
proposed in [2], where local problems along these boundaries are set.
We will not insist on other aspects of the VMS method, such as the problem for the sub-
scales in the element interiors, the space where they belong or their time dependency. Let us
only mention that we approximate them using an approximate Fourier analysis, that very often
we compute them as L2-orthogonal to the finite element space [30] and that we consider them
time dependent in transient problems [32, 36]. In order to skip as much as possible this discus-
sion, we will present our formulation without using the explicit expression for the subscales
in the element interiors This approach is, as far as we know, original, and we use it mainly to
focus the attention in the expression of the subscales on the interelement boundaries.
The particular transmission conditions between interelement boundaries, that serve us to
compute the subscales on these boundaries, are problem dependent. This is why we will treat
different problems arising in fluid mechanics, all of them linear and stationary. The first is
the convection-diffusion-reaction (CDR) equation considered in Section 6.2. We show that the
subscale on the element boundaries is proportional to the jump of the flux with a negative sign,
and also to the average of the subscales computed in the element interiors adjacent to an edge
and extended to this edge. In the following, “edge” will refer to the intersection between two
element domains, understanding that it is a face in 3D problems. The sign of the subscales on
the edges subtracts stability to the problem. However, we show that it is possible to control
the new terms added. Neither for this problem nor for the other two discussed in the chapter
we analyze convergence, since it depends on the particular expression of the subscale on the
element interiors. Nevertheless, we provide stability results for all the problems treated.
There is no apparent gain in considering the subscales on the element edges for the CDR
equation the way we do. However, the situation is different for the Stokes problem written in
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velocity-pressure form analyzed in Section 6.3. We show that the subscales on the edges in
this case introduce two terms, one that depends on the velocity gradients and that needs to be
controlled with the viscous term and another one that provides pressure stability. This term
is a least-squares form of the jump of the pressure across the edges, and therefore acts only
when discontinuous pressure interpolations are used (note that it is not related to the jump
stabilization technique proposed for example in [26, 25]). The term we add is similar to the
one already introduced in [78], which has the local variant proposed and analyzed in [125, 85]
for the Q1/P0 (bilinear-constant) and P1/P0 (linear-constant) velocity-pressure pairs.
Section 6.4 describes the application of our ideas to Darcy’s problem. We propose a stabi-
lized formulation that includes, with minor modifications, the methods proposed for example
in [102] (and extended in [106]) and in [80]. As in the previous cases, we provide a stability
result. In this case, the bilinear form associated to the problem is not coercive, but only an
inf-sup condition can be proved.
Let us mention that the ideas presented here can be applied to other problems. In par-
ticular, in [34] a method to compute the subscales on the element boundaries for the stress-
velocity-pressure formulation of the Stokes problem is proposed and fully analyzed. In this
case, subscales on the boundaries are essential to deal with discontinuous pressure and stress
interpolations.
The main contributions of our approach can be summarized as follows:
• To provide a consistent VMS justification to some stabilizing terms introduced in previ-
ous works to deal with discontinuous pressures.
• To propose a symmetric stabilized problem for the Stokes and the Darcy equations (if
subscales in the element interiors can be considered negligible compared to the jump
of the stresses, see Remark 5). The sign of the symmetric operator, which subtracts
stability from the Galerkin terms, is crucial to achieve this symmetry. The situation is
similar to what happens when minus the adjoint of the differential operator applied to the
test functions is used instead of the original differential operator in the stabilizing terms.
This suggestion was first introduced in [55] and turns out to be completely natural in the
VMS framework. Also in this case, the diffusive term subtracts stability in the case of
the CDR equation.
• Even though we do not exploit this point here, our approach suggests how to stabilize
Neumann boundary conditions, essential for example in some fluid-structure interaction
problems (see Remark 6).
Some numerical examples are presented in Section 6.5. Since the stabilizing effect of the
boundary terms introduced for the different problems is well known, we simply check what is
particular of our approach, namely, the terms that may deteriorate stability. We show that this is
not the case in two cases, namely, a convection-diffusion example and two Stokes problems. As
the stability analysis dictates, these terms can be controlled by the rest of the terms appearing in
the stabilized formulation. Moreover, in the Stokes problem case, some discontinuous pressure
interpolations unstable using the Galerkin method, such as the P1/P0 pair (see Section 6.5) can
be used.
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In Section 6.6 we look for an efficient implementation of the P1/P0 interpolation. Our
approach consists of condensating the pressure unknowns by sending the off-diagonal terms
corresponding to the pressure test function equations to the right hand-side. We illustrate the
performance of these algorithms with some convergence plots.
Finally, some conclusions close the chapter in Section 6.7.
6.2 Convection-diffusion-reaction equation
6.2.1 Problem statement
Let us consider the boundary value problem:
Lu := −k∆u+ a · ∇u+ su = f in Ω, (6.1)
u = 0 on ∂Ω, (6.2)
where Ω ⊂ Rd is a bounded domain, with d = 2, 3, u : Ω −→ R is the unknown, k is the
diffusion coefficient, s the reaction coefficient, a the advection velocity and f the given source
term. For simplicity, we assume k > 0, s ≥ 0 and the advection velocity a all constants.
Let V = H10 (Ω) and assume f ∈ H−1(Ω). The variational form of the problem consists of
finding u ∈ V such that
B(u, v) := k(∇u,∇v) + (a · ∇u, v) + s(u, v) = 〈f, v〉 =: L(v) ∀v ∈ V. (6.3)
Here and below, (·, ·) denotes the L2 product in Ω. In general, the integral of two function g1
and g2 over a domain ω will be denoted by 〈g1, g2〉ω and the norm in a function space X by
‖ · ‖X , with the simplifications ‖ · ‖L2(Ω) ≡ ‖ · ‖ and 〈·, ·〉Ω ≡ 〈·, ·〉. This symbol will also be
used for the duality pairing.
6.2.2 Six and four field formulations
As mentioned earlier, we consider that the subscales on the element boundaries are single
valued, even if they are discontinuous in the element interiors. To give a variational foundation
to the approximation presented in the next subsection, let us consider a hybrid-type approach,
starting with a particular six field formulation of the problem. For simplicity, let us assume
that Ω¯ = Ω¯1 ∪ Ω¯2, with Γ = ∂Ω1 ∩ ∂Ω2. Consider a decomposition of V = H10 (Ω) of the
form V = V¯ ⊕ V ′, and let u = u¯ + u′ be the corresponding decomposition of the unknown.
Let us state a variational formulation of the problem taking as unknowns u¯, u′, their traces on
Γ, denoted by γ¯ and γ′, respectively, and their fluxes, denoted by λ¯ and λ′, respectively. The
space of traces T = H1/200 (Γ) and the space of fluxes F = (H
1/2
00 (Γ))
′ (the dual of T ) are also
assumed to be split as T = T¯ ⊕ T ′ and F = F¯ ⊕ F ′. Note that the prime in V ′, T ′ and F ′ is
not used to denote the dual of a space.
If we denote with a subscript i the restriction of u¯, u′, λ¯, λ′, B and L to subdomain i
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(i = 1, 2), the problem for the six fields u¯, u′, γ¯, γ′, λ¯ and λ′ can be written as
B1(u¯1, v¯1) +B1(u
′
1, v¯1)−
〈
λ¯1 + λ
′
1, v¯1
〉
Γ
= L1(v¯1) ∀ v¯1, (6.4)
B1(u¯1, v
′
1) +B1(u
′
1, v
′
1)−
〈
λ¯1 + λ
′
1, v
′
1
〉
Γ
= L1(v
′
1) ∀ v′1, (6.5)
B2(u¯2, v¯2) +B2(u
′
2, v¯2)−
〈
λ¯2 + λ
′
2, v¯2
〉
Γ
= L2(v¯2) ∀ v¯2, (6.6)
B2(u¯2, v
′
2) +B2(u
′
2, v
′
2)−
〈
λ¯2 + λ
′
2, v
′
2
〉
Γ
= L2(v
′
2) ∀ v′2, (6.7)
〈µ¯1, γ¯ + γ′ − u¯1 − u′1〉Γ = 0 ∀ µ¯1, (6.8)
〈µ′1, γ¯ + γ′ − u¯1 − u′1〉Γ = 0 ∀µ′1, (6.9)
〈µ¯2, γ¯ + γ′ − u¯2 − u′2〉Γ = 0 ∀ µ¯2, (6.10)
〈µ′2, γ¯ + γ′ − u¯2 − u′2〉Γ = 0 ∀µ′2, (6.11)〈
κ¯, λ¯1 + λ
′
1 + λ¯2 + λ
′
2
〉
Γ
= 0 ∀ κ¯, (6.12)〈
κ′, λ¯1 + λ
′
1 + λ¯2 + λ
′
2
〉
Γ
= 0 ∀κ′. (6.13)
In these equations, λi = λ¯i + λ′i ∈ F are the fluxes computed from the side of Ωi and µi =
µ¯i + µ
′
i ∈ F the corresponding test functions (i = 1, 2). The test function for the trace of the
unknown γ = γ¯ + γ′ ∈ T is denoted by κ = κ¯ + κ′ ∈ T . The boundary terms in (6.4)-(6.7)
correspond to the weak imposition of fluxes on Γ, equations (6.8)-(6.11) to the weak continuity
of ui = u¯i + u′i on Γ (i = 1, 2) and equations (6.12)-(6.13) to the weak continuity of fluxes on
Γ.
The previous formulation can be considered a straightforward extension of the classi-
cal three field formulation for u, γ and λ, obtained by a splitting of the spaces where
these unknowns belong (see [116] for a three field formulation of the convection-diffusion
equation). Our particular formulation is obtained by imposing the fluxes of u¯ to be λ¯i =
ni · (k∇u¯i + au¯i)|Γ, where ni is the normal to Γ from Ωi, and γ¯ = u¯i|Γ (i = 1, 2). In
other words, we prescribe the fluxes and the continuity of u¯ as in the one field variational for-
mulation (6.3), but treat u′, γ′ and λ′ as in the standard three field formulation. This approach
in particular implies that the test functions µ¯i must be of the form µ¯i = ni · (k∇v¯i + av¯i)|Γ,
for v¯i ∈ V¯i, and κ¯ = v¯|Γ, with v¯ ∈ V¯ . Therefore, the previous problem reads
B1(u¯1, v¯1) +B1(u
′
1, v¯1)− 〈n1 · (k∇u¯1 + au¯1) + λ′1, v¯1〉Γ = L1(v¯1) ∀ v¯1, (6.14)
B1(u¯1, v
′
1) +B1(u
′
1, v
′
1)− 〈n1 · (k∇u¯1 + au¯1) + λ′1, v′1〉Γ = L1(v′1) ∀ v′1, (6.15)
B2(u¯2, v¯2) +B2(u
′
2, v¯2)− 〈n2 · (k∇u¯2 + au¯2) + λ′2, v¯2〉Γ = L2(v¯2) ∀ v¯2, (6.16)
B2(u¯2, v
′
2) +B2(u
′
2, v
′
2)− 〈n2 · (k∇u¯2 + au¯2) + λ′2, v′2〉Γ = L2(v′2) ∀ v′2, (6.17)
〈n1 · (k∇v¯1 + av¯1), γ′ − u′1〉Γ = 0 ∀ v¯1, (6.18)
〈µ′1, γ′ − u′1〉Γ = 0 ∀µ′1, (6.19)
〈n2 · (k∇v¯2 + av¯2), γ′ − u′2〉Γ = 0 ∀ v¯2, (6.20)
〈µ′2, γ′ − u′2〉Γ = 0 ∀µ′2, (6.21)
〈κ¯,n1 · (k∇u¯1 + au¯1) + n2 · (k∇u¯2 + au¯2) + λ′1 + λ′2〉Γ = 0 ∀ κ¯, (6.22)
〈κ′,n1 · (k∇u¯1 + au¯1) + n2 · (k∇u¯2 + au¯2) + λ′1 + λ′2〉Γ = 0 ∀κ′. (6.23)
Adding up (6.14) and (6.16) and using (6.22) yields the original variational equation projected
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onto V¯ , that is to say,
B(u¯, v¯) +B(u′, v¯) = L(v¯) ∀ v¯.
It is understood that B(u′, v¯) = B1(u′1, v¯1) + B2(u′2, v¯2). Integrating these terms by parts and
using (6.18) and (6.20) we get
B(u¯, v¯) +
2∑
i=1
〈u′,L∗v¯〉Ωi +
2∑
i=1
〈γ′,ni · (k∇v¯i + av¯i)〉Γ = L(v¯), (6.24)
where
L∗v¯ := −k∆v¯ − a · ∇v¯ + sv¯
is the formal adjoint of L. Adding up (6.15) and (6.17) and integrating the first terms by parts
we get
2∑
i=1
(Bi(u¯, v
′) +Bi(u
′, v′)− 〈ni · (k∇u¯i + au¯i) + λ′i, v′i〉Γ)
=
2∑
i=1
(〈Lu¯, v′〉Ωi +Bi(u′, v′)− 〈λ′i, v′i〉Γ) =
2∑
i=1
Li(v
′). (6.25)
It is understood in this equation that (¯·)|Ωi = (¯·)i. The final problem can be written as (6.24),
(6.25), (6.23) and the addition of (6.19) and (6.21), that is to say,
B(u¯, v¯) +
2∑
i=1
〈u′,L∗v¯〉Ωi +
2∑
i=1
〈γ′,ni · (k∇v¯i + av¯i)〉Γ = L(v¯) ∀ v¯, (6.26)
2∑
i=1
〈Lu¯, v′〉Ωi +B(u′, v′)−
2∑
i=1
〈λ′i, v′i〉Γ = L(v′) ∀ v′, (6.27)
2∑
i=1
〈κ′,ni · (k∇u¯i + au¯i) + λ′i〉Γ = 0 ∀κ′, (6.28)
2∑
i=1
〈µ′i, γ′ − u′i〉Γ = 0 ∀µ′1, µ′2. (6.29)
This is the four field formulation we were looking for. Its importance relies on the fact that it
is the theoretical framework to develop approximations in which u is split into a contribution
which is continuous on Γ and another one which is discontinuous. Obviously, this formulation
is symmetric for symmetric problems (in our case, if a = 0).
6.2.3 Finite element approximation
Let Th := {K} be a finite element partition of the domain Ω of size h, and Vh ⊂ V a finite
element space where an approximate solution uh ∈ Vh is sought. We assume that this space
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is made of continuous functions. To simplify the analysis, we will assume that the family
of finite element partitions F = {Th}h>0 is quasi-uniform, so that all the element sizes are
bounded above and below by constants multiplied by h. We will also use the abbreviations
‖ · ‖L2(K) ≡ ‖ · ‖K and ‖ · ‖L2(∂K) ≡ ‖ · ‖∂K .
Consider the previous setting with V¯ = Vh, and therefore V = Vh ⊕ V ′, with V ′ to be
defined, and u = uh+ u′, v = vh+ v′. In order to focus our attention on the expression for the
subscales on the interelement boundaries, we will not specify the choice for V ′, which depends
on the particular VMS approximation used.
As before, let also γ′ be the trace of u′ on the interelement boundaries and λ′ the flux, being
the corresponding spaces T ′ and F ′, and the corresponding test functions κ′ ∈ T ′ and µ′ ∈ F ′.
According to the four field formulation presented in the previous subsection, now considering
Ω split into the element domains of the finite element partition, the variational problem (6.3)
is exactly equivalent to find uh ∈ Vh, u′ ∈ V ′, γ′ ∈ T ′ and λ′ ∈ F ′ such that
B(uh, vh) +
∑
K
〈u′,L∗vh〉K +
∑
K
〈γ′, k∂nvh〉∂K = L(vh) ∀vh ∈ Vh, (6.30)∑
K
〈Luh, v′〉K +B(u′, v′)−
∑
K
〈λ′, v′〉∂K = L(v′) ∀v′ ∈ V ′, (6.31)∑
K
〈κ′, k∂nuh + λ′〉∂K = 0 ∀κ′ ∈ T ′, (6.32)∑
K
〈µ′, γ′ − u′〉∂K = 0 ∀µ′ ∈ F ′. (6.33)
Note that the jumps of the convective fluxes are zero because of the continuity assumed for the
finite element functions.
The approximation process consists of different ingredients, all aiming at giving a closed
problem for uh alone. For that we will propose heuristic approximations for γ′ and λ′ and then
we will perform a stability analysis to check that the resulting formulation is stable. Let us
insist that, up to this point, problem (6.30)-(6.33) is exact. Furthermore, for uh = 0 it could
be used as the variational framework to develop discontinuous Galerkin approximations (see
Remark 2 below).
6.2.4 Subscales on the element boundaries
Let us consider for simplicity the 2D case and the situation depicted in Fig. 6.1, where two
elements K1 and K2 share an edge E (recall that E stands for “edge” in 2D or face in 3D).
Unless otherwise indicated (see Remark 1 below), all the edges are considered interior, that is
to say, the element boundaries on ∂Ω are excluded.
Let u′i be the subscale approximated in the interior of element Ki, i = 1, 2. We assume that
this approximation is valid up to a distance δ to the element boundary. This distance will be
taken of the form δ = δ0h, with 0 ≤ δ0 ≤ 1/2.
Approximation of λ′. The values of λ′ on ∂K are weak approximations to the fluxes of u′.
Given the trace γ′ of this unknown, we delete (6.33) and propose the following closed form
126 Chapter 6. Subscales on the element boundaries
Figure 6.1: Notation for the approximation of the subscales on the element boundaries
expression for λ′:
λ′∂Ki∩E ≈ k
γ′E − u′i
δ
, i = 1, 2, (6.34)
where now u′i has to be understood as the subscale computed in the element interiors and
evaluated at edge E. We want to remark that, apart from the assumptions inherent to the VMS
framework and the imposition of the transmission conditions (see below), this is the only
approximation we really require to compute the subscales on the interelement boundaries.
Obviously, other finite-difference-like approximations to the fluxes of the subscales could be
adopted.
Approximation of γ′. Equation (6.32) states the weak continuity of the total fluxes on the
element boundaries. The idea now is to replace this equation by an explicit prescription of this
continuity. If [[ ng ]E := n1g|∂K1∩E+n2g|∂K2∩E denotes the jump of a scalar function g across
edge E and [∂ng ]]E = n1 · ∇g|∂K1∩E +n2 · ∇g|∂K2∩E the jump of the normal derivative, the
continuity of the total fluxes can be imposed as follows:
0 = [ k∂nu ]]E = [[ k∂nuh ]E + λ
′
∂K1∩E + λ
′
∂K2∩E
≈ [ k∂nuh ]E + k
γ′E − u′1
δ
+ k
γ′E − u′2
δ
. (6.35)
From this expression, and for k constant, we obtain the approximation we were looking for:
γ′E ≈ {u′}E −
δ
2
[ ∂nuh ]E (6.36)
where {u′}E := 12(u′1 + u′2) is the average of the subscales computed in the element interiors
evaluated at edge E. From (6.36) it is observed that δ0 will play the role of an algorithmic
parameter for which, following our approach, we have a geometrical interpretation.
From now onwards we will use the symbol = instead of ≈, understanding that in some
places we perform approximation (6.34) that has led us to (6.36).
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Remark 1 (Neumann boundary conditions). Suppose that FK = ∂K ∩ ∂Ω and that instead
of the Dirichlet condition (6.2) the Neumann condition−k∂nu = q is prescribed. In this case,
(6.35) should be replaced by
q = −k∂nuh|FK − k
γ′FK − u′K
δ
,
so that the contribution to L in (6.3) that would appear due to the Neumann condition would
be modified by the approximation to the subscale on the boundary, and there would be also a
contribution to the bilinear form B. We will come back to this point in the case of the Stokes
problem, where this fact has more important consequences. △
Problem for uh and u′. From (6.36) we obtain the following approximation for the fluxes
of the subscales:
λ′∂Ki∩E =
k
δ
({u′}E − u′i)−
k
2
[[ ∂nuh ]E
= − k
2δ
ni · [nu′ ]∂Ki∩E −
k
2
[[ ∂nuh ]E , i = 1, 2. (6.37)
Once λ′ and γ′ are approximated, the problem we are left with reads as follows: find uh ∈
Vh and u′ ∈ V ′ such that
B(uh, vh) +
∑
K
〈u′,L∗vh〉K − kδ
2
∑
E
〈 [∂nuh ]] , [[ ∂nvh ]〉E +
∑
E
〈{u′}, k [ ∂nvh ]] 〉E = L(vh),
(6.38)
B(u′, v′) +
∑
K
〈Luh, v′〉K + k
2δ
∑
E
〈 [[ nu′ ]] , [nv′ ]] 〉E +
∑
E
〈k [∂nuh ], {v′}〉E = L(v′),
(6.39)
for all vh ∈ Vh and v′ ∈ V ′.
Remark 2 Observe that this system of variational equations can be understood as a general
framework to approximate unknowns with a continuous part (uh) and an approximated dis-
continuous part (u′). Furthermore, if the continuous part is zero, we are left with (6.39) with
uh = 0, which corresponds to the classical Galerkin method enforcing continuity across in-
terelement boundaries through Nitsche’s method, although with approximation (6.37) for the
fluxes, so that the classical terms involving ∂nu′ and ∂nv′ are missing (see [5, 64]). For piece-
wise constant approximations these terms would not appear, and we would obtain a classical
piecewise-constant discontinuous Galerkin approximation. △
6.2.5 Subscales in the element interiors
Up to now we have replaced variational equations for the fluxes of the subscales and their
traces by approximated closed form expressions. It can be seen from problem (6.38)-(6.39)
that the resulting formulation is symmetric for symmetric problems. However, now we will
use and additional approximation that will make the problem loose its symmetry, but that will
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greatly simplify the implementation of the formulation. This approximation is inherent to all
VMS formulations to yield a closed form expression for the subscales in the element interiors.
If we integrate the second term in the left-hand-side (LHS) of (6.31) by parts we get
B(u′, v′) =
∑
K
〈Lu′, v′〉K +
∑
K
〈k∂nu′, v′〉∂K .
If instead of using (6.37) we assume that λ′ approximates k∂nu′, the second term in this last
expression cancels with the third one in the LHS of (6.31). Therefore, the final problem is: find
uh ∈ Vh and u′ ∈ V ′ such that
B(uh, vh) +
∑
K
〈u′,L∗vh〉K +
∑
E
〈
{u′} − δ
2
[[ ∂nuh ]] , k [ ∂nvh ]
〉
E
= L(vh), (6.40)
∑
K
〈Luh, v′〉K +
∑
K
〈Lu′, v′〉K = L(v′), (6.41)
for all vh ∈ Vh and v′ ∈ V ′. The last term in the LHS of (6.40) is the main novelty with respect
to classical stabilized finite element methods designed in the variational multiscale framework.
Remark 3 Note that if in (6.39) v′ is considered continuous we obtain (6.41) with no addi-
tional approximation. In other words, if the subscale is approximated with a Petrov-Galerkin
method (leading to a non-symmetric formulation) in which the space of test functions is con-
tinuous, we recover (6.41). This is not however the approach we will adopt. △
It only remains to approximate u′ in the element interiors. To this end, in (6.41) the ap-
proximation
〈Lu′, v′〉K = τ−1〈u′, v′〉K , τ =
(
C1
k
h2
+ C2
|a|
h
)−1
(6.42)
may be adopted. This can be motivated by a Fourier analysis of the problem for the subscales
[32]. In particular, it implies that the subscales in the element interiors are not affected by
their boundary values. This simplification makes the formulation we propose feasible from the
implementation standpoint. Let us stress once again that this approximation is not original of
this work, but common to all VMS methods that compute locally the subscales in the element
interiors.
Once all the approximations are made, the final problem is to find uh ∈ Vh and u′ ∈ V ′
such that
B(uh, vh) +
∑
K
〈u′,L∗vh〉K +
∑
E
〈
{u′} − δ
2
[[ ∂nuh ]] , k [ ∂nvh ]
〉
E
= L(vh), (6.43)
∑
K
〈Luh, v′〉K +
∑
K
τ−1〈u′, v′〉K = L(v′), (6.44)
for all vh ∈ Vh and v′ ∈ V ′.
The variational equation (6.44) automatically yields and expression for the subscales in the
element interiors in terms of the finite element component, provided V ′ is approximated by a
space of discontinuous functions. It implies that
u′ = τPV ′(f − Luh),
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where PV ′ is the projection onto V ′. However, it will be convenient for the following analysis
to keep u′ as unknown of the problem. Particular cases of projection that fit into the present
framework are the orthogonal subscales stabilization (OSS) proposed in [30] and the algebraic
version of the subgrid-scale stabilization (ASGS) (see [29, 76]), where PV ′ is the identity (at
least when applied to f −Luh). The expression of τ (6.42) is in fact not important, except for
a condition on constant C1 indicated later.
6.2.6 Stability analysis
Let us consider the bilinear form of the problem in (Vh × V ′)× (Vh × V ′):
Bexp(uh, u
′; vh, v
′) := B(uh, vh) +
∑
K
〈u′,L∗vh〉K +
∑
E
〈{u′}, k [∂nvh ]] 〉E
− δ
2
∑
E
〈 [ ∂nuh ], k [ ∂nvh ]] 〉E +
∑
K
〈Luh, v′〉K +
∑
K
τ−1〈u′, v′〉K .
Let us prove stability of the problem by showing that Bexp is coercive in a certain norm. We
have that
Bexp(uh, u
′; uh, u
′) = B(uh, uh) +
∑
K
〈u′,L∗uh + Luh〉K +
∑
E
〈{u′}, k [∂nuh ]] 〉E
− δ
2
∑
E
k‖ [[ ∂nuh ]]‖2E +
∑
K
τ−1‖u′‖2K
≥ k‖∇uh‖2 + s‖uh‖2 −
∑
K
‖u′‖K‖−2k∆uh + 2suh‖K
−
∑
E
‖{u′}‖Ek‖ [[ ∂nuh ]‖E − δ
2
∑
E
k‖ [[ ∂nuh ]‖2E +
∑
K
τ−1‖u′‖2K .
We assume now that the classical inverse estimates
‖∆vh‖2K ≤
Cinv
h2
‖∇vh‖2K , ‖vh‖2L∞(K) ≤
Cinv
hd
‖vh‖2K ∀vh ∈ Vh, (6.45)
hold true (see [48, 22]). In particular, the second, which also holds for derivatives of finite
element functions, implies the trace inequality
‖vh‖2∂K ≤ Ctrh−1‖vh‖2K , (6.46)
which applied to ∂nvh yields
‖∂nvh‖2∂K ≤ Ctrh−1‖∇vh‖2K .
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Using these inverse estimates, we have (see Fig. 6.1 for the notation):
−δ
2
∑
E
k‖ [[ ∂nuh ]]‖2E = −
δ
2
∑
E
k‖∂nuh|∂K1∩E + ∂nuh|∂K2∩E‖2E
≥ −δ
2
∑
K
2k‖∂nuh‖2∂K
≥ −δ0h
2
∑
K
2kCtrh
−1‖∇uh‖2K
= −δ0Ctrk‖∇uh‖2.
Let us obtain a working inequality. Let a and b be discontinuous positive functions defined
on the finite element partition. Using the notation ai := a|∂Ki∩E, for any β > 0 we have that
∑
E
(a1 + a2)(b1 + b2) ≤
∑
E
h
2β
(a1 + a2)
2 +
∑
E
β
2h
(b1 + b2)
2
≤
∑
E
h
β
(a21 + a
2
2) +
∑
E
β
h
(b21 + b
2
2)
≤
∑
K
h
β
a|2∂K +
∑
K
β
h
b|2∂K .
Now we make the assumption that the subscales are such that the inverse estimates also
hold for them. Using the previous inequality we obtain, for any β3 > 0:
−
∑
E
‖{u′}‖Ek‖ [[ ∂nuh ]]‖E = −
∑
E
k
1
2
‖u′1 + u′2‖E‖∂nuh|∂K1∩E + ∂nuh|∂K2∩E‖E
≥ −
∑
K
β3
2
Ctr
k
h2
‖u′‖2K −
∑
K
1
2β3
Ctrk‖∇uh‖2K .
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Using the bounds obtained, it follows that
Bexp(uh, u
′; uh, u
′) ≥ k‖∇uh‖2 + s‖uh‖2
−
∑
K
‖u′‖K2kC
1/2
inv
h
‖∇uh‖K −
∑
K
‖u′‖K2s‖uh‖K
− δ0Ctrk‖∇uh‖2 −
∑
E
‖{u′}‖Ek‖ [[ ∂nuh ]‖E +
∑
K
τ−1‖u′‖2K
≥ k‖∇uh‖2 + s‖uh‖2
−
∑
K
(
β1k
Cinv
h2
‖u′‖2K +
1
β1
k‖∇uh‖2K
)
−
∑
K
(
β2s‖u′‖2K +
1
β2
s‖uh‖2K
)
−
∑
K
β3
2
Ctr
k
h2
‖u′‖2K −
∑
K
1
2β3
Ctrk‖∇uh‖2K
− δ0Ctrk‖∇uh‖2 +
∑
K
τ−1‖u′‖2K
=
∑
K
(
1− 1
β1
− δ0Ctr − Ctr 1
2β3
)
k‖∇uh‖2K +
∑
K
(
1− 1
β2
)
s‖uh‖2K
+
∑
K
(
τ−1 − β1kCinv
h2
− sβ2 − β3
2
Ctr
k
h2
)
‖u′‖2K ,
where βi are constants, i = 1, 2, 3. Taking these constants sufficiently large, δ0 sufficiently
small and C1 in the definition of τ large enough, the following result follows:
Theorem 1 There are constants C1 and δ0 in the definition of the stabilization parameters such
that
Bexp(uh, u
′; uh, u
′) ≥ C
(
k‖∇uh‖2 + s‖uh‖2 +
∑
K
τ−1‖u′‖2K
)
. (6.47)
Remark 4 Let us enumerate the essential ideas and highlight the original aspects of the
analysis presented in this section:
• The driving idea is that the subscales on the boundary are determined by the transmission
condition. In the case of the CDR equation and using continuous interpolations, this is
the continuity of the diffusive fluxes.
• The essential approximation to make the problem computationally viable is to compute
the subscales in the element interiors without taking into account their values on the
boundaries.
• In the stability analysis presented, the subscales have their own “personality”. They ap-
pear explicitly in the stability estimate. The final stability estimate for the finite element
unknown depends on the way the subscales are approximated (that is to say, on how V ′
is chosen).
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• It is observed that the expression of τ in terms of a is not used in the stability analysis.
However, it is required in the convergence analysis.
• The only thing we have shown is that the terms introduced by the boundary contribution
from the subscales can be controlled, but there seems to be no gain in considering the
subscales on the boundaries. The stability estimate (6.47) is the same that would be
obtained without the last term in the LHS of (6.40) which is, as it has been said, the
main novelty of our proposal.
As stated in the last item, subscales on the boundary do not improve stability for the CDR
equation. This is not so for the Stokes problem analyzed next. △
6.3 Stokes problem
6.3.1 Problem statement and finite element approximation
In this section we turn our attention to the Stokes problem, which consists of finding a velocity
u : Ω −→ Rd and a pressure p : Ω −→ R such that
−ν∆u +∇p = f in Ω ⊂ Rd,
∇ · u = 0 in Ω,
u = 0 on ∂Ω.
The purpose is to extend the ideas of the previous section to this problem.
Let now V = H10 (Ω)d, Q = L2(Ω)/R. The variational problem consists of finding [u, p] ∈
V ×Q such that
B([u, p], [v, q]) := ν(∇u,∇v)− (p,∇ · v) + (q,∇ · u) = 〈f , v〉 ∀[v, q] ∈ V ×Q.
For the sake of simplicity, we will consider subscales only for the velocity, not for the
pressure. Pressure subscales can be easily introduced (see [32]), but they do not contribute
to the present discussion. It is also possible to derive a general framework as in the previous
section, using the trace of the velocity subscales and their fluxes as additional variables, leading
to a five field formulation, the five fields being velocity, velocity subscale, trace of velocity
subscale, flux of velocity subscale and pressure. However, we may directly work with velocity,
velocity subscale and pressure, understanding that the velocity subscale on the interelement
boundaries (and its test function) will be approximated independently, being single valued on
these boundaries.
If Vh ×Qh ⊂ V ×Q is a conforming finite element approximation and V ′ is the space for
the velocity subscales, the discrete variational problem to be considered is to find [uh, ph] ∈
Vh ×Qh and u′ ∈ V ′ such that
B([uh, ph], [vh, qh]) +
∑
K
〈u′,−ν∆vh −∇qh〉K +
∑
K
〈u′, ν∂nvh + qhn〉∂K = 〈f , vh〉,∑
K
〈ν(∂nuh + ∂nu′)− phn, v′〉∂K +
∑
K
〈−ν∆uh +∇ph, v′〉K +
∑
K
〈−ν∆u′, v′〉K = 〈f , v′〉,
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which must hold for all [vh, qh] ∈ Vh×Qh and all v′ ∈ V ′. The first term in the second discrete
variational equation must be zero because of the (weak) continuity of the stress normal to the
element boundaries (recall that v′ has to be considered single valued when evaluated at the
interelement boundaries).
As for the CDR equation, the approximation
〈−ν∆u′, v′〉K = τ−1〈u′, v′〉K , τ−1 = C1 ν
h2
(6.48)
is adopted. Likewise, the subscale on the boundary will be approximated by an expression u′E
to be determined, so that the problem to be solved is to find [uh, ph] ∈ Vh × Qh and u′ ∈ V ′
such that
B([uh, ph], [vh, qh]) +
∑
K
〈u′,−ν∆vh −∇qh〉K +
∑
K
〈u′E, ν∂nvh + qhn〉∂K = 〈f , vh〉,
(6.49)∑
K
〈−ν∆uh +∇ph, v′〉K +
∑
K
τ−1〈u′, v′〉K = 〈f , v′〉,
(6.50)
which must hold for all [vh, qh] ∈ Vh × Qh and all v′ ∈ V ′. The expression of τ is given in
(6.48), but u′E is required to close the problem.
6.3.2 Subscales on the element boundaries
The condition to determine the expression of the subscale velocity on the boundary is that the
normal component of the stress be continuous across interelement boundaries. Using the same
notation as in the previous section, this can be written as follows:
0 = [−pn + ν∂nu ]E
= [−phn+ ν∂nuh ]E + [ ν∂nu′ ]E
= [−phn+ ν∂nuh ]E +
ν
δ
(2u′E − u′1 − u′2) ,
from where the approximation we propose is
u′E = {u′}E −
δ
2ν
[[ ν∂nuh − phn ]E (6.51)
which is the counterpart of (6.36) for the Stokes problem.
Inserting (6.51) into the discrete variational problem (6.49)-(6.50) results in
B([uh, ph], [vh, qh]) +
∑
K
〈u′,−ν∆vh −∇qh〉K +
∑
E
〈{u′}, [[ ν∂nvh + qhn ]〉E
−
∑
E
δ
2ν
〈 [ ν∂nuh − phn ], [ ν∂nvh + qhn ]〉E = 〈f , vh〉, (6.52)∑
K
〈−ν∆uh +∇ph, v′〉K +
∑
K
τ−1〈u′, v′〉K = 〈f , v′〉, (6.53)
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which must hold for all [vh, qh] ∈ Vh×Qh and all v′ ∈ V ′. This is the numerical approximation
of the Stokes problem we propose and whose stability is analyzed next.
Remark 5 Note that if the term
∑
E 〈{u′}, [[ ν∂nvh + qhn ]] 〉E is neglected, the formulation
is symmetric. To this end, the sign of qh in the term 〈 [ ν∂nuh − phn ]] , [[ ν∂nvh + qhn ]] 〉E is
essential. On the other hand, it seems reasonable to neglect {u′} if discontinuous pressures are
used because then the source of instability is known to be related to the lack of control on the
pressure jumps. In particular, for the P1/P0 element used in the examples of Section 5, u′ = 0
in the element interiors. △
Remark 6 (Neumann boundary conditions) Suppose again that FK = ∂K ∩ ∂Ω and that the
Neumann condition −pn + ν∂nu = t is prescribed. The subscale u′FK should be computed
from
t = −phn+ ν∂nuh + ν
δ
(u′FK − u′K).
In this case, the terms
∑
K
(
〈u′K , ν∂nvh + qhn〉FK −
δ
ν
〈ν∂nuh − phn, ν∂nvh + qhn〉FK
)
and − δ
ν
∑
K
〈t, ν∂nvh + qhn〉FK
should be added to the LHS and right-hand-side (RHS) of (6.52), respectively. Stability on
these boundaries will be enhanced by the term
∑
K
δ
ν
〈ph, qh〉FK . This approach might be im-
portant as well in fluid-structure interaction problems, where one of the problems (the struc-
ture for example) is computed using the normal stresses t computed in the other domain. It
is known that in some situations staggered coupled algorithms may suffer from the so called
artificial mass effect due to the lack of stability in the imposition of the Neumann condition.
△
6.3.3 Stability analysis
As for the CDR equation, it is convenient to define the expanded bilinear form of problem
(6.52)-(6.53), including the subscales as unknowns, which is
Bexp([uh, ph],u
′; [vh, qh], v
′) = B([uh, ph], [vh, qh])
+
∑
K
〈u′,−ν∆vh −∇qh〉K +
∑
K
〈v′,−ν∆uh +∇ph〉K
+
∑
E
〈{u′}, [[ ν∂nvh + qhn ]〉E −
∑
E
δ
2ν
〈 [[ ν∂nuh − phn ]] , [[ ν∂nvh + qhn ]] 〉E
+
∑
K
τ−1〈u′, v′〉K .
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Taking [vh, qh] = [uh, ph] and v′ = u′ it follows that
Bexp([uh, ph],u
′; [uh, ph],u
′) = ν‖∇uh‖2
+
∑
K
〈u′,−2ν∆uh〉K +
∑
E
〈{u′}, [ ν∂nuh + phn ]] 〉E
−
∑
E
δ
2
ν‖ [[ ∂nuh ]‖2E +
∑
E
δ
2ν
‖ [[ nph ]‖2E +
∑
K
τ−1‖u′‖2K .
We may deal with the terms
∑
K
〈u′,−2ν∆uh〉K , −
∑
E
δ
2
ν‖ [[ ∂nuh ]‖2E,
∑
E
〈{u′}, [ ν∂nuh ]] 〉E,
exactly as for the CDR equation. It only remains the following bound:
∑
E
〈{u′}, [[ phn ]〉E ≥ −
∑
E
‖{u′}‖E‖ [[ phn ]‖E
≥ −
∑
E
(
βν
2δ
‖{u′}‖2E +
δ
2βν
‖ [[ nph ]‖2E
)
≥ −
∑
K
βν
2δ
‖u′‖2∂K −
∑
E
δ
2βν
‖ [[ nph ]‖2E
≥ −
∑
K
βν
2δ0h2
Ctr‖u′‖2K −
∑
E
δ
2βν
‖ [[ nph ]‖2E,
which holds for all β > 0. Taking it sufficiently large (β > 1) and proceeding exactly as for
the CDR equation we obtain:
Theorem 2 There are constants C1 and δ0 in the definition of the stabilization parameters such
that
Bexp([uh, ph],u
′; [uh, ph],u
′) ≥ C
(
ν‖∇uh‖2 +
∑
E
δ
ν
‖ [[ nph ]‖2E +
∑
K
τ−1‖u′‖2K
)
.
Remark 7 In the previous estimate, it is important to note that
• Contrary to the CDR equation, now there is a clear gain by accounting for the subscales
on the boundary: we have control on the pressure jumps over interelement boundaries.
This in particular stabilizes elements with discontinuous pressures.
• Control over ‖ [[ nph ]]‖2E can be transformed into L2 control over ph. This can be proved
for example using the strategy presented in [34] and in references therein.
The stability estimate obtained is clearly optimal. △
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6.4 Darcy flow
6.4.1 Problem statement and finite element approximation
We will consider here the simplest situation in which the permeability is isotropic and uniform.
The problem to be solved consists in finding a velocity u and a pressure p such that
κ−1u+∇p = 0 in Ω,
∇ · u = f in Ω,
u · n = 0 on ∂Ω,
where κ is the permeability coefficient. The functional spaces where the problem can be posed
are
V = H0(div,Ω), Q = L
2(Ω)/R,
for the velocity and the pressure, respectively. In this case, f ∈ L2(Ω). The classical variational
formulation of the Darcy problem is well posed in these spaces. However, it is observed from
the momentum equation that in fact the pressure will belong to H1(Ω)/R.
The weak form of the problem is
(κ−1u, v)− (p,∇ · v) = 0,
(q,∇ · u) = (q, f),
which must hold for all [v, q] ∈ V ×Q.
As in the previous section, the finite element spaces for velocity and pressure will be re-
spectively denoted by Vh ⊂ V , Qh ⊂ Q (conforming approximations will be considered). If
we consider as before the scale splitting
u = uh + u
′, uh ∈ Vh, u′ ∈ V ′,
p = ph + p
′, ph ∈ Qh, p′ ∈ Q′,
with spaces V ′ and Q′ for the moment undefined, the problem to be solved becomes
(κ−1uh, vh) + (κ
−1u′, vh)− (ph,∇ · vh)− (p′,∇ · vh) = 0 ∀ vh ∈ Vh, (6.54)
(qh,∇ · uh)−
∑
K
(u′,∇qh)K +
∑
K
(qh,n · u′)∂K = (qh, f) ∀ qh ∈ Qh, (6.55)
together with the equations obtained by testing the differential equations with the velocity and
pressure subscale test functions.
In this case, we need to deal both with a velocity and with a pressure subscale, which makes
the derivation of a closed form for them more involved than for the problems of sections 6.2
and 6.3. This can be done in a similar way as for the Stokes problem in [34]. If PV ′ and PQ′
denote the L2-projection onto V ′ and Q′, respectively, the final result is that u′ and p′ can be
approximated in the element interiors by
u′ = −PV ′ (uh + κ∇ph) ,
p′ = τpPQ′ (f −∇ · uh) ,
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where the stabilization parameter τp is given by
τp = Cp
h2
κ
, (6.56)
Cp being an algorithmic constant. The main idea to obtain this approximation is to approximate
the Darcy operator in the equation for the subscales by a matrix diag(τ−1u I, τ−1p ), where I is
the d× d identity. Using an approximate Fourier analysis it can be shown that the norm of this
matrix is an approximate upper bound to the norm of the Darcy operator if τu = 1 and τp is
given by (6.56) (see [34] for details about this approach).
It is convenient to write the previous approximation in ‘weak’ form as follows:
(κ−1u′, v′) + (κ−1uh, v
′) +
∑
K
(∇ph, v′) = 0 ∀v′ ∈ V ′,
(q′,∇ · uh) +
∑
K
τ−1p (p
′, q′) = (q′, f) ∀q′ ∈ Q′.
6.4.2 Subscales on the element boundaries
The transmission conditions for this problem are different from those of the Stokes problem of
the previous section. First of all, observe that
• Only the velocity subscale is needed on the boundary of the elements (see (6.54)-(6.55)).
• For each element, this velocity subscale can be computed from the pressure subscale on
the boundary by projecting the momentum equation.
• Since in fact p ∈ H1(Ω), p must be such that
[np ]E = 0, [ ∂np ]]E = 0. (6.57)
Equations (6.57) are the transmission conditions that have to allow us to compute the subscales
on the element boundaries. Since the pressure is allowed to be discontinuous across these
interelement boundaries, the pressure subscale must also be allowed to be discontinuous. Let
us denote by ph,Ei the pressure finite element function on an edge E from the side of Ki (see
again Fig. 6.1) and p′Ei the corresponding subscale. Pressure continuity across E implies
[np ]E = (ph,E1 + p
′
E1
)n1 + (ph,E2 + p
′
E2
)n2 = 0,
from where
p′E1 − p′E2 = −ph,E1 + ph,E2 = − [[ nph ]E · n1. (6.58)
Using an approximation for the derivatives of the subscales similar to that of the previous
sections, continuity of the pressure normal derivative implies:
0 = [[ ∂nph ]E + [∂np
′ ]]E
= [[ ∂nph ]E +
1
δ
(
p′E1 − p′K1
)
+
1
δ
(
p′E2 − p′K2
)
,
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from where
p′E1 + p
′
E2
= p′K1 + p
′
K2
− δ [ ∂nph ]E . (6.59)
The solution of system (6.58)-(6.59) yields
p′∂K = {p′K}∂K −
δ
2
[[ ∂nph ]∂K −
1
2
[nph ]] ∂K · n (6.60)
Equation (6.60) is the expression of the pressure subscale on the element edges (now dis-
continuous), obtained from the application of our ideas to the Darcy problem. However, as
mentioned earlier, this expression is only required to compute the velocity subscales on the
edges, again considering them discontinuous. Projecting the momentum equation on the ele-
ment boundaries we have:
n · u′|∂K = −n · uh|∂K − κ∂nph|∂K − κ∂np′|∂K
= −n · uh|∂K − κ∂nph|∂K − κ
δ
(p′∂K − p′K)
= −n · uh|∂K − κ∂nph|∂K − κ
δ
[
{p′K}∂K −
δ
2
[ ∂nph ]] ∂K −
1
2
[nph ]] ∂K · n− p′K
]
= −n · uh|∂K − κ∂nph|∂K + κ
2
[[ ∂nph ]∂K +
κ
2δ
[[ n(ph + p
′
K) ]] ∂K · n,
from where we obtain the expression for the velocity subscale on ∂K:
n · u′|∂K = −n · uh|∂K − κ{∂nph}|∂K + κ
2δ
[n(ph + p
′
K) ]∂K · n (6.61)
Since no velocity derivatives appear in the transmission conditions for this problem, the veloc-
ity subscale on ∂K turns out to be independent from the velocity subscale on K.
Note now that all the terms on the RHS of (6.61) are vectors whose normal component is
continuous across interelement boundaries (the first because we assume Vh ⊂ V ). If w is a
vector defined on E, with continuous normal component, it holds that
∑
K
〈qh,n ·w〉∂K =
∑
E
〈 [nqh ],w〉E.
Using this in the finite element approximation for the continuity equation we obtain the final
problem to be solved, which consists of finding uh ∈ Vh, ph ∈ Qh, u′ ∈ V ′ and p′ ∈ Q′ such
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that
(κ−1uh, vh) + (κ
−1u′, vh)− (ph,∇ · vh)− (p′,∇ · vh) = 0 ∀ vh ∈ Vh, (6.62)
(qh,∇ · uh)−
∑
K
(u′,∇qh)K
−
∑
E
〈
[[ nqh ]] ,uh + {κ∇ph} − κ
2δ
[np′ ]]
〉
E
+
∑
E
κ
2δ
〈 [nqh ]] , [nph ]〉E = (qh, f) ∀ qh ∈ Qh, (6.63)
(κ−1u′, v′) + (κ−1uh, v
′) +
∑
K
(∇ph, v′) = 0 ∀v′ ∈ V ′, (6.64)
(q′,∇ · uh) +
∑
K
τ−1p (p
′, q′) = (q′, f) ∀q′ ∈ Q′, (6.65)
with τp given by (6.56).
6.4.3 Stability analysis
The previous problem can be written as
Bexp(uh, ph,u
′, p′; vh, qh, v
′, q′) = (qh, f) + (q
′, f),
with the obvious definition for the bilinear form Bexp. The stability analysis in this case is a bit
more delicate than for the CDR equation and for the Stokes problem. The problem is that Bexp
is not coercive, but satisfies an inf-sup condition in a norm to be introduced in the following.
We assume that the decomposition Vh ⊕ V ′ is L2-stable, in the sense that for any func-
tions vh ∈ Vh and v′ ∈ V ′ we have
‖vh + v′‖2 ≥ Cdec
(‖vh‖2 + ‖v′‖2) , (6.66)
for a constant Cdec independent of the equation parameters and of the mesh size. In general,
Cdec ≤ 1 and if V ′ is taken L2-orthogonal to Vh, Cdec = 1.
Let Uh = [uh, ph,u′, p′] be the unknown of the problem and V h = [vh, qh, v′, q′] the
corresponding vector of test functions. Let also
|||Uh|||2 :=κ−1‖uh‖2 +
∑
E
κ
δ
‖ [[ nph ]‖2E +
∑
K
κ−1‖u′‖2K
+
∑
K
τ−1p ‖p′‖2K +
∑
K
κ−1‖PVh(uh + κ∇ph)‖2K ,
where PVh is the L2-projection onto Vh. However, later on we will introduce another norm in
which stability holds and that clearly displays the stability enhancement we obtain with respect
to the classical Galerkin method.
Let us start writing
uh + κ∇ph = PVh (uh + κ∇ph) + PV ′ (uh + κ∇ph)
:=mh − u′,
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which allows us to write
Bexp(Uh,Uh) = κ
−1‖uh + u′‖2 +
∑
E
κ
2δ
‖ [[ nph ]‖2E +
∑
K
τ−1p ‖p′‖2K
−
∑
E
〈 [nph ],mh〉E +
∑
E
〈 [nph ], {u′}〉E +
∑
E
κ
2δ
〈 [nph ], [np′ ]〉E .
(6.67)
The objective now is to bound the last three terms in the RHS of this equality. Let us start with
the last one. Using (6.46) we have that
∑
E
κ
2δ
〈 [[ nph ], [np′ ]] 〉E ≥ −
κ
2δ
∑
E
(
β1
2
‖ [[ nph ]‖2E +
1
2β1
‖ [[ np′ ]]‖2E
)
≥ − κ
2δ
β1
2
∑
E
‖ [[ nph ]‖2E −
κ
2δ
1
2β1
∑
K
‖p′‖2∂K
≥ − κ
2δ
β1
2
∑
E
‖ [[ nph ]‖2E −
κ
2δ
1
2β1
Ctrh
−1
∑
K
‖p′‖2K
≥ − κ
2δ
β1
2
∑
E
‖ [[ nph ]‖2E −
1
4δ0β1
Ctr
κ
h2
∑
K
‖p′‖2K . (6.68)
We also have that
∑
E
〈 [nph ], {u′}〉E ≥ −
∑
E
(
δ
2β2
κ−1‖{u′}‖2E +
β2
2δ
κ‖ [[ nph ]‖2E
)
≥ −
∑
K
δ
2β2
κ−1‖u′‖2∂K −
∑
E
β2
2δ
κ‖ [[ nph ]‖2E
≥ −
∑
K
δ0
2β2
Ctrκ
−1‖u′‖2K −
∑
E
β2
2δ
κ‖ [[ nph ]‖2E. (6.69)
Using (6.66), (6.68) and (6.69) in (6.67) we have
Bexp(Uh,Uh) ≥ κ−1Cdec‖uh‖2 + κ−1
(
Cdec − δ0
2β2
Ctr
)∑
K
‖u′‖2K
+
∑
E
κ
2δ
(
1− β1
2
− β2
)
‖ [[ nph ]‖2E +
∑
K
κ
h2
(
1
Cp
− Ctr
4δ0β1
)
‖p′‖2K
−
∑
E
〈 [nph ],mh〉E. (6.70)
It remains to control the last term. It is responsible for the fact that the bilinear form Bexp is not
coercive, but it only satisfies an inf-sup condition. By the definition of mh and using (6.45)
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we have that
Bexp(Uh, [mh, 0, 0, 0])
= (κ−1uh +∇ph,mh) + (κ−1u′,mh)− (p′,∇ ·mh)−
∑
K
〈ph,n ·mh〉∂K
= κ−1(mh,mh)− (p′,∇ ·mh)−
∑
E
〈 [[ nph ],mh〉E
≥ κ−1‖mh‖2 − ‖p′‖Cinv
h
‖mh‖ −
∑
E
〈 [[ nph ],mh〉E
≥ κ−1‖mh‖2 − 1
2β3
κ
h2
C2inv‖p′‖2 −
β3
2
κ−1‖mh‖2 −
∑
E
〈 [nph ]] ,mh〉E ,
which combined with (6.70) yields
Bexp(Uh,Uh + [mh, 0, 0, 0])
≥ κ−1Cdec‖uh‖2 + κ−1
(
Cdec − δ0
2β2
Ctr
)
‖u′‖2
+
∑
E
κ
2δ
(
1− β1
2
− β2
)
‖ [[ nph ]‖2E +
∑
K
κ
h2
(
1
Cp
− Ctr
4δ0β1
− C
2
inv
2β3
)
‖p′‖2K
+ κ−1
(
1− β3
2
)
‖mh‖2 − 2
∑
E
〈 [[ nph ],mh〉E . (6.71)
On the other hand
−2
∑
E
〈 [nph ],mh〉E ≥ −
∑
E
β4
κ
2δ
‖ [[ nph ]‖2E −
∑
E
1
β4
2δ
κ
‖mh‖2E
≥ −
∑
E
β4
κ
2δ
‖ [[ nph ]‖2E −
∑
K
1
β4
κ−1δ0Ctr‖mh‖2K ,
which used in (6.71) gives
Bexp(Uh,Uh + [mh, 0, 0, 0])
≥ κ−1Cdec‖uh‖2 + κ−1
(
Cdec − δ0
2β2
Ctr
)
‖u′‖2
+
∑
E
κ
2δ
(
1− β1
2
− β2 − β4
)
‖ [[ nph ]‖2E +
∑
K
κ
h2
(
1
Cp
− Ctr
4δ0β1
− C
2
inv
2β3
)
‖p′‖2K
+ κ−1
(
1− β3
2
− δ0Ctr
β4
)
‖mh‖2.
From this expression we see that if we take βi, i = 1, 2, 3, 4, sufficiently small, then there
exists a constant C for which
Bexp(Uh,Uh + [mh, 0, 0, 0]) ≥ C|||Uh|||2, (6.72)
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provided the constants δ0 and Cp are small enough. On the other hand, |||[mh, 0, 0, 0]||| ≤
C|||Uh|||, from where we obtain the result we wished to prove:
Theorem 3 There are constantsCp and δ0 in the definition of the stabilization parameters such
that for all U h there exists V h such that
Bexp(Uh,V h) ≥ C|||Uh||||||V h|||.
Remark 8 Since u′ = PV ′(uh+ κ∇ph) and in view of (6.66) our result also applies with the
norm
|||Uh|||2∗ :=κ−1‖uh‖2 + κ
∑
K
‖∇ph‖2K +
∑
E
κ
δ
‖ [[ nph ]]‖2E +
∑
K
τ−1p ‖p′‖2K ,
which allows us to see that the stability result of Theorem 3 is optimal. Moreover, from the
expression of p′ in the element interiors, usually proportional to the velocity divergence, it is
possible to control ‖∇ · uh‖ which, together with the stability obtained on ‖uh‖, leads to full
control of uh in H0(div,Ω). △
6.5 Numerical examples
In this section we present the results of some numerical examples in order to study the per-
formance of the presented method. We compare the results obtained using the approximation
of the subscales on the interelement boundaries u′E given by (6.36) (or (6.51) in the case of
the Stokes problem) with those obtained considering u′E = 0. A parameter δ0 = 0.2 has been
adopted for the computation of the terms corresponding to the subscales on the element bound-
aries, as it has proved to be suitable for these numerical examples, even though for the Stokes
problem the effect of the choice of δ0 has also been analyzed.
No results for the Darcy problem have been included, since in the case of interest, that is
to say, for discontinuous pressure interpolations, the accuracy heavily relies on the expression
of the subscales in the element interiors.
6.5.1 Convection-diffusion equation
Let us start solving the convection-diffusion equation. We consider a domain Ω enclosed in
a circle of radius R = 1, which we discretize in a triangular finite element mesh, and we
prescribe
u = 0 on ∂Ω.
We now study two different cases: in the first one diffusion dominates over convection
(k = 0.1, a = (1, 0), s = 0, f = 1 in (6.1)), while the second one is convection domi-
nated (k = 10−12, a = (1, 0), s = 0, f = 1 in (6.1)). In both the diffusion and the convection
dominated cases, no difference between the solution obtained considering u′E and the one ob-
tained without considering it can be appreciated. Fig. 6.2 shows and compares the obtained
solution u for the considered methods in the diffusion dominated case, while Fig. 6.3 does so
when convection dominates over diffusion. In any case, there is no noticeable influence of the
value of δ0 on the results.
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Figure 6.2: Elevations for the diffusion dominated problem without (left) and considering
(right) u′E. Cut along y = 0 (bottom).
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Figure 6.3: Elevations for the convection dominated problem without (left) and considering
(right) u′E. Cut along y = 0 (bottom).
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6.5.2 Stokes problem
In this section we study the performance of the method proposed for the Stokes problem. As
stated in Section 6.3, considering the contribution of the subscales in the element boundaries
u′E stabilizes elements with discontinuous pressures. In particular it allows the use of P1/P0
(linear-constant) velocity-pressure pairs. Results using P1/P0 interpolation and considering
the contribution of the subscales on the boundary will be compared with those obtained us-
ing P1/P1 (linear-linear) velocity-pressure pairs, in which no subscales on the boundaries are
considered.
Flow in a cavity
In this example, the motion of a fluid enclosed in a square cavity Ω = [0, 1]× [0, 1] is analyzed.
The velocity is set to (1, 0) at the top horizontal wall ( y = 1), while it is prescribed to 0 on
the other walls (y = 0, x = 0 and x = 1). Pressure is fixed to 0 in an arbitrary point of the
domain.
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Figure 6.4: Results for the flow in a cavity. Left: P1/P1 interpolation (without u′E). Right:
P1/P0 interpolation (with u′E). From top to bottom: streamlines and pressure contours.
As Fig. 6.4 shows, little difference can be observed between results obtained using P1/P1
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interpolation and those obtained using P1/P0 and taking into account the contribution of the
subscales on the element boundaries with δ0 = 0.2. The slight differences which can be ob-
served between both results are due to the fact that a poorer interpolation space for the pressure
is used in the second case.
In order to check the behavior of the solution in terms of δ0, Fig. 6.5 shows a comparison
between the pressure along y = 1 for δ0 = 0.05, 0.2 and 0.5. Note that this last value would
be the maximum allowed by our way to motivate the subscales on the element boundaries
(see Fig. 6.1). It is observed that δ0 = 0.05 allows for pressure oscillations, whereas no much
difference is observed for δ0 = 0.2 and δ0 = 0.5 (in fact, similar results are obtained for any
δ0 greater than 0.1). Of course, results are more diffusive the greater the value of δ0 is.
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Figure 6.5: Results for the flow in a cavity, pressure on a cut along y = 1. Top: P1/P0 element
with δ0 = 0.2 compared to the P1/P1 element. Bottom: P1/P0 element results for different
values of δ0, global cut (left) and detail (right).
Flow over a cylinder
In this example we study the Stokes flow past a cylinder. The computational domain is Ω =
[0, 16]×[0, 8]\D, with the cylinderD of diameter 2 and centered at (4,4). The velocity at x = 0
is prescribed at (1, 0), whereas at y = 0 and y = 8, the y-velocity component is prescribed to
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0 and the x-component is left free. The outflow, where both the x- and y- component are free,
is x = 16. Tractions are set to 0 on the outflow.
Figure 6.6: Results for the flow over a cilinder. Left: P1/P1 (without u′E). Right: P1/P0 (with
u′E). From top to bottom: streamlines and pressure contours.
As in the previous example, little difference can be appreciated between the solutions ob-
tained with the P1/P1 pair with no subscales on the boundaries and the P1/P0 element with
subscales on the boundaries.
Once again, the behavior of the solution in terms of δ0 has been checked. A comparison
between the pressure in a cut along y = 4 is shown in Fig. 6.7 for δ0 = 0.05, 0.2 and 0.5. The
same conclusions as for the cavity flow example can be drawn in this case, namely, δ0 = 0.05
allows for pressure oscillations which do not appear using δ0 = 0.2 and δ0 = 0.5, the latter
being more diffusive than the former.
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Figure 6.7: Results for the flow over a cilinder, pressure in a cut along y = 4. Top: P1/P0
element with δ0 = 0.2 compared to the P1/P1 element. Bottom: P1/P0 element results for
different values of δ0, global cut (left) and detail (right).
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6.6 In search of an efficient implementation for the P 1/P 0
element
We have seen how considering subscales to be different from zero in the element edges can be
used to obtain stabilized formulations for discontinuous pressure interpolations, in particular
for the P1/P0 element. However, this element is not very useful from the computational point
of view: compared to the stabilized P1/P1 element, the number of pressure unknowns and
the number of connectivities for velocity unknowns are greater. In this section we try to find
a more efficient formulation in which pressure unknowns can be condensed by sending all the
off-diagonal terms of the LHS corresponding to pressure test functions equations to the RHS.
This is not effective for the Stokes problem, since an iterative process would be needed for a
linear problem, but can be worth in the Navier-Stokes equations where the iterations due to
the pressure condensation can be coupled with the iterations due to the non-linearity of the
convective term.
Let us consider the subscales on the boundary strategy for the Stokes problem defined
in (6.52)-(6.53) and apply it to the P1/P0 interpolation. We take into account that, for this
particular interpolation:
∆vh = 0, ∇qh = 0,
As we will see, subscales on the element interiors can be neglected in the Stokes problem
if the P1/P0 interpolation is used. However, this is not the case if we deal with the Navier-
Stokes equations. Let us start by defining an explicit expression for the subscales in the element
interiors, which can be obtained from (6.53):
u′ = τPV ′(f + ν∆uh −∇ph),
where PV ′ is the projection onto the space for the subscales. This term can be neglected if we
consider V ′ to be orthogonal to the finite element space and f to belong to the finite element
space. In this case, the final variational formulation is:
B([uh, ph], [vh, qh])−
∑
E
δ
2ν
〈 [ ν∂nuh − phn ], [ ν∂nvh + qhn ]〉E = 〈f , vh〉, (6.73)
which must hold for all [vh, qh] ∈ Vh × Qh. The matrix structure of the previous problem is
the following: [
K0 +Kδ G0 +Gδ
GT0 +G
T
δ −J δ
] [
U
P
]
=
[
F
0
]
, (6.74)
where Kδ corresponds to −
∑
E
δ
2ν
〈 [[ ν∂nuh ], [ ν∂nvh ]〉E , Gδ and GTδ correspond to
−∑E δ2ν 〈 [[ phn ], [ ν∂nvh ]〉E and −∑E δ2ν 〈 [ ν∂nuh ]] , [[ qhn ]] 〉E respectively and −J δ cor-
responds to
∑
E
δ
2ν
〈 [ phn ]] , [[ qhn ]] 〉E .
In order to be able to condensate pressure unknowns, J δ should be diagonal. Since J δ
involves the pressure jumps across interelement boundaries, it is not diagonal. However, we
can split it into a diagonal and a non-diagonal part:
J δ = J
0
δ − J ′δ,
J0δ = diag(Jδ),
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We can now write the problem in the following form:[
K0 +Kδ G0 +Gδ
GT0 +G
T
δ −J0δ
] [
U
P
]
=
[
F
J ′δP
]
, (6.75)
which can be solved by means of a fixed point iteration scheme:[
K0 +Kδ G0 +Gδ
GT0 +G
T
δ −J0δ
] [
U (i)
P (i)
]
=
[
F
J ′δP
(i−1)
]
, (6.76)
where i is the iteration counter. Since J0δ can be trivially inverted, we can eliminate the pressure
unknowns from the matrix form of the problem and end up with:[
K0 +Kδ + (G0 +Gδ)
(
J0δ
)−1 (
GT0 +G
T
δ
)]
U (i) = F + (G0 +Gδ)
(
J0δ
)−1
J ′δP
(i−1),
(6.77)
Jδ is diagonally dominant, and as a consequence the convergence of the scheme can be proved
as for the classical Jacobi method.
In the case of transient problems the same strategy can be used. However, we also have the
possibility of treating pressure in an explicit way. The matrix form of the transient problem is:[
1
δt
M +K0 +Kδ G0 +Gδ
GT0 +G
T
δ −J 0δ
] [
U (n+1)
P (n+1)
]
=
[
F + 1
δt
MUn
J ′δP˜
n+1
]
, (6.78)
where we have added a mass matrix which takes into account the time derivatives and P˜ n+1 is
an approximation to the pressure nodal unknowns at time step n+ 1. A first order approxima-
tion to the pressure would be to consider the pressure at the previous time step:
P˜
n+1
= P n = P n+1 +O(δt),
Similarly we could consider the second order approximation:
P˜
n+1
= 2P n −P n−1 = P n+1 +O(δt2).
However, although some of these methods work, none of them shows a fast enough con-
vergence to be competitive with the P1/P1 interpolation. We solve the example of the flow
over a cylinder described in the previous section. Fig. 6.8 shows the convergence of the itera-
tive scheme proposed for the stationary Stokes problem. We can appreciate that convergence
is very slow, even if a relaxation strategy is used. If we try using over-relaxation the iterative
scheme diverges. In Fig. 6.9 we compare the convergence of the non-linearity of the Navier-
Stokes equations (Re = 100) solved with the original formulation with the convergence if the
condensed pressure strategy is used. We can observe that the convergence of the convective
non-linearity is much faster than the convergence of the iterative algorithm due to the pressure
condensation.
We finally try the explicit treatment for the pressures described for the transient Stokes
problem. After 50 time steps the first order scheme has not been able to converge to an incom-
pressible velocity field, as we can appreciate in Fig. 6.10, where the horizontal velocity has
been depicted. The second order scheme diverges after a few time steps.
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Figure 6.8: Convergence for the iterative scheme for the stationary Stokes problem. Compari-
son between several relaxation parameters w.
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Figure 6.10: Horizontal velocity for the transient problem if an explicit scheme for the pressure
is used. Results for the first order scheme.
In conclusion, we have not been able to find a competitive algorithm for the implemen-
tation of the P1/P0 element. Further research will be carried out in order to consider more
complex iterative schemes (starting with, for example, Gauss-Seidel iterations) which might
allow to condense the pressure unknowns and at the same time to obtain convergence in very
few iterations.
6.7 Conclusions
In this chapter we have extended the two-scale approximation of variational problems with
an additional ingredient in the approximation of the subscales, which is an approximation for
their values on the interelement boundaries.
The key idea is to assume that the subscales are already computed in the element interiors
and to compute the boundary values by imposing the correct transmission conditions of the
problem under consideration. Three examples of how to undertake this process have been
presented, namely, the CDR equation, the Stokes problem and Darcy’s equations.
In order to be as general as possible, examples of how to compute the subscale on the
element interiors have been proposed, but not used, in the sense that our developments are
applicable to any approximation of these unknowns (provided they satisfy some conditions on
the algorithmic constants on which they depend). In fact, we have proved stability estimates
for the three problems considered which are valid for any choice of subscales in the interior of
the elements. However, convergence analyses, not presented here, require the expressions of
these subscales.
For the case of the CDR equation, the new terms introduced by accounting for the subscales
on the interelement boundaries do not contribute to stability. However, our analysis and the
numerical example presented show that they do not spoil it, and also that accuracy seems also
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to be unaffected. However, for the Stokes problem and for Darcy flow the terms introduced by
the subscales on the boundaries are crucial to provide stability when discontinuous pressure
interpolations are used. The stabilizing terms introduced are shared with other formulations
that can be found in the literature. However, some non-standard terms also appear. Again, our
analysis, and the numerical examples in the case of the Stokes problems, show that these terms
do not harm stability.
We have looked for an efficient implementation of the P1/P0 interpolation, which con-
sists of condensing the pressure unknowns by sending the off-diagonal terms corresponding to
the pressure test function equations to the right hand-side. Several iterative and explicit meth-
ods have been presented which are suitable for stationary and transient problems respectively.
However, although some of these methods work, none of them shows a fast enough conver-
gence to be competitive with the P1/P1 interpolation. Further research will be carried out in
order to consider more complex iterative schemes (starting with, for example, Gauss-Seidel
iterations) which might allow to condense the pressure unknowns and at the same time obtain
convergence in very few iterations.
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Chapter 7
Finite element approximation of
transmission conditions in fluids and
solids introducing boundary subgrid
scales
Terms involving jumps of stresses on boundaries are proposed for the finite element approxi-
mation of the Stokes problem and the linear elasticity equations. These terms are designed to
improve the transmission conditions between subdomains at three different levels, namely, be-
tween the element domains, between the interfaces in homogeneous domain interaction prob-
lems and at the interface between the fluid and the solid in fluid-structure interaction problems.
The benefits in each case are respectively the possibility of using discontinuous pressure in-
terpolations in a stabilized finite element approximation of the Stokes problem, a stronger
enforcement of the stress continuity in homogeneous domain decomposition problems and a
considerable improvement of the behavior of the iterative algorithm to couple the fluid and
the solid in fluid-structure interaction problems. The motivation to introduce these terms stems
from a decomposition of the unknown into a conforming and a non-conforming part, a hybrid
formulation for the latter and a simple approximation for the unknowns involved in the hybrid
problem.
7.1 Introduction
Transmission conditions in the numerical approximation of fluid and solid mechanics problems
play a key role at different levels. When the discretization involves a partition of the compu-
tational domain, as in finite volume or finite element methods, the first level is the interaction
between the subdomains of the partition. Appropriate interaction conditions, associated to the
problem being solved, are satisfied in an approximate way, and this may have important con-
sequences in the stability of the numerical method. A second level of analysis of transmission
conditions could be the interaction of subdomains in a homogeneous domain decomposition
method. This problem may be addressed using a purely algebraic point of view, but it is also
possible to analyze the interaction from the standpoint of the approximate boundary condi-
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tions applied to each subdomain. Both strategies are well known in the domain decomposition
community (see [115, 128], for example). A a third level of analysis could be the interac-
tion between heterogeneous subdomains, in which different problems associated to different
physics are solved within each of the subdomains. This last category could be included in the
second, but the heterogeneity of the transmission conditions introduces additional difficulties
that deserve to be studied independently. The paradigmatic example of this class of problems
are those involving fluid and structure interactions.
In this chapter we analyze the issue of dealing with transmission conditions in fluid and
solid mechanics problems approximated using finite elements. The model problems we will
consider are the Stokes problem and the Navier equations for a linear elastic solid. Our pro-
posal is to modify the classical approximation of the interaction stresses computed from the
finite element solution by introducing terms that depend on the jumps of these stresses when
computed from the two sides of the interaction boundary. The way to motivate the introduction
of these terms is as follows. First, we consider a splitting of the unknown into a conforming
and a discontinuous part. A three-field hybrid formulation is used for the latter, involving the
primal variable, its traces and its fluxes on the element boundaries as unknowns. We assume
that these terms are small, and therefore we consider them as subgrid scales (or subscales) of
the conforming part of the solution. In this sense, our approach falls within the variational mul-
tiscale framework proposed in [77]. Rather than solving for the subscales, we propose simple
expressions to model them, the main idea being the correct continuity of stresses across the
interelement boundaries.
When solving for the Stokes problem in a single domain, the introduction of the element
boundary terms involving jumps of stresses has as a consequence a stabilizing effect on the
pressure. In particular, in combination with a more standard stabilized finite element method,
these new terms open the possibility to use arbitrary discontinuous pressure interpolations,
avoiding the need to satisfy the classical velocity-pressure compatibility conditions [23]. Their
stabilizing effect is similar to that already found in [78], although their expression is different
and motivated in a completely different way.
Pressure stabilization due to the new interelement boundary terms was already proposed
and analyzed in Chapter 6. In the present chapter we derive in detail the formulation for the
Stokes problem (which in the previous chapter was directly stated from the derivation obtained
for the convection-diffusion equation), with emphasis on the treatment of Neumann bound-
ary conditions. This serves us to extend it to two cases, namely, the interaction between two
subdomains, in each of which the Stokes problem is solved, and the classical fluid-structure
interaction (FSI) problem. In the first case, the new terms we propose help to enforce the conti-
nuity of stresses between subdomains. The domain interaction is however more complex than
in classical formulations. To introduce an iteration-by-subdomain scheme, we first analyze the
matrix structure of the problem and discuss how this iterative scheme can be designed. In the
FSI case, we apply the previous ideas to a time-marching block-iterative scheme in which
Dirichlet boundary conditions are prescribed to the fluid and Neumann boundary conditions
are applied to the solid. The latter correspond to the normal stress exerted by the fluid on the
solid. The introduction of the subscales on the element boundaries for the solid enhances no-
tably the stability of the scheme. We illustrate this enhancement with a numerical example. In
particular, the example we have chosen displays the so called added-mass effect, which is one
of the most important issues to be considered when solving fluid structure interaction problems
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by means of a domain decomposition technique. This phenomenon takes place when fluid and
solid densities are similar, and consists in a failing of simple coupling strategies. Either if
the coupling is implicit (iterating the solution at each time step to converge to the monolithic
problem) or explicit (no coupling iterations are done within the time step), the scheme becomes
unstable. Several strategies to deal with this problem have been recently proposed. For exam-
ple, a semi-implicit scheme for pressure-segregated methods is presented in [49], and is further
developed in [6]. A different approach for pressure-segregated schemes is proposed in [81]. In
[24] a strategy based on Nitsche’s method is proposed and a method based on Robin boundary
conditions can be found in [8]. Using a more algebraic point of view, several strategies using
preconditioned Krylov methods are presented in [9, 10, 11]. Conditions under which the prob-
lem becomes unstable are studied in [54]. We present here our own approach, which is directly
derived from the use of boundary subgrid scales.
The chapter is organized as follows. In Section 7.2 we state the Stokes problem in strong
form, in the classical velocity-pressure variational form and in a non-standard hybrid varia-
tional form that we use to motivate our numerical formulation. This formulation is presented
in detail in Section 7.3. The final result is a problem posed only for a conforming approx-
imation to the velocity and the pressure that involves jumps of stresses at the interelement
boundaries. The application of the same ideas to a homogeneous domain interaction problem
is presented in Section 7.4, whereas the application to the FSI problem is the subject of Sec-
tion 7.5. Numerical examples are presented in Section 7.6 and finally conclusions close the
chapter in Section 7.7.
7.2 Problem statement
7.2.1 Stokes problem in u-p form
Let us start considering the Stokes problem written in the classical velocity-pressure approach
or displacement-pressure, in the case of an elastic solid. To fix terminology, we will consider
that it corresponds to a fluid, leaving for Section 7.5 the statement of the elastic problem.
Thus, the problem we consider here consists in finding a velocity u : Ω −→ Rd and a pressure
p : Ω −→ R such that
−µ∆u+∇p = ρf in Ω, (7.1)
∇ · u = 0 in Ω, (7.2)
u = 0 on ΓD, (7.3)
−pn+ µn · ∇u = t on ΓN . (7.4)
In these equations, Ω ⊂ Rd (d = 2, 3) is a bounded domain with boundary ∂Ω and external
normal n, f is the vector of body forces and t is the (pseudo-)traction prescribed on ΓN , with
∂Ω = ΓN ∪ ΓD, ΓN ∩ ΓD = ∅, ΓD 6= ∅. The physical parameters µ and ρ are the viscosity
and the density, respectively. Note that the Neumann-type conditions do not correspond to
the physically meaningful tractions, for which the viscous term should be written using the
symmetrical gradient of the velocity. This, however, is irrelevant for our discussion.
Let now V = H1Γ(Ω)d := {v ∈ H1(Ω)d | v = 0 on ΓD}, Q = L2(Ω), and assume that
f ∈ (H1Γ(Ω)d)′ (the dual space of H1Γ(Ω)d) and t ∈ H−1/2(ΓN)d. We will use the symbol
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(·, ·)ω to denote the L2 product in a domain ω. In general, the integral of two functions g1 and
g2 over a domain ω will be denoted by 〈g1, g2〉ω. This symbol will also be used for the duality
pairing. The simplifications (·, ·)Ω ≡ (·, ·) and 〈·, ·〉Ω ≡ 〈·, ·〉 will be used.
The variational problem consists of finding [u, p] ∈ V ×Q such that
B([u, p], [v, q]) = L([v, q]) + 〈t, v〉ΓN ∀[v, q] ∈ V ×Q,
where
B([u, p], [v, q]) := µ(∇u,∇v)− (p,∇ · v) + (q,∇ · u),
L([v, q]) := ρ〈f , v〉.
7.2.2 Hybrid formulation of an abstract variational problem
The numerical approximation we propose can be motivated from a hybrid formulation of the
problem. To introduce it, let us assume that Ω¯ = Ω¯1 ∪ Ω¯2, with Γ = ∂Ω1 ∩ ∂Ω2 (see Fig. 7.1).
Figure 7.1: Splitting of the domain
Consider an abstract variational problem consisting in finding an unknown u in a functional
space X such that
a(u, v) = l(v) ∀v ∈ X, (7.5)
where a(u, v) is a bilinear form on X × X and l a linear form defined on X . Let ui, vi be
the restrictions of u, v ∈ X to subdomain Ωi, and Xi the spaces where they belong, i =
1, 2. Suppose that u ∈ X has a well defined trace on Γ belonging to a space T , and a flux
corresponding to the differential operator associated to (7.5) belonging to a space Fi when
computed from subdomain Ωi, i = 1, 2. Then, the hybrid formulation of (7.5) that we consider
is the following: find ui ∈ Xi, λi ∈ Fi, i = 1, 2, and γ ∈ T such that
a1(u1, v1)− 〈λ1, v1〉Γ = l1(v1) ∀v1 ∈ X1,
a2(u2, v2)− 〈λ2, v2〉Γ = l2(v2) ∀v2 ∈ X2,
〈µ1, u1 − γ〉Γ = 0 ∀µ1 ∈ F1,
〈µ2, u2 − γ〉Γ = 0 ∀µ2 ∈ F2,
〈κ, λ1 + λ2〉Γ = 0 ∀κ ∈ T,
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where ai and li are the restrictions of a and l to Xi ×Xi and Xi, respectively.
If the problem includes imposition of fluxes of u in a part ΓN of ∂Ω, which for the sake
of simplicity we may consider contained in ∂Ω1 (see Fig. 7.1), this imposition may be also
“hybridized”, yielding the problem
a1(u1, v1)− 〈λ1, v1〉Γ − 〈λN , v1〉ΓN = l1(v1) ∀v1 ∈ X1, (7.6)
a2(u2, v2)− 〈λ2, v2〉Γ = l2(v2) ∀v2 ∈ X2, (7.7)
〈µ1, u1 − γ〉Γ + 〈µ1, u1 − γ〉ΓN = 0 ∀µ1 ∈ F1, (7.8)
〈µ2, u2 − γ〉Γ = 0 ∀µ2 ∈ F2, (7.9)
〈κ, λ1 + λ2〉Γ + 〈κ, λN〉ΓN = 〈κ, q〉ΓN ∀κ ∈ T, (7.10)
where q is the flux to be prescribed. In this case, the linear form l (and the forms l1 and l2
resulting from the splitting of the domain) does not include the prescription of the fluxes.
Several problems admit this hybrid formulation, including first and second order linear
partial differential equations (the fluxes λi are zero in the first case). In the following subsection
we shall see its application to the Stokes problem. For the diffusion equation −∆u = f with
u = 0 on ∂Ω, we would have that Xi is the subspace of H1(Ωi) of functions vanishing on
∂Ω ∩ ∂Ωi, T = H1/200 (Γ) and Fi = (H1/200 (Γi))′ (the prime denoting dual space), with Γi =
∂Ωi ∩ Ω. The solution of the hybrid problem is γ = u1|Γ1 = u2|Γ2 , λ1 = −λ2 = n1 ·
∇u1|Γ1 = −n2 · ∇u2|Γ2 . If flux conditions need to be prescribed, in this case they are of the
form n · ∇u = q, and Γ1 will contain ΓN , the part of the boundary where these conditions are
enforced.
7.2.3 Hybrid formulation of the Stokes problem
The Stokes problem (7.1)-(7.2) admits also the hybrid formulation described above by defining
u = [u, p], v = [v, q], X = V ×Q,
a(u, v) = B([u, p], [v, q]), l(v) = L([v, q]),
γ = u1|Γ1 = u2|Γ2 ∈ T = H1/200 (Γ)d,
λi = (−pni + µni · ∇u)|Γi ∈ Fi = (H1/200 (Γi)d)′, i = 1, 2,
and q = t (see (7.4)) being the boundary condition in terms of fluxes.
To present the formulation we are interested in, let us consider a splitting of space V of
the form V = V¯ ⊕ V˜ . In principle, there is no restriction in the expression of spaces V¯ and
V˜ . In the finite element approximation, the former will be approximated by continuous finite
elements (and therefore conforming). The component of u in this space can be considered as
resolvable, whereas a closed form expression will be given for the component in V˜ , which
will be called subgrid scale or, simply, subscale. A similar splitting could be performed for the
pressure, although it is not necessary for our purposes.
Let Vi be also split as Vi = V¯i⊕ V˜i, i = 1, 2. If any ui ∈ Vi is written as ui = u¯i+ u˜i, with
u¯i ∈ V¯i and u˜i ∈ V˜i, we assume that u¯1|Γ1 = u¯2|Γ2 . Only the continuity for the component in
V˜i needs to be enforced (weakly) through a variational equation.
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Let us introduce the boundary operators
Ti([v¯i, qi]) := (−qini + µini · ∇v¯i)|Γi, T ∗i ([v¯i, qi]) := (qini + µini · ∇v¯i)|Γi,
where [vi, qi] ∈ V¯i × Qi, i = 1, 2. We may constrain the fluxes to be of the form λi =
Ti([u¯i, pi]) + λ˜i, for appropriate λ˜i ∈ F˜i, and likewise for λN . Test functions in Fi can be
similarly split as µi = T ∗i ([v¯i, qi]) + µ˜i, with v¯i ∈ V¯i, qi ∈ Qi, µ˜i ∈ F˜i. Finally, traces on
boundaries can be split as γ = u¯ + γ˜, both on Γ and on ΓN . On the intersecting boundary Γ
the restriction u¯ is well defined because of the assumption u¯1|Γ1 = u¯2|Γ2 . Note that, in fact,
F˜i = Fi and T˜ = T . The tilde has been introduced to stress that we seek the subscale of fluxes
and traces in these spaces.
Having introduced these decompositions of the functional spaces, we may write the hybrid
formulation of the Stokes problem as follows: find u¯i ∈ V¯i, u˜i ∈ V˜i, pi ∈ Qi, γ˜ ∈ T˜ , λ˜i ∈ F˜i
(i = 1, 2) such that
B1([u¯1 + u˜1, p1], [v¯1 + v˜1, q1])−
〈
T1([u¯1, p1]) + λ˜1, v¯1 + v˜1
〉
Γ
−
〈
T1([u¯1, p1]) + λ˜N , v¯1 + v˜1
〉
ΓN
= L1([v¯1 + v˜1, q1]), (7.11)
B2([u¯2 + u˜2, p2], [v¯2 + v˜2, q2])−
〈
T2([u¯2, p2]) + λ˜2, v¯2 + v˜2
〉
Γ
= L2([v¯2 + v˜2, q2]),
(7.12)
〈T ∗1 ([v¯1, q1]) + µ˜1, γ˜ − u˜1〉Γ + 〈T ∗1 ([v¯1, q1]) + µ˜1, γ˜ − u˜1〉ΓN = 0, (7.13)
〈T ∗2 ([v¯2, q2]) + µ˜2, γ˜ − u˜2〉Γ = 0, (7.14)〈
v¯1 + v¯2 + κ˜, T1([u¯1, p1]) + T2([u¯2, p2]) + λ˜1 + λ˜2
〉
Γ
+
〈
v¯1 + κ˜, T1([u¯1, p1]) + λ˜N
〉
ΓN
= 〈v¯1 + κ˜, t〉ΓN , (7.15)
which must hold for all v¯i ∈ Vi, v˜i ∈ V˜i, qi ∈ Qi, κ˜ ∈ T˜ , µ˜i ∈ F˜i (i = 1, 2). Recall that L1
does not contain the contribution from the Neumann-type boundary condition (7.4).
Adding up (7.11) and (7.12) with v˜1 = v˜2 = 0 and using (7.15) with κ˜ = 0 yields the
original variational equation projected onto V¯ ×Q, that is to say,
B([u¯, p], [v¯, q]) +B([u˜, 0], [v¯, q]) = L([v¯, q]) + 〈v¯, t〉ΓN , (7.16)
which holds for all [v¯, q] ∈ V¯ ×Q. If we define the operators
Li([v¯i, qi]) := −µ∆v¯i +∇qi, L∗i ([v¯i, qi]) := −µ∆v¯i −∇qi,
we may write, making use of (7.13) and (7.14) with µ˜1 = µ˜2 = 0,
B([u˜, 0], [v¯, q]) =
2∑
i=1
Bi([u˜i, 0], [v¯i, qi])
=
2∑
i=1
〈u˜i,L∗i ([v¯i, qi])〉Ωi +
2∑
i=1
〈γ˜, T ∗i ([v¯i, qi])〉Γ + 〈γ˜, T ∗1 ([v¯1, q1])〉ΓN .
(7.17)
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Adding up (7.11) and (7.12) with v¯1 = v¯2 = 0, q1 = q2 = 0 yields, after integration by
parts of some terms,
2∑
i=1
Bi([u¯i + u˜i, pi], [v˜i, 0])−
2∑
i=1
〈
Ti([u¯i, pi]) + λ˜i, v˜i
〉
Γ
−
〈
T1([u¯1, p1]) + λ˜N , v˜1
〉
ΓN
=
2∑
i=1
〈Li([u¯i, pi]), v˜i〉Ωi +
2∑
i=1
Bi([u˜i, 0], [v˜i, 0])−
2∑
i=1
〈
λ˜i, v˜i
〉
Γ
−
〈
λ˜N , v˜1
〉
ΓN
=
2∑
i=1
L2([v˜i, 0]). (7.18)
As an alternative to (7.11)-(7.15), the final problem can be obtained from (7.16), (7.17),
(7.18), (7.13) with [v¯1, q1] = [0, 0], (7.14) with [v¯2, q2] = [0, 0] and (7.15) with v¯1 = v¯2 = 0.
It reads: find u¯i ∈ V¯i, u˜i ∈ V˜i, pi ∈ Qi, γ˜ ∈ T˜ , λ˜i ∈ F˜i (i = 1, 2) such that
B([u¯, p], [v¯, q]) +
2∑
i=1
〈u˜i,L∗i ([v¯i, qi])〉Ωi +
2∑
i=1
〈γ˜, T ∗i ([v¯i, qi])〉Γ
+ 〈γ˜, T ∗1 ([v¯1, q1])〉ΓN = L([v¯, q]) + 〈v¯, t〉ΓN , (7.19)
2∑
i=1
〈Li([u¯i, pi]), v˜i〉Ωi +
2∑
i=1
Bi([u˜i, 0], [v˜i, 0])−
2∑
i=1
〈
λ˜i, v˜i
〉
Γ
−
〈
λ˜N , v˜1
〉
ΓN
=
2∑
i=1
Li([v˜i, 0]), (7.20)
2∑
i=1
〈
κ˜, Ti([u¯i, pi]) + λ˜i
〉
Γ
+
〈
κ˜, T1([u¯1, p1]) + λ˜N
〉
ΓN
= 〈κ˜, t〉ΓN , (7.21)
2∑
i=1
〈µ˜i, γ˜ − u˜i〉Γ + 〈µ˜1, γ˜ − u˜1〉ΓN = 0, (7.22)
for all v¯i ∈ Vi, v˜i ∈ V˜i, qi ∈ Qi, κ˜ ∈ T˜ , µ˜i ∈ F˜i (i = 1, 2).
This is the hybrid formulation on which we will base the finite element approximation
described in the following. Its importance relies on the fact that it is the theoretical framework
to develop approximations in which u is split into a contribution which is continuous on Γ
and another one which is discontinuous. In Chapter 6 we presented a similar development
for the convection-diffusion equation. Now we have detailed this development for the Stokes
problem, considering also the presence of Neumann type boundary conditions.
7.3 Finite element approximation
7.3.1 Scale splitting
Let Ph := {K} be a finite element partition of the domain Ω of size h, and Vh × Qh a finite
element space where an approximate solution [uh, ph] ∈ Vh × Qh is sought. We assume that
Vh is made of continuous functions, that is to say, Vh is conforming in V .
162 Chapter 7. Transmission conditions introducing boundary subgrid scales
Consider the setting of the previous subsection with V¯ = Vh, and therefore V = Vh ⊕
V˜ , with V˜ to be defined, and u = uh + u˜, v = vh + v˜. The extension of (7.19)-(7.22)
to multiple subdomains is straightforward. In particular, we will apply it considering each
element a subdomain. No subscript will be used for the functions and operators in play to
characterize the element domain over which they are defined, being this clear simply by the
domain of integration.
The discrete variational problem to be considered is to find [uh, ph] ∈ Vh × Qh, u˜ ∈ V˜ ,
γ˜ ∈ T˜ and λ˜ ∈ F˜ such that
B([uh, ph], [vh, qh]) +
∑
K
〈u˜,L∗([vh, qh])〉K
+
∑
K
〈γ˜, T ∗([vh, qh])〉∂K = L([vh, q]) + 〈vh, t〉ΓN , (7.23)∑
K
〈L([uh, ph]), v˜〉K +
∑
K
BK([u˜, 0], [v˜, 0])−
∑
K
〈
λ˜, v˜
〉
∂K
=
∑
K
LK([v˜, 0]), (7.24)
∑
K
〈
κ˜, T ([uh, ph]) + λ˜
〉
∂K
= 〈κ˜, t〉ΓN , (7.25)∑
K
〈µ˜, γ˜ − u˜〉∂K = 0, (7.26)
for all vh ∈ Vh, v˜ ∈ V˜ , qh ∈ Qh, κ˜ ∈ T˜ , µ˜ ∈ F˜ , where T˜ is now the space of traces (of
subscales) on the element boundaries (satisfying γ˜ = 0 on ΓD) and F˜ the space of fluxes on
these boundaries.
Apart from the imposition of the condition that ph ∈ Qh, problem (7.23)-(7.26) is exact.
The final approximation is obtained by choosing a way to approximate the velocity subscales
u˜, their traces on the element boundaries γ˜ and their fluxes λ˜. This leaves many possibilities
open. In particular, if u˜ is chosen to be a piecewise polynomial, the previous equations con-
stitute a very general framework to develop finite element approximations with a continuous
component (uh) and a discontinuous one (u˜). Traces (γ˜) and fluxes (λ˜) may be approximated
independently or linked to u˜ and/or uh if an irreducible formulation is to be used. Note that
if the first option is used there might be compatibility conditions between the approximating
finite element spaces to render the final discrete problem numerically stable.
Our purpose here is not to exploit the possibilities of (7.23)-(7.26), but to propose a closed
form expression for u˜, γ˜ and λ˜. Only (7.23) will remain unaltered, but with a certain approx-
imation for u˜ in the interior of the element domains required to evaluate the second term on
the left-hand-side of this equation, and an approximation for γ˜ on the element boundaries to
evaluate the third term. We proceed to explain how we do this in the following subsection,
understanding that other possibilities are open within the present framework.
7.3.2 Subscales on the element boundaries
The way we propose to approximate the subscales was already presented in Chapter 6. Let us
just recall the resulting expressions for λ˜ and γ˜.
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Approximation of λ˜. The values of λ˜ on ∂K are weak approximations to the fluxes of u˜.
Given the trace γ˜ of this unknown, and taking into account that no pressure subscales have
been introduced, we propose the following closed form expression for λ˜:
λ˜∂Ki∩E ≈
µ
δ
(γ˜ − u˜i), i = 1, 2, (7.27)
where now u˜i has to be understood as the subscale computed in the element interiors and
evaluated at edge E.
Approximation of γ˜. Equation (7.25) states the weak continuity of the total fluxes on the
element boundaries. The idea now is to replace this equation by an explicit prescription of this
continuity. We need to distinguish the case in which an edge is interior to the domain Ω and the
case in which it belongs to ΓN . Edges on ΓD will not contribute because of the zero velocity
prescription there.
Let [[ ng ]E := n1g|∂K1∩E +n2g|∂K2∩E denote the jump of a scalar function g across edge
E and [[ ∂ng ]]E = n1 · ∇g|∂K1∩E + n2 · ∇g|∂K2∩E the jump of the normal derivative. For a
vector field v, we also define [n⊗ v ]E = n1 ⊗ v|∂K1∩E + n2 ⊗ v|∂K2∩E .
Consider first the case in which E0 is an interior edge. The condition to determine the
expression of the subscale velocity on the boundary is that the normal component of the stress
be continuous across interelement boundaries. This can be written as follows:
0 = [[ −pn + µ∂nu ]E0 (7.28)
≈ [−phn+ µ∂nuh ]]E0 + λ˜∂K1∩E0 + λ˜∂K2∩E0
≈ [−phn+ µ∂nuh ]]E0 +
µ
δ
(
2γ˜E0 − u˜1 − u˜2
)
,
from where the approximation we propose is
γ˜E0 ≈ {u˜}E0 −
δ
2µ
[[ µ∂nuh − phn ]E0, (7.29)
where {u˜}E0 := 12(u˜1 + u˜2) is the average of the subscales computed in the element interiors
evaluated at edge E0. From (7.29) it is observed that δ0 will play the role of an algorithmic
parameter for which, following our approach, we have a geometrical interpretation.
From now onwards we will use the symbol = instead of ≈, understanding that in some
places we perform approximation (7.27) that has led us to (7.29).
Let us consider now a boundary edge of the form EN = ∂K ∩ΓN for a certain element K,
where the Neumann condition (7.4) is prescribed. In this case, (7.28) has to be replaced by
t|EN = (−pn+ µ∂nu)|EN
= (−phn+ µ∂nuh)|EN + µ∂nu˜|EN
= (−phn+ µ∂nuh)|EN +
µ
δ
(
γ˜EN − u˜EN
)
,
from where
γ˜EN = u˜EN −
δ
µ
(−phn + µ∂nuh − t)|EN . (7.30)
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Problem for uh and u˜. From the approximation of the fluxes (7.27) and the expressions
obtained for the traces, (7.29) and (7.30), one can obtain a problem for uh and u˜ alone from
(7.23) and (7.24). After some algebraic manipulations, the problem obtained is: find [uh, ph] ∈
Vh ×Qh and u˜ ∈ V˜ such that
B([uh, ph], [vh, qh]) +
∑
K
〈u˜,L∗([vh, qh])〉K
+
∑
E0
〈{u˜}, [T ∗([vh, qh]) ]〉E0 −
δ
2µ
∑
E0
〈 [T ([uh, ph]) ], [T ∗([vh, qh]) ]〉E0
+
∑
EN
〈u˜, T ∗([vh, qh])〉EN −
δ
µ
∑
EN
〈T ([uh, ph]), T ∗([vh, qh])〉EN
= L([vh, qh]) + 〈vh, t〉ΓN −
δ
µ
∑
EN
〈t, T ∗([vh, qh])〉EN , (7.31)∑
K
BK([u˜, 0], [v˜, 0]) +
∑
K
〈L([uh, ph]), v˜〉K
+
∑
E0
〈 [T ([uh, ph]) ]] , {v˜}〉E0 +
δ
2µ
∑
E0
〈 [n⊗ u˜ ]] , [[ n⊗ v˜ ]〉E0
+
∑
EN
〈T ([uh, ph]), v˜〉EN =
∑
K
LK([v˜, 0]) +
∑
EN
〈t, v˜〉EN , (7.32)
for all [vh, qh] ∈ Vh ×Qh, v˜ ∈ V˜ .
Problem (7.31)-(7.32) is very general and could be used as such after choosing an approx-
imation for V˜ . However, we will further simplify the problem by approximating directly u˜.
7.3.3 Subscales in the element interiors
To approximate u˜, we in fact approximate (7.24) by integrating by parts,∑
K
BK([u˜, 0], [v˜, 0]) = −µ
∑
K
〈∆u˜, v˜〉K + µ
∑
K
〈n · ∇u˜, v˜〉∂K ,
assuming that µn · ∇u˜ cancels with the fluxes λ˜ and using the crucial approximation
〈−µ∆u˜, v˜〉K ≈ τ−1〈u˜, v˜〉K , τ−1 = C1 µ
h2
, (7.33)
where C1 is an algorithmic constant. We will not justify this last step, which is the keystone
of stabilized finite element methods. It can be motivated for example by using an approximate
Fourier analysis [32].
Summarizing, the subscales in the element interiors can be expressed in terms of [uh, ph]
from the equation ∑
K
〈L([uh, ph]), v˜〉K + τ−1
∑
K
〈u˜, v˜〉K = ρ
∑
K
〈f , v˜〉K , (7.34)
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which can be described by saying the u˜ is the projection of the residual ρf − L([uh, ph])
within each element multiplied by τ onto the space of subscales V˜ . The most usual option is
to take this projection as the identity (assuming this is feasible), although we favor the choice
of taking it as the projection L2-orthogonal to the finite element space Vh. This leads to the so
called orthogonal subscale stabilization (OSS) method [32, 33]. However, the final method is
independent of the choice of the space of subscales.
7.3.4 Stabilized finite element problem
The subscales in the element interiors can be approximated as stated in Chapter 6. With all the
approximations introduced, the problem to be solved consists of (7.31) and (7.34). However,
the approximations used to arrive to (7.34) have as a consequence the loss of symmetry of
the problem (which is in fact observed using −qh as test function). This symmetry can be
recovered neglecting the third and fifth terms in (7.31). Note that this maintains the consistency
of the method, in the sense that if the approximate solution [uh, ph] is replaced by the exact
solution [u, p], the discrete variational problem holds exactly.
The variation of the method just explained consists in finding [uh, ph] ∈ Vh × Qh and
u˜ ∈ V˜ such that
B([uh, ph], [vh, qh]) +
∑
K
〈u˜,L∗([vh, qh])〉K
− δ
2µ
∑
E0
〈 [T ([uh, ph]) ]] , [[ T ∗([vh, qh]) ]] 〉E0 −
δ
µ
∑
EN
〈T ([uh, ph]), T ∗([vh, qh])〉EN
= L([vh, qh]) + 〈vh, t〉ΓN −
δ
µ
∑
EN
〈t, T ∗([vh, qh])〉EN , (7.35)∑
K
〈L([uh, ph]), v˜〉K + τ−1
∑
K
〈u˜, v˜〉K = ρ
∑
K
〈f , v˜〉K , (7.36)
for all [vh, qh] ∈ Vh ×Qh, v˜ ∈ V˜ .
We may write the solution of (7.36) as
u˜ = τP˜ (ρf − L([uh, ph])),
where P˜ denotes the L2 projection onto the space of subscales, which will be left undefined
(except in the numerical examples, of course). The problem can now be written in a compact
form, only involving the finite element component of the unknown [uh, ph], as follows: find
[uh, ph] ∈ Vh ×Qh such that
Bstab([uh, ph], [vh, qh]) = Lstab([vh, qh]) ∀[vh, qh] ∈ Vh ×Qh,
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where
Bstab([uh, ph], [vh, qh]) = B([uh, ph], [vh, qh])−
∑
K
τ〈P˜ (L([uh, ph])),L∗([vh, qh])〉K
− δ
2µ
∑
E0
〈 [T ([uh, ph]) ], [T ∗([vh, qh]) ]〉E0 −
δ
µ
∑
EN
〈T ([uh, ph]), T ∗([vh, qh])〉EN ,
(7.37)
Lstab([vh, qh]) = L([vh, qh]) + 〈vh, t〉ΓN
−
∑
K
τ〈P˜ (ρf ),L∗([vh, qh])〉K − δ
µ
∑
EN
〈t, T ∗([vh, qh])〉EN . (7.38)
7.4 Interaction between subdomains
7.4.1 Motivation
The stabilized finite element formulation presented in the previous section has been designed
to allow arbitrary velocity-pressure interpolations, in particular discontinuous pressures. How-
ever, the concepts used to obtain it can be applied to other situations. In particular, we consider
in this section the application to the interaction between two subdomains, in both of which the
Stokes problem is solved.
The motivation to use the stabilization strategy in interaction problems arises from the fact
that if the subdomains are discretized independently, the pressure degrees of freedom at the
interface will be doubled and, therefore, pressure will be discontinuous at this interface. If a
method that is stable for continuous pressures is applied (either coming from a stabilized for-
mulation or from the use of inf-sup stable velocity-pressure pairs) there is no guarantee that this
stability will be preserved at the interface. The use of the approach described in the previous
section, known to be stable for arbitrary pressure interpolations, may thus be beneficial.
7.4.2 Continuous problem
The final discrete problem to be proposed can be derived directly using the ideas presented in
the previous section and extended to the case in which the physical properties, and in particular
the viscosity µ, are discontinuous. However, additional insight on the method is gained if a
more “physical” approach is used when two subdomains interact.
Let us consider again the situation of Fig. 7.1, now for simplicity with ΓN = ∅. For our pur-
poses, instead of using a three-field hybrid formulation, using the primal unknown, its traces
and its fluxes as variables, it is enough to consider the more common approach of using only
the fluxes on Γ as unknowns, and enforcing continuity weakly. The boundary value problem
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to be solved consists in finding [u1, p1], [u2, p2] and λ such that:
−µ1∆u1 +∇p1 = ρf in Ω1,
∇ · u1 = 0 in Ω1,
u1 = 0 on ΓD,1 = ∂Ω1 ∩ ∂Ω,
u1 = u2 on Γ,
λ = −p1n1 + µ1n1 · ∇u1 on Γ,
−µ2∆u2 +∇p2 = ρf in Ω2,
∇ · u2 = 0 in Ω2,
u2 = 0 on ΓD,2 = ∂Ω2 ∩ ∂Ω,
−p2n2 + µ2n2 · ∇u2 = −λ on Γ.
These equations have been written in the order they can be solved in an iteration-by-subdomain
strategy. The first four equations can be solved for [u1, p1] if u2 is assumed to be known on
Γ, the flux on this surface can be then computed and used to solve the problem on Ω2 with
Neumann conditions on Γ.
The variational form of the continuous problem consists in finding [u1, p1], [u2, p2] and λ
such that
B1([u1, p1], [v1, q1])− 〈λ, v1〉Γ = L1([v1, q1]) ∀[v1, q1],
B2([u2, p2], [v2, q2]) + 〈λ, v2〉Γ = L2([v2, q2]) ∀[v2, q2],
〈µ,u1 − u2〉Γ = 0 ∀µ,
where the bilinear and linear forms involved are the same as in the previous section. The spaces
of unknowns and test functions are also the same as those introduced previously.
When applying the Galerkin method to discretize this problem there are at least two issues
that have to be taken into account:
• The space for λ has to be properly chosen in order to obtain a numerically stable prob-
lem. There are compatibility conditions between the interpolation of this unknown and
the interpolation of u and p that have to be met to satisfy the inf-sup conditions associ-
ated to the problem.
• It is preferable to compute λh weakly rather than from λ = −p1n1 + µ1n1 · ∇u1.
However, it is not our purpose to use the classical Galerkin method, but to extend the formula-
tion of Section 7.3.
7.4.3 Finite element approximation
Let B1,stab, L1,stab, B2,stab and L2,stab be the stabilized bilinear and linear forms corresponding
to each subdomain without considering the boundary conditions on Γ, which act as Neumann
conditions on each subdomain. These forms are given by (7.37) and (7.38).
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If ti is the traction on Γ to be applied to Ωi, the discrete variational equation on each
subdomain reads:
Bi,stab([uh, ph], [vh, qh])− δ
µi
∑
EΓ
〈Ti([uh, ph]), T ∗i ([vh, qh])〉EΓ
= Li,stab([vh, qh]) + 〈ti, vh〉Γ −
δ
µi
∑
EΓ
〈ti, T ∗i ([vh, qh])〉EΓ , (7.39)
which holds for all test functions [vh, qh] with support on Ωi, i = 1, 2. The edges EΓ are now
those contained in Γ.
Let us obtain which is the traction ti that results from the formulation developed in the
previous section. Note that t1 = −λ2 and t2 = −λ1. Recall that we have neglected the
subscales in the element interiors (and evaluated on the boundary) when computing the fluxes
λ˜.
If the continuity of fluxes (7.28) is now imposed we find
γ˜|EΓ = −
δ
µ1 + µ2
[T ([uh, ph]) ]EΓ.
Using the basic decomposition assumed for the total fluxes and (7.27) we obtain, on each edge
EΓ,
λi = Ti([uh, ph]) + λ˜i = Ti([uh, ph]) + µi
δ
γ˜.
Combining the last two expressions yields, on each edge EΓ,
λi = Ti([uh, ph])− µi
µ1 + µ2
[T ([uh, ph]) ]. (7.40)
This expression for the traction associated to the formulation we propose has two interesting
features:
• It automatically satisfies λ1 + λ2 = 0.
• Instead of the traction Ti([uh, ph]) associated to the standard Galerkin method, λi is a
weighted average of T1([uh, ph]) and T2([uh, ph]), the weighting coefficients depending
on the viscosity on each subdomain. If i = 1, for example, we see that
λ1 =
µ2
µ1 + µ2
T1([uh, ph]) + µ1
µ1 + µ2
(−T2([uh, ph])),
where −T2([uh, ph]) can be understood as the traction associated to [uh, ph] in Ω2 but
computed with the normal n1.
It is worth to remark that (7.40) can be used to compute the fluxes in domain interaction
problems as an alternative to the classical fluxes of the Galerkin method and also to the weak
computation of these fluxes. It can be used not only in the case of meshes that match on Γ,
but also in domain decomposition methods with overlapping (see [72]) or when fluxes are
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needed on meshes that do not match the boundaries (as in the problems described in Chapter 4
and Chapter 5). Likewise, they can be modified to accommodate particular conditions that a
certain application requires, such as conservation of angular momentum (using for example
the methodology proposed in [71]).
The formulation we propose can finally be obtained adding up (7.39) for i = 1 and i =
2. Writing explicitly the expressions of T ([uh, ph]) and T ∗([vh, qh]), it consists of finding
[uh, ph], defined on the whole computational domain Ω, such that
B1,stab([uh, ph], [vh, qh]) +B2,stab([uh, ph], [vh, qh])
−
∑
EΓ
δ
µ1 + µ2
〈 [µ∂nuh − phn ]] , [µ∂nvh + qhn ]] 〉EΓ
= L1,stab([vh, qh]) + L2,stab([vh, qh]),
(7.41)
for all test functions [vh, qh]. It is observed that the term involving integrals over Γ penalizes
the jump of the (pseudo-) tractions along this interface. We will observe this effect in the
numerical examples.
7.4.4 Matrix structure
In order to write the matrix structure of problem (7.41), consider the splitting of the finite
element velocity
uh = uh,1 + uh,Γ + uh,2,
where uh,i refers to the component associated to the degrees of freedom internal to Ωi, and
vanishing on Γ, whereas uh,Γ refers precisely to the degrees of freedom associated to the
interacting boundary. This splitting in the one dimensional case and using linear elements is
represented in Fig. 7.2. For the pressure, ph,i denotes simply its restriction to Ωi.
Figure 7.2: Splitting of the unknown
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Having introduced this splitting, the matrix structure of the problem will be:

 A1,1 A1,Γ + A′1,Γ A′′1,2AΓ,1 + A′Γ,1 AΓ,Γ + A′Γ,Γ AΓ,2 + A′Γ,2
A′′2,1 A2,Γ + A
′
2,Γ A2,2



 U1UΓ
U2

 =

 F1FΓ
F2

 . (7.42)
In this equation, Ui are arrays of degrees of freedom associated to uh,i and ph,i, and UΓ the
degrees of freedom associated to uh,Γ. The terms from where the different submatrices and
components of the right-hand-side appear are obvious.
There are two remarks to be made referred to the algebraic problem (7.42):
• Submatrices with a prime and a double prime are due to the new interaction term in
(7.41), which would not appear using a classical Gakerkin method for the domain in-
teraction problem (even if stabilized finite element formulations are used within each
subdomain).
• A′′1,2 and A′′2,1 appear because of the jump of the derivatives of the velocities. For ex-
ample, there are test functions in Ω1 which vanish on Γ but whose derivative does not
vanish (in the case of Lagrangian interpolations, those are the test functions associated
to the nodes adjacent to Γ). Thus, the jump of these derivatives is not zero and has to be
multiplied against the jump of the velocity derivatives, which involves degrees of free-
dom of uh interior to Ω2 (again, in the case of Lagrangian interpolations, those are the
velocity degrees of freedom associated to the nodes adjacent to Γ in the interior of Ω2).
7.4.5 Iteration-by-subdomain strategy
The most popular way to deal with a problem involving the interaction of two subdomains is
by using an iteration-by-subdomain strategy, that is to say, an iterative algorithm in which the
unknowns are computed in one of the subdomains assuming the data from the other known,
and proceeding iteratively until convergence.
To set possible iteration-by-subdomain schemes, it is convenient to consider first the matrix
version of the problem. The simplest way to solve (7.42) is to solve for U1 first and for UΓ and
U2 in a coupled way. Denoting with a superscript the iteration counter, a solve of this iterative
algorithm would be:
A1,1U
(i)
1 = F1 − (A1,Γ + A′1,Γ)U (i−1)Γ −A′′1,2U (i−1)2 , (7.43)[
AΓ,Γ + A
′
Γ,Γ AΓ,2 + A
′
Γ,2
A2,Γ + A
′
2,Γ A2,2
] [
U
(i)
Γ
U
(i)
2
]
=
[
FΓ − (AΓ,1 + A′Γ,1)U (i)1
F2 − A′′2,1U (i)1
]
. (7.44)
This scheme would in fact be of Gauss-Seidel type, since the value of U1 just computed in
the first step of the iteration is used in the second. A Jacobi-type scheme would be obtained
replacing U (i)1 by U
(i−1)
1 in the second step.
Apart from the straightforward scheme (7.43)-(7.44), there are extensions and/or modifi-
cations that are convenient to use in the applications:
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• Under-relaxation. Numerical experiments show that it is crucial to use under-relaxation.
A simple scheme of the form
U
(i)
k ← αU (i)k + (1− α)U (i−1)k (7.45)
turns out to be very efficient. The values of the relaxation parameter α that we use are
indicated in the numerical examples.
• Other iterative schemes, like GMRES. In principle, this type of schemes can be applied
directly to (7.42) with an adequate choice of the preconditioner P . The key issue is
to design this preconditioner in a modular way, that is to say, in such a manner that
it requires only information of the domain whose unknowns are being computed. Our
choice for the preconditioner P is:
P =

 A1,1 A1,Γ + A′1,Γ 0AΓ,1 + A′Γ,1 AΓ,Γ + A′Γ,Γ 0
0 0 A22

 ,
which leads to the following preconditioned system:
AP−1PU = F (7.46)
The only system of equations to be solved in the GMRES iteration is the one associated
to P−1, in which we can separate terms associated to the problem in domain 1 from
terms associated to the problem in domain 2 (see also [9, 10]).
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The iterative scheme is better described using the algebraic form of the problem, but it
is also enlightening to write the discrete variational version. The problem corresponding to
(7.43)-(7.44) applied to (7.41) is:
B1,stab([u
(i)
h,1, p
(i)
h,1], [vh,1, qh,1])
= L1,stab([vh,1, qh,1]−B1,stab([u(i−1)h,Γ , 0], [vh,1, qh,1]))
+
∑
EΓ
δ
µ1 + µ2
〈
µ1∂n1(u
(i)
h,1 + u
(i−1)
h,Γ )− p(i)h,1n1, µ1∂n1vh,1 + qh,1n1
〉
EΓ
+
∑
EΓ
δ
µ1 + µ2
〈
µ2∂n2(u
(i−1)
h,Γ + u
(i−1)
h,2 )− p(i−1)h,2 n2, µ1∂n1vh,1 + qh,1n1
〉
EΓ
,
B2,stab([u
(i)
h,Γ + u
(i)
h,2, p
(i)
h,2], [vh,Γ + vh,2, qh,2])
= L2,stab([vh,Γ + vh,2, qh,2])− B2,stab([u(i)h,1, p(i)h,1], [vh,Γ + vh,2, qh,2])
+
∑
EΓ
δ
µ1 + µ2
〈
µ1∂n1(u
(i)
h,1 + u
(i)
h,Γ)− p(i)h,1n1, µ1∂n1vh,Γ
〉
EΓ
+
∑
EΓ
δ
µ1 + µ2
〈
µ2∂n2(u
(i)
h,Γ + u
(i)
h,2)− p(i)h,2n2, µ1∂n1vh,Γ
〉
EΓ
+
∑
EΓ
δ
µ1 + µ2
〈
µ1∂n1(u
(i)
h,1 + u
(i)
h,Γ)− p(i)h,1n1, µ2∂n2(vh,Γ + vh,2) + qh,2n2
〉
EΓ
+
∑
EΓ
δ
µ1 + µ2
〈
µ2∂n2(u
(i)
h,Γ + u
(i)
h,2)− p(i)h,2n2, µ2∂n2(vh,Γ + vh,2) + qh,2n2
〉
EΓ
.
7.5 Fluid-structure interaction
In the previous section we have considered the interaction between two subdomains in both
of which the Stokes problem is solved. In this sense, the situation can be considered as a
homogeneous interaction. The problem to be solved in each subdomain is (7.39) and, since
these equations are dimensionally homogeneous, they can be added up for i = 1, 2 to obtain
(7.41). In this section however we are interested in the interaction between a fluid and a solid,
and thus the problem can be termed as heterogeneous. In this case, it is better to work directly
with (7.39). The purpose of what follows is to apply the ideas introduced previously to fluid-
structure interaction (FSI) problems and to design an iteration-by-subdomain strategy for this
particular problem.
7.5.1 Continuous problem
The nature of the problem to be considered is intrinsically transient (although it is obviously
possible that a steady-state is reached). Let [0, T ] be the time interval of analysis. In all what
follows we will use subscript F to refer to the fluid and subscript S to refer to the solid (and not
subscripts 1 and 2, as in the previous section). In particular, ΩF and ΩS will be the subdomains
occupied by the fluid and the solid, respectively, and Γ = ∂Ω¯F ∩∂Ω¯S their common boundary.
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If d : [0, T ]× ΩS −→ Rd is the displacement field in the solid, the problem to be solved
consists in finding d, u and p such that
ρS∂
2
ttd−∇ · σS = ρSf in ΩS,
d = 0 on ΓDS ,
nS · σS = tS on ΓNS ,
ρF∂tu− µ∆u+∇p = ρFf in ΩF ,
∇ · u = 0 in ΩF ,
u = 0 on ΓDN ,
−pnF + µnF · ∇u = tF on ΓNF ,
nS · σS + (−pnF + µnF · ∇u) = 0 on Γ,
∂td− u = 0 on Γ,
together with initial conditions for u, d and ∂td in the domain where they are defined. A linear
elastic behavior will be assumed for the solid, so that the stress tensor there is given by
σS = σS(d) = C : ∇Sd,
where C is the constitutive tensor and ∇Sd the symmetrical gradient of d.
To simplify the exposition, we assume that the solid is not incompressible, so that the
problem can be approximated without the need to introduce the volumetric stress as a new
variable (the extension to this situation would be straightforward and, in fact, we use it in the
numerical examples). Therefore, the standard Galerkin method can be used to approximate the
governing equations for the solid.
The variational counterpart of the FSI problem consists in finding d, u, p and the interac-
tion stress λ such that
ρS(∂
2
ttd, e)ΩS +BS(d, e)− 〈λ, e〉Γ = LS(e) + 〈tS, e〉ΓNS ∀e ∈ W,
ρF (∂tu, v)ΩF +BF ([u, p], [v, q]) + 〈λ, v〉Γ = LF ([v, q]) + 〈tF , v〉ΓNF ∀[v, q] ∈ V ×Q,
〈µ, ∂td− u〉Γ = 0 ∀µ ∈ F,
where
W = {e ∈ H1(ΩS)d | e = 0 on ΓDS},
BS(d, e) = (C : ∇Sd,∇Se)ΩS ,
LS(e) = ρS〈f , e〉ΩS ,
and for each time t ∈ (0, T ) the unknowns satisfy d ∈ W , [u, p] ∈ V × Q, λ ∈ F (with the
adequate regularity in time), with the appropriate initial conditions at t = 0.
7.5.2 Finite element approximation and interaction stresses
Once finite element spacesWh ⊂W , V h×Qh ⊂ V ×Q are chosen, the crucial issue to extend
the formulation of the previous section to the present FSI problem in to obtain the interaction
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stresses resulting from the introduction of subscales on the element boundaries contained in Γ.
Let TS(e) = nS ·σS(e). The velocity subscales γ˜F and the displacement subscales γ˜S can be
obtained from condition (7.28), which now can be written as follows:
0 = TF ([u, p]) + TS(d)
≈ TF ([uh, ph]) + TF ([u˜, 0]) + TS(dh) + TS(d˜), (7.47)
where d˜ are the displacement subscales. Neglecting the subscales in the element interiors
as before, TF ([u˜, 0]) can be approximated by µδ γ˜F . The problem is how to approximate
TS(d˜). Approximating derivatives using finite differences will yield an expression of the form
TS(d˜) ≈ 1δGγ˜S for a certain matrix G depending on the physical parameters contained in the
constitutive tensorC. For our reasoning it is enough to approximate TS(d˜) ≈ G∗δ γ˜S , G∗ being
a scalar coefficient. Altogether, (7.47) yields, on each edge of Γ,
G∗γ˜S + µγ˜F = −δ[TF ([uh, ph]) + TS(dh)]. (7.48)
The compatibility between the velocity in the fluid and the displacement in the solid implies
also the compatibility in the corresponding subscales, that is to say, γ˜F = ∂tγ˜S .
In FSI problems of interest, we may assume that the fluid and solid physical properties are
such that
G∗|γ˜S| ≫ µ|∂tγ˜S|,
which using (7.48) implies that
γ˜S ≈ −
δ
G∗
[TF ([uh, ph]) + TS(dh)], γ˜F ≈ 0,
and, consequently,
λS = TS(dh) + G
∗
δ
γ˜S ≈ −TF ([uh, ph]), (7.49)
λF = TF ([uh, ph]) + λ˜F ≈ TF ([uh, ph]). (7.50)
These approximations have an interesting consequence. Let tSF = −λF = −TF ([uh, ph])
be the stress exerted on the solid because of the interaction with the fluid, and tFS = −λS =
TF ([uh, ph]) the stress exerted on the fluid because of the interaction with the solid. Suppose an
iterative strategy is used to solve the fluid-solid coupling (within each time step, for example).
If the solid is computed with a Neumann-type condition on Γ, tSF = −TF ([uh, ph]) has to be
used as traction, which corresponds to the common approach: stresses computed in the fluid
using the finite element solution are transmitted to the solid. In the fluid a Dirichlet boundary
condition on Γ can be used once the displacements in the solid have been computed. However,
it is not possible to use a Neumann condition on Γ when solving in the fluid domain, since the
traction to be used is tFS = TF ([uh, ph]), which depends only on the velocities. Thus, the fluid
would not “feel” the action exerted by the solid. This agrees with the well known fact that in
FSI problems if a Dirichlet-Neumann coupling is used, Neumann boundary conditions have to
be applied always to the solid surface, not to the fluid.
A similar situation is encountered in homogeneous interaction problems if one of the sub-
domains is much “stiffer” than the other. From (7.40) it is observed that if, for example,
µ1 ≫ µ2 then λ1 = −λ2 ≈ −T2([uh, ph]).
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7.5.3 Fully discrete problem and iterative coupling
Suppose to simplify that time is discretized using a backward-difference formula, that we de-
note by Dt to approximate ∂t and Dtt to approximate ∂2tt. Let δt be the time step size of a uni-
form partition of [0, T ]. Consider that the unknowns are computed at time levels 0, 1, 2, ..., n−1
and we want to compute them at time tn = nδt. The fully discrete version of the problem cor-
responding to (7.39) is: find dnh ∈ Wh, unh ∈ Vh and pnh ∈ Qh such that
ρS(Dttd
n
h, eh)ΩS +BS(d
n
h, eh)−
δ
G∗
∑
EΓ
〈TS(dnh), TS(eh)〉EΓ
= LS(eh) + 〈tSF , eh〉Γ −
δ
G∗
∑
EΓ
〈tSF , TS(eh)〉EΓ , (7.51)
ρF (Dtu
n
h, vh)ΩF +BF,stab([u
n
h, p
n
h], [vh, qh])−
δ
µ
∑
EΓ
〈TF ([unh, pnh]), T ∗F ([vh, qh])〉EΓ
= LF,stab([vh, qh]) + 〈tFS, vh〉Γ −
δ
µ
∑
EΓ
〈tFS, T ∗F ([vh, qh])〉EΓ, (7.52)
which hold for all eh ∈ Wh, [vh, qh] ∈ Vh × Qh. This is the monolithic fluid-structure system
that we propose.
Of particular interest is the design of a simple iterative coupling between the solid and
the fluid using approximations (7.49)-(7.50). Let us denote by fn,i an approximation to an
unknown f at time step n and iteration i, with the initialization fn,0 = fn−1. Suppose that
the solid is solved first, with [un,i−1h , p
n,i−1
h ] known. Then, tSF = −TF ([un,i−1h , pn,i−1h ]) can
be used in (7.51) to compute dn,ih . When solving for the fluid, the traction to be used must be
tFS = TF ([un,i−1h , pn,i−1h ]), since only in this case one can guarantee that tSF + tFS = 0 at
each iteration. Using this, and noting that vh|Γ = 0 if Dirichlet conditions are used to solve in
the fluid domain, the algorithm reads
ρS(Dttd
n,i
h , eh)ΩS +BS(d
n,i
h , eh)−
δ
G∗
∑
EΓ
〈TS(dn,ih ), TS(eh)〉EΓ
= LS(eh)−
〈TF ([un,i−1h , pn,i−1h ]), eh〉Γ + δG∗
∑
EΓ
〈TF ([un,i−1h , pn,i−1h ]), TS(eh)〉EΓ ,
ρF (Dtu
n,i
h , vh)ΩF +BF,stab([u
n,i
h , p
n,i
h ], [vh, qh])−
δ
µ
∑
EΓ
〈TF ([un,ih , pn,ih ]), T ∗F ([vh, qh])〉EΓ
= LF,stab([vh, qh])− δ
µ
∑
EΓ
〈TF ([un,i−1h , pn,i−1h ]), T ∗F ([vh, qh])〉EΓ,
(7.53)
with the essential condition un,ih |Γ = Dtdn,ih |Γ for the second equation. It is observed that:
• The second term in the right-hand-side (RHS) of the first equation enforces the conti-
nuity of tractions between the solid and the fluid when tested by the displacement test
function.
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• The third term in the left-hand-side (LHS) and the third term in the RHS of the first equa-
tion enforce further this continuity, now by testing the tractions with TS(eh). However,
these terms are multiplied by δ
G∗
, which is very small when realistic physical properties
are used. Thus, their effect is in practice negligible.
• The crucial term is the second one in the RHS of the second equation. If it were evalu-
ated at iteration i, it would cancel with the third term in the LHS, which would in fact
lead to the simplest fluid-structure iterative algorithm. However, evaluating it at i − 1
allows us to guarantee that tSF + tFS = 0 at each iteration, as it has been said, and
also acts as a penalization of the jump of fluid tractions between iterations, given by
TF ([un,ih , pn,ih ])−TF ([un,i−1h , pn,i−1h ]). The bottom line of our formulation applied to FSI
iterative algorithms can be summarized by these terms, which can a posteriori be under-
stood as a modification of the simplest iterative scheme (more sophisticated algorithms
could also be used). Numerical experiments show that the improvement in convergence
observed well deserves their derivation.
7.6 Numerical examples
In this section we present some numerical examples corresponding to the formulation pre-
sented in Sections 7.4 and 7.5. The ability of the method to use arbitrary discontinuous pressure
interpolations for the pressure was already demonstrated in Chapter 6.
In all cases we will use the simplest choice P˜ = I in (7.38), where I is the identity (at least
when applied to the residual of the finite element solution). This corresponds the most popular
stabilized finite element method for the Stokes problem. All the examples have been run using
continuous P1 elements (linear triangles in 2D) for all variables. The algorithmic constant C1
in (7.33) has been set to C1 = 4. When approximating the elasticity equations, G∗ = E, the
Young modulus, has been chosen in (7.51).
7.6.1 Two examples of domain interaction
In this subsection we present the numerical results for two examples which illustrate the ideas
presented in Section 7.4, one of a solid-solid interaction and another of a fluid-fluid interaction.
The first example we consider consists of two incompressible elastic bodies, which we
will model by means of the Stokes equations, now µ being the shear modulus. The problem
setting and subdomains can be seen in Fig. 7.3. Both bodies are incompressible (Poisson ratio
ν = 0.5), but the body on the top is 10 times stiffer (Young modulusE = 3) than the one below
(Young modulusE = 0.3). The unstructured triangular mesh consisting of 1990 triangles used
to solve the problem can be seen in Fig. 7.4.
The displacement and pressure fields obtained are shown in Fig. 7.5. We also depict the
normal tractions on the solid body interface, which coincide with the component σ22 of the
stress tensor, in Fig. 7.6. In can be observed that using subscales reduces the jump in tractions
between both solid bodies, but the solution is stable and very similar whether subscales on the
boundaries are used or not.
In the second example we will consider the stationary cavity flow example for the Stokes
problem. The fluid domain is given by Ω = [0, 1] × [0, 1]. All the boundaries are set to null
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Figure 7.3: Incompressible elastic bodies. Problem setting.
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Figure 7.4: Incompressible elastic bodies. Finite element mesh.
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Figure 7.5: Incompressible elastic bodies. Displacement and pressure fields.
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Figure 7.6: Incompressible elastic bodies. Normal tractions along the interface for the upper
(red) and the lower (blue) solid bodies. Left: without subscales. Right: with subscales, δ0 = 0.5
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velocity except for the one corresponding to y = 1, in which we impose a horizontal velocity
ux = 1 and a vertical velocity uy = 0. The fluid viscosity is set to ν = 1. A finite element
mesh of 7200 structured triangles (h = 0.16) has been used.
We now divide the fluid domain in two: the first subdomain corresponds to x < 0.1, while
the second subdomain corresponds to x > 0.1. We solve this numerical example by means of
a domain decomposition method and the GMRES strategy described in Subsection 7.4.5.
The velocity and pressure fields for the Stokes cavity problem are depicted in Fig. 7.7.
Since the fluid density and viscosity are the same in both subdomains, there should be no pres-
sure jump in the boundary separating them. However, a pressure jump appears in the numerical
solution which is due to the fact that extra pressure degrees of freedom have been added to the
nodes belonging to the boundary. This pressure jump can be seen in Fig. 7.8. We can see that
using subscales on the element boundaries helps reduce the pressure jump, and as a conse-
quence the pressure field gets closer to the one we would obtain if a monolithic approach was
used, in which the pressure field would be continuous.
Figure 7.7: Velocity and pressure fields for the Stokes cavity problem
7.6.2 Added-mass effect
In this section we present some numerical results which illustrate the behavior of the subscales
on the element boundaries as strategy to alleviate the added mass effect. In order to do so, we
will use the example proposed in [24], in which we will couple the 2D Stokes equations with
the linear elasticity equations.
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Figure 7.8: Pressure jump at x = 0.1.
The fluid domain is given by ΩF = [0, 5]× [0, 0.5] and the solid domain by Ωs = [0, 5]×
[0.5, 0.6]. Initially, both the fluid and the structure are at rest. The boundary conditions are as
follows. In the structure domain, we impose null displacement at x = 0 and x = 5, while zero
traction is applied on y = 0.6. For the fluid, we impose slip boundary conditions at y = 0.0,
and an over-pressure of 104 during 5 × 10−3 time units. For the coupling between fluid and
structure, we also impose slip boundary conditions, that is:
• Velocity continuity is imposed only in the direction normal to the fluid-structure inter-
face.
• We impose traction continuity in the direction normal to the interface, but we do not
consider tangent tractions.
The spatial discretization is carried out by means of a finite element mesh, its size being
h = 0.1 (see Fig. 7.9), and the time step is set to δt = 10−4. The backward Euler scheme is
used for the integration of the transient Stokes equations in the fluid, and the explicit second
order Newmark method is chosen for the time integration of the linear elasticity equations in
the solid.
The main purpose of this numerical example is to compare the behavior of the numerical
scheme with or without considering the contribution of the subscales on the element bound-
aries, and in particular regarding the added mass effect.
We will firstly consider no subscales on the element boundaries and a Dirichlet–Neumann
coupling strategy: we apply Dirichlet boundary conditions to the fluid domain and Neumann
boundary conditions to the solid one. The iterative scheme we use is (7.53), considering the
possibility to iterate within each time step to converge to the solution of the monolithic problem
or without iterations. In this last case, corresponding to the so called staggered schemes (or also
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Figure 7.9: Finite element mesh
“loose coupling”), there is an error of the order of the time step size with respect to the solution
of the monolithic problem. In (7.53) we will also consider the possibility of removing the terms
coming from the subscales on the boundaries.
Initially, we consider a fluid density ρF = 1.1 and a viscosity µ = 0.035. For the solid
we take a density ρS = 1.2, a Young modulus E = 3 × 108 and the Poisson ratio ν = 0.0.
If we consider an explicit coupling (we do not iterate until convergence at each time step) the
numerical scheme explodes, and we obtain an unstable numerical solution.We now consider a
coupling strategy which involves convergence at each time step, in particular we impose that
the relative error between the solution obtained at iteration i and iteration i + 1 is less than
10−3. Due to the added mass effect, this simple Dirichlet-Neumann scheme does not converge,
and we need to use some additional tool in order to achieve the solution of the monolithic
problem. Amongst the various existing methods, we can use a relaxation scheme. We have
found effective to take a relaxation parameter α = 0.3 in (7.45). Fig. 7.10 shows the vertical
displacement at a solid point placed in the center of the solid domain. Fig. 7.11 shows the
velocity and pressure fluid fields at t = 75×10−4. The mean number of iterations at each time
step was 26 for this numerical scheme.
Let us now consider the use of the subscales on the element boundaries, for which we will
take δ0 = 0.5×10−3. If we try to use an explicit coupling scheme, the method fails again due to
the added-mass effect, and we obtain an unstable solution. However, if we iterate at each time
step and we converge to the monolithic solution, we obtain the solution depicted in Fig. 7.12,
which is exactly equal to the one obtained without using subscales on the element bound-
aries, since the additional terms due to the use of these subscales vanish when convergence is
achieved. However, we did not need to use relaxation in this case, and the mean number of
iterations was substantially reduced to 5, with the subsequent reduction of CPU time required
to perform the computations.
Let us now consider a less demanding situation, in which the solid density is ρS = 20. In
this case, the ρS/ρF ratio is around 20 too. This means that the added mass effect is not as
severe as it was in the previous example, and that there might be no need to use an iterative
scheme. We now test the explicit scheme with and without subscales on the element bound-
aries. In the first case we take δ0 = 1 × 10−3. Fig. 7.13 shows the results obtained with both
schemes. We can see that the scheme becomes unstable after a few time steps if no subscales
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Figure 7.10: Results for the iterative scheme, no subscales, relaxation parameter α = 0.3
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Figure 7.11: Velocity and pressure fluid fields at t = 75× 10−4
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Figure 7.12: Results for the iterative scheme with subscales, no relaxation.
are used, but it remains stable, even for the explicit scheme, if the strategy we propose is used.
7.7 Conclusions
In this chapter we have motivated the introduction of element boundary terms in the finite
element approximation the Stokes and the linear elasticity problems. The starting point has
been the splitting of the unknowns of the problem into a conforming part and a discontinuous
one, introducing a hybrid formulation only for the latter (Section 7.2). Although this approach
could serve for different purposes, in Section 7.3 we propose a finite element approximation in
which the discontinuous component of the solution, its traces and fluxes are approximated by
expressions that involve only the conforming part of the solution. The resulting formulation is
a stabilized finite element method for the Stokes problem which allows arbitrary interpolations
of velocities and pressure. Particular emphasis has been put here on the treatment of Neumann-
type boundary conditions.
The same ideas have been applied to the homogeneous interaction between two subdo-
mains (Section 7.4). In this case, the benefit of the boundary terms is a stronger enforcement
of the continuity of fluxes between subdomains. The matrix structure of the resulting system
has been described and iterative schemes to be used in an iteration-by-subdomain environment
have been proposed.
The fluid structure interaction problem has then been treated (Section 7.5). The extension
of the previous ideas to this case has led to a modification of what can be considered a classical
solid-fluid iterative coupling. The boundary terms introduced, which cancel when convergence
is achieved, would hardly be motivated from a purely algebraic point of view.
All our predictions have been stated based on physical reasoning, without numerical anal-
ysis. Numerical experiments have confirmed the theoretical predictions. In particular, a better
enforcement of the continuity of fluxes is found in homogeneous domain interaction problems
184 Chapter 7. Transmission conditions introducing boundary subgrid scales
0 0.01 0.02 0.03 0.04 0.05
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
Time
Ve
rti
ca
l d
isp
la
ce
m
en
t
 
 
Subscales
No subscales
,
Figure 7.13: Comparison between results with and without using subscales in the case of a
ratio ρS/ρF around 20 and an explicit scheme.
and, what is probably the most salient result of this work, convergence of solid-fluid iterative
coupling algorithms is greatly improved by the terms we suggest to introduce.
Chapter 8
FELAP, a Finite Element Linear Algebra
Package
In this chapter we present FELAP, a linear system of equations solver package for problems
arising from finite element analysis. The main features of the package are its capability to
work with symmetric and unsymmetric systems of equations, direct and iterative solvers and
various renumbering techniques. Performance is enhanced by considering the finite element
mesh graph instead of the matrix graph, which allows to perform highly efficient block com-
putations.
8.1 Introduction
When performing numerical simulations with the finite element method, one invariably ends
up with the need of solving a linear system of equations. Most finite element codes use linear
system solvers developed by other groups and for other purposes. In most cases, this solvers
are designed to cope with the most general kind of systems of equations, which means that they
do not take advantage of the particularities of the systems of equations arising from the finite
element analysis. This is why we aim to develop a solver package specially designed to solve
finite element problems, which we will call FELAP (Finite Element Linear Algebra Package).
This chapter departs significantly from the scope of the rest of the thesis, and deals mainly
with the algorithmic and implementation aspects of the solver library. For completeness, the
detailed description of several basic algorithms is also included.
There are many different strategies to deal with the solution of linear system of equations.
The two main families of linear systems solvers are direct and iterative solvers.
In direct solvers the system matrix is factorized into an upper and a lower matrix which
are easily invertible. The main feature of direct solvers is that the solution of the linear system
of equations is always achieved. However, the memory and CPU time requirements increase
very rapidly with the size of the linear system of equations, which makes them inappropriate
for solving the very large systems of equations arising in finite element analysis. The earlier
strategies to deal with sparse linear systems were based on the skyline storage, in which all
the entries of the matrix comprised inside the row bandwidth are stored. Currently algorithms
based on compact sparse storage schemes are the most commonly used. These algorithms are
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basically composed of four steps [97]:
• Renumbering step, obtain an ordering which minimizes fill-in
• Symbolic factorization, compute fill-in pattern and memory requirements
• Factorization, compute the factors of the original matrix
• Obtain the system solution
The most time consuming step is the factorization of the matrix, but the two previous steps are
essential in order to minimize the number of operations needed to compute the factors. Review
papers on direct sparse solvers can be found in [46, 57, 67]. Some of the most popular direct
sparse solvers can be found in [42, 124, 1].
Although state of the art direct solvers are very efficiently coded and are able to solve
relatively large systems of equations, the inconvenient of direct solvers is still the large amount
of time and memory required to obtain the solution if very large systems of equations are
solved. This is why iterative methods are needed. The iterative algorithm is composed of two
main ingredients:
• The driver, which successively reduces the error between the approximated solution and
the real solution.
• The preconditioner, which changes the system of equations to be solved into a new
equivalent system which is easier for the iterative algorithm to solve.
Drivers can be divided into non-Krylov methods (see [132, 140]) and Krylov methods. Krylov
methods are the most powerful and the ones usually used to solve large systems of equations.
Amongst them we can highlight the Conjugate Gradient method [88, 68], the GMRES method
[134] and the BICGSTAB method [131].
There are two families of preconditioners which have received major attention in the past
years: preconditioners deriving from the Algebraic Multigrid method (AMG) and incom-
plete factorization preconditioners (ILU). AMG was originally developed independently from
Krylov methods [21], but it was later reinterpreted as a preconditioner method and used to-
gether with Krylov methods, see [19] and the cites therein. After the development of AMG,
multigrid ideas were introduced in incomplete factorization preconditioners by means of re-
ordering algorithms which lead to multilevel ILU (MILU) preconditioners [13, 96, 122, 130].
A comparison between AMG and MILU methods can be found in [110]. In our solver pack-
age we opt for a multilevel ILU strategy, which benefits from the good scalability of AMG
methods and from the versatility of ILU strategies.
The main design characteristics of this solver package are:
• The solver will be designed in order to be able to cope with large systems of equations.
To this end storage of matrices will be done in CS format (Compact Sparse), and both
direct and iterative methods to solve linear systems of equations will be included in the
package.
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• The graph of the sparse matrix associated to the linear system of equations is associated
to the graph of the finite element mesh. The solver will work by blocks: if we denote
by ndof the number of degrees of freedom associated to each node of the mesh, then
each item of the mesh graph will correspond to a block of dimension ndof × ndof in the
matrix of the system of equations. This has three major advantages:
1. The number of non-numerical operations due to the CS storage is drastically re-
duced in vectorial problems. For example, for a 3D stationary Stokes problems,
the number of non-numerical operations is reduced by 16 (4× 4).
2. Operations are computed by blocks, this allows to improve the performance of each
single floating point operation.
3. There is a clear gain in the memory required to store the indices of the CS storage.
Again, for a 3D Stokes problem, the amount of memory is reduced by 16.
• Matrices arising from finite element analysis, although not always symmetric, are always
structurally symmetric. We take advantage of this fact and we store separately the lower
triangular part of the matrix, the diagonal (or block diagonal), and the upper triangular
part. In particular, we store the upper part of the matrix by rows and the lower part by
columns. This has three major advantages:
1. Since the matrix is structurally symmetric and we store the upper part by rows and
the lower part by columns, the graph of both halves coincides. This allows to save
half of the memory required for the matrix graph.
2. This approach leads to ILUC preconditioners (Incomplete LU Crout) in iterative
solvers, which are much more efficient than classical ILUT preconditioners (In-
complete LU Tolerance) associated to the CSR (Compact Sparse Row) storage.
3. ILUC preconditioners (or LUC factorizations in the case of direct solvers) do the
factorization of the matrix in such a way that the Schur complement of a block of
the matrix is very easily computed with very little modification of the precondi-
tioner (factorizer) subroutine.
• We aim for our iterative solvers to have a computational cost which increases as close
as possible to linearly with the number of unknowns of the system of equations to be
solved.
In the following sections we present the strategy followed to achieve these objectives.
8.2 The general strategy
One of the requirements FELAP has to fulfill is being as flexible as possible so that it can
be used to manage the several systems of equations which may have to be solved in a finite
element code. To achieve this FELAP is given a general entity structure which we believe
responds to the needs of most finite element codes.
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The general structure of FELAP starts from one or more finite element meshes. Each finite
element mesh has an associated graph. Associated to the graph of the mesh we have a renum-
bering strategy. Several problems may be solved at the same time in a single finite element
mesh, this is why there can be several matrices associated to a single mesh, with which the
mesh shares the graph. Each matrix has its own (complete or incomplete) factorization. If we
were to use always direct solvers all the factorizations corresponding to the matrices of a sin-
gle mesh would share the graph, but as we may perform incomplete factorizations, there is a
different graph attached to each factorization. This general structure can be seen in Fig. 8.1.
Figure 8.1: FELAP general structure
8.3 Building the mesh graph
FELAP is a solver package specially developed in order to cope with problems arising from
finite element analysis problems. This means that linear systems of equations to be solved are
supposed to come from a finite element spatial discretization, involving a mesh, elements and
nodes. Possibly, multiple physics problems will be solved over the same mesh, and without
a doubt problems with several degrees of freedom per mesh node will have to be solved. In
all these cases, however, the graph of the matrix resulting of the system of equations to be
solved will be somehow related to the graph of the finite element mesh. In particular, for scalar
problems, the graph of the finite element mesh will coincide with the graph of the system
of equations to be solved. This is why, instead of building the graph of the matrix for each
problem to be solved on a finite element mesh, we store only the graph of the mesh. As we
will see, positions in the matrix can be very easily accessed with the graph of the mesh, even
for multiple degrees of freedom per node. This has the following advantages:
• The number of non-numerical operations is reduced in vectorial problems. For example,
for a 3D stationary Stokes problems, the number of non-numerical operations is reduced
by 16 (4 × 4).
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• Operations are computed by blocks in problems with multiple degrees of freedom per
node, this allows to improve the performance of each single floating point operation.
• There is a clear gain in the memory required to store the graphs of the matrices. Again,
for a 3D Stokes problem, the amount of memory is reduced by 16.
In order to build the mesh graph, FELAP requires a list of elements containing the nodes
of each element. We require this list in a compact format, allowing for a different number of
nodes in each element. The compact format is composed of two vector indices, iEL and jEL,
iEL(i) containing the starting position in jEL of the list of nodes of element i. jEL(iEL(i) :
iEL(i + 1)− 1) contains the node list for element i.
Figure 8.2: Finite element mesh
Consider for example the finite element mesh in Fig. 8.2. Elements 1 and 2 have 3 nodes,
whereas element 3 has 4 nodes. The storage of this mesh would produce the following:
Pos. 1 2 3 4 5 6 7 8 9 10
iEL 1 4 7 11
jEL 1 2 3 3 2 4 5 3 4 6
What we want to compute is the graph of the mesh, that is, for each node, the list of nodes
to which it is connected. Two nodes are connected when there is some element to which they
both belong. FELAP stores the graph of the mesh in a rather peculiar way, but that has some
very advantageous features. We store the mesh graph by means of 3 vector indices, iA, iS, jA,
iA and iS of size the number of nodes plus 1, jA of size the total number of connectivities of
the mesh. iA and jA work as iEL and jEL, iA(i) pointing to the starting position of the list
of connectivities of node i in jA, stored in jA(iA(i) : iA(i + 1) − 1). However, we put an
extra requirement in the way this list is stored: for the list corresponding to node i, we require
all the nodes with node number lesser than i to be stored before the nodes with node number
greater than i. iS is built in the following manner:
iS(1) = 1, iS(i+ 1)− iS(i) = number of nodes j connected to i with j > i
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iA and jA allow to recover all the nodes connected to node i, but adding the vector iS to
the storage scheme allows, if desired, to recover only the nodes j connected to i with j > i.
Let us see what would this graph storage scheme result in for the mesh in Fig. 8.2:
Pos. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
iA 1 3 6 11 15 18 21
iS 1 3 5 8 10 11 11
jA 2 3 1 3 4 1 2 4 5 6 2 3 5 6 3 4 6 3 4 5
We have depicted in green the cells in jA corresponding to nodes j connected to node i such
that j > i.
Now iA and jA allow to access all the connectivities of a node. For scalar problems this
corresponds to the CSR format for sparse matrices to be seen in the next section (except for the
fact that, for node i, we do not store i itself in jA). On the other hand, if one wants to access
only the nodes j connected to i such that j > i, this can be achieved by using iS:
∗ = iA(i+ 1)− iS(i+ 1) + iS(i)
allows to access the first node j connected to i with j > i, which is stored in jA(∗). As a
consequence, jA(∗ : iA(i+ 1)− 1) contains the nodes j connected to i with j > i. For scalar
problems this corresponds to the CS-Crout format for sparse matrices to be seen in the next
section.
The fact is that we will store our matrices in CS-Crout format, but that we will need the
graph of the mesh in CSR format for renumbering algorithms. This is the reason why we store
the extra array iS which allows us to have both formats in the same structure.
The mesh graph can be easily recovered from the element list by means of an efficient
O(npoin×nelem×nnode) algorithm, where npoin is the total number of points of the mesh,
nelem is the total number of elements and nnode is the mean number of nodes per element.
8.4 Storing the matrix
Let us consider a non singular square matrix A
A := (ai,j)n×n, 1 ≤ i ≤ n, 1 ≤ j ≤ n,
arising from a finite element analysis. Let b
b := (bi)n×1, 1 ≤ i ≤ n,
be the right hand side of the system of equations to be solved and
x := (xi)n×1, 1 ≤ i ≤ n,
the vector of unknowns satisfying
Ax = b. (8.1)
Matrices arising from linear systems of equations to be solved in finite element analysis
can be very large, but, at the same time, they are generally very sparse. In order to reduce the
required memory, the storage of matrix A should be done in such a way that the zero entries
of A are not stored. The most common and popular way of storing large sparse matrices are
Compact Sparse (CS) formats.
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8.4.1 The CSR format
In CS formats only the non-zero entries of a matrix and the necessary indices to ubicate them
in the matrix. The most popular CS format is Compact Sparse Row. Let us denote by nzA the
number of non-zero entries of the matrix A. CSR consists in storing the non-zero entries of
matrix A in a vector nA of size nzA, and constructing two vector indices iA and jA of size
n + 1 and nzA respectively:
nA(k) = ai,j, j = jA(k), iA(i) ≤ k ≤ iA(i+ 1)− 1, iA(1) = 1. (8.2)
This implies that the non-zero values of a given row are stored sequentially, and that rows are
stored in an increasing order. Vector indices iA and jA form what we call the graph of the
matrix for a the given compact sparse format.
Let us consider the following matrix:
A =


a11 a12 a13 0 0
a21 a22 0 a24 0
a31 0 a33 a34 a35
0 a42 a43 a44 0
0 0 a53 0 a55

 (8.3)
If we store this matrix in CSR we obtain :
Pos. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
iA 1 4 7 11 14 16
jA 1 2 3 1 2 4 1 3 4 5 2 3 4 3 5
nA a11 a12 a13 a21 a22 a24 a31 a33 a34 a35 a42 a43 a44 a53 a55
In the same way, the Compact Sparse Column format is a compact sparse format which
stores the matrix by columns instead of by rows.
Although this two formats are the most common ones, they have a major drawback: they
are not suitable for symmetric matrices, in which:
aij = aji, 1 ≤ i ≤ n, 1 ≤ j ≤ n, (8.4)
and in order to reduce memory requirement we are interested in storing only the diagonal and
the upper or lower triangular part, but not both. Taking this into account, we opt by the Com-
pact Sparse Crout format (CS-Crout) which is suitable for both symmetric and unsymmetric
matrices.
8.4.2 The CS-Crout format
In the CS-Crout format we divide matrix A into a lower triangular matrix L, its diagonal D
and an upper triangular matrix U , such that:
A = L+D + U
Lij = 0 ∀j ≥ i
Uij = 0 ∀j ≤ i
Dij = 0 ∀j 6= i
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We denote by nzL the number of non-zero entries in D and by nzU the number of non-
zero entries in U . As a consequence, nzA = n+ nzL+ nzU , since n is the number of entries
D, which are stored independently of their value.
CS-Crout consists in:
• Storing the diagonal D in a vector dA of size n
• Storing the non-zero entries of L in a vector lA of size nzL, and constructing to vector
indices iL and jL of size n+ 1 and nzL respectively
• Storing the non-zero entries of U in a vector uA of size nzU , and constructing to vector
indices iU and jU of size n + 1 and nzU respectively.
The non-zero value vectors and the indices are constructed in the following way:
dA(i) = di,i, 1 ≤ i ≤ n,
lA(k) = Li,j, i = jA(k), iL(j) ≤ k ≤ iL(j + 1)− 1, iL(1) = 1,
uA(k) = Ui,j, j = jA(k), iL(i) ≤ k ≤ iL(i+ 1)− 1, iU(1) = 1.
Note that in this case the upper triangular part of the matrix is stored by rows, while the
lower part is stored by columns. This may seem an unnecessary complication, but we will see
that leads to a very advantageous feature.
Let us consider again the matrix in (8.3). This matrix, when stored in CS-Crout format,
yields:
Pos. 1 2 3 4 5 6
dA a11 a22 a33 a44 a55
iU 1 3 4 6 6 6
jU 2 3 4 4 5
uA a12 a13 a24 a34 a35
iL 1 3 4 6 6 6
jL 2 3 4 4 5
uL a21 a31 a42 a43 a53
There is no gain in using CS-Crout instead of CSR by now. The amount of memory re-
quired for the indices is the same (the jA positions corresponding to the diagonal in CSR -size
n- are replaced by the extra iL vector index in CS-Crout -size n + 1-). Let us now consider a
structurally symmetric matrix, which means:
aij 6= 0⇔ aji 6= 0 1 ≤ i ≤ n, 1 ≤ j ≤ n
but aij 6= aji in general. Matrices arising from finite element analysis are structurally sym-
metric. If this is the case, as in (8.3), indices iL and iU coincide in the CS-Crout format. This
means that there is no need to store both of them. What we do is to store a single index which
we call iA. The same happens with jL and jU , which we condense in a single index jA. As
a consequence, the amount of memory required for storing a structurally symmetric matrix in
CS-Crout format is significantly smaller than the memory required to store the same matrix in
CSR. Still, this is not the major advantage of using CS-Crout instead of CSR.
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Let us now consider a symmetric matrix. Symmetric matrices are obviously structurally
symmetric. Moreover, in a symmetric matrix vectors uA and lA in the CS-Crout format are
equal. This means that there is no need to store both vectors, and that memory requirements for
the storage of the matrix can be reduced to the half. This is the deciding factor which led us
to opt for CS-Crout instead of CSR. CS-Crout is a format in which symmetric and structurally
symmetric matrices are treated in a very natural way, and that takes advantage of this fact
in order to reduce storage memory requirements. Of course, this alone is not enough, since
another requirement for compact sparse formats is that operations involving matrices can be
performed in an efficient way. As we will see in the following sections, this requirement is
satisfactorily met by the CS-Crout format.
8.5 Matrix times vector product
There is a single operation to be performed with the original matrix A when solving a linear
system of equations. This is matrix times vector product:
c = Ab,
ci =
n∑
j=1
aijbj (8.5)
For full matrices the algorithm to compute the product is straightforward, but if matrices are
stored in a sparse format, the operations involved in (8.5) have to be performed in the correct
order so that the need for searching through the vectors in which the matrix is stored is avoided.
Let us illustrate this point. Consider the matrix times vector product in (8.5) for a full matrix.
The algorithm associated to this operation can be seen in Algorithm 1.
Algorithm 1 Matrix times vector, full matrix, (i, j)
1: for i = 1 : n do
2: c(i) = 0
3: for j = 1 : n do
4: c(i) = c(i) + A(i, j) ∗ b(j)
5: end for
6: end for
If one wants to change the order of the loops there is no major problem (except for the
jumps in memory positions, which can be an issue in high performance computations), as seen
in Algorithm 2.
8.5.1 Matrix times vector in CSR
Let us now perform the same operation with the CSR storage. Algorithm 1 now turns to Al-
gorithm 3. Performed this way the algorithm is efficient and the complexity of the algorithm
(accounting also for non-numerical operations deriving from the need of reading the sparse for-
mat indices) is of O(n × nzr), where we have denoted by nzr the mean number of non-zero
entries in a row of matrix A.
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Algorithm 2 Matrix times vector, full matrix, (j, i)
1: c(:) = 0
2: for j = 1 : n do
3: for i = 1 : n do
4: c(i) = c(i) + A(i, j) ∗ b(j)
5: end for
6: end for
Algorithm 3 Matrix times vector, CSR, (i, j)
1: for i = 1 : n do
2: c(i) = 0
3: for k = iA(i) : iA(i+ 1)− 1 do
4: c(i) = c(i) + nA(k) ∗ b(jA(k))
5: end for
6: end for
When trying to reproduce Algorithm 2 with the CSR format we find that it is very difficult
to travel through a column of matrix A due to the way in which non-zero coefficients in A are
stored. A first approach to Algorithm 2 would be Algorithm 4. But now the complexity of the
algorithm is of O(n× n× nzr). This is obviously unaffordable. With this simple example we
have demonstrated that even the most simple operations have to be done in the correct order
if the matrix is stored in a compact sparse format. Not doing so implies increasing the number
of operations by a factor of n. As a consequence, opting for an specific storage format implies
that any algorithm involving the sparse matrix will have to be specifically coded for the chosen
format.
Algorithm 4 Matrix times vector, CSR, (j, i)
1: c(:) = 0
2: for j = 1 : n do
3: for i = 1 : n do
4: k = iA(i)
5: while jA(k) 6= j and k < iA(i+ 1) do
6: k = k + 1
7: end while
8: if jA(k) = j then
9: c(i) = c(i) + nA(k) ∗ b(jA(k))
10: end if
11: end for
12: end for
Algorithm 4 demonstrates that travelling through the matrix in an unnatural way (referred
to the sparse matrix storage format) must be avoided by all means. However, there will be
times, and for certain algorithms, when it will be peremptory to do so. If this is the case, there
are tools which allow us to keep the number of operations being of the same order than if we
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moved through the matrix in the natural way. These are linked lists.
8.5.2 Linked lists
Linked lists consist of a sequence of nodes, each containing arbitrary data fields and a reference
pointing to the next node. In order to keep the number of operations in Algorithm 4 of O(n×
nzr) we would require, for each column j, a linked list with which we could travel through
the non-zero values of the column. Let us see how to build a linked list for the matrix in (8.3).
A linked list will consist of the indices first, last and the vector index list of dimension
(2, n). Let us consider the second column of A:
A:,2 =


a12
a22
0
a42
0


For the second column, the linked list pretends to travel through the non-zero entries of matrix
A which belong to the column. As a consequence we assign to first the row of the first non-
zero entry of column 2, which is a12:
first = 1
In the same way, we assign to last the row of the last non-zero entry of column2, which is
a42:
last = 4
For column 2, list would contain:
list =
(
2 5 0 11 0
2 4 0 −1 0
)
(8.6)
list(1, i) contains the positions in vector nA in which ai2 is contained. a12 is stored in
nA(2), a22 is stored in nA(5) and a42 is stored in nA(11). list(2, i) contains which is the next
row which has a non-zero value in column 2. In this case, row 1 points to row 2, which points
to row 4. As there is no row greater than 4 whose component in column 2 is different from
0, row 4 points to -1. If we have a linked list for each of the columns of matrix A we will be
able to travel through the columns ofA, stored in CSR. However, keeping a linked list for each
column will require a lot of memory. Algorithm 5 shows how to dynamically build a linked
list which allows to columnwise traverse A even if this is stored by rows, at the sole cost of
two vectors, first and last, of size n, and the vector list of dimensions (2, n). The algorithm
has one requirement: column indices for a row in jA must be stored in increasing order.
Let us apply Algorithm 5 to traverse matrix A columnwise when it is stored in a CSR
format. Lines 1 to 3 initialize the linked list to zero. Lines 4 to 15 put the first component of
each row in the linked list. As we will see, only one non-zero entry of each will be in the linked
list at the same time. Once this non-zero entry has been used, it will be replaced by the next
non-zero of the row. After line 15 the linked list vectors for matrix A stored in CSR are:
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Algorithm 5 CSR, (j, i), Linked list
1: first(:) = −1
2: last(:) = −1
3: list(:, :) = 0
4: for i = 1 : n do
5: if iA(i) 6= iA(i+ 1) then
6: k = iA(i)
7: if last(jA(k)) = −1 then
8: first(jA(k)) = i
9: else
10: list(2, last(jA(k))) = i
11: end if
12: list(1, i) = k
13: last(jA(k)) = i
14: end if
15: end for
16: for j = 1 : n do
17: i = first(j)
18: while i 6= −1 do
19: k = list(1, i)
20: print nA(k)
21: if list(1, i) < iA(i+ 1)− 1 then
22: if last(jA(list(1, i) + 1)) = −1 then
23: first(jA(list(1, i) + 1)) = i
24: else
25: aux = last(jA(list(1, i) + 1))
26: list(2, aux) = i
27: end if
28: last(jA(list(1, i) + 1)) = i
29: end if
30: list(1, i) = list(1, i) + 1
31: aux = i
32: i = list(2, i)
33: list(2, aux) = −1
34: end while
35: end for
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Pos. 1 2 3 4 5
first 1 4 5 -1 -1
last 3 4 5 -1 -1
list(1, :) 1 4 7 11 14
list(2, :) 2 3 -1 -1 -1
As we can see, after this first loop the linked list is ready to traverse column 1 but it is not
ready to traverse any other column. The first iteration in the loop starting in line 16 prints the
first column of A, but it also modifies the linked list so that at the end of this first iteration the
linked list is ready to traverse column 2:
Pos. 1 2 3 4 5
first 1 4 5 -1 -1
last 3 2 3 -1 -1
list(1, :) 2 5 8 11 14
list(2, :) 2 -1 -1 1 3
This procedure is repeated for each column of A. This pseudocode applied to matrix A
prints:
a11
a21
a31
a42
a12
a22
a53
a33
a13
a43
a24
a34
a44
a55
a35
where we have grouped the coefficients of each column. Note that, for a given column, coeffi-
cients are not recovered in a row-increasing order. Algorithm 5 can be modified into a matrix
times vector product simply by replacing line 20 by:
c(i) = c(i) + nA(k) ∗ b(jA(k))
The complexity of the algorithm is now O(n × nzr). For a matrix times vector product
Algorithm 5 is slower than Algorithm 3. For more complex computations, in which the com-
plexity of the operation in line 20 in Algorithm 5 is of O(n) or O(nzr), Algorithm 3 and
Algorithm 5 will perform almost equally. This is in fact what happens in the CS-Crout matrix
factorization algorithm, as we will see.
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8.5.3 Matrix times vector in CS-Crout
The efficient algorithm for computing a matrix times vector product if the matrix is stored
in CS-Crout format is Algorithm 6. Note that the complexity is of O(n × nzr) and that the
number of operations is exactly the same than in Algorithm 3.
Algorithm 6 Matrix times vector, CS-Crout
1: c(:) = 0
2: for i = 1 : n do
3: for k = iA(i) : iA(i+ 1)− 1 do
4: c(i) = c(i) + uA(k) ∗ b(jA(k))
5: c(jA(k)) = c(jA(k)) + lA(k) ∗ b(i)
6: end for
7: end for
8.6 Direct solvers
When dealing with the system of equations (8.1), the exact solution can be found by factorizing
matrix A and performing a backward and forward substitution. Factorizing a matrix means
finding two matrices L lower triangular and U upper triangular, the diagonal of L full of ones,
such that:
uij = 0 ∀i > j, 1 ≤ i ≤ n, 1 ≤ j ≤ n,
lij = 0 ∀i < j, 1 ≤ i ≤ n, 1 ≤ j ≤ n,
lii = 1, 1 ≤ i ≤ n,
LU = A. (8.7)
Once these matrices have been factorized the solution of the original system can be found
by solving:
Ly = b
Ux = y (8.8)
These two systems are very easily solved since they are triangular.
8.6.1 Matrix factorization
There are various algorithms which compute the factorization of a matrix (which is unique),
depending on the order in which the factorized matrix coefficients are computed. Each of these
algorithms is associated to a particular compact sparse storage scheme. Here we present the
Crout algorithm, which is the one associated to the CS-Crout format we use.
For full matrices, the Crout algorithm can be seen in Algorithm 7, where the factorized
matrices have been stored in the same memory space occupied by A.
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Figure 8.3: Factorization order in CSR (left) and CS-Crout (right). Areas in gray are factorized,
in white, to be factorized
Algorithm 7 Crout algorithm
1: for k = 1 : n do
2: for i = 1 : k − 1 do
3: for j = k : n do
4: A(k, j) = A(k, j)−A(i, k) ∗ A(i, j)
5: A(j, k) = A(j, k)−A(k, i) ∗ A(j, i)
6: end for
7: end for
8: A(k, k) = 1/A(k, k)
9: for j = k + 1 : n do
10: A(k, j) = A(k, j) ∗ A(k, k)
11: end for
12: end for
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Obviously this algorithm crashes if A(k, k) = 0 in line 8. When this happens there are a
series of pivoting algorithms which allow to change the matrix ordering in such a way that (for
non-singular matrices) no zeros are found in the diagonal during the factorization process. We
have to say, however, that in the finite element analysis linear systems of equations we have
solved this problem has not appeared (even for problems with Lagrange multipliers in which
the original matrix has zeros on the diagonal).
When dealing with the factorization in Algorithm 7, which is the most suitable in the case
of a matrix stored in CS-Crout format, we face with the problem that the loop in i accesses
the factorized matrices L and U in an unnatural order, as Fig. 8.4 shows. This corresponds
to coefficients A(i, k) and A(k, i) in lines 4 and 5 in Algorithm 7, which for 1 ≤ i < k
correspond to Fig. 8.4 right. This is the reason why we have to resort to the linked list strategy
described in Algorithm 5.
Figure 8.4: For a given row and column k, positions naturally (left) and unnaturally (right)
consecutively accessed with the CS-Crout format
When dealing with the factorization of a matrix it is very convenient, in order to keep the
complexity of the algorithm as low as possible, to work with the uncompressed row/column
k. To this end, at the beginning of each k iteration we uncompress the row and column k into
vectors rwa and rwa2 of maximum size n and two vector indices iwa of maximum size n and
seen of size n. The exact procedure is shown in Algorithm 8.
A position corresponding to column/row j in row/column k will have to be accessed in
general for two purposes:
• Firstly to add the contribution of previous rows/columns i to row/column k. To this end
the most efficient way of temporarily storing row/column k would be in a completely
uncompressed vector. Any contribution to column/row j in row/column k would be done
in rwa(j) with no further complication.
• Secondly to store the non-zero coefficients corresponding to column/row j of the factor-
ized row/column k in the CS-Crout format. In this case it would be convenient to work
only with the non-zero coefficients of the factorized row/column k in a compressed way.
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Algorithm 8 Uncompressing row/column k for a fast factorization procedure
1: iwa(:) = 0
2: seen(:) = 0
3: rwa(:) = 0
4: rwa2(:) = 0
5: rwa(1) = dA(k) {Start Uncompressing}
6: iwa(1) = k
7: seen(k) = 1
8: nz = 1
9: for j = iA(k) : iA(k + 1)− 1 do
10: nz = nz + 1
11: rwa(nz) = uA(j)
12: rwa2(nz) = lA(j)
13: iwa(nz) = jA(j)
14: seen(jA(j)) = nz
15: end for
Algorithm 8 shows a working storage scheme which fulfills the requirements of both opera-
tions. In the first case, seen(j) contains an index which leads to the corresponding position
in the compressed arrays iwa, rwa and rwa2 without the need of searching through the com-
pressed arrays. For the second case non-zero entries are grouped in the compressed arrays
iwa, rwa and rwa2 and there is no need to traverse a full size n array and check for non-zero
entries.
Now we have the necessary tools to write Algorithm 7 for sparse matrices. The factored
matrix will be stored in CS-Crout matrices L and U . We recall that one of the requirements
of the linked list strategy in Algorithm 5 was that the matrices were stored in a row/column-
increasing order. This is why working arrays iwa, rwa and rwa2 are reordered before being
stored into L and U in CS-Crout format. There is no need for matrix A to be stored in a
row/column-increasing order. Note that sinceA is structurally symmetric the factored matrices
L and U have the same sparsity structure: iL and jL coincide with iU and jU , and we have
condensed them to iC and jC. Moreover the diagonal of L is full of ones and there is no need
to store it. Likewise, a single linked list will be enough to traverse L and U . Algorithm 9 is the
sparse version of Algorithm 7 using the strategies described in Algorithm 5 and Algorithm 8.
The resulting algorithm is of complexityO(n×nzr×nzr), where now nzr denotes the mean
number of non-zero entries in the factorized matrix.
In the case of positive definite symmetric matrices, the Crout factorization is very easily
modified to the so called Cholesky factorization by replacing Algorithm 7 by Algorithm 10. In
this case, matrix A is factorized into:
LLT = A,
Ly = b,
LTx = y. (8.9)
Note that only the lower triangular part of matrix A is required and factorized. This can be
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Algorithm 9 Sparse Crout factorization using linked lists and fast working arrays
1: ic(1) = 1 {Initialize}
2: nxt = 1
3: iwa(:) = 0
4: rwa(:) = 0
5: rwa2(:) = 0
6: seen(:) = 0
7: last(:) = −1
8: first(:) = −1
9: list(:) = −1
10: for k = 1 : n do
11: rwa(1) = dA(k) {Uncompress}
12: iwa(1) = k
13: seen(k) = 1
14: nz = 1
15: for j = iA(k) : iA(k + 1)− 1 do
16: nz = nz + 1
17: rwa(nz) = uA(j)
18: rwa2(nz) = lA(j)
19: iwa(nz) = jA(j)
20: seen(jA(j)) = nz
21: end for
22: i = first(k) {Factorize row/column}
23: while i 6= −1 do
24: iz = list(1, i)
25: t = lC(iz) {Row pivot}
26: t2 = uC(iz) {Col pivot}
27: rwa(1) = rwa(1)− t1 ∗ t2 {Contribution to the diagonal}
28: for j = iz : iC(i+ 1)− 1 do
29: s = t ∗ uC(j)
30: s2 = t2 ∗ lC(j)
31: if seen(jC(j)) 6= 0) then
32: rwa(seen(jC(j))) = rwa(seen(jC(j)))− s
33: rwa2(seen(jC(j))) = rwa2(seen(jC(j)))− s2
34: else
35: nz = nz + 1
36: seen(jC(j)) = nz
37: iwa(nz) = jC(j)
38: rwa(nz) = −s
39: rwa2(nz) = −s2
40: end if
41: end for
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42: if list(1, i) < iC(i+ 1)− 1 then {Update linked list}
43: if last(jC(list(1, i) + 1)) = −1 then
44: first(jC(list(1, i) + 1)) = i
45: else
46: list(2, last(jC(list(1, i) + 1)))) = i
47: end if
48: last(jC(list(1, i) + 1)) = i
49: end if
50: list(1, i) = list(1, i) + 1
51: aux = i
52: i = list(2, i) {Next item in the linked list for k}
53: list(2, aux) = −1
54: end while
55: rwa(1) = 1/rwa(1) {A(k, k) = 1/A(k, k)}
56: dC(k) = rwa(1) {Storing the values in dC, lC and uC}
57: SORT iwa, rwa, and rwa2 so that they are ordered in increasing row/column order
58: rwa2(2 : nz) = rwa2(2 : nz) ∗ dC(k)
59: for j = 2 : nz do
60: jC(nxt) = iwa(j)
61: uC(nxt) = rwa(j)
62: lC(nxt) = rwa2(j)
63: nxt = nxt + 1
64: end for
65: iC(k + 1) = 1
66: if nz > 1 then {Update linked list}
67: if last(iwa(2)) = −1 then {Only the first component of the row/column is added to
the list}
68: first(iwa(2) = k
69: else
70: list(2, last(iwa(2))) = k
71: end if
72: last(iwa(2)) = k
73: end if
74: for j = 1 : nz do
75: seen(iwa(j)) = 0
76: end for
77: end for
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also done to Algorithm 9, reducing both the number of operations and the memory require-
ments to the half.
Algorithm 10 Cholesky algorithm
1: for k = 1 : n do
2: for i = 1 : k − 1 do
3: for j = k : n do
4: A(j, k) = A(j, k)−A(k, i) ∗ A(j, i)
5: end for
6: end for
7: A(k, k) = 1/sqrt(A(k, k))
8: for j = k + 1 : n do
9: A(j, k) = A(j, k) ∗ A(k, k)
10: end for
11: end for
In the same manner, it is possible to modify Algorithm 7 so that it suits symmetric but
non-positive definite matrices. In this case A is factorized into:
LDLT = A,
Ly = b,
Dz = y,
LTx = z. (8.10)
where D is a diagonal matrix. This algorithm avoids the
√
A(k, k) appearing in line 7 in
Algorithm 10 which crashes in the case of non-positive definite matrices. Again, it is very
easy, due to the chosen CS format, to modify Algorithm 9 into its equivalent LDLT version.
8.6.2 Forward and Backward substitutions
Once matrix A has been factorized into L and U , the only thing which remains in order to
solve the system of equations (8.1) is to solve the systems in (8.8). These systems are easily
solved, since they are triangular. Algorithm 11 and Algorithm 12 show how to do so with the
factored matrices stored in the CS-Crout storage format. This algorithm can be easily extended
to the case of positive definite symmetric matrices or symmetric non-definite matrices.
Algorithm 11 Forward substitution
1: for i = 1 : n do
2: for k = iC(i) : iC(i+ 1)− 1 do
3: b(jC(k)) = b(jC(k))− b(i) ∗ lC(k)
4: end for
5: end for
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Algorithm 12 Backward substitution
1: for i = n : −1 : 1 do
2: for k = iC(i+ 1)− 1 : iC(i) : −1 do
3: b(i) = b(i)− lC(k) ∗ b(jC(k))
4: end for
5: b(i) = b(i) ∗ dC(i)
6: end for
8.6.3 Symbolic factorization for structurally symmetric matrices
Algorithm 9 allows us to perform the factorization of matrix A stored in CS-Crout format.
However, the issue of memory allocation is still unresolved. When entering Algorithm 9 the
final memory requirement for jC, lC and uC should be known, so that they can be correctly
allocated. To this end, we perform a symbolic factorization, its requirements being:
• At the end of the process, it must return nzC, the size of arrays jC, lC and uC.
• The complexity of the algorithm must be lower than the complexity of the real factor-
ization.
• The memory requirements of the algorithm must be low.
Algorithm 9 can be easily transformed into a symbolic factorization by:
1. Not performing the floating point operations. We are interested only in the sparsity pat-
tern of the factorized matrix, not in the values.
2. Skipping the update of the linked list between lines 42 and 52. The fill-in caused by
row/column i in the following will be contained in the fill-in caused by row/column k in
the following, so there is no need to take it into account. This reduces the complexity of
the algorithm to O(n× nzr).
3. Once row/column i has been once in the loop in 23 it will no longer be needed. The
information stored in jC(iC(i) : iC(i + 1) − 1) is no longer needed and this memory
space can be deallocated. Obviously the storage scheme for jC should not be continu-
ous, and the use of structure data types to store jC is required so that we are capable of
dynamically allocating and deallocating the part of jC associated to row/column i.
The complexity of this symbolic factorization is of O(n× nzr).
8.7 Iterative solvers
Direct solvers are the most convenient option when the systems to be solved are of relatively
small size. However, for very large systems of equations, the memory requirements of direct
solvers are too large for this methods to be used. This is the reason why one relies in iter-
ative solvers. Most usual iterative methods for solving systems of equations are Conjugate
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Gradient (CG), Generalized Minimum Residual (GMRES) and Biconjugate Gradient Stabi-
lized (BICGSTAB) which will not be described here. See [121] for a detailed explanation of
these methods. What we are interested in is that these methods convergence depends on the
condition number of matrix A, which for normal matrices can be defined as:
κ(A) =
|λmax(A)|
|λmin(A)|
,
1 ≤ κ(A) <∞. (8.11)
where λmax(A) and λmin(A) are the maximum and the minimum eigenvalues of matrix A
respectively. The closer κ(A) is to 1 the faster and more robust the iterative methods are. How-
ever, for many problems, the condition number of the system of equations can be extremely
large. In this case one should use preconditioners.
8.7.1 Preconditioned systems of equations
Preconditioning a system of equations consists in solving an equivalent system (in the sense
that it has the same solution, or that the solution of both systems can be easily related), but with
a condition number as close as possible to 1. This allows for the iterative methods to solve the
system much faster.
In general, the preconditioned system of equations is obtained by pre- or post-multiplying
the original system by the inverse of a matrixM which we call the preconditioner. The system
of equations in (8.1) now turns into:
AM−1Mx = b,
if the preconditioner is applied by the right, which is what we do: preconditioning by the right
has the advantage that the residual of the preconditioned system is the same that the residual
of the original system. As a consequence, stopping criteria are the same in preconditioned and
the original systems. If we now call:
B : = AM−1,
y : =Mx,
the preconditioned system to be solved is:
By = b.
When the preconditioned system has been solved, the unknowns vector x is recovered by
solving:
x =M−1y.
Obviously, M has to fulfill two basic design requirements:
• Its inverse has to be easily computable (or the result of multiplying its inverse times a
vector). In fact, computing the inverse of M has to be much cheaper than computing the
inverse of A.
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• κ(AM−1) has to be as close to 1 as possible.
M = A obviously fulfills the second requirement, since the condition number of the iden-
tity matrix is 1, but it does not fulfill the first requirement, that its inverse is easily computable.
A very usual manner of building preconditioners is by means of Incomplete Factorizations.
8.7.2 ILUC, an Incomplete LU Crout factorization
Incomplete factorizations are performed by using algorithms similar to complete factoriza-
tions, the main difference being that not all the elements in L and U are kept. This reduces
the memory required to store L and U and the number of operations required to perform the
factorization. Obviously,
LU 6= A,
but hopefully
κ(A(LU)−1) ≈ 1.
The dropping strategies followed to build the preconditioners for the iterative methods are
of two kind:
• Limiting fill-in: in each row/column k the number of non-zero entries to be stored is
limited to nfil. This means that only a maximum of nfil components is stored, for each
k, in uC and lC. We choose the ones with greatest absolute value.
• Setting a drop tolerance. Only the values of the factorized matrices
ljk, ukj, k < j ≤ n,
such that
max |ljk, ukj| > tol ∗ |akk|
are kept.
Compared to other preconditioners like ILUT [120] (the preconditioner associated to the
CSR storage format), ILUC [95] has the advantage of computing the sort in line 57 of Algo-
rithm 9 outside the i loop. In ILUC this SORT operation can be done by means of a O(nfil)
computation, while in other preconditioner algorithms as ILUT the equivalent operation com-
plexity is ofO(nfil×nfil). This allows for the ILUC preconditioner to admit a much greater
number of fill-ins with much less increase of the CPU time required to build the preconditioner.
The values dropped during the incomplete factorization are added to the diagonal of U . In
particular, entries dropped in Ljk are added to Ujj , while dropped entries in Ukj are added to
Ukk. This enhances the behaviour of the preconditioner, since for constant solution vectors the
factorization is exact: let us consider a solution vector x of the form:
x = [x1, x2, ..., xn]
T | x1 = x2 = ... = xn.
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By definition:
Ax = b,
but for a constant solution vector x the following also holds:
Dx = b,
where D is a diagonal matrix its diagonal entries being:
dii =
n∑
j=1
aij
This is the reason why adding the dropped entries to the diagonal of U leads to a better pre-
conditioner.
8.8 Renumbering strategies
Renumbering strategies are a critical issue in solvers for linear systems of equations. No matter
how efficiently the solver algorithms are coded, the cost of solving the linear system will be
unaffordable unless a proper renumbering strategy is used.
Renumbering strategies respond to two basic objectives:
• In direct solvers, renumbering must minimize the amount of memory and the number of
operations required to factorize the matrix.
• In iterative solvers and for a given amount of memory assigned to the preconditioner,
renumbering must lead to the best possible preconditioner.
As we can see the objective of renumbering is different depending on the type of solver we
are using, and different renumbering strategies should be used for direct and iterative solvers.
8.8.1 Nested dissection
Nested dissection is the optimum renumbering strategy for direct solvers for sparse storage
schemes. It minimizes the amount of fill-in, which implies that the amount of memory required
to perform the factorization of the matrix is minimum, and so are the number of operations and
the CPU time required to solve the system of equations.
In the nested dissection algorithm the finite element mesh is partitioned by means of do-
main decomposition techniques. If the nodes which separate the different subdomains are as-
signed node numbers greater than the nodes in the interior of the subdomains, fill-in does not
occur between subdomains. If the resulting subdomains are recurrently partitioned, we obtain
the nested dissection algorithm. Interior nodes of each final level subdomain are numbered
successively, using for example a minimum degree ordering.
When using direct solvers, we use the METIS package [84], which provides an optimal
node ordering using nested dissection techniques.
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Figure 8.5: Two level nested dissection. The first level separator nodes are depicted in red,
while the second level separators are depicted in green.
8.8.2 Cuthill-McKee reordering
In the Cuthill-McKee renumbering strategy, instead of minimizing the amount of fill-in, we
minimize the bandwidth, that is to say, the maximum difference between the node number
of connected nodes. The Cuthill-McKee algorithm is not as efficient as the nested dissection
algorithm for direct methods, but it works much better in the case of iterative solvers. This is
due to the fact that in the case of the nested dissection algorithms, information is concentrated
in separator nodes, and thus if dropping occurs in fill-ins due to separator nodes the quality of
the incomplete factorization is affected. In the Cuthill-McKee reordering, on the other hand,
information is equally distributed, resulting in a much more efficient reordering for iterative
solvers.
In order to minimize the bandwidth, node numbering starts from an edge node. The first
layer of nodes corresponds to all the nodes connected to the first node. The second layer
corresponds to all the nodes connected to the first layer which do not belong to any layer yet,
and so on. A second possibility is to mark as first layer nodes all the nodes in the border of the
mesh. An example of the Cuthill-McKee algorithm can be seen in Fig. 8.6.
Figure 8.6: Cuthill-McKee ordering. Successive layers are depicted in different colors. Left:
Cuthill-McKee starting from one node. Right: Cuthill-McKee starting from a first layer of
nodes.
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8.8.3 Multigrid reorderings
Although the Cuthill-McKee reordering algorithm provides a suitable ordering for iterative
solvers, there are a family of reordering techniques which give the optimal orderings for in-
complete factorizations in iterative solvers. These are multigrid reorderings. In multigrid re-
orderings the nodes of the mesh are separated into nodes belonging to fine and coarse meshes.
Nodes belonging to fine meshes are numbered first while nodes belonging to coarse meshes
receive the larger node numbers. Nodes in the fine mesh are factorized first. In a complete
factorization for direct solvers this implies that the Schur complement of the fine mesh onto
the coarse mesh is computed. This can be understood as solving the equivalent problem in the
coarse mesh and projecting back the results onto the fine mesh, which is the basis of multi-
grid algorithms. In multigrid algorithms the complexity of the operations required to solve the
system of equations increases linearly with the number of unknowns. This makes this kind
of reordering very suitable for iterative methods. A discussion on some methods for building
multilevel reorderings for incomplete factorization preconditioners can be found in [101]
We have developed our own multigrid renumbering algorithm, based on the graph of the
mesh. We take advantage that our system of equations arises from a finite element analysis and
we start from nodes in which Dirichlet boundary conditions are prescribed. These are in gen-
eral nodes on the boundary of the mesh. It is very convenient to start the matrix factorization
from these nodes, since equations attached to them are diagonal and cause no fill-in. From the
Dirichlet nodes we build a provisional numbering by means of the Cuthill-McKee algorithm
by considering Dirichlet nodes to be the first layer of nodes.
Now the first two layers are considered to be fine. After this, and following the Cuthill-
McKee order, the coarsening algorithm starts. Algorithm 13 shows this coarsening algorithm.
It consists of the following: when an unclassified node is found, it is classified as Coarse, and
all of its unclassified neighbors are classified as Fine. This ensures that there will not be any
pair of neighbor nodes classified as Coarse.
Algorithm 13 Coarsening algorithm
1: for i = 1 : n do
2: if i is unclassified then
3: Classify i as Coarse
4: for j = iA(i) : iA(i+ 1)− 1 do
5: if jA(j) is unclassified then
6: Classify jA(j) as Fine
7: end if
8: end for
9: end if
10: end for
This procedure can be recursively repeated on the coarse mesh. The coarse mesh graph
is built by considering that two Coarse nodes are connected if they have a common neighbor
according to the previous level mesh graph. The final ordering is obtained by numbering first
the nodes on the finer mesh, then the nodes on the first level coarse mesh, etcetera, and finally
the nodes of the coarsest mesh. For each level, the nodes are numbered following the original
Cuthill-McKee ordering. Fig. 8.7 shows the three level coarsening of an example mesh.
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Figure 8.7: Multigrid ordering. Fine, intermediate and coarse mesh for a three level coarsening.
Fine nodes are depicted in black, intermediate nodes are depicted in red and coarse nodes are
depicted in green.
8.9 Block computations for problems with more than one
degree of freedom per node
All the computations we have described for a scalar matrix can be extended to matrices arising
from vectorial problems, that is to say, to finite element problems with more than one degree of
freedom per node. The strategy we follow is to use the graph of the mesh, which corresponds
exactly to the graph of the matrix in the case of scalar problems, to access the non-zero entries
of the matrix arising from vectorial problems. This is done simply by understanding that each
connectivity in the mesh graph refers to a non-zero block instead of a single non-zero entry.
Now, each scalar operation in the factorization algorithms, matrix times vector or forward and
backward substitutions turns into a matrix operation. As simple as it sounds, there are a number
of issues that have to be taken into account:
• Since we want our matrix storage scheme to be symmetric, the storage of blocks in the
upper triangular part of the matrix has to be the transpose of the storage of blocks in the
lower triangular part of the matrix. This means that if full blocks are stored by rows in
the upper part, they must be stored by columns in the lower part.
• In the factorization of the matrix (Algorithm 9) we store the inverse of the diagonal and
we multiply the row (the part of it in the upper triangular part) by it. This operation
requires some attention since now we are dealing with a diagonal block. Instead of com-
puting the inverse of the block (which could be done since the dimension of the block
is small enough in most cases) we prefer to perform a LU decomposition of each diag-
onal block. Now multiplying the row by the inverse of the diagonal turns into applying
a backwards substitution to each block of the block row and a forward substitution to
each block of the block column. The same happens when multiplying by the inverse of
the diagonal in the backwards and forwards substitutions algorithms.
• In order to have a significative gain in the performance of the solver when compared to
an scalar solver it is necessary that all the loops corresponding to block operations are
unrolled. When dealing with a loop of the form:
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tndof3/tndof1 tndof3/(9 · tndof1)
Matvec+dot 4.19 0.4655
Backward-Forward Substitution 5.54 0.6155
ILUC 3.12 0.34
Table 8.1: CPU time ratio between scalar and 3 DOF vectorial problem
1: for i = 1 : ndof do
2: ...
3: end for
the programming languages treat it in a different way depending on ndof being a vari-
able or a parameter. If ndof is a parameter its value is known during compilation time.
As a consequence the loop can be unrolled, meaning that the processor will not need to
ask if it has to end the loop at each iteration, since the number of iterations is known
in compilation time and they can be written one after the other instead of inside a loop.
On the other hand, if ndof is a variable its value is not known in compilation time,
so in execution time the processor will have to ask if the loop has ended at the end of
each iteration. Treating ndof as a parameter is a key ingredient in the success of the
by blocks formulation. This would mean to rewrite each routine for all the possible de-
grees of freedom per node. Fortunately, this can be avoided by means of the use of the
so called templates, which allow to duplicate a routine for different parameters without
replicating it.
This is a very useful approach. First of all, there is no need to store the particular graph for the
matrix arising in each finite element problem, it is enough to store the graph of the mesh. At the
same time, the non-numerical operations due to the compact sparse storage scheme are reduced
by the number of degrees of freedom per node to the power of two. Finally, computations can
be done by blocks and loops can be unrolled, which enhances the performance.
We have performed a small test in order to illustrate the increase in performance obtained
by using this approach. We have built a 25000 element finite element mesh, and, on this mesh,
we have solved a system of equations arising from a scalar problem, and a system of equations
which arises from a 3 degrees of freedom vectorial problem. Both systems of equations share
the matrix graph, and as a consequence, the number of floating point operations we have to
perform in each routine of the 3 degrees of freedom problem is 9 times larger (3*3) than the
number of operations needed in the scalar problem. However, the CPU time ratio between both
problems is smaller than 9 thanks to the use of block computations. Table 8.1 summarizes the
gain obtained by performing block computations.
In this case the time is reduced to the half approximately. For a greater number of degrees of
freedom per node, for example the 3D incompressible Navier-Stokes equations with 4 degrees
of freedom per node, the gain will be even larger.
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8.10 Some numerical examples
In this section we present some numerical examples in which the FELAP package has been
applied to solve the linear systems of equations arising from finite element analysis problems.
It is not our intention to deeply analyze the performance of the various algorithms but to give
an overview of the package capabilities.
8.10.1 Poisson problem
We first present an example of the performance of the solver routines on the Poisson problem.
This is one of the simplest examples if arising from a thermal problem, but it also corresponds
to the pressure phase in fractional step methods used to deal with the Navier-Stokes equations.
The differential equation to be solved is:
−∆u = f,
with the proper boundary conditions.
The Poisson problem is solved in a 2D structured square mesh, in the border of which
the unknown is prescribed to zero. Fig. 8.8 shows the performance of the Conjugate Gradient
iterative solver. The solver stops when the relative error is 10−8. In this plot we compare the
performance of the algorithm using the multigrid renumbering strategy. If we compare the
slopes of the different cases, we see that with diagonal preconditioning the global complexity
is of O(n1.5). The slope diminishes slightly if the ILUC preconditioner is used (fill-in 30) but
the drops are not added to the diagonal. The best result is obtained for the multigrid reordering,
the ILUC preconditioner and diagonal compensation, for which the global complexity is of
O(n1.13), close to the desired linear complexity.
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Figure 8.8: Computational cost versus number of unknowns for a 2D Poisson problem.
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8.10.2 Stokes problem
Here we present an example on the stationary Stokes problem. The differential equation to be
solved is:
−∆u +∇p = f ,
∇ · u = 0,
with the suitable boundary conditions.
We have considered the typical 3D cavity problem in which a confined flow occurs in a
cube in the faces of which velocity is prescribed to zero except for one of the faces, in which it
is prescribed to 1 in one of the axes tangent to the face. We use a stabilized formulation which
allows us to use equal (P1/P1) interpolation for both velocity and pressure.
This is an example in which we can make use of block computations: for each connectivity
of the graph we have a 4× 4 block and compact sparse non-numerical operations are reduced
by 16.
Firstly we will consider solving this problem with a direct solver. For this we perform a
complete LU by blocks factorization, using the nested dissection renumbering provided by
METIS. We consider a 48000 elements mesh, for which the memory requirements if using a
direct solver are close to 2 Gbytes. In this case our solver takes 26 seconds to solve the system.
We compare this time against the commercial direct solver code MUMPS, which takes
only 17 seconds: MUMPS is a multifrontal solver. Its main strategy consists in grouping
non-zeros in large blocks, which results in a good performance, even at the cost of some extra
memory requirement and the storage of extra zero entries. However, this kind of strategy is
not convenient for incomplete factorizations, since it is not known a priory which entries of
the factorization will be kept. This is the reason why we do not rely on multifrontal strategies.
However, our by-blocks strategy leads to good enough results for the direct solver.
Let us now solve the same system of equations with the iterative solvers. The system of
equations arising from this problem is non symmetric (it can be symmetrized, but then it is not
definite), thus, we use the BICGSTAB accelerator. We use the multigrid reordering strategy.
In this case we take only 2 seconds to reach the 10−8 residual. Moreover, the amount of mem-
ory required for the preconditioner (fill-in 10) is 20 times smaller than the memory required
in the complete factorization. Thus, iterative solvers are useful both for reducing storage and
CPU time requirements if we are considering large systems of equations. Fig. 8.9 shows the
computational cost versus number of unknowns plot. In this case it is not convenient to use
diagonal compensation, since, at least for the block ordering we have, it may cause the pre-
conditioner to fail due to zeros on the diagonal of the factorized matrices. The complexity is
ofO(n1.5). Diagonal preconditioning is not plotted since the solver does not converge for very
fine meshes.
8.10.3 Navier-Stokes equations
Finally we turn into a real problem, in which the incompressible Navier-Stokes equations have
to be solved:
∂tu+ u · ∇u−ν∆u +∇p = f ,
∇ · u = 0,
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Figure 8.9: Computational cost versus number of unknowns for a 3D stationary Stokes prob-
lem.
with the suitable boundary conditions.
The aim of this example is not to study the algorithms performance but to see how the
FELAP general structure can be used to deal with different kinds of problems. When dealing
with the incompressible Navier-Stokes equations in real-life simulations it is very convenient
to use fractional step methods, which uncouple the Navier-Stokes equations, with 4 unknowns
per node, into 4 scalar systems of equations of 1 unknown per node. FELAP allows to easily
deal with this problem by attaching the four systems of equations to the same finite element
mesh, with which they share the graph.
In the example presented in Fig. 8.10, FELAP has been attached to a computational fluid
dynamics code (FAUST ), and used to solve the systems of equations which arise from the
finite element simulation of the flow in a water tank. The objective of the simulation is to
compute the chlorine concentration. Water enters the tank through a hole in the upper part of
the tank and leaves the tank through the holes in the lower part of the tank. For the transient
analysis, a fractional step method has been used.
8.11 Conclusions
In this chapter we have introduced the FELAP package to deal with the linear systems of
equations arising from finite element analysis problems. The main features of the package
are its capability to work with symmetric and unsymmetric systems of equations, direct and
iterative solvers and various renumbering techniques, including a mix of Cuthill-McKee and
multigrid type reorderings. Performance is enhanced by considering the finite element mesh
graph instead of the matrix graph, which allows to perform highly efficient block computa-
tions. This graph is stored in a particular way so that it is suitable for both CSR and CS-Crout
storage formats. Some numerical examples have been presented showing the capabilities of
the package.
However, a very important point in linear system solvers is the possibility of performing
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Figure 8.10: Real 3D problem. Incompressible Navier-Stokes equations solved by means of a
fractional step method.
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parallel computations, which are unavoidable if large system of equations are to be solved. Fu-
ture work will be developed so that the package is able to do large scale parallel computations.
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Chapter 9
Final 3D examples
9.1 Introduction
In this chapter we extend the methods proposed in the previous chapters to three dimensional
problems and we apply them to solve some numerical examples. Special attention is paid to
some of the implementation issues of the Fixed Mesh-ALE method in 3D. The linear systems
of equations which arise from these 3D problems are solved with the FELAP solver.
9.2 Mesh-Mesh intersection in 3D
In this section we deal with the implementation of the algorithms for finding the intersection
between two finite element meshes which superimpose in space. These algorithms are needed
in order to find the integration domain for the finite element equations in the Fixed Mesh-ALE
method. There are two main steps needed to compute mesh-mesh intersections:
• In order to find the intersection between two different meshes we will need to find the
intersection between the elements of the fixed mesh (corresponding to the fluid), and
the elements of the moving Lagrangian mesh (corresponding to the solid geometrical
definition). If we check the intersection of all the elements of the fluid mesh against
all the elements of the Lagrangian mesh the number of tests at each time step is of
O(nelemfixed × nelemlag), where nelemfixed is the number of elements of the fixed
mesh and nelemlag is the number of elements of the Lagrangian mesh. This is not af-
fordable, and therefore a search strategy which allows us to reduce the number of inter-
section tests is needed.
• The second step is the actual intersection test between elements, with which we obtain
the intersection surfaces between two elements.
9.2.1 Spatial search strategy
The problem we need to solve is: given an element on the fixed mesh, which are the elements of
the Lagrangian mesh which are close to the fixed mesh element and could potentially intersect
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it? By knowing this, we can reduce the number of intersection tests needed for each fixed mesh
element from nelemlag (which could be millions!) to just a few elements.
There are several spatial strategies available to deal with this problem, amongst them the
well known quadtree and octree algorithms (see [51]). This search strategies are very conve-
nient when data is non uniformly distributed in space, for example when the mesh is strongly
refined in a certain region of the space. In our case, however, we will not implement these tree
structures, and instead we will use a simple bins strategy which consists of two steps:
• Preprocess: The bins strategy consists of uniformly partitioning the domain into several
cells, rectangles (in 2D) or rectangular prism (in 3D). Each of these cells is assigned an
identity number, and a data structure is created in order to store the fixed-mesh elements
which are contained in the cell. Fig. 9.1 shows a uniform partition example for a 2D
square domain. The element in the figure would be included in cells F6, F7, G5, G6, G7,
H5, H6, H7 and H8. For ease of implementation, we also include the element in cells
F5, F8 and G8: in this way we can check wether an element is contained in a cell just
by computing the minimum and maximum x, y and z coordinates of the element nodes.
For fixed meshes, this can be done once at the beginning of the computation.
• Search: when we want to test the intersection of a Lagrangian element against the fixed
mesh elements, we check which are the cells of the bins partitioning in which the La-
grangian element is contained, and we perform the intersection test only against the fixed
elements which are also inside these cells.
Figure 9.1: Bins strategy for a fast element intersection algorithm. The element in red is con-
tained in the blue cells.
9.2.2 Element-element intersection
In the examples in the following sections we work with linear tetrahedra for both the fluid
and the solid problems. We will describe here the algorithms used to compute tetrahedron-
tetrahedron intersections. These algorithms can be adapted to higher order elements.
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As explained in Chapter 4, in the FM-ALE method we integrate the finite element equations
only over the region of each element which is inside the physical domain. We need to find the
intersection between the boundary faces of the Lagrangian mesh and the fixed mesh elements,
as illustrated in Fig. 9.2. To do this we test the intersection of all the faces of the fixed element
against the boundary faces of the Lagrangian element. The information we keep from the
intersection are the intersection points on the edges of the fixed mesh elements.
Figure 9.2: Intersection between a fixed mesh element (green) and a boundary face in a La-
grangian element (blue).
For the triangle-triangle intersection tests we use the algorithm proposed in [105], which is
widely used in the computer graphics community. This algorithm is intended to check wether
two triangles intersect in space, but it does not actually compute the intersection segments or
lines. We have slightly modified it so that we obtain also the intersection points. The algorithm
reads as follows:
Let us denote the two triangles T1 and T2, and its vertices by V 10, V 11 and V 12 for T1 and
V 20, V
2
1 and V 22 for T2.
• Find the equations of the planes containing T1 and T2, which we denote by pi1 and pi2:
pii :N i ·X + di = 0
N i = (V
i
1 − V i0)× (V i2 − V i0)
di = −N i · V i0 (9.1)
where X is any point on pii.
• Compute the signed distance from the vertices of T1 to pi2 by inserting them in the
equation for pi2:
dV 1j =N 2 · V 1j + d2, j = 0, 1, 2 (9.2)
• Compute the signed distance from the vertices of T2 to pi1 in the same manner.
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• If all the dV 1j have the same sign then T1 lies on one side of pi2 and the test is rejected.
We do the same for T2.
• We can now compute the intersection points between T1 edges and pi2. We do this only
for the triangle edges in which the sign of dV 1j is different for each of the vertices of the
edge (that is to say, the vertices lie in different sides of pi2). The intersection point for
the edge connecting V 1i and V 1j can be found by computing:
I1ij = V
1
i +
dV 1i
dV 1i − dV 1j
· (V 1j − V 1i ) (9.3)
This yields two intersection points for T1. We do the same for T2.
• Now we have the intersection line segments for T1 and T2. This segments are both on the
same line, as shown in Fig. 9.3. We only need to check wether the intersection points of
T1 are contained on the intersection interval of T2, and vice versa. This can be done by
computing the line equation and assigning a line parameter λ to each intersection point:
X = I1ij + λ · (I2ij − I1ij) (9.4)
where I1ij and I2ij are two of the previously computed intersection points.
Figure 9.3: Intersection between two element faces. Intersection line between pi1 and pi2 and
intersection points on the line. Blue points correspond to T1 intersection points, red points
correspond to T2 intersection points.
9.3 Subelement integration in 3D tetrahedra
In the previous section we have seen how to find the intersection points between fixed ele-
ments and Lagrangian elements. The intersection algorithm returns the intersection points in
the edges of the tetrahedron. We now need to subintegrate inside the elements. There are three
different subintegration cases:
• One of the tetrahedron nodes is inside the physical domain and the other three nodes are
outside.
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• Two of the tetrahedron nodes are inside the physical domain and the other two nodes are
outside.
• Three of the tetrahedron nodes are inside the physical domain and the other one is out-
side.
Fig. 9.4 shows each of these subintegration cases, and how the subintegration region is decom-
posed into subelements in order to properly integrate in this region.
Figure 9.4: Subelement integration. Blue: integration region. Green: discarded region. Top:
1 node in case, integration region decomposed into 1 subelement. Middle: 2 node in case,
integration region decomposed into 3 subelements. Bottom: 3 node in case, integration region
decomposed into 3 subelements.
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9.4 Numerical examples
9.4.1 Flow over a bending plate
In this section we consider the incompressible flow over a bending plate. The considered plate
is set inside a channel with dimensions 3× 0.5 × 1, and the plate dimensions are 0.1× 0.4×
0.6. Boundary conditions are set to ux = 1 in the inflow wall, and u = 0 in the lateral
walls. A do nothing (zero-traction) boundary condition is set in the outflow. In the interface
between fluid and structure the usual non-slip Dirichlet boundary conditions and continuity of
tractions condition are applied. Fluid viscosity is set to ν = 0.01, yielding a Reynolds number
Re = 100 based on the inflow velocity and the channel width. For the structure we consider a
Young modulus of E = 500 and Poisson ratio ν = 0.48. Although the plate undergoes large
deformations in this problem setting, we only consider a linear elastic material for this simple
illustrative example.
The strategies described in the previous chapters are used in order to perform the simula-
tion, including the FM-ALE strategy, the strong imposition of boundary conditions in embed-
ded grids strategy, the use of stabilized formulations for the computation of the fluid dynamics
(although we do not apply the subscales on the boundary strategy here) and the use of the
FELAP solver to deal with the linear systems of equations to be solved. A light preconditioner
(sparsity ratio equal to 2) is computed prior to the solution of each linear system of equations in
order to improve the performance of the GMRES iterations. We use a semi-implicit approach
in which the domain for the simulation is computed explicitly at the beginning of each time
step and implicit integration schemes (backward Euler for the fluid, Newmark-beta scheme for
the solid) are used for the solution of the dynamics equations in each subdomain. An explicit
iteration by subdomain approach is used to deal with the coupling between fluid and structure
at each time step.
After an initial transient, the plate reaches an stationary position. Fig. 9.5 shows the final
position of the bending plate and the velocity and pressure fields in the channel. We can observe
that the fluid is forced to flow around the plate and at the same time exerts some pressure on
the it which makes the plate bend. As soon as the flow has surpassed the plate it returns to the
center of the channel.
Regarding the behavior of the linear systems of equations solver, the mean number of iter-
ations needed to achieve convergence in the GMRES algorithm was 102, with little variation
in the number of iterations between different time steps.
9.4.2 The water entry of a decelerating sphere
In this section we consider the 3D numerical simulation of an sphere falling into water. In
particular we try to reproduce the experimental results reported in [3]. Several experiments
are performed in this work, we will simulate the impact of a Nylon sphere into water. The
problem setting is the following: a one inch (2.54 cm) diameter nylon sphere is dropped into
a water tank. The tank has dimensions of 30 × 50 × 60 cm3 and the sphere is dropped from
a 25 cm height, which yields an impact vertical velocity of 2.17 m/s. Water density is ρ =
1000 kg/m3, and its viscosity is µ = 0.00089 Ns/m2. Nylon density is ρN = 1140 kg/m3, its
Young modulus being E = 3 GPa, the Poisson coefficient ν = 0.2.
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Figure 9.5: Velocity and pressure fields for the bending plate example after the stationary state
is reached.
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The physical domain of the water tank is much larger than the sphere, and in fact the
sphere water impact has little effect on the flow in the boundaries of the tank. Taking this into
account, and in order to minimize the required computational cost, we only simulate a region
of 10×10×20 cm3. In order to take into account that the physical domain is much larger than
the computational domain, we do not impose Dirichlet boundary conditions on the walls of
the computational domain but we let water freely flow through. Instead, we impose Neumann
boundary conditions on these walls in which we prescribe tractions to be:
σ · n = ρgh (9.5)
where ρ is the fluid density, g is the gravity field and h is the depth with respect to the original
position of the free surface. Finally, we prescribe tractions to be null in the free surface:
σ · n = 0 (9.6)
For the boundary conditions in the contact between the sphere and the water free surface,
we use slip boundary conditions. Slip boundary conditions are a good approximation to the
real boundary conditions due to the following:
• In order to promote cavity formation and minimize drag spheres were sprayed with an
hydrophobic coat in the experiments.
• The cartesian meshes used to perform the numerical experiments are not capable of
reproducing the boundary layer in the fluid- sphere contact.
Moreover, and due to the presence of the hydrophobic spray coat, we do not allow the boundary
conditions to prevent the water surface from separating from the sphere in the upper half of
the solid body. At each iteration we test wether the water surface is trying to separate from the
solid body. If it is trying to separate, then Neumann (instead of slip) boundary conditions are
applied in the contact surface. Surface tension is not considered in the simulations, although
according to [3] its effect can be neglected at the considered impact speeds. A schematic of
the boundary conditions of the problem can be found in Fig. 9.6.
The strategies described in the previous chapters are used in order to perform the simula-
tion, including the FM-ALE strategy, the strong imposition of boundary conditions in embed-
ded grids strategy, the use of stabilized formulations for the computation of the fluid dynamics
(although we do not apply the subscales on the boundary strategy here) and the use of the FE-
LAP solver to deal with the linear systems of equations to be solved. A robust preconditioner
(sparsity ratio equal to 5) is computed prior to the solution of each linear system of equations in
order to improve the performance of the GMRES iterations. We use a semi-implicit approach
in which the domain for the simulation is computed explicitly at the beginning of each time
step and implicit integration schemes (backward Euler for the fluid, second order Newmark
for the solid) are used for the solution of the dynamics equations in each subdomain. The time
step is set to δt = 0.002 s. An explicit iteration by subdomain approach is used to deal with
the coupling between fluid and structure at each time step.
The Reynolds number is Re = 64844 based on the impact speed, the sphere diameter
and the water viscosity. The LES Smagorinsky model is used in order to take into account
the turbulent subscales (see, e.g. [114, 123, 39] for background). This model is tight to the
9.4. Numerical examples 227
Figure 9.6: Problem setting for the water entry of a decelerating sphere.
numerical discretization in space of the flow equations, which in our case is performed using
the finite element method. The turbulent kinematic viscosity associated to this model is
νtur = ρ
−1
0 ch
2 [∇s(u) : ∇s(u)]1/2 ,
where c is a constant, usually taken as c = 0.01, the colon stands for the double contraction
of second order tensors and h is the length of the element of the finite element discretization
described later where the turbulent kinematic viscosity is to be computed. The total viscosity
will be ν = νmol + νtur, νmol being the molecular viscosity.
Two different meshes are used to perform the computations. Although qualitatively correct
results are obtained with a 514000 element mesh, a better numerical approximation for the
time evolution of the position of the sphere is obtained with a 2469600 element mesh. Fig. 9.7
shows the time evolution of the sphere vertical position for the experimental results and the
numerical solution. A quite good agreement is obtained for the finer mesh. Fig. 9.8 shows the
velocity and pressure fields at some representative time instants. Immediately after impact,
the sphere pushes water radially out, and the cavity behind it increases its size as time evolves
(first row). At a certain point, gravitational force compensates for the momentum the sphere has
transmitted to water and the cavity begins to collapse (second row). After cavity collapse, two
vertical jets pointing upwards and downwards are formed due to the water incompressibility
constraint (third row). The upwards pointing jet achieves a vertical velocity of the same order
of the sphere impact speed (forth row). Several snapshots are presented in Fig. 9.9, where the
numerical and the experimental shape of the free surface are compared. We can conclude that
the physical phenomena is being correctly represented. Despite the large Reynolds number
a smooth free surface is obtained, and the collapse of the cavity behind the sphere due to
gravitational forces is correctly recovered.
Regarding the solution of the linear system of equations, most of the problems to be solved
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Figure 9.7: Comparison between experimental and numerical position of the sphere
were easily solved with the FELAP package: the solid dynamics problem, the advection of the
level-set function, the L2 projection involved in the FM-ALE method... The most challenging
problem, as expected, was the solution of the transient Navier-Stokes equations. The number
of iterations required to achieve convergence (which was set to a relative residual of 10−10) was
between the range of 30-200 iterations. The number of iterations was larger in critical steps like
the initial impact instant and the cavity collapse instant, but there was also a certain randomness
in the number of iterations per time step which was probably due to the dependence of the
condition number on the way the boundary of the domain cuts the elements. Unexpectedly,
the number of required iterations was smaller for the finer mesh, although the same sparsity
ratio was used for building the preconditioner. This might be due to the fact that in this highly
convection-dominated problem the finer mesh yields a more stable finite element matrix.
9.5 Conclusions
In this chapter we have applied the FM-ALE method to solve fluid-structure interaction prob-
lems in 3D. We have paid special attention to the algorithms needed to compute the mesh-mesh
intersections and the subelement integration, which are a bit more complex when extended to
3D. The FELAP package for solving linear systems of equations has been used. The behavior
of both algorithms has been tested in two numerical experiments with satisfactory results. We
can conclude that the FM-ALE method and the FELAP package provide an interesting tool to
deal with multiphysics problems in time evolving domains.
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Figure 9.8: Velocity and pressure fields at different steps of the simulation
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Figure 9.9: Comparison between experimental and numerical results
Chapter 10
Conclusions
In this chapter we present the achievements and conclusions obtained during the preparation
of the present work, and we state some of the possible future lines of research.
10.1 Achievements
We have presented a series of works in the fields of fixed mesh methods and stabilized numer-
ical formulations:
• In Chapter 2 we have proposed a way to strongly prescribe Dirichlet boundary conditions
for immersed boundary methods. The main idea is to use as degrees of freedom for this
imposition those associated to the nodes adjacent to the boundary of the computational
domain. The method proposed turns out to be accurate (second order for linear elements)
and robust. We have checked its numerical performance in a variety of situations in flow
problems, paying particular attention to problems that require stabilization. From the
implementation point of view, the method satisfies the main design condition of using
only the degrees of freedom of the mesh of Ωh.
• In Chapter 3 we have proposed a way to weakly prescribe Dirichlet boundary conditions
in embedded grids. The key feature of the proposed method is that we do not need a large
penalty parameter to ensure stability and that it is symmetric for symmetric problems.
The method turns out to be accurate (second order for linear elements) and robust for
all the problems tested except for the pure transport equation, in which we are not able
to recover quadratic convergence. Further work needs to be developed to find a proper
definition of the weighting terms for the imposition of boundary conditions in the pure
transport equation. When compared to the method described in Chapter 2 we can con-
clude that both methods perform similarly well and are suitable for flow problems.
• In Chapter 4 we have introduced in detail the concept of the FM-ALE approach. which
consists in using the standard ALE method but remeshing at each time step so as to use
always the same given mesh. Ad-hoc approximations to account for the advection of
information that can be found in several fixed-grid methods are avoided. This is in par-
ticular reflected by the treatment of the so called newly created nodes. Results have been
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compared to those of other fixed grid methods, showing the need of correctly computing
the advection of information between time steps.
• In Chapter 5 the FM-ALE approach has been applied to solid mechanics and Fluid-
Structure Interaction problems. For solid mechanics problems the FM-ALE method is
of special interest when the solid body is subject to very large strains. In this case La-
grangian formulations cannot be used due to the ill-conditioning caused by the large
element stretch. The FM-ALE method, on the other hand, avoids element stretching by
using a fixed mesh. Results show that the method is robust and accurate. In the case of
Fluid-Structure Interaction problems, the FM-ALE method can be applied to solve the
flow and the solid mechanics problems. The main feature of using this approach is the
possibility of using a single background mesh to solve both mechanical problems. For
free surface problems the FM-ALE method avoids the need for remeshing which appears
in classical Lagrangian or ALE methods. Moreover, the free surface is tracked in a very
natural way with the level set function strategy, allowing for the solid body breaking the
free surface without any further algorithmic steps. We have paid special attention to the
interaction between the level set function and the solid boundary function which define
the fluid domain. The proposed method has been used to solve the problem of rigid bod-
ies falling into water, and has proved to be robust and provide smooth solution fields,
even at the critical instant in which the solid body contacts the free surface.
• In Chapter 6 we introduce a way to approximate the subscales on the boundaries of
the elements in a variational two-scale finite element approximation to flow problems.
The key idea is that the subscales on the element boundaries must be such that the
transmission conditions for the unknown, split as its finite element contribution and the
subscale, hold. The final result is that the subscale on the interelement boundaries must
be proportional to the jump of the flux of the finite element component and the average of
the subscale calculated in the element interiors. This allows for the use of discontinuous
pressure interpolations in the Stokes problem, like for example P1/P0 elements.
• In Chapter 7 we have applied the subscales on the boundaries strategy to deal with do-
main interaction problems. Particular emphasis has been put here on the treatment of
Neumann-type boundary conditions. The same ideas have been applied to the homo-
geneous interaction between two subdomains. In this case, the benefit of the boundary
terms is a stronger enforcement of the continuity of fluxes between subdomains. The
matrix structure of the resulting system has been described and iterative schemes to be
used in an iteration-by-subdomain environment have been proposed. The fluid structure
interaction problem has then been treated. The extension of the previous ideas to this
case has led to a modification of what can be considered a classical solid-fluid iterative
coupling. The boundary terms introduced, which cancel when convergence is achieved,
would hardly be motivated from a purely algebraic point of view. All our predictions
have been stated based on physical reasoning, without numerical analysis. Numerical
experiments have confirmed the theoretical predictions. In particular, a better enforce-
ment of the continuity of fluxes is found in homogeneous domain interaction problems
and convergence of solid-fluid iterative coupling algorithms is greatly improved by the
terms we suggest to introduce.
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• In Chapter 8 the FELAP package to deal with the linear systems of equations aris-
ing from finite element analysis problems has been presented. The main features of the
package are its capability to work with symmetric and unsymmetric systems of equa-
tions, direct and iterative solvers and various renumbering techniques, including a mix
of Cuthill-McKee and multigrid type reorderings. Performance is enhanced by consider-
ing the finite element mesh graph instead of the matrix graph, which allows to perform
highly efficient block computations. This graph is stored in a particular way so that it
is suitable for both CSR and CS-Crout storage formats. Some numerical examples have
been presented showing the capabilities of the package.
• In Chapter 9 we have applied the FM-ALE method to solve fluid-structure interaction
problems in 3D. We have paid special attention to the algorithms needed to compute
the mesh-mesh intersections and the subelement integration, which are a bit more com-
plex when extended to 3D. The FELAP package for solving linear systems of equations
has been used. The behavior of both algorithms has been tested in two numerical ex-
periments with satisfactory results. We can conclude that the FM-ALE method and the
FELAP package provide an interesting tool to deal with multiphysics problems in time
evolving domains.
10.2 Future work
We succinctly describe here the open lines of research:
• To apply the FM-ALE formulation to two phase flow problems. The classical way of
dealing with two phase flow problems consists of solving the problem in an Eulerian
manner, considering velocity, velocity gradients and pressure to be continuous across
the surface which separates the two immiscible fluids. As in fact only the velocity field
is continuous across this surface (not the velocity gradient nor the pressure), this causes
spurious velocity fields to appear. Some methods have been devised to minimize this
effect, in particular the X-FEM method which allows velocity and pressure to be discon-
tinuous across the surface. The method we have presented in Chapter 5, which consists
on duplicating the degrees of freedom of the nodes belonging to elements cut by the
body border, can be understood as an X-FEM method which could be applied to two
phase flow problems. However, our main contribution would be to treat the problem in
an ALE framework near the discontinuity: as explained in subsection 4.2.3, values of
the unknowns at the nodes of the first fluid are uncoupled from those at the second fluid,
and as a consequence they cannot be used to compute temporal derivatives on nodes in
the first fluid. The FM-ALE method copes with this problem by using ALE instead of
purely Eulerian formulations, which we hope will avoid the spurious velocity fields to
appear.
• To add some local-refinement capability to our FM-ALE code by means of the use of
hanging nodes. In the FM-ALE method we favour the use of Cartesian grids due to
the ease of generation and the fact that there is no need for the boundary of the mesh to
match the boundary of the domain. However, it is still interesting to be able to have some
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local refinement around the fluid-solid interface region. A way to achieve this without
the need of using an unstructured mesh is to refine by subdividing elements in refined
regions and couple the refined elements to the original coarse elements with the so called
hanging nodes, and the use of discontinuous Galerkin type strategies.
• To develop and incorporate to the FM-ALE algorithm a library which includes a more
precise mesh-mesh and levelset-mesh intersection algorithm. In all the numerical exam-
ples presented, mesh-mesh and levelset-mesh intersections were simplified to points in
the edges of the elements. It would be interesting to improve the performance of the
FM-ALE algorithm by using a library which is capable of correctly dealing with sharp
edges and the complex to integrate geometries of fluid volumes in elements cut at the
same time by the solid body boundary and the levelset function.
• To find a computationally efficient formulation for the stabilized P1/P0 element for the
Stokes problem developed in Chapter 6. We have looked for an efficient implementation
of the P1/P0 interpolation, which consists of condensing the pressure unknowns by
sending the off-diagonal terms corresponding to the pressure test function equations to
the right hand-side. Several iterative and explicit methods have been presented which are
suitable for stationary and transient problems respectively. However, although some of
these methods work, none of them shows a fast enough convergence to be competitive
with the P1/P1 interpolation. Further research will be carried out in order to consider
more complex iterative schemes (starting with, for example, Gauss-Seidel iterations)
which might allow to condense the pressure unknowns and at the same time obtain
convergence in very few iterations.
• To continue developing the FELAP package of solvers for linear systems of equations
arising from the finite element method analysis. The main structure and the basic tools
of FELAP have already been coded. However, some of the design requirements for
FELAP have not been reached yet, amongst them, to make the solver capable of deal-
ing with parallel computations, which are unavoidable if large system of equations are
to be solved.
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