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Summary. Although randomized experiments are widely regarded as the gold
standard for estimating causal effects, missing data of the pretreatment covariates
makes it challenging to estimate the subgroup causal effects. When the missing
data mechanism of the covariates is nonignorable, the parameters of interest are
generally not pointly identifiable, and we can only get bounds for the parameters
of interest, which may be too wide for practical use. In some real cases, we have
prior knowledge that some restrictions may be plausible. We show the identifiabil-
ity of the causal effects and joint distributions for four interpretable missing data
mechanisms, and evaluate the performance of the statistical inference via simula-
tion studies. One application of our methods to a real data set from a randomized
clinical trial shows that one of the nonignorable missing data mechanisms fits bet-
ter than the ignorable missing data mechanism, and the results conform to the
study’s original expert opinions. We also illustrate the potential applications of
our methods to observational studies using a data set from a job-training program.
Key Words: Bound; Causal inference; Expert opinion; Missing data; Sensitivity
analysis.
1 Introduction
Randomized experiments are widely regarded as the gold standard for estimating causal ef-
fects. However, a key problem in the analysis is missing data due to ethical or logistical
reasons, either pretreatment covariates [1-6] or outcomes [3, 7-9]. In general, without making
untestable assumptions, we can only obtain large sample bounds for parameters of interest,
rather than point estimates [3, 5, 6]. In practice, however, these bounds may be too wide
for practical use. If the missing data mechanism is ignorable, the likelihood and Bayesian
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inference based on the observed data are both valid. In many cases, however, the missing
data mechanism is not ignorable; that is, the missing data process depends on some possibly
missing variables. Sensitivity analysis was used in nonignorable missing covariates problem
[5, 10], however, sensitivity analysis could not provide point identification. There are some
works on identification analysis when the missingness of the outcomes were nonignorable [7,
9, 11]. Previous works discussed the identifiability of causal effects when a key covariate is
truncated due to death [1, 2, 6]. And nonignorable missing covariates problems were also
discussed in survival analysis [4] and regression models [12].
In this paper, we discuss nonignorable missing data mechanisms of a key covariate. Al-
though the average treatment effect for the whole population is still identifiable by randomiza-
tion, a central research question concerns the subgroup causal effects defined by the possibly
missing covariate. Because of ethical and logistical problems in some randomized experiments,
there may be strong evidence that the missing data may depend on the missing covariates.
However, it is quite challenging to make inference about the nonignorable missing data prob-
lem, because the joint distribution is not identifiable without assumptions or restrictions.
Bounds of the subgroup treatment effects were obtained with and without some expert opin-
ions using numerical optimization methods [5]. We take a slightly different approach from
the bound analysis, and instead focus exclusively on making assumptions about the miss-
ing data mechanism itself. Based on plausible assumptions and restrictions, we theoretically
demonstrate the identifiability of subgroup causal effects, and obtain explicit forms for the
bounds of the parameters of interest. The simulation study shows promising results about
the finite sample performance of our methods. We first apply the proposed methods to a
real randomized clinical trial. Interestingly, we conclude that one of the nonignorable missing
data mechanisms fits the data better than the ignorable missing data mechanism, and the
corresponding point estimates satisfy all the experts’ “scientific assumptions” proposed in the
original analysis [5]. We also analyze a job-training program data as an application of our
methods to an observational study.
The rest of the paper is organized as follows. In Section 2, we introduce the notation
and the main assumptions used throughout the paper. In Section 3, we discuss possible
missing data mechanisms for a pretreatment covariate of interest. In Section 4, we establish
the identifiability of these models. In Section 5, we describe the computational details and
related hypothesis testing problems. In Section 6, we validate these findings using a simulation
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study. In Section 7, we turn to a randomized clinical trial, and address both model selection
and the assumptions from the original study. In Section 8, we analyze a data set from a job-
training program. We conclude with a discussion, and present the details of the computations,
simulations and proofs in the web Appendix.
2 Notation and Assumptions
We are interested in a randomized experiment with N subjects. Suppose that T is a binary
treatment variable. For a subject i, let Ti denote the treatment assignment, with Ti = 1 if
subject i receives the treatment, and Ti = 0 if subject i receives the control. Let Xi denote the
pretreatment covariate with J categories, which may be missing. Let Yi denote the observed
outcome with K categories. Furthurmore, let Mi be the missing data indicator for Xi, with
Mi = 1 if Xi is missing, and Mi = 0 if Xi is observed.
We define causal effects via the potential outcomes model. Suppose that missing of X
happens after the treatment assignment. Thus both the outcome and the missing of X
may be affected by treatment assignment T = t. Let Yi(t) and Mi(t) denote the potential
outcome variable and the potential missing data indicator for Xi respectively, if subject i were
assigned to treatment t. These variables are potential outcomes because only one of the pairs
{Yi(1),Mi(1)} and {Yi(0),Mi(0)} can be observed. Let Yi and Mi denote their observations.
The potential outcomes are well-defined under the following fundamental and widely used
assumptions in causal inference.
Assumption 1. (Stable unit treatment value assumption, SUTVA) There is no interference
between units, which means that the potential outcomes of one individual do not depend on
the treatment status of other individuals [13], and there is only one version of the potential
outcome of a certain treatment [14].
The SUTVA assumption implies that the observed outcomes are deterministic functions
of the potential outcomes and the treatment assignments, i.e., Yi = Yi(Ti) = TiYi(1) + (1 −
Ti)Yi(0) and Mi = Mi(Ti) = TiMi(1) + (1−Ti)Mi(0). Throughout our paper, we assume that
{(Ti, Yi(1), Yi(0),Mi(1),Mi(0), Xi) : i = 1, ..., N} are random draws from a superpopulation,
and therefore the observed data {(Ti, Yi, Xi,Mi) : i = 1, ..., N} are also randomly drawn from
the superpopulation, where Xi is missing when Mi = 1.
Let A B|C denote that variables A and B are conditionally independent given variable C.
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The following assumption is a generalization of the ignorable treatment assignment assumption
[15].
Assumption 2. (Latent ignorable treatment assignment) T {Y (1), Y (0),M(1),M(0)}|X.
When there is no missing data in X, Assumption 2 is called the “ignorable assumption”
of the treatment assignment mechanism, which is crucial for causal inference in observational
studies. When X has some missing values, the assumption is no longer the original “ignorable
treatment assignment” mechanism, and the difficulty for point identification of the causal
effects arises. As pointed out by a reviewer, it is a “latent ignorable treatment assignment”,
since the observed data does not contain all the values of X. Previous researchers [11] first
used this term for nonignorable missing data of the outcomes, and also used it for treatment
assignment mechanism with some key covariates missing [16].
In completely randomized experiments, the following stronger assumption holds by the
design of experiments.
Assumption 3. (Complete randomization) T {Y (1), Y (0),M(1),M(0), X}.
The independence assumption above means that P{T | Y (1), Y (0),M(1),M(0), X} =
P (T ), under the assumption of existence of a joint distribution of {T, Y (1), Y (0),M(1),M(0), X}.
The joint independence assumption above implies Assumption 2. Since all the potential out-
comes and X are “pretreatment covariates”, the treatment assignment mechanism T is inde-
pendent of all of them in completely randomized experiments. In one of our real applications
in this paper, the data comes from a completely randomized experiment, and the stronger
Assumption 3 is satisfied automatically. However, the theory and methods discussed in this
paper can be applied to more general problems under a weaker Assumption 2, which may
be more plausible in observational studies. We also use another example to illustrate the
potential applications of our method in observational studies.
The goal of this paper is to use the observed data to make inference about the following
measure of causal effects:
CEx = D [E{Y (1) | X = x}, E{Y (0) | X = x}] ,
where D[p1, p0] is a function with the following properties:
1. ∂D/∂p1 > 0, ∂D/∂p0 < 0, and
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2. D[p1, p0] and p1 − p0 have the same sign, > 0, < 0 or = 0.
We say that a treatment T has a positive (negative or null) causal effect on an outcome Y
in subgroup with X = x, if CEx is larger than (smaller or equal to) zero. For example, for a
binary Y , let p1 = P (Y (1) = 1 | X = x) and p0 = P (Y (0) = 1 | X = x). Then CEx may be
the causal risk difference (CRD) D[p1, p0] = p1 − p0, the log of the causal risk ratio (CRR)
log(p1/p0) or the log of the causal odds ratio (COR) log[p1(1 − p0)/{p0(1 − p1)}]. The total
causal effect CE+ = D [E{Y (1)}, E{Y (0)}] is also of interest in practice.
Under Assumption 3, CE+ is identifiable because P{Y (t) = y} = P (Y = y | T = t) for
t = 0 and 1. Under Assumption 2, we have P{Y (t) = y | X = x} = P{Y (t) = y | T = t,X =
x} = P (Y = y | T = t,X = x). The causal effects can be expressed as functions of the joint
distribution of (T,X, Y ), and CEx is identifiable if P (T = t,X = x, Y = y) is identifiable.
Define ptxym = P (T = t,X = x, Y = y,M = m) and pt+y1 = P (T = t, Y = y,M =
1), where “+” in a subscript denotes the distribution marginalized over the corresponding
variable. Analogously, let Ntxym denote the observed frequency in the cell (t, x, y,m) of the
contingency table, and let Nt+ym denote the marginal frequency of the contingency table
over the corresponding variable X. We can directly identify ptxy0 and pt+y1 by the observed
frequencies, Ntxy0/N and Nt+y1/N , respectively. However, we cannot identify ptxy1 and thus
CEx without any further assumptions. Throughout the paper, we need the following condition
that the data is not missing with probability one.
Assumption 4. P (M = 0 | T = t,X = x, Y = y) > 0 for all t, x, y.
3 Missing Data Mechanisms
Before discussing the missing data mechanisms, we first review the some definitions about
missing data [17]. Let Dcom be the generic notation for the complete data, Dobs for the
observed data, Dmis for the missing data, and Dcom = (Dobs,Dmis). Let M be the indicator
matrix of the missing data corresponding to Dcom. The model for the complete data is
f(Dcom | θ), and the model for M given Dcom is f(M |Dcom, ψ).
Definition 1. The missing data mechanism is called missing at random (MAR), if M only
depends on Dobs, i.e., f(M |Dcom, ψ) = f(M |Dobs, ψ). Otherwise, if M depends on Dmis,
the missing data mechanism is called missing not at random (MNAR).
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Definition 2. We call the parameters θ and ψ distinct, if the parameter space of (θ, ψ) is the
product of the parameter space of θ and the parameter space of ψ.
Definition 3. The missing data mechanism is called ignorable, if it is MAR and the param-
eters θ and ψ are distinct.
The likelihood for (θ, ψ) is proportional to
f(Dobs,M | θ, ψ) =
∫
f(Dobs,Dmis | θ)f(M |Dobs,Dmis, ψ)dDmis.
Under the ignorable missing data mechanism, it reduces to
f(Dobs,M | θ, ψ) = f(M |Dobs, ψ)f(Dobs | θ).
In this case, the inference for θ can be based only on the observed data likelihood f(Dobs |
θ), and the missing data mechanism can be “ignored”. For the missing data mechanisms
discussed in this paper, the parameters are distinct, and therefore “nonignorable” is equivalent
to NMAR.
In randomized experiments with X missing, missing data mechanisms influence the iden-
tifiability and estimation of subgroup causal effects CEx. We consider five missing data mech-
anisms. The first one is ignorable where the missing X depends only on observed variables
(Y, T ). The others are nonignorable. For mechanisms 2 and 3, we assume that the missingness
of X depends on both X and another one of Y and T . For the last two mechanisms 4 and 5,
we assume that they depend on all three variables (X,Y, T ). Under Assumption 2, the five
missing mechanisms to be discussed in the next section can be described equivalently in terms
of both potential and observed outcomes as follows:
M1. M may depend on (Y, T ) but is independent of X conditional on (Y, T ), i.e.,
P{M(t) = 1 | X = x, Y (t) = y} = P{M(t) = 1 | T = t, Y (t) = y}, or
P (M = 1 | T = t,X = x, Y = y) = P (M = 1 | T = t, Y = y);
further, if the randomization Assumption 3 holds, the missing mechanism is equivalent
to P{M(t) = 1 | X = x, Y (t) = y} = P{M(t) = 1 | Y (t) = y};
M2. M may depend on (X,T ) but is independent of Y conditional on (X,T ), i.e.,
P{M(t) = 1 | X = x, Y (t) = y} = P{M(t) = 1 | X = x}, or
P (M = 1 | T = t,X = x, Y = y) = P (M = 1 | T = t,X = x);
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M3. M may depend on (X,Y ) but is independent of T conditional on (X,Y ), i.e.,
P{M(t) = 1 | X = x, Y (t) = y} = P{M(t′) = 1 | X = x, Y (t′) = y} for t 6= t′, or
P (M = 1 | T = t,X = x, Y = y) = P (M = 1 | X = x, Y = y);
M4. M may depend on (X,Y, T ) via a Logistic model, i.e.,
logit[P{M(t) = 1 | X = x, Y (t) = y}] = β0 + βT t+ βXx+ βY y, or
logit{P (M = 1 | T = t,X = x, Y = y)} = β0 + βT t+ βXx+ βY y,
where logit{a} = log{a/(1− a)};
M5. M may depend on (X,Y, T ) and does not have any restrictions.
4 Identifiability of Causal Effects
In this section, we discuss the identifiability of causal effects and the joint distribution of
(X,Y, T,M) for the missing mechanisms presented in Section 3. If the joint distribution
of (X,Y, T,M) is identifiable, the causal effects CEx and CE+ are also identifiable under
Assumptions 2 or 3. For the first four missing mechanisms, we shall show that causal effects
are identifiable, and we shall give conditions for identifiability of the joint distribution of
(X,Y, T,M). For the last missing mechanism, we shall give lower and upper bounds for
causal effects.
Theorem 1. For missing mechanism 1, under Assumptions 1 and 2, the joint distribution of
(T,X, Y,M) is identifiable.
The missing mechanism 1 is ignorable, and the joint distribution can be consistently
estimated from the observed data.
Theorem 2. For missing mechanism 2, under Assumptions 1 and 2,
(1) the causal effects CEx are identifiable;
(2) the joint distribution of (T,X, Y,M) is identifiable if Rank(Θt) = J for t = 0 and 1, where
Θt is a J ×K matrix with ptxy0 as the (x, y) element; and
(3) for binary X, the rank condition reduces to X / Y |(T = t) for t = 0 and 1, which is
equivalent to the testable condition X / Y |(T = t,M = 0) for t = 0 and 1.
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From Theorem 2, we can also see that under Assumptions 1 and 2 and missing mechanism
2, CEx is always identifiable, but the joint distribution may not be identifiable, because the
number of parameters is larger than the number of observed frequencies if J > K. The
rank condition for identifying the joint distribution can be checked, because the rank of Θt
equals the rank of the matrix with P (X = x, Y = y | T = t,M = 0) as the (x, y) element,
which can be identified by the observed data. It is necessary for the rank condition that Y
has more categories than X (i.e., J ≤ K) and that there exists a subset of Y ’s categories,
Ω = {y1, ..., yJ} ⊆ {1, ...,K}, such that P (X = x | T = t,M = 0, Y = y) 6= P (X = x | T =
t,M = 0, Y = y′) for any y 6= y′ ∈ Ω.
Theorem 3. For the missing mechanism 3,
(1) under Assumptions 1 and 2, if Y is binary, the log of causal odds ratios log(CORx) are
identifiable, but only the signs of other causal effects CEx are identifiable;
(2) under Assumptions 1 and 3, if Y is binary, the causal effects CEx and CE+ are identifiable;
and
(3) under Assumptions 1 and 3 or under Assumptions 1 and 2, the joint distribution of
(T,X, Y,M) is identifiable if X is binary and X / T |(Y = y) for y = 0, 1, . . . ,K − 1. The
conditional dependence X / T |(Y = y) is equivalent to the testable condition X / T |(Y =
y,M = 0).
Since we compare only two treatment groups (i.e., T is binary), the condition for identi-
fying the joint distribution for missing mechanism 3 requires that X is binary; otherwise the
number of observed frequencies are smaller than the number of parameters, and thus the joint
distribution is not identifiable.
The missing mechanism withM (T, Y )|X is a special case of both the missing mechanisms
2 and 3, for which we have the following corollary from Theorems 2 and 3.
Corollary 1. For the missing mechanism M (T, Y )|X, under Assumptions 1 and 2, the
causal effects CEx are identifiable; furthermore the joint distribution of (T,X, Y,M) is iden-
tifiable if Rank
(
Θ1
Θ0
)
= J . When X is binary, the rank condition is equivalent to X / (T, Y )
which is further equivalent to the testable condition X / (T, Y )|(M = 0).
Theorem 4. Assume that X and Y are binary, and Assumptions 1 and 2 hold. For the
missing mechanism 4, the joint distribution of (T,X, Y,M) is identifiable if the value of
ORY T |(M=1) is between those of ORY T |(X=1,M=0) and ORY T |(X=0,M=0), where ORY T |(M=1)
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and ORY T |(X=x,M=0) are the odds ratios of Y and T conditional on M = 1 and on (X =
x,M = 0), respectively.
Because ORY T |(M=1) and ORY T |(X=x,M=0) are identifiable, the condition can be checked
by the observed data. In our application to a randomized clinical trial in Section 7, the
condition is satisfied.
Theorem 5. Assume that Y is binary, and Assumptions 1 and 2 hold. For the missing
mechanism 5, the lower bound for CEx is
D
[
p1x10
p1x00 + p1x10 + p1+01
,
p0x10 + p0+11
p0x00 + p0x10 + p0+11
]
,
which is attainable when p1x01 = p1+01, p0x11 = p0+11, and p1x11 = p0x01 = 0. The upper
bound for CEx is
D
[
p1x10 + p1+11
p1x00 + p1x10 + p1+11
,
p0x10
p0x00 + p0x10 + p0+01
]
,
which is attainable when p1x01 = p1+01, p0x01 = p0+01 and p1x11 = p0111 = 0.
The bounds of CEx given in Theorem 5 can be estimated from observed data by replacing
the cell probabilities with the cell counts, but they may cover zero and thus we may not be
able to determine the sign of CEx. All estimates of CEx obtained under missing mechanisms
1 to 4 should fall into the bounds given in Theorem 5, and particularly this can be shown for
the maximum likelihood estimators (MLEs) of CEx. Under Assumptions 1 and 3, the bounds
should be narrower but have no explicit forms, optimization methods can be used to find the
numerical solutions.
5 Computational Details and Hypothesis Testing Problems
5.1 EM Algorithms and Gibbs Samplers
In practice, we can use the Expectation-Maximization (EM) algorithm to find the MLEs and
use the Gibbs Sampler to simulate the posterior distributions of the parameters. In this
subsection, we only describe the computational details for missing mechanism 1, and the
web Appendix provides more details for missing mechanisms 2 to 4. For simplicity, we only
describe the algorithms for binary X and binary Y , and the algorithms for categorical X
and Y can be written similarly. Denote P (j)(T = t,X = x, Y = y,M = m) = P (j)(X =
x)P (j)(T = t | X = x)P (j)(Y = y | T = t,X = x)P (j)(M = m | T = t,X = x) as the joint
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distribution of (T,X, Y,M) in the j-th iteration for either the EM algorithm or the Gibbs
Sampler. Define
p
(j)
x|ty1 = P
(j)(X = x | T = t, Y = y,M = 1)
=
P (j)(T = t,X = x, Y = y,M = 1)∑
x′=0,1 P
(j)(T = t,X = x′, Y = y,M = 1)
.
The EM algorithm iterates between the following E-step and M-step:
• E-step: The sufficient statistics are imputed as N (j)txy0 = Ntxy0 and N (j)txy1 = Nt+y1p(j)x|ty1;
• M-step: The joint distribution is updated by P (j+1)(T = t,X = x, Y = y,M = m) =
N
(j)
+x++
N
(j)
++++
N
(j)
tx++
N
(j)
+x++
N
(j)
txy+
N
(j)
tx++
N
(j)
tx+m
N
(j)
tx++
.
The Gibbs sampler iterates between the following Imputation-step and Posterior-step:
• Imputation-step: We let N (j)txy0 = Ntxy0 and draw N (j)txy1 ∼ Binomial(Nt+y1, p(j)x|ty1);
• Posterior-step: We draw P (j+1)(X = 1) ∼ Beta(αX +N (j)+1++, βX +N (j)+0++), P (j+1)(T =
1 | X = x) ∼ Beta(αxT + N (j)1x++, βxT + N (j)0x++), P (j+1)(Y = 1 | T = t,X = x) ∼
Beta(αtxY +N
(j)
tx1+, β
tx
Y +N
(j)
tx0+), P
(j+1)(M = 1 | T = t,X = x) ∼ Beta(αtxM +N (j)tx+1, βtxM +
N
(j)
tx+0), where αX , α
x
T , β
x
T , βX , α
tx
Y , β
tx
Y , α
tx
M , and β
tx
M are parameters for the Beta priors
of the probability parameters.
In our simulation studies and applications, we use the conventional noninformative Beta(1/2, 1/2)
prior for the probability parameters, the results of which are similar to the results from another
commonly-used Uniform(0, 1) prior, when the sample sizes are relatively large.
5.2 Testing Goodness-of-Fit, Interaction and Effect Modification
Under Assumption 2, none of missing mechanisms 1 to 4 are testable from the observed data,
since the numbers of parameters are equal to the numbers of observed frequencies. Under
Assumption 3, we have an additional constraint that T X by complete randomization. For
example, in our first application with a binary outcome Y and a binary covariate X, we
can perform goodness-of-fit test for missing mechanisms 1 to 4. Under the constraint T X,
Model 1 to Model 4 all have 10 parameters and the observed data provides 11 frequencies.
Therefore, the likelihood ratio test with an asymptotic χ2(1) distribution can be used to test
goodness-of-fit, i.e.,
LR = 2
∑
t,x,y=0,1;m=0
Ntxy0 log(Ntxy0/Nˆtxy0) + 2
∑
t,y=0,1;m=1
Nt+y1 log(Nt+y1/Nˆt+y1)
a∼ χ2(1).
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Another interesting problem, raised by the Associate Editor, is testing the interaction
of the treatment T and the covariate X on the outcome Y . The interaction is also called
treatment heterogeneity, or effect modification. We can perform the likelihood ratio test for
the interaction, which requires calculations of the likelihoods with and without the interaction
of T and X on Y. A more directly way is to compare the Bayesian posterior distributions of
CE0 and CE1, or to find the credible interval of CE0 − CE1. If the credible interval of
CE0 − CE1 does not contain 0, we then find evidence of effect modification of X.
In our application in a randomized experiment, we will perform both the goodness-of-fit
test and the effect modification test, under each missing data mechanism.
6 Simulation Study
In this section, we evaluate the finite sample performances of the likelihood-based and Bayesian
inference for the missing mechanisms 1 to 4, via a simulation study. In order to mimic the
real data analyzed in the next section, we assume that T is completely randomized and
thus T X. We generated T ∼ Bernoulli(0.5) and X ∼ Bernoulli(0.5). Define py|tx =
P (Y = y | T = t,X = x), and we generated Y according to the conditional distribution
(p1|00, p1|01, p1|10, p1|11) = (0.2, 0.5, 0.8, 0.3) in all the cases. We set the five missing data
mechanisms to have the following parameters:
M1. P (M = 1 | T = 1, Y = 1) = 0.3, P (M = 1 | T = 1, Y = 0) = 0.3, P (M = 1 | T = 0, Y =
1) = 0.4, P (M = 1 | T = 0, Y = 0) = 0.7;
M2. P (M = 1 | T = 1, X = 1) = 0.7, P (M = 1 | T = 1, X = 0) = 0.6, P (M = 1 | T =
0, X = 1) = 0.5, P (M = 1 | T = 0, X = 0) = 0.3;
M3. P (M = 1 | Y = 1, X = 1) = 0.3, P (M = 1 | Y = 1, X = 0) = 0.5, P (M = 1 | Y =
0, X = 1) = 0.3, P (M = 1 | Y = 0, X = 0) = 0.8;
M4. logit{P (M = 1 | T = t,X = x, Y = y)} = −1 + 1.4t− 0.5x+ 0.8y;
M5. logit{P (M = 1 | T = t,X = x, Y = y)} = −1 + 1.4t−x− 0.5y+ 0.5tx+ 0.3ty− 0.6xy−
0.2txy.
We apply the methods under missing mechanisms 1 to 4 to all of the five data sets. Thus
we also show the sensitivities of our methods, when the missing mechanisms are not correctly
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specified. We use the EM algorithms to find the MLEs and use the Gibbs Samplers to find the
posterior distributions of log(COR0) and log(COR1). Using the Gibbs Samplers to obtain
the Bayesian credible intervals is more direct than using the likelihood-based inference to
obtain the confidence intervals. The Gibbs samplers were run 10000 times with burn-in after
the 5000-th iteration. We did the simulation studies under sample sizes 500 and 1000, and
the processes were repeated 1000 times. In Figure 1, we show the simulation results under
sample size 1000, and detailed comparison of the results under sample sizes 500 and 1000 are
presented in the web Appendix.
In Figure 1(a), we show the average biases for log(COR0) and log(COR1) of both the MLEs
and posterior medians. For example, in the subfigure for “bias of log(COR0)”, we divided the
results into five blocks corresponding to the five data generating processes above. Within each
block, there are two columns of points, corresponding to the biases of the MLEs on the left and
posterior medians on the right. The results from MLEs and posterior medians are very similar
to each other. Clearly, if the missing data mechanisms are correctly specified, the average
biases are very close to 0. We label the average biases under the “correct models” for each
data generating process, and all of them are very close to the horizontal zero line. However,
the average biases can be very arbitrary, if the missing data mechanisms are misspecified. We
have the same pattern in the subfigure for “bias of log(COR1)”.
In Figure 1(b), we show the coverage proportions of the 95% credible intervals obtained
from Bayesian posterior distributions of log(COR0) and log(COR1). In the following, we will
describe the subfigure for “CP of log(COR0)”, and the same interpretation applies to the
subfigure for “CP of log(COR1)”. Similar to the structures of the figures for the biases, we
divide the results into five blocks, corresponding to five missing data mechanisms. We label
the coverage proportions under the “correct models”, which are very close to the nominal level
95%. But the coverage proportions can be extremely poor under model misspecifications.
7 Application to a Randomized Clinical Trial
7.1 Background of the Motivating Example
In this section, we will re-analyzed a randomized clinical trial [5] using the newly proposed
methods under different missing mechanisms. We first briefly review the background of the
illustrative clinical trial, and more details of the data can be found in the previous paper [5].
In this example, T is the treatment assignment variable, with T = 1 denoting the treatment
12
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(a) Average biases. Each block corresponds to different missing data mechanism for generating
the data. Within each block, there are two columns of points, corresponding to the biases
of the MLEs and posterior medians. We label the average biases under the “correct missing
data mechanisms”.
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Figure 1: Simulation Studies
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(implantable cardiac defibrillator: ICD) and T = 0 denoting the control. The outcome Y is
the death indicator, with Y = 1 denoting “dead” and Y = 0 denoting “alive”. Since there is
no missing data in Y , it is direct to evaluate the causal effect of the treatment on the primary
outcome of interest. However, practitioners are also interested in evaluating the subgroup
causal effects, stratified by the inducibility status. Let X denote the inducible indicator,
with X = 1 denoting “inducible” and X = 0 denoting “non-inducible”. The covariate X
is obtained from the electro-physiological stimulation (EPS) testing. Since the EPS testing
is invasive and not a prerequisite for enrollment in the study, 79.3% of patients in the ICD
arm have EPS records, while only 2.4% of patients in the control arm have EPS records.
Therefore, the missing data problem for the covariate X is very severe. The observed data
can be summarized as the following counts: N0000 = 4, N0010 = 0, N1000 = 311, N1010 = 62,
N0100 = 6, N0110 = 2, N1100 = 190, N1110 = 20, N0+01 = 382, N0+11 = 95, N1+01 = 136, and
N1+11 = 23, with the counts Ntxy1 and Nt+y0 defined in Section 2.
Although the treatment assignment T is independent of the inducibility status X by ran-
domization (T X), the decision to conduct the test is associated with treatment assignment
(M / T ) and it may depend on the “baseline” factors that are associated with inducibility
status (M /X) and the mortality (M / Y ).
7.2 Analysis of the Data, Model Criticism and Selection
By randomization, the estimate of log(COR) for the population, log
{
P (Y (1)=1)P (Y (0)=0)
P (Y (1)=0)P (Y (0)=1)
}
,
is −0.235 with the standard error 0.156 based on the normal approximation, which is not
significant at the level of 95%. Since there is a zero cell count in the real data, the bounds of
log(CORx) obtained under missing mechanism 5 contain infinity and we do not present them
here.
As discussed in Section 5.2, randomization gives us one extra degree of freedom, and allows
us to perform the likelihood ratio tests for goodness-of-fit test. Table 1 shows the results of the
likelihood ratio tests, missing mechanisms 2 and 4 cannot be rejected, but missing mechanisms
1 and 3 are rejected. Complete randomization allows us to reject the ignorable missing data
mechanism 1, and one of the nonignorable missing data mechanism (mechanism 3). The
other two nonignorable missing mechanisms 2 and 4 fit the data very well, with mechanism 2
slightly better than mechanism 4.
Also, the following four plausible scientific assumptions are available based on the previous
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studies and some expert opinions [5].
Assumption 5. P (X = 0 | T = t,M = 1) ≥ P (X = 0 | T = t,M = 0) for t = 0, 1.
Assumption 6. P (Y = 1 | T = 0, X = 1) ≥ P (Y = 1 | T = 0, X = 0).
Assumption 7. 0.05 ≤ P (Y = 1 | T = 0, X = x) ≤ 0.50 for x = 0, 1.
Assumption 8. P (Y = 1 | T = 1, X = 1) ≤ P (Y = 1 | T = 0, X = 1).
In Table 1, we also check whether these assumptions hold at the MLEs under each of the
missing mechanism, where “True” denotes that an assumption is not rejected and “False”
denotes that it is rejected. The results are very interesting that the statistical findings are
compatible with the clinical background and the expert opinions, because missing mechanisms
1 and 3 violate some of the expert opinions, and missing mechanisms 2 and 4 conform to
all the expert opinions. From Table 1, both missing mechanisms 2 and 4 fit the observed
data very well and satisfy the scientific assumptions. Based on the log likelihood and the
scientific assumptions, missing mechanism 2 is chosen by us, which indicates that the missing
data mechanism depends on the treatment assignment T and the covariate X. Fortunately,
the conclusion is not sensitive to the choice between missing mechanisms 2 and 4, and we
will only discuss the results under missing mechanism 2. Under missing mechanism 2, the
treatment is not significantly positively effective for neither the inducible subjects (X = 1) nor
the non-inducible subjects (X = 0) at the 95% level. We plot both the MLEs and posterior
distributions of log(COR1), log(COR0) and log(COR1)−log(COR0) in Figure 2(a). Although
the posterior distributions of log(COR1) and log(COR0) seems different in the left panel of
Figure 2(a), the 95% credible interval of log(COR1) − log(COR0) contains 0. Therefore, we
conclude that the evidence of the effect modification of X is not strong enough in this example.
7.3 Comparison with the Original Analysis
It would also be interesting to compare our analysis to the original analysis [5], which used
causal risk ratios as the causal measures of interest. Under missing mechanism 2, the MLEs
are ĈRR1 = 0.301 and ĈRR0 = 1.279. The posterior median of CRR1 is 0.303 with a 95%
credible interval [0.140, 1.176], and the posterior median of CRR0 is 1.551 with a 95% credible
interval [0.593, 227.278]. The wide interval for CRR0 is due to the large proportion of missing
data and heavy-tailedness of the posterior distribution. However, the original analysis did
not provide us with point estimators, and their bounds for CRR1 are [0.05, 46.01], and their
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bounds for CRR0 are [0.21, 1425.58]. Both our MLEs and posterior medians are within the
bounds obtained in the previous study. The bounds obtained by the previous analysis is much
wider than ours, and they can only be sharpened with the help of the expert opinions.
7.4 Sensitivity Analysis
The saturated model for the missing data is
logit{P (M = 0 | T = t,X = x, Y = y)} = β0+βT t+βXx+βY y+βTXtx+βTY ty+βXY xy+βTXY txy.
Each of the missing mechanisms from 1 to 4 restricts 4 coefficients β’s to be 0. For example,
missing mechanism 1 restricts βX = βTX = βXY = βTXY = 0, and analogous results hold for
other missing mechanisms. We treat missing mechanism 2 as the benchmark for our sensitivity
analysis and discuss the following model which allows M to depend on T,X and Y :
logit{P (M = 0 | T = t,X = x, Y = y)} = β0 + βT t+ βXx+ βTXtx+ βY y, (1)
where βY is the sensitivity parameter, and βY = 0 corresponds to missing mechanism 2. Fixing
βY at different values and obtaining MLEs for Model (1), the sensitivities of log(COR1) and
log(COR0) are shown in Figure 2(b), where the “feasible” regions are within the dotted lines.
Here, “feasible” means that the MLEs of Model (1) are compatible with the expert opinions,
when βY is within these regions. Positive βY ’s in Figure 2(b) are implausible under Model
(1), and log(COR1) are less sensitive than log(COR0), since log(COR1) does not change sign
within the “feasible” region.
Table 1: Model Comparison. The “log likelihood” column shows the log likelihoods evaluated
at the MLEs. The “p-value of LRT” column shows the p-values of the likelihood ratio tests for
goodness-of-fit. The “A.5” to “A.8” columns check whether Assumptions 5 to 8 hold for the
MLEs under mechanisms 1 to 4, with “True” if one assumption is not rejected and “False” if
one assumption is rejected.
Mechanism log likelihood p-value of LRT A.5 A.6 A.7 A.8
Mechanism 1 -2202.654 0.017 False True True True
Mechanism 2 -2200.452 0.248 True True True True
Mechanism 3 -2503.779 <0.001 False False False False
Mechanism 4 -2200.584 0.206 True True True True
8 Application to a Job-Training Program Data
In this section, we use a data set from a job-training program [18] to illustrate the potential
applications of our methods to observational studies. The data is available in the R package
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“Matching” [19], and more detailed descriptions of the data can be found in the previous
papers [18, 19]. The data set contains 445 observations of males, with the treatment T as
the indicator for receiving the job-training program, and the outcome Y as the indicator
for unemployment in 1978. The pretreatment covariates in the original data set are age,
education, ethnicity, marriage status, historical employment status, and the indicator for a
high school degree. Although the original data is a completely randomized experiment, we
found some evidence of imbalance in the pretreatment covariates. All covariates are balanced
between the treatment and control groups except the binary “no degree” variable, and the
balance checking result is shown in the web Appendix. In order to adjust for the imbalance of
the covariate X = “no degree”, we assume that the experiment is randomized conditionally
on the covariate X. Although this data set is not from an observational study, it has the
same nature of an observational study. And our analysis is under Assumption 2 instead of
Assumption 3.
Another feature of the data is that all the values of the covariate X are observed, therefore
we can identify the subgroup causal effects and we know the “true” MLEs from the complete
data. Recall the definition of py|tx = P (Y = y | T = t,X = x) in Section 6, and we find
their MLEs as (p̂1|11, p̂1|01, p̂1|10, p̂1|00) = (0.260, 0.355, 0.204, 0.349). Thus, the MLEs for the
subgroup causal effects in term of the risk difference are ĈRD0 = −0.095 (p-value = 0.058)
and ĈRD1 = −0.145 (p-value = 0.111). And the test for effect modification has p-value 0.632,
providing very weak evidence of effect modification.
To illustrate our methods in observational studies, we artificially create missing values
in the covariate X according to different underlying mechanisms, and try to recover the
“true” MLEs using our methods. The following four cases correspond to four missing data
mechanisms.
M1. We create missing data according to P (M = 1 | T = 1, Y = 1) = 0.4, P (M = 1 | T =
0, Y = 1) = 0.3, P (M = 1 | T = 1, Y = 0) = P (M = 1 | T = 0, Y = 0) = 0.2;
M2. We create missing data according to P (M = 1 | T = 1, X = 1) = 0.5, P (M = 1 | T =
0, X = 1) = 0.3, P (M = 1 | T = 1, X = 0) = P (M = 1 | T = 0, X = 0) = 0.2;
M3. We create missing data according to P (M = 1 | X = 1, Y = 1) = 0.6, P (M = 1 | X =
1, Y = 0) = P (M = 1 | X = 0, Y = 1) = P (M = 1 | X = 0, Y = 0) = 0.1;
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M4. We create missing data according to logit{P (M = 1 | T = t,X = x, Y = y)} =
−1 + t− x+ y.
We then fit each of the generated data set by MLEs under these missing mechanisms 1 to
4, corresponding to estimation methods h = 1, 2, 3, 4. Denote (p̂h1|11, p̂
h
1|01, p̂
h
1|10, p̂
h
1|00) as the
MLEs from method based on the missing mechanism h. We useRMSE(h) =
√∑
t,x(p̂1|tx − p̂h1|tx)2
as the criterion to evaluate the results from different estimation methods. The rows of Table
2 correspond to different missing data mechanisms for generating the data, and the columns
correspond to different estimation methods. Table 2 shows that when the missing data mech-
anisms are correctly specified, we can recover the “true” MLEs very well, that is, the diagonal
elements in Table 2 is the smallest in each row. However, with misspecified missing data
mechanisms, the behaviors of the MLEs may be very arbitrary and far from the “true” MLEs.
This illustrative example demonstrates the importance of the specification of the missing data
mechanism in the analysis of observational studies, when some key covariates are missing.
Table 2: Analysis of the Job-Training Program. The rows correspond to different missing
data generating mechanisms, and the columns correspond to different estimation methods.
Mechanism used in estimation
Missing data mechanism 1 2 3 4
Mechanism 1 0.014 0.118 0.270 0.110
Mechanism 2 0.009 0.007 0.075 0.010
Mechanism 3 0.355 0.185 0.031 0.326
Mechanism 4 0.150 0.055 0.296 0.031
9 Discussion
Randomized experiments are regarded as the gold standard for causal evaluations. In the cases
with a nonignorable missing covariate, however, the evaluation of the subgroup causal effects
conditional on the covariate is very challenging. Without making untestable assumptions, we
can only get bounds of the subgroup causal effects, which may be too wide to be useful. We
show that they are pointly identifiable, and we perform both likelihood-based and Bayesian
inference, under some model assumptions and restrictions. An interesting application of our
proposed models and methods to a randomized experiment shows that one of the nonignorable
missing data mechanisms is more appropriate than the ignorable missing data mechanism,
with a higher likelihood in the former model than the latter one. Expert opinions help us
to verify our statistical findings, because the results from the chosen nonignorable missing
18
data mechanism are consistent with the expert opinions, while the results from the ignorable
missing data mechanism are not. Since many fundamental assumptions in causal inference
are not directly testable, utilizing expert opinions to guide our practice is very valuable and
should be tirelessly emphasized.
There are several issues beyond the scope of this paper, and our discussion below benefits a
lot from the Associate Editor and a reviewer’s comments. First, we discussed the identifiability
of subgroup causal effects when the outcome Y is categorical. However, continuous outcomes
are also very common in practice. One approximate approach is to categorize the continuous
outcome Y . Another approach for the missing mechanisms 1 and 2 is to dichotomize the con-
tinuous Y as I(Y > y) for each observed value y, and we can identify the average causal effect
of Z on Iy, which is also the distributional causal effect of Z on Y at point y. The subgroup
causal effects are identifiable, once the subgroup distributional causal effect is identified [20].
When the missing data mechanism depends on the outcome (mechanisms 3 and 4), we need
to simultaneously model the outcomes and the nonignorable missing data mechanism.
Second, it is possible that the covariates have high dimensions. Identifying subgroup causal
effects defined by high dimensional categorical covariates is difficult even if there is no missing
data, since the observations within each subgroup can be very sparse in finite samples. If
the subgroups are defined by only one categorical variable subject to missing but there are a
large number of other categorical and/or continuous variables which are completely observed
or missing at random, our identifiability results also hold, but some approaches for high
dimensional covariates should be used for the estimation. In the cases where there are more
than one covariate subject to nonignorable missing, more complicated missing mechanisems
must be introduced. Other approaches such as multiple imputation [21] and jointly modeling
the distribution of X and the missing data mechanism [17] may be used to treat the high
dimensional missing covariates.
Third, we discussed the case in which only the covariate may be missing not at random.
In many applications, both the covariate and the outcome may be missing not at random.
Then we must describe the missing mechanisms for both of them, and the identifiability and
estimation would be more complicated.
All the topics mentioned above are of great interest both theoretically and practically.
Although they are beyond our current study, we will go on our research in this area.
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(a) MLEs and posterior distributions under missing mechanism 2.
−0.5 −0.3 −0.1 0.0 0.1
−
1.
5
−
1.
3
−
1.
1
βY
lo
g(C
O
R
1)
Mechanism 2
−0.5 −0.3 −0.1 0.0 0.1
−
0.
2
0.
0
0.
2
0.
4
0.
6
βY
lo
g(C
O
R
0)
Mechanism 2
(b) Sensitivity analysis for missing mechanism 2. The parameter βY in (1) is the sensitivity
parameter, and the “feasible” regions are within the dotted lines. Here, “feasible” means that
the MLEs within these regions are compatible with the expert opinions.
Figure 2: Analysis of the data under missing mechanism 2
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10 Computational Details
10.1 Missing Mechanism 1
Denote P (j)(T = t,X = x, Y = y,M = m) = P (j)(X = x)P (j)(T = t | X = x)P (j)(Y = y |
T = t,X = x)P (j)(M = m | T = t,X = x) as the joint distribution of (T,X, Y,M) in the
j-th iteration. Define
p
(j)
x|ty1 = P
(j)(X = x | T = t, Y = y,M = 1)
=
P (j)(T = t,X = x, Y = y,M = 1)∑
x′=0,1 P
(j)(T = t,X = x′, Y = y,M = 1)
.
The EM algorithm iterates between the following two steps:
• E-step: The sufficient statistics are imputed as N (j)txy0 = Ntxy0 and N (j)txy1 = Nt+y1p(j)x|ty1;
• M-step: The joint distribution is updated by P (j+1)(T = t,X = x, Y = y,M = m) =
N
(j)
+x++
N
(j)
++++
N
(j)
tx++
N
(j)
+x++
N
(j)
txy+
N
(j)
tx++
N
(j)
tx+m
N
(j)
tx++
.
The Gibbs sampler iterates between the following two steps:
• Imputation step: We let N (j)txy0 = Ntxy0 and draw N (j)txy1 ∼ Binomial(Nt+y1, p(j)x|ty1);
• Posterior step: Draw P (j+1)(X = 1) ∼ Beta(αX +N (j)+1++, βX +N (j)+0++), P (j+1)(T = 1 |
X = x) ∼ Beta(αxT +N (j)1x++, βxT +N (j)0x++), P (j+1)(Y = 1 | T = t,X = x) ∼ Beta(αtxY +
N
(j)
tx1+, β
tx
Y + N
(j)
tx0+), P
(j+1)(M = 1 | T = t,X = x) ∼ Beta(αtxM + N (j)tx+1, βtxM + N (j)tx+0),
where αX , α
x
T , β
x
T , βX , α
tx
Y , β
tx
Y , α
tx
M , and β
tx
M are parameters for the Beta priors of the
probability parameters.
10.2 Missing Mechanism 2
Denote P (j)(T = t,X = x, Y = y,M = m) = P (j)(X = x)P (j)(T = t | X = x)P (j)(Y = y |
T = t,X = x)P (j)(M = m | T = t, Y = y) as the joint distribution of (T,X, Y,M) in the j-th
iteration. Define
p
(j)
x|ty1 = P
(j)(X = x | T = t, Y = y,M = 1)
=
P (j)(T = t,X = x, Y = y,M = 1)∑
x′=0,1 P
(j)(T = t,X = x′, Y = y,M = 1)
.
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The EM algorithm iterates between the following two steps:
• E-step: The sufficient statistics are imputed as N (j)txy0 = Ntxy0 and N (j)txy1 = Nt+y1p(j)x|ty1;
• M-step: The joint distribution is updated by P (j+1)(T = t,X = x, Y = y,M = m) =
N
(j)
+x++
N
(j)
++++
N
(j)
tx++
N
(j)
+x++
N
(j)
txy+
N
(j)
tx++
N
(j)
t+ym
N
(j)
t+y+
.
The Gibbs sampler iterates between the following two steps:
• Imputation step: We let N (j)txy0 = Ntxy0 and draw N (j)txy1 ∼ Binomial(Nt+y1, p(j)x|ty1);
• Posterior step: Draw P (j+1)(X = 1) ∼ Beta(αX +N (j)+1++, βX +N (j)+0++), P (j+1)(T = 1 |
X = x) ∼ Beta(αxT +N (j)1x++, βxT +N (j)0x++), P (j+1)(Y = 1 | T = t,X = x) ∼ Beta(αtxY +
N
(j)
tx1+, β
tx
Y + N
(j)
tx0+), P
(j+1)(M = 1 | T = t, Y = y) ∼ Beta(αtyM + N (j)t+y1, βtyM + N (j)t+y0),
where αX , βX , α
x
T , β
x
T , α
tx
Y , β
tx
Y , α
ty
M , and β
ty
M are parameters for the Beta priors.
10.3 Missing Mechanism 3
Denote P (j)(T = t,X = x, Y = y,M = m) = P (j)(X = x)P (j)(T = t | X = x)P (j)(Y = y |
T = t,X = x)P (j)(M = m | X = x, Y = y) as the joint distribution of (T,X, Y,M) in the
j-th iteration. Define
p
(j)
x|ty1 = P
(j)(X = x | T = t, Y = y,M = 1)
=
P (j)(T = t,X = x, Y = y,M = 1)∑
x′=0,1 P
(j)(T = t,X = x′, Y = y,M = 1)
.
The EM algorithm iterates between the following two steps:
• E-step: The sufficient statistics are imputed as N (j)txy0 = Ntxy0 and N (j)txy1 = Nt+y1p(j)x|ty1;
• M-step: The joint distribution is updated by P (j+1)(T = t,X = x, Y = y,M = m) =
N
(j)
+x++
N
(j)
++++
N
(j)
tx++
N
(j)
+x++
N
(j)
txy+
N
(j)
tx++
N
(j)
+xym
N
(j)
+xy+
.
The Gibbs sampler iterates between the following two steps:
• Imputation step: We let N (j)txy0 = Ntxy0 and draw N (j)txy1 ∼ Binomial(Nt+y1, p(j)x|ty1);
• Posterior step: Draw P (j+1)(X = 1) ∼ Beta(αX +N (j)+1++, βX +N (j)+0++), P (j+1)(T = 1 |
X = x) ∼ Beta(αxT +N (j)1x++, βxT +N (j)0x++), P (j+1)(Y = 1 | T = t,X = x) ∼ Beta(αtxY +
N
(j)
tx1+, β
tx
Y +N
(j)
tx0+), P
(j+1)(M = 1 | X = x, Y = y) ∼ Beta(αxyM +N (j)+xy1, βxyM +N (j)+xy0),
where αT , βT , αX , βX , α
tx
Y , β
tx
Y , α
xy
M , and β
xy
M are parameters for the Beta priors.
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10.4 Missing Mechanism 4
Denote P (j)(T = t,X = x, Y = y,M = m) = P (j)(X = x)P (j)(T = t | X = x)P (j)(Y = y |
T = t,X = x)P (j)(M = m | T = t,X = x, Y = y) as the joint distribution of (T,X, Y,M) in
the j-th iteration. Define
p
(j)
x|ty1
= P (j)(X = x | T = t, Y = y,M = 1)
=
P (j)(T = t,X = x, Y = y,M = 1)∑
x′=0,1 P
(j)(T = t,X = x′, Y = y,M = 1)
=
P (j)(X = x)P (j)(T = t | X = x)P (j)(Y = y | T = t,X = x)expit(β(j)0 + β(j)T t+ β(j)X x+ β(j)Y y)∑
x′=0,1 P
(j)(X = x)P (j)(T = t | X = x)P (j)(Y = y | T = t,X = x)expit(β(j)0 + β(j)T t+ β(j)X x′ + β(j)Y y)
,
where expit(a) = 1/(1 + e−a) and (β(j)0 , β
(j)
T , β
(j)
X , β
(j)
Y ) are the parameters of the missing data
mechanism at the j-th iteration.
The EM algorithm iterates between the following two steps:
• E-step: The sufficient statistics are imputed as N (j)txy0 = Ntxy0 and N (j)txy1 = Nt+y1p(j)x|ty1;
• M-step: The joint distribution is updated by P (j+1)(T = t,X = x, Y = y) = N
(j)
+x++
N
(j)
++++
N
(j)
tx++
N
(j)
+x++
N
(j)
txy+
N
(j)
tx++
and (β
(j+1)
0 , β
(j+1)
T , β
(j+1)
X , β
(j+1)
Y ) are obtained by a Logistic regression of {(N (j)txy1, N (j)txy0)}
on (T = t,X = x, Y = y) where t, x, y = 0, 1.
The Gibbs sampler iterates between the following two steps:
• Imputation step: We let N (j)txy0 = Ntxy0 and draw N (j)txy1 ∼ Binomial(Nt+y1, p(j)x|ty1);
• Posterior step: Draw P (j+1)(X = 1) ∼ Beta(αX + N (j)+1++, βX + N (j)+0++), P (j+1)(T =
1 | X = x) ∼ Beta(αxT + N (j)1x++, βxT + N (j)0x++), P (j+1)(Y = 1 | T = t,X = x) ∼
Beta(αtxY + N
(j)
tx1+, β
tx
Y + N
(j)
tx0+), and (β
(j+1)
0 , β
(j+1)
T , β
(j+1)
X , β
(j+1)
Y ) are drawn by the
Metropolis-Hastings algorithm, where αT , βT , αX , βX , α
tx
Y , β
tx
Y are parameters for the
Beta priors of the probability parameters and the priors for (β0, βT , βX , βY ) are flat.
11 Proofs of the Theorems
In the proofs of theorems, we use the following notation: pxy0|t = P (X = x, Y = y,M = 0 |
T = t), p+y1|t = P (Y = y,M = 1 | T = t), for x = 0, 1, . . . , J − 1, y = 0, 1, . . . ,K − 1 and
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t = 0, 1. All these probabilities are identifiable by the observed data.
Proof of Theorem 1. Because P (M = m | T = t, Y = y) is identifiable, P (X = x, Y = y | T =
t) = pxy0|t/P (M = 0 | T = t, Y = y) is identifiable. The joint distribution can be identified
by ptxym = P (T = t)P (X = x, Y = y | T = t)P (M = m | T = t, Y = y). 
Proof of Theorem 2. (1) Since M Y |(T,X), we have P (Y = y | T = t,X = x) = P (Y = y |
T = t,X = x,M = 0). Therefore, P (Y = y | T = t,X = x) is identifiable, and so is CEx by
the ignorability assumption.
(2) By M Y |(T,X), we obtain that pxy0|t = P (X = x, Y = y | T = t)P (M = 0 | T = t,X =
x) and thus
p+y1|t =
J−1∑
x=0
P (X = x, Y = y,M = 1 | T = t)
=
J−1∑
x=0
P (X = x, Y = y | T = t)P (M = 1 | T = t,X = x)
=
J−1∑
x=0
P (M = 1 | T = t,X = x)
P (M = 0 | T = t,X = x)pxy0|t
=
J−1∑
x=0
ξtxpxy0|t,
where ξtx = P (M = 1 | T = t,X = x)/P (M = 0 | T = t,X = x). It can be rewritten as p000|t · · · p(J−1)00|t... ...
p0(K−1)0|t · · · p(J−1)(K−1)0|t

 ξt0...
ξt(J−1)
 =
 p+01|t...
p+(K−1)1|t
 . (A.1)
Notice that the probabilities in both sides of the equation are identifiable. Thus the parameters
(ξt0, . . . , ξt(J−1)) in (A.1) are identifiable if the solution of the linear equations (A.1) is unique,
which is equivalent to Rank(Θt) = J , where Θt = (ptxy0). By the definition of ξtx, the missing
data mechanism P (M = 0 | T = t,X = x) = 1/(1 + ξtx) can be identified after identifying
ξtx. The conditional distribution of (X,Y ) given T can be identified by P (X = x, Y = y |
T = t) = pxy0|t/P (M = 0 | T = t,X = x), and the identifiability of P (T = t) is obvious. The
joint distribution can be identified by ptxym = P (T = t)P (X = x, Y = y | T = t)P (M = m |
T = t,X = x).
(3) When X is binary, Rank(Θt) = J = 2 holds if and only if there exists y 6= 0, such that
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p000|1p100|1 6= p0y0|1p1y0|1,
P (X = 0, Y = 0,M = 0 | T = t)
P (X = 0, Y = y,M = 0 | T = t) 6=
P (X = 1, Y = 0,M = 0 | T = t)
P (X = 1, Y = y,M = 0 | T = t) . (A.2)
By P (X = x, Y = y,M = 0 | T = t) = P (X = x, Y = y | T = t)P (M = 0 | T = t,X = x),
(A.2) is equivalent to
P (X = 0, Y = 0 | T = t)
P (X = 0, Y = y | T = t) 6=
P (X = 1, Y = 0 | T = t)
P (X = 1, Y = y | T = t) , i.e., X / Y |(T = t).
By P (X = x, Y = y,M = 0 | T = t) = P (M = 0 | T = t)P (X = x, Y = y | T = t,M = 0),
(A.2) is equivalent to
P (X = 0, Y = 0 | T = t,M = 0)
P (X = 0, Y = y | T = t,M = 0) 6=
P (X = 1, Y = 0 | T = t,M = 0)
P (X = 1, Y = y | T = t,M = 0) , i.e., X / Y |(T = t,M = 0).

Proof of Theorem 3. (1) By M T |(X,Y ), we have
px10|1
px10|0
=
P (Y = 1 | T = 1, X = x)P (X = x | T = 1)
P (Y = 1 | T = 0, X = x)P (X = x | T = 0) (A.3)
and
px00|1
px00|0
=
P (Y = 0 | T = 1, X = x)P (X = x | T = 1)
P (Y = 0 | T = 0, X = x)P (X = x | T = 0) . (A.4)
Dividing (A.3) by (A.4), we obtain that
CORx =
P (Y = 1 | T = 1, X = x)P (Y = 0 | T = 0, X = x)
P (Y = 1 | T = 0, X = x)P (Y = 0 | T = 1, X = x) =
px10|1px00|0
px10|0px00|1
are identifiable. Since CORx > 1, = 1 and < 1 are equivalent to CEx > 0, = 0 and < 0, the
signs of CEx are identifiable.
(2) By M T |(X,Y ) and T X, we have
px10|1
px10|0
=
P (Y = 1 | T = 1, X = x)
P (Y = 1 | T = 0, X = x) and
px00|1
px00|0
=
1− P (Y = 1 | T = 1, x)
1− P (Y = 1 | T = 0, X = x) .
Therefore, we obtained the following linear equations for P (Y = 1 | T = 1, X = x) and
P (Y = 1 | T = 0, X = x):(
px10|0 px10|1
px00|0 px00|1
)(
P (Y = 1 | T = 1, X = x)
−P (Y = 1 | T = 0, X = x)
)
=
(
0
px00|0 − px00|1
)
. (A.5)
When px10|0px00|1 6= px10|1px00|0, the solution of (A.5) is unique, and thus P (Y = 1 | T =
1, X = x) and P (Y = 1 | T = 0, X = x) are identifiable. When px10|0px00|1 = px10|1px00|0, we
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have Y T |X from M T |(X,Y ), and thus we get P (Y = 1 | T = 1, X = x) = P (Y = 1 | T =
0, X = x) and CEx = 0. So the causal effects CEx are identifiable.
(3) By the definition of pxy0|t and p+y1|t, we obtain that pxy0|t = P (X = x, Y = y | T =
t)P (M = 0 | X = x, Y = y) and that for J = 2,
p+y1|t =
∑
x=0,1
P (X = x, Y = y,M = 1 | T = t)
=
∑
x=0,1
P (X = x, Y = y | T = t)P (M = 1 | X = x, Y = y)
=
∑
x=0,1
P (M = 1 | X = x, Y = y)
P (M = 0 | X = x, Y = y)pxy0|t
=
∑
x=0,1
κxypxy0|t,
where κxy = P (M = 1 | X = x, Y = y)/P (M = 0 | X = x, Y = y). Thus we have(
p0y0|1 p1y0|1
p0y0|0 p1y0|0
)(
κ0y
κ1y
)
=
(
p+y1|1
p+y1|0
)
, y = 0, 1, . . . ,K − 1. (A.6)
The parameters (κ0y, κ1y) are identifiable if and only if p0y0|1p1y0|0 6= p1y0|1p0y0|0. After
identifying κxy, the missing data mechanism can be identified by P (M = 0 | X = x, Y =
y) = 1/(1 + κxy), and then P (X = x, Y = y | T = t) = pxy0|t/P (M = 0 | X = x, Y = y) is
identifiable. Finally we identify ptxym = P (T = t)P (X = x, Y = y | T = t)P (M = m | X =
x, Y = y).
Further, the condition p0y0|1p1y0|0 6= p1y0|1p0y0|0 is
P (X = 0, Y = y,M = 0 | T = 1)
P (X = 0, Y = y,M = 0 | T = 0) 6=
P (X = 1, Y = y,M = 0 | T = 1)
P (X = 1, Y = y,M = 0 | T = 0) . (A.7)
By P (X = x, Y = y,M = 0 | T = t) = P (Y = y | T = t)P (X = x | T = t, Y = y)P (M = 0 |
X = x, Y = y), (A.7) is equivalent to
P (X = 0 | T = 1, Y = y)
P (X = 0 | T = 0, Y = y) 6=
P (X = 1 | T = 1, Y = y)
P (X = 1 | T = 0, Y = y) , i.e., X / T |(Y = y).
By P (X = x, Y = y,M = 0 | T = t) = P (Y = y,M = 0 | T = t)P (X = x | T = t, Y =
y,M = 0), (A.7) is equivalent to
P (X = 0 | T = 1, Y = y,M = 0)
P (X = 0 | T = 0, Y = y,M = 0) 6=
P (X = 1 | T = 1, Y = y,M = 0)
P (X = 1 | T = 0, Y = y,M = 0) , i.e., X / T |(Y = y,M = 0).

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Proof of Corollary 1. The first part of the corollary is obvious from Theorem 2. ByM (T, Y )|X,
we have ξtx = κxy = P (M = 1 | X = x)/P (M = 0 | X = x), denoted as γx. From (A.1) for
J = 2, the solution of (γ1, γ0) is unique if there exists a t ∈ {0, 1} such that X / Y |(T = t).
From (A.6), the solution of (γ1, γ0) is unique if there exists a y ∈ {0, ...,K − 1} such that
X / T |(Y = y). Since X (T, Y ) is equivalent to X T |Y and X Y |T , we have that X / (T, Y )
is equivalent to X / T |Y or X / Y |T . Therefore, (γ1, γ0) is identifiable if X / (T, Y ), which is
equivalent to X / (T, Y )|(M = 0), since all the conditions can be replaced by further condi-
tioning on M = 0 as proved in Theorem 2 and 3. After identifying (γ1, γ0), we can show the
identifiability of the joint distribution in the same way as the proof of Theorem 2. 
Proof of Theorem 4. By pxy0|t = P (X = x | T = t)P (Y = y | T = t,X = x)P (M = 0 | T =
t,X = x, Y = y), we have
p+y1|t =
∑
x=0,1
P (X = x, Y = y,M = 1 | T = t)
=
∑
x=0,1
P (X = x | T = t)P (Y = y | T = t,X = x)P (M = 1 | T = t,X = x, Y = y)
=
∑
x=0,1
P (M = 1 | T = t,X = x, Y = y)
P (M = 0 | T = t,X = x, Y = y)pxy0|t.
By the logistic missing data mechanism, we get
p+y1|t =
∑
x=0,1
exp{β0 + βT t+ βXx+ βY y}pxy0|t. (A.8)
Equation (A.8) implies the following equations
p+01|0 = p000|0 exp(β0) + p100|0 exp(β0 + βX), (A.9)
p+01|1 = p000|1 exp(β0 + βT ) + p100|1 exp(β0 + βT + βX), (A.10)
p+11|0 = p010|0 exp(β0 + βY ) + p110|0 exp(β0 + βX + βY ), (A.11)
p+11|1 = p010|1 exp(β0 + βT + βY ) + p110|1 exp(β0 + βT + βX + βY ). (A.12)
Let A = exp(β0), B = exp(βX), C = exp(β0 + βT ) and D = exp(β0 + βY ), and thus
CD/A = exp(β0+βT +βY ). From (A.9) to (A.12), we have A = p+01|0/(p000|0+p100|0B), C =
p+01|1/(p000|1 + p100|1B), D = p+11|0/(p010|0 + p110|0B) and CD/A = p+11|1/(p010|1 + p110|1B)
respectively. By CD = A(CD/A), we get the following quadratic equation of B
p+01|1p+11|0
(p000|1 + p100|1B)(p010|0 + p110|0B)
=
p+01|0p+11|1
(p000|0 + p100|0B)(p010|1 + p110|1B)
,
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which is equivalent to EB2 + FB +G = 0, where
E =
p110|0p100|1
p+11|0p+01|1
− p100|0p110|1
p+01|0p+11|1
,
F =
p110|0p000|1 + p010|0p100|1
p+11|0p+01|1
− p100|0p010|1 + p000|0p110|1
p+01|0p+11|1
,
G =
p010|0p000|1
p+11|0p+01|1
− p000|0p010|1
p+01|0p+11|1
.
It is known that B has only one positive solution if and only if EG ≤ 0. By algebraic opera-
tions, we know that EG and {ORY T |(M=1)−ORY T |(X=1,M=0)}{ORY T |(M=1)−ORY T |(X=0,M=0)}
have the same sign. Thus ORY T |(M=1) is between ORY T |(X=1,M=0) and ORY T |(X=0,M=0) if
and only if EG ≤ 0 If B has only a positive solution, β0, βT , βX and βY are identifiable.
After identifying the missing data mechanism, we can identify P (X = x, Y = y | T = t) =
pxy0|t [1 + exp{β0 + βT t+ βXx+ βY t}], and thus the joint distribution can be identified by
ptxym = P (T = t)P (X = x, Y = y | T = t)P (M = m | T = t,X = x, Y = y). 
Proof of Theorem 5. In P (Y = 1 | T = 1, X = x) = (p1x10 + p1x11)/(p1x00 + p1x10 + p1x01 +
p1x11), only p1x01 and p1x11 cannot be identified, but they are subject to the constraints
0 ≤ p1x01 ≤ p1+01 and 0 ≤ p1x11 ≤ p1+11. It can be seen from the equation that P (Y =
1 | T = 1, X = x) is an decreasing function of p1x01 and an increasing function of p1x11.
Therefore, the minimum of P (Y = 1 | T = 1, X = x) is p1x10/(p1x00 + p1x10 + p1+01), which
is obtained at p1x01 = p1+01 and p1x11 = 0; and the maximum of P (Y = 1 | T = 1, X = x) is
(p1x10 + p1+11)/(p1x00 + p1x10 + p1+11), which is obtained at p1x01 = p1+01 and p1x11 = 0.
Similarly, P (Y = 1 | T = 0, X = x) = (p0x10 + p0x11)/(p0x00 + p0x10 + p0x01 + p0x11),
which is an decreasing function of p0x01 and an increasing function of p0x11. The minimum
of P (Y = 1 | T = 0, X = x) is (p0x10)/(p0x00 + p0x10 + p0+01) at p0x01 = p0+01 and p0111 = 0,
and the maximum of P (Y = 1 | T = 0, X = x) is (p0x10 + p0+11)/(p0x00 + p0x10 + p0+11) at
p0x01 = 0 and p0x11 = p0+11. Since D[p1, p0] satisfies ∂D/∂p1 > 0 and ∂D/∂p0 < 0, we proved
this theorem. 
12 Table of the Simulation Studies
We generated observed data sets from all missing mechanisms, and applied five models based
on five missing mechanisms to each data set, denoted as “M1” to “M5” in Table 3. Thus we
also show the sensitivities when the missing mechanism is not correctly specified. Applying
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various models to each data set, we estimated CE0 = log(COR0) and CE1 = log(COR1)
using the MLEs and the posterior medians, and we calculated the bounds of mechanism 5
given in Theorem 5. Using the Gibbs samplers to get the Bayesian credible intervals is more
direct than using the likelihood-based methods. Gibbs samplers were run 10000 times with
burning in after the 5000-th iteration. We did the simulation studies under sample sizes 500
and 1000, and the processes were repeated 1000 times. Table 3 presents the results of the
simulation studies, which contain the average biases (biasEM and biasGibbs) and the mean
square errors (MSEEM and MSEGibbs), the coverage proportions of the 95% posterior credible
intervals from the Gibbs sampler (CPGibbs), and the means of the upper and lower bounds
obtained from mechanism 5 (upper and lower). The data generating processes M1, M2, M3
and M4 satisfy the specification conditions of the missing mechanisms 1 to 4, respectively.
Therefore, the first four diagonal blocks in boldface of the upper and the lower panels of
Table 3 show very good performances of our proposed methods with small average biases,
small mean square errors and reasonable coverage proportions, if the model specifications are
correct. And the mean square errors decrease as the sample sizes increase under correctly
specified models. However, misspecification of the missing data mechanisms can cause severe
biases and poor coverage proportions, which suggests the importance of the specification of
the missing data mechanism. For the process “ M∗”, we first selected a missing mechanism
from the mechanisms 1 to 4 based on the log likelihood functions because all these mechanisms
have the same numbers of parameters, and then we apply the selected mechanism to the data
set. The rows labeled “M∗” in Table 3 are the average biases and mean square errors of the
estimates based on the process, where there are a fewer number of large biases and MSEs
than the other models and the largest bias and MSE are less than those of the other models.
Although mechanism 5 does not need any assumption of missing mechanism, the bounds are
too wide and all of them cover zero.
13 Balance Checking for Covariates in the Job Training Data
The results are shown in Table 4.
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Table 3: Simulation Studies. The true values are CE0 = 2.773 and CE1 = −0.847. The upper
and lower panels shows the results of sample sizes 500 and 1000. The columns with “M1” to
“M5” correspond to the five data generating processes in Section 6. The rows with “M1” to
“M5” are the results obtained by the methods under mechanisms 1 to 5, and the rows with
“M∗” are the results obtained by the selected mechanism based on the likelihoods.
M1 M2 M3 M4 M5
CE0 CE1 CE0 CE1 CE0 CE1 CE0 CE1 CE0 CE1
N = 500
M1 biasEM 0.046 -0.040 0.343 0.239 -0.596 -0.714 0.253 0.129 0.144 0.216
MSEEM 0.152 0.121 0.395 0.153 0.469 0.739 0.265 0.126 0.230 0.150
biasGibbs 0.038 -0.041 0.332 0.245 -0.598 -0.694 0.243 0.131 0.136 0.219
MSEGibbs 0.149 0.121 0.381 0.156 0.471 0.704 0.256 0.127 0.226 0.153
CPGibbs 0.956 0.949 0.889 0.869 0.566 0.702 0.924 0.924 0.944 0.888
M2 biasEM -0.506 -0.718 0.073 -0.025 -0.161 -0.593 0.133 -0.193 0.180 0.124
MSEEM 0.438 0.688 0.290 0.127 0.256 0.597 0.334 0.219 0.276 0.206
biasGibbs -0.537 -0.691 -0.010 0.004 -0.220 -0.486 0.059 -0.150 0.113 0.170
MSEGibbs 0.428 0.648 0.290 0.131 0.302 0.489 0.307 0.201 0.268 0.211
CPGibbs 0.684 0.593 0.935 0.947 0.867 0.844 0.912 0.918 0.942 0.898
M3 biasEM -0.130 -0.842 0.237 -0.362 0.037 -0.053 0.248 -0.566 0.273 -0.539
MSEEM 0.131 0.869 0.290 0.234 0.153 0.222 0.205 0.464 0.235 0.435
biasGibbs -0.125 -0.796 0.255 -0.320 -0.033 0.048 0.268 -0.545 0.302 -0.526
MSEGibbs 0.133 0.794 0.288 0.209 0.159 0.196 0.216 0.444 0.241 0.414
CPGibbs 0.925 0.454 0.920 0.844 0.942 0.965 0.913 0.673 0.908 0.694
M4 biasEM -0.395 -0.594 0.154 0.003 -0.029 -0.026 0.027 -0.047 -0.073 0.093
MSEEM 0.298 0.527 0.292 0.131 0.152 0.298 0.236 0.143 0.256 0.135
biasGibbs -0.505 -0.599 0.087 0.035 -0.040 0.126 -0.048 -0.033 -0.146 0.114
MSEGibbs 0.417 0.535 0.283 0.143 0.156 0.307 0.251 0.143 0.277 0.142
CPGibbs 0.679 0.689 0.942 0.938 0.941 0.786 0.935 0.945 0.916 0.938
M∗ biasEM -0.075 -0.158 0.207 0.103 -0.222 -0.300 0.098 0.027 -0.031 0.128
MSEEM 0.180 0.194 0.331 0.138 0.259 0.486 0.246 0.125 0.258 0.133
M5 upper 4.094 1.459 5.204 2.040 4.069 2.465 4.658 1.667 4.900 1.993
lower -0.225 -2.690 -0.770 -2.539 -0.052 -3.407 -0.603 -2.525 -0.995 -2.651
N = 1000
M1 biasEM 0.028 -0.009 0.290 0.243 -0.611 -0.683 0.275 0.149 0.123 0.221
MSEEM 0.070 0.052 0.199 0.103 0.430 0.579 0.173 0.073 0.114 0.099
biasGibbs 0.024 -0.009 0.286 0.246 -0.611 -0.674 0.270 0.150 0.120 0.222
MSEGibbs 0.070 0.052 0.196 0.104 0.431 0.566 0.170 0.074 0.113 0.100
CPGibbs 0.954 0.966 0.877 0.807 0.294 0.448 0.865 0.892 0.938 0.847
M2 biasEM -0.552 -0.680 0.034 -0.012 -0.186 -0.598 0.206 -0.155 0.174 0.133
MSEEM 0.397 0.536 0.121 0.058 0.148 0.467 0.171 0.113 0.144 0.106
biasGibbs -0.581 -0.667 -0.006 0.001 -0.212 -0.551 0.162 -0.129 0.143 0.168
MSEGibbs 0.410 0.518 0.124 0.059 0.166 0.419 0.167 0.108 0.140 0.122
CPGibbs 0.456 0.306 0.954 0.954 0.848 0.603 0.902 0.898 0.937 0.884
M3 biasEM -0.140 -0.802 0.172 -0.352 0.017 -0.020 0.266 -0.531 0.250 -0.536
MSEEM 0.074 0.710 0.116 0.168 0.073 0.106 0.142 0.350 0.134 0.350
biasGibbs -0.136 -0.779 0.188 -0.334 -0.016 0.060 0.278 -0.525 0.263 -0.533
MSEGibbs 0.074 0.674 0.122 0.157 0.074 0.115 0.148 0.345 0.141 0.348
CPGibbs 0.915 0.122 0.922 0.702 0.949 0.950 0.849 0.439 0.857 0.427
M4 biasEM -0.420 -0.557 0.106 0.017 -0.060 -0.010 0.058 -0.014 -0.079 0.101
MSEEM 0.240 0.387 0.125 0.061 0.075 0.154 0.112 0.063 0.121 0.068
biasGibbs -0.475 -0.560 0.079 0.032 -0.057 0.127 0.024 -0.007 -0.114 0.111
MSEGibbs 0.296 0.391 0.122 0.064 0.075 0.189 0.112 0.064 0.130 0.071
CPGibbs 0.608 0.492 0.948 0.949 0.948 0.810 0.944 0.958 0.933 0.931
M∗ biasEM -0.044 -0.079 0.169 0.121 -0.214 -0.249 0.115 0.040 -0.051 0.124
MSEEM 0.087 0.093 0.160 0.078 0.187 0.301 0.127 0.058 0.122 0.072
M5 upper 4.078 1.473 5.133 2.024 4.044 2.457 4.683 1.677 4.862 1.989
lower -0.223 -2.649 -0.764 -2.522 -0.048 -3.371 -0.584 -2.492 -0.970 -2.642
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Table 4: Balancing Checking of the Covariates
variables t statistic 95% confidence interval p-value
1 age 1.114 [−0.583, 2.108] 0.266
2 education 1.442 [−0.094, 0.609] 0.150
3 black 0.458 [−0.054, 0.086] 0.647
4 hispanic -1.857 [−0.099, 0.003] 0.064
5 no degree -3.108 [−0.207,−0.046] 0.002∗
6 married 0.967 [−0.037, 0.107] 0.334
7 no job in 1974 -0.975 [−0.126, 0.043] 0.330
8 no job in 1975 -1.830 [−0.176, 0.006] 0.068
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