Community structure analysis is a powerful tool for complex networks, which can simplify their functional analysis considerably. Many approaches have recently been proposed to the communities in complex networks, but a method to characterize the node importance to communities is still lacking. In this paper a centrality metric is proposed to measure the importance of network nodes to community structure using the spectrum of the adjacency matrix. We define the node importance to communities as the relative change in the eigenvalues of the network adjacency matrix upon their removal. Besides that, we also propose an index to distinguish two kind of important nodes in communities, ie. "community core" and "bridge". The method has been tested in many artificial and real-world networks. The results show that our method preforms well in many cases, including artificial networks and many real-world networks.
I. INTRODUCTION
Networks, despite its simplicity, reveals a set of crucial features of real complex systems and has been an important tool in the last decades [1] [2] [3] [4] [5] . One of the important features of networks is the "community structure", i.e. the existence of groups of nodes such that nodes within a group are much more connected to each other than to the rest of the network. Many real complex systems are characterized by the presence of community structure such as friend groups in social networks, thematic clusters on the world wide web, functional groups in biochemical or neural networks and so on. Exploring network communities is important for three main reasons [6] : 1) to reveal network at a coarse level; 2) to better understand dynamic processes taking place on the network; 3) to uncover relationships between the nodes which are not apparent by inspecting the graph as a whole or which can typically be attributed to the function of the system. As a result, the problem of identifying the community structure has been the focus of many recent efforts and is well studied in the last decades [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] (see [9] as a review).
It is implied that community structure is important to the function of a system [18] [19] [20] . In many situations it might be desirable to understand and control the function of modular networks(networks with community structure). Such strategies would greatly benefit from a quantitative characterization of the node importance to community structure. For example in biological systems, one might like to identify the key nodes which makes the community abnormal and disrupt them, such as in the case lung cancer [19] . In epidemic spreading one would like to give an efficient method to immunize modular networks [20] . Then how to quantitative evaluate the im- * yfan@bnu.edu.cn portance of these nodes in community structure? As we know, among the many nodes that form a network, some play a crucial role in network [21] , and are often identified by quantities known as centrality metrics [8, [22] [23] [24] [25] [26] [27] .These centrality metrics identify nodes that are likely to be highly influential over the behavior of the network and are in the mainstream of information flow [27] . One such index is the node "degree", or the number of the neighbors. This index assumes that the importance of a node is dictated by the number of other nodes with which it directly interacts. Another one is the "betweenness", it considers nodes along the shortest geodesic paths to be the most central in the network. Besides these, an increasingly popular index called eigenvector centrality considers nodes connected to other high degree nodes as highly central. The above three kind of centrality are the most widely used measures. There are some other definitions about "centrality". Leverage centrality is proposed to identify critical network nodes [27] . It is a measure of the ralationship between the degree of a given node k i and the degree of each of its neighbors k j , averaged over all neighbors N i and is obtained by:
ki+kj . Subgraph centrality focus on the number of closed walks beginning and ending at a particular node [28] . Local leader-nodes having degree equal to or greater than all neighbors, captures information similar to centrality [29] . The above indexes are all from the whole or local topological of networks, using both local and whole information of the network.
Previous investigations has been recently a very detailed discussion about the connection between hub nodes and modularity in biological networks. They divided hubs into two categories called "party hubs" and "date hubs" [30] [31] [32] . Guimera et.al. have also proposed a classification of the nodes based on their roles within comunities [21] . In a very recent work, the authors pointed out that modular networks naturally allow the formation of clusters, and hubs connecting the module would enhance integration of the whole network such as neuron networks [33] . Due to the many evidences, it is intuitional to see that in real-world networks there are two kind of important nodes in communities which are "community core" and "bridge". In this paper we try to access the fundamental questions: how to evaluate the node importance to communities and how to distinguish two kind of important nodes? For this purpose, we have performed a new method that is designed to identify critical nodes in community structure and distinguish them using the spectrum of the graph. It is implied that in many cases the spectrum of the adjacency matrix gives a clear indication of the number of communities in the network [34] . We define the importance of nodes to communities as the relative change in the eigenvalues of the network adjacency matrix upon their removal. This method provides an objective quantification of the relative importance of network nodes that could potentially be used to identify the organizer of the community in social networks, to make an immunization strategy in epidemic process and so on. M.E.J. Newman [8] proposed a metric M using the modularity matrix B, obtained by
M focus on the vertex vectors [x i ] j = λ j V ij , where λ j is the jth eigenvalue of the modularity matrix and V is the eigenvector matrix. The centrality of node i is defined as: M i = |x i |. M performs well by identifying the community core. Our method is different from M , we propose a new centrality metric to identify key nodes to communities but more importantly we also develop an index to distinguish "community core" and "bridge". The organization of this paper is as follows. In section II, the centrality identifying the important nodes in communities is proposed using the spectrum of the adjacency matrix. In section III, an index to distinguish two kind of important nodes is introduced using the graph Laplacian. In section IV, our method is applied to artificial networks and some real world networks, and we get some interesting results. In section V, we discuss the limitations of our method and give the conclusion.
II. CENTRALITY METRIC BASED ON THE SPECTRUM OF THE ADJACENCY MATRIX
We consider an undirected and unweighed network G = (V, E) with N nodes. The adjacency matrix A is the matrix with elements A ij = 1 if there is an edge joining vertices i and j, otherwise 0. It is easy to know that A is symmetric. We consider the case of networks that have c unequal-sized communities. It is implied that when these communities are disconnected, each one have unequal largest eigenvalues. We will have block matrix structure with c × c number of blocks. Blocks on the diagonal correspond to the adjacency matrices of the individual communities, while the off-diagonal blocks correspond to the edges between communities, in other words, we can consider it as the perturbation. So A can be written as
where A 0 is a matrix whose diagonal block elements are the diagonal block element of A and off-diagonal block elements are zeros. δA is a matrix with zeros on its diagonal blocks and with off-diagonal block elements being the off-diagonal blocks of A. S.Chauhan et al [34] have proved that if the perturbation strength is small, the largest eigenvalues of disconnected communities are perturbed more weakly than the perturbation applied. The spectrum of the adjacency matrix of a network gives a clear indication of the number of communities in the network. We denote the eigenvalue of A by λ and the corresponding eigenvector v, and we have Av = λv, the eigenvector is orthogonal and normalized(v T v = I where I is the identity matrix). The eigenvalue is order by λ 1 ≥ λ 2 ≥ · · · ≥ λ n . In undirected networks, the eigenvalue of A is real. If the network have c strong communities, the c largest eigenvalues are well separated from others [34] . It implies that for any network, the change of the eigenvalues are only related to the perturbation strength [14] . When the perturbation strength is large, the change is large, otherwise the change is small. So we define the important of node k to communities as the relative change in the c largest eigenvalues of the network adjacency matrix upon their removal:
where c is the number of the communities. We use perturbation theory to provide approximations I k in terms of v. Let us denote the matrix before the removal of the node by A and after the removal by A + ∆A, the eigenvalue of this matrix is λ + ∆λ and the corresponding eigenvector is v + ∆v. For large matrices, it is reasonable to assume that the removal of a node has a very small effect on the whole matrix and the spectral properties of the network, so that ∆A and ∆λ is small. We get
The effect of removing node k on the adjacency matrix A is given by (∆A) ij = −A ij (δ ik + δ jk ). We cannot assume the ∆v is small, because ∆v k = −v k , so we set ∆v = δv − v k e k where δv is small and e is the unit vector for the k component. Left multiplying (4) by v T and neglecting second order terms v T ∆Aδv and v T ∆λδv, we get
For the large network, N ≫ 1, we know v
Since (∆A) ij = −A ij (δ ik + δ jk ), from (6) we obtain
Finally, the importance of node k to community structure is obtained by
where c is the number of the communities, v k is the kth element of v, and I k lies in the interval [0, 1]. If I k is large, then node k may be important to community structure, otherwise k is the periphery of the community. Using this metric I, we can quantify the importance of nodes to community structure. If the perturbation strength is large, in other words, the node is important to community structure, the change of the eigenvalues are large, otherwise the change are small. In applying I the value of c needs to be determined, which is an important but difficult question in community analysis. Here we use method proposed by [34] . This method is independent of the partition algorithms. So our metric is quite convenient to use.
III. DISTINGUISH TWO KIND OF IMPORTANT NODES
As mentioned above, there are two kind of important nodes to communities. One is the "community core" and the other is the "bridge" between communities. When we remove the "community core", the community structure in this network will become fuzzy while we remove the "bridge", the community structure will become clear. See Fig.1 for example, node 1, 8 are the "community core" and they organize their communities, respectively. Meanwhile node 15 is the "bridge" between two communities. "Community core" is the leader-like in the community, it can organize the function of each community, while the "bridge" nodes connect the modules and would enhance integration of the whole network. Such as in neural systems, it has been believed that a combination of both segregation and integration is crucial [33] . It is clear that effectively disconnected and fully nonsynchronous region cannot allow collective or integrative action of the elements. And fully synchronized regime does not allow separated or segregated performance of the elements, and therefore both are biologically unrealistic, such as epileptic seizures and Parkinson disease [35] . For this reason, the "community core" and the "bridge" are both important to communities, but they play different roles. So we need a method to distinguish these two kind of nodes.
A. The Condition of c = 2
If the network are divided only two communities(c = 2), follow the well studied bi-partitioning problem [8, 36] , we define an index vector s with N elements, if vertex i belongs to community 1, s i = 1, otherwise s i = −1. So the number of edges between these two communities R, also called "cut size" is obtained as following [8] :
L is the graph Laplacian and is defined as:
where k i is the degree of node i. β i is the eigenvalue and u i is the corresponding eigenvector and the eigenvectors are orthogonal and normalized, moreover we let 0 =
Traditional method is to choose the vector s in order to minimize R. We write s as a linear combination of the eigenvectors u i of the graph Laplacian thus:
where a i = u T i s. Then we can obtain:
The task of minimizing R can be equated with the task of choosing the nonnegative quantities a 2 i so as to place as much as possible of the weight in the equation (10) in the terms corresponding to the lowest eigenvalues, and as little as possible in the terms corresponding to the highest. So we can get quite good approximate solutions by choosing s to be as close to parallel with u 2 as possible.
So the best solution is achieved by assigning vertices to one of the groups in order of the elements in the Fiedler vector. In other words, we assign s as follows: if u i 2 > 0 we set s i = 1, otherwise s i = −1. From the most positive to most negative. The nodes with the most positive magnitude goes first, then the second and so on. If the nodes whose corresponding elements are close to zeros, it may have nearly equal membership in both two communities. If the network are only divided into two communities, we can use this method to character which is the "community core" and which is the "bridge" between communities. If node i are the "community core" u i 2 is large, otherwise u i 2 is near zero.
B. The Condition of c > 2
Consider a network is divided into c nonoverlapping communities, where c is the number of the communities. We define an n × c index matrix S with one column for each community: S = (s 1 |s 2 | · · · |s c ). Each column is an vector composed of elements 0 and 1, such that if vertex i belongs to community j then S ij = 1, otherwise S ij = 0. We can easily obtain that T r(S T S) = n. Follow the previous section, we obtain that
where T r is the trace of a matrix, S T is the transpose matrix of S. Here we ignore the leading multiplicative constant 1 4 from equation (11) since it has no effect on the position of the minimum of the cut size R. Since L is semi-positive and symmetric matrix, and we write L = U DU T , where U is the eignvecor of L, U = (u 1 |u 2 | · · · |u n ) and D is the diagonal matrix of eigenvalues D ii = β i , we then obtain that
it can also be written as:
Now we define vertex vector of i as r i , and let
Then equation (13) can be written as
where G k is the set of vertices belonging community k.
In order to minimum the cut size R, it can be equated with the task of choosing the nonnegative quantities so as to place as much as possible of the weight in the terms corresponding to the low eigenvalues and as little as possible in the terms corresponding to the high. This equate to the maximize problem:
where p is a parameter. We could choose p = c when the community structure is quite clear. So we propose an easy way to distinguish two kind of important nodes using the theory of graph Laplacian. If the community structure is quite clear, we focus on the vertex vector magnitude |r i | in the first p terms, denoted by w-score.
If w-score of a given vertex is close to zero, we believe this vertex has nearly equal membership in more than one communities, and it is likely to be the "bridge" of the communities. If the value is quite large, the vertex could strongly belongs to one community. This equals to the "fuzzy" division of the network into communities. In many cases, this type of fuzzy division could give us a more accurate picture of the real-world networks.
IV. RESULTS ON NETWORKS A. Artificial Networks
Now we test the validity of our centrality metric in artificial networks. First, we consider a sketch composed of 15 nodes(see Fig.1 ) and it has two communities. It is intuitional that vertex 1, 8 and vertex 15 are important to community structure in this sketch. Vertex 1 and 8 are so called "community core" while vertex 15 is the "bridge" between these two communities. As we discussed before, remove vertex 1 and 8 will make the community fuzzy, and vertex 15's removal will make it more clearer. Here we use the index H proposed by Hu et al [14] to measure the significance of communities:
where β is the eigenvalue of the graph Laplacian, β is the average value of β 2 to β c , k is the average degree of the network and n is the number of the vertices in the network. We focus on the change of H by removing vertices, denoted by ∆H. We use our centrality metric as well as Newman's [8] . The result is shown in Tab.1. From the result we can find out that our centrality metric performs quite well, it can identify not only the "community core" but also the "bridge" between communities. Moreover we distinguish two kind of important nodes using our index w-score, the result is also shown in Tab.1, it performs well and can distinguish them. Then we use the classical GN benchmark presented by Girvens and Newman [12] . Each network has N = 128 nodes that are divided into 4 communities with 32 nodes each. Edges between two nodes are introduced with different probabilities which depend on whether the two nodes belong to the same community or not. Each node has < k in > links on average with its fellows in the same community, and < k out > links with the other communities, and we keep < k in > + < k out >= 16. As is well known, the communities become fuzzier and thus more difficult to be identified when k out increases. Since the degree of all vertices are almost the same, there is no important nodes to community structure in GN benchmark. So the centrality metric of all vertices are the same. We check whether our conjecture is right or not. We let < k in >= 12 so the community structure is quite clear. The result is shown in Fig.2 . There are about 120 nodes' importance lies in the interval [0.03, 0.04]. From the result it is implies that in GN benchmark, there are no important nodes to community structure.
We also test the index on the more challenging LFR benchmark presented by Lancichinetti, Fortunato, Radicchi [37] . In LFR benchmark, each node is given a degree taken from a power law distribution with an exponent α, and the sizes of the communities are also taken from a power law distribution with an exponent γ. Moreover, each node shares a fraction 1 − µ of its links with other nodes of its own community and a fraction µ with other in the rest of the network.µ is the mixing parameter. The community structure significance can be adjusted by the mixing parameter µ. We let α = 2.5, γ = 1.0, µ = 0.25 and the size of the network N = 1000. Our numerical results in LFR benchmark are shown in Fig.3 . Moreover the centrality metric is positive correlated with degree(r 2 = 0.7329) but in particular some vertices have quite high centrality while having relatively low degree, that is why the correlated index is not very high.
B. Real-world Networks
In this section, we apply our method in some realworld networks such as Zachary club network [38] , word association networ [39] , Political books [12] , scientific collaboration networks[40] and C.elegant neural network [41] First, we consider a famous example of a social network Zachary's karate club network. This network represents the pattern of friendships among members of a karate club at a north American university. The node labeled as 1 (34) corresponds to the club instructor (administrator). They had a conflict, which resulted in the breakup of the club. Other nodes either have more relationship with node 1, or with node 34 [42] . It is implied that node 1 and 34 are important to the community structure in this network. The numerical results are shown in Fig.4 . In Fig.4(a) , we can see that node 1 and 34 are more important than others. Our method to distinguish nodes are shown in Fig.4(b) , from the result we can see that node 1 and 34 are the so called "community core", they have many connections in their own communities. We compare our method with Newman's, the result is also shown in Fig.4(a) , the two metrics are normalized by:
We can see that these two method have some differences. In our method node 1 and 34 are absolutely more important than other nodes while in Newman's method node 2 and 33 are quite important even more than node 1. Because in this network, modularity Q reaches its maximum value when the network is divided into 4 communities. So the differences between these two method may be caused by this reason. Next, we analyze the word association network starting from the word "Bright". The network builds 
FIG. 4:
It is shown that in the Zachare karate club network our method works quite well. Node 1 and 34 are the instructor and the administrator, respectively.In Fig.4(a) we can see that they are more important to community structure that others.
We also compare our method with Newman's and find out that these two methods have some differences. We have shown that both of them(1 and 34) are the so called "community core" in Fig.4(b) . It is shown that our method can find out the important node in community structure in the word association network. The node importance versus vertex rank is shown in Fig.5(a) . In Fig.5(b) we distinguish "community core" and "bridge" using the index w-score.
on the University of South Florida Free Association Norms [39] . An edge between words A and B indicates that some people associate B to the word A. The graph displays four communities, corresponding to the categories Intelligence, Astronomy, Light, Colors. The word Bright is related to all of them by construction. Other words belong to more categories. The results are shown in Fig.5 . From the results we can see that our method identify Bright, Sun, Color, Smart, Moon, most of these nodes are the "community core" in these four communities. For example, Smart is the core of community Intelligence, Color is the core of community Colors. But w-score of node Bright are 0.08 which is close to zero. We believe it is the "bridge" between communities. In fact Bright is the "bridge" between these four communities. The network is already derived from Bright.
We also consider the network of political books. This network represents recent books on U.S. politics, with edges connecting pairs of books that are frequently purchased by the same customers of the online bookseller Amazon.com. Applying our method we find that node 3, 8, 11, 12, 46, 30, 64, 71, 72, 82 are the "community core". Removing these nodes from the network will make the community fuzzy. Using the index H., we find that in the original network H 0 = 0.55, after removing H = 0.404. Our centrality metric of nodes is shown in Fig.6(a) . In Fig.6(b) almost all the important nodes have quite high w-score(more than 0.1). We also compare our method with Newman's, these two methods fit quite well in most vertices. But difference occurs in the vertices 8 and 57, 57 has a quite high score(1.1848 and the mean score is 0.9707) in Newman's method while in our method the score is 0.004(mean score is 0.02); 8 has a quite high score(0.1146 and the mean score is 0.02) in our method while in Newman's its score is 1.1847. Since in this network, modularity Q reaches its maximum value when the network is divided into 4 communities. node 57 may be the core in communities in Newman's method. So the differences between these two method may be caused by this reason.
Here we apply our method in social network such as scientist collaboration network and neural network such as C. Elegans neural network. We analyzed the largest connected component of a network of collaborations of scientists working at the Santa Fe Institute(SFI) [43] . There are 118 vertices, representing resident scientists at SFI and their collaborators. Edges are placed between scientists that have published at least one paper together. Neuronal network of C. elegans contains 302 neurons and 2359 links, a node is a neuron and a link is the synaptic connection. The numerical results are shown in Fig. 7 and Fig. 8 , respectively. In scientist collaboration network, we observe that all of the nodes with high centrality metric are group leaders or senior researchers of groups working in this area, such as Statistical Physics, Mathematical Ecology and Structure of RNA. Besides that, we calculate w-score of all nodes and find out that in scientist collaboration network, nodes of- Fig.7(a) , the centrality metric I is calculated in SFI scientists collaboration network. In Fig.7 (b) nodes importance I versus w-score, we can see that in scientist collaboration network, there are even no "bridge" between communities(since w-score is larger than 0.1). Fig.8(a) , the centrality metric I is calculated in C.Elegans neuronal network. In Fig.8(b) nodes importance I versus w-score, we can see that most of the important nodes have many links with the nodes with different communities such as AV A, AV B, AV D, AV E. In the picture we point out AV A and AV B for example.
ten have a high w-score(more than 0.1), that is because scientists often have many links with ones in the same group while only sparser connections outside.
As we know, the C. Elegans neural networks are composed by sensory neurons, interneurons and motor neurons. The neurons with high centrality metric often have the most important function and all of them are interneurons such as AV A, AV B, AV D, AV E. These classes, which synapse onto motoneurons in the ventral cord, are among the most prominent neurons in the whole nervous system. They generally have larger-diameter processes than other neurons and have many synaptic connections [44, 45] . So w-score in these classes is quite small(smaller than 0.05). In C. Elegans neural network, the connection between communities is more necessary and frequency since it may have some special function.
V. CONCLUSION AND DISCUSSION
In this paper, we characterize the node importance to community structure using the spectrum of graph. The eigenspectrum of the adjacency matrix gives a clear indication of the number of "dominant" communities in networks [34] . We give a centrality metric based on the spectrum of the adjacency matrix of graphs and it can find out the important nodes to community structure in many cases. Besides that, we also proposed an index to distinguish the two kind of important nodes such that "community core" and "bridge" using the spectrum of the graph Laplacian.
We have demonstrated a variety of applications of our method to both artificial and real-world networks representing social and neural networks. Our method works well in many cases without knowing the community structure before. Limitation to this method occurs when one or more of the communities are much smaller compared to the largest community or when a community has sparser within community connections compared to other communities, this may happen when N 2 small < N large [34] . Even in the absence of perturbation, the maximum eigenvalue of the smaller community can lie inside the cloud of non-Perron-Frobenius eigenvalues of the largest community. But our method is to find the important nodes in community structure, the nodes in very small communities can be ignored. Moreover the number of the communities is quite important in our method. If the community structure is so fuzzy that we cannot identify the number of communities, then our method is not accurate.
Our method can be used in weighted networks, while edges often have weight. Furthermore, it may generalize to directed networks, since the Perron-Frobenius eigenvalues are often real and positive [46] . Finding such key nodes is important and that could potentially be used to identify the organizer of the community in social networks, to make an immunization strategy in epidemic process, to identify key nodes in biological networks and so on. We hope our results could be helpful to future research.
