demonstrated in an application: the identification of input/output properties of electrically stimulated quadriceps muscle in paralyzed human subjects.
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CONTROL OF MULTIPLICATIVE DISCRETE-TIME SYSTEMS
This dissertation is concerned with the formulation and solution of control problems associated with discrete time nonlinear systems. More specifically, we are considering a class of multiplicative discrete-time nonlinear systems, whose outputs are expressed in terms of products of linear, piece-wise linear, or nonlinear subsystems. This class of systems appears to have potential application in the modeling and control of wide biomedical systems. In particular it is appropriate for electrically stimulated muscles, for use in neural prostheses for the rehabilitation of paralyzed individuals.
In this research, new nonlinear controllers are designed, based upon a combination of a recently developed technique called exact linearization and both state space optimal as well as classical control methods. The exact linearization technique is used to transform the nonlinear control problem into a linear one, through a nonlinear feedback and a change in the state coordinates. Finding the equivalent linear system is a first step towards the nonlinear controller design. The second step is to design this controller in the linear space. Once the feedback law is obtained, the third step is to map back this control law to the original nonlinear space.
In this study, we derive the discrete time exact linearization, prove the required necessary and sufficient conditions for its application, and apply it to the class of multiplicative systems. We then propose a family of objective functions that, under the exact linearization technique, yield easily computed optimal laws. Both finite and infinite time horizon optimal nonlinear compensators result for the class of multiplicative systems under consideration.
We also consider the application of the classical linear control methods for the linearized models. This results in methods for the design of relatively robust nonlinear compensators.
We introduce another two applications for the exact linearization technique. First, we apply the technique to solve the nonlinear first conditions of optimality of the quadratic nonlinear control problem. Second, we investigate problems involving the control of the nonlinear systems subject to equality and inequality constraints.
Finally, these results are applied to the control of electrically stimulated muscles. A discrete time model is used to stimulate a double-muscle joint system. For this system all of the controller designs developed here are tested and compared (via computer simulations). The controllers are tested in trials with and without input and output simulated noise, as well as in trials having parameters variations. In these simulations we tested three types of controllers; a PID, a 
SIGNAL PROCESSING FOR SENSOR ARRAYS
Five methods have been developed to process output signals from sensor arrays to improve sensor characteristics. A multielement capacitive force sensor array with nonlinear characteristics and interelement cross talk was used to demonstrate and compare the performance of these methods: 1. Variable Threshold, which calculated a threshold value from a histogram of the data to determine whether the output of each element was due to an input or cross talk; 2. Algebraic Cross-Talk Reduction, which reduced the cross talk between array elements by solving for the input matrix from the input-output relation of the sensor; 3.2 x 2 Edge and Shape Detection, which was adapted from image processing techniques and enhanced the resolution of the sensor output; 4. Deconvolution using FFT; and 5. Artificial Neural Network, which was trained to learn the inverse relation of the sensor transfer function. The ability of these methods to reduce the cross talk seen between sensor elements and more closely estimate the sensor input was studied.
Preprocessing of the sensor output, which consisted of calibration of each element using nonlinear curve fitting, was used to compensate for the nonlinear, nonuniform sensitivity characteristics of the sensor array elements. Postprocessing compensated for the dependency on the number of excited elements.
A comparative study of eight force sensor arrays using a 200 element test set showed that the simpler signal processing methods, Variable Threshold and 2 x 2 Edge and Shape Detection, performed well only for a limited number of input conditions especially when forces were applied through small objects. In general, neither reduced the error in determining total force by more than 30~ The Artificial Neural Network method, the most complicated and computationally intensive method during initial training but simple to implement thereafter, produced superior results for the majority of the input patterns applied to the sensor array, reducing the overall error by 6 to 83% .
All five signal processing techniques reduced the overall errors of the sensor outputs, some more consistently than others. However, when the overall error magnitude was less than 10o70, only the Artificial Neural Network reduced the error consistently, making it the method of choice.
The results of this study showed that sensors having outputs with high error val-
