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Abstract
Climate models are used in a variety of applications: for the understand-
ing of the interactions between different components of the climate system,
for seasonal and decadal predictions, and for climate projections based on
possible scenarios for future emissions. The current generation of climate
models uses structured-mesh methods for the spatial discretization of both
the atmosphere and the ocean. Typical biases with respect to observations
may partly be connected to systematic errors arising from these traditional
discretization methods.
The goals of this thesis are (i) to develop a new global climate model with
a multi-resolution sea ice-ocean component (FESOM) based on unstructured
meshes coupled to an interactive atmospheric component (ECHAM6), (ii) a
careful validation against observational data and other models, and (iii) the
application of this new model to scientific questions for which the multi-
resolution approach is particularly well suited. The multi-resolution approach
allows to increase the spatial resolution locally in ocean regions of particular
interest, e.g. at coastlines or near deep-water production sites, and to study
the influence of small-scale processes on the global climate system and their
interactions with the atmosphere.
The first part of this thesis deals with the coupling of the existing models
ECHAM6 and FESOM which was a fundamental task in the course of this
dissertation. The physics of the turbulent exchange of moisture, momentum,
and heat at the atmosphere-ocean interface is described in detail. Due to the
different geometrical representation of the land-sea distribution in the mod-
els, the conservation of net fluxes between the models has to be guaranteed
and one particular solution is given.
As a next step, the mean climate state of a long control run with ECHAM6-
FESOM forced with present-day (1990) greenhouse gas and aerosol concen-
trations is analyzed. The simulated mean climate compares favorably to
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observations—with typical biases known from other models at that resolution—
and is even slightly better than the average over five well-established models
according to objective performance indices. A similar result is found for the
simulated variability, in particular atmospheric teleconnection patterns and
spatio-temporal variability patterns in the ocean. An examination of strong
cooling trends in global mean surface temperature in the present-day control
run allows to attribute the observed ”hiatus period” to natural variability
of the climate system that is able to temporarily mask the externally forced
warming trend.
The potential of unstructured-mesh methods for global climate modeling
is illustrated via two simulations with ECHAM6-FESOM that differ only in
the spatial resolution in the equatorial belt. An increased resolution in the
ocean leads, inter alia, to a better simulation of the narrow equatorial current
systems and a reduced cold bias in the western tropical Pacific. Connected to
this are improvements in the simulation of the El Nin˜o–Southern Oscillation
phenomenon.
Future setups with ECHAM6-FESOM will apply strongly increased reso-
lution in other key areas of the ocean, e.g. in the Arctic or in the Gulfstream
and North Atlantic current regions. These setups will allow to study the
importance of different key regions in the global climate system as well as
their role in causing typical systematic errors encountered in the current
generation of climate models.
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Zusammenfassung
Klimamodelle werden fu¨r eine Vielzahl von Anwendungen eingesetzt, sei es
zum physikalischen Versta¨ndnis der Wechselwirkungen zwischen den einzel-
nen Komponenten des Klimasystems, fu¨r saisonale und dekadische Vorher-
sagen oder fu¨r Projektionen von Klimaa¨nderungen basierend auf mo¨glichen
Szenarien der ku¨nftigen Emissionsentwicklungen. Derzeitige Klimamodelle
verwenden ohne Ausnahme strukturierte Rechengitter sowohl zur ra¨umlichen
Diskretisierung der Atmospha¨re als auch zur Diskretisierung des Ozeans.
Typische Abweichungen zu Beobachtungsdaten ko¨nnten daher zum Teil auf
systematische Fehler zuru¨ckzufu¨hren sein, die mit diesen traditionellen Dis-
kretisierungsverfahren zusammenha¨ngen.
Ziele dieser Arbeit sind (i) die Entwicklung eines neuartigen globalen
Klimamodells, das im Unterschied zu derzeitigen Klimamodellen ein multi-
Skalen Meereis-Ozeanmodell (FESOM) basierend auf unstrukturierten Git-
tern, gekoppelt an eine interaktive Atmospha¨re (ECHAM6), verwendet, (ii)
die sorgfa¨ltige Validierung des gekoppelten Modells sowie (iii) die Anwendung
des neuen Modells auf wissenschaftliche Fragestellungen, fu¨r die der multi-
Skalen Ansatz besonders geeignet ist. Mit diesem Ansatz ko¨nnen Ozeangebie-
te von besonderem Interesse lokal ho¨her aufgelo¨st werden, z.B. Ku¨stenlinien
oder die polaren Regionen der Tiefenwasserbildung, und er ermo¨glicht es,
den Einfluss klein-skaliger Prozesse im Ozean auf das globale Klima sowie
deren Wechselwirkungen mit der Atmospha¨re zu untersuchen.
Gegenstand des ersten Teils dieser Arbeit ist die Kopplung der beste-
henden Modelle FESOM und ECHAM6, die im Rahmen dieser Dissertation
durchgefu¨hrt wurde. Die physikalischen Grundlagen des turbulenten Aus-
tauschs von Feuchte, Wa¨rme und Impuls an der Grenzfla¨che zwischen Ozean
und Atmospha¨re werden detailliert beschrieben. Durch die unterschiedliche
Geometrie, die den beiden Modellen zugrundeliegt, muss die Erhaltung der
Nettoflu¨sse zwischen beiden Modellen gesondert gewa¨hrleistet werden.
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Anschließend wird der simulierte mittlere Klimazustand unter heutigen
(1990) Treibhausgas- und Aerosolkonzentrationen in einer langen Kontroll-
simulation mit ECHAM6-FESOM untersucht. Es stellt sich heraus, dass
das simulierte Klima gut mit Beobachtungsdaten u¨bereinstimmt, mit typi-
schen Abweichungen wie bei anderen Modellen dieser Auflo¨sung. Objektiven
Performance-Indices nach zu urteilen, zeigt das Modell sogar eine etwas bes-
sere U¨bereinstimmung mit Beobachtungsdaten als das Mittel von fu¨nf unter-
suchten ga¨ngigen Klimamodellen. Eine weitergehende Untersuchung zeigt ein
a¨hnliches Ergebnis auch fu¨r die simulierte Klimavariabilita¨t; atmospha¨rische
Telekonnektionsmuster und ra¨umlich-zeitliche Variabilita¨tsmuster im Ozean
werden von ECHAM6-FESOM im Vergleich mit Beobachtungen und anderen
Modellen gut wiedergegeben. Starke Abku¨hlungstrends der global gemittel-
ten Oberfla¨chentemperatur in der langen Kontrollsimulation mit ECHAM6-
FESOM erlauben eine Ru¨ckfu¨hrung der beobachteten
”
Erwa¨rmungspause“
auf natu¨rliche Schwankungen des Klimasystems, die den Erwa¨rmungstrend
kurzzeitig maskieren ko¨nnen.
Der Vergleich zweier Simulationen mit ECHAM6-FESOM, die sich nur in
der ra¨umlichen Auflo¨sung entlang des A¨quators unterscheiden, demonstriert
das Potential unstrukturierter Gittermethoden fu¨r die globale Klimamodel-
lierung: Es zeigt sich, dass eine verbesserte Simulation unter anderem des
schmalen a¨quatorialen Stro¨mungssystems zu einer Verringerung des Kaltbi-
as im westlichen tropischen Pazifik fu¨hrt. Damit einher gehen Verbesserungen
der Simulation des gekoppelten El Nin˜o–Southern Oscillation Pha¨nomens.
Zuku¨nftige Anwendungen mit ECHAM6-FESOM werden eine stark er-
ho¨hte Auflo¨sung in weiteren Schlu¨sselregionen des Ozeans, z.B. in der Arktis
oder im Bereich des Golf- und Nordatlantikstromes, erlauben. Diese Anwen-
dungen werden es ermo¨glichen, sowohl die Bedeutung dieser Schlu¨sselregionen
im Klimasystem als auch deren Rolle fu¨r das Auftreten typischer systemati-
scher Fehler in derzeitigen Klimamodellen zu studieren.
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1. Introduction
”Human beings are now carrying out a large scale
geophysical experiment of a kind that could not have
happened in the past nor be reproduced in the future.”
Roger Revelle in Revelle & Suess (1957)
The experiment that Roger Revelle and Hans Suess are referring to is the
rapid release of carbon dioxide to the atmosphere and ocean due to fossil fuel
combustion. In a time when atmospheric CO2 levels were not expected to
rise noticeably because of absorption by the ocean, they argued that the rate
of CO2 uptake by the ocean during future decades might be much less than
previously thought and pointed to possible effects of increased atmospheric
CO2 concentrations ”on weather and climate throughout the earth” (Revelle
& Suess, 1957). Today, the increasing CO2 levels are routinely monitored and
were found to exceed the 400 ppmv (parts per million by volume) threshold
in April 20141—probably the first time at this high level since the Pliocene
around 3,000,000 years ago (Stocker et al., 2013, p. 46).
Being unintentional and only a by-product of societal and economic devel-
opment (Hulme, 2014), the ’experiment’ above is of course not a scientific ex-
periment in the strict sense of the word. Scientific physical experiments are by
design intentional, well-tailored experiments, which can often be conducted
in a laboratory under specified conditions that allow their reproducibility in
laboratories all over the world. On the one hand, they are important means
to confirm existing theories or reject hypotheses. New findings from exper-
iments, on the other hand, might also call for new theories. This results
1http://www.esrl.noaa.gov/gmd/ccgg/trends/weekly.html [Status: 08.12.2014]
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in an important and fruitful exchange between experimental and theoretical
physics.
In climate science, however, this exchange is complicated by the fact
that very often complex problems involving processes on various spatial and
temporal scales have to be treated collectively and only one all-embracing
laboratory exists—the Earth. In order to perform experiments, there is henceneed for models
a need for model laboratories or numerical climate models that satisfy all
relevant fundamental physical laws to the best of our current knowledge and
which are integrated on supercomputers. Compared to classical experimental
physics, as a consequence, the outcome of the model experiments always
depends on the reliability of those models. It is therefore important to test
hypotheses with different models or models of different complexity (model
hierarchy) to make sure that the conclusions are not dependent on the specific
model formulation.
Of course, some key phenomena of the climate system may be studied in
isolation theoretically or with simple apparatuses in laboratory experiments
whose results may be translated to some degree to the real world (some
laboratory experiments are discussed in Marshall & Plumb (2007)). However,
coming back to Revelle & Suess, for questions regarding the complex climate
system, e.g. the expected sensitivity of global mean surface temperature on
a doubling of CO2 concentrations, global climate models are needed for an
all-embracing, comprehensive answer (Holton, 2004, p. 360ff.).
1.1 Current generation of climate models
The climate system is composed of different components that vary and in-
teract on characteristic spatial and temporal scales. While the atmosphere
varies on time scales of days to a year and sea ice on time scales of weeks to
a few years, the deep ocean reacts on time scales of centuries or even mil-
lenia. Even slower components exist in the cryosphere (ice sheets) and the
lithosphere, which change over thousands to millions of years.
Many types of climate models exist that consider all or only a subset of
these components and their interactions. They also differ in the resolution in
time and space. The model types range from simple ”zero-dimensional” en-
ergy balance models (EBMs) and one-dimensional radiative-convective equi-
librium models (e.g. Pierrehumbert, 2011) for the computation of a station-
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Figure 1.1: In climate models, there are three main coupling mechanisms between
the atmosphere and the ocean: transfer of momentum, mass, and energy. Their
relative importance is latitude-dependent (McGuffie & Henderson-Sellers, 2013).
Modified image taken from McGuffie & Henderson-Sellers (2013).
ary global mean surface temperature, over Earth system models of interme-
diate complexity (EMICs) (Petoukhov et al., 2005), to coupled atmosphere-
ocean general circulation models (AOGCMs or just GCMs) (Flato et al.,
2013, p. 746) which solve the governing equations for the temporal evolution
of the ocean and atmosphere, including the Navier-Stokes equations for the
dynamics of these two geophysical fluids. Recently, the latter models have
also been extendend by further components, most commonly by a prognos-
tic simulation of the carbon cycle, leading to complex Earth system models
(ESMs) (Taylor et al., 2012).
In this thesis, the term ”climate model” loosely refers to the GCM-type of
climate models, where the ocean (with sea ice) and atmosphere components
are coupled and interact with each other (Figure 1.1). Due to the very long
time scales on which they change, ice sheets and the lithosphere constitute
constant boundary conditions in these models; the fastest and/or smallest
processes, on the other hand, require parameterization. While atmospheric
pressure systems are usually explicitly resolved in current GCMs, the analo-
gous phenomena in the ocean - eddies - are smaller by an order of magnitude
(Figure 1.2) and their effects typically need to be parameterized (Flato et al.,
11
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Figure 1.2: Pseudo-color satellite image from June 13, 2002, showing eddies
in the ocean as identified by biological activity (chlorophyll concentrations) off
the coast of British columbia as well as clouds forming a low pressure system.
Image provided by the NASA SeaWiFS Project (http://visibleearth.nasa.
gov/view.php?id=2536 [Status:15.12.2014]).
2013, p. 750).
Climate models contribute in many respects to the gain of scientific knowl-
edge. Maybe the most prominent outcome is the fact that model simulations,
including projections of future climate based on possible emission scenarios,
serve as input for the Assessment Reports by the Intergovernmental Panel
on Climate Change (IPCC2). Thereby they also provide the scientific basis
for policymakers and are thus of indirect influence to many people around
the world.
The model simulations are increasingly coordinated in model intercom-
parison projects, with the Coupled Model Intercomparison Project (CMIP;
Meehl et al., 2007; Taylor et al., 2012) being the most prominent one. About
20 modeling groups participated in the fifth phase of CMIP (Taylor et al.,
2012) with their individual models, among them the Geophysical Fluid Dy-
namics Laboratory’s Coupled Physical Model3 (GFDL-CM3; Griffies et al.,
2011), the Hadley Centre Global Environment Model (HadGEM2; Collins
2http://www.ipcc.ch/ [Status:16.12.14]
3http://www.gfdl.noaa.gov/coupled-physical-model-cm3 [Status: 16.12.2014]
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et al., 2011) from the UK Met Office4, the Community Climate System
Model5 (CCSM4; Gent et al., 2011) from the National Center for Atmospheric
Research (NCAR)6, the Japanese Model for Interdisciplinary Research on
Climate in the Earth system model version (MIROC-ESM; Watanabe et al.,
2011), and the Earth System Model in low resolution (MPI-ESM-LR; Stevens
et al., 2013) from the Max Planck Institute for Meteorology7 in Hamburg.
The climate models participating in CMIP5 are able to simulate many
aspects of the observed climate (summarized in Flato et al., 2013, p. 743ff.)
but they still have many weak points. In particular, there are not only obvi-
ous large biases in the simulated mean state that complicate an identification typical biases
of anthropogenic signals of similar magnitude (Palmer & Weisheimer, 2011)
but also deficiencies when the variance or higher statistical moments of rele-
vant climate indices are inspected (e.g. the asymmetry between El Nin˜o and
La Nin˜a events in the Pacific; Zhang & Sun, 2014). To complicate things,
some regional biases in the CMIP5 models are connected to other biases at
distant locations (Wang et al., 2014a).
Commonly the lack of temporal and especially spatial resolution and the
associated misrepresentation of the fastest/smallest processes is attributed
to be a major source of biases (Slingo et al., 2009; Shukla et al., 2009), but
to employ higher resolution with current models still poses strong constraints
for modern computer facilities.
1.2 Why unstructured multi-resolution
models?
Climate models discretize and integrate the governing equations on compu-
tational meshes. In contrast to the current generation of climate models,
which utilize structured meshes, the climate model ECHAM6-FESOM intro-
duced in this thesis employs an ocean model supporting unstructured meshes.
This section aims to elucidate the advantages and drawbacks of the two ap-
proaches.
4http://www.metoffice.gov.uk/research/modelling-systems/unified-model/
climate-models/hadgem2 [Status: 16.12.2014]
5http://www.cesm.ucar.edu/models/ccsm4.0/ [Status: 16.12.2014]
6http://ncar.ucar.edu/ [Status: 16.12.2014]
7mpimet.mpg.de [Status: 16.12.2014]
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The following definition, taken from Behrens (2006, p.26), makes the
difference between structured and unstructured meshes apparent:
”A mesh is called structured , if the nodes can be ordered by an (incre-mesh structures
menting) index array of d dimensions (i1, i2, ..., id) and if neighboring
nodes can be accessed by incrementing/decrementing the index, e.g.
(i1, i2 + 1, ..., id). Otherwise a mesh is called unstructured.”
As an example for a structured grid or mesh (the two terms are used inter-
changeably) in d = 2 dimensions, a typical regular grid consists of identical
rectangular boxes with row and column indices i1 = i and i2 = j, respec-
tively. In clockwise direction, the neighboring nodes of node (i, j) may thusregular grids
be ordered as (i − 1, j), (i, j + 1), (i + 1, j), and (i, j − 1) by increment-
ing/decrementing i and j.
In spherical geometry, regular latitude-longitude grids (e.g. 1°× 1°) may
be ordered in the same manner, but due to the converging meridians the zonal
spacing is not uniform when projected onto the sphere. Rather, the spacing
(in km) continuously decreases to the poles. That is why, amongst many
other approaches, reduced Gaussian grids have been introduced which possess
successively smaller numbers of longitudes for specific latitudes when getting
closer to the poles. Because these grids achieve nearly constant spacing in the
zonal and meridional directions, they are also called quasi-regular (reduced
Gaussian) grids8. The atmospheric model ECHAM6 in use for this thesis (see
section 2.2) employs an ’un-reduced’ Gaussian grid (Figure 1.3, left) with
decreasing zonal spacing (in km) to the poles and slightly varying spacing
between latitudes for an exact Gaussian quadrature (Giorgetta et al., 2013b,
p.19).
In contrast to the atmospheric model ECHAM6, the ocean model in use
for this thesis is based on an unstructured triangular surface grid in d = 2triangular grids
dimensions with a varying number of neighbors and varying element sizes
(Figure 1.3, right). In this case no simple ordering as for the examples
above exists. Therefore, the neighborhood relation or connectivity (Behrens,
2006) is not inherent to the mesh structure and has to be stored separately.
This additional ’bookkeeping’ is one of the reasons why models based on
unstructured meshes typically require more memory—as well as more writing
and reading operations (Danilov, 2013)—than models based on regular grids.
8https://software.ecmwf.int/wiki/display/EMOS/Reduced+Gaussian+
Grids[Status: 03.11.2014]
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Figure 1.3: Example structured and unstructured grids for the European sector:
(left) the Gaussian atmospheric grid and (right) the unstructured ocean grid as
applied in this thesis.
As a consequence, models based on unstructured meshes are generally slower
by some factor N per degree of freedom (DOF) (Danilov, 2013; Danilov et al.,
2008) compared to traditional models, which has considerable implications.
To illustrate this, consider a uniform regular 1/4° × 1/4° ocean mesh which
would, to this date, be considered ’high resolution’ in a climate modeling
context, although 1/10°might become a new standard in the foreseeable future
(e.g. Small et al., 2014). The 1/4° global ocean mesh would contain about
360°/0.25° = 1, 440 grid points in zonal direction and 180°/0.25° = 720 grid
points in the meridional direction, resulting in around 700,000 surface points
because the ocean covers about 70% of Earth’s surface. The factorN is about
10 for the ocean model FESOM in use for this thesis (Danilov et al., 2008;
Danilov & Schro¨ter, 2010; Danilov, 2013). To be competitive compared to a
traditional model in terms of computing time, only about 70,000 DOFs or
grid points should be distributed over the ocean surface. As a rule of thumb,
about 1/N of the global ocean area could thus utilize the high resolution
(Danilov, 2013) under the assumption that the rest of the ocean is resolved
at coarse resolution and is not hindering overall performance.
The two unstructured FESOMmeshes applied in this thesis (see figure 3.1
& 4.1) comprise about 90,000 and 45,000 surface nodes. Both meshes have
variable resolution and the former mesh reaches a maximum resolution of
about 25 km in the tropics or about 1/4°. Accounting for the factor N = 10, a
15
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traditional model could theoretically handle ten times the number of surface
nodes at similar computational costs and would allow a global simulation
between 1/4° and 1/5° (900,000 surface nodes) and a global 1/3° simulation
(450,000 surface nodes), respectively9.
At this point a critical reader might ask why unstructured mesh models
(and FESOM in particular) with localized focus should be applied at all when
traditional models are apparently able to resolve the whole global ocean at
’high resolution’ and with similar computational costs? Secondly, why invest
intellectual manpower into further development of such type of models then?
Regarding the first question, models are evaluated according to many
criteria and computational efficiency is only one (admittedly important) cri-
terion. In fact, the unstructured meshes allow a better geometrical repre-
sentation of straits, overflows, or the continental shelf break due to their
flexibility in distributing the DOFs. With the same number of nodes, an
unstructured mesh will typically provide a better representation of the real
world: Using large mesh-stretching factors, more DOFs may be spent in dy-
namically active regions while a coarse resolution may be chosen otherwise,
which is perhaps the most important property of unstructured-mesh meth-
ods. It seems reasonable that the simulated climate will benefit from somea possible route to
better climate
simulations
incredibly high resolution in a few selected regions, while this resolution is
computationally too demanding for a global setup in a traditional model for
years to come.
For the next generations of supercomputers the computing time or num-
ber of floating-point operations per DOF will arguably be less of a prob-
lem than the storage—and especially writing—of the model output. This
is largely due to the still widening gap between the increase in disk speeds
and processor performance (the CPU–I/O performance gap, e.g. Katz et al.,
1989). Already today, climate models produce huge amounts of data (Over-
peck et al., 2011) which need to be handled, stored and analyzed, and the
amount of data will increase with increasing spatial resolution. Unstructured
mesh models with an optimal placement of the DOFs successfully reduce theless model output
amount of data that needs to be written to disk as model output10. If slow
9Note that if the factor N is ignored, uniform regular meshes with about 90,000 and
45,000 surface nodes are able to resolve the global ocean at a resolution of only 0.7° and
1°, respectively. The unstructured meshes use the DOFs much more efficiently, e.g. for
enhanced resolution at the coasts.
10A downside to this is the fact that the analysis step usually needs more effort because
of the unstructured mesh output. In case of FESOM, however, version 1.6.5 of the climate
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I/O is not a limiting factor, the saved disk space could be used up by an
increased temporal output frequency, e.g. daily output instead of monthly
means.
Another important feature of unstructured-mesh methods is the possibil-
ity to separate the influence of locally increased resolution in a global con- local focus
figuration by running a fine and a coarse experiment with identical meshes
outside the region of refinement. This has been done, e.g., for the Canadian
Arctic Archipelago (CAA) in ocean-only simulations (Wekerle et al., 2013)
and for the tropics in fully coupled climate simulations as part of this thesis
(see chapters 3 and 4) and allows a deeper physical understanding of the
small scale processes involved.
Regarding the second question why intellectual manpower should be in-
vested into further development of unstructured mesh models, it has been
argued that the effective number of different climate models is quite small
(Pennell & Reichler, 2011). This is not least due to the fact that all existing
traditional models use similar numerical cores and thus are prone to similar
systematic errors. The completion of ECHAM6-FESOM adds a great deal
to the diversity of climate models and will certainly help to identify possible model diversity
remedies for typical biases of climate models.
If not for the slowness factor N compared to traditional models, mod-
els on unstructured meshes provide a promising alternative route in climate
modeling with their mesh flexibility, novel numerical cores, and reduced out-
put sizes speaking in their favour, justifying the further development of such
type of models. And the research already yields fruit: With the advent of
new numerical cores applying finite volume discretizations, N will be sig-
nificantly reduced mostly because of a more practicable storage of the 3D
arrays (split into horizontal 2D arrays × 1D levels). Specifically, new finite
volume codes show an N of about 2–4 (Ringler et al., 2013) so that the at
present higher computational costs must be seen as a short term issue. A
factor N = 4 or even 2 will allow large areas of high resolution with rea-
sonable cost and thence eliminating the biggest competitive disadvantage of
unstructured-mesh methods for large-scale ocean modeling.
In the meantime until N is strongly improved, a high throughput for
scientific applications with FESOM in terms of modeled years per day—even
with more than 1/N of the global ocean area resolved at high resolution—
data operators (cdo) allows to handle 2D FESOM output by default: https://code.
zmaw.de/news/275 [Status: 10.11.2014]
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can always be achieved by spending more CPU time, because FESOM scales
reasonably well with an increasing number of CPUs. Despite the higher costs
at present, it is important to begin using such a model because very often
important new insights from running models are gained (Danilov, 2013) that
guide further development. In the future unstructured mesh methods might
become an important option in (regional) climate science (Danilov, 2013) as
soon as N is low, and the knowledge and experience gained now will be of
utmost importance by then.
It is important to emphasize that ECHAM6-FESOM is not necessarily
supposed to compete with its structured-mesh counterparts at all points. In
its present configuration, it is already a valuable tool for the understanding
of local ocean dynamics and atmosphere-ocean interaction, and this is also
the main intended field of application.
1.3 Scope and structure of this thesis
This thesis introduces the first global climate model with a sea ice-ocean
component based on unstructured meshes (ECHAM6-FESOM), provides a
thorough validation in terms of its simulated mean climate and variability,
and explores the multi-resolution approach in a climate context by compar-
ing two similar simulations with and without locally increased resolution.
This thesis can be seen as one step on the way to proof the feasibility of
unstructured-mesh methods in climate modeling.
The first fundamental task has been to couple the multi-resolution sea ice-
ocean model FESOM with the quasi-regular atmospheric model ECHAM6
and to overcome problems related to different geometrical representations of
the land-sea distribution and coastlines in those models. Due to the very
different numerical approaches, another major task has been to show that
the coupled model performs comparably well to existing climate models. A
benchmark model version with—for the greater part—only moderate mesh-
stretching factors in the ocean mesh is used for this purpose.
In order to explore the multi-resolution approach with locally increased
resolution in the ocean and the influence on the simulated climate, I have
chosen the tropical equatorial region as a testbed. There are indications
of a potential to ”squeeze out valuable extra performance” from climate
models by increased ocean resolution alone even if the (coarse) atmospheric
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resolution is kept (Dawson et al., 2013). The El Nin˜o – Southern Oscillation
(ENSO) in the tropical Pacific is the major interannual climate signal on
Earth (Clarke, 2008) and many climate indices throughout the world show
imprints of ENSO variability. It thus seems particularly promising to explore
the role of small-scale features/processes in this region and their impact on
the mean state and in particular the variability, although other key regions
are promising candidates as well.
The key tasks (T) and questions (Q) addressed in this thesis can be
summarized in the following way:
Key tasks and questions
• T1: Couple an unstructured multi-resolution grid ocean model
(FESOM) to a Gaussian grid atmospheric model (ECHAM6);
overcome associated problems.
• T2: Create a benchmark model version which performs
comparably well to existing state-of-the-art climate models in
terms of simulation quality (mean state and variability).
• Q1: What is the influence of resolving small-scale features and
processes in the equatorial ocean on the mean climate state and
its variability? What is the influence when these scales are not
sufficiently accounted for?
• Q2: Generally, might multi-resolution climate modeling be a
viable alternative for the future?
The thesis is structured as follows. Chapter 2 introduces the multi-resolution
climate model ECHAM6-FESOM. After a short introduction of the model
components and the coupler, emphasis is on the coupling at the atmosphere-
ocean interface that I have implemented during my thesis. The detailed
presentation in this chapter allows it to be consulted for future reference.
Chapters 3 and 4 analyze a long control simulation with ECHAM6-
FESOM in terms of the simulated mean climate and its variability, respec-
tively, and show the comparability with well-established CMIP5 models and
overall compatibility with observational data. Moreover, in order to answer
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question Q1, the positive influence of an ocean resolution at ∼ 1/4 ° in the
equatorial belt on the mean climate state and variability in the tropical Pa-
cific compared to a resolution of ∼ 1 ° is highlighted. In particular, the
beneficial influence on the El Nin˜o - Southern Oscillation is shown in chap-
ter 4. Chapter 3 has been published in the journal Climate Dynamics by
Sidorenko & Rackow et al. (2014) under the title ’Towards multi-resolution
global climate modeling with ECHAM6-FESOM. Part I: model formulation
and mean climate’. Chapter 4 has been submitted to the same journal under
the title ’Towards multi-resolution global climate modeling with ECHAM6-
FESOM. Part II: climate variability ’ (Rackow et al., 2014).
Finally, chapter 5 summarizes the results of this thesis and gives a conclu-
sion. Based on the experience with the current version of ECHAM6-FESOM,
I discuss potential future developments and applications of the model and
attempt to answer the more general question Q2.
The thesis is complemented by two appendices. Appendix A provides
additional information for chapter 4. Appendix B briefly analyzes the un-
certainty pertaining to the coupling between typically higher resolved ocean
areas featuring small scale structures and the coarser resolved atmosphere
above. To this end, a stochastic coupling scheme that accounts for the re-
solved spatial variability on the ocean mesh has been implemented and first
results are presented in appendix B.
Remark Chapters 3 and 4 constitute, for the most part, unaltered papers which
I have compiled together with my co-authors. Their individual contributions are
acknowledged at the beginning of the respective chapters. I decided to retain
the original manuscripts as published/submitted resulting in small inconsistencies
with the rest of this thesis regarding style, utilization of the first person plural,
and abbreviations.
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2. The unstructured multi-
resolution climate model
ECHAM6-FESOM
”Truth [...] is much too complicated to
allow anything but approximations.”
John von Neumann in ”The Mathematician”,
in The Works of the Mind (1947)
This chapter introduces the unstructured multi-resolution global climate
model ECHAM6-FESOM, the coupling of which has been implemented as
part of my thesis. Therefore, I focus on the coupling of the ocean and at-
mosphere and keep the general description of the model components, the
sea ice-ocean model FESOM and the atmospheric model ECHAM6, to a
minimum. After a brief introduction to the coupler of ECHAM6-FESOM,
the physics of turbulent air-sea exchange is outlined and the conservation of
fluxes between the models is discussed.
2.1 The ocean component: FESOM
The Finite Element Sea–ice Ocean Model (FESOM) solves the hydrostatic
primitive equations for the description of the global ocean circulation under
a number of common approximations (spherical, traditional, Boussinesq; e.g.
Schodlok, 2002). Spatial discretization is done via the finite element method
(FEM, see below) which allows to use unstructured triangular surface grids
with locally increased resolution. FESOM has been applied in stand-alone
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mode, i.e. without an interactive atmosphere, in numerous studies (Sidorenko
et al., 2011; Wekerle et al., 2013; Haid & Timmermann, 2013). The model is
continuously developed (Wang et al., 2014b) and was recently extended by
additional modules: a biogeochemical module (Schourup-Kristensen et al.,
2014) and a dynamic-thermodynamic iceberg module (Wesche, Rackow &
Dierking, 2013). Those modules are however not applied for the simulations
analyzed in this thesis.
In this section, a short introduction to the fundamental equations solved
by FESOM is presented. Detailed further information can be found in Wang
(2007) and Wang et al. (2008). Furthermore, surface boundary conditions
that are of relevance for the coupling with the atmospheric model are men-
tioned. Additional (technical) information on the initialization, on the ap-
plied meshes, and on general model settings follow in the course of chapter 3.
The sea ice component of FESOM is described in detail in Timmermann
et al. (2009), and modifications of the thermodynamic scheme for the cou-
pled configuration with ECHAM6 are mentioned in section 3.2.2.
First of all, the prognostic variables of the ocean part of FESOM are
1. the ocean velocity v := (u, w) := (u, v, w) in 3 dimensions (w is deter-
mined diagnostically),
2. the sea surface elevation η (deviation from z = 0) and
3. the potential temperature θ and salinity S.
The dynamical part comprises the momentum balance
∂tu + v · ∇3u + fk× u + 1
ρ0
∇p+ g∇η = ∇ · Ah∇u + ∂zAv∂zu , (2.1)
the vertically integrated continuity equation
∂tη +∇ ·
(∫ z=η
z=−H
u dz
)
= 0 , (2.2)
and the hydrostatic balance
∂zp = −gρ , (2.3)
where g is the gravitational acceleration in the vertical direction z, ρ is the
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deviation from the mean density ρ0, and H is the local ocean depth below
z = 0.
The first two terms in equation (2.1) describe the local time derivative of
u and the advection term. The third term fk× u is the horizontal acceler-
ation due to the Coriolis force with f being the latitude-dependent Coriolis
parameter and k the local vertical unit vector. The fourth and fifth terms are
the baroclinic and barotropic accelerations due to the pressure gradient force,
where the hydrostatic pressure p follows from integration of the hydrostatic
equation (2.3). The last terms describe horizontal and vertical viscosities
with coefficients Ah and Av, respectively. Note the different symbol for the
horizontal nabla operator ∇ which differs from the 3-dimensional operator
∇3.
Note also that the right hand side in 2.2 is set to 0; the difference between
precipitation and evaporation (P-E) that could be expected here, as well as
the river runoff, is supplied to the model as a virtual salinity flux with a
locally referenced salinity (see below). Because of the linear free surface
approximation, the upper integration limit is set to 0 in equation 2.2.
The vertical velocity w is diagnosed from the continuity equation div(v) = 0
with suitable boundary conditions as in Wang (2007):
∂zw = −∇ · u . (2.4)
The thermodynamical evolution of the potential temperature θ and the
salinity S is described by the following tracer equations tracer equations
∂tθ + v · ∇3θ −∇ ·Kh∇θ − ∂zKv∂zθ = 0 (2.5)
∂tS + v · ∇3S −∇ ·Kh∇S − ∂zKv∂zS = 0 , (2.6)
which contain - in analogy to the dynamic equations - horizontal and vertical
diffusivites (Kh and Kv), respectively. An equation of state for the density
anomaly is applied,
ρ = ρ(θ, S, z) (2.7)
as in, e.g., Timmermann (2000).
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Surface boundary conditions At the surface, the last terms in equa-
tions (2.1),(2.5), and (2.6) must satisfy
Av∂zu = τ (2.8)
Kv∂zθ = q1 (2.9)
Kv∂zS = q2 , (2.10)
(2.11)
where τ is the wind stress over the ocean (see section 2.4.1). Similarly, the
heat flux over the ocean (section 2.4.1) contributes to the surface boundary
condition q1 of the tracer equation for the potential temperature θ. Likewise,
the freshwater fluxes in section 2.4.1 (precipitation, evaporation, and river
runoff) are converted to virtual salinity fluxes before entering the boundary
condition q2 of the tracer equation for salinity. Heat flux and salinity changes
at the surface occur also due to melting and freezing of sea ice, and those
processes also contribute to the total boundary fluxes q1 and q2.
Discretization
The continuous Galerkin FEM discretization is used to solve the weak form
of the equations above. The appropriate tranformations to obtain the weak
form are explained in Wang et al. (2008).
The prognostic variables u, η, θ, and S are expanded in space x in terms of
a specific set of basisfunctions with small supports. There is one basisfunction
defined for every node of the 3-dimensional mesh, φi(x), i = 1, ..., N3D, where
N3D is the total number of nodes. The basisfunction φi(x) takes a value of
1 at the ith node and decreases piecewise linearly to 0 at the neighboring
nodes. For the surface fields, e.g. η in the ocean part of FESOM, analogous
basisfunctions ψi(x), i = 1, ..., N2D, are defined, where N2D is the number of
nodes of the surface mesh.
The prognostic variables are thus expanded into continous, piecewise lin-
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ear functions as
u(x, t) '
N3D∑
i=1
ui(t)φi(x) (2.12)
θ(x, t) '
N3D∑
i=1
θi(t)φi(x) (2.13)
S(x, t) '
N3D∑
i=1
Si(t)φi(x) (2.14)
and
η(x, t) '
N2D∑
i=1
ηi(t)ψi(x) (2.15)
with new (unknown) coefficients ui, θi, Si, and ηi that need to be determined.
In simplified terms, the approximations (2.12)–(2.15) are then inserted into
the above model equations, finite-difference time stepping schemes are intro-
duced, and a linear system of equations has to be solved for every discrete
time step. Further details and approximations can be found in Wang et al.
(2008, 2014b).
2.2 The atmospheric component: ECHAM61
The atmospheric general circulation model ECHAM6 is the latest release of
the ECHAM model developed at the Max-Planck-Institute for Meteorology
(MPI) in Hamburg (Stevens et al., 2013). In the late 1980s, the first ECHAM
model branched off from the then operational ECMWF (European Center
for Medium-Range Weather Forecasts) model (Simmons et al., 1989) and has
since then been further developed in Hamburg—hence the name ECHAM
(Stevens et al., 2013).
ECHAM6 and earlier versions of the model have been widely used in
climate research, both in uncoupled mode with prescribed lower boundary
conditions and in coupled mode with dynamical ocean models, in particular
1The first two paragraphs of this section are taken from a paper that has been published
in the journal Climate Dynamics by Sidorenko & Rackow et al. (2014); the remainder of
the paper is presented in chapter 3.
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the MPI ocean model (MPIOM; Marsland et al., 2003). Integrations of both
kinds served as input for model intercomparisons in the framework of the
Atmospheric Model Intercomparison Project (AMIP; Gates et al., 1999) and
different phases of the Coupled Model Intercomparison Project (e.g. CMIP3
and CMIP5; Meehl et al., 2007; Taylor et al., 2012).
The adiabatic core of ECHAM6 solves the primitive equations describing
the atmospheric circulation. These equations comprise the momentum bal-
ance (in vorticity and divergence form) for the determination of horizontal
velocities as well as the equation for hydrostatic balance. Furthermore, a
continuity equation for the conservation of mass and a thermodynamic equa-
tion describing the evolution of the atmospheric temperature (conservation
of energy) is solved.
The set of equations is completed with a moisture equation for the dif-
ferent water species and an equation of state for dry air (and water vapour)
assuming an ideal gas.
Altogether, the prognostic variables are
1. the vertical component of vorticity, ξ,
2. the divergence D,
3. the atmospheric temperature T ,
4. the logarithmic surface pressure ln ps, and
5. the mixing ratios q for the different water species.
ECHAM6 also includes a number of parameterizations accounting for un-
resolved scales and processes, e.g. for turbulent mixing, moist convection,
clouds, or the gravitiy wave drag, as well as a sophisticated radiative trans-
fer representation (Stevens et al., 2013). For further details regarding these
processes and their implementation in ECHAM6, see Giorgetta et al. (2013b).
Discretization
ECHAM6 is a spectral model, implying that the prognostic variables (apart
from q) are expanded in terms of global basis functions, the spherical harmon-
ics (see, e.g. Holton, 2004, p. 464ff.). In the absence of continental boundaries,
a spectral discretization with globally defined basisfunctions is convenient for
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atmospheric modelling and results in a high accuracy of spatial gradients in
the dynamical part of the model. The more of the spherical harmonics are in-
cluded in the expansions of the model variables, the more details and smaller
spatial scales can be resolved. As a compromise between simulation qual-
ity and computational tractability, however, the expansions are truncated at
certain wavenumbers, and only a finite series is retained.
In this thesis, ECHAM6 is used in T63L47 resolution, implying that a
triangular truncation (see, e.g. Holton, 2004, p. 473f.) at wavenumber 63 is
applied; 47 discrete pressure levels are used for the vertical discretization (see
section 3.2.1).
It is common practice in spectral models to provide some model vari-
ables on a Gaussian grid (the physical space or grid point space) of com-
parable spatial resolution as well. This is very efficiently done using the
spectral transform method (Holton, 2004; Giorgetta et al., 2013b, and refer-
ences therein) which allows to transform variables from spectral space to the
grid point space and vice versa. The computations connected to atmospheric
moisture, of surface fluxes between the ocean and atmosphere (section 2.4.1),
and of general ”physical processes that are ’local’ in nature” (Holton, 2004)
are conveniently performed in grid point space.
2.3 The coupler: OASIS3-MCT
Due to historical reasons, running a climate model system often requires
the communication and exchange of data between independent models for
different components of the climate system. In that context, climate models
typically make use of a coupler which facilitates the time management, model
synchronization, and the mapping between model grids.
One example is the OASIS3 coupler (Ocean Atmosphere Sea Ice Soil, ver-
sion 3) that is applied in a number of climate models, e.g., in IPSL-CM5,
EC-Earth V2.3 or the MPI-ESM (Valcke, 2013). OASIS3 follows a modular
approach where multiple executables for the components of the climate sys-
tem are run in parallel. Couplers with a fundamentally different approach,
e.g. the coupler of CCSM4 (CP7; Gent et al., 2011), are emerging: Here, all
component model codes are split into standardized initialization, running,
and finalization phases, and a single unifying executable is built. On the
one hand this offers great flexibility and control, but on the other hand, the
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model codes have to be restructured.
Recently, the OASIS3-MCT coupler (Valcke et al., 2013) has been re-
leased. It is an OASIS3 interface to the Model Coupling Toolkit (MCT)
developed at the Argonne National Laboratory (Larson et al., 2005). Being
linked to the model components as a library, OASIS3-MCT does not need
an additional executable anymore, which is a major advantage compared to
the OASIS3 design. Hence all available processors may be distributed among
the ocean and atmosphere models to full extent. Because the model codes
of FESOM and ECHAM6 may remain essentially unaltered with the modu-
lar approach of OASIS3-MCT, it was adopted as the coupler of ECHAM6-
FESOM. Technical details on how fields and fluxes are exchanged between
FESOM and ECHAM6 are given in section 3.2.3 (p.50ff.).
2.4 Coupling at the atmosphere-ocean inter-
face
The coupling at the atmosphere-ocean interface via turbulent surface fluxes of
momentum, freshwater, and heat and other non-turbulent fluxes is discussed
in this section. The emphasis is on 1) the physical formulation of these fluxes
in ECHAM6, 2) the final air-sea fluxes that are passed to FESOM, and 3)
how a conservation of these fluxes between the models is achieved. For a new
coupled model, a documentation of these three points is very important, and
hopes are that the following discussion might also serve as a reference text for
users. Additional technical details on the realization of the coupling between
the quasi-regular ECHAM6 grid and the unstructured multi-resolution grid
of FESOM, e.g. interpolation methods and coupling intervals, follow in the
course of chapter 3 (p.50ff.).
2.4.1 Physics of turbulent surface fluxes
In this section, mainly the turbulent fluxes of momentum, freshwater, and
heat between the surface and the atmosphere are described in detail. For con-
venience, non-turbulent surface fluxes, e.g. precipitation or downward short-
wave radiation, are also included. The discussion is focused on the air-sea
fluxes that need to be exchanged between ECHAM6 and FESOM and ex-
cludes fluxes at the land-atmosphere interface that are handled internally by
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ECHAM6 and the land model JSBACH (refer to Giorgetta et al. (2013b) for
their formulation). Similarly, the ice-ocean fluxes between the ocean and sea
ice components of FESOM may be found in Timmermann et al. (2009) and
are not repeated here.
Turbulent eddies lead to an exchange of momentum, heat and mass both
in the atmosphere’s interior as well as at the interface between the atmo-
sphere and the Earth’s surface. Typically, climate models can not resolve
this important process which thus needs to be parameterized in terms of
the resolved mean variables. A common parameterization (Holton (2004), bulk formula
Peixoto & Oort (1992), Parkinson & Washington (1979)) of the turbulent
vertical flux2 w′ψ′
∣∣
s
of a quantity ψ, evaluated at the surface (subscript s),
is given by the bulk formula
Fψ = w′ψ′
∣∣
s
= −Cψ|V|(ψa − ψs) , (2.16)
where Cψ is the respective bulk exchange coefficient, |V| denotes the velocity
difference between the wind at some atmospheric level a and the surface
velocity, and ψa−ψs denotes the difference in ψ between the atmospheric level
a and the surface, respectively (Giorgetta et al., 2013b, p.46). The turbulent
flux is positive for an upward flux from the surface to the atmosphere (ψs >
ψa). By way of example, a positive turbulent heat flux from the ocean to
the atmosphere implies a heat gain for the atmosphere, while from an ocean
perspective it means a heat loss. The ocean perspective is adopted in the
following, so that the ocean is exposed to turbulent surface fluxes of the form
(2.16) muliplied by −1.
In the atmospheric model ECHAM6, which is applied in this thesis, equa-
tion (2.16) is implemented as follows. To begin with, ECHAM6 in T63L47
resolution has its lowest level a at a height of about 34 m over the ocean.
The velocity difference between level a and the surface is computed via
|V| = max(vmin, |va−vs|) = max
(
vmin,
√
(ua − us)2 + (va − vs)2
)
, (2.17)
where va = (ua, va) is the wind at the atmospheric level a, vs = (us, vs) is the
2It is assumed that a quantity ψ may be decomposed as ψ = ψ+ψ′, where ψ denotes
some time (ensemble) average and ψ′ is the fluctuating part. The turbulent vertical flux
w′ψ′ is thus the covariance of the vertical velocity w and the quantity ψ (see, e.g., Stull
(2006)).
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surface velocity, and vmin is the minimal relative speed allowed. The latter is
set to 1 m/s (Stevens et al., 2013) by default. Ocean and ice surface velocities
are not coupled in the current setup of ECHAM6-FESOM (because generally
|va|  |vs|) and are thus set to zero.
Furthermore, the transfer coefficient Cψ is stability dependent in ECHAM6,
Cψ = CN,ψ · fψ(Ri, ...) , (2.18)
where fψ is, inter alia, a function of the moist bulk Richardson number Ri as
introduced by Brinkop & Roeckner (1995, their eq. (11) with vertical wind
shear computed from |V|2 following eq. (2.17)). The function fψ increases
or decreases the neutral limit transfer coefficient CN,ψ in case of unstable
(Ri < 0) or stable stratification (Ri > 0), respectively (Giorgetta et al.,
2013b, p. 51-52). The neutral limit transfer coefficient is itself dependent on
the roughness of the surface (see below).
Momentum
For momentum (ψ = m), the transfer coefficient over water is computed as
Cm = CN,m · fm = κ
2
ln(1 + Za/z0m,w)2
· fm(Ri, ...) , (2.19)
where κ = 0.4 is the von Ka´rma´n constant, Za is the geopotential height
of the lowest atmospheric model level, and z0m,w is the aerodynamic rough-
ness length over water from Charnock’s formula (Charnock, 1955) with the
Charnock constant set to 0.018 (Giorgetta et al., 2013b, p. 51). The func-
tion fm is based on Louis’ formulation (Louis, 1979) and implemented in
ECHAM6 as
fm(Ri, ...) =

1
1 + 2cRi/
√
1 +Ri
, if Ri > 0
1, if Ri = 0
1 +
2c|Ri|
1 + 3c2CN,m
√|Ri|(1 + Za/z0m,w) , if Ri < 0
, (2.20)
where c = 5 (Giorgetta et al., 2013b, p.52). From the formulation it is clear
that fm < 1 (fm > 1) in the stable (unstable) case so that the neutral limit
transfer coefficient is decreased (increased).
The vertical flux of horizontal momentum, the wind stress τ = (τx, τy),wind stress over
ocean has units of Nm−2 and is implemented in ECHAM6 as
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τx = −ρa w′u′
∣∣
s
= ρaCm|V|ua (2.21)
and
τy = −ρa w′v′
∣∣
s
= ρaCm|V|va , (2.22)
where ρa = pa/(RdTv) is the density of air computed from the pressure pa at
the lowest atmospheric level, Rd = 287.05 JK
−1kg−1 is the gas constant for
dry air, and Tv is the virtual temperature.
The wind stress components over sea ice are computed analogously to wind stress
over iceequations (2.21) and (2.22) for the open ocean, but the roughness length
over ice z0m,i is set to 10
−3 m.
Freshwater and heat fluxes
ECHAM6 uses the same transfer coefficient for the freshwater (moisture) and
heat fluxes (ψ = h). Over water, it reads
Ch = CN,h · fh = κ
2
ln(1 + Za/z0m,w) ln(1 + Za/z0h,w)
· fh(Ri, ...) , (2.23)
where the roughness length for scalars is computed as
z0h,w = z0m,w · exp(2− 86.276 (z0m,w)0.375) (2.24)
from the aerodynamic roughness length z0m,w over water (Giorgetta et al.,
2013b, p.51). Over sea ice, the roughness length for scalars is set to the
aerodynamic roughness length, z0h,i = z0m,i = 10
−3 m. The function fh as
implemented in ECHAM6 is
fh(Ri, ...) =

1
1 + 2cRi ·
√
1 +Ri
, if Ri > 0
1, if Ri = 0
1 +
3c|Ri|
1 + 3c2CN,m
√|Ri|(1 + Za/z0m,i) , if Ri < 0 over sea ice
(1 + CγR)
1/γ, if Ri < 0 over ocean
,
(2.25)
with
CR = β
|θv,a − θv,s|
1
3
CN,h|V| , (2.26)
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where β = 10−3 is a parameter controlling free convection over the open
ocean, γ = 1.25, and θv is virtual potential temperature (Giorgetta et al.,
2013b, p. 52). The distinction of cases for Ri < 0 dates back to Miller et al.
(1992, their eq.(9)). They showed equation (2.26) to be superior to the orig-
inal formulation in the ECMWF operational model regarding the coupling
strength between atmosphere and ocean, especially in the tropics. CN,m in
equation (2.25) is computed based on the surface roughness length for ice
z0h,i.
Freshwater The evaporation flux Eevap over the ocean depends directly
on the sea surface temperature (SST) (Peixoto & Oort, 1992, p.170) by means
of the specific humidity q. The latter is defined as the ratio of the water
vapour’s mass mv to the total mass of the moist air, i.e.
q =
mv
mv +md
, (2.27)
where md denotes the mass of the dry air. Combining equations (2.16) and
(2.23) the evaporation flux may be written asevaporation
Eevap = −ρa w′q′
∣∣
s
= ρaCh|V|(qa − q∗,s) , (2.28)
where q∗,s is the saturation-specific humidity, which shows a strong increase
(at fixed pressure) for increasing SSTs (Marshall & Plumb, 2007, p. 48), and
qa is the current specific humidity at the lowest atmospheric level.
In almost the same manner, the sublimation flux Esubl over ice issublimation
Esubl = −ρa w′q′
∣∣
s
= ρaCh|V|(qa − q∗,s) , (2.29)
where q∗,s is now the saturation-specific humidity over ice.
Other non-turbulent freshwater fluxes computed by ECHAM6 are the liq-rain- and snowfall,
river runoff uid and solid precipitation, i.e. rainfall Prain and snowfall Psnow, respectively,
and the river runoff Frunoff including calving of land ice. All freshwater fluxes
above have units of kg m−2 s−1.
Heat fluxes The moisture fluxes (evaporation and sublimation) entail
latent heat fluxes between the ocean-sea ice system and the atmosphere be-
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cause the phase changes from liquid or solid to the gaseous phase require
energy which is taken from the surroundings and ’hidden’ (hence latent) in
the water vapour. The phase changes solid–gas and liquid–gas require differ-
ent amounts of energy according to the specific latent heats (see below).
The latent heat fluxes over water QL,w or over ice QL,i may thus be com- latent heat fluxes
puted based on the moisture fluxes (2.28) and (2.29) via
QL,w = LvEevap = ρaLvCh|V|(qa − q∗,s) (2.30)
QL,i = LsEsubl = ρaLsCh|V|(qa − q∗,s) , (2.31)
where Lv and Ls is the latent heat for vaporisation and sublimation, respec-
tively, and set to 2.5008 · 106 J kg−1 and 2.8345 · 106 J kg−1 in ECHAM6.
The sensible heat flux is commonly computed from the air-sea tempera- sensible heat flux
ture difference (Marshall & Plumb, 2007, p. 226), e.g. as
QS = −ρacp w′θ′
∣∣
s
= ρacpCh|V|(θa − θs) , (2.32)
where θa is the potential temperature at the lowest atmospheric level, θs the
surface (potential) temperature, and cp the specific heat of air. In ECHAM6,
however, an ”in many ways” (Giorgetta et al., 2013b, p. 47) equivalent for-
mulation is applied. Instead of computing potential temperature differences,
it is based on differences in dry static energy s,
s = gz + cpT ∼ cpθ, (2.33)
which is defined as the sum of the geopotential gz and enthalpy cpT , where
T denotes temperature and cp = cp,d + (cp,v − cp,d) q is the specific heat of
moist air (Giorgetta et al., 2013b, p. 141) computed from the specific heat of
dry air at constant pressure, cp,d = 1005.46 J K
−1 kg−1, and the specific heat
of water vapour at constant pressure, cp,v = 1869.46 J K
−1 kg−1.
Net longwave thermal radiation QLW,net at the surface is the sum of net longwave
thermal radiationthe downward longwave radiation Q↓LW—the so-called ’back radiation’ from
greenhouse gases and clouds (Trenberth et al., 2009)— and the cooling up-
ward longwave radiation according to the Stefan-Boltzmann law. Thus
QLW,net = Q
↓
LW − σT 4s , (2.34)
where  is the longwave emissivity factor set to 0.996 in ECHAM6, the Stefan-
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Boltzmann constant σ = 5.67 · 10−8 W m−2 K4, and Ts is the surface temper-
ature of the ocean or sea ice (Ts,i below).
The net shortwave radiation QSW,net at the surface is computed fromnet shortwave
solar radiation
QSW,net = (1− αw,i)dS0τsolarS0 cos(δz) , (2.35)
where S0 = 1361.371 W m
2 is the standard solar constant for the average Sun–
Earth distance—the intensity of which is determined from the local zenith
angle δz (measured from the local surface normal)— and dS0 a factor account-
ing for temporal variations in S0 due to variations in the Sun–Earth distance
and due to the diurnal cycle. The solar transmissivity τsolar is determined
in ECHAM6’s radiation transfer code (Giorgetta et al., 2013b, p. 39ff.). Be-
cause of the albedo of the ocean αw and sea ice αi, a fraction of the shortwave
radiation is reflected at the surface, resulting in the net incoming shortwave
radiation QSW,net.
2.4.2 Final air-sea fluxes passed to FESOM
The technical realization of the coupling of the air-sea fluxes Fi, i = 1, ..., 12,
between ECHAM6 and FESOM will be explained in chapter 3, section 3.2.3.
Here, I give additional information on how the final fluxes that are passed
from ECHAM6 to FESOM are formulated based on the fluxes given above
(for a visualization refer to figure 3.2 on p. 50).
Momentum The first four fluxes F1–4 are the wind stress components in
zonal and meridional direction over water (2 fluxes) and over ice (2 fluxes)
in N m−2 as given by equations (2.21) and (2.22) with adjustments over ice.
Freshwater The freshwater and moisture fluxes [kg m−2 s−1] are con-
verted to units of m s−1 before being passed to FESOM:
F5 = Prain/ρH2O (2.36)
F6 = Psnow/ρH2O (2.37)
F7 = Eevap/ρH2O (2.38)
F8 = Esubl/ρH2O , (2.39)
where ρH2O = 1000 kg m
−3 is the density of freshwater. The river runoff and
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calving of land ice does not need conversion and is passed to FESOM as
F12 = Frunoff.
Heat flux over the ocean For the reason mentioned below, the net
heat flux over the ocean [W m−2] is separated into two parts, F9 +F11, before
being passed to FESOM. The first part comprises several non-solar fluxes
(termed ’heat flux over the ocean’ in figure 3.2, p. 50) and reads non-solar
’heat flux over
the ocean’F9 = QL,w +QS,w +QLW,net − Psnow · Lf (2.40)
where Lf = Ls − Lv denotes the latent heat of fusion. The heat required to
melt snow falling into open water is taken from the ocean. The net shortwave
radiation is not included in F9; rather, it is separately passed to FESOM as
F11 = QSW,net. While longwave radiation is generally absorbed in the first
few meters, shortwave radiation may penetrate to deeper levels according to
the local ocean colour and thus needs separate treatment. Ocean colour and
the associated shortwave penetration depth is computed from a chlorophyll
climatology in FESOM (Sweeney et al., 2005; Wang et al., 2014b).
Heat flux over ice The ’heat flux over ice’ [W m−2], F10, is computed
as follows (Figure 3.2, p. 50). The surface heat flux Fs over ice for the deter-
mination of the sea ice (or snow) skin temperature Ts,i reads
Fs = QL,i +QS,i +QLW,net +QSW,net (2.41)
whereas the conductive heat flux Qc through the (effective) ice is computed
as
Qc = κi
Ts,i − Tfreeze
hi,eff
, with side condition Ts,i ≤ T0 , (2.42)
assuming a linear temperature profile in the ice following the ’0-layer model’
by Semtner (1976). T0 is the melting temperature at the surface (set to
the melting temperature of freshwater3: 273.15 K = 0°C) and the upper
boundary for the skin temperature Ts,i, κi = 2.1656 W K
−1 m−1 is the thermal
conductivity of ice, and hi,eff is the effective ice thickness accounting for
3This is an obvious choice in case a snow cover is present. However, low-salt conditions
also prevail at the bare sea ice surface due to salt drainage (see, e.g., Timmermann (2000,
p. 23)).
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the presence of a snow layer (Giorgetta et al., 2013b, p. 94). The bottom
freezing temperature Tfreeze = 271.38 K = −1.77 °C at the ice-ocean interface
is assumed constant in ECHAM6. Note that Qc < 0 (Qc > 0) for an upward
(downward) conductive heat flux and Qc ≤ Qc,melt := κi T0−Tfreezehi,eff .
During every timestep, the prognostic equation for the new skin temper-
ature will depend on Fs −Qc. If the resulting preliminary skin temperature
T ∗s,i is larger than the melting temperature T0, the side condition in equation
(2.42) is violated and a suitable amount of melting will occur at the surface.
The excess heat is used to melt snow and, in case there is no snow cover left,
sea ice from above according to a residual heat flux Qres > 0 ; the skin tem-
perature is then set to T0 (Giorgetta et al., 2013b, p. 94) and, from equation
(2.42), Qc = Qc,melt accordingly.
In the other case when the preliminary skin temperature is smaller than or
equal to T0, Ts,i is simply set to T
∗
s,i because the side condition is fulfilled. Ob-
viously, there is no residual heat flux in this case (Qres = 0) and Qc ≤ Qc,melt.
To sum up, there are only two possible combinations of Qres and Qc, namely
1. Qres > 0, Qc = Qc,melt (snow/sea ice melting from above) (2.43)
2. Qres = 0, Qc ≤ Qc,melt (ice melt/growth only from below) , (2.44)
so that they are sent to FESOM as a single flux (termed ’heat flux over ice’’heat flux over ice’
in figure 3.2, p. 50). Thus
F10 = Qres +Qc . (2.45)
Snow melt and sea ice melt or growth, with the inclusion of the oceanic heat
flux from below, is computed in the new thermodynamics module of FESOM
(see section 3.2.2). Also the conductive heat flux for melting conditions
Qc,melt is re-calculated on the ocean side in order to reconstruct Qres from
equation (2.45):
F10 −Qc,melt =
Qres > 0 (snow/sea ice melting from above)Qc −Qc,melt ≤ 0 (ice melt/growth only from below) .
(2.46)
For this purpose, Qc,melt is computed accounting for the salinity dependence
of Tfreeze instead of using a constant value, which is a slight inconsistency in
the coupling scheme. It could potentially be eliminated via coupling of salin-
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ities and would necessitate considerable changes to ECHAM’s code, where
Tfreeze is a constant by default.
The fluxes Fi, i = 1, ..., 12, enter the dynamic and thermodynamic equa-
tions of FESOM (see section 2.1) as upper boundary conditions.
2.4.3 Conservation of fluxes
The surface fluxes computed by ECHAM6 describe the exchange of mo-
mentum, heat and mass (water) across the atmosphere-ocean interface. By
their nature heat and mass are conserved properties, implying that the net
heat/mass gained (lost) in ECHAM6 when integrated over the ocean surface
has to be compensated by the exact amount of net heat/mass loss (gain) in
FESOM. While violated conservation might not be of concern for very short
simulations, e.g. numerical weather predictions, the coupling procedure of
ECHAM6-FESOM has to guarantee the global conservation of net fluxes4.
Note that a conservation of the surface fields from FESOM is not as cru-
cial as the conservation of fluxes between the model components, although
the surface fields (particularly the SST) enter the bulk formulae for the com-
putation of the turbulent fluxes.
Adjustment of ECHAM6’s land-sea mask
The conservation of net fluxes is complicated by the different mesh types and
geometry of the global ocean in ECHAM6 and FESOM. Any slight differ-
ence in the total surface ocean area between the model components would
yield different net fluxes; even a globally homogeneous constant flux into the
ocean would result in different net fluxes when integrated in ECHAM6 or
FESOM. To provide a remedy, the original T63 land-sea mask of ECHAM6
was adjusted to the FESOM land-sea distribution in order to achieve a higher
degree of consistency between the atmosphere and ocean models (see Figure
2.1 and the last paragraph in section 3.2.1, p. 46). The global ocean area in
the meshes used in this thesis is 3.49561 × 1014 km2; the value in ECHAM6
after the adjustment is only slightly higher: 3.49998× 1014 km2 (+0.125%).
4Ultimately, a regional conservation leading to global conservation would be desirable
instead of a global conservation without a stringent local conservation.
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Figure 2.1: Overlay of the binary land-sea mask of ECHAM6 (sea: white, land:
green boxes), the FESOM mesh used in this thesis (blue lines), and the ’real’
coastline (red lines) from the m map toolbox: http://www2.ocgy.ubc.ca/~rich/
map.html [Status: 04.11.2014]. (top) Original land-sea mask of ECHAM6 and
(bottom) after adjustment. Note the reduced ocean area in ECHAM6’s land-sea
mask in the Canadian Arctic Archipelago after adjustment which is consistent
with the FESOM mesh.
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Residual flux redistribution
Even with the mask adjustment, a slight misfit between the net fluxes com-
puted by ECHAM6 (Fnet,ECHAM) and the fluxes seen by FESOM (Fnet,FESOM)
will remain due to the interpolation and remapping steps between the struc-
tured ECHAM6 grid and the unstructured FESOM grid. Therefore a residual
flux Fres has to be distributed appropriately on the FESOM side. The sim-
plest approach is a uniform distribution over the whole globe. This approach
produces artificial signals because a misfit in one point is distributed over
the whole ocean. A second approach is therefore to compute the residual
flux for each hemisphere separately and to distribute it over the respective
hemisphere. Unfortunately, an artificial boundary develops at the equator,
which can be seen for example in the sea surface salinity (SSS). Both ap-
proaches suffer from the fact that the residual flux is distributed uniformly
although fluxes are localized. I therefore implemented a third approach which
is explained below.
In order to explain the strategy, the following notation is used. An
air-sea flux field as computed in ECHAM6 and accumulated over the cou-
pling timestep tn is denoted as FECHAM(i, j, tn), where (i, j) denotes the grid
box indices. The flux seen by FESOM after interpolation is denoted as
FFESOM(ni, tn), where ni is the ith surface node. The net fluxes over the
ocean or sea ice are then computed for every coupling time step tn as
Fnet,ECHAM(tn) =
∫
2 FECHAM(i, j, tn) ds (2.47)
and
Fnet,FESOM(tn) =
∫
4 FFESOM(ni, tn) ds (2.48)
where
∫2 denotes the area-weighted sum over all (or a set of5) ocean grid-
boxes in ECHAM6, and
∫4 denotes the corresponding surface integral in
FESOM, where all nodal values are weighted by their respective cluster area.
5The net sublimation, snowfall, and the net heat flux over the ice are computed sep-
arately for the northern and southern hemisphere, respectively. Because of the natural
separation between the cold regions in the north and the south, the residual flux redistri-
bution may be handled separately without introducing artificial boundaries at the equator.
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The difference between the net fluxes,
Fres(tn) := Fnet,ECHAM(tn)− Fnet,FESOM(tn) , (2.49)
is distributed over the ocean surface as follows. The modified flux F ′FESOM(ni, tn)
readsresidual flux
redistribution F ′FESOM(ni, tn) = FFESOM(ni, tn) + w(ni, tn) · Fres (2.50)
with positive weights
w(ni, tn) =

|FFESOM(ni,tn)|∫4|FFESOM(ni,tn)| ds , if
∫4 |FFESOM (ni, tn)| ds 6= 0(∫4 1 ds)−1 , otherwise . (2.51)
The weights are chosen such that
∫4w(ni, tn) ds = 1. In the majority of
cases, the residual flux is distributed proportionally to the absolute value of
the unmodified flux (see also last paragraph in section 3.2.3). In the rare
case when
∫4 |FFESOM (ni, tn)| ds vanishes, the residual flux is distributed
homogeneously.
Using this approach, the original spatial flux pattern is preserved and the
net flux conservation between ECHAM6 and FESOM follows from integra-
tion of equation (2.50):conservation
of net fluxes
F ′net,FESOM(ni, tn) = Fnet,FESOM(ni, tn) + Fres ·
∫
4w(ni, tn) ds (2.52)
= Fnet,FESOM(ni, tn) + Fres (2.53)
= Fnet,ECHAM(ni, tn) (2.54)
Note that the flux redistribution in ECHAM6-FESOM may safely be switched
off for short simulations and especially short sensitivity runs6 but is crucial
for the multi-century climate integrations in this thesis.
6If the response of the global climate system to a local perturbation in one hemisphere
is to be studied in short sensitivity runs, the flux redistribution should be switched off.
Otherwise very small but still recognizable artificial signals might be seen instantaneously
even in the other hemisphere due to the global definition of the weights w(ni, tn) for some
air-sea fluxes, e.g. the heat flux over the ocean.
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Table 2.1: Standard ECHAM6 settings for present-day (1990) greenhouse
and trace gas conditions as used in the present-day control simulations in
chapters 3 and 4. The volume mixing ratio is given∗.
CO2 CH4
** O2 N2O
** C Cl3F (CFC-11) C Cl2F2 (CFC-12)
353.9× 10−6 1693.6× 10−9 0.20946 309.5× 10−9 252.8× 10−12 466.2× 10−12
* A volume mixing ratio of 10−6 equals 1 parts per million by volume (ppmv).
** For the computation of radiation, this concentration is used throughout the troposphere and a
decaying concentration above it (for other possible settings refer to Rast et al., 2013, p. 26ff.).
2.5 Present-day control runs
In chapters 3 and 4, long control simulations with ECHAM6-FESOM are
analyzed and compared to observations and other models with respect to
its mean climate as well as its variability around the mean. The so-called
present-day control simulations use constant greenhouse and trace gas con- present-day
control runcentrations as encountered in the year 1990 (Table 2.1). Ozone and aerosol
concentrations are taken from three-dimensional climatologies in ECHAM6
(Giorgetta et al., 2013b). The reason for choosing constant conditions from
year 1990 is to allow a comparison of the simulated climate of a newly es-
tablished model to recent observations at an early stage of the model devel-
opment.
Certainly, a next phase will encompass a multi-century pre-industrial pre-industrial
control runcontrol run followed by historical simulations with the observed transient in-
crease in greenhouse concentrations, which branch off from the pre-industrial
control run, and possibly climate projections based on scenarios of future
greenhouse gas emissions. The historical simulations, including the externally
forced warming trend, will then allow a direct comparison with observations.
Due to the prescribed concentrations from the year 1990, the simulations
analyzed in chapter 3 and 4 are free of any externally forced trend; both
natural and anthropogenic external forcings (e.g. volcanic activity and fossil
fuel combustion) are not accounted for in those simulations. The simulated internal climate
variabiliyvariability is thus unforced and solely of internal origin7.
7However, the analyzed simulations are subject to model drift. Potential changes of
the variability due to the drifting model state have to be assumed negligible.
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3. Simulated mean climate1
”Complex models are questionable—
the work you do is real, the outcome imaginary.”
Henry Stommel after Dirk Olbers2
1The content of this chapter has been published in the journal Climate Dynamics
by Sidorenko & Rackow et al. (2014) under the title ’Towards multi-resolution global
climate modeling with ECHAM6-FESOM. Part I: model formulation and mean climate’.
D. Sidorenko and myself were leading and implementing in equal measures the work re-
quired to couple ECHAM6 and FESOM (with support in particular from D. Barbi), to
generate the used ocean meshes, and to conduct the simulations analyzed in this chapter.
The text of this chapter is identical with the version published in Climate Dynamics, ex-
cept that I (i) added figures 3.19 and 3.20 which were ’not shown’ in the published paper,
(ii) moved the first two paragraphs of section 3.2.1 (”The atmospheric model ECHAM6”)
to chapter 2, and (iii) renamed section 3.2 (”Model formulation”) to ”Technical model for-
mulation” in order to emphasize its different focus when compared to chapter 2. I wrote
substantial parts of the paper, in particular those regarding the coupling, model setup,
and influence of resolution. I further generated the ocean-related plots and analyzed the
results mainly together with D. Sidorenko; the atmospheric plots and the PI analysis are
the work of T. Semmler; the plot for the meridional heat transports and their discussion is
the work of H. F. Goessling. All remaining co-authors (T. Jung, S. Danilov, K. Dethloff,
W. Dorn, K. Fieg, D. Handorf, S. Harig, W. Hiller, S. Juricke, M. Losch, J. Schro¨ter,
D. Sein, and Q. Wang) contributed either to the technical realisation or to the evaluation
of the results.
2http://www.awi.de/en/research/research_divisions/climate_science/
climate_dynamics_old/lectures_by_dirk_olbers [Status: 03.11.2014]
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Abstract A new climate model has been developed that employs a multi-resolu-
tion dynamical core for the sea ice-ocean component. In principle, the multi-
resolution approach allows one to use enhanced horizontal resolution in dynami-
cally active regions while keeping a coarse-resolution setup otherwise. The coupled
model consists of the atmospheric model ECHAM6 and the Finite Element Sea
Ice-Ocean Model (FESOM). In this study only moderate refinement of the un-
structured ocean grid is applied and the resolution varies from about 25 km in the
northern North Atlantic and in the tropics to about 150 km in parts of the open
ocean; the results serve as a benchmark upon which future versions that exploit
the potential of variable resolution can be built. Details of the formulation of the
model are given and its performance in simulating observed aspects of the mean
climate is described. Overall, it is found that ECHAM6-FESOM realistically sim-
ulates many aspects of the observed climate. More specifically it is found that
ECHAM6-FESOM performs at least as well as some of the most sophisticated
climate models participating in the fifth phase of the Coupled Model Intercompar-
ison Project (CMIP5). ECHAM6-FESOM shares substantial shortcomings with
other climate models when it comes to simulating the North Atlantic circulation.
3.1 Introduction
Climate models are used to simulate the climate system by numerically solv-
ing the fundamental governing equations on supercomputers. They are be-
coming more and more important to a wider group of users. Climate mod-
els are used, for example, to assess possible future climate change due to
anthropogenic greenhouse gas emissions (e.g., Solomon et al., 2007); they
form the basis of operational seasonal to decadal climate prediction systems
(e.g., Palmer et al., 2004); and they serve the climate research community as
laboratories to help unravelling the functioning of the climate system (e.g.,
Delworth, 1996; Timmermann et al., 1998; Jung et al., 2010b).
The history of climate modeling has been clearly a story of success with
the development of complex Earth system models from simple atmosphere-
ocean models within less than four decades. However, even the most so-
phisticated systems still show substantial shortcomings when it comes to the
representation of key aspects such as the North Atlantic meridional overturn-
ing circulation, Arctic sea ice, and meso-scale phenomena such as eddies and
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topographically influenced ocean currents. The implications are wide and
profound: The uncertainty of regional climate change projections is still high
(e.g. Hawkins & Sutton, 2009); and model error has a detrimental influence
on the skill of seasonal and decadal climate predictions (Kirtman & Pirani,
2008). Furthermore, recent progress in advancing the fidelity of climate mod-
els has become incremental. From this development it has been argued that
radically new approaches are required to significantly advance the field of
climate modeling and prediction (Shukla et al., 2009; Slingo et al., 2009).
There is general agreement that one of the main sources of model error
lies in the fact that many climate-relevant processes need to be parameterized
(Shukla et al., 2009; Jakob, 2010) since they are too small-scale in nature to
be explicitly simulated by state-of-the-art climate models. The solution to
overcome this problem sounds straightforward: Increase the resolution of the
computational grid sufficiently so that important small-scale processes can
be resolved explicitly. There is a downside to this argument, however: All ex-
isting global climate models still use the first generation of dynamical cores,
which employ quasi-regular mesh methods. Mesh regularity dictates that
approximately the same resolution has to be used everywhere. Significantly
increasing resolution with regular mesh models therefore means that resolu-
tion needs to be increased globally, which leaves the problem computationally
prohibitive for most climate applications on present-day supercomputing fa-
cilities.
Given the existing computational constraints, restricting the use of high
resolution to dynamically active regions, where it is actually needed, while
retaining a relatively coarse resolution otherwise appears to be a much more
promising way forward. The implementation of such an approach in climate
modeling has become possible with the recent emergence of a new generation
of global multi-resolution ocean models that employ unstructured meshes
(e.g., Danilov et al., 2004; Wang et al., 2008; Ringler et al., 2013). In this
study, the presently most advanced and well tested global multi-resolution
sea ice-ocean model—the Finite Element Sea Ice-Ocean Model (FESOM;
Danilov et al., 2004; Wang et al., 2008; Timmermann et al., 2009; Wang et al.,
2014b)—is coupled to the atmospheric model ECHAM6. This first global
climate model with a radically different multi-resolution dynamical core for
the sea ice-ocean system is expected to provide a substantial contribution
to the diversity of climate models, which has been shown to be surprisingly
small (Pennell & Reichler, 2011).
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The aim of this study is to give a detailed description of the formula-
tion of the new model and to provide an overview of the performance of the
model in replicating the observed mean climate. As a starting point, it has
been decided to use relatively moderate mesh-stretching factors for the sea
ice-ocean component (from about 25 km in the northern North Atlantic and
in the tropics to about 150 km in parts of the open ocean) in order to have
a reference against which future configurations with large mesh-stretching
factors can be tested. Given the choice made here—the first of a series of pa-
pers that will explore the benefit of unstructured mesh approaches in climate
modeling—it cannot be expected that the new coupled model produces vastly
better results than existing state-of-the-art models run at similar resolutions.
The only exception is in the tropics where, unlike for existing climate models,
the unstructured mesh approach allows us to increase horizontal resolution
in both directions ( meridionally and zonally) simultaneously.
The outline of the paper is as follows: The individual model compo-
nents, the way they are coupled, and the experimental setup are described
in section 3.2. The simulated mean climate of the atmosphere, ocean, and
cryosphere are presented and compared to observations in section 3.3. Fi-
nally, the results are briefly summarized and discussed in section 3.4.
3.2 Technical model formulation
3.2.1 The atmospheric model ECHAM6
ECHAM6 constitutes the atmospheric part of the new coupled model pre-
sented here. A detailed description of ECHAM6 together with a historical
overview of the development of ECHAM is given in Stevens et al. (2013).
Some characteristic properties of ECHAM6 as well as issues that are specific
to the configuration used in this study will be listed in the following.
ECHAM6 is a spectral atmospheric model. There are several configu-
rations available differing in the spectral truncation, vertical discretization,
time step, and settings for key resolution dependent parameters (Stevens
et al., 2013). The T63L47 configuration is used here and has also been
employed in MPI-ESM-LR (Max-Planck-Institute Earth System Model Low
Resolution; Giorgetta et al., 2013a) and uses total wavenumbers up to 63,
which corresponds to about 1.85×1.85 degrees horizontal resolution; the at-
mosphere comprises 47 levels and has its top at 0.01 hPa (approx. 80 km).
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ECHAM6 includes the land surface model JSBACH (Stevens et al., 2013)
and a hydrological discharge model (Hagemann & Du¨menil, 1997).
Since with higher resolution “the simulated climate improves but changes
are incremental” (Stevens et al., 2013), the T63L47 configuration appears to
be a reasonable compromise between simulation quality and computational
efficiency. All standard settings are retained with the exception of the T63
land-sea mask, which is adjusted to allow for a better fit between the grids of
the ocean and atmosphere components. The FESOM land-sea distribution is
regarded as ’truth’ and the (fractional) land-sea mask of ECHAM6 is adjusted
accordingly. This adjustment is accomplished by a conservative remapping
of the FESOM land-sea distribution to the T63 grid of ECHAM6 using an
adapted routine that has primarily been used to map the land-sea mask of
the MPIOM to ECHAM5 (H. Haak, personal communication).
3.2.2 The Finite Element Sea Ice-Ocean Model
(FESOM)
The sea ice-ocean component in the coupled system is represented by FESOM,
which allows one to simulate ocean and sea-ice dynamics on unstructured
meshes with variable resolution. This makes it possible to refine areas of
particular interest in a global setting and, for example, resolve narrow straits
where needed. Additionally, FESOM allows for a smooth representation of
coastlines and bottom topography. The basic principles of FESOM are de-
scribed by Danilov et al. (2004), Wang et al. (2008), Timmermann et al.
(2009) and Wang et al. (2014b). FESOM has been validated in numerous
studies with prescribed atmospheric forcing (see e.g., Sidorenko et al., 2011;
Wang et al., 2012; Danabasoglu et al., 2014). Although its numerics are
fundamentally different from that of regular-grid models, previous model in-
tercomparisons (see e.g., Sidorenko et al., 2011; Danabasoglu et al., 2014)
show that FESOM is a competitive tool for studying the ocean general cir-
culation. The latest FESOM version, which is also used in this paper, is
comprehensively described in Wang et al. (2014b). In the following, we give
a short model description here and mention those settings which are different
in the coupled setup.
The surface computational grid used by FESOM is shown in Fig. 3.1.
We use a spherical coordinate system with the poles over Greenland and the
Antarctic continent to avoid convergence of meridians in the computational
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Figure 3.1: Grids corresponding to (left) ECHAM6 at T63 (≈ 180 km) horizon-
tal resolution and (right) FESOM. The grid resolution for FESOM is indicated
through color coding (in km). Dark green areas of the T63 grid correspond to
areas where the land fraction exceeds 50 %; areas with a land fraction between 0 %
and 50 % are shown in light green.
domain. The mesh has a nominal resolution of 150 km in the open ocean
and is gradually refined to about 25 km in the northern North Atlantic and
the tropics. We use isotropic grid refinement in the tropics since biases in
tropical regions are known to have a detrimental effect on the climate of
the extratropics through atmospheric teleconnections (see e.g., Rodwell &
Jung, 2008; Jung et al., 2010a), especially over the Northern Hemisphere.
Grid refinement (meridional only) in the tropical belt is employed also in
the regular-grid ocean components of other existing climate models (see e.g.,
Delworth et al., 2006; Gent et al., 2011). The 3-dimensional mesh is formed
by vertically extending the surface grid using 47 unevenly spaced z-levels and
the ocean bottom is represented with shaved cells.
Although the latest version of FESOM (Wang et al., 2014b) employs the
K-Profile Parameterization (KPP) for vertical mixing (Large et al., 1994),
we used the PP scheme by Pacanowski & Philander (1981) in this work.
The reason is that by the time the coupled simulations were started, the
performance of the KPP scheme in FESOM was not completely tested for
long integrations in a global setting. The mixing scheme may be changed to
KPP in forthcoming simulations. The background vertical diffusion is set to
2×10−3 m2s−1 for momentum and 10−5 m2s−1 for potential temperature and
salinity. The maximum value of vertical diffusivity and viscosity is limited
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to 0.01 m2s−1. We use the GM parameterization for the stirring due to eddy-
induced velocity (Gent & McWilliams, 1990; Gent et al., 1995; Griffies, 1998),
and biharmonic viscosity.
One of the major differences between the FESOM version in Wang et al.
(2014b) and that used in this paper is the thermodynamic sea ice scheme.
Here it is based on the approach developed by Dorn et al. (2009) and allows
for separate calculations of the heat balances for the ice-covered and open
water fractions within the individual meshes. Dorn et al. (2009) demonstrate
that such a subdivision of heat flux contributions improves the simulation
of atmosphere-sea ice feedbacks in coupled models especially when sophisti-
cated parameterizations of the surface albedo, the snow cover and melt pond
fractions are used. ECHAM6 includes a sophisticated sea ice albedo and
melt pond scheme (see e.g., Pedersen et al., 2009; Roeckner et al., 2012) by
default.
Finally, FESOM runs with a linear free surface and, accordingly, fresh-
water flux is modeled by virtual salinity flux. The latter is based on the
locally referenced salinity. No salinity restoring or any other flux corrections
are applied.
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Figure 3.2: Schematic
of the coupling procedure:
ECHAM6 computes 12 air-
sea fluxes (see section 2.4.2
for their definition) based
on 4 surface fields pro-
vided by FESOM. The
6-hourly averaged fields
and 6-hourly accumulated
fluxes are mapped between
the model components ev-
ery 6 hours employing an
intermediate exchange grid
together with the OASIS3-
MCT coupler.
3.2.3 Coupling
In the current setup, ECHAM6-FESOM employs the OASIS3-MCT coupler
(Valcke et al., 2013) together with an intermediate regular exchange grid.
The latter is introduced as a regular interface for FESOM to simplify the
coupling procedure. Direct mapping between the unstructured ocean and
regular atmospheric mesh will be implemented in future model versions. Cur-
rently, mapping between the finite-element mesh and the intermediate grid
is done by FESOM, while the exchange between the intermediate grid and
the atmospheric grid is carried out by OASIS3-MCT (see below).
The coupling strategy is illustrated in Fig. 3.2. The air-sea fluxes are
computed by the atmosphere model based on the surface fields provided by
the sea ice-ocean model. In order to compute the air-sea fluxes it is therefore
necessary to map the fields given on the unstructured ocean mesh onto the
structured atmospheric grid. Similarly, the fluxes have to be mapped to the
unstructured ocean grid. The method currently used to couple the fields and
fluxes between the model components is described in the following. Coupling
takes place every 6 hours for the current setup .
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Ocean to atmosphere exchange
The mapping from the intermediate grid to the atmospheric grid is done by
OASIS3-MCT applying a bilinear interpolation. In order to map the fields
given on the unstructured ocean mesh to the intermediate grid, two cases
(depending on the local resolution in the ocean) are distinguished for each
grid box:
1. The number of oceanic surface nodes enclosed by a grid box of the
intermediate grid is at least three (the resolution is locally finer in the
ocean than in the atmosphere).
→ For each field a mean over the enclosed nodes is computed; this
value is regarded as the grid box value.
2. The above condition is not met (the resolution is locally coarser than
in the atmosphere).
→ The values for the grid box of the intermediate grid are determined
by a linear interpolation of the ocean surface fields to the grid box
center.
All FESOM surface fields (see Fig. 3.2) are averaged over the 6-hourly interval
preceding the coupling.
Atmosphere to ocean exchange
Similar to the treatment of the ocean surface fields, the air-sea fluxes are
accumulated over 6-hourly intervals. The fluxes are computed by the at-
mosphere model and bilinearly interpolated to the intermediate grid using
OASIS3-MCT. From the intermediate grid the values on the unstructured
ocean mesh are computed using a simple inverse distance weighting (Shep-
ard, 1968). This provides some form of downscaling. In order to enforce
the conservation of the net heat and freshwater fluxes, the resulting fluxes
on the ocean grid are scaled such that their spatially integrated net values
are identical to the ones provided by ECHAM6. The methodology is sim-
ilar to the OASIS3 global conservation option GLBPOS, where the residual
flux is distributed globally on the target grid, proportionally to the value of
the original flux (Valcke, 2013). To avoid spurious exchanges between the
hemispheres in ECHAM6-FESOM, fluxes that are relevant mainly at middle
and high latitudes (snowfall, sublimation, and the heat flux into the ice) are
scaled separately for each hemisphere rather than globally.
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3.2.4 Experimental setup
The simulation presented here was run under constant radiative conditions
of the year 1990 and is similar to the control simulations performed with the
GFDL climate model (e.g. Delworth et al., 2006, 2012). Two simulations
with different initial states were performed: (i) ECHAM6 was initializedinitialization
strategy with the (quasi arbitrary) default initial state, and FESOM with the Polar
Science Center Hydrographic Climatology (PHC, Steele et al., 2001) and
zero velocities. (ii) ECHAM6 was initialized with the state it attained after
5 years using method (i), and FESOM with the final state of a 60-year spin-up
run under CORE-II atmospheric forcing with surface salinity restoring (Large
& Yeager, 2009; Wang et al., 2014b). Method (ii) was applied to reduce the
initial shock of the coupled system (see also Delworth et al., 2006, 2012).
A 60 year ocean spin-up was used in method (ii) because the largest ocean
adjustment to the atmospheric forcing happens within the first few decades
(e.g. Griffies et al., 2009; Sidorenko et al., 2011) . Only the results obtained
with method (ii) are presented in the remainder of this paper; only minor
differences were found in terms of model drift and mean climate between the
two methods.
The size of the triangles in the FESOM mesh varies significantly in space,
and the time step needs to be chosen such that numerical stability is guaran-
teed everywhere. In this study a time step of 30 min was chosen for FESOM.time steps
The time step for ECHAM6 is set to 10 min as is common for the T63 con-
figuration of the model (Stevens et al., 2013). As already mentioned above,
the coupling between FESOM and ECHAM6 is performed every 6 hours.
The coupled system was run for 350 years. The last 300 years are used
for the diagnostics of the mean state of the coupled system to avoid most of
the initial model drift. The atmospheric time series will be shown for the full
350 years. Time series for the ocean, on the other hand, include additional
60 years from the uncoupled ocean spin-up run (i. e. 410 years in total).
3.2.5 Data for model evaluation
The atmospheric mean state of ECHAM6-FESOM is compared against ECMWF
reanalysis (ERA) data to evaluate biases. ERA-40 has been chosen instead
of ERA-Interim because it is available for a longer time period (1957–2002).
Only those ERA-40 parameters were considered that are relatively well con-
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strained by the data assimilation system, such as 2-m temperature, 10-m
wind speed, 500-hPa geopotential height, and 300-hPa u-component (Up-
pala et al., 2005).
For precipitation two different datasets have been used: the Global Pre-
cipitation Climatology Project (GPCP) dataset for 1979–2010 (Adler et al.,
2003) and the CPC Merged Analysis of Precipitation (CMAP) for 1981–
2010 (Xie & Arkin, 1998). For total cloud cover two different datasets have
been used: data from the Moderate Resolution Imaging Spectroradiometer
(MODIS) for 2000–2011 (Platnick et al., 2003; King et al., 2003) and the
GCM-Oriented CALIPSO Cloud Product (GOCCP) for 2006–2010 (Chepfer
et al., 2010). For top-of-the-atmosphere (TOA) outgoing longwave radiation
data from the Clouds and the Earth’s Radiant Energy System (CERES) for
2000–2012 (Loeb et al., 2012) have been chosen.
The mean ECHAM6-FESOM ocean temperature and salinity fields are
evaluated against the PHC Climatology. For the sea ice extent, the satel-
lite record from Fetterer et al. (2002) is used. Furthermore, the associated
ocean transports and other characteristics are compared with those from
other state-of-the-art coupled climate models and stand-alone sea ice-ocean
models.
Simulation results from a set of well-established CMIP5 models (Taylor
et al., 2012) that qualitatively represents the spread among CMIP5 models
have been analyzed in order to put the performance of ECHAM6-FESOM
into context. Single realizations of the so-called historical simulations for the
period 1950–2005 were considered. In these, observed greenhouse gas and
aerosol forcing from 1850 onwards was prescribed rather than constant 1990
forcing. Because of the inertia inherent to the climate system, this difference
in design needs to be taken into account when discussing differences between
ECHAM6-FESOM, the CMIP5 models, and the observations. In particular,
a cooler surface temperature especially over the oceans is to be expected in
the CMIP5 model simulations, because some commitment warming remains
unrealized. This also has consequences for other parameters such as 500 hPa
geopotential height and precipitation.
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3.3 Results
In the following, the performance of ECHAM6-FESOM in simulating the
observed mean state of the atmosphere, ocean, and sea ice will be described.
The results will be discussed in the context of systematic errors found for
other state-of-the-art climate models.
3.3.1 Atmosphere
2-m temperature
Climatological 2-m temperatures (2mT) for boreal winter and summer as
simulated by ECHAM6-FESOM are shown in Fig. 3.3 together with corre-
sponding systematic errors. Over large parts of the globe, 2mT is simulated
with an accuracy of 1 K when compared to climatological means from ERA-
40 data. The spatial pattern of biases is generally similar to MPI-ESM-LR
(Stevens et al., 2013) except for the Northern North Atlantic while MPI-
ESM-LR is globally slightly cooler due to the different model set-up regarding
the greenhouse gas and aerosol forcing.
The largest biases of around 10 K are found over Antarctica with colder
(warmer) temperatures occurring in austral summer (winter) in ECHAM6-
FESOM compared to ERA-40. The warmer temperatures in austral winter
extend into the Southern Ocean especially around the Greenwich meridian—
a problem also present in the historical simulations of CMIP5 models, such
as MPI-ESM-LR (Stevens et al., 2013) and HadGEM2 (Collins et al., 2011),
as well as in a present-day control run of EC-EARTH (Hazeleger et al., 2012).
However, substantial biases over Antarctica have been detected even in the
reanalysis data used for the comparison (Klo¨wer et al., 2013; Bromwich &
Fogt, 2004).
Over the continents CCSM4 (Gent et al., 2011), HadGEM2, and MIROC-
ESM (Watanabe et al., 2011) tend to show larger biases compared to ECHAM6-
FESOM and MPI-ESM-LR. In the stratocumulus regions west of South
America and west of South Africa a lack of stratocumulus clouds contributes
to strong positive biases of up to 6 K during austral winter. This problem is
typical for many coupled climate models (Stevens et al., 2013) although the
magnitudes in MPI-ESM-LR, CCSM4, and HadGEM2 are slightly smaller.
Furthermore, during boreal winter a pronounced cold bias of up to 10 K
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(a) (b)
(c) (d)
Figure 3.3: (a) Climatological 2-m temperature (◦C) during boreal winter (DJF)
as simulated by ECHAM6-FESOM and (b) corresponding differences between
ECHAM6-FESOM and ERA-40 reanalysis (Uppala et al., 2005). (c) and (d) same
as (a) and (b), but for boreal summer (JJA).
can be seen in the Barents Sea. This bias is consistent with an excessive
amount of sea ice in this area (see section 3.3.2). The problem of too much
ice is also present in CCSM4 and to some extent in HadGEM2. By contrast,
MPI-ESM-LR has a pronounced warm bias of up to 8 K in an extended
area around Greenland, Iceland and Spitsbergen, preventing the formation
of excessive sea ice. In boreal summer there are cold biases of 1–3 K over large
areas of the North Atlantic, the North Pacific, and the Arctic. This bias is
slightly bigger in MPI-ESM-LR except for the area around Greenland and
Iceland. As discussed further below, some of the 2mT errors in the North
Atlantic region can be explained by shortcomings in simulating the North
Atlantic circulation (e.g. the Gulf Stream separation).
Precipitation
Simulated total precipitation climatologies are shown in Fig. 3.4 along with
their biases. In absolute terms the largest biases are found in the tropics
and subtropics (Fig. 3.4). During both boreal winter and summer there are
large areas with wet biases in excess of 5 mm day−1 associated with the In-
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(a) (b)
(c) (d)
Figure 3.4: Same as Fig. 3.3, but for total precipitation (mm/day) compared to
GPCP (Adler et al., 2003; Huffman et al., 2009).
tertropical Convergence Zone (ITCZ). In the surrounding areas of downward
vertical motion dry biases locally exceeding 5 mm day−1 can be seen. This
feature also exists in other models and is known as the double ITCZ prob-
lem (e.g. Lin, 2007; Gent et al., 2011; Hazeleger et al., 2012). However, only
when annual means (not shown) are considered instead of seasonal means an
augmented double ITCZ, caused by too strong precipitation in both boreal
winter and summer at the respective location of the ITCZ, becomes visible.
The precipitation in the mid- and high latitudes is similar between ECHAM6-
FESOM and the GPCP data. It is important to note, however, that there
is considerable uncertainty in precipitation observations. Stephens et al.
(2012) point out, for example, that the GPCP dataset tends to underesti-
mate precipitation. CMAP (Xie & Arkin, 1998) is quite similar to GPCP
in the tropics and subtropics, but over the northern North Atlantic and the
northern North Pacific, as well as in the area of the Antarctic Circumpolar
Current (ACC) around 60 ◦S, CMAP shows even around 1–2 mm day−1 less
precipitation than GPCP; in relative terms this amounts to more than 50 %
locally. Given that GPCP is believed to be more accurate over the oceans
(Yin et al., 2004), only results from GPCP data are used here.
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(a) (b)
(c) (d)
Figure 3.5: Same as Fig. 3.3, but for total cloud cover (%) compared to MODIS
satellite data (Platnick et al., 2003; King et al., 2003).
Total cloud cover
Fig. 3.5 shows a total cloud cover comparison between ECHAM6-FESOM
and MODIS data; the results found for MODIS are equally valid for GOCCP
(not shown). The strongest negative biases in total cloud cover can be found
in subtropical stratocumulus areas west of South America, west of South
Africa, and west of Australia; similar results are found for MPI-ESM-LR
(Stevens et al., 2013).
For austral winter the negative bias is particularly strong, exceeding 60 %
in some areas west of South America and west of South Africa. In the
high latitudes total winter cloud cover is overestimated. In the summer
hemisphere biases have a more complicated structure. It should be noted
that simulated total cloud cover very much depends on how it is calculated
from the cloud cover in each model layer, which hampers any total cloud
cover assessment.
Outgoing longwave radiation
The pattern of outgoing longwave radiation (OLR) with maxima in the sub-
tropical areas is reproduced by ECHAM6-FESOM (Fig. 3.6). Especially for
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(a) (b)
(c) (d)
Figure 3.6: Same as Fig. 3.3, but for top of the atmosphere outgoing longwave
radiation (Wm−2) compared to CERES satellite data (Loeb et al., 2012).
boreal winter there are large areas in which differences between ECHAM6-
FESOM and observations are less than 5 Wm−2. In this season the strongest
positive biases of up to 50 Wm−2 occur around and just north of the equator,
whereas the strongest negative biases have a similar magnitude and occur in
the tropical and subtropical South Atlantic. In boreal summer the strongest
positive biases of up to 50 Wm−2 are restricted to the western tropical Pacific;
the strongest negative biases, having again a similar magnitude, occur over
the tropical Atlantic and Indonesia. Not surprisingly, biases are very similar
compared to MPI-ESM-LR. In HadGEM2 and CCSM4 biases are of similar
magnitude but show substantially different patterns. This suggests that the
atmospheric model formulation is the main driver of the above mentioned
biases.
10-m wind
Climatological 10-m winds of the ECHAM6-FESOM simulation are shown
in Fig. 3.7 together with their difference to ERA-40 reanalysis data. The
areas with positive bias are larger than the areas with negative bias when
compared to ERA-40, indicating that the near-surface winds tend to be too
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Figure 3.7: Same as Fig. 3.3, but for wind vectors (m/s) 10 m above the surface.
Wind vectors are plotted as arrows, and colors indicate the wind speed.
strong. Another feature is that the position of the strongest westerlies over
the Southern Hemisphere is shifted to the north as can be seen from a positive
wind speed bias around 35–50 ◦S and a negative wind speed bias around 50–
60 ◦S. In MPI-ESM-LR near-surface wind biases are generally similar com-
pared to our simulations, whereas in HadGEM2 the patterns are different,
including more areas with too weak winds than in ECHAM6-FESOM and
MPI-ESM-LR.
500-hPa geopotential height
For the geopotential height of the 500-hPa level (Z500) there is a tendency
towards negative biases in the mid-latitudes and positive biases in the high
latitudes (Fig. 3.8). Together with a slightly negative bias of around 10 m
in the tropics in boreal winter, this leads to a weakened meridional gradient
in Z500. Over the Northern Hemisphere a wave pattern of the bias can
be seen during wintertime with negative biases up to around 50 m over the
British Isles and similar positive biases over the Bering Sea. The systematic
error structure for Z500 shows that the model tends to produce too zonal
winds over the Northern Hemisphere, which is a well-known problem of many
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atmospheric models (e.g. Jung, 2005).
The cyclonic circulation bias over the north-eastern North Atlantic in
boreal winter can have two reasons. First, coarse-resolution atmospheric
models tend to underestimate Euro-Atlantic blocking events (e.g. Jung et al.,
2012). Second, a location bias of the Gulf Stream / North Atlantic Current
can result in an atmospheric circulation bias which in turn affects Euro-
Atlantic blocking (Keeley et al., 2012; Scaife et al., 2011). In fact, both our
SST (Fig. 3.11(a)) and our atmospheric circulation biases are similar to the
ones in the coupled climate model simulation of Keeley et al. (2012, their
Fig. 1).
The negative biases in austral winter south of Australia exceeding 80 m
and west of the Drake passage of around 50 m tend to amplify the observed
wave pattern in the Southern Hemisphere, resulting in too weak zonality of
the winds. In MPI-ESM-LR bias patterns are similar, but negative biases
are up to 40 m stronger than in ECHAM6-FESOM, and all year round neg-
ative biases of around 20–40 m occur in the tropics. This is presumably a
result of the colder tropical lower troposphere in MPI-ESM-LR compared
to ECHAM6-FESOM. HadGEM2 also shows negative Z500 biases over the
tropics all year round along with a tendency for too high Z500 over the
polar regions. On the other hand, CCSM4 shows a very different bias pat-
tern with too high subtropical and tropical Z500, possibly due to higher
near-surface temperatures in these areas, and negative Z500 biases over and
around Antarctica.
Performance indices
Recently it has become common practice to calculate performance indices
(PI) to obtain an objective overview of the relative skill of different climate
models in simulating observed aspects of the climate system. One such index
has been developed by Reichler & Kim (2008). Their metric is based on the
error variance derived from the simulated and observed climatological spatial
patterns of different variables. The error variance is scaled by the observed
interannual variance. Furthermore, they normalize this scaled error variance
with the scaled error variance averaged over all models participating in the
Coupled Model Intercomparison Project 3 (CMIP3).
Systematic errors in some of the observational data used in Reichler &
Kim (2008) have been identified and improved (e.g. Tokinaga & Xie (2011)).
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Figure 3.8: Same as Fig. 3.3, but for 500-hPa geopotential height (m).
Therefore we used a modified set of observational data, summarized in sec-
tion 3.2.5. The GPCP precipitation dataset was chosen because of its better
reliability over the ocean compared to CMAP (Yin et al., 2004). For total
cloud cover the MODIS dataset was selected because of the longer time series
available compared to GOCCP.
Table 3.1: Modified performance index (PI) for five regions in ECHAM6-
FESOM and MPI-ESM-LR. PIs below (above) 1 indicate that a model per-
forms better (worse) than the average of the CMIP5 models MPI-ESM-LR,
HadGEM2, CCSM4, GFDL-CM3, and MIROC-ESM.
Model 60-90◦S 30-60◦S 30◦N - 30◦S 30-60◦N 60-90◦N
ECHAM6-FESOM 0.93 0.86 0.84 0.79 0.90
MPI-ESM-LR 0.97 0.88 0.90 0.87 0.93
Since different physical processes are likely to be responsible for biases
in different seasons and different regions, the PI is computed in our study
separately for the four seasons and for the following five regions: the Arctic
(60–90 ◦N), the Northern Hemisphere mid-latitudes (30–60 ◦N), the tropics
(30 ◦N–30 ◦S), the Southern Hemisphere mid-latitudes (30–60 ◦S), and the
Antarctic (60–90 ◦S). Furthermore, the mean absolute error was used instead
of the error variance and no scaling of the error with the observed interannual
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variance was applied. Reichler & Kim (2008) applied the scaling to account
for the spatial variability of the variance, but this method may put too much
emphasis on low-variability regions, including foremost the tropics. Therefore
we omit the scaling but account for a large part of the mainly meridional
variability pattern by splitting the globe into the five different regions given
above.
Finally, the mean absolute error is normalized by the mean absolute error
averaged over the five CMIP5 models MPI-ESM-LR (Stevens et al., 2013),
HadGEM2 (Collins et al., 2011), CCSM4 (Gent et al., 2011), GFDL-CM3
(Griffies et al., 2011), and MIROC-ESM (Watanabe et al., 2011). As a result
of this normalization, PIs below (above) 1 indicate that ECHAM6-FESOM
performs better (worse) than the average of these five well-established CMIP5
models compared to the observations.
The modified PIs for ECHAM6-FESOM are shown in Table 3.1. PIs for
MPI-ESM-LR, which uses the same atmospheric component as ECHAM6-
FESOM, are also shown in order to allow for an assessment of the overall
impact FESOM has on the climate of the coupled system. According to
the PIs, ECHAM6-FESOM performs slightly better than the average over
the five CMIP5 models. ECHAM6-FESOM also performs well compared to
MPI-ESM-LR. Again it must be kept in mind though that slight differences
in the PIs can occur because of the different forcing in our ECHAM6-FESOM
simulation (constant greenhouse gas forcing of 1990) compared to the his-
torical CMIP5 simulations. In summary, the objective performance indices
presented in Table 3.1 indicate that ECHAM6-FESOM can compete with
other state-of-the-art climate models.
3.3.2 Ocean
Temperature and salinity
The time series of the globally averaged oceanic potential temperature is
shown in Fig. 3.9 (blue curve). Evidently, the drift of ECHAM6-FESOM is
characterized by a continuous ocean warming of about 0.001 K/year. The
first 60 years of the time series correspond to the ocean-only spin-up of
FESOM and show a positive trend comparable to that of the coupled sys-
tem. Climate models generally tend to simulate higher than observed average
ocean temperatures, and such drifts are found in many models under present-
62
3.3. RESULTS
Figure 3.9: Time series of the globally averaged ocean potential temperature
(◦C; blue line) and of the net residual (all components included) heat flux across
the ocean surface (W m−2; red line). The temperature time series includes 60 years
of the ocean-only spin-up.
day and pre-industrial forcing (e.g. Griffies et al., 2011; Lucarini & Ragone,
2011).
The positive imbalance in the net downward surface heat flux (Fig. 3.9,
red curve) associated with the drift shows a slightly negative trend but re-
mains non-zero, indicating that the model has not yet reached its equilibrium
in terms of the energy balance at the air-sea interface. Note that there is no
change in global salinity as the net freshwater flux across the ocean surface
is forced to be zero.
A Hovmo¨ller diagram of the horizontally averaged potential temperature
as a function of depth (Fig. 3.10(a)) indicates that the excessive amount of
heat is stored at mid-depth levels of the ocean (at about 1000 m depth). At
the same time, the upper ocean develops a cold bias that first occurs at the
surface and then becomes stronger and propagates downward to a depth of
about 200 m. A similar pattern is also simulated for the horizontally averaged
salinity (Fig. 3.10(b)): the deep ocean becomes saltier and the upper ocean
fresher. The overall effect on density is spatially inhomogeneous in the upper
ocean. In the deeper ocean the density is generally reduced.
A similar drift in ocean hydrography is also described in Sterl et al. (2012),
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(a)
(b)
Figure 3.10: (a) Hovmo¨ller diagramm for the global profile of oceanic potential
temperature changes (◦C) including 60 years from the ocean-only spin-up. (b) The
same as (a) but for salinity changes (PSU). Departures from PHC climatology
(Steele et al., 2001) are shown. The top and bottom panels on the right show
the profiles of temperature and salinity, respectively. Blue lines correspond to the
PHC climatology and the red lines to the year 410.
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Delworth et al. (2006, 2012), and Jungclaus et al. (2013). These authors dis-
cuss different factors that may be responsible for the bias. Sterl et al. (2012)
show that overestimation of the Mediterranean outflow can significantly in-
crease the deep-ocean salinity bias. Delworth et al. (2012) attribute this
anomaly to the insufficient eddy transport required to compensate for the
wind-driven subduction in the subtropical gyres. They show that moving
towards an eddy-resolving setting or a parameterization of the eddy stirring
reduces the temperature biases significantly. Jungclaus et al. (2013) sug-
gest that part of the problem arises from the improper interbasin exchange
between the Indian and South Atlantic oceans.
A more in-depth analysis of the evolution of the mid-depth bias in ECHAM6-
FESOM (not shown) indicates that the bias originates primarily in three
regions in the Atlantic ocean: the Strait of Gibraltar, the Gulf Stream sep-
aration zone, and a latitudinal belt around 40 ◦S. This fits well with the
arguments by Sterl et al. (2012), Delworth et al. (2012) and Jungclaus et al.
(2013).
We see that in ECHAM6-FESOM the Mediterranean Sea is contributing
most to the deep-ocean bias below 1000 m through the modification of the
outflow water and its pathways. The anomalously saline and warm waters
are advected westward in the subtropical gyre, gradually modifying the water
masses in the entire deep Atlantic. We suspect that the too strong surface
winds and associated offset in the buoyancy fluxes over the subtropical North
Atlantic (see Fig. 3.7) contribute to the drift as it does not appear before the
coupling, and also not in longer uncoupled FESOM simulations (see Danaba-
soglu et al., 2014). The bias, related to the Gulf stream separation zone and
the position of Gulf Stream and North Atlantic Current, does not penetrate
deeper than about 1000 m. It is most pronounced in the coupled mode indi-
cating once again that the model drift may be explained by the atmospheric
forcing, driving the coupled ocean towards a different climatological state.
Further insight into the nature of the model drift can be obtained by
inspecting the horizontal patterns of temperature and salinity biases at dif-
ferent levels (Fig. 3.11 and 3.12). The simulated sea surface temperature
(SST; Fig. 3.11(a)) shows a cold bias in excess of 5 ◦C east of Newfoundland.
This error is shared by most existing climate models (e.g. Scaife et al., 2011;
Gent et al., 2011; Delworth et al., 2012; Sterl et al., 2012; Jungclaus et al.,
2013) and is associated with a too southerly position of the North Atlantic
current. The bias amplitude varies within 5–7 ◦C in CCSM3 and CCSM4
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(a) (b)
(c) (d)
Figure 3.11: Horizontal deviations of potential temperature (◦C) from PHC
climatology (Steele et al., 2001) at (a) the surface, (b) 500 m, (c) 1000 m, and (d)
1500 m depth. The time average was taken over years 51–350 of the coupled model
run. Note the change in the color bar range for different depth levels.
(Gent et al., 2011) depending on the model resolution. Different remedies
have been proposed to reduce this problem: Gent et al. (2011), for example,
argue that the bias can be reduced by inclusion of a Nordic Sea overflow
parameterization (as introduced by Danabasoglu et al., 2010). Scaife et al.
(2011) show that the North Atlantic resolution of about 0.25 ◦ is sufficient in
their case to substantially reduce the cold SST bias compared to a resolution
of about 1 ◦; interestingly, their study suggests that improving the cold SST
bias in the northern North Atlantic might also help to enhance the ability
of coupled models to simulate Euro-Atlantic blocking. In contrast, Jung-
claus et al. (2013) compare two climate configurations with 1.5 ◦ and 0.4 ◦
resolution in the ocean and report only minor changes between both setups.
This suggests that, while the problem of simulating the proper location and
strength of the North Atlantic current is indeed common and shared by dif-
ferent state-of-the-art climate models, possible remedies may well be model
specific.
The SST bias in ECHAM6-FESOM, with a pronounced high SST along
the North American coast, points to a problem with the Gulf Stream sepa-
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(a) (b)
(c) (d)
Figure 3.12: Same as Fig. 3.11, but for salinity (PSU). Note the change in the
color bar range for different depth levels.
ration. Furthermore, deficiencies in the equatorial coastal upwelling regions
in the South Atlantic and Pacific appear, as well as a warm bias in the
Southern Ocean. These model shortcomings are typical problems in exist-
ing climate models. Sea surface salinity (SSS; Fig. 3.12(a)) indicates that
the cold and warm biases east of Newfoundland and at the North American
coast are associated with a freshening and salinization of the waters in the
respective regions. Freshening is found in the whole Pacific and across the
Atlantic Ocean in the belt 10–20 ◦S. The Indian and Southern oceans also
show higher SSS, with the largest bias in the Indian Ocean.
The patterns of model biases at deeper layers, shown in Fig. 3.11(b,c,d)
for temperature and in Fig. 3.12(b,c,d) for salinity, indicate that the excessive
heat is primarily stored in the Atlantic ocean with a maximum at a depth
of about 1000 m (see also Fig. 3.10(a)). Essentially the same holds for the
spatial pattern of the salinity bias. It is worth mentioning that the Atlantic
temperature and salinity biases in the deeper ocean are very similar to those
reported by Sterl et al. (2012). The Strait of Gibraltar in Sterl et al. (2012)
is represented by only one grid box with a width of 90 km, a factor six
larger than in reality, and the strait is too wide in ECHAM6-FESOM as
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well. This suggests that the deep-ocean salinity bias might be caused by an
excessive Mediterranean outflow. However, an additional experiment with
ECHAM6-FESOM with a narrower Strait of Gibraltar (not shown) did not
show any improvements regarding the deep-ocean bias. Besides, as already
mentioned, the bias evolves only when FESOM is coupled with ECHAM6.
This corroborates the hypothesis that the deep Atlantic bias in ECHAM6-
FESOM is rather caused by the bias in the atmospheric forcing.
The general conclusion from inspecting the ECHAM6-FESOM temper-
ature and salinity bias is that the model climatology drifts in a systematic
way from the observed climatology in response to the ”offset” in momentum,
heat and buoyancy fluxes. Hopefully, increasing resolution to explicitly re-
solve eddies would alleviate some of the above model errors. In principle,
this would favor the modeling approach based on unstructured meshes, as
one can resolve eddies locally where it is required. Yet this remains to be
shown in forthcoming studies.
Sea ice
Sea ice is an important component of the climate system and is very sensitive
to the model formulation. Sea ice concentration is one of the most reliably
measured quantities since the beginning of the satellite era in the late 1970s;
sea ice extent, defined as the area with ice concentrations greater than 15 %,
is directly derived from sea ice concentration and is commonly used for model
validation.
ECHAM6-FESOM simulates a mean Arctic sea ice extent of 14.56×106 km2
in March and 6.14×106 km2 in September. These values are lower than obser-
vational estimates of 15.7×106 km2 in March and 7.0×106 km2 in Septem-
ber (available online from the NASA Earth Observatory website, Fetterer
et al., 2002). The apparent underestimation of Arctic sea ice extent can
be explained by the Arctic Ocean area in the current ECHAM6-FESOM
setup being approximately 10% smaller than the actual area, largely because
of an inaccurate representation of the Canadian Arctic Archipelago (CAA)
and some features along the Siberian coast. The modeled sea ice extent in
the Southern Hemisphere is also underestimated. The simulated values are
1.19×106 km2 in March and 18.03×106 km2 in September compared to the
observations of 2.9×106 km2 and 18.7×106 km2 (Fetterer et al., 2002).
Generally, the sea ice thickness and concentration patterns in ECHAM6-
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(a)
(b)
Figure 3.13: Ice thickness (m) in March (left) and September (right) for (a) the
Northern Hemisphere and (b) the Southern Hemisphere. The time average was
taken over years 51–350 of the coupled model run. The white and black contours
indicate mean ice concentrations of 15 and 85%, respectively.
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FESOM in the Northern and Southern hemispheres (Fig. 3.13) are similar
to reanalysis and observational estimates (Zhang & Rothrock, 2005; Fetterer
et al., 2002). Compared to MPI-ESM-LR, which employs the same atmo-
spheric component, sea ice in ECHAM6-FESOM is thicker in March north
of Greenland and north of the CAA; the maximum thickness of Arctic sea
ice in March is above 4 m in ECHAM6-FESOM and about 3.5 m in MPI-
ESM-LR (Notz et al., 2013; Jungclaus et al., 2013), the former fitting better
with reanalysis data (Zhang & Rothrock, 2005). ECHAM6-FESOM simu-
lates too thick ice in the western Nordic Seas. Some of this ice is trapped
in a gyre, pointing to a possible artifact in the ocean circulation. There is
also extensive ice in the Barents Sea which is consistent with the pronounced
local cold bias in the lower atmosphere during boreal winter mentioned in
section 3.3.1. Despite some deficiencies, comparison with other climate mod-
els under present-day forcing reveals that the sea ice thickness distribution
simulated by ECHAM6-FESOM is fairly realistic (see Fig. s07 in Tietsche
et al., 2014).
Another model deficiency is seen in the Labrador Sea, which is intermit-
tently covered by sea ice extending into the northwestern North Atlantic.
The presence of sea ice in the Labrador Sea is associated with reduced con-
vection and deep water formation. The latter is known to affect the ampli-
tude and variability of the North Atlantic meridional overturning circulation
(AMOC) (e.g. Eden & Willebrand, 2001; Eden & Jung, 2001). Reduced deep
convection and winter freezing of the Labrador Sea is an artifact inherent to
many existing climate models and is addressed in more detail in the following
section.
Mixed layer depth and Labrador Sea bias
The mixed layer depth (MLD) as simulated by ECHAM6-FESOM is shown in
Fig. 3.14(a). There are three main centers of deep convection: the northeast-
ern North Atlantic, the Greenland Sea, and the eastern part of the Weddell
Sea; deep convection in the Labrador Sea as inferred from MLD is much
less pronounced. Given the lack of observational maps for MLD we resort
to a comparison with ocean-only integrations. The spread of MLD from
7 different ocean models is shown in Fig. 15 of Griffies et al. (2009) (see
also Sidorenko et al., 2011, for FESOM). Similar to some ocean-only models
ECHAM6-FESOM also depicts extreme MLD in the eastern North Atlantic.
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(a)
(b)
Figure 3.14: (a) Annual maximum of the mixed layer depth (m) averaged over
years 51–350 of the coupled model run. (b) From top to bottom: time series of the
annual Labrador Sea mixed layer depth maximum; normalized fresh water content
(blue) and the sea surface elevation (red); freshwater exports across Davis Strait
(green), Fram Strait (red) and the sum of both (blue); time series of the deep
salinity in the Labrador Sea.
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We can speculate that the deep density bias in the North Atlantic, associ-
ated with a less dense ocean, contributes to deeper MLD. This bias is largest
in the eastern North Atlantic and is probably driven by surface forcing, as
explained in section 3.3.2. Note that the deep bias is outweighed by fresh
surface water in the Labrador Sea. By and large, comparison reveals that
MLD simulated by FESOM when coupled to ECHAM6, including the aver-
age MLD in the Labrador Sea of about 800 m, lies within the range of values
obtained by other state-of-the-art ocean models.
The time series of the annual Labrador Sea MLD maximum is shown in
the upper panel of Fig. 3.14(b). It varies between about 2000 m and 200 m.
Clearly evident are persistent episodes with strong and weak Labrador Sea
convection. The latter is associated with sea ice spreading too far into the
northwestern North Atlantic, resulting in non-zero annual-mean thickness
values in that region (Fig. 3.13a).
A similar model issue has been reported in previous studies. Wood et al.
(1999), for example, find a collapse of Labrador Sea deep convection when
their model is forced with increased greenhouse gases. Stouffer et al. (2005)
indicate that the cold Labrador bias in the CM2.0 version of the GFDL
climate model has been removed in newer versions by choosing a smaller vis-
cosity in the extratropical ocean, which increases the strength of the subpolar
gyre circulation. A similar treatment was proposed by Jochum et al. (2008)
and implemented in CCSM4 (Gent et al., 2011). A different study by Sterl
et al. (2012) also describes such a ”cold event”, appearing in one of the runs
with the EC-Earth climate model; they attribute it to the ”chaotic nature
of the climate system”. The recent work by Drijfhout et al. (2013) discusses
the mechanism behind this abrupt climate shift and argues that the initial
cooling, responsible for the cold event, is caused by a period of enhanced
atmospheric blocking over the eastern subpolar gyre.
Although the reason for the low skill of ECHAM6-FESOM in simulating
the sea ice and MLD in the Labrador Sea is not yet completely understood,
some analysis has been undertaken in an attempt to identify its cause. The
discussion below relies on several integrations with a total duration of 1500
years, but the illustrations use only the first few hundred years of the model
run. The second panel (from top) in Fig. 3.14(b) (blue line) depicts the nor-
malized time series of the fresh water content in the upper 300 m diagnosed
in the middle of the Labrador Sea. As one would expect, this quantity indi-
cates that the cold Labrador event (defined as the collapse of Labrador Sea
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MLD) is associated with an increase of the upper-ocean fresh water content.
Sea surface height is significantly influenced by such freshening through its
steric component as shown in the same plot (red line). The analysis suggests
that the freshwater increase and the cold event occur simultaneously.
This implies that the origin of the cold events may be associated with
the source of the upper-ocean fresh water. The time series of the fresh water
transport through Davis and Fram Straits are therefore also shown in the
third panel of Fig. 3.14(b). A reference salinity of 34.8 psu is used for the
computation of the fresh water content. The transport time series are al-
most perfectly anticorrelated: the cold (shallow MLD) events are associated
with an increase in the fresh water transport through Fram Strait, whereas
they are associated with a decrease in fresh water transport through Davis
Strait. This is supported by evidence that the simulated fresh water exported
through Davis Strait stays largely confined to the Labrador Current, whereas
the fresh water coming through Fram Strait mixes laterally and affects the
deep convection in the Labrador Sea (see e.g. Wekerle et al., 2013). This sug-
gests that the Fram Strait fresh water export contributes to the cold events.
A cross-correlation analysis (not shown), however, indicates that the export
through Fram Strait lags the cold events and is thus a consequence rather
than the cause of the event: Fram Strait fresh water export appears to be
part of a positive feedback to the ”Labrador freezing” phenomenon. Exclud-
ing the influence of the atmospheric buoyancy flux as a cause, fluctuations
in the Labrador Sea freshwater export or the input of saline water from the
Irminger current seem to be causing the sporadically occuring cold events. It
is worth mentioning that closing the fresh water budget for the upper layer
in the whole Labrador Sea is difficult since deep convection takes place in
the interior of the basin.
A further analysis of the upper-ocean fresh water inflow and export (not
shown) reveals that the decrease in fresh water export precedes the increase
of the upper Labrador Sea fresh water content. This also suggests that some
shift in the dynamics of the subpolar gyre takes place; it may be associated
with the change in the upper as well as in the deeper ocean. The time
series for the deep-ocean salinity anomaly at about 1600 m (bottom panel in
Fig. 3.14(b)) indicates that the cold events are indeed associated with changes
also in the deep ocean. The high deep-ocean salinity during the cold events is
not the imprint of the reduced deep convection, but results from anomalously
saline and warm water advected into the Labrador Sea from the deep eastern
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Figure 3.15: Barotropic streamfunction (Sv) computed by integrating the
barotropic flow from north to south. The time average was taken over years
51–350 of the coupled model run.
North Atlantic. In fact, every cold event simulated by ECHAM6-FESOM is
preceded by such an inflow of this anomalous water into the Labrador Sea.
Because the temperature effect dominates, this water is anomalously light,
explaining the weakening of the subtropical gyre. The origin of this water
can be traced back to the salinity anomaly occurring in the eastern North
Atlantic. As discussed in section 3.3.2, the shift in the surface forcing modifies
the deep waters originating near the Strait of Gibraltar. Note also that the
first cold event happens shortly after the salinity bias has propagated from
the eastern Atlantic to the deep Labrador basin. This suggests that the bias
in the whole deep North Atlantic, presumably caused by a bias in atmospheric
forcing, is at least partly responsible for these intermittent periods of reduced
deep convection and winter freezing in the Labrador Sea.
A plausible solution to the problem then is the reduction of the wind
bias and, by this means, the associated offset in the buoyancy fluxes in the
coupled model. A sensitivity study shows a strong impact of the gravity wave
drag formulation in ECHAM6-FESOM on the deep North Atlantic bias. On
the other hand, the suggestion made by Jochum et al. (2008) to reduce the
oceanic viscosity did not lead to great improvements in ECHAM6-FESOM.
This indicates once more that possible remedies may well be model specific.
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Ocean circulation
The large scale ocean circulation is now assessed in terms of barotropic and
AMOC streamfunctions (Figs. 3.15 and 3.16). In general, the ocean circula-
tion simulated by ECHAM6-FESOM is similar to those produced by other
climate and ocean-only models (e.g. Griffies et al., 2009; Jungclaus et al.,
2013), with some differences in the strength of the main gyres. ECHAM6-
FESOM simulates the Atlantic subtropical gyre with a maximum of 40 Sv
at the American coast; its subpolar gyre is relatively weak with a maximum
of only 20 Sv. The latter varies between 37 Sv and 28 Sv in Jungclaus et al.
(2013) for medium and low resolution settings, respectively. The strength of
the South Atlantic subtropical gyre amounts to about 75 Sv and lies between
the low and medium resolution settings from MPI-ESM with 90 Sv and 62 Sv,
respectively. The maximum of the Kuroshio subtropical gyre is 80 Sv and is
identical to the low resolution setting in MPI-ESM and 20 Sv stronger than
in the medium resolution run.
The strength of the ACC as derived from the Drake Passage transport is
about 160 Sv in ECHAM6-FESOM. This is consistent with the observational
estimate of 134 Sv and a provided uncertainty of 11–20 % (Cunningham et al.,
2003). The Drake Passage transport in ECHAM6-FESOM also agrees with
the ocean-only model results described in Griffies et al. (2009) and the stand-
alone FESOM in Sidorenko et al. (2011). Except for two, all models described
in Griffies et al. (2009) simulate a Drake Passage transport between 140 Sv
and 190 Sv. The transports reported in Jungclaus et al. (2013) are 169 Sv
and 185 Sv for low and medium resolutions, respectively. On the other hand,
Delworth et al. (2012) report a lower value of 116 Sv for the Drake Passage
transport in the newer CM2.5 model version, compared to 130–140 Sv in
CM2.1.
The Atlantic meridional overturning circulation (AMOC) is shown in
Fig. 3.16 as a function of both depth and potential density (referenced to
2000 m). The maximum of the basin-wide mid-depth cell is at 1000 m and
at a mean potential density of about 1036 kg/m3. The high tropical resolu-
tion results in a system of currents and related pattern of upwelling at and
downwelling north and south of the equator. This modifies the mid-depth
cell at the equator. This is not observed at lower tropical resolutions in
ECHAM6-FESOM, but fits well the results shown by Delworth et al. (2012,
their Fig. 15).
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(a)
(b)
Figure 3.16: (a) Atlantic meridional overturning streamfunction (Sv) as a func-
tion of latitude and depth. (b) The same as (a), but as a function of latitude and
potential density referenced to 2000 m. The time average was taken over years
51–350 of the coupled model run.
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The bottom cell, which corresponds to the Antarctic bottom water, is
clearly reproduced and has a maximum of 2 Sv in the North Atlantic and
above 5 Sv in the South Atlantic. The AMOC maximum at 45 ◦N is only
slightly above 12 Sv, which is significantly less compared to most other stand-
alone ocean and coupled climate models (e.g. Griffies et al., 2009, 2011; Del-
worth et al., 2012; Gent et al., 2011; Jungclaus et al., 2013; Danabasoglu
et al., 2014). Also, when run in an ocean-only configuration, FESOM pro-
duces a relatively weak AMOC (Sidorenko et al., 2011; Danabasoglu et al.,
2014). In the coupled model the weak AMOC affects the heat transport
to the north (see section 3.3.3), and may also be partly responsible for the
episodic freezing of large parts of the Labrador Sea (see above). The weak
AMOC in FESOM will be addressed in future works; particular attention
will be paid to the resolutions of the Faroe and Denmark strait overflows, as
these are believed to play a key role in setting the strength and variability of
the AMOC (e.g. Beismann & Barnier, 2004; Yeager & Danabasoglu, 2012).
3.3.3 Meridional heat transports
The annual mean meridional heat transports (MHT) simulated by ECHAM6-
FESOM (Fig. 3.17) are largely consistent with observational estimates. The
latter are based on satellite measurements of the net radiation at the top
of the atmosphere (Fasullo & Trenberth, 2008), direct oceanic observations
(Ganachaud & Wunsch, 2003; Msadek et al., 2013), and atmospheric reanal-
yses (Fasullo & Trenberth, 2008). The peak values of the simulated total (at-
mosphere + ocean) MHT are 5.8 PW at 35 ◦N and -5.9 PW at 35 ◦S, agreeing
well with observational estimates of (5.9±0.3) PW and (-5.9±0.5) PW found
at the same latitudes (Fasullo & Trenberth, 2008). This agreement indicates
that the zonal-mean distribution of absorbed solar radiation, which is the
main driver of the considerable spread in total MHT among coupled climate
models and is in turn largely determined by cloud reflection properties (Dono-
hoe & Battisti, 2012), is simulated comparatively well in ECHAM6-FESOM.
The simulated atmospheric MHT peaks at 41 ◦N with 5.0 PW and at 39 ◦S
with -5.6 PW (Fig. 3.17); observed peak values occur at the same latitudes,
with the same magnitude in the northern hemisphere ([5.1±0.5] PW) but
with a smaller magnitude in the southern hemisphere ([4.9±0.2] PW). The
latter apparent bias is compensated by a relatively weak poleward MHT in
the southern extratropical ocean. The global ocean MHT is however rea-
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Figure 3.17: Mean meridional heat transports (PW, northward positive) in
ECHAM6-FESOM. To compute the individual contributions from the Atlantic
and Indo-Pacific oceans, a zero heat transport through the Bering Strait has been
specified.
sonably simulated in the northern extratropics and in the tropics, with peak
values of 1.6 PW at 19 ◦N ([1.7±0.3] PW at 15 ◦N according to Fasullo &
Trenberth (2008)) and -1.3 PW at 11 ◦S ([-1.2±0.5] PW according to Fasullo
& Trenberth (2008)).
Splitting the ocean MHT into contributions from the Atlantic and Indo-
Pacific oceans (Fig. 3.17) and comparing with estimates based on direct ob-
servations reveals a considerable underestimation of northward energy trans-
port in the Atlantic ocean in ECHAM6-FESOM. Simulated values of 0.21 PW
at 30 ◦S, 0.22 PW at 19 ◦S, 0.84 PW at 25 ◦N, and 0.47 PW at 47 ◦N are consis-
tently lower than the respective observational estimates of (0.35±0.15) PW,
(0.77±0.2) PW, (1.27±0.15) PW, and (0.6±0.09) PW in Ganachaud & Wun-
sch (2003), the value close to 25 ◦N being even slightly higher according to
Msadek et al. (2013). This bias in the Atlantic is largely compensated by the
Indo-Pacific MHT, resulting in reasonable values for the global ocean MHT.
Since the northward MHT in the Atlantic is dominated by the overturning
component (Msadek et al., 2013), the Atlantic MHT bias corresponds to the
weak AMOC in ECHAM6-FESOM and to the biases at the North Atlantic
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deep water formation sites (Sect. 3.3.2).
3.3.4 Effects of increased horizontal resolution in the
tropical Pacific
In order to analyse the effect of the increased horizontal resolution in the
tropical ocean (resolved in the current setting with up to 0.25◦, see Fig. 3.1),
we performed a second simulation (LOW) with coarser resolution in the trop-
ical belt (≈ 1◦). Outside the tropics the two grids are identical. The model
setup of LOW, including initialization and simulation length, is identical to
that of the simulation analyzed throughout this study (REF in the following).
With higher resolution, narrow equatorial current systems emerge in the
Pacific. This is revealed by the tropical barotropic streamfunction difference
between REF and LOW (Fig. 3.18). There is an increased eastward volume
transport at the equator in REF. Simultaneously, we observe an increased
westward volume transport at approximately 2 ◦N and 3 ◦S in REF. In accor-
dance, a more vigorous Equatorial Undercurrent (EUC) and distinguishable
branches of the South Equatorial Current (SEC) are found in the equatorial
ocean (Fig. 3.19). Due to the increased horizontal resolution, the EUC is
narrower in REF with a core speed of more than 0.9m s−1 at 150m depth.
The EUC in LOW is broader and shows a peak current speed of only 0.5–
0.6m s−1 at 150m depth. Consistent with REF, Wyrtki & Kilonsky (1984,
their Fig. 2) observed an EUC core speed of more than 0.9m s−1. The North
Equatorial Countercurrent (NECC) also tends to strengthen with higher res-
olution. Outside the tropical band between 10 ◦N and 10 ◦S, REF and LOW
show only minor differences in the barotropic streamfunction.
Consistent with the improved equatorial current systems in the Pacific,
the annual mean SST in the Western Pacific warm pool region increases. A
positive atmospheric feedback appears to strengthen this initial anomaly:
convergent anomalous surface winds at the equator (Fig. 3.20) result in
anomalous downwelling and a further increase in SST. Overall, the mean
SST in the warm pool region is higher by up to 1K for REF compared to
LOW (Fig. 3.21). Thus the equatorial cold tongue bias, present in most cou-
pled climate models, is reduced by up to 1 K in REF compared to LOW.
The improved equatorial ocean background state in REF compared to LOW
has a positive effect on the representation of ENSO; details on this will be
reported elsewhere.
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(a)
(b)
(c)
Figure 3.18: Mean barotropic streamfunction (Sv) for the tropical Indian and
Pacific Ocean for a) REF (≈ 0.25◦ tropical resolution) and b) LOW (≈ 1◦), years
51–350. c) Difference in the barotropic streamfunction (REF - LOW). Stream-
functions have been computed by integrating from north to south.
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Figure 3.19: Meridional sections (20yr mean) of zonal ocean velocities [ms−1] at
155°W for REF and LOW. Red color is eastward flow while blue color is westward
flow. Naming of currents follows Wyrtki & Kilonsky (1984, their Fig. 4).
EUC: Equatorial Undercurrent; SEC1/SEC2/SEC3: First, second and third
branch of the South Equatorial Current; NECC/SECC: North/South Equatorial
Countercurrent; NEC: North Equatorial Current; NSCC/SSCC: Northern/South-
ern Subsurface Countercurrent.
This figure was not shown in the published manuscript by Sidorenko & Rackow et
al. (2014).
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Figure 3.20: Difference
(REF - LOW) in the 10m
wind field between REF
(≈ 0.25◦ tropical resolu-
tion) and LOW (≈ 1◦),
years 51–350.
This figure was not
shown in the published
manuscript by Sidorenko &
Rackow et al. (2014).
Figure 3.21: Difference (REF - LOW) in mean surface temperature (SST over
the ocean) between REF (≈ 0.25◦ tropical resolution) and LOW (≈ 1◦), years
51–350.
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3.4. SUMMARY AND CONCLUSIONS
The effects of increased horizontal resolution in the tropical ocean are
strongest in the Pacific. In principle, ECHAM6-FESOM would allow for in-
creased tropical resolution only in the Pacific. In that way the improvement
gained in the simulation of the tropical Pacific could be retained while simul-
taneously reducing the amount of grid points and hence the computational
burden. One would expect that an increased horizontal resolution in other
key regions, such as the Gulf Stream/North Atlantic or Arctic Ocean, has
the potential to improve the modeled climate. This will be investigated in
forthcoming studies.
3.4 Summary and conclusions
A new coupled climate model – ECHAM6-FESOM – has been developed. Em-
ploying an unstructured grid for the sea ice-ocean component, ECHAM6-
FESOM is the first coupled model of its kind and represents a major step
towards multi-resolution climate modeling. In its present configuration, the
overall fidelity of ECHAM6-FESOM in simulating the observed mean climate
is comparable to that of some of the most realistic CMIP5 models. There are
still a number of model shortcomings, however, such as a too weak AMOC,
intermittent periods of winter ‘freezing’ of the whole Labrador Sea, and the
development of large temperature and salinity biases in the deep North At-
lantic. It has been argued that the deep ocean bias, presumably caused by a
systematic shift in the surface winds, is likely a prerequisite for the Labrador
freezing events. Understanding and rectifying these issues will be the sub-
ject of future research. The performance of ECHAM6-FESOM in simulating
the climate variability has not been addressed in this paper and will be the
subject of a follow-up paper (Rackow et al., 2014).
In ECHAM6-FESOM a multi-resolution approach is employed only for
the sea ice-ocean component. A regular-grid atmosphere model has been
used not only for practical reasons: it appears reasonable that the multi-
resolution approach is particularly well suited for modeling the sea ice-ocean
system with its strong boundary currents, localized deep convection regions,
and complex geometry. Multi-resolution techniques are also particularly well
suited for the representation of ice shelf-ocean interactions (Timmermann
et al., 2012), which have attracted an increasing amount of attention in recent
years (e.g., Hellmer et al., 2012).
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In this study an unstructured grid with moderate stretching factors was
used for the sea ice-ocean component. This was done in order to make the
new climate model better comparable to existing more traditional systems
and to provide a benchmark against which future experiments with strong
grid refinements (e.g. for the western boundary currents, upwelling regions,
or overflows) can be evaluated. It has been shown that an isotropically in-
creased tropical resolution leads to a more realistic equatorial current system
and a smaller cold SST bias in the tropical Pacific. In future studies, setups
with increased horizontal resolution in other key regions, such as the Gulf
Stream/North Atlantic and the Arctic Ocean, will be explored. Given the
fact that unstructured grid ocean models tend to be computationally more
expensive per degree of freedom than traditional quasi-regular grid models,
a major goal will be to exploit the potential of unstructured grid modeling
with an optimized local refinement, such that the benefits for the simulated
climate will outweigh the computational costs.
Acknowledgements The development of the coupled model has benefited
from support through the AWI, REKLIM, and TORUS-MiKlip. We thank
MPI Hamburg and CERFACS for supplying the ECHAM6 code and OASIS3-
MCT, respectively. Computational resources were made available by the Ger-
man Climate Computing Center (DKRZ) through support from the German
Federal Ministry of Education and Research (BMBF), and by the ”Nord-
deutscher Verbund fu¨r Hoch- und Ho¨chstleistungsrechnen” (HLRN) .
84
4. Simulated
climate variability1
”How inappropriate to call this planet Earth
when it is quite clearly Ocean.”
Arthur C. Clarke
1This chapter is based on a manuscript by Rackow et al. (2014) submitted to the jour-
nal Climate Dynamics under the title ’Towards multi-resolution global climate modeling
with ECHAM6-FESOM. Part II: climate variability ’. The text of this chapter is identical
with the submitted version, except that I changed the figure layout of Fig. 4.5 and Fig. 4.16
in order to better match the one-column layout of this thesis. I also added Fig. 4.15 which
was ’not shown’ in the submitted version. I wrote the original manuscript and conducted
the largest part of the analyses and plots. My co-authors revised the manuscript and
added text contributions for their individual analyses: H. F. Goessling performed the
DPP analysis and the exponential detrending of the E6-F data; D. Handorf analyzed the
atmospheric teleconnection patterns; T. Semmler computed the performance indices. All
remaining co-authors (T. Jung, D. Sidorenko, and D. Barbi) contributed either to the
technical realisation or to the evaluation of the results.
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Abstract This study forms part II of two papers describing ECHAM6-FESOM,
a newly established global climate model with a unique multi-resolution sea ice-
ocean component. While part I deals with the model description and the mean
climate state, here we examine the internal climate variability of the model under
constant present-day (1990) conditions. We (i) assess the internal variations in the
model in terms of objective variability performance indices, (ii) analyze variations
in global mean surface temperature and put them in context to variations in the
observed record, with particular emphasis on the recent warming pause, (iii) ana-
lyze and validate the most common atmospheric and oceanic variability patterns,
(iv) diagnose the potential predictability of various climate indices, and (v) put
the multi-resolution approach to the test by comparing two setups that differ only
in oceanic resolution in the equatorial belt, where one ocean mesh keeps the coarse
∼ 1 ◦ resolution applied in the adjacent open-ocean regions and the other mesh is
gradually refined to ∼ 0.25 ◦.
Objective variability performance indices show that, in the considered setups,
ECHAM6-FESOM performs overall favourably compared to five well-established
climate models. Internal variations of the global mean surface temperature in
the model are consistent with observed fluctuations and suggest that the recent
warming pause can be explained as a once-in-one-hundred-years event caused by
internal climate variability; periods of strong cooling in the model (hiatus analogs)
are mainly associated with ENSO-related variability and to a lesser degree also
to PDO shifts, with the AMO playing a minor role. Common atmospheric and
oceanic variability patterns are simulated largely consistent with their real coun-
terparts.
Typical deficits also found in other models at similar resolutions remain, in
particular too weak non-seasonal variability of SSTs over large parts of the ocean
and episodic periods of almost absent deep-water formation in the Labrador Sea,
resulting in overestimated North Atlantic SST variability. Concerning the influ-
ence of locally (isotropically) increased resolution, the ENSO pattern and index
statistics improve significantly with higher resolution around the equator, illus-
trating the potential of the novel unstructured-mesh method for global climate
modeling.
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4.1 Introduction
Understanding the internal variability of the climate system is essential in or-
der to assess the significance of observed climate changes, including the global
surface warming over the last decades and the apparent warming pause (hia-
tus) over the last 15 years. There is substantial evidence that, in contrast to
the long-term warming, the hiatus can be attributed to internal variability
of the climate system that masks the externally forced long-term warming
(Stocker et al., 2013; Hawkins et al., 2014; Chen & Tung, 2014). Given that
the temporal span of the observational record is too short to address mul-
tidecadal variability reliably, this evidence is primarily based on numerical
models of the climate system. These models are also the main tools to project
the future evolution of the climate system, where internal variations again
play a key role. The internal variability is thus one of the most crucial aspects
of any climate model and needs to be carefully explored and documented.
In most current climate models, including those contributing to the most
recent phase of the Coupled Model Intercomparison Project (CMIP5; Taylor
et al., 2012), the governing equations are discretized in space based on quasi-
regular grids or truncated expansions in spherical harmonics. These regular-
mesh models are rather similar with respect to their numerical core; this may
contribute to the effective number of global climate models being a factor 3
smaller than the total number of models (Pennell & Reichler, 2011).
To increase resolution locally in regular-mesh ocean models one can apply
’geometrical tricks’ such as the telescoping of ocean grid boxes in the tropics
(e.g. Delworth et al., 2006) and the strategic placement of the mesh poles
to exploit the convergence of meridians (e.g. Marsland et al., 2003). Another
approach is 2-way nesting, where coarse and high resolution regular-mesh
models are running in parallel such that the fine-resolution model is embed-
ded into a coarser one. However, apart from high technical demands of this
approach, inconsistencies along the boundaries pose considerable numerical
problems (Harris & Durran, 2010). In general, the flexibility to distribute
the computational nodes in regular-mesh models is strongly limited: to in-
crease the horizontal resolution in arbitrary regions of the ocean can only be
achieved by increasing resolution globally, which poses strong constraints in
terms of computational costs.
Recently, a suite of multi-resolution (i.e. irregular- or unstructured-mesh)
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ocean models has emerged (e.g. Chen et al., 2003; Danilov et al., 2004; Ringler
et al., 2013; Wang et al., 2014b), adding to the diversity in the current zoo
of ocean models. These models employ numerical cores that are different, in
essence, to today’s CMIP-type models and allow for locally increased resolu-
tion in arbitrarily chosen regions of the global ocean with smooth transitions.
Currently, the Finite Element Sea ice-Ocean Model (FESOM) is the only
multi-resolution ocean model which is available in a coupled configuration
with a state-of-the-art atmospheric general circulation model (ECHAM6-
FESOM; Sidorenko & Rackow et al., 2014). Sidorenko & Rackow et al.
(2014) showed that the realism of the mean climate simulated by ECHAM6-
FESOM (run with 1990 aerosol and greenhouse gas concentrations) is com-
parable to that of standard CMIP5 models. In Sidorenko & Rackow et al.
(2014), the potential of the multi-resolution approach has been demonstrated
in the equatorial Pacific, where an increased resolution from 1 ◦ to 0.25 ◦ in
the equatorial belt results in an improved simulation of the narrow equatorial
current system and a reduced cold sea surface temperature (SST) bias.
In this study, ECHAM6-FESOM is validated regarding the simulated
internal climate variability, using the same model and experimental setup
(apart from longer integration) as in Sidorenko & Rackow et al. (2014). The
potential of the multi-resolution approach is demonstrated further by in-
spection of the resolution dependence of the variability in the equatorial Pa-
cific associated in particular with the El Nin˜o–Southern Oscillation (ENSO).
Apart from this aspect, the multi-resolution approach is not exploited in this
study.
The aim of this study is threefold:
1. To validate the internal climate variability of a long (1,500-yr) present-
day control run with ECHAM6-FESOM on different time scales, com-
pare to observations and to other models where appropriate;
2. To assess whether the observed hiatus in global mean surface temper-
ature rise could have been caused by internal variability alone, and to
diagnose the potential predictability of various climate variables;
3. To put the multi-resolution approach to the test in the tropical Pacific
by studying the influence of mesh refinement in the tropical ocean on
ENSO.
The paper is organized as follows. Sect. 4.2 describes the model setup
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and two different grid configurations. Sect. 4.3 describes the data sets which
are used and discusses utilized detrending methods. The climate variability
is analyzed in Sect. 4.4 and comprises 5 steps where we a) analyze the global
mean surface temperature characteristics; b) discuss hiatus-analog events
in global mean surface temperature and statistics of various climate indices
during these events; c) examine in more detail the climate indices discussed
in part b) regarding their spatio-temporal patterns compared to observations
and other models; d) investigate the influence of the tropical mesh resolution
on the modeled ENSO pattern and variability; e) conclude with an analysis
of the potential predictability of all climate indices considered in this study.
The paper closes with a summary and conclusion in Sect. 4.5.
4.2 Model setup
The global multi-resolution model ECHAM6-FESOM (E6-F) is applied in
two configurations differing only in the tropical horizontal resolution in the
ocean. The atmosphere component ECHAM6 (Stevens et al., 2013) is em-
ployed at T63L47 resolution (approx. 1.875 ◦ horizontal resolution with 47
vertical levels and a 10 minutes time step). The ocean component FESOM
is a multi-resolution sea ice-ocean model (Danilov et al., 2004; Wang et al.,
2008, 2014b) that has been developed at the Alfred Wegener Institute, Helmholtz
Centre for Polar and Marine Research (AWI). FESOM discretizes the model
domain with triangular surface grids. In the current setup, FESOM oper-
ates on 46 unevenly spaced z-levels in the vertical, with a spacing of 10 m in
the upper 100 m and increasing steps below. The time step is 30 minutes.
FESOM and ECHAM6 are coupled every 6 hours via the OASIS3-MCT cou-
pler (Valcke et al., 2013). For more details see Sidorenko & Rackow et al.
(2014).
As in Sidorenko & Rackow et al. (2014), FESOM is employed here in two
configurations (Fig. 4.1) regarding the horizontal mesh:
1) The reference mesh (REF) has a nominal resolution of 150 km in the open
ocean. The mesh is gradually refined towards the equator down to ≈ 25 km.
Refinement is also applied in the northern part of the North Atlantic as well
as near coastlines. Note that the triangular surface grid refinement is al-
ways isotropic, i.e. equally in meridional and zonal direction, in contrast to
the ’telescoping’ of grid boxes at the equator applied in some regular-mesh
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Figure 4.1: Arctic and Pacific sectors of the ocean meshes used in this study. The
REF simulation is based on a mesh with resolution up to 0.25 ◦ in the tropics. A
depiction of the Atlantic sector of this mesh can be found in Sidorenko & Rackow
et al. (2014). The LOW simulation is based on a mesh identical to the REF mesh
except for missing local refinement in the tropics.
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Table 4.1: Modified performance indices (PI) for the mean climate state
simulated by ECHAM6-FESOM and MPI-ESM-LR. The PI are computed
separately for five regions, namely, the Arctic (60 − 90 ◦N), the North-
ern Hemisphere mid-latitudes (30 − 60 ◦N), the (inner) tropics (30 ◦N–
30 ◦S and 15 ◦N–15 ◦S, respectively), the Southern Hemisphere mid-latitudes
(30− 60 ◦S), and Antarctica (60− 90 ◦S). Smaller PI indicate better perfor-
mance (see appendix A.1 for their computation).
Model Arctic N. mid-lats Tropics Inner tropics S. mid-lats Antarctica
E6-F REF (51–350)* 0.96 0.80 0.85 0.88 0.86 0.93
E6-F REF (501–1,500) 0.99± 0.02 0.81± 0.01 0.90± 0.02 0.94± 0.02 0.89± 0.02 1.12± 0.05
E6-F REF (1–500) 0.97± 0.01 0.81± 0.01 0.86± 0.01 0.89± 0.01 0.86± 0.02 0.95± 0.03
E6-F LOW (1–500) 0.97± 0.01 0.81± 0.01 0.86± 0.01 0.89± 0.02 0.87± 0.01 0.97± 0.03
MPI-ESM-LR (56 years)** 0.90 0.87 0.90 0.92 0.88 0.99
* Updated PI values for the time period investigated in Sidorenko & Rackow et al. (2014, their table 1). Differ-
ences to their PI in the Arctic and Antarctic stem from the inclusion of sea ice concentrations in this study.
** MPI-ESM-LR PI are computed based on the first member of the CMIP5 historical simulations (56 years).
models (e.g. Delworth et al. (2006)). The triangular surface mesh contains
approximately 87,000 surface nodes, resulting in a total of about 2,900,000
nodes in all dimensions. 2) The low resolution mesh (LOW) is identical
to REF except for the refinement in the equatorial belt. In LOW the sur-
face mesh contains approximately 44,000 nodes, resulting in approximately
1,300,000 nodes in all dimensions.
Two E6-F simulations with the REF and LOW configurations have been
conducted with present-day greenhouse gas and aerosol concentrations from
the year 1990. Compared to part I of this study (Sidorenko & Rackow et al.,
2014), the REF simulation has been extended to 1,500 years and the LOW
simulation has been extended to 520 years to allow for a robust assessment
of the long-term climate variability.
Given the extension of the simulations, it is appropriate to give an update
on the performance of E6-F REF and E6-F LOW in simulating the mean
climate state by means of objective performance indices (PI, table 4.1; see
appendix A for their computation). Note that, in contrast to the PI reported
in Sidorenko & Rackow et al. (2014), these PI include an assessment of the
simulated sea ice concentrations in addition to the atmospheric variables
used in Sidorenko & Rackow et al. (2014). According to the PI, E6-F
REF performs very similar to E6-F LOW across the considered large-scale
regions. The PI for E6-F REF slightly worsen with advancing simulation
length because of a slow transient warming of the deep ocean. It is not clear
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to what extent this is a model bias or a realistic commitment warming due
to the constant present-day forcing. Despite the slow warming all PI remain
below 1 (except for Antarctica, see discussion in Sect. 4.4.5), indicating an
above-average performance compared to the considered set of CMIP5 models
(Sidorenko & Rackow et al., 2014). Thus, the main findings from Sidorenko &
Rackow et al. (2014) still apply to the extended simulations examined here.
4.3 Validation data and detrending methods
Several observational data sets are used in this study for the validation of
the model results. Near-surface temperatures over land and ocean are taken
from the UK Met Office Hadley Centre’s HadCRUT4 data set (Morice et al.,
2012) for the period 1850-2012. Due to spatio-temporally varying data cov-
erage, this data set includes gaps. In addition, the HadISST data for sea
surface temperature anomalies between 1870 and 2012 with global cover-
age is used where data gaps have been filled by an optimal interpolation
procedure (HadISST; Rayner et al., 2003). More data are taken from the at-
mospheric ERA-Interim reanalysis provided by ECMWF (Dee et al., 2011).
Finally, objective performance indices for the variability of E6-F are also
compared to the PI for one of the MPI-ESM-LR (Giorgetta et al., 2013a)
CMIP5 historical runs spanning the period 1950 to 2005.
These data have been detrended linearly at every grid point in order tolinear detrending
remove externally forced trends, and also the mean annual cycle has been
subtracted. This way only the non-seasonal internal climate variability is
retained. Note that, since the externally forced warming trend is unlikely tonon-seasonal
variability be linear, a residual signal may remain.
Due to the experimental setup that resembles a dynamical system con-
verging asymptotically towards a quasi-equilibrium state under constant forc-
ing, the E6-F data are treated differently. An exponential 3-parameter fit of
the form
f(y) = a · exp(−y/τ) + b (4.1)
to the last 1,000 years of the 3D integrated potential ocean temperature re-
sults in high-quality residuals (Fig. 4.2), with τ ≈ 813 y being the deep-ocean
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Figure 4.2: Time series of annual global volume-averaged ocean potential
temperature for E6-F REF (grey), years 1–1,500. An exponential function
a ∗ exp(−y/τ) + b has been fitted to the last 1,000 years (blue) of the integra-
tion and the best fit corresponds to the time scale τ ≈ 813 y. The discrepancy left
of the vertical line (where the fitted curve is extrapolated) illustrates the contam-
ination from transient effects on time scales shorter than τ . In the analysis below
we mostly use only years 501–1,500.
equilibration time scale. Exponential fits to sufficiently long subintervals of
the time series show only a weak dependence on the exact period used for
estimating the parameters a, b and τ (not shown), indicating the robustness
and physical plausibility of the method.
Unless otherwise specified, an exponential detrending of the form of eq. exponential
detrending(4.1) with τ ≈ 813 y is applied at each grid point to the last 1,000 years
of the E6-F REF simulation. Because of possibly varying trends in different
seasons, the detrending is performed separately for each month, which entails
the removal of the seasonal cycle, leaving again only the non-seasonal part
of the variability. Note that the time scale τ of the deep ocean adjustment
is used to remove the model drift from all E6-F data because the generally
lower drift to noise ratio, e.g. for the temperature at a single surface grid
point, allows no meaningful estimation of individual time scales. Moreover,
it stands to reason that the longest-time scale equilibration associated with
the deep ocean imprints on any other climate variables, which is confirmed
by high-quality residuals obtained for virtually all examined quantities (not
shown).
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Table 4.2: Performance indices for interannual standard deviations in five
different regions for E6-F REF, LOW and MPI-ESM-LR. Smaller PI indicate
better performance (see appendix A.2 for their computation).
Model Arctic N. mid-lats Tropics Inner tropics S. mid-lats Antarctica
E6-F REF (501–1,500) 0.91± 0.02 0.97± 0.02 0.96± 0.02 0.97± 0.04 1.03± 0.03 1.03± 0.03
E6-F REF (1–500) 0.91± 0.02 0.98± 0.03 0.97± 0.07 1.00± 0.10 1.00± 0.05 0.96± 0.03
E6-F LOW (1–500) 0.91± 0.02 0.97± 0.03 1.01± 0.05 1.05± 0.08 1.01± 0.03 0.98± 0.02
MPI-ESM-LR (56-yr) 0.88 0.96 0.98 1.00 1.00 0.98
In the first ∼ 500 years of the simulations, shorter time scale adjustments
take place that interfere with the long-term equilibration. Therefore, where
the first ∼ 500 years are used to compare the REF and LOW simulations,
the data are detrended linearly. Otherwise, the exponentially detrended last
1,000 years of the E6-F REF simulation are used, neglecting the previous 500
years.
4.4 Simulated climate variability
4.4.1 Performance indices (PI)
We start the discussion of the simulated internal climate variability using
objective variability performance indices (Table 4.2) which, analogously to
the PI for the mean state, integrate over large spatial areas and a number
of important quantities (see appendix A) based on standard deviations. The
PI are normalized such that an index larger (smaller) than 1 implies that
the model performs worse (better) than the average over the selected set of
CMIP5 models in comparison to observational data.
According to the PI (Table 4.2) E6-F REF and LOW perform similarly
well in terms of large-scale non-seasonal variability in the polar regions and
in the Northern and Southern mid-latitudes, irrespective of the time period
considered. If any, there is a tendency towards improved non-seasonal vari-
ability in the tropics and especially in the inner tropics due to increased
resolution in REF (also compared to MPI-ESM-LR), but the error bars for
REF and LOW overlap. Because, according to the PI, E6-F REF and LOW
perform similarly in the extratropics, the analysis of possible improvements
due to increased tropical resolution is limited to the tropical regions only
(Sect. 4.4.6).
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4.4.2 Global surface temperature
Spatial distribution of surface temperature variability
Following the methodology in Collins et al. (2001), the E6-F results are
compared to the HadCRUT4 dataset which is provided on a 5 ◦× 5 ◦ regular
grid with variable data coverage in space and time. We interpolated the
model data onto the coarser HadCRUT4 grid prior to the analysis. The
model data are then split into six non-overlapping chunks of the same length
as the HadCRUT4 data set (163 years). Afterwards, the data in every chunk
is masked to match the missing values in HadCRUT4 in both space and
time. As a result, an ensemble of six model realizations that mimic the
HadCRUT4 dataset in terms of spatio-temporal coverage is obtained. Based
on these data we compute a pattern of standard deviations for the monthly
surface temperature for every grid box (Fig. 4.3).
E6-F simulates an average non-seasonal monthly surface temperature
variability that is in broad agreement with observations from HadCRUT4
(Fig. 4.3). Naturally, the variability is most pronounced over land and is
largest over the northern continents. Overall, the agreement between model
and data over land is rather accurate with ratios of modeled to observed
variability between 0.75 and 1.25 (not shown). In some tropical regions the
simulated variability is higher by 25% to 50%, namely in northern Australia,
South America, India, and Central Africa.
Over the ocean, both E6-F and HadCRUT4 show increased variability
over the Gulf stream extension and the Kuroshio region. The increased vari-
ability in the equatorial Pacific west of the Peruvian coast, associated with
the El Nin˜o–Southern Oscillation (see Sect. 4.4.6), is well reproduced. Over-
all, the model however tends to have too weak variability over the ocean, in
particular over wide areas of the Southern Ocean, probably related to un-
resolved eddy activity. An exception occurs in the North Atlantic near the
Labrador and Barents Seas where the simulated variability is by a factor two
larger compared to observations. This agrees with the findings in Sidorenko &
Rackow et al. (2014) where the authors show that E6-F has indeed defi-
ciencies in simulating those areas: sporadically occurring decadal-scale ’cold
events’ with increased sea-ice coverage in later winter in the Labrador and
Barents Seas are associated with strongly augmented SST variability (see
Sect. 4.4.5).
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Figure 4.3: (Top) Standard deviation of non-seasonal monthly near-surface tem-
perature anomalies from HADCRUT4 (1850 to 2012) based on its 1961-1990 clima-
tology. Only grid boxes with at least 10 years of data are considered. White boxes
represent data gaps. (Bottom) Average non-seasonal monthly surface tempera-
ture standard deviation in the last 1,000 years of the E6-F REF simulation, derived
from the six non-overlapping 163-yr chunks as the square root of the ensemble-
mean variance. The model data have been interpolated to the HADCRUT4 grid
(5 ◦ × 5 ◦) prior to the analysis.
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Global mean surface temperature
We now analyze internal variations of the global mean surface temperature
(GMST)—the probably most discussed integrated quantity of the climate
system. The GMST (Fig. 4.4, top) is computed as the average of the north-
ern hemisphere (NH; Fig. 4.4, middle) and southern hemisphere (SH) values
(Fig. 4.4, bottom) to ensure equal weighting of the hemispheres despite the
variable data coverage (Morice et al., 2012). The standard deviation of the
modeled annual-mean GMST is 0.13 K while it is 0.16 K for HadCRUT4 after
a linear detrending. As pointed out by Collins et al. (2001), the standard
deviation analysis is complicated by the fact that after a simple linear de-
trending a residual signal of the externally forced warming trend (resulting in
overestimated internal variability) may remain. A polynomial detrending of
order two results in a reduced estimate for the internal variability of 0.12 K,
suggesting that the annual-mean GMST variability in E6-F is consistent with
observations.
The annual-mean NH-mean surface temperature anomaly (Fig. 4.4, mid-
dle) exhibits slightly higher than observed variability (standard deviation
0.20 K compared to 0.19 K (0.16 K) after linear (quadratic) detrending of the
observed values). As already mentioned, the model overestimates surface
temperature variability in the Labrador and Barents Seas (Fig. 4.3), pos-
sibly resulting in an overall overestimation of NH variability. The abrupt
GMST increase around the model year 1200 by approximately 0.4 ◦C, for
example, can be attributed to a strong warming in the Labrador Sea by 3
to 5 ◦C, accompanied by a smaller but pan-Arctic warming of more than
1 ◦C. Many climate indices in E6-F show connections to the variability in the
Labrador Sea, which is discussed in Sect. 4.4.5 in more detail. The modeled
annual-mean SH-mean surface temperature anomaly (Fig. 4.4, bottom), on
the other hand, exhibits variability that is consistent with observations: The
corresponding standard deviation is 0.11 K in E6-F while it is 0.14 K (0.11 K)
in HadCRUT4 after linear (quadratic) detrending.
We next examine variance spectra of the global, NH, and SH time series
of monthly mean surface temperature anomalies for the model and for the
HadCRUT4 data (Fig. 4.5). The one-sided power spectral densities (PSD)
are computed using Welch’s method (Welch, 1967) with a relative chunk
length of 1/4 (i.e. 40.75 years) and a Blackman window. The six model
PSDs (each based on a 163 y interval) provide a possible range of PSDs that
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Figure 4.4: (Top) Blue line: Exponentially detrended anomaly of global mean
surface temperature from the E6-F REF control run (1,500 years). Black line:
Linearly detrended time series of observed global mean near-surface temperature
anomaly from the HadCRUT 4 dataset (163 years). Grey lines depict the original
time series, with anomalies relative to the climatology of the last 300 years for
E6-F and relative to 1961–1990 for HadCRUT4. (Middle and bottom) Same
as top panel, but for the Northern and Southern Hemispheres.
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Figure 4.5: (Top left) Black line: Power spectral density (PSD) of the linearly
detrended HadCRUT4 non-seasonal GMST anomaly (163 years) with respect to
the 1961-1990 climatology. Cyan lines: PSDs for six 163 y intervals of E6-F REF.
The grey area depicts the 5%–95% confidence interval of an AR(1)-process fitted
to the HadCRUT4 data, based on 10,000 random realizations. (Top right and
bottom) Same as top left panel, but for the Northern and Southern Hemispheres.
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mirrors the sampling uncertainty associated with the single realization of
HadCRUT4. Red spectra for fitted AR(1) processes (von Storch & Zwiers,
1999, p.204–205) and their confidence bands, estimated with a Monte-Carlo
approach, are shown for comparison.
Overall, the GMST PSDs for E6-F are in remarkable quantitative agree-
ment with the observed GMST PSD from HadCRUT4 over the entire fre-
quency range (Fig. 4.5). Compared to the AR(1) spectra, both HadCRUT4
and the model exhibit less power on time scales between 1 and 2 years and
more power on time scales of 20 years and longer. As pointed out by Collins
et al. (2001), a possible residual (low-frequency) warming signal after the
linear detrending may bias the lowest frequency of the HadCRUT4 spec-
trum. As a result, the increased variance on the longest time scale can not
be reliably attributed to multi-decadal variability, though slow processes like
the Atlantic Multidecadal Oscillation (AMO) can actually generate increased
power at these time scales (see Sect. 4.4.4). In the Southern Hemisphere the
model does not show increased multi-decadal variability, which stands in
contrast to the HadCRUT4 data (Fig. 4.5, bottom). Again, however, the
increased variance in the observations on the longest time scale might be
unreliable.
Modeled vs. observed internal GMST trends
Having shown that E6-F reproduces GMST variability of reasonable am-
plitude over a wide range of frequencies, the 1,000-yr present-day control
simulation (REF) is now used to study internally generated trends in GMST
and to put observed trends into perspective. Following Stouffer et al. (1994)
and Collins et al. (2001), we calculate successively longer GMST trends for
HadCRUT4, all ending in either 1998 or 2012, and compare these to all
model trends of equal length. The motivation to compute not only most
recent trends but also trends ending in 1998 is to enable direct compari-
son to Collins et al. (2001). Since there was an extreme El Nin˜o event in
1997/1998, short GMST trends ending in 1998 are exceptionally large. Re-
garding the model data, for each trend length we determine the maximum
number of non-overlapping segments in the 1,000-yr simulation with trends
greater or equal to the observed trend. By this means we prohibit possible
clustered trends from being counted multiple times as might be the case for
the overlapping segments in Collins et al. (2001).
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Table 4.3: Number of occurrence of observed GMST trends in the last 1,000
years of the present-day E6-F control simulation. A model trend is counted
if it exceeds or equals the observed trend (compare table 1 in Collins et al.
(2001)). For the last line, a model trend is counted if it is below or equal to
-0.17℃ per decade.
Period HadCRUT4 trend Occurrence
[℃ per decade]
2008–2012 (5 years) 0.04 147
2003–2012 (10 years) −0.05 87
1998–2012 (15 years) 0.04 (”hiatus period”) 48
1993–2012 (20 years) 0.14 4
1988–2012 (25 years) 0.15 1
1983–2012 (30 years) 0.17 1
1973–2012 (40 years) 0.17 0
1963–2012 (50 years) 0.15 0
1953–2012 (60 years) 0.11 (”hiatus reference”) 0
1913–2012 (100 years) 0.07 0
1850–2012 (163 years) 0.05 0
1994–1998 (5 years) 0.72 14
1989–1998 (10 years) 0.29 17
1984–1998 (15 years) 0.26 1
1979–1998 (20 years) 0.17 3
1974–1998 (25 years) 0.20 1
1949–1998 (50 years) 0.08 1
1899–1998 (100 years) 0.06 0
1850–1998 (149 years) 0.04 0
Period HadCRUT4 trend Occurrence
− CMIP5 ensemble-mean
trend [℃ per decade]
1998–2012 (15 years) −0.17 (”hiatus analog”) 12
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Under the assumption that E6-F features realistic GMST variability,
short term trends over 20 years or less in the observational record—even
the large trend of 0.72℃ per decade between 1994 and 1998—can be easily
explained by internal variability (table 4.3). Recent observed trends over
longer periods, however, become less likely with increasing period length:
Regardless of the ending year (1998 or 2012), recent observed trends over
more than 25 years occur at most once in the 1,000-yr simulation. These
results support the prevailing conclusion (e.g. Stouffer et al., 1994; Collins
et al., 2001) that the observed global warming over the last decades can not
be ascribed to internal climate variability alone.
Hiatus analogs
The 15-yr period 1998–2012 exhibits a decreased global warming trend (0.04℃
per decade) compared to the 60-yr reference period 1953–2012 (0.11℃ per
decade). The period 1998–2012 is defined by the IPCC as the ’warming
pause’ or ’hiatus’ in GMST rise (AR5 WG1; Stocker et al., 2013, box TS.3).
The reference and hiatus periods are labeled accordingly in Table 4.3. In-
ternal variability of the climate system can either weaken or strengthen the
externally forced warming on decadal time scales, a prominent example be-
ing the augmented GMST rise associated with the Pacific climate shift in
1976/77 (Trenberth & Hurrell, 1994; Miller et al., 1994).
Following a similar approach as in the previous section, we use the 1,000-
yr present-day control simulation (REF) to assess how (un)usual the ob-
served warming pause is. As the period 1998–2012 includes both externally
forced and internally generated trend components, we investigate negative
GMST trends that are large enough to counteract an overlaid externally
forced warming trend. As an estimate of the externally forced trend in 1998–
2012, we use the CMIP5 historical ensemble-mean trend of 0.21℃ per decade
(AR5 WG1; Stocker et al., 2013, box TS.3). Thus, we consider 15-yr periods
with a GMST cooling trend of 0.04− 0.21 = −0.17℃ per decade (or less) ashiatus analog
hiatus analogs.
Twelve hiatus analogs occur in the 1,000-yr E6-F simulation (Table 4.3),
meaning that a hiatus analog is roughly a once-in-one-hundred-years event.
The associated median trend pattern of surface temperature (Fig. 4.6, top)
shows a significant cooling in the Arctic and in the tropical equatorial Pa-
cific. At the same time the sea level pressure in the tropical equatorial Pacific
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Figure 4.6: Median trend patterns associated with the twelve hiatus analogs in
the 1,000-yr E6-F REF simulation: (top) surface temperature trends [K / decade],
(middle) sea level pressure trends [hPa / decade] with vector trends of the 10m
wind [ms−1 / decade] overlaid, and (bottom) 500 hPa geopotential height (Z500)
trends [m / decade]. Stippling indicates that at least 11 out of the 12 hiatus
analogs agree on the trend sign, corresponding to a significance level of ∼ 99.4 %.
Vector trends of the 10 m wind are shown where at least one direction shows a
significant trend according to the same criterion.
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increases (Fig. 4.6, middle). The southern part of the tropical Atlantic, the
Indian Ocean, and adjacent land areas also depict a negative temperature
trend. This is also reflected in the trend pattern of the 500 hPa geopoten-
tial height (Z500; Fig. 4.6, bottom), depicting a general decrease in the
tropics between 30 ◦N and 30 ◦S. The Pacific surface temperature trend pat-
tern strongly resembles the Pacific Decadal Oscillation (PDO) pattern (see
Sect. 4.4.4) and suggests a shift of E6-F to a more negative PDO phase dur-
ing hiatus analogs (see also, e.g., Trenberth & Fasullo (2013); Meehl et al.
(2011)). However, while not all (9 out of 12) hiatus analogs coincide with a
decreasing PDO index (Fig. 4.7), all realizations exhibit a trend to more La
Nin˜a-like conditions (decreasing Nin˜o 3.4 index over 15 years), suggesting a
more robust link of hiatus analogs to ENSO-related variability than to PDO
shifts.
Tropical regions are known to influence the climate of the extratropics
through atmospheric teleconnections, in particular through the atmospheric
bridge (Alexander et al., 2002). Indeed, the simulated Nin˜o 3.4 index corre-
lates in phase with global surface temperatures at high latitudes in both hemi-
spheres, such as the Bering Strait and Ross Sea regions (not shown). Conse-
quently, those regions also show significant negative 15-yr GMST trends dur-
ing hiatus analogs. At the same time, the winds associated with the North
and South Pacific subtropical highs, in particular the southeasterly trade
winds, as well as the Southern Hemisphere westerlies around the Antarctic
continent intensify. An intensification of the Pacific trades has also been
identified to be associated with the recent observed hiatus in GMST warm-
ing, but the involved processes and causal relations remain unclear (England
et al., 2014). In the following we analyze the hiatus analogs further by in-
vestigating the evolution of other important climate indices during the 15-yr
hiatus analogs in E6-F.
The basin-wide SST mode in the Indian Ocean (Ind1, Sect. 4.4.4) is
closely connected to ENSO (e.g. Deser et al., 2010) and shows significant
basin-wide cooling over the 15-yr long hiatus analogs, consistent with the
trend to more La Nin˜a-like conditions. A similar trend is observed for the
Atlantic Nin˜o mode (Atl1, Sect. 4.4.4), connected with cooling of the equa-
torial Atlantic’s cold tongue. Of the dipole modes in the Atlantic (Atl2) and
the Indian Ocean (Ind2) (Sect. 4.4.4), only the latter shows a marginally
significant trend towards warmer (colder) SSTs in the western (eastern) In-
dian Ocean. In contrast to the PDO, the AMO shows no significant trend
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Figure 4.7: Trends of various climate indices during the twelve model hiatus
analogs, being represented in each case by a distinct colored marker. The mean
trend is shown by horizontal black lines where significantly different from zero at
the 95% significance level according to a two-sided one-sample Gauß test, with hor-
izontal grey lines denoting the 95% significance threshold. Vertical grey bars span
the 5% to 95% quantiles of all 15-yr trends within the 1,000-yr simulation. GMST:
Global mean surface temperature; AMO: Atlantic Multi-decadal Oscillation; PDO:
Pacific Decadal Oscillation; N34: Nin˜o 3.4 index; Ind1 & Ind2: Basin-wide & zonal
dipole mode of SST variability in the Indian Ocean; Atl1 & Atl2: Atlantic Nin˜o &
meridional dipole mode of SST variability in the tropical Atlantic; NAO: North At-
lantic Oscillation; PNA: Pacific North American pattern; AO: Arctic Oscillation;
AAO: Antarctic Oscillation; OHC a700 (OHC b700): Global ocean heat content
for the ocean column above (below) ∼ 700 m; AMOC: Atlantic Meridional Over-
turning Circulation transport; Ice M./S. NH/SH: March/September sea ice cover
in the northern/southern hemispheres (annual values). Monthly values are used
for all other indices. All time series are normalized by their standard deviation
prior to the computation of trends, resulting in unitless time series. Trends are
thus given in units of [decade−1].
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towards one side during the hiatus analogs: Trends of both signs are possible
in the model, suggesting a minor link between AMO phase changes and the
appearance of hiatus analogs.
Regarding atmospheric teleconnection patterns (Sect. 4.4.3), the Antarc-
tic Oscillation (AAO) index significantly increases and the Pacific-North
American (PNA) index significantly decreases during hiatus periods, whereas
the Arctic Oscillation (AO) and the North Atlantic Oscillation (NAO) show
no significant trends. The AAO trend is consistent with the intensified west-
erly winds around Antarctica (Fig. 4.6). Despite the significant trend in the
AAO index, the integrated Antarctic sea ice area for March and September
do not show significant trends, suggesting that other components unrelated
to the hiatus analogs play a larger role for the Antarctic sea ice cover.
The negative PNA trend can be explained by its strong link with ENSO
and the negative Nin˜o 3.4 trend. A negative PNA index tends to be asso-
ciated with positive (negative) surface temperature anomalies in the eastern
(western) United States, explaining the surface temperature trends in those
regions (Fig. 4.6).
It has been argued that there is a redistribution of heat in the ocean during
warming pauses (Meehl et al., 2011; Trenberth & Fasullo, 2013), with more
heat being stored in the deep ocean and less in the upper layers. Indeed, the
global depth-averaged ocean heat content for the ocean column above about
700 m (OHC a700m) decreases during all twelve hiatus analogs in E6-F. At
the same time, the heat content below about 700 m (OHC b700m) increases
in most realizations, suggesting that a redistribution of heat from the upper to
the deeper ocean often plays a role. During three hiatus analogs, however, the
ocean heat content below 700 m decreases along with the ocean heat content
in the upper ocean, accompanied by an exceptionally high net radiative heat
loss at the top of the atmosphere (TOA). This suggests the existence of
distinct flavors of hiatus analogs: They all share the predominance of La
Nin˜a-like conditions, but they differ in the relative importance of a vertical
redistribution of heat between the upper and the deep ocean and radiative
heat loss at the TOA.
In summary, consistent with earlier studies (Meehl et al., 2011; Meehl
& Teng, 2014) we conclude from the E6-F simulation that GMST warm-
ing pauses such as the recently observed one can be caused by internal cli-
mate variations that mask the externally forced global warming. Sufficiently
strong internal cooling periods are roughly once-in-one-hundred-years events
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in E6-F. These hiatus analogs are mainly associated with (i) a decreasing
PDO index along with an increasing (decreasing) frequency of La Nin˜a (El
Nin˜o) events, and (ii) a vertical redistribution of heat from the upper to the
deeper ocean and/or a net radiative imbalance at the TOA. In contrast, our
results suggest a minor role of the AMO in the appearance of hiatus analogs.
4.4.3 Atmospheric teleconnection patterns
Because a large part of the low-frequency atmospheric variability is repre-
sented by atmospheric teleconnection patterns, we now evaluate the spatial
structure of the most important teleconnections, namely, the Arctic Oscilla-
tion (AO), the Antarctic Oscillation (AAO), the North-Atlantic Oscillation
(NAO), and the Pacific-North-American Pattern (PNA).
The AO and AAO, also termed Northern and Southern Annular Mode
(NAM and SAM), describe north-south shifts in atmospheric mass between
the polar regions and the mid-latitudes, caused by interactions between baro-
clinic transients and/or planetary waves and the zonal mean flow (e.g. Feld-
stein & Lee, 1996). The two most important NH winter teleconnection pat-
terns on a regional scale are the NAO over the North Atlantic and Eurasia,
and the PNA over the North Pacific and North America. While the positive
phase of the NAO is related to strengthened westerlies over the North At-
lantic due to a shift of the North-Atlantic jet, the positive phase of the PNA
is associated with a strengthening of the North-Pacific jet.
The simulated AO, AAO, NAO, and PNA patterns are very similar to
their counterparts from the reanalysis data (Fig. 4.8); all corresponding pat-
tern correlations are larger than 0.9. There are slight differences with regard
to the strength and position of the centers of action: For the simulated AO,
the Pacific center of action is stronger and the Atlantic center of action is
shifted to the east. The simulated AAO is more zonally symmetric than its
counterpart from ERA-Interim.
Also in terms of pattern correlation, root-mean-square difference, and
standard deviation, E6-F is able to reproduce the most important atmo-
spheric teleconnections very well (Fig. 4.9). When compared to the range
of CMIP3 models analysed in Handorf & Dethloff (2012, compare their Fig-
ures 2 and 4), E6-F performs favorably with regard to the NAO and PNA
patterns.
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Figure 4.8: Spatial patterns (from left to right) of the Arctic Oscillation (AO),
the Antarctic Oscillation (AAO), the North Atlantic Oscillation (NAO), and the
Pacific North American pattern (PNA). Upper row: Patterns from ERA-Interim
reanalysis data for 1979–2011. Lower row: Patterns from years 501–1,500 of the
E6-F REF simulation. The AO pattern corresponds to the leading Empirical
Orthogonal Function (EOF) of the year-round monthly-mean anomalies of the
geopotential height field at 1,000 hPa north of 20 ◦N; the AAO pattern corresponds
to the leading EOF of the year-round monthly-mean anomalies of the geopotential
height field at 700 hPa south of 20 ◦S; the PNA and NAO patterns correspond
to the first and second rotated EOFs of the 500 hPa geopotential height (Z500)
anomaly fields for winter (DJF). The explained variances are given in the upper
right corner. All simulated fields have been detrended with the exponential method
described in Sect. 4.3 prior to the EOF analyses. Units are geopotential meters
(gpm).
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plot summarizing all
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4.4.4 Oceanic variability patterns
Compared to atmospheric teleconnection patterns, oceanic variability pat-
terns are associated with longer time scales, from monthly to multi-decadal,
potentially even up to multi-centennial (e.g. Martin et al., 2014). In this
section we analyze some of the most prominent modes of SST variability,
namely the extratropical Atlantic Multi-decadal Oscillation (AMO) and Pa-
cific Decadal Oscillation (PDO), and more briefly the faster tropical modes
of SST variability in the Atlantic (Atl1, Atl2) and Indic (Ind1, Ind2) occur-
ring on monthly to interannual time scales. ENSO is discussed separately in
Sect. 4.4.6.
The AMO is considered to be an intrinsic oceanic mode (Deser et al.,
2010) associated with fluctuations in North Atlantic SSTs and in the strength
of the North Atlantic thermohaline circulation (Delworth & Mann, 2000).
While the AMO has originally been described as a mode with a distinct pe-
riodicity of 65–70 years (Schlesinger & Ramankutty, 1994), now the AMO is
sometimes also called the Atlantic Multi-decadal Variability (AMV) pattern
to stress the potential absence of real periodicity (Park & Latif, 2010). The
AMO is usually diagnosed as a simple SST index of area-averaged anomalies
in the North Atlantic region between 0◦–70◦N (Deser et al., 2010). We basi-
cally use this definition to compute the AMO index for the last 1,000 years
of the E6-F REF simulation, but to achieve comparability with the observed
AMO, where a largely forced global signal needs to be removed, we subtract
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Figure 4.10: Linear regression patterns (K per standard deviation) corresponding
to the (top left) AMO index and the (bottom left) PDO index for the 1,000-yr
E6-F REF simulation. The explained variance for the PDO is given in the top right
corner. Spectra are computed for the (top right) AMO index and the (bottom
right) PDO index based on the full 1,000 years of E6-F data (blue), seven 143-yr
sub-intervals of the E6-F data (cyan), and based on one 143-yr observation from
HadISST (black). Grey shading depicts the red spectrum for an AR(1) process
fitted to the model data, with 5%–95% confidence interval based on 10,000 random
realizations.
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the global-mean SST anomalies as suggested by Trenberth & Shea (2006).
Surface temperature anomalies associated with a positive AMO index are
positive in the whole North Atlantic region in E6-F (Fig. 4.10, top left). The
simulated AMO pattern compares well with HadISST data for the period
1870–2008 (Deser et al., 2010, their Fig. 11a) except for the Labrador Sea
region where the model features AMO-associated SST anomalies increased by
a factor of 4 compared to HadISST: the decadal-scale variations of deep-water
formation intensity and late-winter sea ice coverage in this region (Sect. 4.4.5)
appear to be directly linked to the AMO in E6-F.
A spectral decomposition of the AMO index reveals highest power at a
period of about 100 years (Fig. 4.10, top right). However, the simulation is
not long enough to infer whether this can be attributed to quasi-periodicity
or to long-time scale AR(1)-type components that are not captured by the
background AR(1) spectrum shown in Fig. 4.10 (top right).
The PDO, sometimes also called the Pacific Decadal Variability (PDV)
pattern (Park & Latif, 2010), is a pan-Pacific mode of SST variability (Man-
tua et al., 1997; Deser et al., 2010). Its pattern and index time series are
usually diagnosed from monthly SST anomaly data as the first EOF and
corresponding principal components in the North Pacific between 20◦–70◦N,
again with the global-mean SST removed prior to the EOF analysis (Deser
et al., 2010). Computed accordingly, the simulated PDO pattern (Fig. 4.10,
bottom left) resembles the observed pattern from HadISST (Deser et al.,
2010, their Fig. 10a). Generally, the PDO pattern looks similar to the anal-
ogous ENSO regression pattern (not shown) but shows differences in relative
weighting between the tropical and North Pacific (Deser et al., 2010). The
observational record is too short to determine a reliable spectral peak of the
PDO index. In the model, the PDO spectrum is largely consistent with an
AR(1)-process (Fig. 4.10, bottom right). This has also been suggested by
Pierce (2001) and Newman et al. (2003), the latter of which interpret the
PDO as a slow AR(1)-process that is driven by quasi random forcing by
ENSO.
The dominant modes of SST variability in the tropical Atlantic and Indian
Ocean are commonly diagnosed as the two leading EOFs of monthly SST
anomalies between 20 ◦N and 20 ◦S. These are (i) the Atlantic Nin˜o mode
(Atl1), (ii) a meridional dipole mode in the Atlantic (Atl2), (iii) a basin-
wide mode in the Indian Ocean (Ind1), and (iv) a zonal dipole mode in the
Indian Ocean (Ind2) (Deser et al., 2010). These modes are reasonably well
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Figure 4.11: Surface temperatures regressed onto (top left) the Atl1 index, (top
right) the Atl2 index, (bottom left) the Ind1 index, and (bottom right) the
Ind2 index in the 1,000-yr E6-REF simulation. The indices are based on the first
and second principal components of EOF analyses of SSTs in the corresponding
basins between 20 ◦N and 20 ◦S. The explained variances are given in brackets.
represented in E6-F (Fig. 4.11) and their index time series are included in the
hiatus analog and potential predictability analyses (Sect. 4.4.2 and 4.4.7). For
mechanisms behind these modes and corresponding patterns from HadISST
we refer to Deser et al. (2010).
4.4.5 Sea ice variability
The mean Arctic sea ice extent over the last 1,000 years of the E6-F simula-
tion amounts to 13.61×106 km2 in March and 5.74×106 km2 in September.
These values are lower than those reported in Sidorenko & Rackow et al.
(2014) for the first 350 years of the simulation, which the authors already
showed to be lower than observational estimates of 15.7×106 km2 in March
and 7.0×106 km2 in September for the period 1979–2000 (Fetterer et al.,
2002, made available online from the NASA Earth Observatory website).
As mentioned in Sidorenko & Rackow et al. (2014), the underestimation
of Arctic sea ice in the present model setup is partly an artifact of inaccu-
rate Arctic coastlines in the Canadian Arctic Archipelago (CAA) and at the
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Figure 4.12: (top) Integrated sea ice area in March and September for the north-
ern hemisphere (blue) and the southern hemisphere (green). Values for the max-
imum (minimum) month are shown in strong (light) colors. (middle) Maximum
AMOC transport at 45 ◦N in Sv (106 m3 s−1). (bottom) Maximum Labrador
mixed layer depth (MLD) in JFM (blue) as well as its 30-yr running mean (black).
Episodes with a shallow mixed layer (defined as episodes where the 30-yr run-
ning mean mixed layer depth is smaller than 500 m, grey shading) alternate with
episodes with a deep mixed layer. No detrending has been performed for these
quantities.
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Siberian coast, resulting in a 10% smaller area of the Arctic ocean in the
model compared to reality. The slight decline of Arctic sea ice from the val-
ues reported in Sidorenko & Rackow et al. (2014) is due to the slow warming
associated with the equilibration of the deep ocean.
Compared to the Arctic, the Antarctic sea ice is much more affected byAntarctic sea ice
the slow deep-ocean warming (Fig. 4.12; note that the figure shows sea ice
area, not extent). Averaged over the 1,000-yr period, the Antarctic sea ice
extent in E6-F REF amounts to 0.42×106 km2 in March and 13.61×106 km2
in September, which is well below observational estimates of 2.9×106 km2
in March and 18.7×106 km2 in September for the period 1979–2000 (Fet-
terer et al., 2002). In the Antarctic summer the ice nearly vanishes in some
years. The stronger long-time scale adjustment to greenhouse gas forcing in
the Southern Ocean compared to the Arctic Ocean has been found in earlier
modeling studies (Goosse & Renssen, 2001; Marshall et al., 2013). The lat-
ter argue that the delayed Antarctic warming is related to the fact that the
Southern Ocean forms part of the upwelling branch of the Meridional Over-
turning Circulation (Marshall & Speer, 2012) and is thus stronger influenced
by the slowly responding deep ocean (see also Marshall et al., 2014). Note
that the simulated Antarctic sea ice cover depicts almost no trend when con-
stant pre-industrial CO2 concentrations are applied, as verified by sensitivity
experiments branching off from the E6-F REF control run (not shown).
The Arctic sea-ice area displays pronounced multidecadal to centennialArctic sea ice
variability variability (Fig. 4.12). This variability is linked to persistent episodes of
either weak or strong convection in the Labrador Sea, as already discussed
in Sidorenko & Rackow et al. (2014). During the episodes with a shallow
mixed layer, the Labrador Sea features decreased surface temperatures and
salinities and an extensive sea-ice cover in March (not shown) that is clearly
visible in the pan-Arctic sea-ice area (see grey shaded boxes in Fig. 4.12). The
reduced or nearly blocked deep water production in the Labrador Sea during
these episodes is accompanied by a weakened Atlantic meridional overturning
circulation (AMOC), which drops below 12 Sv at 45 ◦N compared to 15 to
18 Sv during episodes with strong deep convection (Fig. 4.12, middle).
The AMOC slightly drifts towards higher transports during the 1,500-yr
simulation, possibly because of an increased wind stress around Antarctica
due to the decreasing sea ice cover, which would then reinforce the upwelling
branch of the AMOC. At the same time, the episodes of shallow mixed layer
in the Labrador Sea apparently become less frequent at the end of the sim-
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ulation. This fits the discussion by Sidorenko & Rackow et al. (2014) that a
relatively weak AMOC transport (and corresponding northward heat trans-
port) in E6-F might be responsible to some extent for the episodic extensive
sea ice coverage in the Labrador Sea.
It shall be mentioned that sporadically collapsing convection in the Labrador
Sea is a feature shared by other climate models and might be a manifesta-
tion of an important mechanism related to abrupt climate shifts that needs
to be understood (Drijfhout et al., 2013) rather than removed through model
tuning.
4.4.6 ENSO and the effects of increased tropical reso-
lution
The El Nin˜o–Southern Oscillation (ENSO) is a coupled mode of the ocean-
atmosphere system in the tropical Pacific and arguably the most important
mode of climate variability on monthly to interannual time scales. Warm
El Nin˜o and cold La Nin˜a events grow and decay according to two main
feedback mechanisms: the positive Bjerknes feedback (Bjerknes, 1966) and a
negative dynamic oceanic feedback involving the re-adjustment of the ther-
mocline (e.g. Deser et al., 2010). The state of ENSO, i.e. warm/cold or
neutral conditions, has far-reaching consequences around the world, e.g. due
to shifting precipitation patterns.
In part I of this work (Sidorenko & Rackow et al., 2014) it has been shown
that the increased tropical resolution in REF compared to LOW results in
an improved simulation of the narrow equatorial current systems, includ-
ing a more vigorous Equatorial Undercurrent, and a reduction of the “cold
tongue” SST bias in the Pacific warm pool region by up to 1 K. Potentially
associated benefits for the representation of ENSO variability are analyzed
in this section.
In the HadISST dataset there are two distinct maxima of SST variability
near the Peruvian coast (0.8–0.85K) and east of 120W (0.75–0.8K) (Fig. 4.13,
top). Increased SST variability reaches as far west as the dateline, enclosed
in a horseshoe-like pattern of very low variability. In comparison, high SST
variability in E6-F extends farther to the west (Fig. 4.13, middle and bot-
tom), especially in the LOW simulation which has a pronounced spurious
third maximum in SST variability in the western Pacific warm pool region.
Generally, the simulated SST variability pattern in the coarse setup depicts
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Figure 4.13: Interannual SST standard deviation for (top) HadISST (1870–
2012), (middle) the first 520 years of REF and (bottom) the same years of
LOW. Solid (dashed) contour lines show the positive (negative) mean SST bias
with respect to HadISST; contours for the +2 K (−2 K) SST biases are colored red
(blue).
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Figure 4.14: Statistics for different Nin˜o indices from HadISST (black dashed
lines, 143 years), and for 4 (slightly overlapping) 143-yr chunks from the E6-F
REF (red dots) and LOW (blue dots) simulations. N12, N3, N34, and N4 denote
the area-averaged SST anomalies in the Nin˜o 1+2 (0–10 ◦S, 90 ◦W–80 ◦W), Nin˜o
3 (150 ◦W–90 ◦W, 5 ◦S–5 ◦N), Nin˜o 3.4 (170 ◦W–120 ◦W, 5 ◦N–5 ◦S), and Nin˜o 4
(160 ◦E–150 ◦W, 5 ◦S–5 ◦N) regions. SST anomalies for REF and LOW (years 1 to
520) are with respect to the last common 100 years. (Top) Standard deviation and
(bottom) skewness of the Nin˜o indices. Note that the subsampling of the model
results serves to estimate the uncertainty associated with the single observational
values.
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too strong variability and is meridionally too broad. In REF the variability
pattern is more confined to the equator and shows reduced variability in the
Nin˜o 3 region (150 ◦W–90 ◦W, 5 ◦S–5 ◦N), in closer agreement to HadISST.
SST variability in the Nin˜o 1+2 (0–10 ◦S, 90 ◦W–80 ◦W) region near the Peru-
vian coast is similarly well represented in both simulations, probably related
to the fact that the oceanic resolution in the proximity of coasts is relatively
high already in LOW. The improved ENSO pattern in REF is connected to
its reduced cold SST bias in the tropical Pacific compared to LOW. While in
the latter simulation, there is a pronounced cold mean SST bias of -2 K along
the equator in the central Pacific, this bias in the mean state is significantly
reduced with higher resolution in REF (blue contour lines in Fig. 4.13).
Higher statistical moments of SSTs in the commonly considered El Nin˜o
regions (Fig. 4.14) reveal that ENSO-related variations become more realis-
tic in terms of amplitude and asymmetry with higher resolution. While the
decrease of standard deviations from east to west is well captured in both
E6-F simulations, the absolute values of the standard deviations are consis-
tent with observations only in REF; in LOW the amplitude of ENSO-related
variability is too high (Fig. 4.14, top, consistent with Fig. 4.13).
Except for the Nin˜o 4 region, in the observations the warm El Nin˜o events
are typically stronger than the cold La Nin˜a events, reflected in positive
skewness of the Nin˜o indices (Fig. 4.14, bottom, dashed lines). The observed
decrease of skewness from east to west may be explained as follows. First,
high positive skewness values in the Eastern Pacific upwelling regions are con-
nected to the already shallow thermocline so that warm anomalies are easier
to develop than (even) colder anomalies (Burgers & Stephenson, 1999). Also,
another potential mechanism leading to ENSO asymmetry in the Eastern Pa-
cific is related to Tropical Ocean Instability Waves (TIWs), which generally
damp the ENSO amplitude but are more active during La Nin˜a events than
during El Nin˜o events (An, 2008). Second, negative skewness values in the
Western Pacific warm pool region are connected to the fact that SSTs tend
to saturate at about 30℃ (Marshall & Plumb, 2007, p.231f) due to the non-
linear dependence of convection and outgoing longwave radiation on SSTs
(Burgers & Stephenson, 1999). This prohibits strong warm SST anomalies
from developing and results on the whole in a negative skewness.
In the Eastern Pacific Nin˜o 1+2, Nin˜o 3, and Nin˜o 3.4 regions, the E6-F
simulation with increased tropical ocean resolution (REF) captures the ob-
served positive skewness of SST anomalies (Fig. 4.14, bottom), though the
118
4.4. SIMULATED CLIMATE VARIABILITY
Figure 4.15: SST snapshot (end of January) from an arbitrary year in the REF
simulation. The resolved TIW activity can be seen at the equator.
This figure was not shown in the submitted manuscript by Rackow et al. (2014).
skewness is too weak in the Nin˜o 1+2 region. In contrast, the LOW sim-
ulation depicts generally too low, mostly negative, skewness in the Eastern
Pacific Nin˜o regions. The difference between REF and LOW might be re-
lated to the resolved TIW activity at 0.25° resolution in REF, while these
waves are not resolved in LOW (Fig. 4.15).
However, because the east-west gradient of skewness is opposed to the
observed gradient in both model simulations, the skewness is more realistic
in LOW for the westernmost Nin˜o 4 region where negative skewness in the
observations stands against a strongly positive skewness in REF. An expla-
nation could be that SST saturation has not yet happened anywhere in the
Nin˜o 4 region due to the persistent cold bias, so that a stronger positive
skewness due to increased resolution is erroneously sustained. This suggests
that a more realistic simulation of the SST asymmetry in the Nin˜o 4 region
demands an even further reduction of the cold bias in this area.
To investigate ENSO-related variability in E6-F in more detail, we now
analyze the spectral composition of the SST fluctuations. The Nin˜o 3.4 index
shows a broad spectral peak between about 4 and 7 years both in HadISST
and in the E6-F REF simulation when compared to the red-noise spectrum
of a fitted AR(1) process (Fig. 4.16, top right). Not only the frequency range
of the peak is well reproduced but also the absolute value of the variance
in this range. The LOW simulation tends to have a broader than observed
spectral peak: the overestimated total variance in LOW for the Nin˜o 3.4
region is due to the overestimated variability associated with the flanks of
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Figure 4.16: Power spectral densities (PSDs) for different Nin˜o boxes from
HadISST (black, 143 years) and for 4 (slightly overlapping) 143-yr chunks from
the REF (red) and LOW (blue) simulations. The grey area depicts the 5%–95%
confidence interval of an AR(1)-process fitted to the HadISST data, based on
10,000 random realizations. Model SST anomalies for REF and LOW (years 1–
520) are with respect to the last common 100 years. (Top left) Nin˜o 1.2, (top
right) Nin˜o 3.4 and (bottom) Nin˜o 4. Note that the subsampling of the model
results serves to estimate the uncertainty associated with the single observational
spectra.
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the spectral peak.
The behavior is qualitatively similar in the Nin˜o 4 region, where the
improvement in REF compared to LOW concerning the frequency range
between about 2 and 10 years is even more obvious (Fig. 4.16, bottom). As for
the statistical moments, the variability in the Nin˜o 1+2 region is similarly well
represented in both simulations regarding spectral characteristics (Fig. 4.16,
top left).
To summarize, the higher tropical ocean resolution in REF has clearly
beneficial effects on the representation of ENSO-related variability. This
conclusion is supported not only by improvements in the statistical moments
and the spectral composition of the SST fluctuations in the different Nin˜o
regions, but also by the lower performance indices for the variability in REF
compared to LOW in the whole tropics (Table 4.2). Due to strong tele-
connections between ENSO and the extratropics, this should translate into
improvements regarding certain aspects of variability in the extratropics. Po-
tential benefits are apparently not strong enough to show up as a decrease
of performance indices that evaluate just the amplitude of variability, aver-
aged over large-scale regions (Table 4.2). More detailed analyses would be
required to quantify such improvements, but this is beyond the scope of the
current paper.
4.4.7 Diagnostic potential predictability
An essential question linked to the internal modes of climate variability is
to what extent these fluctuations can be predicted. We end our analysis of
the internal climate variability in E6-F with an assessment of the potential
predictability of the most important modes of variability considered above.
We confine this part of the analysis again to the long E6-F REF integration.
The most comprehensive way to determine the inherent limits of pre- prognostic poten-
tial predictabilitydictability is to run large ensembles of simulations that are completely iden-
tical except for slight random perturbations of the initial state, and to analyze
how the individual simulations diverge from each other due to the chaotic
nature of the climate system (the so-called perfect-model approach, giving
estimates of the prognostic potential predictability (PPP); e.g. Boer, 2000).
This is obviously beyond the scope of the current paper, but it has been shown
that one can approximate the PPP remarkably well with the diagnostic po- diagnostic poten-
tial predictabilitytential predictability (DPP) which requires a single long quasi-equilibrium
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climate model integration (Pohlmann et al., 2004). The DPP of a quantity
characterized by a time series with a constant time step ∆t is defined here
as follows:
DPP(m) =
m · σ2m
σ2
− 1
m− 1 , m > 1 (4.2)
where σ2 is the total variance and σ2m is the variance of the running mean over
m time steps (implying that σ2 = σ21). This definition is slightly different
from the ones used in Boer (2000) and Pohlmann et al. (2004) in the way
the noise contribution to the variance fraction σ2m/σ
2 is corrected for; in our
case the DPP is normalized such that it can take the whole range of values
between 0 and 1 for any m > 1, with 0 implying pure random noise and 1
implying that all variance is retained in the running means, corresponding
to perfect predictability at the time scale m ·∆t.
Not surprisingly the atmospheric modes of variability are least predictable,
with the AAO being more predictable than the AO, NAO, and PNA (Fig. 4.17).
The dependence of DPP on time scale corresponds approximately to AR(1)
processes with time scales between 1.5 (NAO, PNA) and 2.5 (AAO) months,
with the AO falling inbetween. The PNA however deviates from AR(1)-type
behavior in the sense that the DPP decreases more slowly with time scale,
indicating that slower processes imprint on the PNA; the link between ENSO
and the PNA is an obvious candidate.
The more predictable tropical modes of SST variability (Nin˜o 3.4, Ind1,
Ind2, Atl1, Atl2) tend to deviate from AR(1)-type behavior in the opposite
way (Fig. 4.17): the variance fraction retained in running means (i.e. the
DPP) decreases faster with time scale than typical of an AR(1) process.
This is indicative of quasi-periodic behavior and is most prominent for the
Nin˜o 3.4 index, with a DPP that corresponds to an AR(1) process with
τ ≈ 2 years at the monthly time scale, dropping to τ ≈ 6 months at the
decadal time scale.
The largely extratropical modes of SST variability feature the highest
predictability (Fig. 4.17). While the predictability of the PDO corresponds to
an AR(1) process with τ ≈ 2–2.5 years at all time scales, the DPP associated
with the AMO decreases much slower than AR(1)-like, indicating that the
AMO index encapsulates processes with different time scales, the slowest of
which appears to have a time scale of ∼ 32 years.
For the DPP of the global mean surface temperature (GMST), the influ-
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Figure 4.17: Diagnostic potential predictability (DPP; eq. (4.2)) for various
climate (variability) indices as a function of time scale m ·∆t, where ∆t = 1 month,
based on years 501–1,501 of E6-F REF with exponential detrending. Dashed black
lines and grey bands depict the DPP of AR(1)-processes with the indicated time
scales τ (decorrelation time in von Storch & Zwiers, 1999, p. 371ff.) along with
their 5%–95% confidence bands based on 10,000 random realizations. Note that
the confidence bands are indicative of the uncertainty associated with the DPP
estimates for the climate indices. The long names of the considered climate indices
are given in the caption to Fig. 4.7.
ence from multiple processes and associated time scales is even more obvious
(Fig. 4.17). A relatively large variance fraction (∼20%) is already lost when
averages are taken over two months. This is partly due to the inclusion of
land temperatures that are much less persistent than SSTs. At the same
time, substantial predictability remains even at multi-decadal time scales,
highlighting the influence of slow processes like the AMO on the GMST. At
intermediate time scales one can even discern the influence of ENSO: the DPP
associated with the GMST drops relatively fast where also the predictability
of ENSO ceases.
4.5 Summary and conclusions
The current CMIP5 generation of global climate models is based exclusively
on the long-established approach of structured-mesh discretization. These
models share typical biases that are partly attributed to a lack of resolution
in key regions. New dynamical cores utilizing unstructured meshes are thus
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a promising way to overcome some of the typical model biases. In part I
of this study, Sidorenko & Rackow et al. (2014) describe the mean climate
state of the newly developed climate model ECHAM6-FESOM (E6-F) with
a sea ice-ocean component based on unstructured meshes.
Sidorenko & Rackow et al. (2014) conclude that, in its present configuration
with only relatively moderate mesh-stretching factors, E6-F performs slightly
better than the average of five well-established CMIP5 models according to
objective performance indices. In the present follow-up study, the internal
variability of E6-F is analyzed. The main findings can be summarized as
follows:
1. The internal climate variability in E6-F is largely consistent with obser-
vations of the real climate system: Measured by objective variability
performance indices, the model performs overall favorably compared
to five well-established CMIP5 models with regard to its internal vari-
ability. In particular, oceanic and atmospheric variability patterns are
realistically simulated.
2. The model generates unforced 15-yr periods of strong cooling in GMST
that are strong enough to explain the observed warming pause (hiatus)
observed from 1998–2012. Sufficiently strong cooling periods – hiatus
analogs – in E6-F are roughly once-in-one-hundred-years events and are
mainly associated with (i) a trend to more La Nin˜a-like conditions and
(ii) a vertical redistribution of heat from the upper layers to deeper
layers of the ocean. In some realizations, however, the latter mechanism
does not occur; instead, a net radiative heat loss at the TOA takes
place, suggesting the existence of different flavors of hiatus analogs.
The ’hiatus analog’ method could easily be extended to the long pre-
industrial control integrations from the CMIP5 archive to assess the
robustness of our results.
3. The simulated pattern of ENSO-related interannual SST variability and
the index statistics in the different Nin˜o regions clearly improve with
a locally increased resolution of ∼ 0.25 ◦ around the equator compared
to a simulation where the ∼ 1 ◦ resolution of the adjacent open-ocean
regions is retained at the equator. In this paper the potential of the
multi-resolution approach is demonstrated only in the equatorial belt;
the impact of increased resolution in other key regions, e.g. the west-
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ern boundaries and overflow regions, needs to be addressed in future
studies.
The investigated setup of E6-F shares some typical deficits with regular-
mesh models using a similar average resolution. These biases are in particular
(i) too weak non-seasonal variability of SSTs over large parts of the ocean, (ii)
episodic periods of almost absent deep-water formation in the Labrador Sea,
resulting in overestimated North Atlantic SST variability, and (iii) slow deep-
ocean warming and salinization of the Atlantic (see Sidorenko & Rackow et
al., 2014).
There is evidence that the latter two of these typical biases can be strongly
reduced by better resolving key regions of the North Atlantic, for which the
multi-resolution approach is ideally suited.
Despite remaining deficits, we conclude that E6-F can be considered a
“state-of-the-art” global coupled climate model that can be used as a tool to
investigate the functioning of the climate system and to examine past and
future climate changes. With its unique dynamical core, E6-F increases the
diversity in the current zoo of climate models. Further it appears likely that
the benefits from increased resolution in key regions will outweigh the disad-
vantage unstructured-mesh models have in terms of computational costs per
grid point, though this remains to be demonstrated more systematically; the
significant improvement of ENSO-related variability through locally (isotrop-
ically) increased resolution around the equator reported here already hints
at the high potential of the multi-resolution approach in global climate mod-
eling.
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5. Summary, conclusions and
outlook
”Essentially, all models are wrong, but some are useful.”
George Edward Pelham Box
After a separate summary of the main chapters of this thesis, I give a
joint conclusion and an outlook on future perspectives.
Summary
Chapter 2 introduces the first unstructured multi-resolution climate model
of its kind, ECHAM6-FESOM. The coupling between the atmospheric model
ECHAM6 and the sea ice-ocean model FESOM was a fundamental task
of this thesis and is hence described in detail. In particular the physical
formulation of the turbulent surface fluxes is addressed. Furthermore, it is
crucial to conserve the net fluxes between both model components in the
multi-century control runs analyzed in this study, and a suitable method to
achieve this is proposed.
Chapter 3 validates the simulated mean climate state of ECHAM6-FESOM
in a benchmark setup with relatively moderate mesh-stretching factors and
prescribed present-day (1990) greenhouse and aerosol concentrations. Over-
all, objective performance indices reveal a realistic simulation of many aspects
of the observed climate comparable to the average of five well-established
CMIP5 models. However, similar biases known from other climate models
at similar resolution are also identified in the present model configuration.
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An increase of the resolution in the equatorial ocean to∼ 1/4 ° (REF setup)
leads to a realistic simulation of the narrow equatorial current system in the
Pacific in contrast to a coarser simulation with only ∼ 1 ° in the equatorial
ocean (LOW setup). Strengthened by an atmospheric feedback, this leads to
an annual mean SST increase by up to 1 K in the western Pacific compared to
the coarse simulation, successfully reducing the equatorial cold tongue bias
shared by most other climate models (Li & Xie, 2014).
Chapter 4 analyzes the simulated internal variability of ECHAM6-FESOM
in the extended REF simulation already used in chapter 3. Similarly to the
findings for the mean climate state, the overall variability of the model is
realistic, especially when compared to the considered set of CMIP5 mod-
els, as classified by objective performance indices for standard deviations
of several important quantities. In particular, atmospheric teleconnection
patterns (NAO, PNA, AO, and AAO) and variability patterns in the ocean
(AMO and PDO) are largely consistent with observations. A spectral anal-
ysis of the simulated global mean surface temperature (GMST) timeseries
reveals its variability to be reasonable in amplitude over a broad range of
frequencies. Under the assumption that the modelled internal variability is
realistic, observed GMST warming trends over the last 25 years and longer
can not be explained by internal variability alone. In contrast, the observed
decreased warming trend in the 15-yr period 1998–2012 (”hiatus”) compared
to, e.g., the period 1953–2012 can be explained as a naturally occurring once-
in-one-hundred-years event. All realized events in the model - hiatus analogs
- are connected to ENSO-variability; yet they show distinct flavors and differ
in the relative importance between a vertical heat redistribution to the deep
ocean and radiative heat loss at the TOA.
Additionally, I present clear improvements of the ENSO pattern and its
statistics (standard deviation and skewness) with a locally increased equato-
rial resolution of ∼ 1/4 ° in the REF setup. Given the importance of ENSO
for the global climate, this first application of the multi-resolution approach
in a climate context with an interactive atmosphere highlights the potential
of the novel method for global climate modeling.
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Conclusions
A new multi-resolution global climate model has been successfully es-
tablished. Judging from the careful validation, ECHAM6-FESOM can be
considered a state-of-the-art climate model ready for use in scientific appli-
cations. Some typical deficits were also identified, e.g. a too weak simulated
overturning circulation, episodic extensive ice coverage in the Labrador Sea,
and salinity and temperature biases in the deep North Atlantic. The causes
for these biases are not nearly as easy to be determined than the biases them-
selves (Palmer & Weisheimer, 2011) but may be related to some extent to
the coarse grid resolution in the ocean and/or atmosphere. Given that only
a benchmark setup of ECHAM6-FESOM has been analyzed, i.e. only rela-
tively moderate mesh-stretching factors have been used in most parts of the
ocean mesh, a vastly better simulation compared to other (CMIP5) models
was scarcely to be expected at this stage.
Concerning question Q1 (compare page 19), the potential of the model
has been highlighted in the tropical Pacific, where the mean state (cold bias
in the warm pool region) and the variability (ENSO) clearly improved with
locally increased resolution and the associated better representation of the
narrow equatorial current systems and Tropical Ocean Instability Waves.
When these smaller scales are neglected with coarser resolution, the simula-
tion quality degrades not only with respect to the mean (stronger cold bias)
but also with respect to higher moments (variability and skewness of ENSO
indices).
As an attempt to answer the more general question Q2 whether multi-
resolution climate modeling might generally be a viable alternative for the
future, the positive results with locally increased resolution in the tropical
ocean are already very encouraging and it stands to reason that similar pos-
itive results can also be obtained for other key regions of the world; yet this
remains to be shown in a systematic fashion in future studies. Furthermore,
new finite volume codes will significantly improve the performance of multi-
resolution models and thus extend the range of feasible applications.
It is most unlikely that one day structured climate models will completely
be replaced by multi-resolution climate models due to their individual weak-
nesses and strengths; however, the novel approach is certainly a valuable ad-
dition to the current generation of climate models as it increases the model
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diversity, allows reduced output sizes and provides a possibility for many
promising applications with a local focus in an otherwise global setup.
Future perspectives
From the experience with the model, a number of technical modifica-
tions concerning the atmosphere-ocean coupling are possible, whose influ-
ences could be tested in the future:
• The ocean surface and ice velocity vs could be coupled to the atmo-
spheric model. Although generally |va|  |vs|, locally the surface
velocity may be of similar order as the atmospheric velocity va, for
example along the equator, having some influence on the turbulent
surface fluxes in these areas (Jungclaus et al., 2006).
• For the wind stress, a bicubic interpolation to the unstructured FESOM
grid could be used in order to conserve ”the higher order property, such
as the curl of the wind” (Valcke, 2013). This may also affect meridional
ocean transports as evidenced by the theoretical Sverdrup balance. A
bicubic interpolation is currently not supported by the OASIS3-MCT
coupler (Valcke et al., 2013, p. 36).
• There are many plausible definitions for the weights w(ni, tn) that are
used to distribute the residual between the net fluxes computed in the
ocean and the atmosphere components (see eq. (2.51)). Other methods
to achieve the conservation of fluxes could be to use a suitable coupler
option (”conservative remapping”) provided by OASIS3-MCT (Valcke
et al., 2013) or the ”exact mapping” method proposed by Furevik et al.
(2003) for the Bergen climate model (BCM), and their influence on the
simulated climate should be compared.
• In order to create sub-grid information in the mapping of fluxes from
the intermediate exchange grid (section 3.2.3) to the typically finer un-
structured FESOM grid, a simple algorithm (Shepard, 1968) is used in
ECHAM6-FESOM. A more physically motivated sub-grid distribution
of fluxes on the ocean side could get important for very high resolu-
tion ocean setups with even higher ratios between the resolution of the
ocean and atmosphere components. A possible sub-grid interpolation
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method that discriminates between the solar and non-solar heat fluxes,
based on the local albedo and SST in the ocean model, respectively, is
applied in BCM (Furevik et al., 2003).
The multi-resolution technique in the ocean component of ECHAM6-
FESOM allows many promising scientific questions to be addressed in future
studies:
• One important possible application of the model is a setup with a
strongly (locally) increased resolution in the Gulf Stream-North At-
lantic current region. The slow deep-ocean warming and salinization
in the current setup of ECHAM6-FESOM (section 3.3.2) is possibly
related to the coarse mesh resolution in this region, and moving to-
wards ∼ 1/12° with explicitly resolved eddies could reduce this drift
substantially (see, e.g., Delworth et al., 2012; Griffies et al., 2014). At
this resolution, a better Gulf Stream separation and simulation of the
Northwest corner (Smith et al., 2000) is also anticipated, potentially
leading to an improvement of the prominent cold bias in the North
Atlantic east of Newfoundland (section 3.3.2).
• The multi-resolution approach of FESOM is particularly well suited
for the simulation of the circulation in ice shelf cavities and the as-
sociated ice-ocean interaction. Basal melt rates have been estimated
with a stand-alone version of FESOM (Timmermann et al., 2012); the
importance of atmospheric feedbacks could be addressed with a future
version of ECHAM6-FESOM.
• As ECHAM6-FESOM increases the model diversity with its multi-
resolution ocean component, an important step could be to participate
in one of the next phases of the Coupled Model Intercomparison Project
(CMIP). By this the comparison with well-established climate models,
an identification of persistent or eliminated biases, and the analysis of
projections using the extended multi-model ensemble (MME) average
(Taylor et al., 2012) would be performed by a broad community.
• Theoretically, the multi-resolution approach would allow for a globally
eddy-resolving ocean simulation with an optimal number of grid points.
For this goal the cell size must be scaled with the Rossby radius of
deformation (Hallberg, 2013, see his Fig. 1 for a map of the resolution
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required to resolve the first baroclinic deformation radius). However,
resolving the Rossby radius globally will not solve all current issues and
an understanding of the local dynamics, for which ECHAM6-FESOM
is an ideal tool, is equally important.
• Single model ensembles (SME) are frequently computed with a single
model using either perturbed initial conditions or accounting for model
uncertainty with multi-physics or perturbed parameter approaches (e.g.
Flato et al., 2013, p. 754f.). With ECHAM6-FESOM, additional ”multi-
focus ensembles” could be realised, where, e.g., the simulated climate
sensitivity could be determined along with its uncertainty pertaining
to localized high resolution in various regions of the ocean.
Overall summary
• ECHAM6-FESOM has been successfully established and is ready
for use in scientific applications.
• A benchmark model version was validated which performs
comparably well to well-established CMIP5 models, both with
respect to the simulated mean state and the simulated variability.
Typical deficits known from other models at that resolution were
also identified.
• A positive influence of locally increased ocean resolution on the
tropical Pacific mean state and the ENSO variability was shown,
illustrating the potential of ECHAM6-FESOM’s novel approach.
• Generally, multi-resolution climate models are unlikely to fully
replace their structured mesh method counterparts in the near
future; however, they are a valuable addition to the current
generation of models and permit many promising applications
that were previously not feasible.
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A. Computation of performance
indices1
To obtain an objective view of the skill of a model to simulate basic quanti-
ties compared to observations, performance indices (PI) have been developed
(e.g. Reichler & Kim, 2008; Gleckler et al., 2008). Sidorenko & Rackow et al.
(2014) have adapted and extended the PI defined by Reichler & Kim (2008)
to include seasonal variations of the variables and to stratify the PI in latitu-
dinal belts such as 60–90 ◦S (Antarctica), 30–60 ◦S (southern mid-latitudes),
30 ◦N–30 ◦S (tropics), 30–60 ◦N (northern mid-latitudes) and 60–90 ◦N (Arc-
tic). As reference data sets 2-m temperature, 10-m wind speed, 500-hPa
geopotential height, and 300-hPa u-component from the 40-yr ECMWF re-
analysis (ERA-40; Uppala et al., 2005), precipitation from the Global Pre-
cipitation Climatology Project (GPCP; Adler et al., 2003), total cloud cover
from the Moderate Resolution Imaging Spectroradiomenter (MODIS; Plat-
nick et al., 2003; King et al., 2003), and top-of-the-atmosphere outgoing
longwave radiation data from the Clouds and the Earth’s Radiant Energy
System (CERES; Loeb et al., 2012) have been chosen. In the present study
we include sea ice concentration for the Arctic and Antarctic, the reference
data set being the sea ice concentration data set from the Ocean and Sea Ice
Satellite Application Facility (OSI SAF; Sumata et al., 2014).
A.1 PI for mean climate state
For each grid cell n of a common 2 ◦ × 2 ◦ degree grid to which all data have
been interpolated, each season s, and each variable v the absolute errors
of the climatological seasonal means of a model m to the observation data
1This is the appendix to chapter 4 which is based on the submitted manuscript ’To-
wards multi-resolution global climate modeling with ECHAM6-FESOM. Part II: climate
variability ’ by Rackow et al. (2014).
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have been calculated. Afterwards for each season and each variable global
averages and averages over the latitudinal belts have been computed—in the
present study in addition for the inner tropics (15 ◦N–15 ◦S):
evsm =
∑
n
wn|svsmn − ovsn| , (A.1)
with e being the mean absolute error, w the weighting factor for the area
of a grid cell, s the simulated value, and o the observed value. The overbars
represent climatological means.
These mean absolute errors have been calculated for our ECHAM6-FESOM
(E6-F) model as well as for 56-yr long historical simulations from 1950 to
2005 of five state-of-the-art CMIP5 models: MPI-ESM-LR (Giorgetta et al.,
2013a; Stevens et al., 2013), HadGEM2 (Collins et al., 2011), CCSM4 (Gent
et al., 2011), GFDL-CM3 (Griffies et al., 2011), and MIROC-ESM (Watan-
abe et al., 2011). The first ensemble member of each of these simulations has
been chosen, respectively. Finally, the mean absolute errors of E6-F have
been normalized by the mean absolute errors averaged over the five CMIP5
models:
PIvsm = evsm/evs
CMIP5 , (A.2)
where PI represents the normalized performance index and · CMIP5 the av-
erage over the five CMIP5 models.
For comparison, the PI of the MPI-ESM-LR which shares the atmospheric
component with E6-F have been calculated. In this case MPI-ESM-LR mean
absolute errors have been normalized with the ones of the five CMIP5 models.
In Table 4.1 we present averages of these performance indices over the four
seasons and the nine variables in the Arctic and Antarctic and eight variables
in the remaining areas.
The inclusion of sea ice concentration explains the slight changes in the
performance indices in our Table 4.1 for the Arctic and Antarctic in E6-F
REF (51-350) and MPI-ESM-LR (56 years) compared to Sidorenko & Rackow
et al. (2014). For E6-F REF (501-1500), E6-F REF (1-500) and LOW (1-
500) we calculate the PI for all consecutive 50-yr chunks in the given time
period and present means and standard deviations over all chunks as error
estimates.
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A.2 PI for interannual climate variability
The focus of the present paper is on the variability. Therefore we extend our
PI to include the representation of interannual variability of seasonal means.
We use the same observation data sets as for the mean values. Like for the
climatological mean values in Sidorenko & Rackow et al. (2014), for each
grid point, each season, and each variable we calculate the absolute errors
of the interannual standard deviation of seasonal means to the observation
data and average these globally and over the latitudinal belts. Therefore,
in eq. (A.1) the overbars are replaced by interannual standard deviation of
seasonal means. It should be noted that for the calculation of the interannual
standard deviation a detrending is necessary to avoid that a long term trend
contributes to the interannual variability. Therefore we applied the exponen-
tial detrending of Sect. 4.3 to the E6-F data. Furthermore, we did not only
apply a linear detrending to the observation data used as a reference and
the CMIP5 model data but also to the 50- year chunks of the exponentially
detrended E6-F data. We did this to filter out the variability on long time
scales which is also filtered out by the linear detrending from the observation
data and the 56-yr historical simulation chunks from the CMIP5 model data.
We calculate the mean absolute errors of interannual standard deviations for
our E6-F model as well as for the five selected CMIP5 models. Finally, we
normalize the mean absolute errors of E6-F or MPI-ESM-LR by the mean
absolute error averaged over the five CMIP5 models according to eq. (A.2).
In Table 4.2 we present averages of these performance indices over the four
seasons and the nine variables in the Arctic and Antarctic and eight variables
in the remaining areas. Like for the PI of the climatological seasonal means,
for E6-F REF (501-1500), E6-F REF (1-500) and E6-F LOW (1-500) we
calculate the PI for all consecutive 50-yr chunks in the given time period and
present means and standard deviations over all chunks as error estimates.
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B. Coupling uncertainty1
The coupling procedure of ECHAM6-FESOM (section 3.2.3) maps nodal val-
ues for SST, sea ice thickness hi, sea ice concentration A, and snow thickness
hs from the unstructured FESOM mesh to the typically coarser Gaussian
grid of ECHAM62. To this end, the nodal values on the FESOM mesh that
are enclosed by an atmospheric grid box are spatially averaged and the re-
sult is regarded as being representative for the whole atmospheric grid box
(see section 3.2.3 for details). The resulting averaged fields are used as lower
boundary conditions in several computations in ECHAM6, e.g. for the de-
termination of the fluxes at the air-sea interface.
By this approach, smaller oceanic structures are not seen by the atmo-
spheric model (although they have a potential impact on the surface fluxes)
because only a spatial average is available to the atmospheric model. Exam-
ples include the strong SST gradients associated with the western boundary
currents or the simulated sea ice edge, where atmospheric and oceanic con-
ditions are very different depending on the presence of sea ice or open ocean.
From the atmospheric model’s point of view, the spread in the nodal
FESOM values belongs to the ’sub-grid’ variability. In order to transfer
some of the modelled sub-grid information to the coarser atmospheric grid, a
stochastic coupling procedure has been implemented. Goals are to estimate
the uncertainty pertaining to the chosen coupling procedure and possibly
also to increase the overall realism of the coupling scheme.
The procedure is as follows:
As before, the coupling fields (SST, sea ice thickness, sea ice concentration,
1This chapter is based on results that are in preparation for publication in collabora-
tion with S. Juricke. I did the programming and analysis together with S. Juricke. The
stochastic method is based on ideas and implementations from Juricke, Lemke, Timmer-
mann & Rackow (2012).
2As an intermediate step, the values are first mapped to the intermediate grid and then
bi-linearly interpolated by OASIS3-MCT to the Gaussian grid. To keep the presentation
simple, the intermediate grid is excluded from this discussion.
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snow thickness) are averaged for each FESOM node over the 6-hourly interval
preceding the coupling. For every grid box containing at least 6 FESOM
nodes (which is mainly along the equator, the coastlines and in the Arctic
regions), the stochastic coupling method randomly draws a nodal value from
its respective FESOM nodes. The random draw is independent for the SST
and sea ice thickness hi. The snow thickness and sea ice concentration,
however, are related to hi through the ratios hi/A (actual ice thickness) and
hs/A (actual snow thickness), whose values are used by ECHAM6. Those
ratios thus need to be within a realistic range. To achieve this, the snow
thickness and ice concentration are taken from the same node that was drawn
for the determination of hi.
Note that the probability of drawing a specific FESOM node increases
with increasing patch area, i.e. nodal values that are only representative for
a very small region will be drawn—but not as often as nodal values repre-
sentative for larger areas.
In the following, the sensitivity of the simulated net heat and freshwa-
ter fluxes to the choice of the coupling procedure is briefly analyzed in two
135-yr simulations with ECHAM6-FESOM. The net heat flux is the sum
of the sensible and latent heat fluxes and the net shortwave and longwave
radiation at the surface; the net freshwater flux at the surface is diagnosed
as precipitation minus evaporation (P-E) (see section 2.4.1 for the computa-
tion of these fluxes). As a reference, the REF setup (E6-F REF) with the
standard coupling scheme (section 3.2.3) is used. In addition a number of
9-yr simulations have been performed with the stochastic coupling procedure
(termed STOCH experiment) and an otherwise identical setup to REF.
The respective 135yr-mean net freshwater (Figure B.1) and heat fluxes
(Figure B.2) show small (order of a few percent) but significant changes be-
tween the STOCH and REF experiments. Significant changes of P-E occur in
the western equatorial Atlantic and in the Gulf Stream region. Most promi-
nently, however, more freshwater is put into the equatorial western Pacific
while less is going into bands north and south of the equator. Interestingly,
the pattern of changes in the western Pacific resembles the bias pattern for
precipitation (cf. Figure 3.4) except for the sign, implying that this bias
is reduced. One cause is apparently an increased convective rainfall in the
western Pacific in STOCH compared to REF (not shown); yet this has to be
analyzed more systematically.
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A closer look at the North Atlantic and Arctic sector (Figure B.3) reveals
significant positive changes of P-E over the Gulf Stream region and negative
changes of the net heat flux along the sea ice edge east of Greenland and
in the Barents Sea. The latter implies an increased ocean heat loss in these
regions. Along the eastern coast of Greenland and generally at coasts in
the CAA, however, the change is in the other direction. Mechanisms behind
these changes are currently under investigation.
An impact of the observed flux changes on other variables, for instance
the mean SST, SSS, and mixed-layer depths as well as on their variability is
possible and will be inspected in the future. Williams (2012) artificially per-
turbed the air-sea bouyancy fluxes in a climate model by up to ±50% through
multiplication with spatially uncorrelated white noise. He showed an impact
on the simulated climate state, in particular on the mean mixed-layer depths
and ENSO. Although not its primary goal, the scheme presented above also
perturbs the surface fluxes via the actually resolved sub-grid variability of
the surface fields. This results in changes of the net heat and freshwater
fluxes of similar magnitude as in Williams (2012) but with a different pat-
tern (Williams, 2012, compare his Figure 1).
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Figure B.1: (top) Difference (STOCH–REF) in 135yr-mean net downward
freshwater flux (P-E) in mm/day. Stippling indicates significance according to
a ranksum test at the 5% level. (bottom) Absolute P-E field in E6-F REF.
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Figure B.2: (top) Difference (STOCH–REF) in 135yr-mean net downward heat
flux in Wm−2. Stippling indicates significance according to a ranksum test at the
5% level. (bottom) Absolute field of the net downward heat flux in E6-F REF.
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Figure B.3: Differences (STOCH–REF) in 135yr-mean (top left) net downward
freshwater flux and (top right) net downward heat flux in the Arctic and North
Atlantic region. Stippling indicates significance according to a ranksum test at the
5% level. (bottom) Absolute fields of the (left) net downward freshwater flux
and (right) the net downward heat flux in E6-F REF.
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C. Abbreviations
Table C.1: Abbreviations
2mT 2-m temperature
AAO Antarctic Oscillation
ACC Antarctic Circumpolar Current
AMIP Atmospheric Model Intercomparison Project
AMO / AMV Atlantic Multidecadal Oscillation / Variability
AMOC Atlantic Meridional Overturning Circulation
AO Arctic Oscillation
AOGCM atmosphere-ocean general circulation model
AR(1) auto-regressive process of first order
Atl1 & Atl2 Atlantic Nin˜o & meridional dipole mode of SST variability
in the tropical Atlantic
BCM Bergen climate model
CAA Canadian Arctic Archipelago
CCSM4 Community Climate System Model from NCAR
CERES Clouds and the Earth’s Radiant Energy System
CMAP CPC Merged Analysis of Precipitation
CMIP Coupled Model Intercomparison Project
CPC Climate Prediction Center
DOF degree of freedom
DPP diagnostic potential predictability
E6-F ECHAM6-FESOM
EC-Earth ESM developed by the ECMWF and partners
ECHAM6 atmospheric GCM based on the ECMWF model, devel-
oped at MPI Hamburg for climate studies, version 6
ECMWF European Center for Medium-Range Weather Forecasts
Continued on next page
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Table C.1 – Continued from previous page
ENSO El Nin˜o–Southern Oscillation
EOF Empirical Orthogonal Functions
ERA ECMWF reanalysis
ESM Earth system model
EUC Equatorial Undercurrent
FEM finite element method
FESOM Finite Element Sea ice-Ocean Model
GCM see AOGCM
GFDL Geophysical Fluid Dynamics Laboratory
GFDL-CM3 Geophysical Fluid Dynamics Laboratory’s Coupled Phys-
ical Model
GMST global mean surface temperature
GOCCP GCM-Oriented CALIPSO Cloud Product
GPCP Global Precipitation Climatology Project
HadGEM2 Hadley Centre Global Environment Model
Ind1 & Ind2 Basin-wide & zonal dipole mode of SST variability in the
Indian Ocean
IPCC Intergovernmental Panel on Climate Change
ITCZ Intertropical Convergence Zone
JSBACH land surface model (included in ECHAM6)
KPP K-Profile Parameterization
LOW ECHAM6-FESOM setup without locally increased tropi-
cal resolution
MCT Model Coupling Toolkit from Argonne National Labora-
tory
MHT meridional heat transport
MIROC-ESM Japanese Model for Interdisciplinary Research on Climate
in the Earth system model version
MLD mixed layer depth
MODIS Moderate Resolution Imaging Spectroradiometer
MPI Max Planck Institute for Meteorology in Hamburg
MPI-ESM Earth System Model from MPI
MPI-ESM-LR Earth System Model in low resolution from MPI
MPIOM MPI ocean model
NAO North Atlantic Oscillation
Continued on next page
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NCAR National Center for Atmospheric Research
OASIS3 Ocean Atmosphere Sea Ice Soil, version 3
OASIS3-MCT coupler of ECHAM6-FESOM (with OASIS3 interface to
MCT)
OHC a700 Global ocean heat content for the ocean column above
∼ 700 m
OSI SAF Ocean and Sea Ice Satellite Application Facility
P-E difference between precipitation and evaporation
PDO / PDV Pacific Decadal Oscillation / Variability
PHC Polar Science Center Hydrographic Climatology
PI performance index
PNA Pacific-North American pattern
PPP prognostic potential predictability
PSD power spectral densities
PSU practical salinity units
REF ECHAM6-FESOM setup with locally increased tropical
resolution
SSS sea surface salinity
SST sea surface temperature
STOCH ECHAM6-FESOM experiment with stochastic coupling
scheme
T63L47 model configuration of ECHAM6 (truncation at wave-
number 63, 47 levels)
TIW Tropical Ocean Instability Wave
TOA top-of-the-atmosphere
Z500 geopotential height of the 500 hPa level
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