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Abstract 
When one studies matrices depending on parameters, the transformation into Jordan canonical form can 
become singular, when multiple eigenvalues occur. The versa1 normal form for a matrix was introduced by 
Arnol’d ( 1971) in order to overcome this difficulty. Unfortunately, no method was given on how to construct 
this transformation. For a special class of matrices we describe a simple procedure to accomplish this task. 
We use the one-to-one resonance at the Lagrangian triangular equilibrium point in the restricted problem 
of three bodies as an example to demonstrate our method. We then extend the idea of versa1 normal form to 
higher-order terms in the Hamiltonian function. After performing this normalization, we are able to analyze the 
behavior of the periodic orbits near the equilibrium point. 
Keywords: Hamiltonian mechanics; Lagrangian equilibrium point; One-to-one resonance; Versa1 normal form 
1. Introduction 
The first step in analyzing a dynamical system near an equilibrium is to bring the linearized system 
into its Jordan canonical form. The second step is then the repeated application of nonlinear trans- 
formations, which brings the terms at higher order successively into their normal forms. Algorithms 
which simplify the second step exist. One of these methods is the Lie transformation of Deprit 
[5], which is well-suited for automating the tedious calculations, so that they can be carried out by 
computer with the help of a computer algebra program. 
Difficulties can arise in the first step when the system depends on one or several parameters and 
the linearized system has multiple eigenvalues. In the generic case multiple eigenvalues lead to a 
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Jordan canonical form, which is not diagonal. For distinct eigenvalues, the Jordan canonical form is a 
diagonal matrix and the transformation matrix becomes singular when the parameter approaches the 
value with multiple eigenvalues. 
This difficulty is well known and it is the reason why in numerical analysis the Jordan normal 
form is usually avoided. Arnol’d [ l] has introduced the versa1 normal form for matrices to overcome 
this problem. The versa1 normal form agrees with the Jordan canonical form at the critical value of 
the parameter, but for values nearby it has additional terms so that the transformation matrix remains 
continuous. 
Despite the advantages of the versa1 normal forms, they are not used very frequently. One reason 
is that no general algorithm for constructing the transformation matrix is available. To see the effort 
which the construction of the transformation required in a specific case, we refer to [ 31. We will 
describe a method instead, which allows us to calculate the transformation matrix for some cases in 
a straightforward way. We will use the example from [3], which is the restricted problem of three 
bodies in the vicinity of the Lagrangian point ,& for mass ratios near Routh’s critical value ,ul. This 
work is outlined in [ lo] but we include it in Section 4 for completeness. 
Unfortunately, the second step in the normalization process is also more complicated when the 
linearized system is in its versa1 normal form. The contribution of this paper is to exhibit the normal 
form for the higher-order terms when two eigenvalues are repeated, i.e., in the one-to-one resonance. 
We will carry out the actual calculations for the full Hamiltonian of the restricted problem near Cd. 
In the final section the versa1 normal form will be used to analyze the given dynamical system 
near &. The results will not necessarily be new, since the same problem has been investigated 
with many different methods. Relevant papers are those where the mass ratio ,u is allowed to vary 
near Routh’s critical mass ratio. One of them is [9], a paper which was written before the normal 
form of non-semi-simple systems with one-to-one resonance was established. Also [3], which was 
mentioned above, is of interest, since it is the first paper which shows how to put the linearized system 
into its versa1 normal form. Unfortunately, a parameter related to ,u was chosen which produces a 
very complicated linear transformation. We were not able to show that their transformation function 
and ours can be translated into each other. Their choice for the parameter leads to functions with 
removable singularities and MACSYMA was not able to simplify these functions. The work of van 
der Meer [ 111 is more closely related to current work, as he already discusses the normal form for 
the full Hamiltonian system, but he was not able to carry out the actual calculations. 
To be honest, we could not have carried out the calculations ourselves without the help of the com- 
puter algebra program MACSYMA. On the other hand, since these calculations are now automated, 
they can be repeated for other similar problems. By putting the effort into the construction of the 
transformation function, which brings the system into its versa1 normal form, we will minimize the 
effort which is later on required to analyze a given problem. 
2. Equations of motion near the Lagrangian point 12~ 
The Hamiltonian function of the restricted problem of three bodies is 
H = *<p: + P,“> + q2p1 - qlP2 - 1-P P - - -3 
PI P2 
(1) 
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with ,u the mass ratio and PI, p2 the distances of the particle of zero mass to the primaries located 
at (-,u, 0) and (1 - /A, 0), respectively. We move the Lagrangian point ,& to the origin of our 
coordinate system by 
QI =ql - ;U -2~u)v Qz=qr;d% P,=p,+ixh, P2=p2-+(1-2/A). 
The first task is to expand the Hamiltonian function into a power series in the new variables. With 
Hj a homogeneous polynomial of degree j, it has the form 
H = H2 + H3 + . . . . (2) 
Since the origin 
been omitted since 
dQi _ JH 
dt _ap,’ 
is now an equilibrium, there are no linear terms. The constant term in (2) has 
it does not contribute to the corresponding differential equations, which are 
dH dPj 
dt _aQi’ 
j = 1,2. 
The linear terms of this system come from 
H2 = ;(Pl” + P,‘) + Q2P, - Q,P2 + iQf - j&l - 2p)QlQ2 - ;Q;, 
and it gives rise to the Hamiltonian matrix 
A(p) = 
Its characteristic equation is 
A4+Az++p(1-/J) =o, 
which has the roots 
A2=i(-1*&-27p(l-p)). 
(3) 
(4) 
(5) 
For Routh’s critical mass ratio ,u = ,ui = i (1 - im), the eigenvalues of (4) are &ii4 and have 
multiplicity two. The real normal form for A( pl ) can be found in [ 21 and is 
For 0 < /A < ,ul the eigenvalues of (4) are purely imaginary: fiw,, fiwi, with 0 < w1 < ifi < 
w, < 1 and a:,, = $ (1 f Jl - 27,u( 1 - /.A)). By symplectic similarity, the real normal form of A(,u) 
is 
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For ,u > ,ul the eigenvalues are complex of the form fa f ib with 
a=; ,/27,~(1 -/L) - J27,u(l -,u) - 1, b=; 1+ d27,z(l -p), 
and the normal form is 
The normal forms are not continuous at Routh’s critical mass ratio. Even when 
forms are considered, this discontinuity does not disappear. For ,U = ,ui the complex 
form is 
complex normal 
Jordan canonical 
and the off-diagonal terms disappear for ,u # ,~i. Furthermore, the reality conditions are also 
discontinuous at pl. 
The versa1 normal form of Arnol’d overcomes these difficulties. For the critical value of the 
parameter (in our case p = ,ul), the versa1 normal form agrees with the above normal form. In 
addition to this the versa1 normal form has the minimum number of nonzero terms, which can 
describe the complete unfolding of the matrix near the critical value. In essence the versa1 normal 
form is a “simple normal form” to which all matrices close to it can be reduced in a smooth manner. 
When this normal form is unique, Amol’d called it universal, but he dropped the prefix “uni” from 
universal to denote the more common cases where this normal form is not unique. 
Arnol’d discussed this unfolding in the space of all matrices gl(n, R). For Hamiltonian systems 
this unfolding has to be studied in sp( 12, R), the space of all Hamiltonian matrices. This was done in 
[ 7,8]. From [ 3,7,8] we find that the real versa1 normal form for (4) requires two parameters u1 and 
v2 and is 
i ;fi"+v~ 0 -yKv, -1 0 v2 V(hYU2) = _1 
0 
+& 0 * 
iJ?p,,, 1 
(6) 
The corresponding Hamiltonian function is 
H2 = +:+x;> + ;u2(y: +y3 + (~ti+~',)hy2 - ~2~1). (7) 
When the unfolding is studied in sp(n, C), reality conditions have to be considered at the same 
time. The following transformation to complex position coordinates [i, t.J2 and complex momenta 71, 
qt2 is symplectic with multiplier 2: 
51 = XI + ix*, ~1 = YI - iy2, t2=x1 -ix2, r12=y1 +iy2% 
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The versa1 normal form for (4) is now 
i(ifi+vr) 0 0 u2 
W(Ul, u2> i 0 = -i(iti+u,) u2 0 -1 -i(i&+ ,) 
-1 0 0 i(iv5+ur) 
1 ’ 
which follows from the Hamiltonian function 
(8) 
For real solutions we need t2 = 5 and r/2 = q. 
In both cases, uI and u2 are parameters which depend on ,u. Since the eigenvalues of (6) and of 
(8) are *i( i fi + u1 ) f 6, both matrices have the correct properties, that is, their eigenvalues are 
purely imaginary for u2 > 0 and the eigenvalues are in the complex plane for u2 < 0. The dependency 
of u1 and v2 on ,u can be found by comparing (5) with the characteristic equations of (6) or (8). 
Their values are 
u,=-ifi+; l+J27,~(1-/L), u2=i l- ( J27~( 1 - P)). 
Since a suitable change of parameters is possible within the versa1 normal form, we can use v2 as the 
parameter instead of ,u. This choice has the advantage that Routh’s critical mass ratio pl corresponds 
to u2 = 0 and it will also simplify the computations. We will write u instead of u2 and therefore find 
with 
u=a l- ( J27~(1 -P)). (10) 
For simplicity we have also set 
w+h+u,= +.I. d-- (11) 
The contribution of Amol’d’s work is to show that the matrix T(U), which transforms (4) into 
(8)) is continuous near u = 0. In the following section we show how to find such a transformation 
matrix under the assumption that each distinct eigenvalue belongs to a single Jordan block. In our 
case this block will be the two by two submatrix corresponding to the eigenvalue ii& or - fi&. 
3. Determining the transformation matrix 
Consider a square matrix N, which depends on a parameter u. Assume that to each distinct 
eigenvalue of this matrix there exists only one Jordan block. The following theorem gives then an 
algorithm for constructing the transformation matrix T(U) which puts N(a) into its versa1 normal 
form. It suffices to illustrate this method for a matrix of dimension n, which is nilpotent of rank II - 1 
at the critical value of the parameter u = co. 
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A commonly used versa1 normal form for N is 
Vl 1 0 fff 0 0 
v2 v, 1 . ..oo 
DE ::i ;;. L 1 u,-1 v,-2 v,_3 *** Vl 1 V” V”-1 v,_2 ... u2 Vl (12) 
Theorem 1. The columns of t,j, j = 1,. . . , n - 1, of the transformation matrix can be determined 
.from 
t, = (N - v,Z)t2 - v2t3 - ***- z&,t,, 
where the vector t, = (r,, r2, . . . , r,)T depends on n arbitrary parameters rl, . . . , r,. 
Proof. Thevj, j=l,..., n, will be smooth functions of the parameter (T, if N(a) depends smoothly 
on it. They can be determined by comparing the coefficients of the characteristic polynomial 
p(A) = IN(a) --AZ/ = (-h)“+alA”-’ +...+a,_,A+a, 
with the one for D, which is 
(-A)“+nv,(-A)“-‘+ ((n- 1)v2+i(n- l)nv:)(-A)“-2 
+((~-L~)u~+...)(--A)“-~+.... 
Since vj appears linearly in the coefficient of A”-j, they can be determined recursively, starting with 
j=l.Letth t e ransformation matrix T be 
T=(tl,t2 ,..., t,). 
The condition 
NT=TD 
leads to 
Nt, = v,t, + . . . + u,t,, 
Nt, = tl + u1 t2 + . . . + vn-ltn, 
(13) 
Nt, = t,_l + ultn. 
The last n - 1 equations can be used to express the column vectors tj, j = 1, . . . , n - 1, in terms of 
the vector t,. We claim that with these tj’s the first equation of (13) is automatically satisfied for 
any t,. Let us see how the coefficient matrix for the vector t, is found. 
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From the last equation in ( 13) we get 
t,_i = (N- U,Z)&, 
and we use it to eliminate t,_l in the other equations of (13). This corresponds to expanding the 
determinant ID - AZ1 with the help of column operations only, starting with the rightmost column 
and eliminating everything in row y1- 1 except the 1 in the last column. Continuing with this process, 
we see that the resulting coefficient matrix for t, is the characteristic polynomial p(A) evaluated at 
N. Since any matrix satisfies its own characteristic polynomial, the coefficient matrix for t, is the 
zero matrix and t, has n linearly independent parameters. This agrees of course with the result of 
Amol’d, which guarantees the existence of the transformation matrix T. 0 
We should mention that the computations are considerably simpler when the versa1 normal form 
0 . ..o 0 
1 ..*o 0 
. . . . . . 
-an_2 . . . -a2 -al 
for N(U) is used instead of D. In this case the aj, j = 1, . . . , ~1, are directly the coefficients of the 
characteristic polynomial of N( (T) . 
We should also mention that the above method provides the most general transformation matrix, as 
it depends on the YE parameters rj. When the versa1 normal form is to be found among Hamiltonian 
matrices, i.e., in sp( n, R), these parameters can then be chosen in such a way so that T( (T) is 
symplectic and satisfies TTJT = 1. 
4. Linear transformation to versa1 normal form near f14 
The method of the previous section will now be used to generate the symplectic transformation 
matrix T(u), which transforms (4) into its complex versa1 normal form (8)) and which we write 
now as 
iw 0 0 u 
w= 
0 -iw u 0 
The matrix T = (t, , t2, t3, t4) has to satisfy the reality conditions t2 = t, and t3 = Td. From AT = TW 
we obtain 
(A - iwZ)t, = -t4, (A - iwZ)t4 = vtl. (14) 
Since u could be zero, we first eliminate t4 from (14) and obtain the following equation for tl: 
((A - iwZ)2 + uZ)t, = 0. 
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As shown in the previous section, this equation has to have two linearly independent solutions. With 
the help of MACSYMA we find 
1 
0 
tl = rl 
d23+32z.-64u2+i(l+8u),/s 
4 + 8v 
3+i ($-u)(23+32u-64~~) 
4+ 8v 
0 
1 
+ r2 
4-t 8v I . 
- J23 + 32~ - 64v* - i( 7 + 2~) l/F 1 
L 4 + 8v 
From the first equation of (14) we obtain then 
-J23 + 32v - 641~~ + 3ids 
4 + 8u 
1+80-i (i--u)(23+32v-64~~) 
t4 = ?-I 
4 + 8v 
+5 + 8v) 
’ -- (d23 + 32v 64v2 - - 
8 
8idF) 
+ r2 
423 + 32~ - 64v* - 3idF 
4 + 8v 
-7-Sv-i (i-u)(23+32u-64~~) 1 
4 + 8v 
-- ’ (J23 + 32v - 64v* + 8idF) 8 
$(-11 + 8v) 
Since r1 and r2 are arbitrary, we have obtained the most general transformation matrix. We will 
use this freedom and make T symplectic by requiring that TTJT = J. In general, rl and r2 should 
be complex-valued, but we can simplify our work by verifying that even when rl and r2 are real, 
we still can make T symplectic. Under these assumptions, TTJT = J results in the following matrix 
equation: 
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Cl!= ((1 + 80-: + 2w2J 23 + 32v - 64v* + (7 + 8~) Y;) 
and 
P= &+8~)r;+2r,r~~23+32~-64v~+(ll -8v)y;). 
For T to be symplectic, it suffices to set cy = 0 and p = 1. After some simplification we obtain the 
following two equations: 
(1 +8u)r:+2~~~~~23+32~-64u~+(7+8v)r;=O 
and 
Y: + Y; = 
1 + 2v 
(1 -2u)(l -4~)’ 
Therefore we have to find the intersection of a pair of lines through the origin with a circle. A 
solution is 
(11-8u)(l+2~)+J(1+2v)(l-4~)(23+32v-64v~) 
rl = 
4J(1-v)(l-2v)(l-4v) 
3 
4,/(1+2v)(l-4v)-J23+32v-64v2 
r2 = rl 
7 + 8v 
With these values, the linear symplectic transformation is 
[~~=PJ,E&$j, 
and it transforms (3) into (9). The transformation of 
effort, but this work can be delegated to the computer. 
the higher-order terms of (2) requires some 
5. A nonlinear versa1 normal form 
From now on we will consider the nonlinear Hamiltonian system 
(1% 
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where the second-order terms 
HO,O = iw(5m - 52172) + 5152 + ~3712 (16) 
are already in their complex versa1 normal form or when desirable in their real versa1 normal form 
Ho,0 = w(x1y2 -x2y1) + ;(x: +& + +(Y:+Y;). (17) 
In both cases, w = (i - U) 1/2 and the critical value of the parameter is u = 0. The functions H~,o are 
homogeneous polynomials of degree k + 2 in the four variables with coefficients which are smooth 
functions in the parameter U, at least near 0. Note that we changed the notation slightly so that we 
can use directly the Lie transformation of [ 51. 
Theorem 2 (Deprit [ 51) . The Hamiltonian function ( 15) will be transformed into 
(18) 
with the help of the generating function 
w=C;yj+I. 
j)O * 
(19) 
The transformation is accomplished with the help of a doubly indexed array H,,,,, and is defined by 
H m,n = Hm+l,n-1 +q ) ; 1 Hn+n-1 7 W,+I 1, 
k=O 
where [ -, .] is the usual Poisson bracket operator. For n = 0 the functions H,,,, are those of (15) 
and for m = 0 those of (18). 
The functions W,,, which generate the transformation, are homogeneous polynomials of degree n+2. 
They are selected one by one such that the Ho,n, n = 1,2,. . . , are in normal form. By considering 
terms of degree n + 2, one finds that 
Ho,,, = K + [Ho,07 Wn] 3 
where K contains only known terms, that is, K depends only on Wj with j < 12. The study of normal 
form for ( 15) is therefore reduced to a study of the operator 
[Ho,o, -1 : Pn + Pm (21) 
which maps the space of homogeneous polynomials of degree n into itself. 
When the operator (21) is self-adjoint, that is, when H o,. leads to a diagonalizable system, this 
study of the normal form results in a straightforward description of the kernel of (21) . In this case 
the range and kernel of (21) are orthogonal to each other. For monomials in the range of (21) we 
can then set the corresponding coefficients in Ho,~ to zero. 
D. Schmidt/Journal of Computational and Applied Mathematics 52 (1994) 155-176 165 
Since we are considering here a non-self-adjoint case, we have to study the kernel of the adjoint 
operator to (21)) see [ 61. This operator is 
[H&l? .I : P, + Fn, (22) 
where the Hamiltonian function 
comes from the linear system, which is adjoint to the one of HO,O. 
Theorem 3. The terms in the normal form for (15) are polynomial functions of 
i(& - 52772) and - m112 + d-152. 
Proof. The condition [H&, p] = 0 leads to the following partial differential equation for p: 
(-iwrll + Lt2)-$ - (-iw[, - v,)$ + (’ 
1 
lwr72+V5,)~-(iwgi-n,)~=0. 
2 
From the corresponding characteristic system we find the first integrals 
4 = ii(51rll - 52712)~ (23) 
u2 = rllrl2 - 4,623 (24) 
and a third one which involves transcendental functions. We have included the factor ii in uI, so that 
it is real under our reality conditions and physically it is the angular momentum. Thus the kernel of 
(22) in P” is 0 when y1 is odd, and a homogeneous polynomial of degree in in u1 and u2 when II is 
even. The normal form for ( 15) is therefore the polynomial p ( ul, u2). 0 
6. A method for calculating the normal form 
The information obtained from Theorem 1 is sufficient to carry out the calculations which bring 
(15) with quadratic terms (16) into its versa1 normal form. Let P,, be the space of Hermitian 
homogeneous polynomials of degree n of the form 
c “” cil i2jl.j25;15;‘$’ rl? . (25) 
il+i?+.il+jz 
Since 52 = S, and ~2 = v,, the reality condition for the coefficients reads cili2jljz = CiziIjzj,. The method 
of Lie transformation of Theorem 2 is arranged such that H,,,,, E P,,+2. 
Since Hl,o E P3, it can have twenty monomials. All of them can be eliminated by determining WI 
such that 
[Ho,ov wll + HI,O = 0. 
The last equation follows from (20)) and by comparing coefficients we obtain twenty equations in the 
twenty unknown coefficients of WI. This system of equations has a unique solution by Theorem 1. 
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At order four there are 35 monomials in H 2,0. The condition to bring them into normal form again 
follows from (20) and reads 
[Ho,o, w21 + [HO,l* Wll + H2,o = Ho.2. (26) 
This time not all terms can be eliminated since 
Ho,2 = au: + pu, &2 + yu; 9 (27) 
where (Y, /3 and y have to be determined together with the 35 unknown coefficients of W2. By 
comparing coefficients in (26), we obtain a system of 35 linear equations in 38 unknowns. This 
system has a solution, which will include three arbitrary values. These values can be set to whatever 
is convenient, typically 0. 
This process can be carried on except that the dimension of P, is (“13) and the linear systems of 
equations become soon too large even for a computer algebra system. By considering the effect of 
the Lie derivative [ Ho,o, .] on the monomial p = ,$~&‘T$T$ which is 
+ j25f1+‘~~rl:Ir]:Z-l _ u(i,51’-‘5;277:‘77~+1 + i25;1s;Z-‘rl:‘+‘rl~), 
one sees that the Lie derivative leaves subspaces in P,, invariant for which il + j, is constant and i2+ j, 
is constant. The coefficient matrix for the unknowns of W,, thus splits into n + 3 blocks corresponding 
to the subspaces with basis {&‘&$~~ /iI + j, = k, i2 + jl = n + 2 - k}, k = 0, 1, . . . , n + 2. Since 
the system of equations for each subspace is smaller than one system for the entire space, they 
can be solved more easily. Furthermore, all terms can be eliminated except in the subspace where 
il + j2 = i2 + j,. In this case the normal form of H,,o, rr even, has to be taken into account. The 
splitting of P,, into invariant subspaces will be studied in more detail in the next section with the 
help of the representation theory for sl( 2, R) . 
At this point we would like to mention that Theorem 1 required the use of an inner product in P,,, 
see [ 61. The normal form had to lie in the orthogonal complement of an adjoint operator. It turns 
out that sometimes the normal form can be simplified even further if the condition of orthogonality is 
dropped. In our example we achieve this simplification and obtain smaller coefficients in (27) when 
we use 
~1 = ii(iL771 - 527121, u2 = 7717729 
instead of (24). 
The expressions for LY, J? and y are rather lengthy when Ho,r and Ho,2 are given in a general form 
and it serves no purpose to list them here. One observation might be of interest: the normalization 
through fourth-order terms introduces only denominators of the form w2 - 90, w2 - u and 9w2 - U. 
7. Invariant subspaces 
Following [ 41, we use the representation theory of sl( 2, R) in order to decompose P,, into subspaces 
which are invariant under the Lie derivative 
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Set 
T = 51~1 + t2712, 
so that 
Ho,0 = OS + N - uQ. 
The Lie derivatives which belong to these quadratic functions are 
They satisfy 
[LT, &I = 2L,, [LT, LNI = -2LN, 
and 
[L,, &I = IL,, &I = [LN, &I = 0. 
LLQ>LNI = LT 
(28) 
-+ 52&). 
(29) 
(30) 
The Lie derivatives LT, L,, LN and Ls therefore span a Lie algebra ,C’. The center of C’ is given 
by Ls and its semi-simple part ,C is spanned by {LT, L,, LN} and is isomorphic to sl(2, R). 
Let p : lZ’ -+ gl( P,,, R) be the mapping defined by 
P(Lr) = L,IP?l = L,,7 ,dLQ) = LQlpn = LQ,m 
p(LN) = LNlpn = LN,n, P(Ls) = LSIR = Ls,,. 
Since (29) and (30) hold when the Lie derivatives are restricted to P,, the mapping p is a represen- 
tation of the Lie algebra C’ on P, and p(,C) restricts to a representation of sl(2, R) on P,,. In order 
to decompose P,, into p(,C) invariant subspaces, we decompose the representation p into a direct sum 
of irreducible representations Vk,/ of dimension 1. The next theorem gives this explicit decomposition 
of Pn. 
Theorem 4. In P,, consider the vectors 
Uk,l = 7172 k n-2nL-k(i(t1q1 - ~$2772))“~~ 
where m = 0, 1, . . . , LirzJ, k = 0, 1,. . . , n - 2m. They are linearly independent highest-weight vectors 
of weight I- 1, with 1 = n - 2m + 1. The UkJ generate distinct irreducible invariant subspaces Vk,, with 
bases {uk,,, L@k,J, . , , , L’,-‘uk,J} which decompose P,,. Furthermore, the subspaces V,,, are invariant 
under Ls. 
Proof. The vectors ok,! are obviously linearly independent. They are highest-weight vectors since 
L@k,[ = 0 and their weight is I - 1 because Lruk,l = (1 - 1) uk,J. By classical theory they generate the 
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distinct irreducible invariant subspaces V,,t of dimension 1. By counting the dimension of all of these 
subspaces, we find 
Ln/;?J n-2111 lf7/2l 
yxdim(Vk,i)=x ~(n-2m+l)=~(n-2~2+1)*= ‘;f3 . 
k 1 k=a I=0 nt=o ( ) 
The last equality can be verified by induction on ~1. Since the term on the right agrees with the 
number of distinct monomials of degree n in four variables, it shows that P, has been decomposed 
into irreducible subspaces. 
Since Ls,, commutes with L,,,, LN,, and L,,, every p( L)-invariant subspace of P,, is p( C’)- 
invariant. It follows immediately that the spaces Vk,, are thus invariant under LHo,o. 0 
Note that the matrices for LT,,7, L,,,, LN,, and Ls,, on Vk,, are the 1 x 1 matrices 
L,, = 
= 
L N,n 
L 
Z-l 
1-3 
. . 
-(I - 3) 
Ol(Z-1) 0 
0 0 2(1- 2) 
0 
10 
010 
*. 
Ls,, = i(2k - I + l)ZI. 
Moreover, the matrix Mk,l of LHo,o with respect to the basis of Vk,, is the 1 x 2 tridiagonal matrix 
Mk,l = 
iw(2k-Z+ 1) (Z- 1)v 0 0 
1 iw(2k-I+ 1) 0 0 
0 1 0 0 
. . 
0 b (Z-2)2v . 
0 0 iw(2k-Z+l) (I -T,V 
0 0 1 iw(2k-E+ 1) 
Since v = 0 is the critical value of the parameter, it is at once clear that the matrices Mk,[ are 
nonsingular for small v unless 2k = I- 1, in which case their rank is reduced by one. In terms of m 
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the last condition says n = 2( k + m) . Therefore all odd terms can be eliminated. At even order the 
terms 
(771772) “‘2-“‘(i(t,77, - &r~~))~, m = 0, 1, . . ., in, 
are left over. 
8. The equations of motion in normal form 
The variables which were introduced in the previous section will be modified slightly, so that 
S represents angular momentum and Q is positive instead of negative. The new variables in their 
modified form with their meanings in complex and real Cartesian coordinates is then 
N=&$*=X:+X;, Q = 7172 = Y: + Y;, 
T = ;Gv, + 52172) = XIYI + ~2~2, S= $(45771 -5272) = x1y2 -x2~1. 
(31) 
When the Hamiltonian function (2) is normalized through terms of order 2n, we have 
H=2wS+N+uQ+~(Q,s;u)+C32,+,. (32) 
The function p is a sum of homogeneous polynomials of degree < II in the variables Q and S whose 
coefficients are smooth functions in the parameter u at least near 0. 
We will study the flow of the truncated system 
K=2wS+N+uQ+p(Q,S;u). 
With noncanonical polar coordinates 
5, = 2, = JNeip, 7j2 =i7, = Jee+, 
we find that 
T = mcos(@ - p), S= JNesin(+ - sp). 
The new variables satisfy the identity 
T2 + S2 = QN. (33) 
All points in the original phase space with fixed N, Q and 4 - 40 are mapped onto a single point in 
the ( N, Q, T, S) -space. 
The time evolution of any observable, for example T, is given by a Poisson bracket with K, i.e., 
F = [T, K] . Through a direct evaluation of these Poisson brackets, we obtain the following system of 
differential equations in the new variables: 
G = 2Tg, !!&! = -2T dT 
dt ’ 
,=Qg-N, $=O. (34) 
The first three equations in (34) can be rewritten with the help of the column vector z = (N, Q, T)T 
as 
~=VKXOh 
dt 
3 where h = QN - T2. 
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Since S is an integral, it follows that h = S* is also an integral. In the z-space h = const. is a 
hyperboloid of two sheets, which degenerates into a cone when S = 0. The motion takes place on the 
sheet which lies in the quadrant with Q 3 0 and N > 0. The hyperboloids are parameterized by S, 
each belonging to a positive and a negative value of S. 
Since the Hamiltonian K is also a constant of motion, say K = c, we find that the motion is 
restricted further to the cylinder N = c - 20~s - UQ - p( Q, S; U) in the z-space. For p E 0 the 
cylinder is a plane. The intersection with the hyperboloid is either empty, tangential, an ellipse or 
a hyperbola. When p $ 0, the four cases continue to occur. The case of one tangential point will 
correspond to a fixed point of the motion in the z-space and to a periodic orbit in the original 
Hamiltonian. The intersection in a closed curve corresponds to a quasi periodic motion and the last 
case to an unbounded orbit. 
The conditions for a periodic orbit are obtained by looking for an equilibrium point of (34). It 
says that 
dT 
T=O and -CO, 
dt 
so that 
S2=QN and N=Q$, 
The characteristic exponents for the periodic orbit can be obtained 
linearized system (34) near the critical point, i.e., from the matrix 
(35) 
from the eigenvalues of the 
(36) 
We have omitted the equation for S since it gives rise to one of the two trivial characteristic exponents. 
The characteristic equation for the nontrivial ones is obtained from the above matrix and is 
h2 + 2% (QK) = 0. (37) 
The change from elliptic to hyperbolic orbits occurs when a*( QK)/aQ2 = 0, that is, along the 
curve 
d2K 
N=Q+iQ’_ 
dQ* ’ 
(38) 
We will consider a Hamiltonian function normalized through fourth-order terms, that is, 
K=2wS+N+,Q+;,s2+/3Qs+;yQ2+.... (39) 
In the case p = 0 we have at once in first-order approximation the condition for periodic orbits 
from (35): 
N=Q(u+~Q+...). 
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Fig. 1. Condition for periodic orbits when p = 0. 
These “parabolas” go through the origin in the N-Q-plane, but only 
quadrant is of interest to us (see Fig. 1). This part is parameterized 
parabola designating two periodic orbits, one for +S and the other for 
The characteristic exponents of the orbits are determined by 
A2 + 2(2u + 3yQ + . . .) = 0. 
the part that lies in the first 
by S with each point of the 
-s. 
The only case when the eigenvalues are real and the periodic orbit is hyperbolic occurs in the case 
y < 0, u > 0 and -2u/3y < Q < -u/y. In all other cases the periodic orbit is elliptic. 
In the case /? $0 we will consider first the Hamiltonian (39) truncated after the quadratic terms 
in Q and S. We have to solve the equations 
S*=O and N=Q(u+j?S+yQ). 
To avoid the double covering, we use the radial variables 
n = I!$,[ = JG and 4 = I7721 = u/22 y1 + ~2 
instead, so that N = n2 and Q = q2. The condition for periodic orbits is then 
n* = q2(u + /3nq+yq2), 
or II as a function of q: 
n = ipq3 xt q Jips + yq2 + u. 
The discriminant for the expression under the square root is y* - p2u. For u > ( y/p>2 the function 
y1 = n(q) is defined for all values of q, whereas this is not the case when u < (~/p)~. 
By investigating f(q) = ip2q4 + yq2 + L’, one discovers the values of q for which n(q) is not 
defined. There is only one extremum for f(q) when y > 0, but three of them when y < 0. For 
y > 0 and v < 0 there is one interval around q = 0 for which n(q) does not exist. For y < 0 and 
172 D. Schmidt/Journal of Computational and Applied Mathematics 52 (1994) 155-l 76 
b C 
0 L 1 0 I 
Fig. 2. Condition for periodic orbits when /?#O; (a) P= 1, y = 1; (b) P= 1, Y = -1; (c) P= 2, Y = -1. 
0 < u < (~/p)~ there are two such intervals symmetric to the origin, which coalesce into one for 
u < 0. With this information n(q) can be plotted. 
In Fig. 2 we show representative xamples. In these pictures the curves are again parameterized by 
S. Each point belongs now to one periodic orbit only, but the points (q, n) and (-9, -n) have to be 
identified. By applying the implicit function theorem, one shows that for q small the cases depicted 
in Fig. 2 persist also when higher-order terms are included. 
The characteristic exponents are determined by 
h2+2(2u+2pnq+3yq2) =o, 
which follows from (37)) and the change from elliptic to hyperbolic occurs when 
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n=* d-- -+q2, 
that is, most of the orbits are of elliptic type with the exception of some when y < 0. The above 
parabola could be plotted in Figs. 2(b) and 2(c) . 
9. Motion near an elliptic orbit 
The behavior of the system near an elliptic periodic orbit can be studied by investigating the 
behavior of the system near an elliptic fixed point in the reduced space. Let us assume that No, QO, 
S0 and T = 0 is such a critical point. Then, given one of the three variables, the other two can be 
found from 
NoQo = Si and iVO = Q0 ( u + a& + pQO + . . .) . 
We will keep the value of the Hamiltonian function fixed, but vary the angular momentum by setting 
S = S, + s. For s = 0 the hyperboloid QN = S2 + T2 and the cylinder N = c - 2wS - UQ - p (Q, S; u) 
have a point and its tangent plane in common. Either for s > 0 or s < 0 the intersection of these two 
surfaces produces a closed curve. The variables 
N=N()+n, 
together with T will 
From the differential 
Q = Qo + 4, s=so+s, 
be used to describe the motion on this curve, that is, on the variational orbit. 
equations (34) it follows that 
%=2(N-Qg), 
and thus 
if we again truncate everything after the second-order terms. Keeping the value of the Hamiltonian 
fixed yields 
d2q 
- = -(4w + 2aSo + 4pQ,)s - CYS’ - 2q(2u + 2/3,So + 37s) - 3q2y. 
dt2 
Integrating with the initial condition q. and dq/ dt = 0 gives 
1 dq 2 
2 dt 
(-) =-((4~+2do+4PQo)s+as2)(q-qo) 
- (2U + 2pso + 3ys)(q2 - 4:) - y(q3 - q& 
which can also be rewritten as 
(40) 
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Here q1 and q2 are the other roots where dq/ dt = 0. On the variational orbit this occurs only for q. 
and 41. The value q2 happens to lie on the other sheet of the hyperboloid, so that q2 < ql < 0 < qo. 
These three roots can also be found directly by computing the points of intersection of the hyperbola 
QN = S2 with the curve K = c in the N-Q-plane. With the help of (39)) the resulting cubic equation 
is 
where 
A, = 2So + 2wQo + aQoSo + PQ,‘, 
B, = 2w + aSo + 2PQ0, 
Co = u + PSo + ;rQo, 
For small s the three roots are 
A2 = 1 + +aQo, 
B2 = ;a, 
c, = p, Do = ;y. 
qo+A!.!+;(!!$_~)s+..., 
q,+G+!(t!$e!_)s+..., 
q2~-5_ AE!_ 
Do ( G z+z s+***. > 
The period To of the variational orbit is found by integrating (40) from q. to q1 : 
41 
To = 2 
SJ 
dq 
YO -2Y(q-qo)(q-q,)(q-q2)’ 
With the substitution q = i (q. + q1 + (q. - ql) sin 40) the integral converts to 
1 
To = 
d5p 
dY(qo+q, -32) 1 + A(s) sinp’ 
where 
A(s) = 40 - 41 
40 + 41 - 2q2. 
The integral could be transformed into a complete elliptic integral of the first kind. We are interested 
in its value for small s and we will use series expansion instead: 
dqo = 
1 + A(s) sin9 s 
02n(l - iA sinp + iA2(s) singP2 +. * *) dp 
= 241 + &A2(s) +. . .). 
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Combining all the series expansions in s produces 
15A, y2 
- 64q (41) 
Substituting the values for A,, B, and C0 yields an unwieldy expression for the period To, but the 
outcome of this work is the following result. 
Theorem 5. If the coefficient of s in (41) is different from zero, then the period will vary with s and 
the KAM theory guarantees that the elliptic orbits are also stable in the sense of Arnol ‘d. 
10. Results for the Lagrangian point 
The method of Section 6 was programmed in MACSYMA. It was then applied to the Hamiltonian 
function of the restricted problem of three bodies at L4 near Routh’s critical mass ratio ,uI. Since w 
and u are easily related via ( 11) and ( lo), we list our results as functions of u. It can be considered 
directly as the perturbation parameter, since 
u= i(l- d27~(1-/~)) and w= i-U, J--- 
so that u > 0 corresponds to p < pl and v < 0 corresponds to ,u > ,ul. 
The normal form of the Hamiltonian function (2) of the restricted problem of three bodies near 
Lcq is then through terms of order four: 
with 
-655 + 10~ + 6496~~ - 4960~~ 
(y= 216(1 -2v)(l -2Ov)(9-20~)’ 
p= d=(-515+6712u- 13424~~) 
144(1 -2v)(l -2Ov)(9-20~) ’ 
531 - 4586~ + 6932~~ + 3776~~ - 9920~~ 
Y= 216(1 -2u)(l -2Ou)(9-20~) 
Since y > 0 for v near zero, we have the following well-known result, which is an interpretation 
of Fig. 2(a). 
Theorem 6. For the restricted problem of three bodies for values of the mass ratio ,u below Routh’s 
critical value ,ul, there are two families of periodic orbits emanating from the origin. These families 
are known as the short and long periodic families. For p 3 p,l the origin becomes unstable. The 
two families can then be seen as the continuation of each other. The family detaches itself from the 
origin. The periodic orbits are of elliptic type and are stable in the sense of Arnol’d. 
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