Extensions du problème de Weber by Krau, Stéphane
THÈSE PRÉSENTÉE EN VUE DE L~OBTENTION 
DU GRADE DE P H I L O S O P W  DOCTOR 
(MATHÉMATIQUES 
DE L ~ G E N I E U R )  
AVRIL 1997 
@ Stéphane Krau, 1997 
National tibrary 1+1 of Canada Bibliothèque nationale du Canada 
Acquisitions and Acquisitions et 
Bibliographie Selvices services bibliographiques 
395 Wellington Street 395, rue Wellington 
Ottawa ON K1A ON4 Ottawa ON K 1 A ON4 
Canada Canada 
The author has granted a non- L'auteur a accorde une licence non 
exclusive licence allowing the exclusive permettant à la 
National Library of Canada to Bibliothèque nationale du Canada de 
reproduce, loan, distribute or seU reproduire, prêter, distribuer ou 
copies of this thesis in rnicroform, vendre des copies de cette thèse sous 
paper or electronic formats. la fome de microfichelfilm, de 
reproduction sur papier ou sur format 
électronique. 
The author retains ownership of the L'auteur conserve la propriété du 
copyright in this thesis. Neither the droit d'auteur qui protège cette thèse. 
thesis nor substantial extracts fiom it Ni la thèse ni des extraits substantiels 
may be printed or othemise de celle-ci ne doivent être imprimés 
reproduced without the author's ou autrement reproduits sans son 
permission. autorisation. 
ÉCOLE POLYTECHNIQUE DE MONTRÉAL 
Cette thèse intitulée: 
présentée par: KRAÜ Stéphane 
en vue de l'obtention du diplôme de: Philosophiae Doctor 
a été diiment acceptée par le jury d'examen constitué de : 
M. BOURDEAU Marc, Ph.D., président 
Mme JAUMARD Brigitte, T.Doctorat T.Hab., membre et 
directrice de recherche 
M. HANSEN Pierre, D. A g . ,  membre et codirecteur de recherche 
M. SAVARD Gilles, Ph.D., membre 
Mme GUIGNARD-SPIELBERG Monique, T. d'État, membre externe 
À mes parents 
Jean-Claude et Blandine 
REMERCIEMENTS 
Un doctorat, c'est long ... une vie dans la vie jalonnée d'incertains, de question- 
nements, de joies, d'ivresse et d'humilité. On devient docteur comme on naît acteur, 
un jour, sans trop y penser, par inattention, attrapé par une envie de découverte. 
Si l'acteur s'occupe de son âme pour bien paraître, le docteur, lui, recherche le 
raisonnement certain, l'argument sans failles. L'inspiration est leur maître d'oeuvre 
qui se nourrit dans cette vie immobile de la vie agissante. 'Tout sort de ce temps 
silencieux, de ces heures négligées et de cette vie blanche. Le meilleur de nous arrive 
toujours à notre insun (C. Bobin). 
Je  remercie tout particulièrement Pierre Hanaen pour sa générosité, son écoute et 
sa curiosité dont il a fait montre à mon égard; Brigitte Jaumard pour m'avoir Lait  
confiance sans retenues durant mon travail ainsi que pour ses qualités de directrice 
de thèse. 
J'envoie mes salutatio ~ns et remerciement s à toutes les secrétaires du Gérad et du 
département de Mathématiques Appliquées pour leur gentillesse et leurs compétences. 
Je n'oublie pas mes confrères de travail, ceux qui terminent leur mémoire ou thèse, 
en pensant aux discussions sans fins sur la condition d'étudiant, le comportement 
humain etc ... 
Je dédie cette thèse à mes parents Jean-Claude et Blandine Krau qui m'ont 
soutenu sans limites durant ces 5 ans et depuis 29 ans; à mes grands parents Edouard 
et Madeleine Krau; à Ernmanueiie pour me supporter. 
vii 
Le problème de Weber et ses extensions sont les plus étudiés en théorie de la 
localisation. On les classe en deux groupes: 
(1) les problèmes à une seule source; 
(2) les problèmes à plusieurs sources. 
Pour les problèmes de la première classe, cela consiste à localiser une source afin 
de minimiser une fonction objectif reliant la source à des points préalablement fixés 
(appelés points de demande). Dans le premier chapitre, nous résolvons exactement 
le problème où les points de demande et la source se trouvent sur la sphère, lorsque 
la fonction objectif est la somme des distances (norme géodésique) pondérées de la 
source aux points de demande. Dans le second chapitre un algorithme optimal est 
proposé pour le problème de Weber dans le plan quand le coût reliant la source 
aux points de demande est une fonction concave en la distance. Nous donnons dans 
le troisième chapitre la première méthode exacte résolvant le problème de Weber 
simple dans le plan avec des contraintes de localisation (zones interdites pour la 
source) et des contraintes de passage (zones infranchissables). 
Les problèmes de la seconde classe sont ceux où l'on doit localiser plusieurs sources 
auxquelles les points de demande sont rattachés. Le problème de Weber multi- 
sources dans le plan (minimiser la somme des distances pondérées des points de 
demande à la source la plus proche) avec et sans contraintes de localisation et de 
passage fait L'objet des deux derniers chapitres. Une méthode exacte basée sur la 
génération de colonnes permet dans le chapitre 4 de résoudre des problèmes de taille 
jamais encore approchée. Dans le dernier chapitre, une extension de cette m é t h ~ d e  
permet de résoudre exactement et pour la première fois le problème de Weber 
multi-sources dans le plan avec des contraintes de localisation et de passage. 
ABSTRACT 
Weber's problem and its extensions has been extensively studied in 
cont inuous location t heory. We can divide t hese problems in two groups: 
(1) Problems with one source. 
(2) Problems with many sources. 
The first group of problems consists in the location of a point (called source) in 
order to minimize an objective function that depends on distances between the 
source and fixed points (called demand points). In the first chapter, we solve exactly 
Weber's problem on the sphere in which the objective function is the sum of weighted 
distances (geodesic norm) from the source to demand points. In the second chapter, 
an optimal algorithm is proposed for Weber's problem in the plane with a concave 
cost function. In chapter 3 we propose a fùst exact method for solving Weber's 
problem in the plane with forbidden regions either for location or for travel. 
Problems of the second group are those which many sources have to be  located in 
order to minimize the sum of distances between each demand point and the closest 
source. In the unconstrained case, multi-source Weber problems of large size are 
solved exactly in chapter four. In the fifth chapter, the constrkined multi-source 
Weber problem (forbidden regions for location and/or to travel) is solved exactly 
for the first time. The solution method is a column generation approach embedded 
in a branch-and-bound scheme. 
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INTRODUCTION 
Au 17ième siècle Fermat énonce le problème suivant: étant donné trois points dans 
le plan, trouver un quatrième point tel que la somme des distances aux trois points 
donnés soit minimum. Peu après Toricelli donne la solution suivante: étant donné un 
triangle quelconque, le point optimal (celui qui minimise la somme des distances aux 
trois sommets du triangle) coincide avec l'intersection des trois cercles circonscrits 
aux trois triangles équilatéraux adjacents au tnangle initial. Heinen montrera cepen- 
dant en 1834 que cette propriété n'est en général pas vérifiée pour des triangles ayant 
un angle supérieur ou égal à 120". Dans ce cas, le sommet correspondant à cet angle 
est le point optimal. 
En 1750, Simpson dans "Doctrine and Application of Fluxions" associe le problème 
à trois points auxquels on a a.fFecté des poids. Ce n'est qu'en 1909 que Weber [75] 
généralisera le problème dans son traité sur la théorie de la localisation : étant donné 
n points et un poids associé à chaque point, trouver un point du plan (appelé point 
de Weber) tel que la somme des distances pondérées aux n points (appelés points 
de demande) soit minimum. Une solution physique du problème est donnée par 
l'analogue de Varignon : une planche dans laquelle des trous (correspondant aux 
emplacements des points de demande) sont percés au travers desquels passent des 
ficelles au bout desquelles sont attachés des poids proportionnels à ces demandes. 
Les ficelles sont attachées ensemble et Le point d'équilibre du noeud reliant toutes 
les ficelles est Le point cherché (point de Weber). 
Figure 0.1 Triangles de Toricelli. 
En 1937, Weiszfeld [76] propose la première méthode exacte de résolution du 
problème de Weber dans l'article: "Sur le point pour lequel la somme des distances 
de n points donnés est minimum" publié en kançais dans la revue japonaise Tôhoku 
Mathematics Journal. C'est une procédure itérative de descente basée sur les con- 
ditions nécessaires du premier ordre. L'existence de cet article ne sera découverte 
que 25 ans plus tard et la méthode sera finalisée par Kuhn [50] et Ostresh [59] dans 
les années soixante, en précisant la règle à adopter dans le cas où le point obtenu à 
une itération coïncide avec un point de demande. Depuis la formulation initiale de 
Fermat, le problème de Weber a connu plusieurs extensions: 
Figure 0.2 Andogue de Varignon. 
a augmentation du nombre de points de demande; 
a affectation d'un poids (éventuellement négatif) à chaque point de demande; 
a localisation de plusieurs points de Weber minimisant la somme des distances 
aux points de demande (problème de Weber multi-sources et problème de We- 
ber multiple); 
a modifications de la fonction objectif. 
. \ 
Au cours du 201eme siècle les économistes et les industriels se sont intéressés à 
plusieurs variantes du problème de Weber. Tout d'abord certains auteurs ont con- 
sidéré différents coûts liant la source aux points de demande (lorsqu'on localise une 
usine de production desservant plusieurs villes, il est réaliste de considérer des coûts 
de transports qui ne sont pas forcément linéaires en la distance parcourue). D'autres 
auteurs ont étudié le problème de Weber sur la sphère dans lequel ils utilisent la 
norme géodésique ce qui introduit une non linéarité dans la fonction objectif. En- 
fin, d'autres auteurs ont regardé certaines applications où des contraintes sur le lieu 
de la source (localisation d'une usine dans une région contenant des lacs ou autres 
endroits impraticables) et des contraintes de passage (obstacles infranchissables) ap- 
. \ 
paraissent. Le problème de Weber, dans le milieu du 201eme siècle, a été généralisé 
à plusieurs sources. On retrouve parmi les nombreuses applications de cette variante 
la localisation de plusieurs centres d'achats et de centres de secours desservant des 
villes d'une région en minimisant les coûts de transports. Il est nécessaire d'utiliser 
des techniques d'optimisation globale pour résoudre exactement plusieurs des vari- 
antes du problème de Weber. Nous allons proposer dans la thèse plusieurs méthodes 
exactes permettant de résoudre efficacement cinq variantes du problème de Weber. 
Une revue de la littérature concernant la variante considérée sera proposée dans 
chaque chapitre. Nous dons présenter ici l'objet de chaque chapitre et les résultats 
obtenus. 
Chapitre 1: le problème de Weber sur la sphère 
L'utilisation de la norme géodésique introduit une non convexité et une non con- 
cavité dans la fonction objectif- Il n'existe dans la littérature qu'un seul algorithme 
exact pour ce problème, peu efficace en pratique. Nous proposerons un premier 
algorithme exact permettant de résoudre rapidement (dans le cas contraint et non 
contraint) des problèmes de taille n = 500 lorsque les points de demande sont 
répartis uniformément autour de la sphère, de taille n = 1000 lorsque les points de 
demande sont répartis sur 213 de la sphère, ou sur un seul hémisphère. 
Chapitre 2: le problème de Weber avec coût concave 
Dans sa formulation il ne differe du problème de Weber dans le plan que par la 
particularité de sa fonction objectif. Nous considérerons les coûts de transport des 
points de demande à la source comme des fonctions concaves et non décroissantes en 
la distance parcourue. Peu d'auteurs se sont penchés s u .  ce problème et il n'existe 
pas de méthodes spécifiques dans la littérature. C'est un problème d'optimisation 
globale que nous résolvons exactement en comparant une approche par program- 
mation D.C. (différence de fonctions convexes) et une approche par énumération et 
séparation. Des problèmes de taille n = 10000 sont traités en des temps raisonnables 
par les deux méthodes. 
Chapitre 3 : le problème de Weber avec contraintes de loeaiisation et 
de passage 
Deux types de contraintes sont présentes: 
des régions du plan sont interdites à la localisation de la source. 
0 des régions du plan sont des obstacles de passage que l'on doit contourner. 
C'est un problème de minimisation d'une fonction non linéaire non convexe sur 
un domaine non convexe. Dans la littérature seul le problème de Weber avec des 
contraintes de localisation est résolu optimalement. En revanche lorsque des con- 
traintes de passages sont ajoutées, on a seulement recours à des heuristiques. Nous 
développons dans ce chapitre la première méthode exacte (méthode par énumération 
et séparation) lorsque de telles contraintes existent. Des problèmes de taille pou- 
vant aller jusqu'à n = 1000 avec 12 contraintes de localisation et de passage, des 
problèmes de taille n = 100 avec 100 contraintes de localisation et de passage sont 
résolus. 
Chapitre 4 : le problème de Weber multi-sources 
L'objectif est de trouver la localisation de p sources afin de minimiser la somme 
des distances pondérées des n points de demande à leur source la plus proche. 
Le problème est classé NP-dur. Bien que plusieurs méthodes exactes aient été 
développées, nous proposons une nouvelle approche par la technique de génération de 
colonnes dont le problème auxiliaire est un problème d'optimisation globale (résolu 
par une approche par programmation D.C.). Cette approche a la particularité de 
résoudre des problèmes jamais résolus jusqu'aion et d'être plus efficace que les 
méthodes existantes lorsque p > 2. Sa principale caractéristique étant que pour 
un n donné le temps de calcul diminue lorsque le nombre p de sources à localiser 
(nombre de variables) augmente. Des problèmes de taille n = 150,p = 5 3 0  sont 
résoius. 
Chapitre 5 : le problème de Weber multi-sources avec contraintes de 
localisation et de passage 
Aucun algorithme exact n'a été proposé à ce jour. Ce chapitre regroupe les tech- 
niques développées dans les chapitres 3 et 4 pour former le premier algorithme exact 
de la littérature. Une approche différente de celle exposée au chapitre 4 concernant 
la résolution du problème auxiliaire permet de considérer des problèmes (dans le cas 
non contraint) de taille n = 287, p 2 25. Dans le cas contraint des problèmes de taille 
n = 30, p = 2,7 avec 12 régions interdites à la localisation et au passage sont résolus. 
Les quatre premiers chapitres peuvent être lus indépendamment des autres à quelques 
exceptions près pour lesquelles des références aux autres chapitres sont précisées. Le 
chapitre 5 doit être lu après les chapitres 3 et 4. 
CHAPITRE 1 
Le problème de Weber sur la 
s~here 
1.1 Introduction 
Le problème de Weber est un des plus étudiés en théorie de la localisation. Il consiste, 
dons sa formulation de base à déterminer un point (appelé source) qui minimise la 
somme des distances pondérées entre ce point et n points donnés (appelés points de 
demande). 
Ce problème qui a été résolu dans le plan (distance euclidienne) par Weiszfeld 
en 1937 [76], a suscité de nombreuses variantes depuis. Leurs principales formula- 
tions ainsi que leurs résolutions se retrouvent dans les travaux de Hansen e t  al. [41]; 
Love, Morris et Wesolowsky [52]; Wesolowsky [BI. Ce problème d'optimisation est 
convexe et très bien résolu. La procédure de Weiszfeld [76] (méthode itérative de 
descente) est une des plus utilisées. Elle s'appuie sur les conditions d'optimalité du 
premier ordre pour une fonction convexe à deux variables et en déduit une procédure 
de descente dont le pas est calculé en fonction du point courant. La fonction objectif 
n'est pas dérivable en les points de demande et la forme initiale de la méthode de 
Weiszfeld ne tient pas compte de cette singularité (Kuhn [SOI). Ostresh [59] mo- 
difie donc la procédure de Weiszfeld et recalcule le pas de descente afin d'assurer la 
convergence de l'algorithme. 
Le problème de Weber sous la forme précédemment définie connaît bon nom- 
bre d'applications à caractère industriel: localiser une usine de production afin de 
minimiser le coût de transport vers des centres de distribution, localiser un magasin 
desservant plusieurs villes. Il devient moi us réaliste lorsque les distances considérées 
sont grandes. La distance euclidienne. dans un tel cas, approxime mal la distance 
(appelée distance géodésique) entre 2 points de la surface du globe: localisation d'un 
kéroport ou d'une base militaire couvrant une large zone sur la surface de la terre. 
Ce chapitre traite du problème de Weber (distance géodésique) sur la surface 
de la sphère. L'emploi de la distance géodésique rend le problème généralement 
non convexe et non concave (à la différence du plan où il y a convexité lorsque 
la distance euclidienne est utilisée). La résolution exacte du problème de Weber 
(distance géodésique) est du domaine de l'optimisation globale. 
Drezner et Wesolowsky [29], Katz et Cooper [48] sont à notre connaissance les 
premiers à fournir des études sur ce problème. Une revue des premiers résultats et 
des premières propriétés est donnée par Wesolowsky [7?]. 
Des résultats plus récents se trouvent dans le livre de Love, Morris et Wesolowsky 
[52] ainsi que dans l'article de Plastria [64]. Plusieurs heuristiques et un algorithme 
exact résolvent le problème. Dressons en premier lieu le portrait des principales 
heuristiques . 
La voie classique à la résolution du problème de Weber dans le plan est la 
procédure itérative de Weiszfeld. C'est une méthode de descente de plus forte pente 
avec un pas dépendant de la position du point courant. Le point final vérifie les 
condit ions d'optimalit é du premier ordre. La convergence est assurée en modi fi- 
ant le calcul du pas de descente lorsque Ie point courant se trouve sur un point de 
demande, lieu où la fonction objectif n'est pas dérivable (Ostresh [59], Brimberg 
et Love [9]). Drezner et Wesolowsky [29], Katz et Cooper (481, Dhar et Rao [20] 
ont proposé plusieurs extensions de la procédure de Weiszfeld à la sphère. Elles 
ne garantissent cependant pas l'obtention d'un minimum local. Dans des cas par- 
ticuliers ces méthodes donnent de bons résultats: Katz et Cooper [48] montrent 
une convergence linéaire vers un minimum local lorsque tous les points de demande 
sont sur un même hémisphère et que le point initial est sufEsamment proche d'un 
minimum local. 
Tsai, Chen et Lin [?Il présentent une méthode qui vérifie si les points de 
demande se situent ou non sur un même hémisphère. Par une série de rotations 
d'un grand cercle (intersection d'un plan passant par le centre de la sphère et la 
surface de la sphère) autour du centre de la sphère, la preuve de l'existence ou non 
d'un tel hémisphère est établie. 
Dhar et Rao [48] s'intéressent à la comparaison de trois normes de distances 
(norme géodésique, une approximation de la distance géodésique au carré, une ap- 
proximation de la distance géodésique). Drezner et Wesolowsky [29] font un travail 
similaire en approximant la norme de la distance géodésique au carré. Ces études 
permettent dans certains cas d'obtenir un bon point de départ à une méthode de 
descente. Aly et al. [1] montrent sur un exemple avec 6 points de demande que 
l'utilisation de la norme euclidienne génère une erreur de 18% sur la valeur optimale 
de la fonction de Weber avec la norme géodésique. 
Litwhiler et Aly [51] suggèrent deux méthodes itératives sans calculs de dérivées. 
Dans la première des deux méthodes, les points de demande sont projetés dans le 
plan tangent à la sphère au point courant. Un problème de Weber dans le plan est 
alors résolu et le point optimal est projeté sur la sphère. Ce point est pris comme 
point courant pour l'itération suivante. La procédure se répète jusqu'à ce que 2 
points consécutifs sur la sphère soient suffisamment proches l'un de l'autre. La 
seconde méthode procède par descentes successives sur une longitude puis sur une 
latitude. Elle se termine si aucune direction de descente n'est trouvée. Aucune de 
ces deux méthodes ne garantit l'obtention d'un minimum local. 
Dhar et Rao [20] développent une méthode itérative, dans le cas où des con- 
traintes sur le lieu de la source existent. Partant d'une solution du problème non 
contraint, la recherche d'un minimum local se poursuit sur les frontières des zones 
interdites. 
Nous achevons le parcours des différentes méthodes par le seul algorithme 
exact, proposé par Drezner [27]. Cet algorithme utilise la propriété que la pente de 
la fonction objectif est bornée par la somme des poids (supposés tous positifs) des 
points de demande. La fonction objectif satisfait une condition de Lipschitz avec 
une constante de Lipschitz égale à la somme des poids. Des rafnnements successifs 
d'une borne inférieure sur la fonction objectif conduisent à l'obtention (à a près) du 
minimum global. 
(1) évaluer la fonction objectif en plusieurs points choisis arbitrairement; 
(2) construire en chacun de ces points un cône dont l'axe passe par le centre de la 
sphère; 
(3) recherche du point minimisant (minimum global) la fonction minorante résultante 
de la somme de tous les cônes; 
(4) évaluer en ce point la valeur de la fonction objectif; 
(5) construire un nouveau cône minorant en ce point; 
(6) itérer la procédure jusqu'à ce que la différence entre la meilleure valeur connue 
et la borne inférieure soit suffisamment petite. 
La recherche du minimum global de la fonction minorante est un problème difficile. 
Il peut être formulé comme un problème de 'minimax": recherche d'un point dont 
la plus grande distance d'un point à un ensemble de points d'un ensemble d o ~ é  est 
minimum. Sur la sphère, le problème du ''minimax" est équivalent au problème du 
'maximin" : recherche d'un point pour lequel la distance au point le plus proche 
d'un ensemble de points donnés est maximum. Drezner propose de résoudre le 
sous-problème par un algorithme de Drezner et Wesolowsky (301. L'dgorit hme de 
Drezner [26] peut aussi être utilisé. Ces deux procédures sont similaires et résolvent 
optimalement le problème du minimax qui est en général non convexe sur la sphère. 
La première de ces deux méthodes comprend une méthode de descente basée sur le 
principe de la méthode de Demjanov [18] qui assure l'obtention d'un minimum local 
et la valeur correspondante de la fonction objectif. Cette valeur détermine ensuite 
le rayon des cercles sphériques centrés sur chaque point de demande. Une procédure 
spécifique détermine l'intersection de tous les cercles sphériques. Si l'intersection se 
réduit à un ou plusieurs points, l'algorithme s'arrête et un optimum global du sous 
problème est trouvé (il correspond à un point de valeur minimum). Dans le cas 
où l'intersection des cercles sphériques est composée d'une ou de plusieurs régions 
disjointes, une méthode de descente est appliquée à partir d'un point d'une de ces 
régions et la procédure se répète. 
L'algorithme de Drezner [27] est une application au problème de Weber sur 
la sphère de l'algorithme de Piyavski [62] pour l'optimisation Lipschitzienne. Pro- 
priétés, variantes et comparaisons de calcul de cet algorithme ainsi que de ses vari- 
antes et d'autres algorithmes pour l'optimisation Lipschitzienne sont présentés par 
Hansen et Jaumard [37]; Gourdin, Hansen et Jaumard [39]. Il apparaît que ces 
problèmes avec seulement 2 variables semblent difficiles à résoudre lorsque la cons- 
tante de Lipschitz (resp. le domaine de résolution) devient grande (resp. étendu). 
L'extension du problème de Weber à plusieurs sources n'a été que très peu 
étudiée sur la sphère. Des heuristiques sont données par Aykin et Babu [5] et Dhar 
et Rao [20]. 
Certaines propriétés du problème de Weber ont été explorées lorsque les points 
de demande sont distribués uniformément sur la sphère. Drenier [28] s'intéresse à la 
probabilité d'avoir un minimum local sur UR point de demande. Katz et Cooper [48] 
établissent des conditions nécessaires et suffisantes pour avoir un minimum local sur 
un point de demande. Aly et-  al. [l], [51] présentent des conditions suflisantes pour 
que l'optimumglobal soit à l'intérieur de l'enveloppe convexe des points de demande. 
Draner (251 prouve que si les points de demande sont sur un grand cercle, un des 
points de demande est un optimum global. 
Le but de ce chapitre est de présenter un algorithme exact et efficace pour le 
problème de Weber sur la sphère avec (il sera dans ce cas noté problème CWS) et 
sans contraintes (problème WS) sur le lieu de la source. Des problèmes avec 500 
points de demande et plus sont résolus en temps raisonnable. Ce nouvel algorithme 
est dans ses grandes lignes une adaptation de l'algorithme (BSSS) "Big Square Small 
Squaren développé dans le plan par Hansen et  al. [43] pour le problème de Weber 
avec des fonctions coûts non décroissantes en la distance. Plusieurs améliorations 
majeures de cet algorithme d'énumération implicite sont étudiées et permet tent une 
réduction considérable du temps de calcul. 
Le modèle et les principales propriétés du problème de Weber sur la sphère 
sont présentés dans la section 2. L'algorithme est décrit dans la section 3. Les 
calculs de bornes sont discutés à la section 4. 
1.2 Formulation du problème et propriétés 
Les hypothèses du problème de Weber sur la sphère (WS) sont les suivantes: 
(1) Soit S une sphère de rayon unité. Un point sur S est défmie par ses coordonnées 
sphériques ( + , O )  avec (O 5 + 5 r), (-a 5 0 5 r).  
(2) La distance géodésique entre 2 points o et b sur la sphère est donnée (Donnay 
[23]) par: 
d(a, b) = arccos(sin q& sin 4 b  COS(& - O b )  + COS 4. COS db). 
(3) Soit J = {a1, a2, ... an) un ensemble de points de demande. aj E S. 
(4) La source est associée au point s E S. 
(5) Un poids w, est affecté à chaque point de demande a j  (ai E S); W j  représente 
une quantité à fournir au point de demande ai. 
(6) s' est le point qui minimise la fonction de Weber sur S: 
Où dj(s) = d ( a ~ ,  s) représente la distance géodésique entre le point de demande 
uj et S.  
(7) Qh : quadrilatère sur la sphère. 
(8) sh : point réalisable de Qh. 
(9) s i  : localisation optimale de la source à l'intérieur et sur la frontière de Qh. 
n 
(IO) Fi = min C wjdj(s). 
J E Q ~  j=r 
Dans le cas où des contraintes sur le Lieu de la source existent, une hypothèse 
supplémentaire est nécessaire (problème de Weber avec contraintes (CWS)). 
(12) Le point s (et éventuellement les points de demande) doit appartenir à un 
sous ensemble R de S (pas nécessairement convexe ni connexe). Le sous en- 
semble peut être approximé avec une précision s6san te  par un ensemble de 
m 
rn triangles sphériques Tc: R = U Tt. 
C=l 
Les distances sur une sphère possèdent des propriétés qui n'ont pas leurs équivalents 
dans le plan. La connaissance des principales d'entre elles et de définitions est 
nécessaire à la compréhension du domaine. 
Propriété 1 La somme des distances d'un point sur la sphère à un autre point et 
à 1 'antipode de ce dernier est égal à x .  
Propriété 2 Un point sur la sphère minimise la fonction de Weber si et seulement 
son antipode la maximise. 
Propriété 3 Un point de poids w que l'on remplace par son antipode de poids -w 
ne modifie pas la localisation optimale de la source. Tout problème de Weber avec 
poids miztes est équivalent à un problème de Weber avec poids positifs. Dans le 
cas du plan cette remarque ne sYapp!ique pas. Le problème de Weber dans le plan 
avec poids mixtes a été étudié entre autres par Dnzner et  Wesolowsky [31], Chen et 
al. ([16]) et  peut s'écrire comme un problème de minimisation d'une fonction D.C. 
(diflérence de fonctions conuezes) . 
Definition 1 Un cercle sphérique centré en un point et de rayon r est l'ensemble 
des points éloignés du centre (plus petit arc joignant le centre auz points) par un arc 
de longueur r. 
Un cercle sphérique divise la sphère en deux parties. Un point se trouve à l'intérieur 
du cercle si et seulement si il est du même côté que le centre du cercle. 
Definition 2 Un domaine sur la surface de la sphère est conveze si pour toute paire 
de points appartenant au domaine, le plus petit arc joignant ces deux points est inclus 
dans  le domaine. 
Definition 3 Une fonction f définie sur un ensemble conveze C de la surface de 
la sphère est conveze si et seulement pour toute paire de points a et b de C et SI, s2 
appartenant au plus petit arc entre a et b on a : F(Xsl + (1 - X)s2) 5 AF(sI) + (1 - 
A )  F(s2)  avec X E [O, 11. 
Propriété 4 La distance d'un point donné p a un point sur une sphère est une 
fonction conveze à l'intérieur d'un cercle de rayon al2 e t  centré en p. 
La propriété 4 mentionné par Katz et Cooper (481 et Drezner et Wesolowsky [29] 
conduit au cas particulier suivant : 
Propriété 5 Si tous les points de demande (avec poids positifs) sont à l'intérieur 
d'un cercle sphérique de rayon 7r/4 alors la fonction objectif est convexe et possède 
un unique minimum local qui est global. 
Quand la propriété 5 est vérifiée, le problème de Weber se résout aisément par une 
extension à la sphère de la procédure de Weiszfeld [76] [Drezner et Wesolowsky [29] 
et Katz et Cooper [48] 1. 
1.3 Résolut ion par énumération implicite 
1.3.1 Idée générale de l'algorithme 
L'algorithme est une généralisation à la sphère de (BSSS) (Hansen e t  al. [43]). Nous 
l'appelions (BRSR) "Big Region S m d  Region". C'est une méthode d'énumération 
implicite pour un problème d'optimisation continue qui fonctionne en 6 ét apex 
(1) Partitionner la sphère S en régions Qh délimitées chacune par 2 latitudes et 2 
longitudes (le partitionnement initial est composé de 8 régions égales). 
(2) Les régions qui ne sont pas réalisables (cas contraint) sont éliminées. 
(3) Calculer sur chaque région une borne inférieure &, de Fi  et éliminer les régions 
pour lesquelles la borne inférieure est plus grande ou égal à F'. 
(4) Calculer la fonction de Weber en un point réalisable de chaque région et effectuer 
la mise à jour de F' et s' si nécessaire. 
(5) Choisir la région ayant la plus petite borne inférieure et la partitiorner en 4 
nouvelles régions. 
(6) Recommencer les tests sur les nouvelles régions Qh obtenues jusqu'à ce que 
F' - &, 
l'erreur relative 
F' 
soit plus petite qu'une valeur É. 
Notons que F (s) -6 tend vers O quel que soit s E Qh lorsque le diamètre de Q (c'est 
à dire le plus grand arc sphérique de Qh) tend vers O. La convergence de l'algorithme 
est assurée en utilisant les résultats généraux de la méthode d'énumération implicite 
[Horst et Tuy [46]]. 
La méthode (BRSR) utilise une stratégie de type meilleur-d'abord et plusieurs 
moyens de calculer les bornes & sont discutés dans les prochaines sections. Les 
. 
étapes détaillées de l'algorithme sont: 
a) Initialisation 
QI + S; 
H + {l} (H est l'ensemble des indices des problèmes non résolus) 
H,, + {l} (Hm est l'ensemble des indices des problèmes pour lesquels 
la borne inférieure n'a pas encore été calculée); 
s' - point arbitrairement choisi dans R 
(si un tel point existe, sinon 3' + m, i.e., une valeur convention- 
nelle) ; 
F' + F(sm)  si un point dans R a été trouvé, sinon F' c CQ; 
b)  Test de réalisabilité 
Pour tout Qh tel que h E Ifnm faire 
calculer Qr. fl R; 
si Qh n R = 0 éliminer h de Ifnm; 
Fin pour; 
c) Test d'optimalité 
Pour tout Q h  tel que h E H,. faire 
calculer une borne inférieure &, sur F,'; 
si & > F' éliminer h de H,,; 
Fin pour; 
Qi c Tl 
Figure 1.1 Obtention des points dans le cas contraint. 
d) Test d'amélioration de la solution (voir Figure 1.1) 
Pour tout Qh tel que h E H,, faire 
s'il existe ! E {1,2, ,  . . . ,m}, Qh C Tc, 
calculer la valeur F(sh) au point central s h  de la région Qh; 
s'il existe J! E {1,2,. . . , n}, Tc C Q h ,  
calculer la valeur F ( s )  en un point extrême arbitrairement choisi s h  de 
Tc; 
sinon, s'il existe ! E {1,2,. . . , m )  tel que Tc n Qh # 0, 
calculer la valeur F(sh)  d'un point sh SUT les frontières de TL et Qh; 
si F(sh)  < F*' poser F* + F(sh)  et s* + sh; 
Fin pour; 
ajouter tous les indices h E H,,, à II; 
e)  Branchement et conditions d'arrêt 
Si H = 0, fin: le problème est non réalisable; sinon sélectionner Qh tel que & = 
Fe-& 
si 5 E: fin, une solution E-optimale s* de valeur F' a été trouvée, sinon 
L A  
partitiormer Qh en 4 nouvelles régions Qat ? h' = hl,  h2, h3, h4; 
Éliminer h de H et poser H,, égal à l'ensemble des indices des nouvelles régions; 
Retour en 6). 
Pour rendre l'étape e) efficace, les bornes inférieures & des sous problèmes 
(h E H) sont gardées dans une liste. A l'étape d),  les sous problèmes tel que & 2 F* 
peuvent être éliminés pour sauver de l'espace mémoire. Ceci est réalisé eu utilisant 
une gestion efficace de la liste (Atkinson et al. [3]). Dans le cas non contraint (WS), 
l'étape 6) est supprimée et l'étape d) est réduit au premier cas (voir figure 1.1). 
Chaque région Qi, est défini par une paire de latitudes et une paire de longi- 
tudes. Les 4 nouvelles régions engendrées sont obtenues en prenant l'arc passant 
par Le milieu des 2 latitudes et l'arc passant par le milieu des 2 longitudes. 
1.4 Bornes inférieures 
1.4.1 Borne 1 
Une première façon de calculer une borne inférieure & noté & sur F(s )  pour 
s E Q I x [  est de sous estimer les distances des points de demande à la source s par 
leurs distances à leurs points le plus proche pj de Qh (voir figure 1.2): 
Figure 1.2 Détermination dans Qh des points les plus proches des points de demande. 
Ce calcul de borne inférieure se retrouve dans l'algorithme (BSSS). La détermi- 
nation des points pj pour chaque point de demande aj est plus complexe sur la 
sphère. A chaque région Qh,  la sphère se divise en 9 zones. La région Qh, les 4 
zones latérales et les 4 zones de coins. Lorsque aj se trouve dans une zone de coin, 
le point pj E Qh le plus près de aj est le coin de Qh appartenant à la zone. Pour 
aj se situant dans une zone latérale, pj est le point d'intersection entre la frontière 
de Qn la plus proche de aj et sa perpendiculaire passant par al. Si aj E Qhi  Pj est 
confondu avec aJ et ne contribue pas au calcul de &. Nous allons décrire Les 9 zones 
précisément et expliciter le calcul de pj pour aj dans chacune des zones. 
Considérons une zone Qh (q1q2q3q4) sur un hémisphère délimité par 2 longi- 
tudes LOI et LOz, 2 latitudes LAl et LAZ. La sphère étant initialement partitionnée 
en 8 triangles sphériques égaux, l'inégalité llLO1- L02(( < r/2 est satisfaite. Soient 
Cl et C2 les grands cercles contenant LOI et LOz respectivement. Soit une zone 
liée à l'hémisphère nord (q1q2q3q4) (le CM où la zone est liée à l'hémisphère sud est 
équivalent) et le partitionnement de la sphère (à partir de (q1q2q3q4)) en 9 zones 
NE, NO, SE, SO, N, S, O, E et Qh (illustrées par les figures 1.3 et 1.4): 
Figure 1.3 Hémisphère nord. 
a : point correspondant au pôle nord si Cl est l'équateur. 
pN: pôle nord de la sphère. 
pm: point d'intersection de l'équateur avec LO, (la longitude opposée à 
celle passant au milieu des arcs sphériques (q1q4) ( q 2 q 3 ) ) .  
pS : le point d'intersection de LO, avec le grand cercle issue de pl et 
passant au milieu de (q1q2). Les angles sphériques ((p1p5), (plq')) et 
( ( p ' ~ ~ ) ~  (p1q2)) sont plus petit que r. 
N O  zone (p4q4pNpmpS). 
p4: point correspondant au pôle nord si C2 est l'équateur. 
a p5: ce point, défini précédemment pour la zone NE, est aussi le point 
d'iatersection de LO, avec le grand cercle issu de p4 passant dans le 
milieu de (q3q4). Les angles sphériques ( ( P ~ P ~ ) ,  ( ~ ' q ~ ) )  et ((p4p5), (p4q3)) 
sont plus petits que a. 
Figure 1.4 Hémisphère sud. 
p2 : point d'intersection entre LOI et l'équateur. 
a pS : pôle sud de la sphère. 
4 3 3 S 5  SO zone (P q P P P ) 
a p3 : point d'intersection entre L 0 2  et l'équateur. 
N 1 4  N zone (P q q 1. 
2 3 3 5 2  S mme ( q  q P P P 1- 
Le lemme suivant explique comment le point le plus près pj sur (q1q2q3q4) du 
point de demande aj est obtenu. 
L e m m e  1 Soit ~ ' ( 4 ~ ~  Bj) un point sur S et LAp une latitude quelconque. Soit p ( 6 ,  O) 
un point courant sur LA, et ph&, 6,) la proieetion orthogonale de al sur LA,. La 
fonction distance d j ( p )  croît quand (a - Bj) augmente de O à n et décroît quand 
( O  - Bj) augmente de a à 27r. Si LA, est un grand cercle et a j  est sur LA,, la 
fonction distance dj(p) est linéaire. De plw, il correspond au cas où la pente sj de 
la fonction distance est mazimurn (en valeur absolue) et est égal à 1. 
Démonstration: 
Le signe de la première dérivée de dj(p) = arcco~(sin(q5~) sin(&,) cos(8 - 8j) + 
est égal au signe de sin(6 - 8j) car O 5 4j 5 et O 5 I q. 
Dans le cas particulier (figure 1.5 (b)) où LA, est vue comme l'équateur d'un 
pôle nord donné, la fonction distance dj(p) devient linéaire: 
Montrons que la pente de la fonction distance est bornée par 1 (voir figure 1.6). Soit 
le taux d'accroissement de d j (p )  au point p sur LA, pour une petite variation de O: 
north pole i 
I 
e 
a) General case h)  Particular case 
pole 
Figure 1.5 Calcul de la distance géodésique entre deux points. 
Montrons que la pente de la fonction distance est bornée par 1 (voir figure 1.6): 
soit le taux d'accroissement de d j ( p )  au point p sur LA, pour une petite variation 
En utilisant l'inégalité triangulaire sphérique nous avons dj  (p+bp)  -di ( p )  < bp = r60 
où 
r < R(R = 1 : rayon de la sphère ). 
Par conséquent : 
Dans le cas particulier où dj  (p) = O et LAp est un grand cercle 
Figure 1.6 Effet sur ddi(p) d'une petite variation de 8. 
Quand d j ( p )  décroît, le même raisonnement conduit à la borne inférieure -1. 
Le résultat s'en suit. 
Proposition 1 Le point le p l u  proche sur (q1q2q3q4) d'un point de demande 
est respectivement q l ,  q4, q3, 42 dans NE, NO,SO,SE. 
Démonstration: 
Soit aj un point de NE. Montrons en premier lieu que q 1  est le plus près de 
aj sur (qIq2). Puisque l'angle sphérique [(p'p5)(p'q1)] est plus petit que n (voir 
définition de p5), la distance dj(C1) augmente jusqu'au milieu de (qlq2). En effet, 
le point milieu est l'antipode de la projection orthogonale de p5 sur Ci, la distance 
dj(Ct) ne décroîtra qu'après ce point. D'où le résultat. Le même raisonnement (en 
considérant LA1) montre que q' est le point le plus proche de aj sur (q1q4). Tout 
point p intérieur à la zone (q1qzq3q4) est dominé en termes de distance au point de 
demande aj par l'intersection de l'arc du grand cercle passant par aj et p et un des 
2 arcs (q1q2), (q1q4). On en déduit que q1 est le point b plus proche de (q1q2q3q4) de 
tout point de NE. Le même raiso~ement  s'applique pour les autres zones de coin 
NO, SO, SE. 
Proposition 2 Le point le plus proche sur (q1q2qJq4) de tout point de demande est 
sa projection orthogonale sut (q1qZq3q4). 
Démonstration: 
Appliquer le lemme 1 directement en considérant les projections orthogonales 
Sur 
(q1q4), (q2q3), (q1q2), (q3q4) des points de demandes des zones N,S,E,O. 
La borne & est peu précise si le rayon de Qh est relativement étendu et lorsque 
les points de demande sont répartis sur toutes les zones autour de à Qh (les distances 
en un point de la région sont minorées par les distances à la région). Dans la section 
suivante nous verrons comment améliorer la qualité de E. 
1.4.2 Borne 2 
Examinons d'abord les conditions sous Lesquelles le minimum global de la fonction 
de Weber soit sur un côté de Qh. 
Proposition 3 s Soit Qh la zone délimitée par Q', g2, q3? les antipodes respectifs 
de q l ,  q2, q3 et q4.  Soit aj un point de demande de fort poids wj dans une zone donnée 
(en dehors de Qh et Q ~ )  et un sous ensemble de points de demande a', ak, a', am dans 
d'autres zones dont la somme des poids wil wk, wl, w, ne dépasse pas  wj. La solution 
optimale du problème de Weber associé auz points de demande (a i ,  ak, a', am) avec 
s E Qh est sur le côté de Qh le plus proche de a-'. 
Démonstration: 
Soit un point courant p(q5,B) de Qh et t'arc de grand cercle (p ,  a i )  allant de p 
à ai .  Comme aj est en dehors de Qh,  la fonction distance d j ( p )  décroît linéairement 
lorsque p parcourt (p, a i )  en direction de ai.  La distance entre ai ,  ak ,a f ,  am et p 
peuvent croître ou décroître (ou faire les deux). D'après le lemme 1, les pentes 
s j ,  s i ,  sr, si et S, associées à ces distances satisfont: 
Lorsque l'on parcourt le grand cercle de p à a-', la fonction objectif du problème 
de Weber associée aux points de demande ai, ai ,  ak,  a', am décroît. Cette fonction 
atteint sur Qh son minimum en p', (Le, le point d'intersection d'un côté de Qh et 
du grand cercle considéré). De plus, tout point p de Qh est dominé par un point 
sur le côté de Qh le plus proche de ai. Remarquons que si a j  se situe sur une région 
Latérale (N,S,O,E), il y a un seul côté à considérer, il y en a 2 si aj se trouve sur une 
des zones de coin (NE,SE,NO,SO). 
Figure 1.7 Illustration de la borne 2. 
Le problème de Weber reste cependant non convexe lorsque s est restreint à 
se trouver sur un arc de Qh. 
Un moyen de contourner cette difficulté est de grouper un point de demande 
aj associé au poids maximum en dehors de Qh et Q~ avec le plus grand nombre de 
points a], akl  a', am de poids total inférieur à wj,  se situant dans une zone opposée 
ou dans plusieurs des zones les plus éloignées lorsque la zone opposée est vide. 
Éliminer successivement les points de demande et itérer la procédure avec le 
prochain point de demande de plus fort poids. On obtient alors un partitionnement 
Al, A2, .... AL de l'ensemble A des points de demande où le dernier ensemble Ak des 
points de demande est soit vide ou contient seulement des points de Qh OU gh. La 
borne est alors obtenue en résolvant les problèmes de Weber associés aux points 
de demande dans At pour t = 1, ..., k - 1, en suivant la procédure décrite ci-dessous. 
On obtient: 
E ( A ~ )  est la valeur de la première borne pour les points de demande liés à 
Le calcul de g(At) s'effectue comme suit: 
(1) Diviser le côté de Qh considéré en plusieurs sous arcs (e-g. 4) [c, dl. 
(2) Sous estimer la valeur de la fonction objectif de Weber pour l'ensemble At sur 
[c,d] en prenant pour chaque point de demande dans A, la plus petite distance 
à c ou d, ou le pied de la perpendiculaire au côté de Qh s'il appartient au sous 
arc. 
(3) Garder la plus petite évaluation pour tous les sous arcs comme borne inférieure 
de la fonction de Weber sur le côté de Qh (voir figrire 1.8). 
(4) Si aj est dans une zone latérale, g(At )  est égale à la borne obtenue par les étapes 
précédentes. Si aJ est dans une zone de coin, itérer la procédure (1-3) pour 
l'autre côté de Qh le plus proche de aj et affecter à g ( A t )  la plus petite norme 
des deux côtés. 
Figure 1.8 Borne sur la fonction objectif de Weber associée à un groupe de points 
demande Iorsque p est contraint à être sur un côté de Qh. 
1.4.3 Borne 3: 
Au regard de la propriété 5, une autre façon de calculer une borne inférieure est 
déduite. Les points de demande sont partitionnés en 2 ensembles: un ensemble Al 
contenant tous les points de demande dont la distance maximum à un point de Qh 
est inférieur à 7r/2 et un ensemble A2 contenant les points de demande restant (voir 
figure 1.8). Le problème (WS) pour les points de demande de Ai est convexe et 
peut être résolu en utilisant un logiciel de minimisation d'une fonction convexe tel 
que MINOS. Un borne est obtenu en appliquant aux points de demande dans 
A2 la borne f i :  
E = C d j ( p j )  + min C d j ( s ) .  
jEAa jEAi 
Figure 1.9 Illustration de la borne 3. 
1.4.4 Borne 4 
Une variante de la borne 3 est l'utilisation pour l'ensemble Aa de La procédure pour 
le calcul de 1;. Notons que lorsque la région Qh tend vers un point (par l'effet du 
branchement), les bornes f i  et f i  tendent vers une valeur commune. 
1.5 Résultats numériques 
L'algorithme (BRSR) pour le problème de Weber décrit dans les sections précédentes 
a été programmé en C et testé sur SPARC 4/75-64 (28.5 mips, 64 M ram, 4.2 
Mflops). Pour les problèmes tests, les points de demande sont générés aléatoirement 
suivant une loi de distribution uniforme, sur la sphère, sur les 2/3 de la sphère et 
sur l'hémisphère. Les poids sont distribués uniformément sur l'intervalle [0,2]. Une 
première série d'expériences vise à comparer les bornes inférieures décrites sur des 
problèmes de taille relativement petite (ne dépassant pas 100 points de demande). 
Pour chaque valeur de n (nombre de points de demande), 10 problèmes sont résolus. 
L'algorithme s'arrête lorsque l'erreur relative (F' - & ) / F' devient inférieure à 
c = Les résultats sont présentés dans les tables 1-3. Pour chaque valeur de 
n, la moyenne et l'écart type du temps de calcul et des itérations sont donnés. Une 
seconde série de problèmes tests donne une évaluation sur la taille des problèmes 
pouvant être résolus en temps raisonnable avec la meilleure des bornes (i.e borne 
pour toute la sphère, pour les 213 de la sphère, pour l9h6misphère). Pour 
chacun des cas, des problèmes avec resp. 500, 1000, 10000 points de demande sont 
résolus. Pour chaque valeur de n, 10 problèmes sont testés. L'erreur relative E est de 
10-~. Les résultats de la seconde série d'expériences sont présentés dans les tables 
1-3: 
(i) Le temps de calcul augmente modérément avec la taille du problème, à peu près 
linéairement avec le nombre de points de demande. 
(ii) La borne est meilleure que les autres pour des problèmes générés sur toute 
la sphère. Avec cette borne inférieure, l'algorithme résout les problèmes avec 
100 points de demande en moins de 9 minutes en moyenne. L'utilisation des 
autres bornes augmente le temps moyen de 3 minutes en moyenne. 
(iii) Les bornes Eh et deviennent plus eficace quand la taille des régions con- 
tenant les points de demande décroissent. Pour des séries de problèmes sur 
213 de la sphère, et &! ont presque la même valeur que f i .  La qualité 
des bornes f i  et ne dépend pas de la taille des régions où se trouvent les 
points de demande. 
(iv) Les écarts types des nombres d'itérations et du temps de calcul sont élevés pour 
toutes les séries de problèmes. Cela montre que la distribution géographique 
des points de demande a une forte influence sur la performance de l'algorithme. 
Par exemple, un problème avec 10 points de demande sur un hémisphère est 
résolu en 157 secondes tandis que les 9 autres de la même série sont résolus en 
moins de 7 secondes. 
(v) A l'exception du cas sur l'hémisphère, la borne 3 est plus précise que & 
est plus précise que F$ Le groupement de points est donc efficace en pratique. 
(vi) Dans le cas de l'hémisphère, la borne est meilleure que G. Dans ce cas, la 
qualité obtenue en groupant des points de demande ne compense pas le temps 
nécessaire pour l'obtenir. 
Une troisième série d'expérience évalue la sensibilité de l'algorithme par rapport au 
paramètre E (erreur relative sur la fonction objectif). 5 problèmes avec 200 points 
de demande sur toute la sphère, 2/3 de la sphère et sur l'hémisphère sont résolus 
pour e = à e = 10-5  IO-^ pour l'hémisphère). Les résultats sont donnés dans 
le tableau 4: 
(i) L'algorithme est hautement sensible à la valeur de a dans tous les cas. 
(ii) Quand E est divisé par 10, le nombre d'itérations augmente d'un facteur de 10 
pour les points de demande sur la sphère et sur 213 de la sphère et par un 
facteur de 2 à 5 pour les points de demande sur l'hémisphère. Dans ce dernier 
cas le facteur augmente quand c décroît. 
(iii) Le temps de calcul augmente en général du même facteur que le nombre 
d'itérations. 
Au vu de ces résultats, il apparaît que le moyen économique pour avoir une solution 
c optimale est de résoudre rapidement le problème avec une précision modérée 
e = IO-*, e = puis d'appliquer une procédure itérative [e.g Katz et Cooper 
(1980)' Drezner et Wesolowsky (1978)l. 
. . 
Le cas contraint prend place dans la 41eme et dernière série d'expérimentations. 
L'effet des contraintes de localisation est évalué. Un exemple où les 5 continents sont 
approxirnés par 24 tnangla sphériques est d o ~ é .  Les points de demande et la source 
sont contraints à être à l'intérieur de ceux-ci. La borne est utilisée. Les résultats 
pour n=100-1000 sont présentés dans la table 5: 
(i) Tous les problèmes sont résolus en des temps raisonnables. 
(ii) Le nombre moyen d' itérations apparaît être indépendant du nombre des points 
de demande. Son écart type décroît quand le nombre de points de demande 
augmente. 
(iii) La moyenne du temps de calcul augmente légèrement moins que linéairement 
avec le nombre de points de demande. Son écart type ne change pas avec ce 
nombre. Par conséquent le ratio o / p  décroît. 
(iv) Les problèmes contraints apparaissent être du même ordre de difficulté que les 
problèmes non contraints lorsque les points de demande sont générés sur 213 
de la sphère mais plus facile à résoudre lorsque ces derniers sont génarés sur 
toute la sphère. 
En résumé, les résultats de calcul montrent que le problème de Weber sur la 
sphère est résolu efficacement par l'algorithme (BRSR) dans le cas contraint et non 
contraint . 




























Tableau 1.2 Résultats sur la sphère (2). 






















































































Tableau 1.5 Résultats sur l'hémisphère (1). 
valeur 
1 
borne inf. - f' borne inf. - f2 
1 
optimale iter I C'PU I iter I C'PU I 
Tableau 1.6 Résultats sur l'hémisphère (2). 
I borne inf. - f 1 borneinf.f4 - 1 
opta 1 iter 1 CPU I iter 1 cpu I 




1 0 - ~  
1 0 - ~  
E 
sphère 
iter 1 cpu 
2/3 sphère 












































Tableau 1.8 Cas contraint. 
Borne inf. 
1 I optimale I iter I cpn 1 
CHAPITRE 2 
Le problème de Weber avec coûts 
concaves 
2.1 Introduction 
Le modèle classique de Weber présente un certain nombre d'approximations pas 
toujours réalistes. Par exemple, la fonction économique est généralement Linéaire 
ou convexe en la distance alors qu'il est bien connu des économistes que le coût de 
transport s'exprime mieux par une fonction concave et non décroissante en la dis- 
tance. De plus il n'est pas rare qu'en pratique des obstacles (villes, montagnes, lacs) 
interdisent la Iocalisation et forcent à les contourner. Ces deux contraintes rendent 
le problème non linéaire et non convexe, avec une fonction objectif discontinue sur 
un domaine non convexe [Il]. Il arrive aussi que pour certaines applications les de- 
mandes ou les points de demande soient connus de façon probabiliste. La fonction 
objectif devient alors stochastique. 
Pour résoudre un bon nombre de variantes du problème de Weber, il est 
nécessaire de recourir à des outils d'optimisation globale. Le problème de Weber 
avec poids mixtes (où les usagers trouvent la source désirable, d'où des poids posi- 
tifs, et les résidents proches la trouvent polluante, d'où des poids négatifs) et le 
problème de Weber avec distances maximum (où les fonctions de coûts cessent de 
croître après une distance donnée) sont des problèmes d'optimisation globale résolus 
exactement par Chen e t  al. [15] et Tuy et al. [73] [74] en utilisant la théorie des 
fonctions D.C. (différences de fonctions convexes). Hansen e t  al. (431 et Tuy e t  
al. [73] [74] considèrent les problèmes très généraux où la fonction économique est 
une somme de fonctions non décroissantes de la distance à chaque usager, celle ci 
pouvant être non symétrique. 
2.2 Formulation du problème dans le plan 
A notre connaissance le problème de Weber avec fonctions de coûts concaves et non 
décroissantes en la distance de chaque usager à la source n'a pas encore été étudié. 
C'est un problème d'optimisation globale qui peut être formulé comme suit: 
F* = F(x',  y*) = min F(x ,  9) = C f j ( d j ( s ) )  
(z,y)ES j=l 
Où: 
(i) S : enveloppe convexe des points de demande. 
(ii) J = {a1, . .., an} : ensemble de points de demande. 
(iii) wj : poids associé au point de demande aJ. 
(iv) s = (3, y)  : coordonnées cartésiennes du point courant. 
(v)  / , ( x )  : fonction concave et non décroissante en x ,  associée à a'. 
(vi) d j (s )  : distance Euclidienne entre le point de demande ai et la source S. 
(vii) Qh : carré du plan. 
(viii) F,' : valeur optimale de la fonction objectif à l'intérieur de Qh. 
(ix) sh : point associé à Fl. 
(x) & : borne inférieure sur Fl  à l'intérieur de Q I .  
. 
Definition 4 On appelle enveloppe convete des points de demande le plus petit 
polygone conveze qui les contient tous. 
Propriété 6 Au moins un optimum (xa,y') appartient à l'enveloppe convexe des 
points de demande. 
Preuve : 
Figure 2.1 Enveloppe convexe des points de demande 
Soit un point A(zAY yA) n'appartenant pas à l'enveloppe convexe des points de 
n 
demande. Supposons que ce point soit l'optimum : F' = C fj(dj(A)) est minimum 
j=l 
pour tout point du plan. Soit H ( t H ,  yH) le projeté orthogonal de A sur S (cf figure 
2.1). Soit A la droite passant par A et H. Soit I l'autre point d'intersection entre 
la droite A et S. D'après la construction d'un polygone convexe (figure 2.1)' on a 
pour tout j: 
Ce qui contredit l'hypothèse sur le point A. 
Le problème de Weber avec coûts concaves et non décroissants en la distance est 
du domaine de l'optimisation globale. Nous proposons de le résoudre exactement 
par deux méthodes : un algorithme d'énumération implicite et un algorithme de 
minimisation de fonctions D.C. (différences de fonctions convexes). 
Le chapitre comportent trois parties : la première porte sur la méthode d'énumé- 
ration implicite pour laquelle deux procédures de calcul de bornes inférieures sont 
proposées. La seconde porte sur la résolution du problème par une approche D.C. 
La dernière partie présente les résultats numériques des différentes méthodes. 
2.3 Approche par énumération implicite 
L'algorithme proposé est schématiquement le même que "Big Square S m d  Squaren 
développé par Hansen et al. [43] et étendu par Plastria [63] auquel on a ajouté un 
nouveau calcul de bornes. Sous sa forme initiale "BSSSn (431, [63] est un algorithme 
exact pour toute fonction de coût non décroissante en la distance. Il reste cependant 
limité en pratique car les bornes qu'il utilise sont souvent peu précises. L'idée de 
base est de p a r t i t i o ~ e r  l'espace des solutions (le plan) en régions. Sur chacune 
d'elles, une borne infériewe et une borne supérieure de la fonction objectif sont 
calculées. A chaque itération la région ayant une borne inférieure minimum est 
choisie et est subdivisée (recherche du type meilleur d'abord 1431 [63]). La meilleure 
localisation connue est mise à jour si nécessaire et l'algorithme réitère jusqu'à ce que 
la différence entre le minimum des bornes inférieure et la meilleure valeur connue 
soit inférieure à une petite valeur. Les principales étapes de la méthode (simplifiée 
ici) car elle permet aussi de prendre en compte des contraintes de zones interdites 
pour la localisation) sont: 
Initialisation soit QI le plus petit carré contenant les points de demande {a '...an} 
dont les côtés sont parallèles aux axes coordonnés. Soit L la longueur du côté 
de ce carré et e la tolérance. Calculer au centre du carré la valeur de la fonction 
ob jectit Soit F* la plus petite valeur de la fonction objectif obtenue et s* le 
point associé. Calculer une borne inférieure de la valeur de F sur le carré. 
Introduire le carré dans une liste L,. 
Itération courante : 
(i) Sélectionner le carré Qh de borne inférieure minimum de la liste L,. Sub- 
diviser Qh en quatre carrés égaux Qhl , Qh2 Qh, Qh,. 
(ii) Calculer une borne inférieure &,(h = hl, h2, hJ, h4) de F ( x ,  y) sur chacun 
des carrés. Elirniner les carrés dont la borne inférieure est plus grande que 
la valeur Fm. 
(iii) Calculer sur chaque carré restant la valeur de la fonction objectif en quatre 
points(dont le centre) (borne supérieure) et mettre à jour F* si nécessaire. 
(iv) Si l'erreur relative entre la meilleure valeur connue F* et la borne inférieure 
Fm-F minimum : F.+ est plus petite qu'une tolérance c, fin. Le point r- 
optimal s' est solution du problème de Weber associé à la valeur F*. 
Dans la version de base de "BSSS", la borne inférieure se calcule de la manière 
suivante: 
Soit Qh un carré défini par 4 côtés parallèles aux axes de coordonnées et par 4 
sommets A, B, CetD et p,! le point du carré le plus proche du point de demande ai. 
Qh découpe le plan en 9 régions (cf figure 5.1) : NO, N, NE, O, Qh, E, SO, S, SE. 
En considérant une fonction de coût concave et non décroissante en la dis- 
tance (fj(dj(s))) associée au point de demande aJ on propose d'améliorer la borne 
inférieure - Fh sur Q h .  Soit f .(z, y) une fonction minorante de fj(dj(s)) sur Qh et 
-3 
soit la borne inférieure suivante: 
On appellera LB1 et LBz les deux procédures à venir pour le calcul de la fonction 
fi(., Y) - -
Figure 2.2 CarréQh 
2.3.1 Procédure LBi : minoration par un plan 
Soit f f (2, Y) le meilleur plan sous estimant fj(dj (s) ) sur Le carré Qh. L'équation du 
-1 
plan fl(s, y) dépend de la position du point de demande d par rapport au curé  
-1 
Q h -  
On peut distinguer 3 classes de zones à partir de Qh pour la construction de 
la fonction minorante: (NO, NE, SO, SE), (N,S,O,E)), ( Q h )  . 
Cas 1 aJ est localisé dans les régions N ,  El O, S (cf figure 2.3): 
Soit pi le projeté orthogonal de ai sur Qh et pi la deuxième intersection entre 
la droite et Qh (cf figure 2.3) . Soit ff(x, y)  le plan passant par les 
-3 
points ( p i  fj(dj(pj ))) et (p; ,  f j ( d j  (J())) généré par les droites perpendiculaires 
à ( a i t p : )  et parallèles au plan z = O. Pour chaque point extrême du rectangle, 
la valeur du plan minorant est: 
Cas 2 aj est localisé dans les régions Y0, NE, SO, SE. Soit p,! le côté de ABCD le 
plus près de aj et D la droite passant par aJ et pl ,  V, le côté opposé à p,! et pj  la 
projection orthogonale de V, sur D. Soit A la droite [ ( p , l ,  fj(dj(pi)))(p;, fj(dj(p!))] 
(cf figure 2.4). Soit f f (x, y) le plan contenant A et les droites orthogonales à 
-1 
A et parallèles à z = 0. 
Cas 3 aj est à l'intérieur de Qh. On prendra O comme valeur minorante de fj(dj ( 8 ) ) .  
Figure 2.3 Construction de f,!(+, y) (cas 1) 
a' 
Figure 2.4 Construction de ft ( x ,  y) (cas 2) 
Proposition 4 fl(x, Y) le plan contenant A et les droites orthogonales à A et par- 
-1 
allèles à z = O est le meilleur plan sous-estimant f j ( d j ( s ) )  sur Q h .  
Preuve: 
Soit M ( x ,  y)  un point de Qh et ~ ( x ' ,  IJ') soii projeté orthogonal sur D: 
f (x) étant concave: 
Soit la pente du plan : 
On en déduit l'expression analytique du plan: 
n 
Puisque la somme de fonctions a h e s  est afIine, C f f (x, y )  atteint son minimum en 
j=l-J 
un des points extrêmes de Qh. Il suffit alors d'évaluer pour chaque point de demande 
d la valeur de ff(x, y) sur A, B, C et D: 
-3 
2.3.2 Procédure LB2 : minoration par un cône 
Figure 2.5 Construction du cône minorant. 
Soit f2(x, y )  un cône sous estimant fj(dj(s)) sur Qn (cf figure 2.5)' pi et p! les deux 
-3 
points, respectivement le plus près et le plus loin de a j  et appartenant tous les deux 
à Qn. Soit A' la droite passant par les points (aj,flj) et ($, fj(dj(p;)) de pente 
s; = fl(dl(p:)-fl(d~(p:) dont la projection orthogonale dans le plan(z=O) est Dl (la 
dI(Pj)-dl(P:) 
droite passant pas ai et p;).  
On en déduit : 
F* - min C(x,y)- 
- (..!,)€Oh 
C(x , y) est convexe (la somme de fonctions convexes reste convexe). L'obtention 
du minimum de C(z, y)  sur QI est un problème de minimisation d'une fonction con- 
vexe sur un convexe. D'où la procédure à deux étapes suivante pour l'obtention du 
minimum de C(x,  y) sur Qh. 
(1) Optimisation sur les côtés de Qh 
Soient DA=, DBz les gradients de C(x,  y )  aux points A et B suivant l'axe des x 
(cf figure ci-dessous) et pi(xi, yl) le point qui minimise C(x, y )  sur le segment 
[A, BI. 
Le tableau suivant donne les différents lieux de pl en fonction du signe des 
gradients Da, et  DAy. 
Dans le premier cas, pl s'obtient par l'algorithme de Weiszfeld (réduit à une 
dimension, une des coordonnées étant fixée) sur l'arête. Les points optimaux 
m, hi p4 des autres côtés du carré s'obtiennent en suivant le même raison- 
nement. Soit p, le point qui minimise C(x, y) sur les 4 côtés de Qh : 
(2) Optimisation à l'intérieur de Qh Soit l'algorithme de Weiszfeld (procédure 
itérative de descente) de point de départ po et le point issu de po après une 
itération. Si & est à l'extérieur de Qh alors p, est le point qui minimise C ( x ,  y)  
sur Qn sinon la procédure de Weiszfeld converge vers le minimum global de 
C(x, y), à l'intérieur de Qh. 
2.4 Approche par programmation D. C. 
Tout problème de minimisation d'une fonction continue peut s'écrire comme un 
problème de minimisation d'une fonction D.C. [73] [74]. Dans cette partie, nous 
proposons de minorer F ( z ,  y) par DC(x, y) (une fonction D.C) et d'en déduire une 
procédure de résolution de F ( x ,  Y). 
Soit rj un nombre réel positif. Nous pouvons toujours construire un cône 
Kj(zY y) centré sur aJ (un point de demande) coupant f j ( d j ( s ) )  à une distance rj de 
aj (cf figure 2.6). 
Soit DC(x, y) une fonction D.C minorante de F ( x ,  y) sur S. Une fonction D.C 
peut être construite de la manière suivante: 
j=l- - convexe convexe 
avec: 
O lorsque d j  (5) < rj 
Kjdj(s) - fj(dj(s)) lorsque dj  (5) 2 rj 
DC, (x, y) coïncide avec fi (dj(s)) pour tout point en dehors du cercle (ai, rj). DC, ( x ,  y) 
coincide avec le cône pour tout point à l'intérieur du cercle. 
Figure 2.6 Décomposition D. C. 
Puisque la somme de fonctions D.C reste D.C [74] [73] : 
est une fonction D.C. minorante de F(x, y) pour tout (x, y )  E S et on a: 
min DC(x ,  y)  5 min F(x, y). 
(GY) (GY) 
Nous pouvons reformuler le problème D.C. (min DC(x, y)) comme un problème 
=*Y 
de minimisation d'une fonction concave sur un convexe 1741 [73] [15]: 
devient 
P. est résolu optimalement par une méthode d'approximation extérieure (Chen 
et al. [16]) dans laquelle le domaine convexe est approximé extérieurement à chaque 
itération par un polytope de plus en plus petit. Le minimum de la fonction con- 
cave sur le polytope est obtenu en un de ses points extrêmes [46] ce qui donne une 
borne inférieure sur la solution. Une borne supérieure est calculée simultanément 
et la meilleure valeur connue est mise à jour si nécessaire. Le polytope est ensuite 
r f i é  par un plan de coupure éliminant le point minimum précédemment obtenu et 
l'algorithme réitère jusqu'à ce que la différence entre la valeur minimum de la fonc- 
tion obtenue sur le polytope courant et la meiueure valeur connue (correspondant à 
un point réalisable) est inférieure à une petite valeur (c). 
Nous pouvons déduire des résultats précédents une procédure permettant de 
résoudre le problème de Weber: 
(1) initialiser rj pour chaque point de demande. Soit +j = dij = min (d j (u i ) ) .  i=l ... n(j#i) 
(2) résoudre le programme P, par l'algorithme de Chen et  al.. Soit ( x ' ,  y') le point 
obtenu. 
(3) mise à jour de J'. 
J' = { j  = i, n : O < d j ( z ' , y m )  < ri} 
Si J' = 0, DC(x ,  y) coïncide avec F ( x ,  y)  et la localisation optimale de la 
source (z* ,y*) est trouvée, fin. Sinon faire : 
Mise à jour des pentes Ki pour j E J' et aller en (2). 
2.5 Résultats numériques 
Dans cette partie, les deux algorithmes sont testés pour différentes valeurs de n 
(nombre de points de demande) allant de 10 à 10000. Pour chaque valeur de n, 10 
problèmes sont testés et les résultats sont présentés dans les tableaux ci après 2.1'2.2. 
(i) iterl : nombre de coupes utilisées pour la minimisation de la fonction concave 
sur le convexe. 
(ii) iter2 : nombre d'itérations de l'algorithme D.C. 
L'algorithme D .C est programmé en fortran, l'algorithme d'énumération im- 
plicite est codé en langage C. Les expériences de calcul sont obtenues sur SPARC4 
: 28.5 Mips, RAM = 64 M. 
Plusieurs conclusions apparaissent clairement: 
0 L'algorithme d'énumération implicite est plus rapide que I'algorit hme D. C dans 
tous les cas et de plus en plus quand la taille du problème augmente. 
Le temps pour cet algorithme croit presque linéairement avec le nombre de 
points de demande. 
0 Le compromis temps de calcul/précision est identique pour les bornes LBi et 
LB2. 
Tableau 2.1 Résultat pour l'algorithme D .C. 
algorithme D. C. 
n 1 OBJ 1 
2 
dii " 
I 1 1 iterl I iter2 I CDU I 
Tableau 2.2 Résultat pour l'algorithme d'énumération implicite. 
Enumération implicite 
n O B 3  Plan 
iter 
it 1 Q 
Cône 
VU 
C@ I u 
iter 
it 1 Q 
CPU 
cpu 1 u 
CHAPITRE 3 
Le ~roblème de Weber avec contraintes 
de focalisation et de passage 
Introduction 
ratique, les problèmes de transport et de localisation sont sujets à plusieur 
contraintes. Les montagnes, les lacs, les zones urbaines sont inadéquates pour la 10- 
calisation de la source ( contrainte de localisation). D'autres part, des zones sujettes 
à congestion ou naturellement infranchissables doivent être évitées (contraintes de 
passages). Aneja et Parlar (21, Butt et Cavalier [Il] [12] étudièrent ces deux types 
de contraintes. Les contraintes de localisation sont généralement représentées dans 
la littérature par des formes géométriques simples: polygones (triangles et quadri- 
latères). Hurter et  al. [47], Schaefer et Hurter [70] considèrent des disques comme 
zones permises. 
Hansen et  al. [43] étudient le cas où la zone permise est une union de poly- 
gones simples (triangles et quadrilatères). Sans perte de généralité, toute zone 
permise peut être approximée (à la précision voulue) par un ensemble de telles 
formes géométriques. Ces demiers auteurs constatent que le nombre de polygones 
n'influence pas beaucoup le temps de résolution. Hurter e t  al. [47] observent que si 
le Lieu optimal de la source du problème de Weber non contraint se situe dans une 
zone permise du problème de Weber contraint alon il est optimal pour ce dernier 
problème. Sinon, le lieu optimal de la source du problème de Weber contraint 
est visible de celui du problème de Weber non contraint (i.e., il existe une droite 
joignant les deux lieux qui ne contient pas de point intérieur permis). De plus la 
fonction objectif du problème de Weber sur la frontière d'un polygone convexe est 
quasi-convexe, ce qui permet d'obtenir par une recherche unimodale la solution du 
problème de Weber contraint. Des problèmes ayant 100 points de demande et 100 
triangles et quadrilatères (zones permises) sont résolus en quelques secondes. Aneja 
et Parlar [2] considèrent le cas où la zone interdite est un ensemble de polygones 
simples (convexes ou non). 
Les contraintes de passage sont peu étudiées dans la littérature. Le plus court 
chemin (appelé distance réalisable) d'une origine fixe (localisation de la source) à 
une destination fixe (localisation d'un point de demande) est obtenu par la con- 
struction d'un graphe de visibilité (e.g. Viegas et Hansen (791). Les sommets sont 
les points extrêmes des polygones représentant les zones infranchissables, l'origine 
et la destination. Un arc existe entre deux sommets si les points du pian associés 
sont visibles l'un de l'autre (la droite les reliant ne contient aucun point intérieur 
de zones infranchissables). Le poids sur chacun des arcs est la longueur du chemin 
entre les deux points. Le plus court chemin entre deux sommets (deux points du 
plan) est obtenu par l'algorithme de Dijkstra [22]. 
Aneja et Parlar [2] considèrent le problème de Weber avec des zones (polygones 
convexes et non convexes) interdisant la localisation et le passage. Ils proposent une 
heuristique de type : "recuit simulén en utilisant le graphe de visibilité pour évaluer 
la fonction économique. 
Butt et Cavalier [12] proposent une autre heuristique basée sur une adaptation 
de l'algorithme de Weiszfeld [76]. Elle converge vers un optimum local. Cette 
heuristique est appelée plusieurs fois à partir de points réalisables initiaux choisis 
aléatoirement. 
A notre connaissance, aucun algorithme exact n'a été proposé à ce jour pour 
résoudre le problème de Weber avec contraintes de passage et de localisation. Nous 
proposons dans ce chapitre la première méthode exacte. 
Le coût de transport sera pris comme une fonction proportionnelle à la distance 
réalisable. La méthode proposée est construite sur le schéma de l'algorithme "BSSS" 
présenté dans les deux premiers chapitres. 
3.2 Formulation du problème 
Les hypothèses du problème de Weber avec contraintes de localisation et de passage 
sont: 
(i) P : un plan. 
(ii) Soit J = {a1, ... an} un ensemble de n clients (ou groupe de clients) dans le plan 
et des poids w, ( j  = l.....n) associés à ces clients, qui représentent l'importance 
de la demande. 
(iii) Soient ml régions Pi interdites pour la localisation. Ces zones sont les intérieurs 
de polygones (convexe ou non). Chacune est décrit par une liste de ses sommets 
( p, bi2 ,..., biei z = l , 7 ? 2 1 ) .  ' 
(iv) Soient m2 régions R- interdites pour la localisation et le passage. Ce sont les 
intérieurs de polygones (convexes ou non). Elles sont définies par une liste de 
leurs sommets (ci', ci2, ... cini; i = 1, m2). Soit Zi le plus petit rectangle avec des 
côtés parallèles aux axes de coordonnées contenant R, (figure 3.1): 
- - 
Figure 3.1 Zi 
. . 
= min c l  $ = $ 
j= 1.2..n, j=1,2..n; 
(iv) Soit une source à localiser en un point réalisable s ( x ,  y) ,  i.e, s E P \ ( u ~ ~ P ~ u ~ ~  
R )  - 
(v) Soit ci,(s) la longueur du plus court chemin réalisable (respectant les contraintes 
de passage) du point a j  à S. La source doit être localisée a h  de minimiser le 
coût total de transport F ( s )  défini par: 
n n 
(vi) d j ( s )  : distance euclidienne entre le point de demande a j  et S.  
(vii) QI : un carré du plan. 
(viii) d(a, b)  : distance euclidienne entre les points a et 6. 
(ix) p(x, y) : un point courant du plan. 
(x) p j ( t ,  y )  : le point sur Qh le plas proche de aj (en considérant les contraintes de 
passage). 
(xi) ph : point central du carré Qn. 
(xii) d j ( s ) :  la plus courte distance entre aJ et S. 
("i) dj (Qh)  : plus petite distance réalisable entre aj et Qh. 
(xiii) sh@) : projeté d'un point p du plan sur Qh ( p Q6). 
(xiv) V : ensemble des sommets des polygones R a .  i = 1. mi. 
Sans perte de généralité, la région dans laquelle la source est localisée peut 
être restreinte à l'enveloppe convexe des points de demande et des points extrêmes 
des polygones R. En effet, un argument simple montre que tout point à l'extérieur 
de cet ensemble convexe est dominé par au moins un point sur sa frontière. Aneja et 
Parlar dans leur article "Algorithms for Weber facility Location in the Presence of 
Forbidden Regionsn[2] mentionnent dans l'étape 1 de l'algorithme 2 que le Lieu opti- 
mal se trouve à l'intérieur du plus petit rectangle contenant les points de demande 
seulement. Le contre-exemple suivant met en défaut leur affirmation. 
Soient 4 points de demande localisés en al(l ,  l), a2(1, 2), a3(7, 2) et a4(7, 1). 
Une zone Ri (interdite pour la localisation et le passage) : un carré dont les sommets 
sont 4(2,0), 4(2,4), 4(6,4),  4(4,0). TOUS les poids i u j  sont égaux à 1 et les 
fonctions fj(s) valent dj(s). L'enveloppe convexe des points de demande est le 
rectangle dont les sommets sont a', a2, a3, a*. Tout point de Ri sur la frontière 
intérieure, (Le. sur la droite joignant 4 à 6) a une valeur de 8 + 2 f i  + 2 6  et est 
optimal. En effet si s est à gauche de Ri et d'ordonnée inférieure à 2, le plus petit 
chemin de a3 et a4 à s passe par c4 et cl et est de longueur fi + 4 + d(cl, s) ou 
fi+ 4 + d(c l ,  s). La  somme des distances est alors une constante plus la distance de 
cl à S .  Le problème donné est équivalent à un problème de Weber avec 3 points de 
demande a' a2 et c1 de poids wl = wz = 1 et 2 respectivement. Par la propriété de la 
majorité, le lieu optimal se trouve en cl. Un argument semblable s'applique quand s 
est à droite de RI. Si s est d'ordonnée supérieur ou égale à 2, les distances réalisables 
aux points de demande sont plus grandes que si s est d'ordonnée inférieure à 2 et 
de même abscisse. Ce qui complète le contre-exemple. 
Y t 
Figure 3.3 Exemple. 
3.3 Problèmes auxiliaires 
Le problème de Weber avec contraintes de localisation et de passage sera résolu 
par un algorithme d'énumération implicite (en variables continues). C'est une 
généralisation de "Big Square Small Squaren développé par Hansen et al. [43]. 
L'idée de "BSSSn est de partir d'une partition (en carrés) du plain puis de calculer 
une borne inférieure et une borne supérieure (solution réalisable) sur la meilleure 
localisation de la source sur chaque carré. La meilleure localisation connue de la 
source est mise à jour à chaque itération (si nécessaire). Les carrés dont la borne 
inférieure est plus grande que la meilleure valeur connue (meilleure localisation) sont 
éliminés. A chaque itération, le carré de borne inférieure minimum est subdivisé en 
4 carrés égaux. L'algorithme réitère jusqu'à ce que la précision désirée sur le carré 
(aire minimum) ou sur la valeur de la fonction objectif (différence entre la meilleure 
valeur connue et sa borne inférieure) soit atteinte. Avant de présenter l'algorithme 
d'énumération implicite, cinq problèmes auxiliaires sont examinés: 
(i) résolution d'un problème de Weber simple sans contraintes sur Qh : 
trouver le point de Qh qui minimise la somme des distances pondérées à des 
points fkes du plan. 
(ii) visibilité : trouver si 2 points s et s' du plan sont visibles l'un de l'autre, i.e 
si le segment [s, s'] est entièrement réalisable. 
(iii) distance réalisable d'un point p à Qh trouver le plus court chemin de p à 
Q qui contient seulement des points réalisables. 
(iv) point dominant sur Qh associé à aj : dernier sommet V J  (entièrement vis- 
ible de Qn) appartenant à u& (i = 1, rnz ) rencontré sur le plus court chemin 
entre aj et Qh qui a Io propriété suivante : 
Vs E Q h  9 bj(s) 2 dj(u') + maxd(ui, p)  
~f Q h  
(v) visibilité sur Qh: trouver si tous les points de Qh sont entièrement visibles 
d'un point p du plan. 
Propriété 7 Si 2 points s et s' ne sont pas ukibles l'un de l'autre, le plus court 
chemin de s ti s' est une somme de segments ([s, vk], [ u ~ ,  vil, ..., [v,, sr]) où vk et VI 
sont des sommets de V .  
3.3.1 Problème de Weber simple sans contraintes sur Qh 
Soit {pi) ( j  E J ' )  un ensemble de points fixes du plan. On cherche s i  (si E Q h )  le 
point qui minimise: 
Fy(sh) = min F ( s )  = min w,,d(pl ,s) .  
(w)€Q h (w)EQ~ 
FJt(sh) est une fonction convexe (somme pondérée de distances euclidiennes). La 
minimisation de Fjt (x, y) se déroule en 2 étapes: 
(1) minimisation sur la frontière de Qh. 
(2) minimisation à l'intérieur de Qh. 
Le point qui minimise FJt(x,y) sur la frontière de Qh est obtenu en considérant 
les gradients de la fonction sur les sommets de Qh ( cf chapitre 2). Ce point est 
alors pris comme point de départ pour l'algorithme itératif de descente de Weiszfeld 
[76] (cf chapitre 2 section 2.3.2). 
3.3.2 Visibilité 
Soient s(sl, s2) et s'(si, si) deux points du plan (sans perte de généralité : si > sl) 
et les polygones i$, (i = 1, mz).  
(1) Pour tout i = 1, mz: 
(1.1) si $ > s; ou < sl ou > max(s2, si) ou < rnin(s2, si) aller en (1) .  
(1.2) si s 2  > s i  et (&&) est au dessus de la droite joignant s à s' ou (3, G )  
est en dessous de cette droite, aller en (1). 
Si da > s 2  et (8'4) est au dessus de la droite joignant s et s' ou (&, 4) 
est en dessous de cette droite, d e r  en (1). 
(1.3) En considérant toutes les arêtes [cik, ci('+l)] du polygone R, (k = 1, (ei - 
1)) et [ci"., ci'). Si une uê t c  coupe le segment [s, s'], s et s' ne sont pas 
visibles, fin. Sinon d e r  en (1). 
(1.4) S'il n'existe plus de polygones à examiner, s et s' sont visibles. Fin. 
Figure 3.4 Visibilité 
3.3.3 Visibilité totale sur Qh par rapport à p 
Soit p un point sur une des zones latérales de Qn (Qh entièrement réalisable) (cf 
figure 3.6). Soit D le rectangle de sommets (d l ,  8, d3, 8) construit de la manière 
suivante: 
Figure 3.5 Visibilité totale sur un carré (cas 1). 
(1) pour tout i = 1, m2: 
(1.1) si < < di ou 4 > 4 ou d > 4 ou i$ < 4 aller en (1).  
(1.2) si le point (6, &) ou le point (c',, %) est intérieur au triangle (p, 8, d4):  
Il n'y a pas de visibilité totale sur Qh par rapport à p. 
Sinon aller en (1) .  
(2) p visible de sh(p)  : Qh est entièrement visible de p. 
Le même raisonnement peut être fait lorsque p se trouve dans une autre des régions 
du plan (cf figure 3.6). 
Figure 3.6 Visibilité totale sur un carré (cas 2). 
3.3.4 Distance réalisable de aj à Qh 
On considère Qh partiellement ou entièrement réalisable (i.e ~ , n ( 2  pi,"? E )  # 0). 
i=l k l  
En considérant les sommets de V (sommets des polygones f$, i = l... m2). 
Soit dj(Qhj = M un nombre arbitrairement grand. Trier les sommets v k  par ordre 
m2 
croissant des distances par rapport à ai. Soit n, = ei le nombre de sommets de 
i= 1 
(1) Pour tout k = l....n,. 
(1.1) si dj(vk) + d(vs, ph) > bj(Qh) + q d ( S 1 ,  S2) (cf figure 5.2): 
dj(Qh) est la distance réalisable, Fin. - 
(1.2) si bj(vç) + d(vk, s h ( v k ) )  2 dj(Qh)  aller au sommet suivant dans la liste. 
(1.3) si v i  est visible de sh(vk): 
Aller en (1). 
Figure 3.7 Distance réalisable et point dominant associé à aj sur Qn 
3.3.5 Point dominant sur Qh par rapport à aj 
Soit Qh entièrement réalisable. 
Soit dj(Qh) = M un nombre arbitrairement grand. Trier les sommets vr par 
ordre croissant des distances par rapport à ai. 
d-carrésup = M (un nombre arbitrairement grand), n, le nombre de points de V. 
(1) pour tout k = l...n,: 
(1.1) si clj(vk) + d(vk,$) > &(Qh)  + e d ( s l ,  s2 )  (cf figure 5.2): 
d j (Qh) est la distance réalisable. - 
(1.2) si &(d) +maxd(vj, s) - e d ( s l ,  s2)  > &(ut)  + d(vc, ph)  (cf figure 5.2):  
SEQh 
si vc et sh(vk) sont visibles: 
- si oj(uk) + d(vk,  sL(uC)) < cZ,(Vi) + max d ( d ,  s): Fin, il n'y a pas 
~ € 8  h 
de point dominant associé à ai sur Q h .  
- Si d-carrésup = > dJvk) + d(vk, s ~ ( v L ) ) :  
d-carrbup = dj(vk) + d ( ~ k ,  s ~ ( v c ) ) .  
(1.3) si dj(Qh) = M et si v k  est visible de sh(vk): 
- si vk  est entièrement visible de tous les points du carré: 
* si ti,(s; ( v j ) )  = dj(vj)  + ~ ( v J ,  s ; (vJ) )  < d-carrésup : 
3.4 Algorithme 
Le schéma de l'algorithme est le même que celui présenté au chapitre 2. C'est une 
méthode d' énumération et de séparation largement inspirée de l'algorithme BSSS 
développé par Hansen et  al. [43]. L'idée est de partir du plus petit carré de côtés 
parallèles aux axes de coordonnées contenant tous les points de demande et de le 
subdiviser en quatre canés égaux. Une borne inférieure et une borne supérieure sur 
la valeur minimum de la fonction objectif sont ensuite calculées sur chacun de ces 
curés. A chaque itération un carré ayant la borne inférieure minimum est sélectionné 
puis subdivisé en quatre nouveaux carrés égaux, une borne inférieure et une borne 
supérieure sont ensuite obtenues sw ces carrés, la meilleure valeur connue est mise 
à jour si nécessaire, les carrés de borne inférieure plus grande que la meilleure valeur 
connue sont éliminés tandis que les autres carrés (réalisables) sont stockés dans une 
liste. L'algorithme s'arrête lorsque la liste est vide, c'est à dire quand il n'y a plus de 
carrés à sélectionner. Cet algorithme utilise une stratégie de type meilleur-d'abord. 
Rappelons les principales notations: 
S : le plus petit carré contenant tous les points de demande et les sommets 
des polygones R,, (i = l...m2). 
JE : ensemble des points de demande d'où le carré est entièrement visible. 
JF : J\ JE. 
0 Fh : valeur optimale de F ( x ,  y)  sur Qh. 
r & : borne inférieure sur F' à l'intérieur et sur les frontières de Qh. 
Fh : borne supérieure sur F' à l'intérieur et sur les frontières de Qh 
F' : meilleure valeur connue de la fonction économique. 
: point réalisable à l'intérieur de Qh. 
s i  : localisation optimale de la source à l'intérieur de Qh.  
(i) Par t i t io~ement  initial de S en 4 carrés égaux: QI, Q2, Q3, Q4,  H = {1 ,2 ,3 ,4 ) .  
H' = 0. 
(ii) Pour tout h E H : 
(1.1) Borne inférieure (F, = 0; JE = JF = 0) : 
(1.1.1) Pour j = l...n : 
si Qh est entièrement visible de aj (procédure 1.3.4) : 
JE = JE U 
a sinon : 
JF = JF U ai 
(1.1.2) Pour aj E JF: 
s'il existe vJ E V dominant sur Qh (procédure 1.3.6) : 
& = & + wjdj(v').  
JE = JE U V ] . J ~  = JF \ ai. 
(1.1.3) Pour aJ E JF: 
calcd de b j ( Q h )  (procédure 1.3.5) : 
& = & + wjdj(Qh)- 
(1.1.4) Résolution du problème de Weber simple (algorithme de Weiszfeld 
[76]) sans contraintes pour l'ensemble JE (procédure 1.3.1): 
& = &, + min C wjd(p j , s ) .  
h P, E J E  
Si cardinal JE = n : le problème est résolu exactement sur Qh. 
(1.2) Borne supérieure (Fh = 0) : 
Le problème de Weber avec contraintes est résolu exactement sur 
- 
Qh (Fm = F,, = G). 
si F' > Th, mise à jour de la meilleure solution connue : 
- 
F' = Fh. 
0 Pour tout j = l...n: 
calculer (procédure 1.3.5). 
f=l 
(1.3) Mise à jour des listes H et H' : 
(1.4) Mise à jour de la meilleure solution connue : 
si Fh c F* : 
pour tout 1 f J : 
si F, > F*: 
H' = H' \ 1 
(II.1) Borne inférieure (&, = 0, JE = JF = 0) : 
(1) pour j = l...n: 
calcd de clj ( Q h  ) (procédure 1.3.5). 
& = & + w j d j ( Q ~ ) .  
(II.2) Borne supérieure (n = 0) : 
(11.2.1) pour j = l...n : 
calculer (procédure 1.3.5). 
- 
h 
Fh = F h  f wjdj(l),)* 
(II.3) Mise à jour des listes H et H' : 
H' = H' U h. 
H = H \ h .  
(II4 Mise à jour de la meilleure solution connue : 
si < F' : 
- 
F' = Fh. 
h s- = p t .  
pour tout 1 E J : élimination de carrés: 
- si f i  > F*: 
H ' = H ' \ z :  
(iii) sélectionner h E H' : & = m i n e .  Si H' = 0, fin. 
LEH' 
(iv) partitionner QI en 4 carrés égaux : {Qi i ,  Q l z ,  Q13, Ql4) et aller en (ii). 
A chaque itération le carré de borne inférieure minimum est s é l ec t io~é  de la 
liste des sous-problèmes, puis est subdivisé en quatre carrés égaux. Soit Qh un de 
ces carrés. Trois possibilités se présentent alors : Qh est entièrement réalisable, Qh 
est partiellement réalisable, Qh n'est pas réalisable. 
Quand Qh est entièrement réalisable, les points de demande sont séparés en 
deux groupes: un groupe contenant les points de demande entièrement visibles de 
Qh et les points de demande admettant un point dominant sur Qh (cf section 3 . 3 3 ,  
un groupe contenant les points de demande restant. La contribution du premier 
groupe pour la borne inférieure est obtenue en résolvant un problème de Weber 
contraint sur Qh (cf (I.1.4), celle du second groupe est la somme des plus petites 
distances réalisables pondérées des points de demande du groupe à Qh. L a  valeur 
de la fonction objectif au centre du carré est la borne supérieure associé à Qh. 
Quand Qh est partiellement réalisable, la somme des plus petites distances 
réalisables pondérées des points de demande à Qh est prise comme borne inférieure. 
Une borne supérieure est obtenue en évaluant la fonction objectif en un point 
réalisable de Qh. 
Quand Qh n'est pas réalisable, le carré est éliminé. 
Notons que F ( x ,  y)  - & tend vers O quel que soit (x, y)  E Qh lorsque la 
diagonale du carré Qr tend vers O. La  convergence de l'algorithme est alors assurée 
en utilisant les résultats généraux de la méthode d'énumération implicite [Horst et 
TUY [4611. 
3.5 Résultats numériques 
Les problèmes test sont résolus sur SPARC SUN 20 et le code du programme est 
écrit en langage C. Nous allons tout d'abord résoudre le problème test de Littérature 
de Aneja et Parlar [2] (cf figure 3.8). C'est un problème avec 18 points de demande 
et un nombre d'obstacles allant jusqu'à 12. 
Figure 3.8 Exemple d'Aneja et Parlar 
Tableau 3.1 Résultat pour le problème d'Aneja et Parlar 
La dernière colonne (opt) représente le nombre de carrés résolus optimalement 
nb. d'obstades 1 z* 
1- 12 [ 8.767 
(cardinal(JE) = n). Ces résultats correspondent à ceux obtenus par Aneja et Parlar 
[2] (à 2 décimales près). Cependant on note que pour les problèmes avec 12 et 




cpu (sec.) 1 it 
2.55 1 28 
Fœ 
119.139 
Pour éprouver l'efficacité de l'algorithme en fonction du nombre de points de 
opt 
20 
demande, le prochain tableau donne les résultats obtenus sur des problèmes de taille 
allant jusqu'à 1000 points de demande avec les 12 contraintes de passage du problème 
d'Aneja et Parlar [2]. Cinq problèmes sont résolus pour chaque série. 
Tableau 3.2 Résultats pour n = 100 ... 1000, rn* = 12 
n r n p  itérations temps F* opt. camé 
Le dernier tableau concerne la sensibilité de l'algorithme au nombre de con- 
traintes. Nous présentons les résultats obtenus pour des problèmes ayant 100 points 
de demande et un nombre de 50 ou 100 contraintes de passage (carrés de dimension 
alitoire). Chaque série est formée de 5 problèmes tests. 
Tableau 3.3 Résultats pour n = 100, nrz  = 50,100 
n 1 rn2  1 itérations 1 temps 
I 1 
F* 1 opt. carré 
I I 
L7aJgorithme proposé résout exactement et pour la première fois le problème 
de Weber avec des contraintes de passage. Le temps de calcul demeure modéré pour 
les problèmes de grande taille. La sensibilité au nombre de contraintes de passage 
est plus marquée à cause de l'explosion de l'arbre de visibilité. 
CHAPITRE 4 
Le problème de Weber 
muIt i-sources 
4.1 Introduction 
La  généralisation du problème de Weber simple conduit à deux problèmes largement 
étudiés dans la littérature: le Weber multiple et le Weber multi-sources. 
Le problème du Weber multiple est de localiser des sources afin de minimiser 
la somme des distances pondérées des sources aux points de demande et des sources 
aux sources. C'est un problème bien connu en programmation convexe pour lequel 
un algorithme polynômial exact a été récemment développé (Rosen et al. [65]) .  
Le problème de Weber muiti-sources consiste à localiser p sources et à allouer 
n points de demande aux p sources sous la contrainte et avec l'objectif suivant: 
Relier chaque point de demande à une et une seule source. 
0 Minimiser la somme des distances pondérées entre les points de demande et 
les sources auxquelles elles sont reliées. 
Une particdarit é du problème de Weber multi-sources est que si l'allocation optimale 
des points de demande aux sources est connue, les localisations des sources sont 
obtenues rapidement: il sufit pour chaque ensemble de la partition de résoudre le 
problème de Weber simple correspondant. Réciproquement, si les localisations des 
. 
sources sont cornues, l'dotation optimale est déduite immédiatement en associant 
à chaque point de demande la source la plus proche. 
A la différence du problème de Weber simple, le problème de Weber multi- 
sources est NP-dur (Meggido et al. [55]). Le nombre de partitions est égal au 
nombre de Stirling du second ordre (n : nombre de points de demande, p : nombre 
de sources): 
qui est rapidement très élevé, par exemple S(15,3) = 2373101. 
Le problème est bien résolu pour p = 2 par plusieurs méthodes: Chen et  al. 
[16], Ostresh [60] , Drezner [24]. Les problèmes avec n = 10000 sont résolus en 
environ 45 minutes sur SparclO (161. Pour p = 3 et n = 50 Ostresh 1611 résout 
optimalement des problèmes de la littérature en environ 20 minutes; Chen 1161 dans 
le même temps résout des problèmes avec n = 30 et Kuenne e t  ai. [49] en quelques 
minutes de plus des problèmes avec n = 25. Lorsque p > 3 seul l'algorithme de 
Rosing (661 arrive en un temps raisonnable à résoudre des problèmes avec n = 30 
et p = 5 ou n = 25 et p = 6 .  Pour des tailles plus importante on a bien souvent 
recours à l'utilisation d'heuristiques. 
Dans ce chapitre, nous proposons de résoudre exactement le problème de Weber 
multi-sources par la technique de génération de colonnes [36]. Le problème auxiliaire 
déterminant la (les) colonne(s) de coût minimum est un problème de Weber simple 
avec distance maximum (cf Love et  al. 1521 Drezner et ai. [32]) . Il peut être reformulé 
en un problème de minimisation d'une fonction concave sur un convexe. 
Nous commencerons par faire la revue de la littérature en mettant en évidence 
les principales méthodes existantes (section 4.2). La seconde partie de ce chapitre 
sera consacrée à la présentation de l'algorithme de génération de colonnes, du 
problème auxiliaire et de sa résolution. La dernière section portera sur les résultats 
obtenus lors de la résolution de problèmes tests de la littérature. 
4.2 Revue de la littérature 
4.2.1 Heuristiques 
Une des principales heuristiques pour le problème du Weber multi-sources a été 
proposée en 1964 par Cooper [17]: étant donné une localisation initiale arbitraire 
des sources et une allocation des n points de demande aux sources les plus proches, 
la procédure de Cooper [17] est la suivante: 
(1) Pour chaque source et les points de demande associés, calculer la localisation 
optimale de la source ainsi que le coût de l'ensemble (procédure de Weiszfeld 
modifiée). En déduire la valeur de la fonction objectif du problème de Weber 
multi-sources. Si aucune des sources ne change de position, fin. Sinon aller en 
(2)- 
(2) Réallouer les points de demande aux sources en suivant la règle: chaque point 
de demande est affecté à la source la plus proche. Aller en (1). 
La procédure de Cooper dans son principe a été reprise par plusieurs auteurs (Eilon 
et  al. [34] Murtagh e t  al. [56] ). L a  fonction objectif du problème de Weber multi- 
sources n'est ni convexe ni concave (Cooper [17]) et possède en général un nombre 
important de minima locaux. L'obtention d'un minimum global est rendue difficile 
par le peu de relief de la région entourant le minimum (Rosing [67]). La recherche 
d'une bonne heuristique semble être un bon compromis entre le temps de calcul et 
la qualité de la solution. 
Eilon et al. [34] améliorent l'algorithme de Cooper en incluant un processus 
de décision à l'étape de réallocation. Ils résolvent plusieurs versions d'un problème 
de 50 points de demande et de 1 à 5 sources. En prenant 200 allocations initiales 
différentes ils obtiennent des solutions pouvant varier en termes de valeur de la 
fonction objectif jusqu'à 40.9 %. 
Soit la formulation mathématique proposée par Ostresh [60] 
où: 
0 P : plan. 
a, = variable d'allocation qui vaut 1 si le point de demande aj est affecté à la 
source Xi ,  qui vaut O sinon. 
0 I = {XI ... X,) : ensemble des sources à localiser. 
J = {a '...an) : ensemble des points de demande. 
0 w, : poids affecté au point de demande a'. 
d j ( X i ) :  distance euclidienne entre le point de demande aj et la source Xi.  
C'est un problème d'optimisation en variables mixtes, dont la fonction économique 
n'est pas dérivable en les points de demande et qui n'est pas continue lorsqu'une 
variable d'allocation change de valeur. Il y a 2n + np variables au problème. 
Chen [14] propose de réduire le nombre de variables en approximant la fonction 
objectif: 
A l'aide de la propriété (Charalambous et Bander [13]) du minimum de plusieurs 
fonctions positives : 
Cette approximation fait disparaître la partie allocation du problème, il reste 2n 
variables. En prenant N=100 et une méthode de descente (quasi Newton :Broyden- 
Fletcher-Shanno [4]), des problèmes de taille n = 30 et p = 5 sont résolus approxi- 
mativement. 
Love et Juel [53] reformulent la fonction objectif en son programme dual as- 
socié: 
sujet à : 
(?(a) est une fonction concave [53]. Le problème de Weber multi-sources se refor- 
mule en une minimisation d'une fonction concave sur un convexe: 
min G' (a )  
sujet à 
Le domaine convexe D est formé d'inégalités liées aux variables d'allocations. Une 
fonction concave atteint son minimum en un de ses points extrêmes (Horst and Tuy 
[46]). Le parcours des points extrêmes adjacents ne nous garantit pas d'obtenir un 
minimum global. Ces points extrêmes sont définis par les variables d'allocations. 
Les auteurs développent, à partir d'une solut ion initiale, 5 heuristiques permettant 
des échanges de points de demande entre les sources. Cela revient à parcourir des 
points extrêmes du domaine qui ne sont pas adjacents, à augmenter l'étendue de la 
recherche. 
Brimberg et Mladenovic [7] incluent daris l'une de ces 5 heuristiques une 
méthode tabou. Cette dernière permet, lorsqu'il n'existe plus de direction de de- 
scente, d'accepter des échanges faisant croître la fonction objectif (en interdisant les 
échanges inverses par la suite durant un nombre donné d'itérations à l'aide d'une 
liste tabou) jusqu'à trouver d'autres échanges faisant décroître la fonction objectif. 
Un parcours d'optima locaux est envisageable en dirnensionant convenablement la 
liste tabou. On constate, sur des problèmes de la littérature (Ruspini n = 75 [68], 
Eilon e t  al. n = 50 [34]), une amélioration sensible des résultats en comparaison des 
autres méthodes. Les auteurs 17) développent une heuristique dont l'idée est de par- 
tir de la solution obtenue par la méthode de Cooper couplée avec un "Multi Start" 
puis de défuiir un voisinage (variable) autour du vecteur solution et de regarder s'il 
existe une direction de descente. S'il y en a une, une meilleure solution est trouvée 
et l'algorithme se répète. S'il y en a plus, une méthode tabou est appelée et une 
direction de montée est trouvée. Une nette amélioration des résultats concernant 
des problèmes tests de la littérature (n = 75 : [68]), (n = 50 : 1341) (en comparaison 
avec 1 'algorithme de Eilon et al 1341) est établie. 
Pour des problèmes de plus grande taille n > 200, Hansen et  al. [45] proposent 
de résoudre d'abord un problème de la p médiane associé (NP-dur) : la différence 
avec le problème du multi-sources est que les sources doivent être localisées en des 
points préalablement définis. Les points de demande sont choisis comme candi- 
dats à cet effet. Le problème de la p-médiane ainsi défini est très bien résolu par 
l'algorithme de Hanjod et al. [43]. Une partition des points de demande est obtenue 
et les coûts de chaque ensemble sont calculés par la procédure de Weiszfeld. Une 
solution du problème multi-sources est ainsi obtenue. Une récente comparaison de 
cet algorithme avec ceux de Bongartz et al. [6], Eilon et al. [34] montre pour 
des problèmes de grande taille (n = 287, p = 2 ...... 50) et (n = 654, p = 2 ...... 50) 
que cette heuristique accumule pour la première série de problèmes une erreur sur la 
meilleure valeur connue de 0.47%, de 0.31% pour la seconde série tandis que les deux 
autres heuristiques accumulent respectivement 507%, 137.36% et 487.58%, 126.96% 
d'erreur. 
Murtagh et al. [56] proposent de résoudre le programme en relaxant les vari- 
ables d'allocations. La formulation est la même que celle d'ostresh [60] et  de Bon- 
gartz et al. [6]. C'est un problème de minimisation d'une fonction non linéaire avec 
contraintes linéaires. Les auteurs choisissent le logiciel MINOS [56] pour résoudre 
le problème relaxé. Une localisation initiale des sources est faite puis le problème 
est résolu par MINOS avec les sources fixées. L'allocation optimale des points de 
demande aux sources est obtenue. Cette solution est choisie comme point de départ 
de la méthode de descente en considérant toutes les variables du problème relaxées. 
Une solution entière est obtenue en associant à chaque point de demande la source 
la plus proche. 
Bongartz et  al. [6] relaxent eux aussi les variables d'allocations. Ils exploitent 
cependant davantage la structure du problème en définissant des directions de des- 
cente: 
d'après un vecteur solution (wiables Xi et a, Vi ,  j), un sous espace est défini par 
des contraintes d'allocations saturées (a, = O oùl) et par des localisations des 
sources sur des points de demande (les l i e u  où la fonction est non dérivable). 
Us établissent des conditions nécessaires (à l'intérieur du sous espace) que doit 
vérifier un point stationnaire et sirnult anément obtiennent une direction de descente 
pour chacune de ces conditions violées. Arrivé à un optimum local, les contraintes 
d'allocations et les localisations des sources peuvent varier et un autre sous espace 
peut être obtenu. Une recherche similaire d'un point stationnaire et d'un mini- 
mum local est réalisée dans le nouveau sous-espace si une première direction de 
descente est trouvée. Cette méthode est comparée avec 3 autres méthodes exis- 
tantes: méthode de Cooper [17] améliorée (Eilon et al. [34], Murtagh et al. [56], 
Chen. [Ml). Les résultats obtenus sur 31 problèmes test ( n < 50 et p 5 10) 
montrent que la méthode de Bongartz et al. [6] est la plus performante puisqu'elle 
atteint à chaque fois la meilleure valeur connue de chaque problème contrairement 
aux autres accumulant les erreurs respectives 2.810%' 4.434%, 2.262 %. 
4.2.2 Méthodes exactes 
L'algorithme exact qui résout les problèmes de plus grandes tailles (p > 3) est celui 
de Rosing [66] dont le principe est une généralisation de l'algorithme d'ostresh [60]. 
La  méthode d70stresh [60] (p = 2) est basée sur la nécessité d'avoir à l'optimum 
une bipartition d'ensembles disjoints de points de demande (polygones de Thissen). 
Or il existe 4n(n - 1)/2 bipartitions d'ensembles disjoints, obtenues en prenant 
toutes les paires de points et leur droite associé (droite passant par les deux points). 
Chacune de ces droites sépare le plan en deux demi plans définissant une bipartition. 
Le facteur 4 est le nombre de possibilités de mettre 2 points de demande dans 2 
ensembles. Le coût et la localisation de la source associée à la bipartition sont 
obtenus en résolvant un problème de Weber simple sur chacun des ensembles. 
Pour p > 2 la seule méthode exacte existante résolvant des problèmes de taille 
moyenne a été proposée par Rosing 1661. Cet algorithme est une généralisation de 
ceux d'ostresh [60] et de Drezner [24] à plus de 2 facilités. Il consiste à diviser le 
plan de toutes les façons possibles en deux demi-plans (deux ensembles de points 
de demande) à l'aide d'une droite passant par au moins deux points de demande. 
Chaque ensemble obtenu à l'étape précédente est ensuite divisé de la même manière. 
L'opération se répète jusqu'à obtenir toutes les partitions possibles de p ensembles 
disjoints: tous Les ensembles convexes disjoints éligibles Ne dont le nombre est très 
inférieur à celui des partitions (n = 15 et p = 3, S(n, p) = 2375101, N,(n, p) = 3200). 
Le problème est ensuite résolu par un programme linéaire en nombre entiers du 
type problème de partitionnement avec contrainte additionnelle de cardinalité de La 
solution où chaque colonne de la matrice des n premières contraintes représente un 
ensemble de points de demande. Le problème est résolu par une relaxation linéaire 
puis par une méthode d'énumération implicite si la solution de la relaxation continue 
est fractionnaire. Notons que les solutions des problèmes tests proposés par Rosing 
1661 (n = 25, p = 6 et n = 30, p = 5) sont obtenues sans branchement. 
Soit Et un ensemble composé d'au moins un point de demande et ct le coût 
associé à cet ensemble. Soit yt une variable de décision associée à cet ensemble qui 
vaut 1 si Et est choisi et O dans le cas contraire. A l'ensemble on associe une 
. \ 
colonne t dont la ileme ligne vaut 1 si le point de demande aj appartient à l'ensemble 
Et, et O sinon. 
sujet à: 
1 si le point de demande aj est dans Et. 
bit = 
O autrement. 
1 si l'ensemble Et est choisi. 
O autrement. 
Les n premières contraintes expriment la condition que chaque point de demande 
est relié à une seule source. Le signe d'inégalité associé à chacune des contraintes 
est choisi afin d'avoir des vaxiables duales positives. Notons qu'à l'optimum toutes 
les contraintes sont saturées (les coefficients cj étant tous positifs). La dernière 
contrainte (contrainte d'égalité) assure un nombre p de sources. 
Kuenne et Soland [49] proposent une méthode d'énumération implicite qui 
porte sur les affectations des points de demande aux sources. L'ensemble des solu- 
tions est partitionné en sous-ensembles. Chaque sous ensemble est caractérisé par 
des affectations de points de demande à des sources, des points de demande et des 
sources non encore affectés. La variable de branchement est l'affectation d'un point 
de demande à une source. Pour chaque groupe de points de demande (associés à 
une même source), le minimum de la fonction de Weber simple est trouvé et une 
borne inférieure sur les affectations des autres points de demande est calculée. Une 
borne supérieure (aectation réalisable de points de demande aux sources) est si- 
multanément calculée. La taille maximale des problèmes résolus pax cet algorithme 
d'énumération implicite est : (n = 15,p = 3). 
Chen et al. [16] proposent une formulation D. C. (différence de fonctions 
convexe) : 
En introduisant une variable t, le problème se reformule en un programme de min- 
imisation d'une fonction concave sur un convexe: 
sujet à 
Chen et al- [16] ont développé une méthode d'approximation extérieure. Le do- 
maine convexe D est approximé extérieurement par un polytope. A chaque itération 
le point minimum de la fonction est obtenu sur le polytope. Si ce point appartient 
au domaine. l'optimum est atteint. Sinon une coupe dans le polytope éliminant 
l'optimum est obtenue. Une solution réalisable est calculée simultanément. Le 
polytope est ainsi rafnné quand on passe à l'itération suivante. Le critère d'arrêt 
porte sur la différence relative entre la meilleure valeur connue et la borne inférieure 
(obtenue sur le polytope courant). Cette méthode est à la base de la résolution 
du problème auxiliaire par la méthode de génération de colonnes qui sera présentée 
dans les sections suivantes. 
4.3 Formulation mat hématique 
Rappelons d'abord la notation utilisée: 
(i) n : nombre de points de demande. 
(ii) p : nombre de sources. 
(iii) J = {a1, a2, ..., an) l'ensemble des points de demande. 
(iv) I = {XI, X2, . .. , Xp}  l'ensemble des sources. 
(v) (x i ,  y i )  : coordonnées de la source Xi. 
(vi) s(x, y )  : point courant du plan. 
(vii) d j ( s )  : distance euclidienne entre aj et S.  
(viii) wj : poids associé à ai .  
(ix) E : enveloppe convexe des points de demande. 
( x )  {u l ,  u? ..., : variables duales optimales du programme linéaire courant. 
Le modèle mathématique est semblable à celui proposé par Rosing [66] (cf section 
précédente) mais avec plus de colonnes: 
sujet à: 
Le nombre de colonnes étant exponentiel en le nombre de points de demande (2" - 1 ) , 
une résolution directe est à exclure dès que n devient s ~ s a m r n e n t  grand. On a 
donc recours pour résoudre la relaxation continue du programme PMW à la tech- 
nique de génération de colonnes (Gilmore et Gomory [36]). Pour satisfaire la con- 
dition d'intégralité des variables yt, la méthode sera combinée avec une procédure 
d'optimisation par séparation. 
4.4 Méthode de génération de colonnes 
4.4.1 Principe de la méthode 
La résolution d'un programme linéaire par le technique de génération de colonnes 
se déroule en trois étapes: 
(1) Initialisation de la matrice du programme linéaire. 
(2) Résolution du programme linéaire courant. Sauvegarde des variables duales 
op tirnales. 
(3) A l'aide des variables duales, construction des colonnes de coûts réduits négatifs 
(cas d'une minimisation) par la résolution d'un problème auxiliaire. Charge- 
ment des colonnes dans le programme et retour en (1). Si aucune colonne de 
coût réduit négatif n'est trouvée: l'optimum de la relaxation est atteint. 
La convergence de la méthode vers un optimum global repose sur la capacité d'obtenir 
la colonne de coût réduit optimal (le plus négatif). Le choix des colonnes initiales 
fera l'objet d'une discussion dans la dernière section. En pratique la résolution du 
programme linéaire est effectuée par le logiciel CPLEX (méthode révisée du simplexe 
[58]). Le problème auxiliaire est ici un problème d'optimisation globale (minimisa- 
tion d'une fonction concave sur un convexe), résolu exactement par une méthode 
d'approximation extérieure [16]. 
4.4.2 Initialisation du programme linéaire 
Il existe plusieurs façons de choisir la base initiale. La première est de partir d'une 
solution réalisable du problème de Weber muiti-sources puis de remplir la matrice 
de colonnes unité afin d'obtenir une base de déput. Une autre façon de procéder, 
qui fera l'objet d'une discussion (cf section 4.7), est de choisir une à une les colonnes 
de départ. 
Dans tous les cas le programme linéaire initial peut être vu comme un pro- 
gramme ayant un nombre déterminé L où (L > n + 1) de colonnes: 
1 sujet à: 
Soit (uy, .. . . , uO,+,) le vecteur de variables duales à l'optimum du programme linéaire 
PO. 
4.4.3 Définition du problème auxiliaire 
Soit un ensemble Et de points de demande associé à la colonne t = (qt, .. .. , bnt) e t  
l'expression de son coût réduit: 
L'équation permettant d'obtenir la colonne E; 
un+l 
de coût réduit minimum s'écrit : 
avec: 
Proposition 5 peut être obtenu par une minimisation d 'une fonction D. C. ( d i ' r e n c e  
de fonctions convetes) . 
Preuve: 
- 
cl- = min C b j t ( ~ j d j ( ~ ,  y) - u j )  - un+l 
Whi j=1 
L'obtention de est un programme D.C. car la somme de fonction 
(4.5) 
D.C. est DE.: 
Figure 4.1 Illustration de la proposition. 
Proposition 6 Ce programme peut être reformulé en un programme de minimisa- 
tion d'une fonction concave sur un convexe: 
Preuve: 
En utilisant la même technique que dans Chen et al. (161: 
n n 
min F.(x, y, r) = r - C max(wjdj(z ,  y) - uj1 O) - C uj - U,+I 
ZiYif j=l j=i 
On peut aussi voir le problème auxiliaire comme un problème de Weber avec 
distance maximum. Dans ce cas gj(x, y) est la fonction coût associée au point de 
demande ai. Ce type de problème est bien connu en théorie de la localisation. Il 
représente le cas où la fonction coût est linéaire en la distance puis devient constante 
au delà d'un certain rayon. Ce problème trouve son application lors de la localisation 
d'un centre de pompier ou de soins desservant des habitations (la fonction coût 
représente le fait qu'a partir d'une certaine distance, le centre de secours n'est plus 
d'aucune utilité pour l'habition concernée). C'est un problème de Weber avec une 
fonction de coût concave ou quasi-concave en la distance qui peut être résolu par la 
méthode d'énumération implicite proposée dans le deuxième chapitre. Nous allons 
dans la section suivante présenter seulement la méthode D.C.. 
4.4.4 Résolution du problème auxiliaire, obtention de la colonne de coût 
réduit minimum 
Soit l'algorithme A l  résolvant le problème SP analogue à celui de Chen et al. (161: 
Algorithme Al : 
Initialisation Soit un polytope Pl > { ( x ,  y) E E )  x [O, RI. Soit w(xw, y, r,) 
un point intérieur à D et Fa(xw, 9,' r,) la valeur de la fonction objectif 
associée. Trouver la liste V ( q )  des sommets du polytope PI. k = 1. 
Itération : 
(1) Trouver le minimum de la fonction sur le polytope courant : vk c 
arg minF.(V(&)); - Fa F.(v*); si vk E D fin, le minimum est trouvé: 
F,' = F.(v~), U* = vk, aller en (5). 
(2) Trouver un point d'intersection (ou proche de l'intersection) 
Pk du segment [w, vk] avec g(x, y, r )  = O tel que pk E intD. 
Soit Y' E [wTpk] satisfaisant Ilvk - $ 1 1  5 2 7 7 > O et vk E D. 
Si F,(uk) < Fz alors LI' = vk, IJ. = (x*, y*, r œ ) ;  F: = F . ( V ~ ) ;  
Si (F,' - -)IF,' aller en (5). 
(3) Trouver l'équation du plan Zk(p) passant par $ à l'aide du vecteur 
gradient de g au point pk (si pk est un point extrême de D), du sous- 
gradient de g au point pk si est proche de D. Soit Lk(p)  le demi- 
espace borné par l k ( p )  ne contenant pas pk. 
(4) + Pk n l k ( p ) .  Mise à jour de la liste V(Pk+I) .  
k + k t  1. Aller en (1).  
(5) Colonne entrante: 
bjt* = 1 si d j ( z * ,  Y') < u j / w j .  
bj t .  = O sinon. 
fin itération 
Figure 4.2 illustration de la méthode 
Il peut être utile de fournir durant un certain nombre d'itérations des colonnes 
de coût réduit négatif en plus de celle de coût réduit minimum. 11 suffit lors de la 
résolution de SP par l'algorithme A l  de sauvegarder les points dont l'image par la 
fonction objectif est négative. Soit U = (x, y, t),  un point obtenu lors de la procédure 
Al. La procédure d'accélération A2 suivante construit une colonne de coût réduit 
négatif en partant de (x, Y). 
Algorithme A2 : 
(1) E, = O. Pour tout j = l...n faire: 
Si dj(z9y) < uj/iuj: Es = Es U {ai). Fin faire. 
(2) Calcul du point de Weber simple associé à l'ensemble Es. Soit (x,, y,) ce 
point. 
(3) Pour tout j E J, ept = O faire: 
Si dj(xS,ys) 5 uj/wj et aj E Es: Es = Es \ {aJ) ,  cpt + cpt + 1. 
Si dj(x3,yS) < uj/wj : Es = Es U {a3 ) ,  cpt + cpt + 1. 
(4) Si cpt > O aller en (2) sinon la colonne entrante est : 
k bjt = i si dj(xS, y,) c uj/wj- 
bjt = O sinon. 
L'idée de cet algorithme est de partir d'un ensemble de points de demande dont 
la colonne associée a un coût réduit négatif et d'obtenir (en enlevant des points de 
demande à cet ensemble) une colonne ayari: un coût réduit plus négatif (cf figure 
4.3). 
Figure 4.3 Illustration de l'algorithme A2 
4.5 Règle de branchement 
Si tous les vecteurs solutions (yt > O)  sont entiers, le problème de Weber rnulti- 
sources est résolu . S'il existe plusieurs variables y, (O < y, < l), le problème est 
fractionnaire et on doit faire appel à une procédure de branchement. 
La règle de branchement utilisée est celle proposée par Ryan et Foster [69] 
pour résoudre le problème de partit ionnement (sans génération de colonnes). Elle 
consiste, à partir de 2 points de demande, de partitionner l'ensemble des solutions 
en deux parties: une partie contenant les ensembles de points de demande vérifiant 
la propriété: si un des deux points de demande s'y trouve, l'autre s'y trouve aussi, 
et une autre partie regroupant les ensembles de points de demande vérifiant: si un 
des deux point de demande s'y trouve, l'autre ne s'y trouve pas. Soient aJ and a' 
ces deux points de demande. La formulation mathématique de ce branchement est 
(pour toute colonne t appartenant au programme courant) : 
branche 1 : bjt = bit E {O, l}. 
branche 2 : bjt + bit 5 1. 
Le choix des points de demande (a' et a') dépend des colonnes fractionnaires (O < 
y, < 1) dans la base optimale du programme linéaire courant. Lorsqu'une base opti- 
male est obtenue, le choix des points de demande doit répondre aux deux exigences 
suivantes: 
a Il y a une ou plusieurs colonnes fractiomaire(s) de la base optimale qui incluent 
les deux points de demandes (ou aucun des deux). 
Il y a une ou plusieurs colonnes fractionnaire(s) de la base optimale qui incluent 
seulement un des deux points de demande. 
En pratique, on pénalise par un fort coefficient (afin de ne pas perdre la réalisabilité) 
les colonnes de la matrice courante ne satisfaisant pas la condition choisie des mod- 
ifications à la formulation du problème auxiliaire. 
4.5.1 Modification du problème auxiIiaire après branchement 
Soit G1(X', El)  le graphe dont les sommets représentent les points de demande et les 
arêtes les contraintes d'égalité (du type branche 1 ). C'est un graphe à p 
posantes connexes. Chaque composante connexe du graphe regroupe 
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l'ensemble des composantes connexes de G1 regroupant plus de 2 points de demande 
(ce qui évite de considérer les points de demande qui ne sont pas liés aux contraintes 
d'égalité). 
Soit C(X2,  E2) le graphe issu du graphe G1 en fusionnant les sommets d'une 
même composante connexe. Soit E2 l'ensemble des arêtes de @ représentant les 
contraintes d'inégalités (du type branche 2). Soit Bzk = (e:, ..., et,) l'ensemble des 
ensembles transversaux minimals de G2. 
Soit l'expression de la fonction objectif du problème auxiliaire correspondant 
à la résolution du programme linéaire Pk : 
n 
min C min(wjdj(z, y) - u:, 0) + C min(wjdj(x, y) - uf, 0). 
IV' j ~ B t *  jgBik 
En regroupant ensemble les fonctions coûts des points de demande d'une même 
composante connexe de BI la fonction objectif réarrangée s'écrit : 
min [ m i n ( x  (wjdj(z, y)- u:), O) + ... + min( C (wjdj(z, y )  - uf), O) 
=!Y 
j E m  jEgm, 
4.6 Algorithme général 
Soient les principales notations suivantes: 
(i) It: liste des indices des relaxations des problèmes à traiter. 
(ii) Po : relaxation linéaire de PMW. 
(iii) Y0 : vecteur solution optimal de la relaxation continue de Po. 
(iv) F: : valeur optimale de la fonction objectif de Po. 
(v) Pk (k > 0) : programme linéaire à variables entières à l'itération k. 
(vi) : programme Pk réduit par l'élimination de points de demande dans le 
problème auxiliaire. 
(vii) & (k > 0) : borne inférieure sur la valeur optimale de la fonction objectif de 
Pk. 
(viii) F' : valeur optimale de la fonction objectif de Pk. 
(ix) Fi:: valeur optimale de la relaxation continue associé au programme PI. 
(x) yik: vecteur solution optimal de la relaxation continue de pik. 
(xi) Fk : valeur optimale de la fonction objectif de pk.  
(xii) IF: liste des valeurs des fonctions objectifs des relaxations des problèmes de 
la Liste It.  
(xiii) { a i ,  a i } :  variables de branchement issues de Pk. 
(xiv) M': matrice de colonnes associé à la relaxation de pk. 
(XV) {u: ,  ...., u:,,}: variables duales optimales de la relaxation du  programme 
linéaire Pk. 
(xvi) F*: valeur de la fonction objectif de pMW associée à Y'. 
Y': meilleur vecteur solution entier connu du programme PMW. 
Les principales étapes de l'algorithme sont les suivantes: 
(1) On résout optimalement par la technique de génération de colonnes la relaxation 
linéaire du programme initial pMW (cf section 4.3, 4.4). Soit Y' son vecteur 
solution optimale associé à FI. Si Y0 est un vecteur binaire alors le programme 
fMW est résolu (F* = et Y* = Y') et l'algorithme s'arrête. Sinon on 
sauvegarde le programme Po et on sélectionne à l'aide de la base optimale 
deux points de demande pour le branchement (cf section 4.5). 
On résout par la méthode de génération de colonnes les relaxations continues des 
deux problèmes issus de Po et des conditions de branchement (cf section 4.5). 
Si une (resp. deux) relaxation(s) adrnet(tent ) un vecteur solution optimal et 
fractionnaire, deux (resp. quatre) nouveaux sous-problèmes (se caractérisant 
des deux précédents par une condition de branchement supplémentaire) sont 
créés. Si une des deux relaxations (ou les deux) admet(tent) une solution 
entière, une mise à jour si nécessaire de la meilleure valeur connue et du meilleur 
vecteur solution connu est obtenue. 
(3) A chaque itération, le sous-problème ayant une borne inférieure minimum est 
sélectionné. Sa relaxation continue est résolu par la technique de génération 
de colonnes. Si la solution obtenue est entière, on mets à jour la meilleure 
valeur connue. Les sous-problèmes ayant une borne inférieure plus grande que 
la meilleur valeur connue sont éliminés. Les autres sous-problèmes sont sauve- 
gardés dans une liste. L'algorithme s'arrête lorsqu'il n'y a plus de problèmes 
dans la liste. 
Soit le schéma général de l'algorithme ainsi que ses procédures principales: 
Initialisation k = 0, B1° = 0,  82' = O. hitialisation des colonnes de la matrice 
Mo. It = { O ) .  Résolution de Po (cf section 4.4.2) par l'algorithme C. 
Si Yo  est entier, le problème de Weber multi-sources est résolu : Y' = Y0 et 
F' = F;. 
Sinon: = FI, IF = {F:}, It = {O}. Soit {a;, ai} la paire de points de 
demande issue de la base optimale de la relaxation linéaire du programme Po. 
Sauvegarde de la matnce h a l e  Mo de ce programme. N = 0. 
Itération tant que It # 0: 
Sélection de l'indice du programme linéaire à construire : 
{k E I@ = +n@) h E IF}- IL = It \ k. IF = IF \ F ~ .  
branche 1 brt = bd E { O ,  l}, N + N + 1: 
~1~ + ~2~ + ~ 2 ~ ,  Mise à jour de l'ensemble ~ 1 ~ .  Aller en 
procédure B. 
branche 2 bTt + bst 5 1 ,  N + N + 1: 
BIN + Blk, ~2~ + ~ 2 ' ,  Mise à jour de l'ensemble B2N. Aller en 
procédure B. 
fin itération 
Procédure B (traitement de PN issu du branchement) : 
(1) = m, AfN + Mo. Pénaliser les colonnes de M~ ne satisfaisant pas 
aux conditions des ensembles BIN et B2N. Pour chaque ei dans BzN ou 
si ~2~ = 8, : 
faire: 
(2) Modifier la fonction objectif du problème auxiliaire et éliminer du problème 
auxiliaire les points de demande appartenant à e; : J = J \ { j  E e;). 
(3) Obtention de Fi: et YiN par la procédure C. 
(5) Si Y, fractionnaire et E~ < F' , choisir les variables de branchement 
(ab ,  a&). Il = Il U N .  IF = IF U p. 
Procédure C (étapes de la méthode de génération de colonnes) : 
(1) Résolution par CPLEX du programme linéaire courant (méthode révisée 
du simplexe). Soit (ui, ..., un,,) les variables duales, Fk la valeur de la 
fonction objectif, Xk le vecteur solution, à l'optimum. 
(2) Génération de colonnes de coût réduit négatif par l'algorithme A et la 
méthode d'accélération B (cf section précédente) . S'il en existe aucune, 
fin. 
(3) Chargement des colonnes dans la matrice du programme linéaire courant, 
retour en (1). 
Une solution entière est obtenue à la fin de chaque relaxation linéaire en prenant 
les ensembles de points de demande associés aux variables y, valant 1 et en résolvant 
par l'heuristique de Cooper (171 (location-allocation) le problème de Weber multi- 
sources avec les points de demande et les sources restants. 
4.7 Résultats numériques 
Nous avons vu que l'on pouvait résoudre le problème auxiliaire par un algorithme 
D.C. ou par un algorithme d'énumération implicite (voir chapitre 2). L'algorithme 
D .C. est programmé en langage fortran, l'algorithme d'énumération et le programme 
maître sont écrits en Langage C. Les résultats sont obtenus sur SparclO lorsque 
n <= 50, sur Sparc20 pou.  n > 50. Tous les temps de calcul sont donnés en 
secondes. Nous présentons en premier lieu les résultats concernant les problèmes 
déjà testé dans la littérature : Eilon et al. [34] (50 points) , Rosing [66] (30 points). 
Une étude a été faite sur l'influence des paramètres: nombre de colonnes 
Lors de I'initialisation de la matrice du programme Po, qualité d'une solution ini- 
tiale, tolérance sur les coûts réduits des colonnes entrantes, nombre de colonnes 
entrantes. Pour la meilleure combinaison de ces paramètres, quelques problèmes 
générés aléatoirement avec un nombre de points de demande variant de 50 à 150 et 
des sources variant de 5 à 50 sont résolus. 
Le temps de résolution pour résoudre un problème par la technique de génération 
de colonnes dépend de la matrice initiale et de la complexité de l'algorithme de 
résolution du problème auxiliaire. Nous avons utilisé l'algorithme D. C. pour la 
résolution de problèmes (n < 150) puis celui d'énumération implicite lorsque n = 287 
(Bongartz et al. [6]) en ayant remarqué auparavant que ce dernier était le plus rapide 
des deux. 
Plusieurs choix de matrice initiale ( M o )  sont suggérés: 
(1) base Mo est une matrice identité. 
(2) base + heur. Mo est formé de p colonnes, solution heuristique du problème 
de Weber multi-sources et (n+l- p) autres colonnes issues de la matrice iden- 
tité. 
(3) base + heur. + col. Mo est composée des p premières colonnes de (2) et de 
colonnes issues de ceHesxi de la manière suivante: 
toutes les colonnes possibles semblables aux p premières exceptées pour 
une ou deux lignes. 
(4) base + heur. + col. + mul. Le problème auxiliaire SP génère plusieurs 
colonnes ( "multiple pricingn ) 
(5) base + heur. + col. + mul. + tol. Excepté pour la dernière itération, la 
colonne optimale (de coût réduit minimum) n'est pas nécessairement calculée. 
Les tables suivantes représentent les résultats pour les données de Rosing [66] et de 
Eilon e t  al. [34]. pour chacun des cas précédemment définis. 
Tableau 4.1 Tests sur les problèmes de Rosing: n = 15..30,p = 2....6. 
Tableau 4.2 Tests s u r  les problèmes de Rosing: n = 15..30, p = 2....6. 
Tableau 4.3 Tests sur les problèmes de Rosing: n = L5..30,p = 2....6 
Tableau 4.4 Tests sur les problèmes de Eilon et al. : n = 50, p = 3....8. 
4.7.1 Problèmes de la littérature 
a La version de base de l'algorithme s d t  à résoudre tous les problèmes tests. 
Les solutions pour p 1: 5 coïncident avec celles obtenues par Eilon et al. [34] 
a Quand p augmente, les problèmes deviennent de plus en plus faciles à résoudre, 
à la fois en terme de nombre d'itérations et de temps de calcul. 
a Le temps de calcul pour le problème auxiliaire est largement supérieur au temps 
pris par CPLEX pour résoudre le programme linéaire (environ 4 fois plus pour 
p = 3 et 50 fois plus pour p = 8). La différence devient moindre lorsque les 
règles d'accélération sont utilisées. 
a L'utilisation de l'heuristique seule (lors de I'initialisation de la matrice M o ) ,  
détériore le temps de calcul. Il apparaît que les colonnes unité, lorsque p est 
petit , sont loin des structures des colonnes optimales. La différence est moindre 
lorsque p augmente. Ceci implique que les variables duales optimales de Po 
sont loin de l'optimum bien que leur somme soit optimale (lorsque 1' heuristique 
résout op timalement le problème). 
L'ajout de colonnes par la règle issue de perturbations des colonnes de la 
solution trouvée par l'heuristique apparaît être une bonne accélération. Le 
temps de calcul e t  le nombre d'itérations sont tous deux divisés par un facteur 
proche de deux. Les exemples les plus marquant sont les problèmes avec n = 50 
et p = 3,7,8. 
L'influence de la tolérance (..+toi) joue un rôle sensible dans certains problèmes 
(n =50, p = 3 , 4 ) .  
En combinant toutes les règles d'accélération, le temps pour résoudre les problè- 
mes de Eilon et al. citekn:eil'll, est divisé par presque 9 et le nombre d'itérations 
est divisé par jusqu7à 20. Pour les problèmes de Rosing, cette règle est moins 
efficace (à cause de la taille moyenne des problèmes considérés). 
0 Dans tous les cas (excepté pour p = 2), notre algorithme est plus rapide que 
ceux de la littérature (Rosing [66], Ostresh (611, Chen et al. [16], Kuenne et 
Soland [49]). 
4.7.2 Nouveaux problèmes 
On a testé les problèmes suimnts sur SS20/514MP (sparc20). Des problèmes avec 
n = 287,150,100,80,50 et p = 5, . A 0  sont résolus. Ces derniers sont générés 
aléatoirement sur un cané [0,10] avec des poids égal à 1. Le dernier tableau donne les 
résultats obtenus sur le problème de Bongartz et al. [6] (n = 287). Pour ce problème 
on est partis d'une solution heuristique (H dans le tableau) obtenue par une méthode 
de recherche à voisinages variables développée par Hansen et Mladenovit (article à 
paraître). La solution optimale est donnée dans la colonne (F* (dans le 
tableau). Le nombre d'itérations de la relaxation continue (avant branchement) est 
dans l'avant dernière colonne (it. dans le tableau). Les cas de branchements sont 
présentés dans la dernière colonne (gap (Br.) dans le tableau). 
Tableau 4.5 Problèmes de Eilon et al. : n = 5 0 , p  = 3..,.25. 
I d  o h  I P ~  Relax. 1 Branchement 1 
-- 
it. cpu tot. cpu prob. cpu cplex 1 it. cpu ] gap 
105.21 3 181 350.58 287.72 62.86 * 
Tableau 4.6 Résultats pour n = 8 0 , p  = 5....45. 
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Tableau 4.7 Résultats pour n = 100,p = 5-...45. 








cpu cplex 1 it. 
468.16 1 * 
cpu gap 
1 
Tableau 4.8 Résultats pour n = 150, p = 5....50. 
n I p l  Relax. ( Branchement 1 
it. 1 cputot. cpuprob. cpucplex 
5 429 14065.92 9709.43 4356.49 
10 251 8316.48 7876.4 440.04 
15 332 10131.21 9781.2 350 .O 1 
20 2G7 8418.3 8257.88 160.48 
150 25 96 5187.1 5122.25 64.93 
30 87 4502.45 4456.31 46.14 
Tableau 4.9 Résultats pour n = 287,p = 3.-..100. 
n cpu 1 it (Relax.) 1 gap (Br) 
826.01 1 31  1 1): 
P 
100 
H 1 F* 
441.241744 1 441.241744 
CHAPITRE 5 
Le problème de Weber multi-sources 
avec contraintes de localisation et de 
passage 
5.1 Introduction 
Le problème de Weber multi-sources sans contraintes a été résolu récemment par 
des techniques d'optimisation globale. Chen et al. [16] formulent le problème du 
multi-sources comme un programme D. C. (la fonction objectif est une différence 
de fonctions convexes et les termes de gauche des contraintes sont des différences 
de fonctions convexes) puis comme une minimisation d'une fonction concave sur 
un convexe. Ce dernier problème est résolu par une méthode d'approximation 
extérieure et d'énumération de sommets. Le  nombre de variables est deux fois le 
nombre de sources à localiser (i.e. le nombre de coordonnées des sources) ajouté à 
la variable introduite pour la réduction du problème en un programme de minimi- 
sation d'une fonction concave sur un convexe. Il est bien connu que les méthodes 
d'approximations extérieures pour des problèmes non convexes sont très sensibles à 
la dimension de l'espace (puisque le nombre de sommets du polytope approximant 
augmente exponentiellement avec la dimension). Pour cette raison des problèmes 
avec 2 sources et un nombre de points de demande allant jusqu'à 1000 sont résolus; 
3 sources avec un nombre de points de demande allant jusqu'à 50. Dans ce dernier 
cas l'algorithme d'ostresh ([60]) est plus rapide. En combinant la technique de 
génération de colonnes d'un programme linéaire (Gilmore et Gomory [36]) avec 
l'optimisation globale nous avons multiplié par 10 la taille des problèmes résolus 
(cf chapitre 4): un problème de partitionnement similaire à celui de Rosing [66] 
est utilisé mais en considérant tous les ensembles possibles de points de demande 
(2"- 1). Le problème auxiliaire qui choisit la colonne de coût réduit le plus négatif est 
formulé en un problème de Weber avec distance maximum. Le problème auxiliaire 
peut aussi être formulé en un programme D. C. (différence de fonctions convexes), 
réductible en un programme de minimisation d'une fonction concave sur un convexe 
qui se résout par une méthode d'approximation extérieure (chen et al. [16]). Dans 
de rares cas, quand la solution optimale du programme linéaire a une solution frac- 
tionnaire, une règle de branchement (Ryan et Forster [69]) est utilisée ( 2 points 
de demande sont choisis et les cas où ils sont affectés à une même source ou à une 
source différente partagent l'ensemble des solutions). Des problèmes allant jusqu'à 
287 points de demande et un nombre quelconque de sources sont résolus exactement. 
La propriété originale de cette approche est que la difficulté de résolution décroît 
lorsque le nombre de source augmente, à la différence des méthodes existantes. 
L'objet de ce chapitre est d'étendre les résultats a u  cas où les contraintes de 
localisation et de passages sont présentes (cf chapitre 3). 
Le chapitre est structuré en quatre parties. Nous donnons en première partie 
la formulation mathématique du problème ainsi qu'une liste des symboles. Dans 
la deuxième partie l'algorithme général est présenté, la résolution du problème au- 
xiliaire est explicité dans la troisième partie et la dernière partie est réservée aux 
résultats numériques. 
5.2 Formulation du problème 
Le problème de Weber multi-sources avec zones interdites (MWFZ) et des con- 
traintes de passage (MWBT) peut être formulé de la manière suivante 
(i) n points de demande aj pour j = l...n sont localisés dans le plan. Des constantes 
wj pour j = l...n sont associées à ces points et  représentent la quantité de 
demande pour chacun d'entre eux. 
(ii) ml zones sont interdites pour la localisation. Ce sont les intérieurs de polygones 
Pi (i = 1, ml) définis par une liste de leurs sommets ( b i ,  ....., bf,) où ei est le 
nombre de côtés de Pi- 
(iv) rn* zones sont interdites pour la localisation et le passage. Ce sont les intérieurs 
de polygones R; (i = 1, m2) définis par une liste de leurs sommets (ci, .-., cLi) 
où e; est le nombre de côtés de R;. 
(v) En l'absence de contraintes de passage, le coût de transport d'une source lo- 
calisée en s à un point de demande aj est proportionnelle à la distance eucli- 
dienne di(s) entre ces deux points: en présence de contraintes de passage, le 
coût devient proportionnel à la distance réalisable &(s) (le plus court chemin 
de s à aj sans traverser d'obstacles de passage). 
(vi) p sources doivent être simultanément localisées en des points si, ... s, du plan, 
en dehors des régions interdites à la localisation et au passage afin de minimiser 
la somme des distances réalisables pondérées des points de demande à la source 
la plus proche. 
(vii) p ( x )  : point courant du  plan (on suppose x = (xi, x2)). 
(viii) d j ( p )  : distance euclidienne entre aj  et p(x ,  y). 
. 
(ix) d(a, L) : distance euclidienne entre les point a et b. 
(x) Q h  : carré du plan (6 est un nombre générique). 
(") s~(x;, y;) : localisation optimale de la source (lors de la résolution du problème 
auxiliaire) à l'intérieur de Qh . 
(xi) s : localisation optimale de la source (lors de la résolution du problème 
auxiliaire). 
Une formulation sous forme d'un programme linéaire généralisé avec un nombre ex- 
ponentiel de colonnes du problème de Weber multi-sources avec contraintes s'énonce 
de la façon suivante (cf chapitre 4): 
2"-1 
Inhl C Gy, 
t = l  
sujet à: 
L'espace des solutions correspond à tous les groupes possible de p ensembles de points 
de demande distincts couvrant tous les points de demande. Soit Et un ensemble de 
points de demande: 
y, vaut 1 si cet ensemble est pris dans la solution et vaut O sinon. 
4 est le coût associé à cet ensemble (en considérant les contraintes de passage 
et de localisation). 
bjt vaut 1 si le point de demande aJ appartient à Et et vaut O sinon. 
pMWC est un programme linéaire avec un nombre exponentiel de colonnes qui 
ne peut être résolu directement. Nous proposons la technique de génération de 
colonnes combinée avec une méthode d'énumération implicite pour le résoudre. Le 
schéma de l'algorithme proposé dans ce chapitre est identique à celui énoncé pour 
la résolution du cas non contraint (cf chapitre 4). Seul le problème auxiliaire est 
résolu différemment. 
5.3 Algorithme général 
Ayant largement détaillé l'algorithme a iurs du chapitre 4, nous allons dans cette 
section présenter uniquement les principales étapes de la méthode. 
On relaxe les variables y, (yt > O) du programme pMWC. On obtient ainsi un 
programme linéaire en variables continues PrWC avec un nombre exponentiel de 
colonnes. 
1. Résolution du programme PyWC : 
(i) Initialisation du programme linéaire initial (construction de L colonnes) à 
partir d'une solution réalisable. Obtention de la solution optimale par une 
méthode du simplexe généralisée. 
(ii) Construction (à partir des variables duales optimales du programme linéaire 
courant) et résolution du problème auxiliaire calculant la (es) colonne (s) 
de coût(s) réduit(s) minimum. Si aucune colonne de coût réduit négatif 
n'est obtenue, d e r  en (2). 
(iii) Chargement de la (les) colonne(s) obtenues en (ii) dans le programme 
linéaire courant et obtention des variables duales optimales par la résolution 
de ce programme. Aller en (ii). 
2. Branchement : 
(i) si le vecteur solution de la relaxation continue est entier, fin: le problème 
est résolu. Sinon aller en (ii). 
(ii) (règle de Ryan et Foster 1691) : sélection de deux points de demande aj 
et ak et création de deux sous-problèmes dont la borne inférieure est la 
valeur optimale de la relaxation continue du programme linéaire courant. 
a aj et ak sont liés à la même source. 
a aj et ak sont liés à deux sources différentes. 
(ii) Stockage des sous-problèmes dans une liste. 
(iv) Sélection du sous-problème de borne inférieure minimum (valeur de la 
relaxation continue et résolution de la relaxation continue par génération 
de colonnes). 
(v) mise à jour si nécessaire de la meilleure valeur connue et du vecteur solution 
correspondant (dans le cas où la solution optimale d'un sous problème est 
entière). 
(vi) Sauvegarde des sous problèmes (dans la liste des sous problèmes) ayant 
une borne inférieure plus petite que la meilleure valeur connue et un 
vecteur solution avec au moins une composante fractionnaire. 
(vii) Élimination de la liste des sous problèmes de borne inférieure plus grande 
que la meilleure valeur connue. Si la liste est vide, fin: le problème est 
résolu, 
Soit Et un ensemble de points de demande associés à la colonne t = (bit, ..., bnt) dans 
le programme PYWC et l'expression de son coût réduit: 
l'obtention de (appelé problème auxiliaire) est un programme D.C (cf chapitre 
4) qui peut être résolu par une méthode d'approximation extérieure (cf Chen et al., 
chapitre 4). 
peut aussi être trouvé par la résolution directe du problème de Weber simple 
avec distance maximum sous des contraintes de passage et de localisation. 
Le chapitre 3 de la thèse porte sur la résolution du problème de Weber simple 
dans le plan avec contraintes de passage et de localisation. Une méthode exacte 
d'énumération implicite '<BSSSn auquel on a ajouté un nouveau calcul de borne a 
été proposé. C'est un algorithme permettant de résoudre exactement les problèmes 
de Weber simple avec des fonctions de coûts non décroissantes en la distance. Le 
problème de Weber simple avec distance maximum sous contraintes de passage et 
de localisation fait partie de ce type de problèmes. 
Nous allons donc adapter l'algorithme d'énumération implicite "BS SS" au 
problème de Weber simple avec distance maximum sous contraintes de passage et de 
localisation. Le schéma de la méthode est identique à celui proposé lors du chapitre 
3 excepté pour le calcul de la borne inférieure. 
5.4 Résolution du problème auxiliaire et construction de 
la colonne de coût réduit minimum 
Soit les principales étapes de l'algorithme d'énumération implicite de l'espace des 
solutions de l'algorithme proposé au chapitre 3 : 
(1) Partitionner le plus petit carré contenant l'enveloppe convexe des points de 
demande et Les sommets de polygones en 4 carrés. 
(2) Calculer sur chacun des carrés une borne inférieure et une borne plus grande 
que la valeur de la fonction objectif. 
(3) Elirniner les carrés dont la borne inférieure est supérieure à la meilleure valeur 
connue et les carrés non réalisables. Sélectionner le carré Qh (réalisable) de 
borne inférieure minimum et le subdiviser en quatre nouveaux carrés. 
(4) Si la précision sur la taille du carré sélectionné est atteinte ou si tous les carrés 
ont été éliminés, fin. Sinon aller en (2). 
5.4.1 Borne inférieure 
5.4.1.1 Avant branchement 
L'essentiel de la méthode "BSSS" repose sur le calcul d'une borne inférieure et d'une 
borne supérieure sur la valeur optimale de la fonction objectif à l'intérieur d'un carré 
Qh du plan. 
Soit t i j ( p )  la distance du plus court chemin réaLisable (contournant les obsta- 
cles) entre le point de demande a3 et un point courant réalisable p ( x ,  y)  de Qh: 
Si ai et p ( x ,  y) sont visibles l'un de l'autre: 
d j ( ~ )  = 4 ( ~ )  
. Où U J ( X ' ,  IJ') est le dernier sommet de polygone visité par le plus court chemin 
réalisable entre aj et p(x, y). 
Soit fj(z, y) = min(wjtij(x,y) - uj,  O) la fonction économique associée au point 
de demande aj (cf. figure 5.1). 
2 2 
Figure 5.1 Fonction fj(z, y) 
La fonction fj(x, y )  se décompose en deux régions : la région (1)  et la région 
(2) (cf figure 5.1). Lorsque b j ( p )  est plus petit que u j / w j  (uj: variable duale associée 
. \ 
à la jleme contrainte), fj(x, y) se comporte comme une fonction convexe, vaut zéro 
pour des distances bj(x, y)  plus grande que u j / w j  et est générdement concave en 
la distance. En considérant le cas particulier où Qh est entièrement réalisable, nous 
d o n s  partitionner les points de demande en 4 groupes g 1 ,  g2, g3, g4. 
Qh entièrement réalisable : 
gï: g 1 = { a 3 j = l  ... n :  min d - ( x , y ) z  ?}. 
(=,y)EQh -' 
g2: l'ensemble des points de demande aj, j = l...n vérifiant : 
m m  dj(p) % %. 
(=,Y)EQ~ 
d est point dominant associé à aj sur Qh OU bien aj est visible de 
tous les points de Qh. 
g3: l'ensemble des points de demande aj j = l...n vérifiant : 
0 min t i j ( p )  5 2. 
(=,Y) €9 h 
il existe un sommet V I  comme point dominant sur Qh associé à aj .  
g4: tous les autres points de demande. 
Soit Fh(x, y) l'expression du coût réduit sur Q h  : 
Où F~(x;,~;) = min 'C min(wjoj(x,y) -uj,O) POW i = 1..4 
( ; . dEQh  Egi 
On a d'après la figure 5.1 et la définition de gl: 
L'ensemble 92 est composé de points de demande aJ dont l'expression de la 
distance au point courant sur Qh s'écrit: 
La fonction objectif Fi(x, y) s'écrit comme la somme d'une constante et d'une 
distance euclidienne. F:(x, y) est une fonction convexe dont le minimum peut 
être obtenu par une méthode de descente sur Qh (cf chapitre 3 section 2.3.2). 
Soit p2(x2, y2) ce point. On a : 
F;(z2, y2) = min F;(X, Y) = D;(xa, y2) 
(GY) E Q ~  a' €92 
L'ensemble 93 est composé de points de demande ai pour lesquels le carré Qh 
chevauche les régions (1) et (2) de leur fonction coût fj(x, y) (cf figure 5.2) .  
Soit Cj(x, y) le cône (construit de la même manière que dans le chapitre 2) 
sous estimant fj(x, y) sur Qn (cf figure 5.2). 
Figure 5.2 Fonction Cj(x, y) 
F ~ Y )  > CI(X,Y) pour (x,Y) E Q h  
a' €473 
C ( x ,  y)  = C C,(x, y )  est une fonction convexe dont le minimum est obtenu 
a1 Eg3 
par une méthode de descente sur Qh (cf chapitre 3 section 2-32) .  Soit p3(x3, y3) 
ce point. On a: 
L'ensemble 94 est composé de points de demande aj qui ne sont pas visibles de 
tous les points de Qh OU qui ne possèdent pas de point dominant sur le carré 
Qh. On en déduit : 
où b j ( Q h )  est la distance minimale réalisable du point de demande à Qh- 
Puisque : 
4 
min F h ( z , y )  > C min F;(X, y). 
( w ) E Q h  i=l ( w ) E Q h  
(2) Qh est partiellement réalisable : 
5.4.1.2 Après branchement 
Un sous-problème est caractérisé par 2 ensembles de points de demande: 
a El  : ensemble des points de demande appartenant à la même source. 
a E2 : ensemble de points de demande appartenant à des sources différentes. 
Ces contraintes sur les points de demande sont traitées dans le problème auxiliaire (cf 
chapitre 4). L'ensemble des points de demande J subit des modifications (cf chapitre 
4). Soit J' l'ensemble des points de demande pour El et E2 fixés. L'expression de 
la borne inférieure devient: 
min Fh(z, y) > &, 
(x,yIEQh 
5.4.2 Colonne entrante 
Soit s' la solution optimale du problème auxiliaire et t la colonne optimale corres- 
pondante: 
5.5 Résultats numériques 
Les problèmes-tests sont résolus sur SPARC SUN 20 et le programme est écrit en 
langage C. 
Soit le problème de Weber multi-sources avec contraintes de locdisations et 
de passages d' Aneja et Parlar [2]. Nous d o n s  donner en premier lieu les résultats 
obtenus pour un nombre de sources allant de 2 à 7. Les temps sont donnés en secon- 
des. Il n'a fallu aucun branchement pour obtenir la solution optimale entière. Dans 
les figures qui suivent, les ronds et les carrés représentent respectivement les points 
de demande et les sources. 











cpu (pb auxiliaire) 1 cpu (Cplex) 
924.2 1 2 -3 
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Figure 5.3 Résultats pour le problème d'Aneja et Parlar n = 18, p = 2,3. 
O 1 
Figure 5.4 Résultats pour le problème d'heja et Parlar n = 18, p = 4,5 
O 1 
Figure 5.5 Résultats pour le problème d'Aneja et Parlar n = 18, p = 6,7 
Tableau 5.2 Coordonnées des sources du problème d 'he ja  et ParIar 
Pour éprouver la sensibilité de l'algorithme au nombre de points de demande, 
un problème de 30 points de demande et 2 (jusqu'à 7 sources) sont résolus. Aucun 
branchement n'a été nécessaire. Le problème est tout d'abord résolu dans le cas 
non contraint (avec les techniques d'accélération du chapitre 1) puis en considérant 
12 contraintes de localisation (dtableau 5.4) puis 12 contraintes de passage (cf. 
tableau 5.5). 
Tableau 5.3 Résuit ats (cas non contraint): n = 30, p = 2,7 
1 n 1 p 1 Fm 1 cpu (total) itération 1 
Tableau 5.4 Résultats : n = 30, p = 2,7, ml = 12,m2 = O 
I n I P I F' I cpu (total) 1 itération I 
Tableau 5.5 Résultats : n = 3 0 , p  = 2,7, ml = O, mz = 12 
1 n 1 p 1 F' ( cpu (total) ( itération 1 
Comme attendu, les contraintes de passage augmentent considérablement le 
temps de calcul en comparaison des contraintes de localisation. 
C'est la première fois que le problème de Weber multi-sources avec contraintes 
de  localisation et de passage est résolu optimalement. La taille des problèmes reste 
néanmoins modeste car les performances de la technique de génération de colonnes 
restent très liées aux performances de l'algorithme de résolution de son problème 
auxiliaire (problème de Weber simple avec distance maximum sous des contraintes de 
localisation et de passage) dont la complexité augmente rapidement avec le nombre 
de contraintes et le nombre de points de demande. 
Les méthodes utilisées dans la thèse ont permis de résoudre efficacement, pour la 
première fois, et de façon exacte, certains problèmes majeurs de la théorie de la 
localisation: 
le problème de Weber simple dans le plan avec contraintes de localisation et de 
passage; 
le problème de Weber multi-sources avec contraintes de localisation et de passage. 
Pour le problème de Weber multi-sources, des problèmes de taille jamais en- 
core considérée ont été résolus et les premiers résultats significatifs de la littérature 
concernant le problème de Weber sur la sphère et le problème de Weber avec coût 
concave font l'objet des deux premiers chapitres. 
Les trois premiers chapitres (le problème de Weber sur la sphère, le problème 
de Weber avec coût concave, le problème de Weber avec contraintes de localisation 
et de passage) ont été principalement résolu par des adaptations de l'algorithme 
"BSSS" développé par Hansen et al. (1984). C'est un algorithme d'énumération par 
séparations et évaluations pour lequel on a trouvé de nouvelles bornes. Dans le cas 
du problème de Weber sur la sphère, plusieurs bornes ont été étudiées pour résoudre 
des problèmes (avec ou sans contraintes de localisation) dont le lieu des points de de- 
mande se trouve sur un hémisphère, sur 213 de la sphère, et sur toute la sphère. Dans 
le cas du problème de Weber avec coût concave, la borne inférieure sur chaque fonc- 
tion coût a été calculée à partir d'une fonction minorante (le meilleur plan minorant 
et un cône minorant). La programmation D.C. n'a pas connu les résultats escomptés 
pour la résolution du problème de Weber avec coût concave mais reste néanmoins 
une des plus efficaces pour la résolution du problème de Weber multi-sources avec 
deux sources. Pour le problème de Weber simple avec contraintes de localisation et 
de passage la technique UBSSSn et le principe de la distance réalisable (plus court 
chemin entre deux points qui ne traversent pas de régions infranchissables) sont à 
la base de la méthode proposée. 
Les deux derniers chapitres (le problème de Weber multi-sources, le problème 
de Weber multi-sources avec contraintes de localisation et de passage, i.e. des 
problèmes avec un nombre exponentiels de variables) ont été traités par la technique 
de génération de colonnes couplée avec une méthode d'énumération par séparations 
et évaluations. Cette méthode a résolu des problèmes de taille 10 fois supérieure 
(n = 287, p > 2) à ceux de la litérature. La particulazité de cette méthode est qu'elle 
devient plus rapide à mesure que le nombre de sources augmente (pour un nombre 
fixe de points de demande). On remarque aussi qu'il y a eu très peu de problèmes 
qui ont nécessité des branchements. Les contraintes de passage augmentent con- 
sidérablement le temps de résolution du problème de Weber rnulti-sources en com- 
paraison aux contraintes de localisation. 
Une future extension à cette thèse (spécifiquement pour le problème de We- 
ber multi-sources) est un problème à deux niveaux: une usine (fixe) alimentant 
des dépôts (à. localiser) fournissant en divers services des points de demande. Les 
coûts de transports sont considérés non linéaires et des contraintes de capacités sont 
ajoutées aux dépôts. 
Par ailleurs on a noté lors de la résolution du problème de Weber multi-sources 
une forte dégénérescence dans le programme prima1 (cf chapitre 4). De récents 
travaux en collaboration avec Olivier du Merle (1995) nous ont permit de résoudre 
par stabilisation des variables duales dans l'algorithme de génération de colonnes 
des problèmes de taille allant jusqu'à 1050 points de demande (article à paraître) ... 
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