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Resumen Se resuelve el Blocking Flow Shop Problem (BFSP), consis-
te en determinar una secuencia de piezas procesadas por una l´ınea de
ma´quinas sin espacios de almacenamiento entre ellas. Para ello, se im-
plementan 14 algoritmos heur´ısticos Greedy Randomized Adaptive Search
Procedure (GRASP) aplicados a las 60 primeras instancias de Taillard.
Los resultados obtenidos con los 7 procedimientos que incorporan la
heur´ıstica de Nawaz son los ma´s competitivos cuando se comparan con
otros los de la literatura.
Keywords: GRASP; Algoritmos de secuenciacio´n; secuencias; Blocking
Flow Shop.
1. Introduccio´n
El Flow Shop Scheduling Problem (FSP) es uno de los problemas que ha
recibido ma´s atencio´n en los u´ltimos 50 an˜os por parte de profesionales e in-
vestigadores debido a la gran variedad de contextos productivos que permite
modelar. En el FSP, un conjunto I de n de trabajos o piezas debe ser procesado
en un conjunto K de m de ma´quinas. Todos los trabajos deben pasar por todas
las ma´quinas en el mismo orden, empezando en la ma´quina 1 y finalizando en
la ma´quina m. Cada trabajo, i ∈ I, requiere un tiempo de proceso, pi,k > 0,
en cada una de las ma´quinas, k ∈ K. El objetivo es encontrar una secuencia de
proceso de los trabajos que optimice un criterio de eficiencia.
En la versio´n ma´s popular del problema, conocida como Permutation Flow
Shop Problem (PFSP), el espacio de almacenamiento entre dos fases consecutivas
del proceso, donde las piezas pueden esperar hasta que puedan ser procesados
por la siguiente ma´quina, es ilimitado. Sin embargo, existen sistemas produc-
tivos, en los sectores qu´ımico, farmace´utico, modelado de pla´stico, electro´nica,
metalurg´ıa y alimentacio´n, en los que existen l´ıneas de produccio´n en las que el
espacio de almacenamiento esta´ limitado. Si se asume que no existe espacios de
almacenamiento entre dos fases consecutivas del proceso, entonces se produce un
gran cambio estructural en el comportamiento del sistema, debido a que una pie-
za no puede abandonar la ma´quina que lo esta´ procesando hasta que la siguiente
ma´quina este´ libre. En este caso, el trabajo debe permanecer en la ma´quina
previa, bloqueando la ma´quina e impidiendo a e´sta realizar otros trabajos.
Esta variante se conoce como Blocking Flow Shop Problem (BFSP) y es la que
consideramos en este documento, teniendo como objetivo minimizar el instante
de finalizacio´n de todos trabajos en el taller (makespan, Cmax). Haciendo uso de
la notacio´n propuesta por Graham [1], el problema considerado se conoce como
Fm|block|Cmax (y el PFSP como Fm|prmu|Cmax).
Dada la naturaleza NP-dif´ıcil del problema, su resolucio´n emplea heur´ısticas,
debido a su capacidad de encontrar soluciones de calidad en un tiempo reducido.
En la literatura se encuentra el procedimiento de Nawaz, Enscore y Ham (NEH )
[2], y ma´s recientemente, se encuentra Ronconi [3], que propone dos variantes
de e´ste, y Bautista [4] donde se propone un algoritmo basado en programacio´n
dina´mica acotada (BDP) y una lista actualizada de las mejores soluciones para
las instancias de Taillard.
Para este trabajo se ha disen˜ado un procedimiento GRASP extendido (GRASP-
x ) que admite diversas variantes en funcio´n de los valores asignados a tres
para´metros. Entre dichas variantes se encuentran las heur´ısticas Greedy cons-
tructivas con posterior optimizacio´n local, los procedimientos Multistart, los
algoritmos GRASP cla´sicos [5,6] y los algoritmos GRASP en los que la pro-
babilidad de seleccio´n de los candidatos se hace depender de la aptitud de e´stos,
la cual puede medirse a trave´s de una funcio´n de calidad dependiente de ca-
da candidato. Una extensa recopilacio´n de trabajos sobre aplicaciones se puede
encontrar en [7,8].
Nuestra propuesta contiene: (1) el disen˜o e implementacio´n de cotas parciales
para el problema; (2) siete algoritmos basados en el procedimiento GRASP que
actu´an como maestros para dirigir la exploracio´n en el espacio de bu´squeda; y
(3) una experiencia computacional, con ejemplares de la literatura, para compa-
rar los resultados obtenidos mediante los procedimientos implementados con los
mejores resultados encontrados en la literatura.
Este trabajo se organiza de la siguiente forma: la seccio´n 2 presenta la des-
cripcio´n del problema; la seccio´n 3 contiene el disen˜o de cotas parciales y globales
para el problema; en la seccio´n 4 se describe el procedimiento GRASP-x adapta-
do para resolver el BFSP ; la seccio´n 5 se centra en la descripcio´n y comparacio´n
de resultados de la experiencia computacional realizada, que explota siete al-
goritmos (derivados del procedimiento GRASP-x tras fijar siete conjuntos de
valores a los tres para´metros) sobre ejemplares de la literatura; finalmente, la
seccio´n 6 muestra algunas conclusiones sobre el presente trabajo.
2. Descripcio´n del problema
A partir del instante 0 se deben procesar n trabajos, en el mismo orden, en m
ma´quinas. Los tiempos de proceso para cada operacio´n se denominan pi,k, donde
k denota una ma´quina y i un trabajo. Los tiempos de proceso esta´n fijados y
son positivos. La funcio´n objetivo considerada es la minimizacio´n del makespan
(Cmax), que es el instante en que el taller finaliza todas sus operaciones.
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En un programa factible asociado a la permutacio´n pi, definimos sk,t como
el instante de inicio del proceso destinado en la ma´quina k al trabajo que ocupa
la posicio´n t y ek,t como el instante en que el trabajo que ocupa la posicio´n
t abandona la ma´quina k. El problema Fm|prmu|Cmax puede ser formalizado
como sigue:
sk,t + p[t],k 6 ek,t k = 1, ...,m; t = 1, ..., n (1)
sk,t > ek,t−1 k = 1, ...,m; t = 1, ..., n (2)
sk,t > ek−1,t k = 1, ...,m; t = 1, ..., n (3)
Cmax = em,n (4)
Siendo p[t],k el tiempo de proceso en la ma´quina k de la pieza que ocupa la
t-e´sima posicio´n en la secuencia pi. Adema´s ek,0 = 0 ∀k y e0,t = 0 ∀t son las
condiciones iniciales.
El programa obtenido es semi-activo si la restriccio´n (1) se escribe como sk,t+
p[t],k = ek,t y las restricciones (2) y (3) se resumen como sk,t = max{ek,t−1, ek−1,t}.
Cuando no existen espacios de almacenamiento entre etapas, caso del pro-
blema Fm|block|Cmax, si el trabajo i finaliza su operacio´n en la ma´quina k y la
pro´xima ma´quina, k + 1, se encuentra todav´ıa ocupada con el trabajo anterior,
el trabajo completado i ha de permanecer en la ma´quina k, bloquea´ndola. Esta
condicio´n requiere una restriccio´n adicional (5) en la formulacio´n del problema.
ek,t > ek+1,t−1 k = 1, ...,m; t = 1, ..., n (5)
siendo necesario an˜adir la condicio´n inicial em+1,t = 0, t = 1, ..., n.
En el caso Fm|block|Cmax el programa obtenido es semi-activo si la restric-
cio´n (1) y (5) se resumen como en (6):
ek,t = max{sk,t + p[t],k, ek+1,t−1} k = 1, ...,m; t = 1, ..., n (6)
Consecuentemente, el problema Fm|prmu|Cmax puede ser visto como una rela-
jacio´n del problema Fm|block|Cmax.
3. Acotando los valores de las secuencias
Asumamos que se ha construido una subsecuencia pi(t) = {pi1, pi2, ..., pit} de
t trabajos.
Supongamos ademas que disponemos de la informacio´n xi(t) y ek(t); donde
xi(t) adopta el valor 1 si el trabajo i esta´ presente en pi(t) y ek(t) representa
el instante en que queda libre la ma´quina k tras procesar todos los trabajos
contenidos en pi(t). El esquema de acotacio´n empleado se muestra en la figura 1.
Para completar todos los trabajos, nos faltara´ an˜adir a la secuencia pi(t) un
segmento conteniendo los n − t trabajos pendientes no contenidos en pi(t). Si
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Figura 1. Esquema de acotacio´n.
Rk(t) es una secuencia de los trabajos pendientes en la ma´quina k ∈ K, es fa´cil
obtener una cota inferior, LB(Rk(t)), para dicha secuencia. En efecto:
LB(Rk(t)) =
∑
i/∈pi(t)
pi,k +
min
i ∈ pi(t)
{
m∑
κ=k+1
pi,κ
}
(7)
Y, por consiguiente, una cota global de Cmax asociada a la secuencia pi(t) sera´:
LB(pi(t)) =
max
k ∈ K {ek(t) + LB(Rk(t))} (8)
4. Algoritmos GRASP para el BFSP
4.1. Preliminares
La complejidad del BFSP y el intere´s de obtener soluciones para ejemplares
del problema con dimensiones industriales, hace recomendable el uso de proce-
dimientos heur´ısticos capaces de ofrecer soluciones aceptables con bajo esfuerzo
de computacio´n.
La metaheur´ıstica GRASP [5,6] es de tipo multi-arranque y esta´ provista de
2 fases en cada iteracio´n: (1) un procedimiento Greedy que sirve para construir
una solucio´n aceptable sin que sea preciso alcanzar el o´ptimo global; y (2) una
segunda fase para obtener un o´ptimo local dentro de un vecindario y teniendo
como punto de partida la solucio´n que resulta al aplicar el procedimiento Greedy
de la fase 1. Obviamente, la solucio´n ofrecida por el GRASP es la mejor entre
las obtenidas en el conjunto de iteraciones.
Para la primera fase Greedy es importante definir un buen procedimiento que
pueda ofrecer soluciones aceptables y una diversidad suficiente de soluciones que
permitan explorar diferentes regiones en el espacio de soluciones. Para garantizar
dicha diversidad se emplea el azar, de manera que el siguiente elemento a an˜adir
a una solucio´n parcial se sortea entre los elementos de una lista restringida de
candidatos (RCL); dicha lista contiene los candidatos que presentan los mejores
valores en relacio´n a una funcio´n (una cota para Cmax, por ejemplo) disen˜ada
para la seleccio´n.
Para resolver un problema de optimizacio´n mediante un procedimiento GRASP
es preciso definir los siguientes elementos: (1) el proceso aleatorio empleado en
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la seleccio´n entre candidatos y el procedimiento Greedy ; (2) el vecindario de una
solucio´n y, lo´gicamente, el procedimiento para explorar dicho vecindario; y (3)
el criterio de finalizacio´n del algoritmo, normalmente vinculado a un ma´ximo
nu´mero de iteraciones o al tiempo de ejecucio´n.
En la figura 2 se presenta un esquema general del algoritmo GRASP.
1. Inicializacio´n
2. Mientras tiempo CPU 6 CPUmax
2.1. Solucio´n ←− Fase constructiva (Semilla)
2.2. Solucio´n ←− Mejora local (Solucio´n)
2.3. Actualizar solucio´n (Solucio´n, Mejor solucio´n)
3. Salida: Mejor solucio´n
Figura 2. Esquema general de la metaheur´ıstica GRASP.
En algunos casos, al procedimiento GRASP, se le puede an˜adir un post-
proceso que permita combinar las soluciones generadas [9].
4.2. Fase Greedy de construccio´n de una solucio´n
El procedimiento implementado para esta fase del algoritmo (ver figura 3)
construye progresivamente una secuencia seleccionando, en cada etapa asociada
con el instante, t = 1, ..., T = n, un elemento candidato a partir de una lista res-
tringida de e´stos (sea RCL). En efecto, llegados a la etapa t, en la que se dispone
de una secuencia (solucio´n) parcial pi(t), para cada trabajo i no procesado au´n,
se determina el ı´ndice fi (∀i : xi = 0) a partir del valor de la cota LB(pi(t)∪{i});
tras ello, la lista de candidatos se construye en 2 pasos:
1. En el primero, a partir del para´metro Z ∈ [0, 1] denominado impedancia, se
seleccionan todos los trabajos con un valor de cota no superior a 1/Z veces
el valor de la menor de ellas (cota correspondiente al mejor candidato).
2. En el segundo paso, se seleccionan como ma´ximo los L mejores candidatos
(ordenados por cota, de menor a mayor) incluyendo en la lista, claro esta´,
los trabajos empatados en cota con el L-e´simo candidato.
No´tese que gracias a la impedancia se pueden descartar soluciones peores a las
de un valor de referencia, dejando en RCL menos soluciones que L. Adema´s,
la formulacio´n propuesta en la figura 3 comprende como casos particulares los
siguientes procedimientos: (1) los algoritmos GRASP tradicionales con trata-
miento de empates incorporado, pues basta hacer Z → 0, f0 → ∞, η = 1 y
fijar un valor de L menor que el nu´mero de candidatos; (2) Multistart, haciendo
Z → 0, f0 → ∞, η = 1 y fijar un valor de L igual al nu´mero de candidatos;
y (3) las heur´ısticas Greedy con tratamiento de empates con Z = 1; si Z → 0
y L es suficientemente grande (L = |I| = n) todos los elementos compatibles
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son candidatos y toda solucio´n del BFSP tiene una probabilidad no nula de ser
generada por el procedimiento.
0. Inicializacio´n
Leer: n = T , I, K, pi,k(∀i, ∀k), Z, L, f0, η
Hacer:
t = 0
pi(t) = {∅} siendo pi(t) = {pi1, pi2, ..., pit} la secuencia parcial de los t trabajos
procesados.
xi = 0 ∀i ∈ I, siendo xi = 1 si el trabajo i esta´ contenido en pi(t) y 0 en caso
contrario.
1. Ca´lculo del ı´ndice f
∀i ∈ I: xi = 0, determinar:
fi = LB(pi(t) ∪ {i})
siendo LB(pi(t) ∪ {i}) el valor de la cota de Cmax asociado a la secuencia
parcial pi(t) ∪ {i}.
2. Creacio´n de la lista de candidatos RCL
Sea f∗ = mı´nxi=0 {fi};
RCL(f) = {i ∈ I : (xi = 0) ∧ (fi ≤ mı´n{f0, f∗/Z}}
donde Z ∈ [0, 1] es la impedancia sobre el conjunto de elementos compatibles
y f0 es la elasticidad aditiva que que se puede corresponder con el valor de
una solucio´n de referencia afectada por la impedancia:
- Si |RCL(f)| ≤ L⇒ RCL = RCL(f)
- Si |RCL(f)| > L:
Sea iL ∈ RCL(f) el trabajo que ocupa la L-e´sima posicio´n en la lista RCL(f)
ordenada no-decrecientemente respecto al ı´ndice f . Hacer:
RCL = {i ∈ RCL(f) : fi ≤ fiL}
3. Seleccio´n del trabajo a secuenciar
∀i ∈ RCL, determinar:
gi =
(f0 − fi)ηP
j∈RCL (f0 − fj)
η , donde η es la elasticidad potencial.
Seleccionar, por sorteo, con probabilidades gi ∀i ∈ RCL un trabajo; sea i∗ el
resultado de esta seleccio´n.
4. Actualizacio´n
xi∗ ← xi∗ + 1; t← t+ 1; pit = i∗
5. Finalizacio´n
Si t < T = n, ir a paso-1.
Si no, finalizar.
Figura 3. Fase constructiva GRASP para el BFSP.
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4.3. Fase de mejora local
Se propone una mejora local exhaustiva tipo 2-intercambio entre dos ele-
mentos de la secuencia en curso de mejora. La exploracio´n del vecindario es
determinista y se realiza de izquierda a derecha.
A partir de una secuencia en curso, pic(T ), con valor Cmax(pic(T )), se ge-
nera una secuencia vecina, piv(T ), mediante un 2-intercambio tentativo entre
los elementos que ocupan las posiciones t y t′ de la secuencia en curso. Si
Cmax(pic(T )) > Cmax(piv(T )), el intercambio se consolida, piv(T ) se convierte
en la nueva secuencia en curso y se reinicia el proceso de intercambios. En caso
contrario, se prosigue con la generacio´n de una nueva secuencia tentativa, una
secuencia vecina, mediante otro 2-intercambio tentativo. El procedimiento fina-
liza cuando ninguna solucio´n vecina tiene un valor de Cmax mejor que el de la
solucio´n en curso.
4.4. Fase de mejora a trave´s de NEH
Adema´s, a la secuencia obtenida en la fase de mejora anterior, cuando se ha
alcanzado un o´ptimo local, se puede aplicar el procedimiento NEH consistente
en seleccionar al azar un nu´mero fijo de elementos de la secuencia y extraerlos
de la misma; posteriormente, los elementos extra´ıdos se van insertando de uno
en uno en la posicio´n de la secuencia que genera menor Cmax.
5. Experiencia computacional
Se ha realizado una experiencia computacional con las 6 primeros sets de
ejemplares de Taillard [10]. Cada set contiene 10 ejemplares con el mismo nu´mero
de trabajos (n) y mismo nu´mero de ma´quinas (m). En los 6 sets, el nu´mero de
trabajos var´ıa entre 20 (set 1) y 50 (set 6) y el nu´mero de ma´quinas entre 5
(set 1) y 20 (set 6). Un valor actualizado de las mejores soluciones para estos
ejemplares se puede encontrar en [4].
Para obtener las soluciones de la fase constructiva se emplean 7 algoritmos
derivados del procedimiento general GRASP-x para el que se han fijado los valo-
res de los para´metros Z, L, f0 y η (ver tabla 1) siendo fG el valor de referencia,
para cada ejemplar, ofrecido por el procedimiento greedy (G) con tratamiento
de empates. Los algoritmos resultantes tras asignar valores a los 4 para´metros
son: (G) una heur´ıstica Greedy constructiva; (M ) un procedimiento Multistart
tradicional; (GR-01/0,5 ∗ |I|) un algoritmo GRASP tradicional con una lista
RCL limitada a |I|/2 candidatos (50 % del nu´mero de trabajos); (GR-5/0,5∗ |I|)
un algoritmo GRASP con lista limitada a |I|/2 candidatos y con probabilidades
de seleccio´n de e´stos levemente dependientes de su aptitud; (GR-8/0,5 ∗ |I|) un
algoritmo GRASP con alta dependencia entre las probabilidades de seleccio´n
de los candidatos y su aptitud y con lista restringida a |I|/2 candidatos; y dos
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algoritmos Multistart, (GR-5/|I|) y (GR-8/|I|) con probabilidades de seleccio´n
de los candidatos ide´nticas a (GR-5/0,5∗|I|) y (GR-8/0,5∗|I|), respectivamente.
Tabla 1. Algoritmos derivados de GRASP-x. Caracter´ısticas.
Alg. Z L f0 η
G 1 1 ∞ 1
M 0.01 |I| fG/Z 1
GR-01/0,5 ∗ |I| 0.01 0,5 ∗ |I| fG/Z 1
GR-5/0,5 ∗ |I| 0.5 0,5 ∗ |I| fG/Z 1
GR-8/0,5 ∗ |I| 0.8 0,5 ∗ |I| fG/Z 1
GR-5/|I| 0.5 |I| fG/Z 1
GR-8/|I| 0.8 |I| fG/Z 1
Cada uno de los 60 ejemplares se ha resuelto, primero, empleando las 7 va-
riantes de la fase constructiva del algoritmo GRASP y, posteriormente, se han
aplicado, a cada solucio´n obtenida en la primera fase, dos procedimientos de
mejora local. El primer procedimiento de mejora local (LS en el texto) es un
2-intercambio exhaustivo, consolidando el intercambio cuando se produce mejo-
ra. El segundo procedimiento (LS+NEH en el texto) consiste en un bucle que
aplica consecutivamente el primer procedimiento de mejora local mencionado,
hasta alcanzar un o´ptimo local, y seguidamente la heur´ıstica NEH extrayendo e
insertando 5 trabajos de la secuencia. El tiempo ma´ximo de CPU concedido a
la mejora de un ejemplar es de 10 s.
Los procedimientos GRASP han sido programados en gcc v. 4.2.1, en un
ordenador Macintosh iMac con un procesador Intel Core i7, 2.93 Ghz. y 8 Gb
de memoria RAM, usando MAC OS X 10.6.8 como sistema operativo. Ni la
implementacio´n ni el compilador hacen uso de threads ni de otra forma de co´digo
paralelo, y, por tanto, el ordenador actu´a como un u´nico procesador a 2.93 GHz.
En las tablas 2 y 3 se muestran los resultados ma´s significativos del expe-
rimento, empleando los procedimientos de mejora LS y LS+NEH, respectiva-
mente, tras la fase constructiva del GRASP. En la tabla 2 se recoge: (1) el
nu´mero de o´ptimos alcanzado (#opt) por cada uno de los 7 algoritmos sobre
los 60 ejemplares del BFSP ; (2) el promedio de la desviacio´n porcentual relativa
(RPD=((solucio´n - o´ptimo)/o´ptimo)×100), para los ejemplares y cada algorit-
mo, tanto para la fase 1 Greedy constructiva del GRASP (RPD1) como para el
proceso completo (RPD2) que incluye el procedimiento de mejora local (LS o
LS+NEH ); (3) el tiempo medio de CPU, por ejemplar, requerido por una ite-
racio´n de cada uno de los 7 algoritmos GRASP (CPU); y (4) el promedio para
RPD para cada uno de los sets.
A la vista de las tablas 2 y 3 observamos (en promedio para los 60 ejempla-
res) los siguientes hechos: (1) las soluciones obtenidas en la fase constructiva del
GRASP, se alejan de las mejores soluciones conocidas aproximadamente entre
el 13 % con el algoritmo Greedy determinista (G) y casi el 23 % con los algo-
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Tabla 2. #opt, RPD1, RPD2, CPU y RPD2 para cada uno de los sets en el caso de
LS para cada uno de los 7 algoritmos
#opt RPD1 RPD2 CPU S1 S2 S3 S4 S5 S6
G 0 13.01 4.01 0.28 3.67 3.85 3.84 3.31 4.07 5.31
M 0 22.75 3.22 0.38 2.79 2.37 2.41 3.89 4.04 3.82
GR-01/0,5 ∗ |I| 0 20.64 3.06 0.40 2.42 2.56 1.80 3.55 4.09 3.94
GR-5/0,5 ∗ |I| 0 20.46 2.92 0.40 2.13 2.40 1.81 3.62 3.76 3.81
GR-8/0,5 ∗ |I| 0 20.76 3.01 0.41 2.45 2.11 2.25 3.62 3.87 3.76
GR-5/|I| 0 22.43 3.26 0.37 2.58 2.43 2.00 4.17 4.26 4.10
GR-8/|I| 0 22.38 3.16 0.36 2.50 2.62 1.85 3.80 4.14 4.03
Tabla 3. #opt, RPD1, RPD2, CPU y RPD2 para cada uno de los sets en el caso de
LS+NEH para cada uno de los 7 algoritmos
#opt RPD1 RPD2 CPU S1 S2 S3 S4 S5 S6
G 19 13.01 0.69 10.00 0.07 0.12 0.16 0.95 1.27 1.56
M 25 22.75 0.70 10.00 0.13 0.00 0.03 1.10 1.37 1.57
GR-01/0,5 ∗ |I| 20 20.64 0.64 10.00 0.14 0.13 0.07 0.85 1.25 1.43
GR-5/0,5 ∗ |I| 24 20.46 0.68 10.00 0.10 0.11 0.00 1.04 1.29 1.53
GR-8/0,5 ∗ |I| 28 20.76 0.66 10.00 0.00 0.00 0.02 1.12 1.32 1.53
GR-5/|I| 25 22.43 0.67 10.00 0.02 0.03 0.02 1.01 1.31 1.64
GR-8/|I| 25 22.38 0.71 10.00 0.04 0.12 0.02 1.20 1.35 1.52
ritmos Multistart (M) y GRASP con L = |I| (GR − 5/|I| y GR − 8/|I|); (2)
LS desciende, desde la solucio´n ofrecida por la fase constructiva del algoritmo
Greedy determinista (G), a o´ptimos locales con peor valor que los alcanzados
por el resto de procedimientos que incorporan azar; (3) atendiendo a todos los
procedimientos, LS mejora del 20.35 % al 3.23 % la distancia a las mejores solu-
ciones conocidas; (4) LS+NEH reduce dichas distancias al 0.68 %; y (5) en todos
los procedimientos con mejora LS, se alcanza el primer o´ptimo local en 0.37 s.
Adema´s, en los procedimientos con mejora LS, no se alcanza ninguna mejor
solucio´n conocida para los 60 ejemplares. En cambio, usando todos los proce-
dimientos con mejora local LS+NEH se alcanzan 29 sobre 60. Finalmente, el
procedimiento GR− 8/0,5 ∗ |I| alcanza 28 o´ptimos, incluyendo los del set 1 y 2.
6. Conclusiones
Los procedimientos GRASP implementados se muestran competitivos res-
pecto a los existentes en la literatura. Concretamente el procedimiento GR −
8/0,5 ∗ |I| alcanza todas las mejores soluciones conocidas para los sets 1 y 2
de Taillard. El procedimiento NEH reduce las distancias al 0.68 % respecto a
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las mejores soluciones conocidas, mientras que su exclusio´n de los procedimien-
tos producen una reduccio´n al 3.23 %; sin optimizacio´n local los procedimientos
constructivos dejan esta distancia al 20.35 %.
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