Two line-based fracture detection schemes are developed and discussed, namely Standard line-based fracture detection and Adaptive Differential Parameter Optimized (ADPO) line-based fracture detection. The purpose of the two line-based fracture detection schemes is to detect fractured lines from Xray images using extracted features based on recognised patterns to differentiate fractured lines from non-fractured lines. The schemes reduce the number of images required for training, as the training is performed line-wise. The difference between the two schemes is the detection of lines. The ADPO scheme optimizes the parameters of the Probabilistic Hough Transform, such that granule lines within the fractured regions are detected. The lines are given in the form of points, (x, y), which includes the starting and ending points. Based on the given line points, 13 features are extracted from each line as a summary of line information. These features are used for fracture and non-fracture classification of the detected lines. The classification is carried out by the Artificial Neural Network (ANN). The Standard Scheme is capable of achieving an average accuracy of 71.57%, whereas the ADPO scheme achieved an average accuracy of 72.89%. The ADPO scheme is opted for over the Standard scheme, however it can be further improved with contour fracture detection.
I. INTRODUCTION
The application of Computer Aided Diagnosis (CAD) in the medical field was introduced in the early 1970s [1] , [2] , in which a decision tree analysis was utilised. CAD systems have since been further developed with some employing Artificial Neural Networks (ANN). Syiam, M Et al. [3] proposed an adaptive interface agent (AdAgen) for X-ray fracture detection that uses a neural network to collaborate with trained agents for the detection of fractures in long bones. The detection of the presence of bone fracture involves mapping the X-ray data to one of several predefined classes. However, there are challenges presented in the classification techniques, which are due to information overload, size, and the dimension of the data [4] . The authors of [5] , proposed a four-step system that makes use of fusion-classification techniques to automate the detection of bone fracture specifically for leg bones (tibia). The four steps include preprocessing, segmentation, feature extraction, and bone detection. The three classifiers during the fusion classification are Back-Propagation Neural Network (BPNN), Support Vector Machine (SVM) and Naïve Bayes (NB) classifiers. Through experimentation, the authors showed significant improvement in the detection rate and classification accuracy of the system. The authors of [6] developed a model based on Deep Convolutional Neural Network (DCNN) for feature extractions. The model uses a technique called Sparse Autoencoder (SAE) as well as the mapping of the CNN layers for feature extraction. These extracted features are compared to the features of the traditional Grey Level Co-Occurrence Matrix (GLCM) technique, namely: energy, entropy, contrast, homogeneity, correlation, shade and prominence. The results obtained by the authors indicate that the extracted features based on the DCNN are better than traditional features, as it obtained a 97.2% accuracy. The existing solutions address feature extraction and binary classification of X-ray images, however the feature extraction is pixel based. This introduces complexity in the ANN architecture depending on the dimensions of the X-ray images, as smaller dimensions translate to less complexity. In this paper, we address the dimensionality complexity using extracted line features. These features are used to classify fractured and non-fractured lines. The novelty of this paper is to introduce a new Adaptive Differential Parameter Optimization (ADPO) line-based fracture detection scheme. This novel technique is intended to classify fractured lines from non-fractured lines, by training the Artificial Neural Network (ANN) using extracted line features. Consequently, this reduces the number of images required during training to achieve an accuracy above 70%. In order to understand the ADPO scheme, the Standard line-based fracture detection is detailed in Section II. The procedure of the Standard scheme extracts lines from the canny generated image using Probabilistic Hough Transform (PHT). A total of 13 features are extracted from each detected line within the image. The features are detailed in Section III. The features are used to both train and test the ANN. The architecture of the ANN is described in subsection III-E. The line classification of the ANN is detailed in Section IV.
Since the Standard scheme does not detail all the granule lines found within the fractured area of the X-ray image, the novel ADPO scheme is proposed. This scheme optimizes the parameters of the PHT, such that all detailed lines are detected. There are three parameters that are optimized, namely the threshold, minimum line length, and maximum line gap parameters. The optimized and selected values for the three parameters are detailed in Section V along with the performance of the ADPO line-based fracture detection system.
II. STANDARD LINE-BASED FRACTURE DETECTION
The Standard line-based fracture detection follows the procedure of first extracting lines from the canny generated image. This is followed by the extraction of the 13 features from each line. The features are used to train and test the ANN. Principal Component Analysis (PCA) is applied to the features to determine the dominant feature(s) that differentiate fractured and non-fractured lines. The training component of the ANN both sets-up the neural network as well as train it, whilst the execution component is employed for testing the ANN. Figure 1 illustrates a graphical flow of the Standard line-based fracture detection procedure.
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III. METHODOLOGY
A. Image Enhancement
The image enhancement process consists of greyscale conversion, removal of white space, pixel equalisation, gamma correction, denoising, and unsharp masking. This process creates a high contrast between the long-bone edges and all other pixels within the image. The high contrast ensures that all the image edges are detected by the Canny edge detection operation. The Canny edge detection operation generates a binary image with the long-bone edges highlighted [7] . The binary images are employed for the line extraction. The lines are extracted based on the edge image objects detected by the Canny edge detection operation.
B. Line Extraction
The line extraction is performed by utilising the Probabilistic Hough Transform (PHT). The PHT is a line detection technique in which lines are detected from the contrasted image produced by the Canny edge detection technique [8] , [9] . It uses the Polar system in which a line is expressed in the form of (1). A line is defined by rearranging (1) to generate (2) for point P(x, y). Therefore, each line that passes through
The (r θ , θ) coordinates are used to detect lines by determining the number of intersections between the curves. An increase in the number of intersections indicates a long line. Therefore, a threshold for the minimum number of intersection is defined for line detection. This is the operation of the Hough Transform, in which it tracks the number of intersections for each (r θ , θ). Detected lines by the PHT are represented in the form of (x 1 , y 1 , x 2 , y 2 ). The chosen parameter values for the PHT for line detection in the Standard scheme are listed in Table I . The result of the detected lines by the PHT is shown in Figure 2 Table I . The chosen value assists with eliminating lines that are too short. The short lines are product of the remaining noise from the enhanced image. maximum line gap defines the maximum line gap between points that link the same line 10 The value 10, generates lines that cover all critical information but does not over extend the generated lines. An increased value, generates extended lines which implies that there is existing information that is not present, whereas a decreased value shortens the lines and misinterprets the image information.
C. Line-based Feature Extraction
detected from the X-ray image. The purpose of extracting the features is to quantify and provide crucial information about the lines to the ANN that differentiates a fractured line from a non-fractured line. The quantification of the features reduces the complexity of the ANN architecture. The features are extracted based on the starting and ending points in the form of L(x 1 , y 1 , x 2 , y 2 ). The extracted features are listed and detailed in Table II .
D. Principal Component Analysis
Principal Component Analysis (PCA) is a linear technique that performs dimensionality reduction through the process of embedding the data into a linear subspace of lowdimensionality. The low-dimensional representation describes the variance found within the data [10] . The purpose of utilizing PCA is to identify the dominant line features that distinguishes fractured and non-fractured lines. PCA operates in such a manner that the feature with the most variation is considered a dominant feature. Figure 3 illustrates the results of the PCA feature contribution. The most dominant feature found for 39,224 fractured and non-fractured lines is gradient deviation with 76.36% contribution. For 15,561 fractured lines, the three distinct features are x-distance, gradient deviation and y-difference.
The feature x-distance has the most varying values which can be explained due to the orientation of fractured lines that are generally positioned horizontally. Whilst for 23,663 non-fractured lines, the two dominant features are gradient deviation and y-difference.
There is potential confusion presented to the ANN classification due to the shared dominant contributing features for both fractured and non-fractured lines. However, the features x start
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distance d DIST The distance feature is extracted using x 1 , y 1 , x 2 , and y 2 . The distance calculation is expressed in (3).
The gradient feature is determined using x 1 , y 1 , x 2 , and y 2 . It is determined using (4) .
This feature is determined using x 1 and x 2 , which is calculated using (5) .
This feature is calculated using y 1 and y 2 , in which the ydirection is calculated using (6) .
The feature is determined using x 1 and x 2 . It determines the difference between the x-values.
The y-Difference feature is determined using y 1 and y 2 , in which it determines the difference between the y-values.
This feature is derived from the Pythagoras theorem using (9), but the distance in the x-direction.
The y-distance feature similar to the x-distance feature, however it is given in the y-direction. The ydirection is extracted using (10) .
The feature indicates the amount that the current gradient deviates from the most frequently occurred gradient, θ Ref .
differ in contribution value for fractured and non-fractured lines.
E. Neural Network Structure
The architecture of the ANN consists of four layers: one input and output layer, and two hidden layers. The number of nodes, n in the input layer is 16 (n = 16). There are three additional nodes compared to the number of extracted line features in the ANN input layer. The three additional nodes are for the labelling of the X-ray image regions, namely, the knee, leg, and foot regions. The number of layers within the neural network defines the ANN complexity [11] . An increased number of hidden layers increases the training complexity of the ANN since it will increase the number of iterations until the desired error threshold is met [12] . Furthermore, increasing the number of hidden layers does not guarantee better accuracy detection. However, for a single hidden layer, the ANN is oversimplified and is prone to over-fitting. This leads to the selection of having two hidden layers for the architecture of the ANN. Each hidden layer has n + 1 nodes. The purpose of the additional node in the hidden layer is to introduce an additional vote of input before reaching the output layer [11] , [13] .
The outcome of the output node is expressed as
The range between "-1" to "1" is defined by the labelling of the training data, whereby fractured lines are assigned to "1" as its target output and non-fractured lines are assigned to "-1". The details of the data labelling process are discussed in Section III-F. The final detection outcome, O classifies the input line as fractured or non-fracture with "true" or "false. Thus, O ∈ {true, f alse} and is expressed in (12) , where true defines a fracture and false defines a nonfracture. The architecture of the ANN is illustrated in Figure  4 . 
F. Data Line Labelling
The data labelling is performed visually using a graphical user interface (GUI) illustrated in Figure 5 . The lines in the selected region are labelled as fractures while the remaining lines are labelled as non-fractures. 
IV. RESULTS OF THE STANDARD LINE-BASED FRACTURE DETECTION
A. Artificial Neural Network Experimental Set-Up
Both the system and ANN are evaluated based on their classification performance. The two experimental set-ups used are image and line evaluations. The image evaluation assess the system with 20 images. Each case trains the ANN with a number of accumulated images from 1 to 20. This evaluation provides the system with lines that have context about the image it is extracted from. The images, i, are randomly selected from a set of n training images. Hence, i ∈ {1, 2, 3, ..., n}, where n = 29. There is an average of 740 lines per image with the average ratio of 1 : 1.52 for fractures to non-fractures. For the ANN evaluation, each case is made up of a number of lines that are used to train the ANN. The lines are grouped into two categories, fractures and non-fractures, where there is an equal number of fractured and non-fractured lines in each case.
B. System and Artificial Neural Network Results
The results of the image evaluation are presented in Table  III , whereby the minimum, average and maximum accuracies for each case are detailed. The system was evaluated using a total of 11,910 lines whereby 4,707 lines are fractured and 7,203 are non-fractured lines. For the line evaluation, a total of 1,500 lines consisting of both fractured and non-fractured lines are used for training. The performance of the ANN is evaluated using a total of 13,178 lines, whereby 5,162 are labelled as fractured lines and 8,016 are non-fractured lines.
The Receiver Operating Characteristic (ROC) curve is constructed using the sensitivity and specificity results from the binary classification system. The calculation for both sensitivity and specificity are expressed in (13) and (14) , respectively. The ROC curve is a tool commonly utilised for performance evaluation for binary classification systems [14] . The ROC curve for the system evaluation is illustrated in Figure 6 . The area under the curve (AUC) for the presented ROC graph is 0.8149. An ideal AUC has a value of 1.
sensitvity =
True Positive True Positive + False Negative (13) Table III shows that despite the number of images trained, it does not affect the accuracy of the ANN as the accuracy of the system ranges between 65.37% to 75.44%. This indicates that a single image provides the ANN with enough line training data to achieve an average of 71.57% accuracy. The ANN achieves a 67% to 72% accuracy after the exposure of 40 lines. An increase in the number of lines exposed to the ANN, does not result in any drastic improvements regarding the detection accuracy.
C. Result Analysis
V. ADAPTIVE DIFFERENTIAL PARAMETER OPTIMIZED LINE-BASED FRACTURE DETECTION
For the Standard line-based fracture detection scheme, the parameters of the PHT are not optimized for line detection. The purpose of the Adaptive Differential Parameter Optimized (ADPO) line-based fracture detection scheme is to optimize the parameters, such that detailed lines are generated to accurately represent the image edge objects in the X-ray image. There are three major parameters that are optimized: threshold, minimum line length, and maximum line gap parameters. The ADPO line-based fracture detection scheme follows the same procedure as the Standard scheme.
A. Adaptive Differential Parameter Optimization
1) The threshold parameter controls the number of point intersections, such that (r θ , θ) coordinates are considered as lines. An increased threshold value defines fewer lines with less minor details about the image edge objects, whereas a decreased threshold parameter value captures all details about the image. This is illustrated in Figure  7 . Therefore, the threshold parameter value is set to 1.
2) The minimum line length, l min parameter controls the accepted length of the detected line. An increased l min eliminates lines that are considered as noise, however it disregards detailed lines that are found in the fractured region. This is depicted in Figure 8 , where Figure 8 (a) shows more detailed lines, particularly within the fractured region compared to Figure 8 (b), whereas in Figure  8 (b), the outline of the fracture is barely visible from the generated lines. Although a minimal value assigned to l min may be ideal, the generated lines contain redundant information, as a number of short segmented lines can be represented by a single line instead.
(a) l min = 2 (b) l min = 25 Fig. 8 . Images illustrating the generated line difference between a minimal and increased value assigned to the minimum line length parameter.
The optimized minimum line length, l min is determined by obtaining the gradients of each line, L detected in the image for a particular l min , where 1 ≤ l min ≤ 25.
The gradients of each line within each image is used to calculate the average gradient,θ lmin to represent the general direction of the image lines. The determination ofθ lmin is expressed in (15) . The average gradients are evaluated to determine the maximum difference between the adjacent average gradients using the adjacent average gradient expressed in (16). The l min associated with the maximum difference between the average gradients, Δθ max is the optimized minimum line length. This is because the gradients of the fractured lines are in a more horizontal position between 0 • and 45 • . Therefore, the fractured lines have a lower gradient value than non-fractured lines and the largest average difference is associated with l min . The calculation is expressed in (17).θ lmin = m k=1 θ L k m (15) where, m is the total number of detected lines in the image and L k is the k-th line.
However, the lines, L l min generated from the optimized minimum line length does not contain all the detailed lines in the fractured region. Thus, lines generated by prior minimum line lengths from the optimized minimum line length are borrowed to fill in the missing detailed fractured lines. A conditional statement is employed such that the borrowed minimum line length will never be less than the value "1". The prior minimum line lengths are specifically, l min − 1 and l min − 2. The considered lines, L are is described in (18).
where L is a vector of lines, L(x 1 , y 1 , x 2 , y 2 ).
There are repeated lines from the three selected sets of line vectors: L l min , L l min , and L l min . Only the unique lines are extracted and considered, L f which is expressed in (19) .
3) The maximum line gap, L g max parameter controls the gap between the ending points of each line segment. If the distance between the line segments' ending points does not meet the allowed maximum line gap, the segments are combined to create a single line. A decreased maximum line gap generates lines that do not describe the image objects in the fractured region, despite the optimized minimum line length value. The results are shown in Figure 9 (a). An increased maximum line gap generates lines that mispresent the image edge object, as it overextends the lines. The result of an increased maximum line gap value is shown in Figure 9 (b). The selected value for the maximum line gap is 13, which is chosen based on the evaluation of the number of lines generated for values ranging between 10 and 20.
B. Optimized Line-Based Detection Results
The results of the ADPO scheme are obtained from the same experimental set-up described in Section IV-A. The evaluation of the ANN is focused on classifying fractured lines from non-fractured lines found only in the leg-bone region. A total of 16,515 lines are employed to evaluate the ADPO scheme, where 8,035 are fractured and 8,480 are non-fractured. The image evaluation accuracy results are presented in Table  IV . The average number of lines per image used is 849 lines per image. The accuracy of the system ranges from 63.61% to 80.88%. Thus yielding an average accuracy of 72.89%, which is an improvement from the average accuracy for the Standard scheme of 71.57%, as illustrated in Figure 10 . For the line evaluation, a total of 11, 195 lines are used to test each case, whilst 8,035 lines are fractured and 3,160 are nonfractured. A minimum of 300 lines are required by the ANN to achieve a 65% accuracy. It must be noted that the ANN in the ADPO scheme focuses only on the lines in the legbone region. Table V addresses the complexity reduction in the ANN of the ADPO scheme compared to the Standard scheme through reduction of number of processed lines by the ANN. There is an average 40% line reduction that is processed by the ANN in the ADPO scheme as the line ANN only focuses on the leg-bone lines, whilst all other lines are automatically classified as non-fractures. Hence, this reduces the complexity for fracture detection. The ROC curve for the system evaluation is presented in Figure 11 . The AUC has a value of 0.8271. The AUC value obtained shows that there is an improvement from the Standard scheme, where the AUC value is 0.8149. Therefore, the ADPO scheme is more sensitive in detecting true positives than the Standard scheme.
VI. CRITICAL ANALYSIS
The ROC curves for both Standard and ADPO schemes are shown in Figure 12 . The ROC curve of the ADPO scheme increases in True Positive Rate (TPR) at a lower False Positive Rate (FPR) value compared to the Standard scheme. The ROC graph in Figure 6 indicates that the scheme reaches maximum sensitivity at 0.4 FPR for the measured results, whilst in Figure  11 the maximum sensitivity is reached at 0.37 FPR. This indicates that the sensitivity performance of the ADPO scheme is better than the Standard scheme.
The ADPO scheme has a better sensitivity and accuracy performance compared to the Standard scheme. The system's maximum achievable accuracy is 82.9%. However, the accuracy of the described schemes are hindered by the labelling of the lines. The approach utilised for the labelling of the fractured and non-fractured lines is an area selection approach, which is subjective to mislabelling. This affects the ANN performance as the weights in the ANN are adjusted due to the mislabelled lines. However, the effect on the weights is minimal as there are only a minority of mislabelled lines. Additionally, the number of features extracted from the lines are limited, because only two points are provided by the PHT to describe the line detected from the image edge objects.
VII. FUTURE IMPROVEMENTS
Future improvements are to be made to the labelling process of fractured and non-fractured lines, which involves a deselection process allowing the deselection of individual lines that are miscategorised. Additionally, contours can be used instead of lines, as the detected lines limits the number of features that can be extracted. Furthermore, the lines are an approximation of the edge image objects, whereas contours are a more detailed representation [15] .
VIII. CONCLUSION
To conclude, this paper details two line-based fracture detection schemes, Standard and ADPO. Both schemes utilise 13 extracted features from the detected lines. The ADPO scheme optimises the parameters in the PHT for line detection, whereas the Standard scheme does not. More detailed lines are detected by the ADPO scheme. The average accuracy of the ADPO scheme is 72.89%, whereas the average accuracy of the Standard scheme is 71.57%. The limitation of both schemes lies within the two points provided to describe the lines. This limits the number of possible features extracted. An alternative approach employs the use of contours representation for feature extraction.
