ABSTRACT A simulated annealing (SA) algorithm is an effective method for solving optimization problems, especially for combinatorial optimization problems. However, SA algorithms rely heavily on the iterative mechanism of the neighborhood structure. When the scale of the problem becomes larger, the convergence rate is slow and it is difficult to reach the global optimal solution. In this paper, seven special intelligent operators are introduced to a SA algorithm, and therefore, a new state transition SA (STASA) algorithm is proposed for combinatorial optimization and continuous optimization problems. The performance of the STASA algorithm is tested on the traveling salesman problem and some continuous function optimization problems. The experimental results show that the proposed algorithm is efficient and reliable.
I. INTRODUCTION
An optimization problem is usually divided into two subproblems: combinatorial optimization and continuous optimization. The main methods used to solve combinatorial problems are mathematical analyses and heuristic algorithms. When the scale of the problem is large, the traditional mathematical analysis method has its limitations [1] , while heuristic algorithms perform well, such as simulated annealing (SA) [2] - [5] , genetic algorithms (GAs) [6] - [8] , ant colony optimization (ACO) [9] - [12] , tabu search (TS) [13] , [14] , differential evolution (DE) [15] , [16] , and particle swarm optimization (PSO) [17] , [18] . fruit fly optimization algorithm (FOA) [19] . Although heuristic algorithms can find better solutions to the combination problem, they still have some shortcomings such as slow convergence rates and being easily trapped in local optima. For example, the traveling salesman problem (TSP) is a well-known NP-complete problem [20] , which cannot be solved in polynomial time, where the ACO algorithm has been mainly used to solve for small-scale cities.
The associate editor coordinating the review of this manuscript and approving it for publication was Huaqing Li. Additionally, the convergence rate of PSO algorithms is slow, while the convergence speed of TS algorithms is fast but its effectiveness is poor, and GAs have the weakness of premature convergence and poor local search ability.
On the other hand, many effective methods are available for optimizing continuous functions. In addition to the bionic algorithm, there is a variety of stochastic optimization methods. In [21] , two different mechanisms, based on gradient information and reinforcement, are used to adjust the standard deviation and mean of a Gaussian vector, and a heuristic random optimization (HRO) was proposed. Adaptive random search (ARSET) [22] and dynamic random search (DARSET) [23] were proposed to find global minima. The random selection distribution (RSW) algorithm [24] was proposed by combining the random selection algorithm and the walking algorithm. However, these methods lack a good mechanism to jump out of local optimal solutions.
SA is a heuristic search algorithm used to solve global optimization problems. As it is difficult for the standard SA algorithm to improve its quality-time trade-off, SA algorithms are usually combined with other heuristic methods to solve optimization problems. A hybrid simulated anneal-tabu search algorithm for TSP was proposed by [25] , who developed a dynamic neighborhood structure with adaptive parameters, and reduced the randomness of traditional methods and improved the search efficiency. Combining SA with PSO, a cooperative PSO with constriction factor based on SA (SA-CPSO) [26] is proposed, which can dynamically adjust particle velocity according to particle trajectory. It is successfully applied to function optimization problems. A heuristic simulated annealing genetic algorithm (HSAGA) was proposed to solve the TSP problem, where a GA was used for the global search strategy and a heuristic SA algorithm was designed for the local search strategy, which enhanced the search efficiency and avoided falling into local optimal solutions [27] . Although these hybrid SA algorithms are effective in solving optimization problems, they still have problems of low convergence accuracy and slow convergence rate, and most are only used for single discrete or continuous optimization problems. Therefore, it is of great significance to propose an efficient method which can solve both discrete optimization and continuous optimization problems.
Zhou et al. [28] - [33] and Yang et al. [34] proposed a new heuristic search method, named the state transition algorithm (STA), which is good in solving both combinatorial optimization and continuous function problems. A discrete STA was successfully applied to the TSP [34] , whose results showed that the STA is superior to competitors in terms of time complexity and search capability. The STA was also applied to the optimal design of water distribution networks [35] . On the basis of the original STA, an axesion transformation operator was introduced to solve the function optimization problem, which enhanced the search ability of the original STA [29] . In addition, STA was successfully applied to image segmentation problems [36] .
In this paper, which is aimed at the shortcomings of the SA algorithm, a new algorithm, named the state transition simulated annealing (STASA) algorithm is proposed. It is based on the concepts of SA and STA, which can solve both discrete optimization and continuous optimization problems. Experimental results show that the global optimal solution can be obtained quickly, when solving the optimization problem.
The paper is organized as follows: In Section 2, the SA algorithm and the STA are formulated. Then in Section 3, the STASA is introduced in detail. In Section 4, STASA is applied to the TSP. In Section 5, comparisons are made with other algorithms on 21 benchmark problems, and concluding remarks are summarized in Section 6.
II. A BRIEF INTRODUCTION OF STA AND SA

A. STA
The STA is a stochastic optimization algorithm based on the concepts of state transition and state space, where ''state'' represents the solution of the optimization problem and ''state transition'' is a process used to update the current solution. In general, the unified form of the STA that generates the next candidate solution can be described as
where x k ∈ Z n represents the current state, which corresponds to a current solution of the discrete-continuous optimization problem, A k , B k ∈ R n×n are special operators, which are usually some state transition matrices, u k ∈ Z n is a function expression of x k and the history state, x k+1 is the next candidate solution generated by the state transformation, and f (x k+1 ) is the cost function. For STAs, different operators are used to solve discrete and continuous optimization problems. Three special operators have been proposed to solve the TSP, and the implementation of the algorithm is discussed in other work [34] . Four intelligent operators were proposed for continuous function optimization problems [29] , and the parameter settings and algorithm steps can be found elsewhere [28] . Due to the global and local search ability of the state transformation operator in the STA, the STA algorithm can quickly converge to the global optimal solution. In Section 4 and Section 5, we use TSP and continuous function optimization to illustrate the role of each operator in STA.
B. SA
The SA algorithm was proposed by Kirkpatrick et al., in 1983 based on the annealing of metals [2] . The main characteristic of SA algorithm is that it can avoid falling into local optima since the Metropolis criterion [37] probabilistically accepts inferior solutions (as compared to the current one). SA is impacted by the initial solution, but the most important difference with the hill climbing algorithm is that it's not trapped in a local optimum. The SA algorithm has succeeded in solving complex and large-scale problems such as the TSP and the flow shop scheduling problem, and similarly it has been used to design repeater networks, which has attracted much attention. The following algorithmic steps outline the standard SA algorithm procedure.
In Algorithm 1, the candidate solution is generated from the neighborhood of the current solution. The number of iterations of the internal loop is set by us. The temperature of simulated annealing is reduced from a large positive number to zero.
III. STASA
In this section, we first introduce the intelligent operators, and then the principle of the STASA algorithm.
A. DISCRETE TRANSFORMATION OPERATORS
There are three intelligent state transformation operators that can solve discrete optimization problems such as the TSP.
Algorithm 1 SA Algorithm
Step 1 The initial high temperature T 0 , the initial solution x 0 , the initial cooling rate α, and set k = 1.
Step 2 Compute the objective function of the initial solution f (x 0 ).
Step 3 Randomly change to solution x k and obtain a new solution x k+1 , Compute the objective function values f (x k+1 ).
Step 
Step 5 Check if the inter-loop stopping criterion is satisfied. If yes, go to step 6. Otherwise set k = k + 1, and return to step 3.
Step 6 Decrease T k according to some cooling schedule, such as,
Step 7 If the T k stopping criterion is satisfied, return x k and f (x k ). Otherwise return to step 3.
where A swap k ∈ R n×n means a random 0-1 matrix with a swap transformation function, and m a is called the swap factor, which is a constant integer used to control the maximum number of random positions to be swapped.
2) SHIFT TRANSFORMATION
where A shift k ∈ R n×n means a random 0-1 matrix with a shift transformation function, and m b is called the shift factor, which is a constant integer used to control the maximum length of the consecutive positions to be shifted.
where A sym k ∈ R n×n means a random 0-1 matrix with a symmetry transformation function, and m c is called the symmetry factor, which is a constant integer used to control the maximum length of the consecutive positions as a center.
B. CONTINUOUS TRANSFORMATION OPERATORS
There are four intelligent state transformation operators that can solve continuous optimization problems.
1) ROTATION TRANSFORMATION
where α is called the rotation factor, which is a positive constant, and R r ∈ R n×n is a random matrix whose entries are uniformly distributed within the range of [-1,1]. Furthermore, . 2 is the 2-norm of a vector.
2) TRANSLATION TRANSFORMATION
where β is called the translation factor, which is a positive constant, and R t ∈ R is a random variable whose elements fall in the range [0,1].
3) EXPANSION TRANSFORMATION
where γ is called the expansion factor, which is a positive constant, and R e ∈ R n×n is a random diagonal matrix whose entries obey a Gaussian distribution.
4) AXESION TRANSFORMATION
where δ is called the axesion factor, which is a positive constant, and R a ∈ R n×n is a random diagonal matrix whose entries follow a Gaussian distribution and only one random position has a nonzero value.
C. STASA
Although the SA algorithm has the ability to quickly converge to local optimal solutions, it can easily fall into an initial stage of blind searching, resulting in low search efficiency, since the SA is a single-point search mechanism. When it comes to large-scale and complex problems, if the number of search solutions is insufficient, it is very likely that a better solution will be missed and the optimal solution cannot be obtained in a short time.
In light of the shortcomings of SA's search mechanism, the STASA algorithm is proposed. In the STASA algorithm, three special discrete state transformation operators of the STA are introduced to the SA algorithm to solve combinatorial optimization problems, and four special continuous state transformation operators of the STA are introduced to the SA algorithm to solve continuous function optimization problems. Because three discrete state transformation operators and four continuous state transformation operators have different geometrical topologies, they have different functions. For example, the symmetry operator introduced to solve discrete optimization problems has a global-search capability, while the shift operator and swap operator have local-search capabilities. Additionally, the rotation operator and expansion operator introduced to solve continuous optimization problems have global-search capabilities, and the translation operator and the axesion operator have localsearch capabilities. Moreover, the Metropolitan criterion is used to accept an inferior solution probabilistically, so that it is easier to obtain the global optimal solution by jumping out of a local optimal solution. The following algorithmic steps outline the procedure of the STASA algorithm used to solve continuous function optimization problems.
Algorithm 2 STASA Algorithm
Step 1 The initial high temperature T 0 , the initial solution x 0 , the initial cooling rate α, the initial rotation factor α 1 , and set k = 1.
Step 3 Change to solution x k and get a new solution x k+1 by four transformation operators, Compute the objective function values f (x k+1 ).
Step 5 Check if the inter-loop stopping criterion is satisfied. If yes, go to step 6. Otherwise, set k = k + 1 and return to step 3.
Step 6 Decrease T k according to some cooling schedule, such as, T k = α * T k , and set α 1 = 0.99 * α 1 .
In Algorithm 2, four special continuous transformation operators are used to replace the mechanism of generating next solutions from the neighborhood of the current solution. The attenuation coefficient of the rotation factor is 0.99, and the four transformation operators search for the same number of times. For example, if the number of inter loops is 400, each of the four transformation operators will be transformed 100 times.
In the discrete STASA algorithm, three transformation operators from the STA are used to update the current solution. The algorithm steps are similar to those of the STASA algorithm when solving continuous optimization problems. Due to the particularities of the transformation operator, it is no longer blind in the initial stage of searching for the optimal solution, and it can rapidly converge to the global optimal solution. In this paper, two applications are introduced to describe the details of the STASA algorithm, i.e. the TSP and a continuous function optimization problem.
D. TIME COMPLEXITY OF STASA AND SA
In this subsection, we will compare the time complexity of STASA algorithm with that of standard SA algorithm. Obviously, when solving the optimization problem of continuous function, in Algorithm 1 and Algorithm 2, if the initial temperature of SA and STASA is T , the termination temperature is t, the cooling rate is α, The inner loop number of SA is M , and the iteration number of each operator in STASA's inter loop is N . It is not difficult to conclude that the time complexity of SA and STASA is A and B respectively. Where, the values of A and B are as follows:
If STA and SA have the same total number of inner loops, they will have the same time complexity. By the way, the time complexity analysis of SA and STASA is similar when solving discrete optimization problems.
IV. APPLICATION OF THE TSP
Supposing that N = {1, 2, · · · , n} is a sequence of n cities, the TSP can be stated as follows: Given the distance d ij between each of the two cities i and j, search for a sequence of cities with the shortest total distance of round trip, in which each city is only visited once. In general, the TSP can be modeled in two representations [38] , which are described in detail as follows: (LP-TSP):
where, if city i is followed by city j, x ij = 1. Otherwise,
where, if city i is in the jth position, x ij = 1. Otherwise,
Obviously, there are two differences between the linear programming (LP) and the quadratic programming (QP) models; one is the value of variable x ij , while the other is that we can easily find that LP-TSP has one more constraint than QP-TSP. Considering the complexity of handling constraints, we use another simple representation in the STASA algorithm, which can be handled well by using three special operators.
A. THREE STATE TRANSFORMATION OPERATORS FOR TSP
Assuming that there are n cities, the {1, 2, · · · , n} sequence corresponds to a solution of the TSP. In the STASA algorithm, a new candidate solution is generated by three special intelligent operators. Due to the local and global search performance of the three operators, the search efficiency is high in the initial stage. In addition, the Metropolitan criterion can be used to accept a bad solution. In the initial stage, there is a higher probability of accepting a bad solution because of the high temperature, while in the later stage, the probability of accepting a bad solution becomes lower as the temperature decreases. Since the Metropolitan criterion allows the algorithm to jump out of a local optimum, this is a key factor of convergence for the STASA algorithm. The following example illustrates the role of three special operators in the STASA algorithm in solving the TSP. which can speed up the search efficiency and quickly converge to the optimal solution.
B. TEST ON THE TSP INSTANCES
To assess the performance of the STASA algorithm in solving the TSP, the SA, ACO and STA algorithms were compared with STASA as the discriminant algorithm. The specific number of iterations of each algorithm is shown in Table 1 , and the other parameters are as follows. In the ACO algorithm, the number of ants was 35, and α = 1, β = 5, ρ = 0.9. In the STA, the search enforcement was 35, and m a = 2, m b = 1, m c = 0. In the SA and STASA algorithms, the initial temperature was 100, the termination temperature was 0.1, and the cooling rate was 0.8. For the STASA algorithm, m a = 2, m b = 1 and m c had a random value of 0 or 1 that was used to generate the next candidate solution in each symmetric transformation. At the same time, as SA and STASA are not population-based algorithms, they had a relatively high number of iterations for fairness.
The programs were run independently, 50 times for each algorithm, on a desktop computer with an Intel(R) Core(TM) i3-7100 CPU @3.90GHz in the Window 10 environment, and the results are listed in Table 1 . In Table 1 , ''best'' corresponds to the minimum value of the experimental result of each algorithm. The ''time'' was measured in seconds, and we have provided the average running time from the 50 trails. The ''iters'' is the number of iterations needed by each algorithm to solve the TSP instance. The ''optimum'' is the optimal solution in TSPLIB [39] . The ''error'' is used to represent the convergence accuracy of each algorithm, which is defined by error = (best − optimum)/ optimum × 100%.
Next, we discuss the experimental results of the TSP instances. As can be seen from Table 1 , the same value of best was attained by each algorithm in ulysses16.tsp, and the length of the optimal solution route was 73.9876. As the scale of the TSP instance increased, the STASA algorithm found a better solution, which was closer to the optimum, when compared with the SA, ACO and STA algorithms. We find that the mean obtained by the STASA algorithm is superior to the mean of the other three algorithms, which shows the powerful search performance of the STASA algorithm. Additionally, the standard deviation(std.dev) of the STASA results is good, suggesting a stability in solving the TSP. In particular, the average time consumed by the STASA algorithm is extraordinarily short when compared with the ACO and STA algorithms on all TSP testing problems; for example, it was approximately 1/90 and 1/3 times that of the ACO and STA algorithms in kroB150, respectively. Although both SA and STASA are individual based algorithms, the results obtained by SA algorithm are obviously much worse than those attained by STASA algorithm with the same number of iterations. Fig. 3 shows the optimization curves of the four algorithms in some examples, which can visually show the performance of STASA better than the other three algorithms. In general, when compared with the other three algorithms, the STASA algorithm shows better performance in searching capability and time consumption, when solving the TSP. 
C. COMPARISON BETWEEN STASA AND OTHER LITERATURE ALGORITHMS
In this section, we will conduct a large number of TSP experiments and compare the results with other related literature algorithms' results to evaluate the performance of STASA algorithm. The reason we chose these algorithms for comparison is that these algorithms are some popular improved SA algorithms and some recent heuristic algorithms, which have shown strong search ability in solving the TSP. Here are some discriminant algorithms we used in our experiments.
Evolutionary Simulated Annealing(ESA) [40] : ESA is a distributed version of SA, which is a population-based search method and one of the most popular local search algorithms. Bat Algorithm(BA) [41] : BA is also a successful heuristic algorithm, which is based on the echolocation characteristics of microbats to search for prey and identify different kinds of insects in the dark environment. It achieves good performance on TSP. Hybrid Artificial Bee Colony Simulated Annealing (HABC-SA) [42] : HABC-SA is a new algorithm for solving the TSP by combining artificial bee colony and SA algorithm. It proposed a discrete coding technique for food source location, which can avoid the problems of poor convergence and prematurity. Probabilistic Neighborhood Model Simulated Annealing(PNMSA) [43] : PNMSA defines a probabilistic neighborhood model applied to the framework of SA algorithm, which takes advantage of the heuristic information that most edges of the best route are connected by neighboring cities. Discrete Water Cycle Algorithm(DWCA) [44] : DWCA is a new heuristic algorithm that simulates the motivation of natural surface runoff during the water cycle and how rivers flow into the sea. It also shows good convergence speed and accuracy in solving the TSP. Ant Colony Optimization Artificial Bee Colony(ACO-ABC) [45] : It is a heuristic algorithm based on swarm intelligence. ACO provides a better initial solution for ABC, and ABC is further optimized to get the best solution.
In this experiment, the number of trials was 50. In the STASA algorithm, the initial temperature was 1000, the cooling rate was 0.97, the termination temperature was 1, and the maximum number of iterations in the inner loop was 90000, while other parameters are the same as the previous experiment. The results obtained by STASA were compared with the experimental results in other literatures.
In order to perform statistical analysis on the performance of STASA, the Wilcoxon rank sum test was used to test the significance of the experimental results. In this experiment, the significance level of Wilcoxon rank sum test was 0.05, and the value of h was used to represent the test results. If h is equal to 1, the result attained by STASA is obviously superior to other algorithms. If h is equal to 0, there is no statistical difference between the results. If the value of h is equal to -1, Tables 2 and 3 .
As can be seen from Tables 2 and 3 , the Wilcoxon rank sum test results provide significant statistical conclusions for STASA performance in different TSP instances. In Table 2 , the 7/9/7 results attained by STASA were significantly better than DWCA/ESA/BA, respectively. Similarly, In Table 3 , the 5/3/4/ results obtained by STASA were significantly better than HABC-SA/PNMSA/ACO-ABC, respectively. It is worth mentioning that the best obtained by STASA is superior to the optimum in kroB100.tsp, pr107.tsp and pr144.tsp. The best routes obtained by STASA on some TSP instances are shown in Fig. 4 . In summary, the results show that the proposed STASA algorithm is better than other algorithms in solving the TSP, and it has more pronounced local and global search ability compared with ESA, BA, DWCA, HABC-SA, PNMSA and ACO-ABC.
V. APPLICATION FOR CONTINUOUS FUNCTION OPTIMIZATION
Here, we evaluate the performance of the STASA algorithm in solving 21 benchmark continuous optimization problems, where the details of the test functions are shown in Table 4 . These benchmark problems have been studied by many researchers [19] , [23] , [24] , [26] , [29] . The STASA algorithm was examined independently, 50 times on the same desktop computer (i.e. Intel(R) Core(TM) i3-7100 CPU @3.90GHz with the Window 10 operating system). For the experimental results, we also used Wilcoxon rank sum test for statistical analysis as in the previous experiments.
A. FOUR STATE TRANSFORMATION OPERATORS FOR BENCHMARK PROBLEMS
In the optimization of continuous functions, the functions of the STASA algorithm's four continuous state transition operators are different. To describe the functions of each operator, we give an example in two-dimensional space; suppose the x and y coordinates of the current solution are 2 and 2, respectively, and α, β, γ , δ are all equal to 1. The results of 100 transformations of the current solution by the rotation and axesion operators are respectively shown in Figs. 1 and 2. B. BENCHMARK PROBLEMS f 1 TO f 15 FOR TEST Benchmark problems f 1 to f 15 have been tested by the DARSET [23] , RSW [24] and STA [29] algorithms, respectively. The results are shown in Table 5 . In the DARSET and RSW algorithms, the number of iterations ranges from 250200 to 2508000, respectively. In the STA, the search enforcement was 35, and the number of iterations was fixed at 1000. In the SA and STASA algorithms, the initial temperature was 1000, the termination temperature was 1e-60, and the cooling rate was 0.9. The maximum number of STASA's iterations is 120, and the number of SA's iterations is fixed at 500. The experimental results are listed in Table 5 , in particular, for the STASA algorithm, the variation range of the rotation factor was from 1 to 1e-5, and the attenuation coefficient of the rotation factor was 0.99.
From the test results in Table 5 , the 12/5/8/2 results attained by STASA were significantly better than SA/STA/DARSET/ RSW, respectively. It shows that the STASA algorithm proposed in this paper has strong search performance. As described in Table 5 , the STASA algorithm achieves the theoretical value of all benchmark problems, except for f 9 , f 10 , f 11 , f 12 and f 15 . Specifically, the STASA algorithm obtains the same results as the SA, STA, RSW, and DARSET algorithms for problems f 4 , f 5 and f 14 . For f 11 , f 13 and f 15 , the results achieved by the STASA algorithm are better than the other four algorithms. For f 1 , f 6 , f 7 , f 8 , f 9 , f 10 ,f 12 , and f 15 , the results of the SA algorithm are the worst. For f 9 ,f 10 and f 12 , the STASA algorithm attains better results than the SA, DARSET, and STA algorithms, but it is inferior to RSW. For f 3 , the STASA algorithm generates the same theoretical value as the STA, which is better than the other three algorithms. In addition, we see that the SA algorithm required more iterations than the STASA algorithm, which demonstrates that the search mechanism of the STASA algorithm is strong. Benchmark problems f 16 to f 21 have been tested by the PSO, GA, FOA [19] and SA-CPSO [26] algorithms, respectively. The results are shown in Table 6 . In the FOA, PSO and GA algorithms, the population size and the number of iterations are 50 and 500, respectively. For FOA and SA-CPSO, the specific parameter setting can be referred to [19] , [26] . In the STASA, the termination temperature was 1e-10, the cooling rate was 0.8. The setting of other parameters is the same as that of solving f 1 to f 15 . The results obtained by STASA are shown in Table 6 .
From the test results in Table 6 , the 6/5/5/5 results obtained by STASA were significantly better than PSO/GA/SA-CPSO/FOA, respectively. According to the time complexity calculation method, it is not difficult to calculate that STASA's evaluation function has about 15000 iterations, while the other algorithms have 25000 iterations, which is enough to show that the STASA algorithm not only has high convergence precision, but also has a fast convergence speed.
VI. CONCLUSION
In this paper, based on the SA algorithm, a new intelligent optimization algorithm called STASA was proposed. This is the first time that the STA has been combined with another intelligent algorithm. The performance of the STASA algorithm was tested on the TSP and some continuous function optimization problems. The experimental results demonstrated that the STASA algorithm is superior to the SA algorithm in solving the same optimization problem, which is mainly due to the global and local search abilities of the state transition operators.
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