















A Fast Algorithm for Time-Varying Regularization Parameter Updates in an LRLS
Filter
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あらまし 線形適応フィルタの一つとして，正則化係数を定数とした O(N2)の leaky recursive least-squares
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1. ま え が き
ディジタル信号処理において，適応フィルタは重要
な技術の一つである．線形適応フィルタの中で，勾配








leaky RLS (LRLS)アルゴリズムを提案している [3]～
[5]．指数重み係数を導入した正則化された線形最小
2 乗法の適応フィルタに関して，文献 [6] では，リー
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IEEEの論文誌に論文が掲載されている [11]．
正則化された最小 2 乗問題の一例として，文献 [5]
で筆者等は入出力双方に雑音が重畳されるシステム同
定問題を扱った（図 1 を参照のこと．）．文献 [5]で紹
介されている音声強調の応用例では，適応フィルタへ
の入力 x(k) = xo(k) + v(k)において，真値 xo(k)が
利用できず，推定値 x(k)のみが得られる場合である．








Fig. 1 Identification of unknown system.
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RLS法では，理想応答 d(k)と適応フィルタ出力との
差が最小 2乗の意味で最小になるように動作する．し
かし，真の理想応答 do(k) に大きな雑音 n(k) が重畳



















ある．本論文では，文献 [10]の O(N2)の LRLS法に







れる．以下，本論文では 2.以降においても，図 1 の
モデルを扱う．
2. LRLS法の正則化係数の時変化
LRLS 法の評価関数 [5] において，正則化係数を時
変の α(k)とした次式を考える [10]．




λk−i{d(i) − wT (k)x(i)}2
ここで，忘却係数 λ は 1 より小さな正の定数であり，
（注1）：文献 [12] には演算量が O(N2) の手法が紹介されているが，演
算量の削減はあまり期待できないようである [10]．
d(i) は雑音 n(i) を含む理想応答である．また，x(i)
と w(k)は，各々，フィルタの入力ベクトルと係数ベ
クトルであり，次式で定義される．
xT (i) = [ x(i), x(i − 1), . . . , x(i − N + 1) ](2)
wT (k) = [ w0(k), w1(k), . . . , wN−1(k) ] (3)




P (0) = α−1(0)I , w(0) = O (4)
各 k = 1, 2, . . .について計算：
e(k) = d(k) − wT (k − 1)x(k) (5)
β(k) = ((α(k) − λα(k − 1))N)−1 (6)
+ λ−1ξTk,NP (k − 1)ξk,N
G(k) = λ−1P (k − 1) (7)
− β−1(k)λ−2P (k − 1)ξk,NξTk,NP (k − 1)
f (k) =
G(k)x(k)
1 + xT (k)G(k)x(k)
(8)
P (k) = G(k) − f (k)xT (k)G(k) (9)
w(k) = w(k − 1) (10)
− (α(k) − λα(k − 1))P (k)w(k − 1)
+ f (k)e(k)
ここで，ξk,N は N × 1 の単位ベクトルで ((k −
1) mod N) + 1 番目の要素が 1 で他は 0 となって





λk−ix(i)xT (i) + α(k)I (11)
ただし，逆行列の補題 [1], [2] の適用条件を満足させ
るため，α(k) − λα(k − 1) > 0 が仮定されるので，
この条件を満たすように α(k)を適切に与えなければ
ならない．文献 [10] では，α(k) の設定法は今後の課
題であり，α(k) を正定数 α として扱っているため，
式 (4) の α−1(0) は α−1，また，式 (6) と式 (10) の





時変正則化係数 α(k)を文献 [5], [13]より，式 (12)～
式 (16)で定義する．
AT (k) = [x(1), x(2), · · · , x(k)] (12)
bT (k) = [d(1), d(2), · · · , d(k)] (13)




λk−2 · · · 1) (14)
AW (k) = W (k)A(k), bW (k) = W (k)b(k)(15)
α(k) =
ηk||AW (k)w(k) − bW (k)||2
||w(k)||2 (16)
式 (16)の ηk は文献 [13]において，行列A(k)に含
まれる不確かさへの摂動行列の上界である．本論文で
は，行列 A(k)に含まれる不確かさは適応フィルタ入
力に含まれる小さな雑音 v(k)と解釈する [5]．式 (16)
の分子に関して























h(0) = O, w(0) = O, ᾱ(0) = α0, (20)
P (0) = ᾱ−1(0)I , P −1(0) = ᾱ(0)I , z20 = 0
各 k = 1, 2, . . .について計算：
e(k) = d(k) − wT (k − 1)x(k) (21)
h(k) = w(k − 1) (22)
+
P (k − 1)x(k)
λ + xT (k)P (k − 1)x(k)e(k)
pk = h
T (k)(λP −1(k − 1) + x(k)xT (k) (23)
− λᾱ(k − 1)I)h(k)
qk = 2h




k−1 + {d(k)}2 (25)
ᾱ(k) = ηk
[pk − qk + z2k]1/2
||h(k)||2 (26)
P −1(k) = λP −1(k − 1) + x(k)xT (k) (27)
+ (ᾱ(k) − λᾱ(k − 1))I
w(k) = [I − {ᾱ(k) − λᾱ(k − 1)}P (k)]h(k)(28)
ここで，ᾱ(k) は式 (16) において，w(k) の代わりに
h(k)としたものであり，
ᾱ(k) =





α(k) を計算可能となる．しかしながら，各 k におい
て，P −1(k)から P (k)を求めるための逆行列演算が
1回必要となるため，その演算量はO(N3)である．ま
た，式 (26)の ᾱ(k)の計算に必要な，式 (23)の pk と
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文献 [12]に基づく簡略化された時変 LRLS法
アルゴリズムの初期化：
w(0) = O, α̂(0) = α0, (30)
P (0) = α̂−1(0)I , P −1(0) = α̂(0)I , z20 = 0
各 k = 1, 2, . . .について計算：
e(k) = d(k) − wT (k − 1)x(k) (31)
pk−1 = w
T (k − 1)(λP −1(k − 2) (32)
+ x(k − 1)xT (k − 1)
− λα̂(k − 1)I)w(k − 1)
qk−1 = 2w
T (k − 1)(λP −1(k − 2)w(k − 2) (33)
+ x(k − 1)d(k − 1))
z2k−1 = λz
2
k−2 + {d(k − 1)}2 (34)
α̂(k) = ηk−1
[pk−1 − qk−1 + z2k−1]1/2
||w(k − 1)||2 (35)
P −1(k) = λP −1(k − 1) + x(k)xT (k) (36)
+ (α̂(k) − λα̂(k − 1))I
w(k) = w(k − 1) (37)













間においては，式 (23) から式 (26) による ᾱ(k) の計
算，式 (32) から式 (35) による α̂(k) の計算を省き，
ᾱ(k) = α̂(k) = α0 とする．
3. 2 提案する O(N) の α(k) の計算法を導入し
た LRLSフィルタ
式 (17)の εmin(k)を最小 2乗法の理論 [1]に基づい
て考える．式 (1)の評価関数を w(k)に関して最小化
することで以下の方程式を得る．










λk−ix(i)emin(i) = α(k)w(k) (40)




λk−iwT (k)x(i)emin(i) = α(k)||w(k)||22 (41)
また，emin(i)の定義と式 (41)より以下の式を得る．















式 (44)の εest(k)は，また，式 (46)としても表される．
εest(k) = w
T (k)[Φ(k) − α(k)I ]w(k)
= wT (k)Φ(k)w(k) − α(k)||w(k)||22
= wT (k)θ(k) − α(k)||w(k)||22 (46)
上式を式 (42)に代入することで次の式を得る．




{α(k)}2||w(k)||22 = η2k(εd(k) − θT (k)w(k) (48)
−α(k)||w(k)||22)




γ(k) = η4k||w(k)||42 + 4||w(k)||22 (49)





式 (50)では α(k)を求めるために w(k)が必要となる
ため，そのままでは用いることができない．そのため，





α̂(0) = α0, P (0) = α̂
−1(0)I , w(0) = O (51)
εd(0) = 0, θ(0) = O (52)
各 k = 1, 2, . . .について計算：
e(k) = d(k) − wT (k − 1)x(k) (53)
p2w(k − 1) = wT (k − 1)w(k − 1) (54)




· (εd(k − 1) − θT (k − 1)w(k − 1))
α̂(k) =
−η2k−1p2w(k − 1) + γ1/2(k − 1)
2p2w(k − 1) (56)
δα(k) = max[α̂(k) − λα̂(k − 1), ε] (57)
β(k)=(Nδα(k))
−1+λ−1ξTk,NP (k−1)ξk,N (58)
G(k) = λ−1P (k − 1) (59)
− β−1(k)λ−2P (k−1)ξk,NξTk,NP (k−1)
f (k) =
G(k)x(k)
1 + xT (k)G(k)x(k)
(60)
P (k) = G(k) − f (k)xT (k)G(k) (61)
w(k) = w(k − 1) − δα(k)P (k)w(k − 1) (62)
+ f (k)e(k)
εd(k) = λεd(k − 1) + {d(k)}2 (63)
θ(k) = λθ(k − 1) + d(k)x(k) (64)
ここで，εはコンピュータに依存する小さな正の定数
である．また，初期トレーニング区間においては，式









設定した未知システムは区間 k = 1, 2, · · · , 500 と
k = 501, 502, · · · , 1000で周波数特性が異なる 2種類




た次数N0 = 28を用いて firpmにより得られたフィル
タ係数 (wtruej (i), j = 0, 1, · · · , N0, i = 1, 2, · · · , 500)
であり，後半は，通過域端周波数を 0.3π，阻止域端
周波数を 0.4π として firpmord により得られた変数
から次数のみ N0 = 28 に変更して，firpm により得
られたフィルタ係数 (wtruej (i), j = 0, 1, · · · , N0, i =
501, 502, · · · , 1000)である．そして，この 2種類のフィ
ルタ係数を用いて，N = N0 + 1として，表 1 と表 2
の SN比で信号を独立試行 100回分生成して，実験を
行った．表 1 と表 2 の SNRin と SNRout は次式で
定義した（下記 SNRout における和の範囲は，前半
区間では k0 = 1，k = 500，後半区間では k0 = 501，
k = 1000である．）．














比較した手法は，標準的な RLS 法 [1]，文献 [10] の
表 1 システム同定設定の SN 比 (実験 1)
Table 1 Signal to Noise Ratio of system identifica-
tion setup (Experiment 1).
k=1, 2, · · · , 500 SNRin =30dB, SNRout =0dB
k=501, 502, · · · , 1000 SNRin =30dB, SNRout =40dB
表 2 システム同定設定の SN 比 (実験 2)
Table 2 Signal to Noise Ratio of system identifica-
tion setup (Experiment 2).
k=1, 2, · · · , 500 SNRin =30dB, SNRout =40dB
k=501, 502, · · · , 1000 SNRin =30dB, SNRout =0dB
403
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LRLS 法，3. 1 の文献 [12] に基づいた時変 LRLS
アルゴリズムと文献 [12] に基づく簡略化された時
変 LRLS法，文献 [14]の手法と提案法である．ただ
し，ηk は入力側の SN 比を一定値としたため，区間
k = 1, 2, · · · , 500と k = 501, 502, · · · , 1000において，




vT (i) = [v(i), v(i − 1), · · · , v(i − N + 1)] (65)
δATfh = −[v(1), v(2), · · · , v(500)] (66)
δATsh = −[v(501), v(502), · · · , v(1000)] (67)
ηfhk = ||δAfh||2, ηshk = ||δAsh||2 (68)
また，λ = 0.98, α0 = 1とし，RLSと LRLS法以外
の各アルゴリズムの初期トレーニング区間（< 50）で














ここに，i = 1, 2, · · · , 1000 である．独立試行 l =
1, 2, · · · , 100 に対して標本平均の式 (70) の ε(i), i =




を用いてベクトル bW を 2分してから，非線形方程式
である secular方程式を構成し，そのユニークな正の
根 αを 2分法により数値的に求めている（文献 [5]の
式 (31)から式 (34)）．そのため，k行 N 列のAW (k)
を k = 50, 51, · · · , 1000 として，各 k に対して行列
AW (k)の特異値分解を行い，かつ，各 k のベクトル
bW (k)を上述の方法で 2分したベクトルにより，各 kに
おける secular方程式を設定し，それを 2分法により数
値的に求めた αSV D(k), k = 50, 51, · · · , 1000を比較
対象とする．区間 k = 1, 2, · · · , 49は時変LRLSフィル
タでは初期トレーニング区間として ᾱ(k) = α̂(k) = α0
としているため，区間 k = 1, 2, · · · , 49 において








(αSV Dl (i) − α̂l(i))2 (71)
ここに，i = 1, 2, · · · , 1000 であり，文献 [12] に基づ
いた時変 LRLS アルゴリズムでは，式 (71) の α̂l(i)
を ᾱl(i)に置き換える．
表 1 の実験 1 は，前半区間 k = 1, 2, · · · , 500 で，
LRLS 法が RLS 法より係数推定精度がよくなり，後
半区間 k = 501, 502, · · · , 1000でその優劣が反転する











図 2 RLS 法と LRLS 法の指標 ε(k) の比較 (実験 1)
Fig. 2 Comparison of the index parameter ε(k) with
the RLS and LRLS methods (Experiment 1).
図 3 既存の LRLS 法と提案の LRLS 法の指標 ε(k) の
比較 (実験 1)
Fig. 3 Comparison of the index parameter ε(k) with











の値を 10−1||δA||2 から 10||δA||2 まで変化させた実
験例が紹介されており，その例では，||δA||2 の 2 倍
から 3倍の間の η で最も良い係数推定精度となってい
る．そのため，ηk の最適な設定法は残されている課
題の一つである．図 5 より，詳細な比較を行えば，文






図 4 特異値分解を利用した αSV D(k)，既存の LRLS 法
と提案の LRLS法により計算された α(k)（実験 1）
Fig. 4 Computed α(k) by the method with SVD, the
conventional LRLS and proposed LRLS meth-
ods (Experiment 1).
図 5 既存の LRLS 法と提案の LRLS 法の指標 εα(k) の
比較 (実験 1)
Fig. 5 Comparison of the index parameter εα(k)
with the conventional LRLS and proposed
LRLS methods (Experiment 1).
献 [12]に基づく時変 LRLSアルゴリズムと同等の計
算精度を示している．前半区間は SNRout = 0dB で
あり，提案法は SNRout が低い区間で他の適応的な 2
手法より α̂(k)の計算精度に影響を受けている．
表 2 の実験 2 は，前半区間と後半区間の SN 比が
表 1 と逆になっている．この設定では，LRLS法の α
が実験 1と同様に前半区間の信号に対して求められて
いるため，α の値が小さく，RLS 法と LRLS 法はほ
ぼ同様な特性となっている（図 6）．図 7 より，提案
法は文献 [12] に基づいた時変 LRLS アルゴリズム，
文献 [12]に基づく簡略化された時変 LRLS法とほぼ
同じ指標 ε(k)を示しているが，図 8 の時変正則化係




よって α̂(k)−λα̂(k− 1) > 0（注2）を保持し，α̂(k)の急
な値の減少を避けているためである．また，図 7 にお
図 6 RLS 法と LRLS 法の指標 ε(k) の比較 (実験 2)
Fig. 6 Comparison of the index parameter ε(k) with
the RLS and LRLS methods (Experiment 2).
図 7 既存の LRLS 法と提案の LRLS 法の指標 ε(k) の
比較 (実験 2)
Fig. 7 Comparison of the index parameter ε(k) with
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図 8 特異値分解を利用した αSV D(k)，既存の LRLS 法
と提案の LRLS法により計算された α(k)（実験 2）
Fig. 8 Computed α(k) by the method with SVD, the
conventional LRLS and proposed LRLS meth-
ods (Experiment 2).
図 9 既存の LRLS 法と提案の LRLS 法の指標 εα(k) の
比較 (実験 2)
Fig. 9 Comparison of the index parameter εα(k)
with the conventional LRLS and proposed
LRLS methods (Experiment 2).
いて，文献 [14] の手法による指標 ε(k) は，後半区間
で他の適応的 3手法と比較して少し良い値を示してい
て，これは図 3 と同様に ηk の値が最適値ではないた
めである．図 9 においても，文献 [12]に基づく時変
LRLSアルゴリズムによる ᾱ(k)は αSV D(k)を最も
精度良く求めていることがわかる．更に，提案法に関
して，式 (57)によって α̂(k)の値に制限が加えられて
いる区間以外は，εα(k) は図 5 と同様な特徴を示し，
SNRout が低い区間において他の適応的な 2手法より
α̂(k)計算精度に影響を受けている．
次に，α(k)の近似値として α(k − 1)を用いること
で，どのような影響が生じるかについて考察する．こ
の近似による計算精度への影響は図 5 と図 9 で確認
した．更に，α̂(k)が ᾱ(k)からずれることによる，ア
ルゴリズムの安定性へ与える影響については，下記
のように考えることができる．実験 1 と実験 2 の結





























α(k) の計算法の演算量は O(N) であるため，提案し






べられ，Simulations の節で文献 [5] の LRLS 法が比
較された．標準的な RLSアルゴリズム [1]は，各繰り
返しにおいて，逆行列の補助定理を利用する行列の更
新が 1回行われるが，O(N2)の LRLS法 [10]ではそ
の補助定理を利用する行列の更新が 2回となっている．
N の値が小さいときには，O(N3) の LRLS 法 [5] の
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