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In the first analytical chapter of this dissertation, I draw on a new set of na-
tionally representative, internationally comparable household surveys, in order
to provide an overview of key features of structural transformation — labor allo-
cation and labor productivity — in four African economies. New, micro-based
measures of sector labor allocation and cross-sector productivity differentials
describe the incentives households face when allocating their labor. These mea-
sures are similar to national accounts-based measures that are typically used
to characterize structural change. However, because agricultural workers sup-
ply far fewer hours of labor per year than do workers in other sectors in all
of the countries analyzed, productivity gaps shrink by half, on average, when
expressed on a per-hour basis. Underlying the productivity gaps that are promi-
nently reflected in national accounts data are large employment gaps, which call
into question the productivity gains that laborers can achieve through structural
transformation. Furthermore, agriculture’s continued relevance to structural
change in Sub-Saharan Africa is highlighted by the strong linkages observed
between rural non-farm activities and primary agricultural production.
The process of economic development is characterized by rising output per
agricultural worker and the exit of labor from agriculture to other sectors, which
together result in rising incomes and falling incidence of poverty. In my second
analytical chapter, I explore the relationship between labor productivity and
the occupational choice that underlies the structural transformation process.
I model households’ decisions to participate in different activities – farming,
wage employment, and self employment – through operation of a household
non-farm enterprise. I estimate a structural, polytomous model of occupational
choice using nationally representative household survey datasets from Tanza-
nia, matched geospatially to several other relevant datasets. Then, I simulate
the response of occupational choice to stylized productivity shocks to farming,
wage employment, and self employment. I find that participation in farming
is not responsive to productivity shocks of any sort. This is most likely be-
cause farming participation rates are already quite high. Wage and self em-
ployment participation do respond to wage and self employment productivity
shocks, respectively. These results highlight the importance of investing in im-
proved smallholder farmer productivity, especially along the intensive margins
of farming participation and especially in places with low population density
and poor market access, where farming productivity gains are the only ones to
impact households.
Investing in productivity-enhancing inputs is complicated by variability in
rainfall, temperature, infrastructure, soils, and market access, which condition
the economic returns to input use over space and time. Newly available, spa-
tially explicit data in Sub-Saharan Africa allow decision makers to better un-
derstand how agricultural production and prices change with this variation in
climate and growing conditions. In my third analytical paper, I, along with
coauthors, develop an innovative, ex ante, spatially explicit profitability assess-
ment tool in order to inform large scale operational decisions in the presence of
risk and uncertainty. This tool allows decision makers to visualize the probabil-
ity of achieving profitability objectives when climate conditions and prices are
unknown. We develop this decision tool in Ethiopia, a country characterized by
its high levels of spatial heterogeneity, rainfall risk, and price risk, as well as its
strong commitment to investment in agricultural growth and transformation.
We use a large scale experimental dataset to cleanly estimate the production
response to fertilizer application conditional on climate and soil conditions. Us-
ing these model parameters, we simulate the profitability of fertilizer use con-
ditional on market conditions at the time of fertilizer purchase. We explore the
implications for decision makers who are designing and targeting soil health
interventions. Though this decision tool is developed for nitrogen management
on maize in Ethiopia, the novel approach can be expanded to other crops, nutri-
ents, and management practices.
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CHAPTER 1
INTRODUCTION
1.1 Overview
Structural change underpins the economic development process. Structural
change refers both to the processes of reallocating labor from low- to high- pro-
ductivity sectors and of new technology adoption and to the economic growth
resulting from those processes. When there is a large productivity gap between
sectors, the gains from labor allocation can be large. Similarly, when there is
a large productivity gap between incumbent and new technologies, the gains
from adoption can be large. Though land productivity growth typically pre-
cedes labor productivity growth within the agricultural sector, the process of
agricultural development is thought to begin with growth in output per agri-
cultural worker (Timmer, 1988). Agricultural labor productivity typically starts
lower than non-agricultural productivity but rises faster due to technological
change. Structural transformation is characterized by falling agricultural labor
shares as labor then shifts from agriculture to more productive sectors. It is
premised on agricultural productivity growth exceeding non-agricultural pro-
ductivity growth.
A “developed” Africa, almost by definition, will be characterized by a more
productive agricultural sector and fewer workers in agriculture. Though the
end point is fairly clear, it is not clear how most African countries will proceed
on this path towards development. Where and how will productivity growth
take place, and who will exit farming and when? These structural change pat-
terns have very important implications for how the gains from structural change
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are distributed among workers and the owners of capital in the economy. They
are also very central for prioritizing interventions, such as technology to im-
prove smallholder agricultural productivity versus education of future wage
laborers, in order to maximize the impacts on poverty reduction. Understand-
ing how these changes are playing out in Sub-Saharan Africa, a region on the
precipice of major growth and transformation, is essential for managing that
transformation.
This dissertation focuses on large scale structural change processes in
African economies, in order to develop a better understanding of how poor,
largely agrarian countries transition towards more developed and diversified
economies.
1.2 Structural change
Productivity growth in agriculture can raise farmers incomes, push up wages
outside of agriculture, and pull people out of agriculture. McMillan and
Harttgen (2014) attribute declining agricultural employment shares to agricul-
tural productivity growth. In order for the industry and service sectors to ab-
sorb new workers from agriculture, their overall productivity must grow faster
than their labor productivity. Slow growth in industry and service sectors can
therefore suppress agricultural productivity growth (Timmer, 2009). Agricul-
tural growth can also lead to decreases in real food prices. Because consumer
preferences between food and non-food goods are non-homothetic, demand for
industrial goods and services increases as income grows among smallholder
farmers (Michaels, Rauch, and Redding, 2012).
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Agricultures posited role in promoting agricultural growth includes creating
profits for other sectors and serving as a reservoir for surplus labor (Ranis, 2004).
Arthur Lewis famously hypothesized that labor could be shifted out of agricul-
ture without loss to agricultural output (Lewis, 1954b). In a closed, two sector
economy, owners of capital in the industrial sector could accumulate additional
capital by absorbing workers from agriculture without bidding up wages and
without loss to output in the subsistence farming sector. Lewis later extended
this analysis to open economies, where he argued that increased productivity of
labor for agricultural food crops could boost terms of trade for poor countries
with low labor productivity that relied on agricultural exports (Lewis, 1969).
Recently, the structural change literature has seen a resurgence of papers
focused on measuring cross-sector labor productivity differentials and their im-
plications for growth dynamics, equilibrium wage rates, and labor allocation
patterns (Christiaensen, Demery, and Kuhl, 2011; McMillan and Harttgen, 2014;
Gollin, Lagakos, and Waugh, 2014b,a; Rodrik, 2014a). The existence of cross-
sector productivity gaps implies a misallocation of production factors in the
economy. Explanations for these gaps have emphasized worker self-selection,
measurement of labor inputs and their quality, and policy distortions (Ranis,
2004; Gollin, Lagakos, and Waugh, 2014b; Lagakos and Waugh, 2013).
Related to structural change, an agricultural intensification literature fo-
cuses on the relative scarcity of key production factors and the implications for
pathways of agricultural intensification and technical change in a general equi-
librium economy (Boserup, 1990; Headey and Jayne, 2014; Ruthenberg, 1971;
Hayami and Ruttan, 1971; Block, 2013; Pardey, 2014). These two very rich liter-
atures are connected through labor productivity and its implications for labor
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allocation across sectors as well as for labors use in agricultural production ac-
tivities. Agricultural labor productivity is then determined, in equilibrium, by
the marginal product of agricultural labor compared to non-agricultural labor,
and by the marginal product of labor in agricultural production compared to
the marginal product of other agricultural inputs. Labor exits are driven by the
equalization of marginal returns across sectors, with a high productivity sec-
tor pulling labor from a low productivity sector. Usually, agriculture is the low
productivity sector that loses labor over time. However, in an open economy,
a country can gain a comparative advantage through agricultural productiv-
ity growth, which can lead to an increase in agricultural labor shares (Gollin,
Parente, and Rogerson, 2002). These features of structural change and agricul-
tural intensification highlight the interconnectedness of all sectors through fac-
tor markets, and the extent to which labor movement across sectors mediates
these processes.
Structural change has played out to varying degrees throughout the world,
with different countries following many different patterns of growth in labor
productivity and exits of labor from agriculture. Much of today’s understanding
of structural change comes from the experiences of countries that went through
the process during the 1960s and 1970s, as adoption of high yielding, modern
varieties of rice and wheat overtook Latin America and Asia. Today, most Sub-
Saharan African countries are still situated at the very early stages of this trans-
formation.
While the experiences of Asian and Latin American economies are informa-
tive, it is important to recognize the different initial conditions that Sub-Saharan
African countries face. First, the agroclimatic conditions in Sub-Saharan Africa
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are very different from those in Asia. African agriculture, like Latin American
agriculture, is characterized by upland farming environments, though develop-
ment of irrigation infrastructure has been incredibly limited in Africa. Second,
the dominant non-agricultural sector in Africa is services. Most industry sector
activity generates effectively non-tradable goods. Third, most non-farm activi-
ties involve self-employment rather than wage employment.
The classic two-sector model with a modern, export-oriented industry sec-
tor and a traditional smallholder farmer sector is therefore not immediately rele-
vant in the African setting. Across countries, there tends to be more convergence
in industrial sector labor productivity than in agricultural labor productivity
(Lagakos and Waugh, 2013; Rodrik, 2014b). Growth in industry is then linked
to global competitiveness, posing a challenge for developing country prospects.
With open markets, cheaply available manufactured import goods, and global
convergence in industry sector productivity, it seems unlikely that industry sec-
tor activities will take off (Rodrik, 2014b).
Given differences between Africa and other regions, the role that agricul-
tural productivity growth can play in reducing poverty in smallholder-based
African economies today is subject to debate (Collier and Dercon, 2014; World
Bank, 2008). Many note that countries with open economies need not rely only
on agriculture for labor-intensive (and thus pro-poor) economic growth. While
the agricultural sector is likely to play an important role as an engine for eco-
nomic growth in most poor countries, it is crucial only in certain settings, such as
landlocked and resource-poor countries, which often are characterized by their
low agricultural potential and/or vulnerability to price collapse during bumper
harvests (Dercon, 2009). The difficult irony is that the countries that most need
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agriculture face the most difficult constraints in achieving agricultural produc-
tivity growth.
1.3 Household models of agricultural labor exits
A robust household literature in development economics focuses on modeling
occupational choice as it relates to productivity, sector participation, and income
growth, the key metrics of structural change (Foster and Rosenzweig, 2007). The
micro literature has focused less on sectors in which households participate and
more on the modalities by which labor is supplied, distinguishing between self
and wage employment, and between formal and informal employment arrange-
ments. Compared to middle and high income countries, the least developed
countries, are characterized by the large share of labor supply to agriculture,
the importance of unpaid farm labor and self-employment in labor supply, and
low investment levels in human capital (Behrman, 1999). African economies, in
particular, are characterized by particularly high levels of self-employment and
labor market informality.
Early studies of occupational choice in developing countries addressed the
ability of subsistence farmers to participate in formal wage labor markets. The
literature began with two-sector surplus labor models premised on a formal,
urban sector characterized by wage employment and an informal , rural sector
characterized by self-employment in subsistence farming (Harris and Todaro,
1970). High rates of urban unemployment and persistence of rural-urban wage
discrepancies were explained using a two-sector model with urban employment
uncertainty. Within this framework, improving productivity of the subsistence
6
good could slow rates of migration to poor, urban slums.
Another class of studies focuses on explaining employment and productiv-
ity patterns using labor market frictions. Workers choose between wage and
self- employment in the presence of capital market imperfections (wealth in-
equality) and information asymmetry (worker monitoring) (Banerjee and New-
man, 1993). These market failures explain preference for wage employment by
poor workers. In a dynamic setting, higher initial inequality in asset distribu-
tion explains a countrys transition towards a manufacturing based economy,
as opposed to a cottage-industry based economy characterized by higher self-
employment.
As the migration literature that followed has shown, the process of structural
transformation necessarily involves some occupational as well as geographic
mobility. Though occupational shifts can occur in situ, ultimately people shift
both out of agriculture and from rural to urban areas (Collier and Dercon, 2014).
Migration out of rural areas and occupational shifts out of agriculture have been
associated with poverty reduction in long term panels of rural households (Bee-
gle, Weerdt, and Dercon, 2011).
Household decisions to allocate some labor to non-farm activities have been
linked to growth in agriculture and to growth in industrial sectors , as well as
to population density and market access (Headey and Jayne, 2014; Haggblade,
Hazell, and Reardon, 2007; Reardon et al., 2006). Household income diversifi-
cation decisions are influenced by growth in the industry and services sectors
(Foster and Rosenzweig, 2003; Haggblade, Hazell, and Reardon, 2010), as well
as by increased population density and heightened access to population cen-
ters (Haggblade, Hazell, and Reardon, 2007). Some households may diversify
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in order to accumulate assets, while others may do so in order to absorb excess
household labor or spread household risk (Barrett, Reardon, and Webb, 2001;
Barrett, 2005).
Households may face important barriers in diversifying their occupations or
migrating (Barrett, Reardon, and Webb, 2001). In many cases, non-farm work
requires quite different skill sets than farm work, and so individuals with farm-
ing skill sets must find ways to retool (Rodrik, 2014b). By influencing the ability
of individuals to move between sectors, such barriers shape the overall oppor-
tunity to achieve labor productivity growth through structural change. Jolliffe
(2004) examines the effect of education both on households allocation of labor
between the on-farm and off-farm sectors and on the returns to time worked
in each sector, lumping together both wage and self-employment non-farm op-
portunities. In two stages, he estimates the effect of education on income, first
through households labor allocation decisions and then through the returns to
labor allocated towards each activity. The analysis shows that the returns to ed-
ucation are higher off-farm than on-farm, and that better educated farmers also
choose to supply a higher share of their labor off the farm.
1.4 Agricultural technology and investment
While several literatures address occupational choice in developing countries,
and several literatures address technology impacts in developing countries,
only a few studies have addressed the impacts of agricultural technologies on
occupational choice through a structural change framework. Because agricul-
tural productivity growth is central to structural transformation, many have
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called for government investment in food crop productivity in order to promote
economic development (Ranis, 2004; Evenson and Gollin, 2003). The ability to
facilitate structural transformation by promoting technology growth in staple
food production is therefore of widespread interest.
Eswaran and Kotwal (1985) explore the co-existence of different types of
agricultural employment levels in the context of agricultural technical change.
In their model, unskilled labor is substitutable for some tasks (e.g., harvest) but
not for others (e.g., planting and fertilizer application). Workers then choose be-
tween high commitment labor (higher employment level, with repeat employ-
ment but a chance of being fired for under-performance) and low commitment
labor (lower employment level and no repeat employment) by solving a dy-
namic optimization problem. They find that, while high commitment labor has
a lower equilibrium wage rate than low commitment labor, workers prefer to
participate in high commitment labor because it allows them to supply more la-
bor. Labor saving technological change increases overall demand for high com-
mitment workers, while labor using technological change increases demand for
low casual farm workers.
Foster and Rosenzweig (2007) examine the relationship between high yield-
ing crop varieties and occupational choice, both for smallholder farmers and for
landless laborers. They develop a rural general equilibrium model with three
production sectors (local non-tradables, non-local factory production of trad-
ables, and farming). They find that agricultural productivity growth is inversely
correlated with growth in non-agricultural wages.
Bustos, Caprettini, and Ponticelli (2012) examine the micro-economic impact
of agricultural technology on county level agricultural labor shares in Brazil us-
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ing census data. They find that release of labor-saving herbicide tolerant soy
varieties decreases agricultural employment, while a labor-using technology of
maize intensification increases agricultural employment. An ex post impact as-
sessment of agricultural technology adoption of this nature would be premature
in the Sub-Saharan African context, where technology adoption levels are much
lower.
Technological change is of course induced by factor scarcity. Therefore, it
is important to better understand the demand for productivity-enhancing tech-
nologies. Demand for technology is often very context specific. It is important
to understand where technologies will have highest returns and be demanded
by farmers. Policy makers use the incredibly high participation rates in agricul-
ture to justify investing in agriculture. Because returns are heterogeneous, it is
important to target investments where the returns will be highest within agri-
culture, and to avoid investing in agriculture when the returns are lower than
they would be outside of it (Dercon, 2013).
1.5 Research contributions
In my first dissertation chapter, I address, from a micro perspective, the topic of
cross-sector labor productivity gaps that has been a recent focus of the macro-
economic literature. In a study focused on Ethiopia, Malawi, Tanzania and
Uganda, I find that the agricultural sector is not necessarily a bastion of low
productivity, as is commonly believed, but rather a large reservoir of under-
employed workers. This result emerges when labor inputs are measured using
new, high quality micro datasets. While national statistics suggest that workers
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in these four countries are 6 times more productive outside of agriculture than
in it, on an annual basis, using household data I estimate the number is closer
to 3.3 times on average. Across the datasets, agricultural workers work fewer
hours per year – 700 hours per agricultural worker compared to 1,850 hours per
non-agricultural worker. The powerful result is that average labor productiv-
ity outside of agriculture is only 1.4 times greater after accounting for different
labor inputs. My finding is consistent Lewis original surplus labor hypothesis,
where underemployment is disguised in the low productivity sectors (Lewis,
1954a).
This finding has important implications for those interpreting the very large
productivity gaps that are measured from national statistics, and helps solve
the puzzle of very large productivity gaps that the macro-economic literature
struggles to explain (Gollin, Lagakos, and Waugh, 2014b). It highlights the
role of underemployment and, in particular, the need to better understand
constraints to labor supply in farming. It also highlights the ability to sup-
ply more labor as a key motivation for increasing household participation in
high-employment activities outside of agriculture, which is different than the
productivity-enhancing motivation that is often embraced.
In my second dissertation chapter, I seek to understand how household oc-
cupational choices are related to predicted labor productivity and how occupa-
tional choices are likely to respond to productivity enhancing interventions. I
examine occupational choice from a structural change perspective, incorporat-
ing the ideas of informality, self-employment, and occupational diversification.
In doing so, I address gaps in understanding about the links between agricul-
tural productivity and the extensive margin of household level agricultural la-
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bor supply (Foster and Rosenzweig, 2007). I also address the lively debate in the
development economics community about whether countries can or should by-
pass the agricultural technology-led transformation approach championed by
most countries in Asia and Latin America.
In order to better understand the scope for improving welfare through la-
bor productivity growth in agriculture, and the role that shedding labor from
agriculture can play in labor productivity growth, I estimate a two stage, struc-
tural model of occupational choice. I use a nationally representative dataset
from Tanzania to construct sector participation and returns variables. In the first
stage, I estimate and impute returns to labor, and in the second stage, I predict
occupational choices using an imputed latent income variable. Then, I simu-
late the effects of different interventions intended to enhance labor productivity
and decompose the within-sector and between-sector welfare gains. My results
indicate that, while agricultural productivity enhancing investments are associ-
ated with gains in labor productivity and overall welfare, they neither speed nor
slow the rates at which labor exits farming. Wage and self-employment partic-
ipation do respond to wage and self-employment productivity shocks, respec-
tively. This finding highlights the importance of enhancing labor productivity
within the margins of participation and especially in places with low popula-
tion density and poor market access, where farming productivity gains are the
only ones likely to impact households. One possible explanation for the low
responsiveness of participation in farming to productivity-enhancing interven-
tions is underemployment in agriculture, as highlighted in my first dissertation
chapter. These results suggest that inter-sectoral diversification of household
labor supply is likely to precede labor exits from agriculture.
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In my third paper, I explore opportunities to improve the targeting, ex ante,
of agricultural productivity enhancing interventions. A key shortcoming of typ-
ical priority setting and investment planning efforts is that they do not explicitly
account for the uncertainty that decision-makers face. Priority-setting efforts are
also typically quite coarse, and do not make use of spatially disaggregated data
that are available and could guide targeting. In collaboration with other Cornell
researchers, I respond to a request made by the Agricultural Transformation
Agency of the Ethiopian Government to help make better use of spatially dis-
aggregated data in the investment priority-setting process.
We conceptualize a robust, ex ante, profitability metric, estimate it using
newly available spatially disaggregated data, and present it in an intuitive deci-
sion tool aimed at those designing soil health interventions within the Ethiopian
government. We find that our recommendations do allow for refined target-
ing according to user specified profitability criteria. This approach comprises a
novel contribution to the priority-setting literature in developing country agri-
culture, one that has many applications in the broad and growing domain of
supporting climate-smart agricultural investments.
Altogether, these papers contribute to a better understanding of agricultures
role in economic development in Sub-Saharan Africa. In particular, I high-
light the extent to which underemployment explains observed low levels of
agricultural productivity in Sub-Saharan Africa. This calls into question the
widely held belief that agriculture is inherently less productive than other sec-
tors, and motivates further exploration of what constrains labor demand within
the African agricultural sector. This underemployment also has implications for
labor exits from agriculture. I find that, while smallholder households are likely
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to enter into non-farm self and wage employment as the returns to participation
increase, they do not typically exit farming in order to participate in these activi-
ties. This finding is quite consistent with a world in which underemployment is
widespread. It emphasizes the need to consider labor supply diversification in
the context of structural transformation, although the structural transformation
literature often does not address livelihood diversification. Seasonality of agri-
cultural labor demand is quite central to this challenge of underemployment,
as many agricultural tasks require labor at particular times of the year. Because
of the very tight link between in-season rainfall and labor demand in rain-fed
agricultural systems, it is important to better understand the role of climate un-
certainty in determining labor demand and investment returns, in expectation.
Flexible tools are needed to support agricultural investment planning in the face
of climate uncertainty.
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CHAPTER 2
LABOR PRODUCTIVITY AND EMPLOYMENT GAPS IN SUB-SAHARAN
AFRICA
2.1 Introduction
Structural change is integral to economic development. In the development
context, it refers both to the reallocation of labor from one low-productivity sec-
tor to another, higher-productivity sector, and to the economic growth resulting
from this shift. Structural change is a dynamic process powered by several key
features — productivity levels within sectors, productivity gaps between them,
and the movement of labor from low productivity to high productivity sector(s).
The larger the productivity gap between agriculture and other sectors, the larger
the opportunity to achieve productivity growth as labor shifts across sectors. In
poor economies, agriculture is typically the sector that employs the most peo-
ple and uses labor least productively. Over time, cross-sector productivity gaps
tend to shrink as labor shifts out of agriculture and returns to labor across sec-
tors are equalized through factor markets (Timmer, 1988).
The premise of higher returns to labor outside of agriculture is quite central
to structural change. Are these productivity differentials really as high as na-
tional accounts data suggest? I use a new micro-level dataset to measure key
structural change parameters sector participation, time use, and labor produc-
tivity from a micro perspective. This paper draws on the Integrated Surveys on
Agriculture from the Living Standards Measurement Study group at the World
Bank (LSMS-ISA datasets), which explicitly collect information about respon-
dents time use across sectors. Particular attention is paid to farm labor, which
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is often neglected in large scale, multi-topic surveys because of the challenges
involved in collecting detailed agricultural data. The analysis includes surveys
from Ethiopia, Malawi, Tanzania and Uganda.1 The countries comprising the
LSMS-ISA dataset exhibit considerable heterogeneity with respect to GDP per
capita, agricultures share of the labor force and economy, and productivity gaps
(Figure 2.1).
1Two other countries, Nigeria and Niger, are part of the LSMS-ISA data collection ef-
fort. I have not included Nigeria due to questionnaire incompatibilities with regards to self-
employment labor supply. Niger is not included because its rural economy is heavily focused
on livestock, and livestock labor inputs are not explicitly collected in the surveys.
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Examining productivity gaps from a micro perspective is informative for
several reasons. First, individuals and firm owners making labor allocation de-
cisions in developing countries do so based on the micro incentives that they
face. Second, micro datasets contain the variables required to address the va-
lidity of assumptions that underlie macro statistics. Third, micro datasets al-
low for productivity measures to be paired with relevant covariates of labor
allocation decisions at the household and individual levels. This kind of mi-
cro perspective is largely absent from the literature about structural change in
African economies. Demographic and Health Survey (DHS) datasets, also micro
datasets, are sometimes used to calculate sector labor shares, as an alternative
to measures based on population censuses or national accounts (e.g., McMillan
and Harttgen, 2014; McMillan and Rodrik, 2011). While DHS surveys have very
extensive coverage, they cannot be used to generate measures of labor supply
beyond participation, nor can they be used to measure returns to sector partici-
pation.
I find that, in four Sub-Saharan African countries, the agricultural sector is
not a bastion of low productivity but, rather, a large reservoir of underemployed
workers. This result emerges when labor inputs are measured more carefully.
Using the LSMS-ISA datasets, I replicate common patterns observed in macro
statistics that annual economic output per worker is lower in agriculture than
in other sectors and that participation in agriculture is much higher than partic-
ipation in other sectors. While national statistics suggest that workers in these
four countries are 6 times as productive outside of agriculture as in it, I predict
the number is closer to 3.4 times on average. This finding is consistent with
those of Gollin, Lagakos, and Waugh (2014b), who highlight sources of bias in
national accounts measures that lead to under-estimating productivity in agri-
17
020
40
60
80
100
S
ha
re
6 7 8 9 10 11
LN GDP Per Capita
Ag Employment Share:
LSMS Sample Other Africa Non-Africa
Ag Value Added Share:
LSMS Sample Other Africa Non-Africa
(a)
0
5
10
15
A
gr
ic
ul
tu
ra
l P
ro
du
ct
iv
ity
 G
ap
s
6 7 8 9 10 11
LN GDP Per Capita
LSMS Sample Other Africa Non-Africa
(b)
Figure 2.1: Panel (a) shows a global cross-section of agricultural
labor and employment shares graphed against a log
transformation of each country’s per capita GDP. Panel
(b) shows agricultural labor productivity gaps graphed
against the log of GDP per capita (Source: Gollin, La-
gakos, and Waugh (2014b)). The horizontal dashed
line represents inter-sectoral parity in labor productiv-
ity (value = 1).
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culture relative to other sectors.
After carefully examining labor inputs, I find that cross-sector productivity
gaps observed in national accounts data reflect sectoral differences in employ-
ment levels rather than differences in returns per hour worked. Many workers
are counted as agricultural because they spend at least some time working on
farms. A striking pattern across household surveys is that agricultural work-
ers work fewer hours per year — 700 hours per agricultural worker compared
to 1,850 hours per non-agricultural worker. Productivity in agriculture is a lot
closer to productivity outside of it when one accounts for systematic differences
in labor inputs. On a per-hour basis, labor is only 1.4 times as productive out-
side of agriculture.
These results suggest that the forces pulling labor into the industry and ser-
vice sectors may be weaker than is commonly believed. It also casts doubt on
the notion that agriculture is intrinsically less productive than other sectors. Be-
cause time inputs in agriculture are generally low, possibly due to biophysical
constraints, participation outside of agriculture presents the opportunity to sup-
ply more hours of labor per year. It is important to better understand the reasons
for low labor supply by agricultural workers in order to identify opportunities
to increase annual output per agricultural worker.
2.2 Background
This paper focuses on Sub-Saharan Africa, the region with the lowest per capita
incomes, largest shares of value added captured by agriculture, largest shares
of the work force employed in agriculture, and lowest agricultural labor pro-
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ductivity (Figure 2.1a) (World Bank Group, 2014). According to national ac-
counts data, labor in developing countries is 4.5 times more productive outside
of agriculture than in it. In middle income countries, the ratio is 3.4, and in
high income countries, it is 2.2. Within African countries, non-agricultural la-
bor is 6 times more productive outside of agriculture than in it2 (Figure 2.1b)
(Gollin, Lagakos, and Waugh, 2014b). Other recent studies confirm that large
cross-sector productivity differentials persist in Sub-Saharan African countries
(McMillan and Harttgen, 2014; Lele, Agarwal, and Goswami, 2013).
Labor productivity in an economy can be improved either within sectors
(e.g., through technological gains and capital accumulation) or structurally (e.g.,
by shifting labor out of less-productive activities and into more-productive ac-
tivities).3 During the 1990s, African labor entered agriculture rather than ex-
iting it, thereby suppressing overall labor productivity growth (McMillan and
Rodrik, 2011). Since 2000, labor productivity growth within agriculture has ac-
celerated in Eastern and Southern Africa, and in Nigeria (Pardey, 2014; Block,
2013). When recent labor productivity growth is decomposed into within- and
between- sector growth, labor exits from agriculture account for about half of re-
cent overall labor productivity growth in Africa (McMillan and Harttgen, 2014;
McMillan, Rodrik, and Verduzco, 2014).
Understanding micro level cross-sector productivity differences, and how
they relate to sector allocation decisions, is crucial for understanding the forces
that power agricultural labor exits. If productivity gaps are indeed as large
as African macro statistics suggest, then one must wonder why so much la-
2These ratios were calculated using data from Gollin, Lagakos, and Waugh (2014b) and
World Bank classifications of countries by income.
3For a description of how labor productivity growth can be decomposed into share-weighted
labor productivity growth and productivity-weighted labor shifts across sectors, see McMillan,
Rodrik, and Verduzco (2014).
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bor remains in rural areas and why rural income diversification remains so low
(McMillan and Headey, 2014). One explanation is that, though households may
face large productivity gaps, they are not able to diversify because of limited hu-
man capital, experience, or financial capital. It is also possible that differences
in expected returns between sectors are offset by different levels of risk.
Alternatively, national accounts may mis-measure key components of the
productivity equation, namely, labor inputs or returns per worker. After exam-
ining many of the assumptions used to measure agricultural labor productivity
gaps from national accounts data, Gollin, Lagakos, and Waugh (2014b) find a
number of biases that inflate estimates of productivity gaps. These biases arise
from the methods used to classify workers as agricultural or non-agricultural,
the assumption that workers in each sector work an equal number of hours,
and the assumption that workers from each sector have the same levels of hu-
man capital.4 Even after correcting for these biases, the authors find that large
productivity gaps remain, with an average corrected productivity gap of 3.3 in
Africa.
Another explanation for small micro gaps and large macro gaps is that mi-
cro gaps are truly smaller than macro gaps. The cross-sector gaps that house-
holds face will be smaller than those suggested by national accounts, should
the differential returns to non-agriculture sector activities accrue to owners of
capital rather than labor. In capital-intensive industries like mining, wage rates
are likely to be much lower than average labor productivity in mining as per
national accounts data (McMillan and Harttgen, 2014).
If there is systematic measurement bias across sectors, then productivity
4Typically, input quality controls, including human capital, are used in productivity mea-
surement.
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gaps calculated from national accounts data will be biased. This paper gen-
erates micro-based productivity measures in order to highlight the productivity
gaps that households face and to inform the debate about productivity mis-
measurement in national accounts data.
Consider the productivity gap between agriculture and services, decom-
posed into labor inputs (hours per year) and productivity (returns per unit of
labor input):
GAPS =
YS
NS
YA
NA
=
YS
HS
∗ HSNS
YA
HA
∗ HANA
= PGAPS ∗ EGAPS (2.1)
Where YS refers to service sector output, NS refers to the number of service sec-
tor workers, and HS refers to the annual hourly input of a service sector worker.
The A subscript refers to the agriculture sector. The gap in annual output per
worker between the service and agriculture sectors can then be decomposed
into a gap in productivity per hour worked across the sectors (PGAPS ) and a
gap in employment levels across the two sectors (EGAPS ). If cross-sector pro-
ductivity is equalized in terms of returns to hourly or daily labor at the margin,
and labor productivity gaps are largely explained by cross-sector differences in
labor inputs, then one can no longer argue that labor is grossly misallocated
across sectors even when there is a large cross-sector gap in annual returns per
worker. This has implications for the forces that drive labor exits they relate to
seeking fuller employment rather than climbing a per-hour productivity gradi-
ent.
Claims of underemployment in a smallholder sector have been common,
historically. Lewis two-sector model was premised on unlimited supplies of
labor, positing labor surplus in subsistence agriculture and also among casual
laborers and those self-employed in petty trade (Lewis, 1954b). Lewis also dis-
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cusses disguised unemployment, whereby many family members supply labor
to the household farm, but, should one of the household members be able to find
work elsewhere, the same level of output could be maintained if the remaining
household members increased their labor supply on the intensive margin. Sur-
plus labor remains relevant, today, in the form of large reservoirs of developing
country workers who engage in informal activities and part time work with
irregular hours that is characterized by low returns to skill (Gollin, 2014).
Because agricultural labor shares are large in African countries, the potential
gains from reallocating labor to higher-productivity sectors are also hypothe-
sized to be large (McMillan and Headey, 2014). A large initial agricultural labor
share, rising female education, rising commodity prices, good governance, and
agricultural productivity growth all appear to be positively correlated with la-
bor exits from agriculture (McMillan and Harttgen, 2014).
Though African countries seem to be following the same patterns of agri-
cultural labor exits as those followed decades earlier in Asia and Latin America
(McMillan and Harttgen, 2014), there are some important differences. The ser-
vices sector, which is characterized by relatively low productivity in African
countries, has been a primary recipient of labor exiting from agriculture (Ro-
drik, 2014b). In other regions, industrialization has been core to the structural
change process. High levels of informality in the industry and services sectors
has lowered their average productivity and suppressed the gains to be exploited
from agricultural exits. In Vietnam, important productivity gains resulted not
only by shifting labor out of agriculture, but also by shifting labor from informal
into formal, higher-productivity firms within the industry sector (McCaig and
Pavcnik, 2013).
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Growth in labor productivity, overall and within agriculture, has been a
strong predictor of poverty reduction because of the important linkages be-
tween wages, household self-employment, and the real incomes of the poor.
Though land productivity growth typically precedes labor productivity growth,
the process of agricultural development is thought to begin when output per
agricultural worker increases (Timmer 1988). Agricultural labor productivity
growth is particularly important because of the direct effects on the many work-
ers who participate in the agricultural sector, and also because of its effects on
growth in other sectors (De Janvry and Sadoulet, 2010; Christiaensen, Demery,
and Kuhl, 2011).5
Labor is one of several important factors in agricultural production, which
also relies on land, capital, and other inputs. Where land and capital are scarce
(e.g., due to high population pressure or high interest rates, respectively), la-
bor is used more intensively in farming systems. In aggregate, agricultural la-
bor productivity grew slower than agricultural land productivity between 1961
and 2010 in Africa, which implies that African agriculture has intensified with
respect to labor (Pardey, 2014). However, Binswanger-Mkhize and Savastano
(2014) find that, while population density has increased in rural areas across
LSMS-ISA countries, there has been little evidence of Boserupian agricultural
intensification with respect to cropping intensity, area farmed, or irrigation.
5Non-agricultural growth also contributes to agricultural growth (Irz and Roe, 2005). Empir-
ically, agricultural growth has been shown to contribute more to poverty reduction than non-
agricultural growth (Christiaensen, Demery, and Kuhl, 2011).
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2.3 Data and variable construction
To examine labor productivity gaps from a micro-economic perspective, I gen-
erate labor productivity measures and other key variables from the Living
Standards Measurement Survey Integrated Surveys in Agriculture (LSMS-ISA)
dataset. I draw on a cross-section of recent LSMS-ISA datasets available, com-
prised of the Ethiopia Rural Socioeconomic Survey (2013-14), the Malawi Inte-
grated Household Survey (2010-11), the Tanzania National Panel Survey (2010-11),
and the Uganda National Panel Survey (2010-11). LSMS-ISA surveys were imple-
mented by each countrys national statistics office, with technical support from
the World Bank Development Economics Research Group. These datasets are
nationally representative, including urban and rural households regardless of
occupation or sector of employment. Rural and urban areas are defined by each
countrys statistics office.
Table 2.1 depicts the basic characteristics the datasets used in this study. It is
worth emphasizing the novelty of LSMS-ISA datasets. Surveys of farming pop-
ulations often collect detailed plot-level farm management information similar
to the LSMS-ISA surveys, but they do not also include information on time use
off the farm, and generally do not sample non-farming households. The multi-
topic, multi-purpose LSMS-ISA questionnaire includes questions on labor mar-
ket participation, labor inputs into household farm and non-farm enterprises,
and returns to enterprises and labor market participation. They are also inter-
nationally comparable to some extent, allowing for cross-country comparisons.
Using the LSMS-ISA data, I construct individual level, annualized labor sup-
ply aggregates for three types of activities household operated farm enterprises
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Table 2.1: Dataset Characteristics
ETHIOPIA MALAWI TANZANIA UGANDA
2013-14 2010-11 2010-11 2010-11
Households in
sample 5,262 3,247 3,846 2,633
Urban households
(share) 0.173 0.245 0.307 0.163
Household size 4.85 4.67 5.09 4.89
(sd) (2.31) (2.25) (2.93) (2.68)
Household size,
adult equiv. 3.94 3.97 4.13 3.70
(sd) (1.90) (1.88) (2.38) (1.98)
Farm operators, all
households (share) 0.772 0.794 0.713 0.790
Farm operators, rural
households (share) 0.919 0.943 0.888 0.882
Annual consumption
per person, USD PPP,
urban HHs
1,600 2,000 2,246 1,641
(sd) (1,912) (2,382) (1,856) (1,727)
Annual consumption
per person, USD PPP,
rural HHs
830 748 1,008 675
(sd) (1,231) (606) (820) (1,040)
(farms), household operated nonfarm enterprises (NFEs), and wage labor mar-
ket participation. Labor supply recall questions differ in the LSMS-ISA surveys
by type of activity. Appendix tables B.1, B.2, and B.3 contain detailed informa-
tion about the construction of all of the variables used in this analysis.
Wage labor supply variables are generated over a twelve month recall period
from individuals reported number of months worked over the last year, typical
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number of weeks worked per month, and typical number of hours worked per
week. In the agriculture modules of the surveys, labor inputs by individual
household members are collected for each farm plot. These inputs are aggre-
gated for each household member to generate the annual own farm labor sup-
ply variable. For non-farm enterprises, participation by household members
is flagged at the firm level. NFE labor supply collection differs slightly from
country to country, as detailed in Table B.3 in the appendix.
Systematic measurement error in construction of labor supply variables is
particularly concerning, should respondents recall different types of activities
with different errors. Differences in recall period (through questionnaire design
or timing of interview) or differences in recall ability for different activities (e.g.,
rare, “salient” events vs. common ones) can lead to differences in household re-
sponses (Beegle, Carletto, and Himelein, 2012; Bound, Brown, and Mathiowetz,
2001). The possibility of measurement error in the constructed labor supply
aggregates is addressed in Section 2.5 of this paper.
Next, I construct aggregates of labor demanded by household operated
farms and NFEs, which include hired labor in addition to labor supplied by
family members. Of interest are both the number of firm workers and the total
labor inputs supplied by workers to each firm. In the case of farm enterprises,
we have a good measure of labor inputs, the number of household members
who work on the farm, and the total number of hours worked by household
members and hired workers. We do not, however, observe the number of em-
ployees hired. It is quite common for farm households to hire in some labor
(between 30 % and 94 % of farms do it). In order to avoid under-estimating the
total number of farm workers, I predict the number of hired workers by assum-
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ing that hired workers work the same hours as own farm workers. In the case
of NFEs, we universally observe the number of hired workers but not the hours
that they supply to the firm. Non-farm enterprises do not commonly hire work-
ers. In all cases, fewer than 19% of households operating an enterprise hire in
any workers.
Returns to labor market participation are comprised of the gross total wages
received by wage workers, including in-kind payments (e.g., meals received)
and gratuities. Costs of participating in wage labor markets are not measured
so it is not possible to construct a net returns measure. The returns to op-
erating a farm enterprise are based on net farm revenue, which is analogous
with the “value added” concept that underlies national accounts data. The net
value of farm output is derived from the Rural Income Generating Activities
(RIGA) calculations and includes the value of own-consumed farm output as
measured through the consumption module (Davis et al., 2010). For non-farm
enterprises, reported enterprise profit is considered a more reliable measure of
net firm revenue than a constructed measure based on gross revenues minus
costs (de Mel, McKenzie, and Woodruff, 2009). Where available, I construct the
annualized firm level net revenue variable using reported profits. Otherwise, I
use the household estimate of gross NFE revenue and subtract household esti-
mated costs. To facilitate cross-country comparison, all measures of returns are
converted to constant international dollars using the purchasing power parity
conversion factor for private consumption from the World Banks World Devel-
opment Indicators.
Using the labor supply variables and the returns variables, I construct aver-
age labor productivity variables. These are done separately for the three types
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of activities wage labor, farms, and NFEs as a simple ratio between returns to
an activity and labor inputs into the activity. Two types of average labor pro-
ductivity measures are constructed. The per-worker measure is based on output
per worker per year. The per-hour measure is based on output per hour of labor
supplied to each activity per year. Because we do not observe how many hours
hired workers supply to NFEs, I am unable to generate per-hour productivity
measures for these firms.
The next task involves generating sector level labor productivity measures,
which aggregate, at the sector level, returns from and labor inputs to self-
employment, wage employment, and farming. First, all activities are assigned
to their respective sectors of the economy (i.e., agriculture, industry, or services).
Following McMillan and Harttgen (2014), I group these into the general cate-
gories of agriculture (primary agricultural, livestock, and fishery and forestry
production), industry (manufacturing, mining, construction, and public utili-
ties), and services (wholesale and retail trade, transport and communication,
finance and business services, and community, social, personal and govern-
ment services). I generate sector level aggregates of labor supply and returns
for each household. Farm activities are classified as agricultural. Wage labor
and NFE activities are classified using the Industry Standard Industrial Clas-
sification (ISIC) codes provided with each activitys description. An additional
sector definition of unknown is used when individuals report jobs for which no
description or sector code is available. These labor sources most likely occur in
the agriculture sector, but I avoid assuming so.
The hourly agricultural labor supply aggregates do not include livestock and
post-harvest labor. And the corresponding agricultural labor productivity mea-
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sures do not include revenue from livestock in the numerator. In the per-person
agricultural labor productivity measure, the numerator includes net livestock
revenue (taken from the RIGA dataset), and the denominator includes workers
who participate in livestock rearing. Table 2.2 presents a high level overview of
the contents of each constructed productivity variable.
2.4 Corroborating Macro and Micro Evidence
2.4.1 Sector Labor Shares
Often in the macro measures of sector productivity, individuals are constrained
to one sector of participation, and it is assumed that individuals in each sector
work the same number of hours and do not supply labor to secondary sectors.
Usually, each sectors labor inputs are assumed to be of the same skill and not
adjusted for different levels of human capital. Initial examination of these as-
sumptions using LSMS-ISA data suggests that they are indeed problematic and
lead one to overestimate labor supplied to agriculture relative to other sectors,
thereby artificially inflating estimates of the labor productivity gap between
agriculture and other sectors (Gollin, Lagakos, and Waugh, 2014b).
Figure 2.2 depicts three different measures of sector labor shares constructed
using LSMS-ISA data along with two other commonly used measures from
national accounts and from Demographic and Health Surveys (DHS).6 The first
6The national account measure comes from the sector employment dataset published by the
International Labor Organization (ILO) and sector value added measures from the United Na-
tions (UN) National Accounts Statistics, accessed through the World Bank World Development
Indicators database. Sector employment statistics are generated from population censuses or la-
bor force surveys, with methodologies varying across countries. The Malawi agricultural labor
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Table 2.2: Overview of productivity variable construction
Per Person Per Hour
Activity level productivity measures
Farming
Farm net revenue / (# own
farm workers + predicted
# hired in farm workers)
Farm net revenue / (hours
worked by own farm and
hired in workers)
Self
Employment
Firm profits / (# HH firm
workers + # hired in firm
workers)
not generated
Wage
Employment
HH wage returns / # HH
members participating in
wage employment
HH wage returns / #
hours worked for wages
by HH members
Sector level productivity measures
Agriculture
(HH net returns to
farming + livestock +
hired out ag wage labor) /
(# hh members who
participate primarily in ag
sector)
(HH net returns to
farming + hired out ag
wage labor) / (hours
worked on own farm +
hours hired out for wages
in ag)
Industry
(HH net returns to ind
sector NFE + hired out ind
sector wage labor) / (# hh
members who participate
primarily in ind sector)
(HH net returns to ind
sector NFE + hired out ind
sector wage labor) /
(hours worked on own ind
sector NFE + hours hired
out for wages in ind
sector)
Services
(HH net returns to ser
sector NFE + hired out ser
sector wage labor) / (# hh
members who participate
primarily in ser sector)
(HH net returns to ser
sector NFE + hired out ser
sector wage labor) /
(hours worked on own ser
sector NFE + hours hired
out for wages in ser sector)
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column in Figure 2.2 is based on the labor supplied by all adult individuals in
the LSMS-ISA dataset.7 The second is based on the primary sector of each adult
individual in the household, i.e., the sector to which each individual supplies
the most hours.8 The third is based on the primary sector of the household head.
This sub-sample includes individuals who reported positive hours worked in
any sector.
Several patterns are common to all of the countries depicted in Figure 2.2.
First, agriculture is the dominant sector of participation across all data sources
and aggregation methods, and participation in services is generally more com-
mon than participation in industry. Second, agricultural labor share estimates
are slightly higher when they are based on all adult individuals in a household
rather than just the household head. This suggests that household non-heads
are more likely to work in agriculture than household heads. Third, hours-
based agricultural labor shares are lower than participation-based shares, which
is further explored below. Fourth, individual-based estimates of agricultural la-
bor shares are lower than national-accounts measures in all countries. Fifth, the
DHS-based measures of agricultural participation shares are quite a bit lower
than the LSMS-based individual participation shares in Ethiopia and Malawi.
This implies that, in these countries, DHS-based labor share estimates might
under-estimate agricultural labor shares and therefore overestimate labor pro-
ductivity in agriculture relative to other sectors. Since individuals self-identify
their primary sector in DHS surveys, it is possible that respondents involved in
share estimate is from Gollin, Lagakos, and Waugh (2014b). The DHS measure of sector labor
shares are based on the self-reported primary occupations of adult respondents who work and
do not attend school. These are taken from McMillan and Harttgen (2014).
7Following McMillan and Harttgen (2014), adulthood is assumed to begin at age 25 to avoid
confounding labor shares and educational attainment. Labor shares are robust to the adulthood
threshold used.
8In most LSMS-ISA surveys, respondents are not asked to name their primary occupations
explicitly.
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Agriculture Industry Services Unknown
Figure 2.2: Comparison between different estimates of sector la-
bor shares. The “Hours” measure is from variables
generated using LSMS-ISA data. The “Part. indiv”
measure is based on the primary occupation (most re-
ported hours) of individuals in the dataset. The “Part.
head” measure is based on the primary occupation of
the household head. The “National account” measure
is from the World Development Indicators database,
and the “DHS” measure is based on DHS surveys, as
described in the text.
multiple sectors are more likely to identify the non-agriculture occupation even
though it accounts for a lower share of labor supplied.
Per-person productivity measures based on categorizing individuals by their
primary sector of occupation implicitly ignore individuals contributions to sec-
ondary sectors. They also assume that participants in different sectors supply
equal hours of labor. Both assumptions are problematic when individuals sup-
ply labor to secondary sectors, or when there are systematic cross-sector differ-
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ences in hours supplied. Indeed, LSMS-ISA datasets suggest that both assump-
tions are violated.
Figure 2.3 examines the one sector assumption, categorizing individuals by
their primary sectors and depicting the average hours supplied to individuals
primary as well as secondary sectors. The data imply that both the equal-hours
and primary-sector assumptions are problematic. While those who are primar-
ily categorized as agricultural laborers do not supply much labor to other sec-
tors, workers who are primarily in industry or services sectors do supply labor
to agriculture. Because secondary sectors are an important part of individuals
labor supply, we likely underestimate labor supplied to agriculture by ignor-
ing the labor supplied by individuals who participate in agriculture as a sec-
ondary activity, thus leading to an overestimation of labor productivity in agri-
culture relative to other sectors. Gollin, Lagakos, and Waugh (2014b, ‘s) analysis
on secondary sector bias suggests that labor supply to non-agriculture by agri-
culture workers is greater than labor supply to agriculture by non-agriculture
workers. These data indicate bias working in the opposite direction, with non-
agricultural workers supplying more agricultural labor than agricultural work-
ers supply to non-agriculture.
Violation of the equal hours assumption, on the other hand, leads to over-
estimation of agricultural labor inputs. Figure 2.4 depicts the average hours
worked in a sector by those who participate in it. Generally, those working
in non-agricultural sectors supply significantly more hours than those work-
ing in agriculture. Gollin, Lagakos, and Waugh (2014b) address the differences
in hours supplied by agriculture and non-agriculture workers, using rural and
urban distinctions where sector distinctions are not available. They find that,
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Figure 2.3: Average hours supplied by individuals to all sectors,
categorized by each individual’s primary sector of par-
ticipation.
in poor countries, non-agricultural workers supply 1.3 times as many hours as
agricultural workers to their respective sectors. This analysis confirms higher
supply of labor to non-agriculture by non-agriculture workers than supply of la-
bor to agriculture by agriculture workers, though our cross-sector differences in
labor supply are large (between 2.3 and 2.5 in Malawi vs. Gollins 1.45, between
2.4 and 2.6 in Ethiopia, and between 2.1 and 2.2 in Tanzania). Our Uganda esti-
mates, however, are smaller (between 1.0 and 1.6 vs. Gollins 2.3). These ratios
are based on any form of sector participation (primary or secondary). When the
sample is restricted to individuals who primarily participate in each sector, the
ratios are quite similar.
Overall, the LSMS-ISA datasets suggest large gaps between hours supplied
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Figure 2.4: Average hours worked per year by sector participants.
This sample includes all individuals between the ages
of 16 and 65 who actively participate in the labor force.
95% confidence intervals for the mean are also depicted.
to agriculture and hours to industry and service sectors. By calculating sector la-
bor inputs based on participation rather than hours worked, one over-estimates
labor inputs in agriculture compared with other sectors.
The bars labeled Hours in Figure 2.2 show the net effect of the equal hours as-
sumption and the no-secondary-sector assumption on labor share measurement
bias. In this case, the sources of bias offset each other. In all countries, agricul-
tures share in labor is lower when an hour-based measure is used than when
the LSMS-ISA participation-based measure is used. These results suggest that
agricultural productivity may be underestimated relative to other sectors when
participation-based labor shares are used. When the intensive margin of labor
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supply is controlled for by using hours-based labor share measures, estimates
of agricultural productivity are relatively higher, and estimates of productivity
gaps are smaller. This bias proves extremely important to any discussion about
structural change in Sub-Saharan Africa.
2.4.2 Sector Productivity Gaps
Cross-sector productivity gaps calculated from the LSMS-ISA datasets are in-
dicative of the average productivity differentials that households face when al-
locating their labor. Figure 2.5a depicts sector-level productivity measures with
95% confidence intervals in four LSMS-ISA countries, based on output per per-
son per year. Output per worker per year is highest in the industry and service
sectors, between $2,000 and $3,200 (USD ppp) per worker per year. Agricultural
output per worker is between $560 and $1,060 (USD ppp) per worker per year
in all countries.
Figure 2.6a depicts micro-level productivity gaps (simple ratios between
each sectors productivity and productivity in the agricultural sector) along with
national accounts based measures of productivity gaps, gathered for the pur-
pose of comparison. These per worker measures of average labor productiv-
ity are not meant to replicate the output per worker measures generated from
national accounts, which use different sampling approaches. Corporations are
not sampled in the LSMS-ISA surveys, for example, so their activities are only
detected through wages paid to workers hired by such firms. Should non-
agriculture activities be more capital intensive, then capital ownership differ-
ences could explain why macro level productivity gaps are slightly larger than
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Figure 2.5: Productivity by sector. Panel (a) shows annual value of
output per sector primary participant per year. Panel
(b) shows output per hour worked per year.
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micro level gaps. Gaps in output per worker per year are smaller than national
accounts gaps in all countries 2.6a.
Figure 2.5b shows sector level output per hour of labor worked in each sec-
tor. After adjusting for labor inputs (hours worked), returns per hour of labor
supplied are between $1 and $3.50 (USD ppp) in all sectors. When considering
time inputs in each sector, cross-sector gaps in productivity shrink considerably
(Figure 2.6b). The hours-based gap measures are much smaller than the per-
person-per-year gap measures in all countries. An hour worked outside of agri-
culture is 0.9 times as productive as an hour worked in agriculture in Ethiopia,
1.4 times as productive in Malawi, 2.1 times as productive in Tanzania, and 1.9
times as productive in Uganda.
Much of the productivity differences observed in national accounts statistics
may then be attributable to differences in hours supplied by workers in each
sector rather than differences in output produced per hour worked in each sec-
tor. Table 2.3 shows each countrys overall gap in output per worker per year,
along with the two components of this gap output per hour worked and hours
worked per year. Employment gaps explain about half of overall micro level
productivity gaps in Uganda, and a larger share in all other countries.
After further disaggregating returns to labor between self-employment and
wage employment, it is clear that wage employment brings higher annual re-
turns to participants than does self-employment. Figure 7 depicts productiv-
ity gaps at the sector-activity level, with farming as the comparison activity.
The sector-activities compared include household-operated farms, household-
operated non-farm enterprises (NFEs) in all sectors, and wage labor in all sec-
tors. Because hours or days of labor supplied by hired workers to NFEs are
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Figure 2.6: Productivity gaps by sector. Panel (a) shows the ra-
tio between productivity in each sector and agricul-
ture based on per-person-per-year productivity mea-
sures. The fourth column depicts the raw productivity
gaps between agriculture and non-agriculture as con-
structed using national accounts data, and the fifth col-
umn refers to adjusted gaps constructed by (Gollin, La-
gakos, and Waugh, 2014b). Panel (b) shows the ratio
between productivity in agriculture and in other sectors
based on output per time input.
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Table 2.3: Ratios between non-agriculture and agriculture in out-
put per worker per year (productivity gaps), hours
worked per year (employment gaps) and output per
hour worked (per-hour productivity gaps).
Per-person
Productivity
Gaps
Employment
Gaps
Per-hour
Productivity
Gaps
Ethiopia 2013-14 2.25 2.66 0.85
Malawi 2010-11 4.76 3.30 1.44
Uganda 2010-11 4.48 2.10 2.13
Tanzania 2010-11 4.20 2.22 1.90
not collected anywhere besides Malawi, per-hour firm level productivity esti-
mates are not included for NFEs. Wage labor returns should not be interpreted
as measures of productivity, especially in the presence of market frictions, of
which the evidence is strongly suggestive (Dillon and Barrett, 2014). They do
offer a lower bound on the marginal revenue product of rented out labor, and
they also provide a benchmark against which individuals in an economy can
compare returns to self vs. own employment.
The sector-activity patterns depicted in Figure 2.7a are similar to the patterns
observed at the sector level (Figure 2.6a). First, mean returns per participant per
year are higher in industry and service sectors than in farming, whether the
labor is supplied to NFEs or to wage employment. Within each sector, wage
labor brings higher returns per worker per year than does self-employment.
Wage laborers in the agricultural sector earn lower annual returns than industry
and service sector laborers in all countries. The returns to agricultural wage
labor are lower than the returns to own-farm labor in Ethiopia, Malawi and
Uganda, and only slightly higher in Tanzania. At the hourly level, productivity
gaps between farming and wage employment in industry and service sectors
41
02
4
6
8
10
12
14
P
ro
du
ct
iv
ity
 ra
tio
, o
ut
pu
t p
er
 p
sn
 p
er
 y
r
ETHIOPIA 2013-14
MALAWI 2010-11
TANZANIA 2010-11
UGANDA 2010-11
Farm (+hired) Enterprise, Ag Enterprise, Ind
Enterprise, Ser Wages, Ag Wages, Ind
Wages, Ser
(a)
0
2
4
6
8
10
12
14
P
ro
du
ct
iv
ity
 ra
tio
, o
ut
pu
t p
er
 h
ou
r
ETHIOPIA 2013-14
MALAWI 2010-11
TANZANIA 2010-11
UGANDA 2010-11
Farm Wages, Ag
Wages, Ind Wages, Ser
(b)
Figure 2.7: Productivity gaps by activity for all households (ratio
between mean values for each activity). Panel (a) de-
picts the ratio between mean farm labor productivity
per person per year and the mean labor productivity of
other activities (i.e. NFEs and wage labor in different
sectors). Panel (b) depicts per-hour productivity gaps
for the same activities.
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shrink considerably due to differences in labor supply between farm workers
and non-agricultural wage laborers.
The existence of cross-sector gaps in output per worker per year suggests
there are some forces enticing smallholder farmers into industry and service
sector activities. Participation in industry and service sector activities may al-
low for fuller levels of employment in terms of hours of labor supplied per year.
It is not possible, with cross-sectional data, to determine whether agricultural
workers tend to work fewer hours because of constraints to labor supply or to
labor demand. Biophysical and agronomic characteristics could limit the peri-
ods during the year in which farm labor can be used productively. In this case, it
might not be possible for individuals to increase their agricultural sector returns
by supplying more labor to their farms. Presumably, because labor supply is so
low across households and countries, low demand for labor by agriculture is a
key constraint. Agricultures role as a low entry barrier sector could help explain
both high levels of participation in farming and low per-worker labor supply.
Though individuals may aspire, and even attempt, to participate in non-farm
activities, they may still return to farming as the sector that can basically guar-
antee employment. Labor transitions back into agriculture by individuals who
had exited farming has occurred in Uganda (Christiaensen and Kaminski 2015).
Understanding what limits supply of and/or demand for labor in the agricul-
tural sector is an important topic that is left for future research.
Within urban areas, self-employment in the service sector does not seem to
serve as a sink for underemployment as does agriculture in rural areas. One
might expect high rates of declaring self-employment due to possibly lower
entry barriers than wage employment. Using the LSMS-ISA datasets, Nagler
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and Naude´ (2014) show that self-employment participation correlates include
wealth, credit access, and education. Self-employed workers in the industry
and service sectors in urban areas tend to supply far more hours per year than
do urban wage workers. The annual returns per worker to industry and ser-
vice sector self-employment are much higher in urban areas than in rural areas,
a finding consistent with Nagler and Naude´ (2014). By assuming household
firms do not hire in outside labor, one can estimate an upper bound on hourly
returns to self-employment. These productivity estimates are very low, suggest-
ing workers have a desire to supply labor even despite low returns.
2.5 Robustness of Productivity Gap Measurement
Next, I turn to showing that these productivity gap measures are robust. I am
concerned with both the measurement of labor inputs and the returns to labor.
The first major concern is sensitivity of labor productivity measurement to sur-
vey timing. Labor supply varies seasonally and is elicited over discrete recall
periods, raising the possibility that seasonal bias enters into labor productiv-
ity measurement. The second major concern arises from questionnaire design
issues. Different types of labor supply are collected through different survey
modules and elicited in different ways. The goal is to show that the key insights
regarding sector participation, labor supply, and productivity are fairly robust
to survey design. At the end of this section, I turn to measurement of the returns
to labor, showing that the same patterns hold if consumption is used instead of
income as a measure of returns to labor.
Annualized labor supply measures of participation and hours worked com-
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prise the denominators of per-person-per-year and per-hour productivity mea-
sures, respectively. These aggregates are constructed from more detailed labor
supply questions asked of respondents, such as the number of hours worked in
the last week, or, in some cases, the number of hours worked in a typical week.
One would expect these aggregates to move seasonally due to seasonal patterns
in labor supply or a combination of seasonality of labor supply and recall bias
in the case of a typical week recall approach.
I demonstrate how the per-worker-per-year and per-hour labor productivity
measures vary by month of survey visit in Figure 2.8.9 Each diamond repre-
sents a monthly mean productivity measure, and the bar it sits within depicts
95% confidence intervals for the mean. The horizontal solid line represents the
annual survey-weighted average for the survey, along with dashed lines above
and below representing its 95% confidence intervals. If more surveys are con-
ducted during high or low productivity times within the year, then annual pro-
ductivity aggregates would be biased. This is especially concerning if different
sectors have different seasonality patterns within a country. According to Figure
2.8, there are some months with especially high or low productivity measures,
but there does not seem to be a major pattern of over- or under- representing
these months.
In order to address concerns that survey timing is somehow correlated with
seasonal productivity patterns, I generate new population-month weights to
create annually representative measures of per-person-per-year and per-hour
productivity for each sector. Using the weights, I also generate annually rep-
resentative measures of the different components of labor supply. On the ex-
9Ethiopia is omitted from this analysis because the questionnaire administration is highly
concentrated in a two-month period, with very low coverage in other months.
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Figure 2.8: Panel (a) shows average annualized output per worker
per year by month of household interview (and the 95
% confidence interval for each productivity measure).
The horizontal line shows the annual mean for each
productivity measure, with the dashed lines above and
below depicting their 95 % confidence intervals. The
share of observations per month is plotted at the bottom
of the figure along the right hand axis. Panel (b) shows
sectoral output per hour of labor supplied, along with
the annual mean for output per hour worked.
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tensive margin, this includes participation on an annual basis. On the intensive
margin, this includes participation in the last week conditional on participation
in the last year and hours of labor supplied per week. I conduct a t-test for dif-
ference between the survey weighted means depicted in Section 2.3 and these
survey-month weighted means. In Uganda and Tanzania, I cannot reject the null
hypothesis of equal means between survey weighted and seasonally corrected
measures of productivity or labor supply. In Malawi, there is evidence that, by
not correcting for seasonality, agricultural labor supply is under-estimated and
wage labor supply is over-estimated. If these biases were to be removed, per
person productivity gaps would be the same but per hour productivity gaps
would be slightly larger. The effect is small in magnitude (7% of the uncor-
rected per-hour productivity measure), and the difference is significant at the
10% level. This analysis suggests that seasonal bias due to survey timing does
not bias the key labor supply or productivity variables.
Because labor supply variables for different activities are constructed from
different types of survey questions, there is concern that differences in labor
supply across activities could arise from different survey recall approaches
rather than actual labor supply differences. In particular, downward bias in the
measurement of agricultural labor supply or upward bias in self-employment
or wage employment labor supply would undermine the agricultural underem-
ployment findings. In a recent methodological experiment designed to compare
different approaches to measuring farm labor inputs, Arthi et al. (2016) find that
end-of-season plot based recall measures inflate farm labor supply considerably.
The labor supply aggregates generated using the LSMS-ISA approach are about
twice as large as labor supply aggregates generated by weekly eliciting the data
from respondents in person or over the telephone, which is considered to be
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a more accurate approach. The LSMS-ISA approach also generated aggregates
that were larger than those generated using a standard, stylized seasonal re-
call of days worked, without collecting plot specific information. These find-
ings suggest that, given survey design, labor supply for smallholders is likely
to be over-estimated rather than under-estimated. If this is the case, then un-
deremployment within agriculture would likely explain an even larger share
of productivity gaps. There has been little research on recall bias for wage
and self-employment labor in the developing country context. However, the
experimental evidence suggests that, in the LSMS-ISA surveys, farm labor ag-
gregates are higher than they would be if measured using a stylized seasonal
recall approach, which is comparable to the approach used to gather wage and
self-employment data in the LSMS-ISA datasets.
Sector productivity gap estimates are sensitive to prospective measurement
error of labor returns farm and firm revenue and wage earnings. I use an
alternate measure of returns to labor, household consumption, to ensure that
the measurement of productivity gaps is robust to measurement of returns.
Consumption can be thought of as household profits after participation costs
(for wage labor) and production costs (for firms), assuming no savings or dis-
savings. Because households who face stochastic income generally smooth their
consumption from year to year, consumption can be a good measure of perma-
nent income (Bhalla, 1978). It is a central focus of LSMS-ISA surveys to gener-
ate consumption aggregates, so this variable plays to the strengths of the data.
Consumption aggregates are generated by each countrys statistics office and
released with the datasets. They include cash expenditures as well as the im-
puted value of items that are produced and consumed by the household, such
as agricultural goods.
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The consumption gap estimates are a ratio in annual per-worker consump-
tion between households participating primarily in agriculture and those par-
ticipating primarily in industry and services, respectively (Figure 2.9a). I also
create an analogous per-hour measure, which is based on consumption per hour
of labor supplied by households, including labor supply to secondary sectors.
Households are classified by their primary sector of participation. The per-hour
measures are shown in Figure 2.9b. These consumption gaps are fairly simi-
lar across countries, and are quite similar in magnitude to per-person-per-year
productivity gaps. Households primarily in the industry sector consume 2-3
times more per capita per year than agricultural households. Households pri-
marily in the services sector consume 2-4 times more per capita per year than
agricultural households. As with productivity gaps, consumption gaps also dis-
appear almost entirely when they are expressed per hour of labor supplied by
each household. This suggests that differences in consumption across sectors
(as with differences in returns to sector participation) can be explained in large
part by differences in hours worked across sectors.
2.6 Exploring the Non-Farm Economy
It is important to understand not only sectors of employment, but also the
modalities by which workers supply their labor. Because of growth linkages be-
tween agriculture and non-agriculture, the specific types of activities to which
workers supply labor can inform the scope for growth linkages between differ-
ent sectors of the economy.
Recent micro evidence suggests that, while non-agricultural sources of in-
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Figure 2.9: Panel (a) shows average annualized output per worker
per year by month of household interview (and the 95
% confidence interval for each productivity measure).
The horizontal line shows the annual mean for each
productivity measure, with the dashed lines above and
below depicting their 95 % confidence intervals. And
the share of observations per month is plotted at the
bottom of the figure along the right hand axis. Panel (b)
shows sectoral output per hour of labor supplied, along
with the annual mean for output per hour worked.
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come bring the highest returns across the welfare distribution, the majority
of households in African rural areas remain specialized in agricultural income
earning activities (Davis, Di Giuseppe, and Zezza, 2014). After controlling for
per capita income, though, households in Sub-Saharan Africa have similar di-
versification levels as households in other regions of the world.
A close examination of the non-farm activities in which households are in-
volved suggests some clear patterns across countries. Workers outside of agri-
culture are more educated, younger, and less female than agricultural workers.
Rural non-farm activities tend to be closely related to agriculture, with strong
producer and consumer linkages.
2.6.1 Household and worker characteristics
It is important to explore any systematic differences in characteristics of sector
participants, so that they can be taken into account when interpreting sector la-
bor supply data generated from national accounts. Indeed, the macro-economic
literature is concerned with systematic differences in human capital across sec-
tors and the implications for bias in productivity measures (Vollrath, 2014).
Industry and service sector workers tend to be younger, on average, than
agricultural workers. In all countries, the agricultural work force contains a
larger share of women than men, while industry and service sector work forces
contain more men than women. Palacios-Lopez, Christiaensen, and Kilic (2015)
provide analysis of gender share of agricultural labor supply using LSMS-ISA
data, pooling own and hired farm labor supply by gender. They find that
women do not necessarily contribute a larger share of agricultural labor, in
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Figure 2.10: Primary sector participation rates across age cohorts.
terms of person-days, than do men. The average years of education completed
tend to be highest for services sector workers and lowest for agricultural sec-
tor workers. These educational differences point to possible systematic cross-
sector skills differences. Individuals who do not supply labor to any sector are
younger and more female, on average, than agricultural workers.
Figure 2.10 depicts the changing primary sector of workers across all major
age cohorts. Youth (ages 15-24) have lower participation in economic activities
than do young adults (ages 25-34). Economically active youth supply larger
shares of labor to agriculture (compared to industry and services) than do eco-
nomically active young adults. Despite these differences, labor shares are robust
to the specification of the adulthood threshold at age 25 rather than age 15.10
Tables 2.4 and 2.5 summarizes individuals participation in self and wage
employment activities by sector, describing participation rates and basic char-
10Results can be shared upon request.
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acteristics of participants in both rural (Table 2.4) and urban (Table 2.5) popu-
lations. The tables summarize all individuals who participate in self and wage
employment in each sector, not just those who primarily participate. Davis, Di
Giuseppe, and Zezza (2014) generate household level estimates of participation
in wage and self-employment by rural LSMS-ISA households.
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Participation in self-employment is more common than wage labor par-
ticipation in all countries, with 74-89% of rural adults participating in farm-
ing. Agricultural wage labor participation is less common than farming, with
fewer than 15% of rural adults participating in Ethiopia, Tanzania and Uganda,
and 33% in Malawi. In all countries, the average agricultural wage laborer is
much more likely to be male than the average farm worker. Agricultural wage
workers have more education, on average, than farm workers in Ethiopia and
Malawi, and less in Tanzania and Uganda.
Behind agriculture, the services sector has the next highest overall participa-
tion rate. And in urban areas, the services sector is the most important. Workers
are more likely to participate in the services sector through self-employment
than wage employment in both rural and urban areas, except in urban Ethiopia
where wage employment is higher than self-employment. Wage labor partici-
pants in the services sector are more likely to be male and to have higher ed-
ucation levels than self-employed service sector participants. Both wage and
services sector participants supply similar numbers of hours per year except in
Tanzania, where service sector self-employed workers supply far fewer hours
than do wage laborers.
Within the industry sector, rural individuals typically are more likely to par-
ticipate as self-employed rather than wage workers. Participation as either self-
employed or wage workers is below 6.5% everywhere except Malawi, where
one third of rural adults participate in industry sector self-employment.11 In
rural areas, industry wage laborers are very strongly male, while industry self-
11In the Malawi survey, industry-sector self-employment firms tend to be involved in rudi-
mentary value addition activities like beer brewing or brick making or basket weaving. In
Malawi, basic roadside selling of food products was coded as manufacturing, whereas in other
countries, these activities are usually coded to the service sector.
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employed workers are mostly female. Urban participation in industry sector ac-
tivities is slightly higher than is rural participation everywhere except Malawi.
There is always concern that differences in productivity may reflect observed
and unobserved differences in the households and individuals participating in
the activities rather than inherent differences in the economic productivity of
the activities themselves. In an attempt to control for the effects of household
level selection on productivity gap measurement, I generate within-household
sector-activity productivity gap measures for households that participate in
multiple activities. For households that participate both in farming and another
activity, these reflect the ratio within the household between returns to the non-
farm activity and farming. Figure 2.11 depicts the median of intra-household
productivity gaps. The conditional productivity gap for service sector wages,
for example, is based on a comparison between annual returns per participant
to farming and service sector wage labor within households who participate in
both activities.
The conditional sector-activity gaps depicted in Figure 2.9 are considerably
smaller than the unconditional gaps depicted in Figure 2.7. The fact that within-
household gaps are so much smaller than between-household gaps suggests
that heterogeneity in household characteristics between activity-sector partici-
pants could partly explain between-household productivity gaps. The observed
small magnitude of intra-household gaps also suggests that structural barri-
ers to improved household productivity that span across sectors may constrain
households opportunities to raise their productivity levels. Such structural bar-
riers to improved household productivity, including but not limited to the diffi-
culties of accumulating human capital, would limit the opportunity to achieve
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Figure 2.11: Conditional productivity gaps by activity for all
households (median). Panel (a) depicts the median of
intra-household productivity ratios between farming
and other activities, where productivity is defined as
output per worker per year. Panel (b) depicts the me-
dian of per hour intra-household productivity ratios.
This analysis is based only on households that partici-
pate in farming and another activity.
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productivity growth by shifting labor out of agriculture, even though produc-
tivity appears higher outside of agriculture on a per capita basis.
2.6.2 Farm and Non-Farm Linkages
Tables 2.6 and 2.7 break down non-farm self and wage employment activities
into a more granular list of sectors. For the self-employment columns, the to-
tal number of households in the dataset is provided, along with the number of
households that operate at least one non-farm enterprise, and the total num-
ber of firms present in the dataset. This final number is larger because some
households operate more than one firm. These firms are then categorized by
ten sub-sectors of the economy. In the non-farm wage employment columns,
the total number of individuals of working age is listed, along with the total
number who participate in wage labor, and the total number of jobs reported
in the dataset. Again, because some individuals have more than one source
of wage-earning income, the number of wage earning jobs is larger than the
number of wage market participants. Industry sector activities are divided into
mining, manufacturing, electricity and utilities, and construction. Service sec-
tor activities are broken into commerce, transport and communication, general
services, and finance. Summaries of activities are provided separately for rural
and urban areas (Tables 2.6 and 2.7, respectively). Many of the activities do not
occur, or occur only once, in each sample.
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Next, I use respondents free descriptions of their self-employment and wage
employment activities, along with the detailed industry codes assigned by enu-
merators, to examine carefully the kinds of non-farm activities in which respon-
dents are involved. Within each sub-sector, I use text analysis to identify the
words that most commonly appear in respondents descriptions (Laver, Benoit,
and Garry, 2003). We do not observe the level of formality associated with
household firms and wage-earning jobs because there is not enough compa-
rability across survey questionnaires to describe formality of employment ar-
rangements and/or firm registration.
In rural areas of all four countries, agricultural wage labor is the largest cat-
egory of wage employment. In Ethiopia, around 60% of wage employment oc-
curs as casual or informal labor for which no sector information or job descrip-
tion was collected. Most likely, this labor is supplied to the agriculture sector.12
Based on text analysis of the descriptions provided, most agricultural jobs in-
volve casual labor on farms for food or cash crop production, or they involve
livestock tending, hunting, fishing, and collection of forestry products, such as
fuel wood. Agricultural sector non-farm self-employment, which is not com-
mon, also tends to involve production of livestock, fishery, or forestry products.
Within the industry sector, mining does not play an important role in rural
or urban areas of any of the datasets we analyze. Manufacturing accounts for
between 13% and 38% of rural NFEs, with the smallest share in Tanzania and
the largest in Malawi. However, only 1-9% of wage-earning jobs occur in man-
ufacturing. According to text analysis, manufacturing NFEs focus heavily on
12This impression is based on my own experience shadowing LSMS-ISA survey teams in
Ethiopia during the 2012-2013 round of surveys, and on discussions with survey teams in
Ethiopia. Ganyu wage labor from Malawi and Productive Safety Net Program labor from
Ethiopia were categorized as agricultural based on consultations with survey teams.
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elementary activities such as brewing alcoholic beverages, charcoal production,
milling grains, butchering and other agricultural processing, baking and other
value addition activities, and the production of household goods, clothing, and
other handicrafts. Manufacturing wage jobs are similar, with a focus on agri-
processing for cash crops, timber, and textiles, as well as the manufacturing of
bricks and other building materials. Construction accounts for between 2% and
6% of rural wage jobs and between 5% and 9% of urban wage jobs but fewer
than 2% of NFEs. Construction wage employment, according to text analysis,
typically involves working as a laborer on a building or road construction site.
Individuals and households who participate in the industry sector are in-
volved mainly in manufacturing activities that have strong links with primary
agricultural production. Industry sector participants contribute to manufactur-
ing raw agricultural materials into typically non-tradable goods meant for local
consumption. These patterns suggest strong links between rural industry-sector
activities and agriculture. In rural areas, the manufacturing industry stands to
gain from productivity growth in agriculture, and rural manufacturing work-
ers are poised to benefit from demand spurred by rising agricultural incomes
in rural areas. Because the manufacturing activities reported in these surveys
are so closely linked with agriculture, one would not expect to see expansion of
rural industry sector activities independently, without any agricultural growth.
These classic Mellor-Johnston linkages are quite prominently featured in rural
households economic activities.
Commerce is the dominant focus of self-employment in the services sector,
while jobs tend to involve general services provision. Commerce comprises be-
tween 26% and 66% of both rural and urban firms. These are involved in activ-
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ities such as the wholesale and retail trade of fruits and vegetables, other food
items, charcoal, second hand goods, and other household goods. Commerce ac-
counts for up to 20% of wage earning in urban areas of Tanzania, but the share
is more often closer to 5%-10% in urban areas, and lower in rural areas. Com-
merce wage earners are most commonly sales clerks and store attendants. The
general services category is the most important for wage employment, account-
ing for 42%-45% of urban jobs across all countries, and 12%-31% of rural wage
earning jobs. These wage workers include teachers, health, social and religious
workers, public administrators, technicians, domestic service providers, as well
as restaurant, hotel, and tourism employees. General services account for a
smaller share of firms than of wage jobs. The most common firm descriptions
include restaurants, caterers, bars, hotels, professional service providers, and re-
pair shops. The transport sub-sector accounts for a small share of self and wage
employment everywhere. Transport activities tend to focus on transportation
services provided by bicycle, taxi, bus, or vehicle. Finance and real estate are
almost nonexistent in rural areas and account for 1%-3% of urban wage earning
jobs, which are most commonly administrative in nature.
Buying and selling agricultural products comprises a large share of com-
merce activity, with respect to both self and wage employment. As with the
industry sector, the services sector activities in which rural households partici-
pate are non-tradable in nature, and very focused on local consumers. Because
these service sector activities serve local consumers whose incomes are dom-
inated by agriculture-sector activities, the Mellor-Johnston linkages are again
quite prominent. One would expect agricultural productivity growth to spur
demand for increased local service sector labor. Given the nature of service sec-
tor activities, it would be hard to imagine strong growth in the services sector
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absent agricultural growth.
2.7 Conclusion
Micro level cross-sector labor productivity gaps are smaller than those gener-
ated using national accounts data. Inter-sectoral differences in annual earnings
per worker arise from differences in employment volume (hours per worker of
labor supplied) rather than wages or productivity per hour of labor supplied. At
least half of these per-worker productivity gaps can be explained by differences
in hours worked across sectors. The tendency is for individuals participating in
agriculture to supply fewer hours to agriculture, on average, than individuals
participating in other sectors. Returns to an hour of labor supplied outside of
agriculture are about 1.4 times as high as returns to an hour of agricultural labor,
on average, in the four countries analyzed.
Generally, the micro evidence seems consistent with the idea that there is
some scope for achieving productivity gains by shifting labor from agriculture
to industry or services. Households expect industry and service sector wage
workers to earn higher returns per year than farm workers. Self-employment
brings higher annual returns to participants than farming but lower than wage
employment. Since micro gaps are smaller than macro gaps, workers, who are
the owners of labor, may not stand to reap the large benefits of labor exiting agri-
culture that are expected in the economy as a whole (should national accounts
data indeed reflect true economy-wide productivity gaps). Small per-worker-
per-year micro gaps also suggest that agriculture-sector workers do not feel as
strong a pull from industry and services as one might expect based on national
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accounts data. Small per-hour gaps do not undermine agricultures role in struc-
tural transformation. Despite low per-hour gaps in agriculture, it appears that
workers have an excess of labor that could be absorbed productively in other
sectors. This requires growth in demand for labor within or outside of agricul-
ture.
Though underemployment in agriculture has been observed in the devel-
oping country context, it is not a well understood phenomenon. Widespread
underemployment could erode the benefits of using agricultural labor more
productively. The existence of large employment gaps across sectors raises the
question of what limits the supply of hours in agriculture and what role technol-
ogy, infrastructure and policies might play in addressing agricultural underem-
ployment. Smallholders could be operating at high levels of technical efficiency,
yet face environmental production constraints, such as limiting in-season rain-
fall for rainfed crops (Sherlund, Barrett, and Adesina, 2002; Schultz, 1964). In
this case, there could be scope to smooth labor demand with water control in-
frastructure and management practices. Demand for agricultural labor could be
constrained due to the time-sensitive nature of agricultural tasks, such as land
preparation, planting, weeding, and harvest. If certain time-sensitive tasks cre-
ate labor supply bottlenecks, then interventions to address these bottlenecks,
such as mechanization, could generate productivity gains. Mechanization has
been very limited in LSMS-ISA countries (Sheahan and Barrett, 2014), though
this demand could reflect frictions in capital markets.
Barriers to participation in non-farm self or wage employment could limit la-
bor supply outside of agriculture by underemployed agricultural workers (Bar-
rett, Reardon, and Webb, 2001; Rodrik, 2014b). These could arise from con-
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straints to accumulating human capital, or limited opportunities for off-farm
employment. The evidence suggests that individuals and households may in-
deed face barriers to participation in non-agriculture activities. Workers who
primarily participate in the industry and service sectors tend to also participate
in agriculture, while the reverse is not true of workers who are primarily agri-
cultural. Service sector participants, in particular, tend to have higher educa-
tion levels than workers in other sectors. Some households may face structural
barriers to labor productivity growth that span across multiple sectors. The
small size of conditional gaps (within-household gaps faced by participants
in multiple sectors) relative to unconditional gaps (pooled, cross-sector gaps)
suggests that selection effects into non-agriculture activities contribute to cross-
sector productivity differentials. Households who are unable to diversify might
face even smaller productivity gains outside of agriculture than those who are,
further eroding the benefits of structural reallocation of labor.
Overall, the analysis emphasizes agricultures key role in Sub-Saharan
African economies, while also raising questions about agricultural employ-
ment gaps, their determinants, and how they shape the opportunity to achieve
economy-wide labor productivity growth. A between-sector gradient in an-
nual output per worker remains to be exploited. Improving annual output per
worker within agriculture, the highest participation sector by far, requires a bet-
ter understanding of labor demand by smallholder farmers.
Agriculture, and specifically the operation of household farms, remains a
dominant economic activity in rural areas of Sub-Saharan Africa. And, further-
more, much of the labor supplied to industry and services sectors involves the
processing and trading of agricultural and other primary goods for consumers
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whose incomes are dominated by agriculture-sector activities. Furthermore, the
non-farm activities in which rural households are involved, across countries,
are incredibly closely linked with agriculture. These strong links highlight ad-
ditional benefits to achieving agricultural productivity growth, which can in-
crease the supply of raw materials for manufacturing and increase the demand
for non-tradable goods and services. These linkages are also sobering as, apart
from agriculture, no engine for rural economic growth is apparent.
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CHAPTER 3
OCCUPATIONAL CHOICE AND AGRICULTURAL LABOR EXITS IN
SUB-SAHARAN AFRICA
3.1 Introduction
Economic development is characterized, almost universally, by rising output
per agricultural worker and the movement of labor from agriculture to other
sectors, which together result in rising incomes and falling incidence of poverty
(Timmer, 2009). African countries are mostly in the early stages of this structural
transformation process, with large cross-sector productivity gaps and large la-
bor shares still in agriculture (Gollin, Lagakos, and Waugh, 2014b). Recently,
though, growth has been observed in annual output per worker across Sub-
Saharan Africa. In the aggregate, labor exits from agriculture to other sectors ex-
plain about half of the observed increases in annual output per worker (McMil-
lan and Harttgen, 2014).
Growth in agricultural labor productivity is closely associated with poverty
reduction, both through the direct effects on the many workers who partici-
pate in the agricultural sector, and indirectly, because it leads to growth in non-
agriculture sectors and lowers food prices through increased per capita food
supplies (De Janvry and Sadoulet, 2010). Few debate the importance of farming
to poor households, simply because farming is the occupation in which the poor
participate with the highest frequency (Christiaensen, Demery, and Kuhl, 2011).
What is under debate in Sub-Saharan Africa today, however, is the scope
for achieving structural change through smallholder-focused interventions in
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Sub-Saharan Africa. Some agriculture-skeptics argue that smallholder farm-
ers are weak agents for labor productivity growth of the magnitude necessary
to trigger large scale poverty reduction due to low baseline productivity and
poor prospects for improving labor productivity within agriculture (e.g., Der-
con, 2013; Collier and Dercon, 2014; Dercon and Gollin, 2014). By extension,
these skeptics question the role of agricultural interventions in poverty reduc-
tion.
Historically, technology-led agricultural productivity growth has been the
essential lever for launching structural transformation (e.g., Johnston and Mel-
lor, 1961; World Bank, 2008; Christiaensen, Demery, and Kuhl, 2011). The
economy-wide labor productivity growth that accompanied the widespread
adoption of high-yielding varieties in South and East Asia and Latin America
during the Green Revolution serves as evidence (Evenson and Gollin, 2003).
And most economists have long rejected the idea that economic growth can be
spurred in poor economies while agriculture remains stagnant (Ranis, 2004).
Nevertheless, development experts have highlighted the importance of inter-
ventions that raise labor productivity more generally and in other sectors of the
economy.
Today’s debate on agriculture’s role in overall economic growth in Sub-
Saharan Africa hinges on the potential for raising labor productivity in agri-
culture and in other sectors, and on the impacts of rising labor productivity. In
this case, labor productivity in a sector refers to the net returns achieved per
worker who participates in that sector. Many types of interventions are associ-
ated with rising labor productivity – agricultural technology, improved educa-
tion, improved infrastructure, etc. The effects of labor productivity enhancing
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interventions can play out on the intensive margins, for workers who remain in
the same occupation as productivity changes, and on the extensive margins, as
workers shift occupations in response to productivity changes.
The occupational choice decisions that underlie the structural transforma-
tion process play out among many households and farms in heterogeneous set-
tings. While there is empirical regularity in the aggregate relationships between
agricultural productivity growth, non-farm growth, agricultural labor exits,
overall economic growth, and poverty reduction; the micro-economic processes
that underlie these relationships are not well understood (Foster and Rosen-
zweig, 2007). To my knowledge, no empirical study has explicitly examined
the micro-economic dimensions of agricultural transformation in Sub-Saharan
Africa in the context of occupational choice and technological change.
One major reason for research scarcity on this topic has been, until very re-
cently, lack of datasets that cover relevant farming and non-farming activities of
households in both urban and rural areas, including household-managed non-
farm enterprises and farms as well as wage labor. Taking advantage of newly
available, innovative Living Standards Measurement Study - Integrated Sur-
veys on Agriculture (LSMS-ISA) datasets, I examine the role that improved agri-
cultural technology plays in fostering structural change in African economies. I
match LSMS-ISA datasets with a number of other relevant datasets using geo-
referenced household locations. I then model annual household returns to par-
ticipation in farming, non-farm self employment, and wage employment. I find
that, in farming, latent labor productivity for households is closely related to
household size, the cost of hired labor, land owned, precipitation, and soil nutri-
ents. Self employment latent labor productivity is closely related to peri-urban
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status, the age of the household head, and ownership of productive assets. And
wage employment latent labor productivity is closely related to market access,
male headedness of the household, education wtihin the household, and local
wage rates.
I use imputed latent labor productivity measures to estimate a household
level polytomous model of occupational choice. Predicted occupational choices
closely match actual occupational choice shares for observations left out of the
estimation sample, and for different sub-populations within the estimation sam-
ple. Finally, I simulate the welfare impacts of doubling labor productivity in
farming, self employment and wage employment, respectively. I estimate these
impacts both along the intensive margins of participation, for households that
do not change occupational choices, and along the extensive margins of partic-
ipation, for households that do change occupational choices. The lion’s share
of welfare effects are experienced by households that do not shift occupational
choice. Participation in farming is overall non-responsive to any of the pro-
ductivity shocks. Some entry into self employment is seen for the self employ-
ment labor productivity shock, and into wage employment for the wage labor
productivity shock. Households tend to enter into self and wage employment
without exiting farming. The results suggest that agricultural labor productivity
growth can lead to large welfare gains because so many households participate
in farming, without impacting the probability that households participate in
farming.
72
3.2 Model
In Sub-Saharan Africa, workers outside of agriculture tend to have higher re-
turns per worker per year (McCullough, 2015; Gollin, Lagakos, and Waugh,
2014b; McMillan and Harttgen, 2014). This occurs not because activities outside
of agriculture are inherently more productive per hour of labor worked, but be-
cause workers outside of agriculture tend to supply more hours of labor per
year, while the agricultural sector houses a large reservoir of underemployed
workers (McCullough, 2015).
Because ability to participate in fuller-employment activities outside of agri-
culture seems to be a very important determinant of annual worker returns and
household expenditures per capita, this paper focuses on the extensive margin
of labor supply (choice of occupation) rather than the intensive margin (hours
worked per year in each occupation). I use a discrete choice framework not
only because the extensive margins of labor supply are of greater interest than
the intensive margins in the structural change framework, but also because la-
bor supply is difficult to measure on the intensive margin, with measurement
error differing systematically across occupational choices.
While self employment is not as commonly included in occupational choice
models as is wage employment, I allow for it as an occupational choice because
it is a very common one in the Sub-Saharan African setting. Furthermore, the
shift of labor from self employment to wage employment is a key characteristic
of the development process (Behrman, 1999), and one that is associated with
labor productivity growth even when workers do not change sectors as they
shift from self to wage employment (McCaig and Pavcnik, 2013). Here, self em-
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ployment does not include own production of household goods, such as child
rearing, but rather the operation of household-managed enterprises intended to
generate income for the household.1 I also allow households to participate in
multiple activities simultaneously, reflecting the reality of occupational choices
observed in this setting (Barrett, Reardon, and Webb, 2001; Davis et al., 2010).
I assume a representative household makes its occupational choice of partic-
ipation (P = 1) or non-participation (P = 0) in each of three activities: farm
operation (F), wage employment (WE), and self employment (SE). Allowing
for each binary option in that triplet, the choice set contains 8 = 23 possibil-
ities. Households derive utility from income per household member (income
per adult equivalent is Yi, with si denoting household size).
I use a basic household random utility model with discrete occupational
choices to derive estimable equations for structural model parameters, where
household utility has both observed and unobserved components, and house-
holds are assumed to select the option that brings it the highest utility. Random
utility occupational choice models are widely used in labor economics to study
the effects of policies and taxes on labor supply (e.g., Keane and Wolpin, 1997;
Keane and Moffitt, 1998; van Soest, Das, and Gong, 2002). I model occupational
choices at the household level rather than the individual level because, for two
of the three activities available to households – farming and self employment
– returns are only observable at the household level.2 In this formulation, util-
ity received by household i from decision j (ui j) is known to the decision-maker
1Virtually all households have at least one member who engages in the production of house-
hold goods on the extensive margin, so participation in household good production would not
be very interesting to model empirically, at least at the household level.
2Modeling individual occupational choices would be an interesting extension, which would
allow for closer examination of age and gender patterns. It requires use of some assumptions
on how returns to participation in farming and self employment vary within the household.
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(household i) but not to the researcher. Household i chooses option k if and only
if uik ≥ ui j ∀ k , j and uik > ui j for at least one k , j. The household observes
its own utility (ui j) across choices, which can be decomposed into a component
observed by the researcher (Ui j) and an unobserved compoenent (εi j). Some
distributional assumptions made on εi j are required for maximum likelihood
estimation of model parameters. The assumptions made here are discussed in
section ??.
The household’s decision follows:
max
Pi j=(PF ,PWE ,PS E)
ui(Pi j) = α · Y .5i j + γ j ·Ci + δ j + εi j (3.1)
s.t.
Yi ≡ 1si (Πi + Ri) (3.2)
Πi ≡ PFi · ΠFi + PS Ei · ΠS Ei + PWEi · ΠWEi (3.3)
Pai ∈ {0, 1} ∀ a ∈ {F,WE, S E} (3.4)
Each household’s income (Yi) is determined by the process defined in equa-
tion 3.2. For each household and occupational choice, the corresponding income
is determined by the net returns (profits) to participating in farming, wage em-
ployment, and self employment (ΠF , ΠWE , and ΠS E, respectively). Income also
includes non-labor income sources (R), which do not vary across occupational
choices and are derived from public and private transfers and other sources.
The index variable j refers to each of the 8 unique combinations of participation
in the three different activities from which the household selects its occupational
choice. The household’s choice of occupation is influenced by additional choice
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predictors (Ci), such as the household head’s parent’s education level, that influ-
ence a household’s selection into an occupation apart from affecting the returns
to participation.
There is no leisure consumption in the model. Rather, any dis-utility associ-
ated with supplying labor to occupation is reflected in the occupation-specific
preference shifters (δ j). I use a functional form that is monotonically increasing
and concave in income.3 I do not impose a priori that utility is decreasing in la-
bor supply. In this model, both willful non-participation in the labor force and
unemployment (unsuccessfully attempting to participate in wage employment
or other activities) are observed equally, as non-supply of labor. It is not possible
to distinguish between these outcomes empirically.
Net returns to participation in an activity are determined by a flexibly speci-
fied indirect profit function, which is the dual of a multi-input production func-
tion. Consider a total of K farm inputs and outputs, hereafter the netput vec-
tor. The profit function takes the input and output price vector as arguments.
Here, I use a flexible Generalized Leontief form to specify the returns to activity
a ∈ {F, S E,WE}. This functional form is advantageous for its flexibility. This
process is described in equation 3.5.
Πai (P
a
i ) =
K∑
k=1
βakx
1/2
k +
K∑
k=1
M∑
m=1
βakm(x
1/2
k x
1/2
m ) + eai (3.5)
Here, xk refers to the kth variable in the netput vector, which includes the vari-
ables that proxy for household shadow prices and relevant context variables
that condition household returns to participation in an activity. For example,
3The utility function parameters are quite robust to different specifications that do not im-
pose that utility is concave or monotonically increasing in income.
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mean rainfall is used as a control for returns to farming. All of the variables are
interacted with each other in the specification. I model returns to sector par-
ticipation using a stylized profit function rather than an expenditure function
or production function for several reasons. First, it allows me to avoid model-
ing endogenous input use decisions, which then lead to an infinite choice set
of inputs used and occupational choices. Rather, the stylized profit function
takes prices and key context variables as arguments, which are observable for
households that participate in an activity and for those that do not. Second, this
approach is relevant in the developing country setting, where there is strong
evidence of input and output market frictions, and different households face
different prices (Dillon and Barrett, 2014; De Janvry, Fafchamps, and Sadoulet,
1991; Barrett, 2007). Rather than restricting the choice set of occupations avail-
able to different households, I allow shadow prices and returns to vary as a
function of geographically determined and household specific observable vari-
ables. The specific instruments included for shadow prices are discussed in
section ??.
Neither the profit function nor the occupational choice model explicitly in-
cludes the fixed costs associated with entering or exiting an occupation. These
costs are simply not available in the data. When fixed costs associated with par-
ticipating in an activity are ignored, discrete choice labor supply models tend
to under-predict non-participation in that activity (van Soest, Das, and Gong,
2002). Occupation-specific preference shifters (δ j) can pick up these fixed costs
when they are not observed directly. The consequence is that one cannot then
disentangle the effects of fixed costs versus alternative-specific preference het-
erogeneity on participation choices. This must be considered when interpreting
the vector of preference shifting parameters.
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This model rests on several assumptions. It is a static model, and there-
fore does not allow for borrowing or saving. Risk and uncertainty are not fea-
tured in the profit functions for farm and non-farm enterprises, though risks
that households associate with different occupations, and preferences for those
risks, can be absorbed into the occupation-specific preference shifters. At this
point, general equilibrium effects on wages and prices are not explored. Rel-
evant equilibrium effects in the structural change context include employment
effects resulting in changing wage rates, changes in relative output prices due to
non-homothetic demand and non-tradability of goods and services consumed
(or closed markets). These equilibrium effects are certainly of interest in future
studies. The partial equilibrium estimates remain interesting and relevant in the
short term.
I estimate a static, rather than dynamic, model because the time interval be-
tween survey rounds is fairly short (2-3 years). Transition matrices between the
first and second survey rounds for farm, self and wage employment are shown
in Figure 3.1. Overall, a plurality of households never participate in wage la-
bor markets and more households appear to exit wage labor employment than
enter it. Conversely, more households enter self employment than exit it. The
largest categories are households who do not change participation in any given
activity across survey rounds. This is particularly true for farming, where a
large majority (about two thirds) of households farmed in both survey rounds.
Furthermore, there is not a lot of temporal variation in many of the variables
used to estimate returns to participation. The focus is on explaining, in a pooled
cross-section, observed patterns of occupational choice within the framework
of structural change processes, and then to address how these patterns might
change in different circumstances.
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Figure 3.1: Transition matrices for households between 2008 and
2011, by activity. Farming is shown, followed by self
employment and wage employment.
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3.3 Estimation
Estimation proceeds in two stages. In the first stage, I estimate profit function
parameters. In the second, I estimate the parameters of an occupational choice
model using imputed profits. One major challenge in estimating returns to par-
ticipation is, of course, that returns are only observed for households that elect
to participate. I control for selection effects by estimating returns to participa-
tion on the full sample of participants and non-participants, using a Heckman
selection model (Heckman, 1979). For each activity (farming, wage employ-
ment, and self employment), I estimate annual returns per household as a func-
tion of the x variables described in equation 3.5 and the selection variables (C)
described in equation 3.1. The estimation equation follows. Equations 3.6 and
3.7 are estimated jointly, and u1 and u2 are have a correlation coefficient of ρ.
Πai (P
a
i ) =
K∑
k=1
βakx
1/2
k +
K∑
k=1
M∑
m=1
βakm(x
1/2
k x
1/2
m ) + u1 (3.6)
and Πa is observed if:λ j ·Ci + u2 > 0 (3.7)
Then, using the estimated β parameters, I impute returns to participation
in farming, wage, and self employment for all households, regardless of their
participation. Imputed returns are then used to generate for each household a
vector of incomes, one for each of the 8 possible choices. I assume that non-
participation in activity a results in a profit of 0 for that activity.
For the second stage estimation, I use a mixed logit model in order to avoid
the strong independence from irrelevant assumptions that occur with multino-
mial logit models. By estimating the preference shifters as random coefficients, I
allow for preference heterogeneity and correlation of errors across choices. The
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random coefficient is δk j, and it is estimated at the lowest administrative level
above the household. Because there is only one observation per household in
the sample, it is not tractable to estimate the random coefficient at the household
level. This approach is akin to an error components model, with δk j serving as
a structured component of the unobserved utility (Train, 2002). The remaining
component of the unobserved utility, error term εi j, is assumed to be indepen-
dent and identically distributed according to the extreme value (Gumbel) dis-
tribution.
After integrating out the random error, the probability of each choice is then
given by equation 3.8. The index term w refers to ward level, which is the lowest
administrative level observed in the data. Since there is only one observation
per household, I estimate the random parameters at the ward level rather than
the household level. Because of the considerable computational demands of
exact maximum likelihood estimation, I use maximum simulated likelihood to
estimate α, γ, δ¯, and Σ (Gu, Hole, and Knox, 2013).
Prob(Pi jw = 1) =
∫ ( eαY .5i j +γ′jci · eδ jw∑
k eαY
.5
ik+γ
′
kci · eδkw
)
φ(δ)dδ (3.8)
δ ∼ N(δ¯,Σ) (3.9)
Following estimation, I predict choice probabilities for each household and
choice by simulating R draws, drawing values of δw j from the distribution
f (δ|δ¯,Σ) and εi j from the Gumbel distribution.
The marginal effect of a choice variable or profit function variable on partic-
ipation in an activity can be derived from equation 3.8. The parameters for all
options appear in the probability equation for each option. It is not straightfor-
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ward, ex ante, to predict how occupational choices will vary with profit function
variables that appear in profit functions for multiple activities. With the func-
tional forms specified, the marginal effects of each profit and choice variable are
allowed to vary across households.
3.4 Data and variables
I estimate the model using household level data from the Tanzanian National
Panel Survey, which is part of the LSMS-ISA dataset. These nationally represen-
tative, multi-topic and multi-purpose surveys allow for construction of occupa-
tional choice, time use, and returns to participation variables. They also include
relevant covariates, such as firm and farm inputs and outputs, infrastructure
and market access, and household characteristics. I estimate the model using
the 2010-11 round of data.
For each household4, I generate labor supply variables based on individual
level, activity-specific time recall variables over the 12 month period preceding
the survey date. I then classify households by their corresponding occupational
choices Pi = (PF , PE, PM), with participation defined as positive supply of hours
by a household member to a given activity and non-participation defined as no
supply of labor to the activity. Because I am interested in the annual returns
to participation per household, and in the intensive margins of labor supply
and occupational choice, I do not differentiate between households who supply
different hours of labor to the same activity. If households run an enterprise
without any member supplying any labor to it, or if a household operates a farm
4In this survey, households are defined as groups of individuals who live together and share
meals.
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Table 3.1: Tabulation of Occupational Choices
Farm Farm, Farm, Farm,
None Self Self Self, Self,
Wage Wage Wage Wage
Rural
Number HHs 110 871 127 553 119 348 68 251
Share HHs 0.0450 0.356 0.0519 0.226 0.0486 0.142 0.0278 0.103
Per capita consumption, usd 1,054 697.2 1,374 803.5 2,026 669.0 1,269 847.6
(sd) 1,208 484.5 1,340 519.3 1,517 494.3 1,033 605.0
Urban
Number HHs 96 72 303 123 232 65 189 72
Share HHs 0.0833 0.0625 0.263 0.107 0.201 0.0564 0.164 0.0625
Per capita consumption, usd 2,392 921.4 2,072 1,243 2,554 1,431 2,113 1,201
(sd) 1,821 557.3 1,586 1,134 1,821 1,228 1,629 822.9
without any household member supplying any labor to it, I do not consider this
participation from a labor supply perspective. Participation rates and average
per capita incomes are tabulated by occupational choice in Table 3.1.
Besides participation, the other dependent variable in the model is returns
to participation. The net returns to self employment in a farm enterprise are the
gross value of output, including the value of own-consumed or non-marketed
farm products, net costs incurred, which include purchase of inputs, non-farm
hired labor, machinery, etc. The net returns to self employment in a non-farm
enterprise consist of gross firm procedes over the 12-month recall period minus
costs incurred. Wage labor net returns consist of the total gross wages earned
during the 12-month recall period by household members who worked as la-
borers during the period. For ease of interpretation, I convert all local currency
based measures to constant international dollars using the purchasing power
parity conversion factor for private consumption from the World Banks World
Development Indicators.
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In order to estimate the second stage of the model, it is important to observe
all of the first stage covariates not just for households’ chosen occupations, but
also for non-chosen occupations. The imputed incomes for non-chosen options
are reflected in the denominator of each choice probability equation, as depicted
in Equation 3.8. Therefore, the first stage estimation of returns to activity partic-
ipation uses variables that can be observed regardless of the households’ occu-
pational choice.
In the agricultural profit functions, the contextual variables are derived from
multiple datasets. A general control for agricultural yield potential was created
by matching low-technology yield potential estimates from the gridded Global
Agro-Ecological Zones dataset with household locations.5 Yield potential esti-
mates are aggregated across the most country’s most widely grown crops6 using
crop area weights generated from crop maps contained in the Harvest Choice
dataset.7 Farm technology is proxied by crop model generated yield predic-
tions for a high technology use scenario and a low technology use scenario.
These yield predictions are generated part of the Global Agro-Ecological Zones
dataset, using the same crop area weights to create cross-crop measures of tech-
nological potential.8
Additional agricultural variables from georeferenced sources include mean
rainfall during the wettest quarter of the year (from the National Oceanographic
and Atmospheric Association), average slope (from the US Geological Survey),
soil nutrient retention capacity and workability (from FAO) and the share of
land under irrigation (FAO). Using the LSMS-ISA dataset, I generate a locally
5http://www.fao.org/nr/gaez/en/
6For Tanzania, this list includes maize, paddy rice, cassava, banana, sweet potato, sugar, and
cotton.
7http://harvestchoice.org/
8http://www.fao.org/nr/gaez/en/
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smoothed estimate of daily median wages paid per hired farm worker as a
proxy for labor prices. The smoothing technique used for median wages and
for other variables in this section involves generating a variable at the smallest
administrative unit above the household. In the case of Tanzania, this is the
ward. If at least three observations of the variable are not available at the ward
level, I use the next higher administrative level to generate the statistic. In the
case of wages, I use median instead of mean wages in order to reduce the influ-
ence of outliers. Land prices are proxied by population density and total area
of land owned by the household. Availability of machinery is proxied by the
availability of tractors, as described by the locally smoothed rate of tractor use
by survey respondents. Table 3.2 contains summaries of the farm profit vari-
ables used in profit modeling, tabulated across the eight occupational choices.
The self employment profit variables include the locally smoothed median
average annual cost per worker hired by an enterprise, generated from the
LSMS-ISA dataset, as a proxy for labor costs. Access to productive capital is
proxied by one index of non-agricultural productive assets and another one
for agricultural productive assets. Durable household goods like televisions
and mattresses are not included in the index. The prevalence of energy inputs
is proxied by nighttime light intensity, taken from the Defense Meteorological
Satellite data. Table 3.3 summarizes enterprise profit variables by occupational
choice.
Wage labor profit variables include locally smoothed median annual returns
to wage employment and participation rates for the agricultural, industry, and
service sectors. These are meant to proxy for the demand for wage employment.
The wage labor variables are summarized by occupational choice in Table 3.4.
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Additionally, the maximum educational level attained by any household mem-
ber is also included, on the premise that the most educated household member
is the one most likely to secure wage employment outside of the household.
In all of the profit functions, a common set of demographic and geographic
variables is included. This includes a dummy equal to one for urban house-
holds, as included in the LSMS dataset. It also includes a dummy for peri-urban
households, which are assumed to be those that can travel to a population cen-
ter of at least 500,000 people within two hours. The household’s travel time to
the nearest town of 500,000 or above, its network distance to the nearest town of
100,000 or above, and its network distance to the nearest major road are also
included. Network distances are generated using maps of transport routes.
Household level common demographic variables included in profit functions
are the number of household members between the ages of 16 and 65, the age
of the household head, a dummy variable the equals one if the household head
is female, and the average years of education among household adults, exclud-
ing indivduals under the age of 25 who may still be enrolled in school. These
common profit variables are summarized by occupational choice in Table 3.5.
Finally, a few additional variables are also included as predictors of house-
holds’ occupational choices apart from their effects on profits. These include a
measure of the household’s incoming transfers received from public and private
sources. Demographic variables include household size, the share of household
members who are dependent (below the age of 15 or over the age of 65), and a
dummy that equals one if the household head’s father attended school. Finally,
I include the average length of the agricultural growing season, which was gen-
erated using MODIS global vegetation phenology dataset. These variables are
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summarized by occupation choice in Table 3.5. Basic summary statistics for all
covariates are contained in the appendix in Table ??.
3.5 Results
I estimate the model using the 2010-11 round of Tanzania survey data. Table
3.6 depicts the marginal effects each variable on annual household returns to
participation in farm employment, self employment, and wage employment.
The selection variable coefficients are shown in Table 3.7. The first stage model
fit is fairly pretty good, with pseudo-R2 values of 0.32 for farming, 0.20 for self
employment, and 0.43 for wage employment.
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Table 3.2: Summary statistics for farm variables, by occupational
choice
Farm Farm, Farm, Farm,
None Self Self Self, Self,
Wage Wage Wage Wage
Yield Potential
low (cross-crop
ind)
0.475 0.423 0.457 0.435 0.475 0.452 0.465 0.427
(sd) 0.139 0.179 0.121 0.169 0.122 0.169 0.103 0.166
Yield Potential
high (cross-crop
ind)
0.556 0.506 0.543 0.520 0.551 0.538 0.558 0.519
(sd) 0.159 0.205 0.133 0.187 0.137 0.195 0.125 0.190
Rate improved
maize seed use
(mean smth)
0.136 0.0822 0.170 0.0973 0.164 0.0878 0.184 0.0998
(sd) 0.203 0.145 0.198 0.162 0.197 0.165 0.193 0.174
Cost hired lbr
(med smth,
USD/day)
3.826 1.797 4.551 2.074 4.212 1.884 4.844 2.116
(sd) 2.705 1.493 2.740 1.709 2.711 1.534 2.750 1.739
Rate of tractor
use (mean smth) 0.0129 0.0452 0.00371 0.0376 0.00875 0.0383 0.00761 0.0301
(sd) 0.0452 0.110 0.0216 0.102 0.0457 0.0885 0.0343 0.0805
Land owned (ha,
RIGA) 0.230 1.811 0.166 1.874 0.0427 1.419 0.155 1.723
(sd) 0.620 1.979 0.868 2.375 0.246 1.849 0.674 1.956
Mean precip
wettest qrtr (mm,
NOAA CPC)
599.8 585.9 578.4 572.1 599.9 579.0 565.7 558.8
(sd) 167.9 193.1 128.8 185.5 146.1 191.9 118.7 165.0
Slope (pct, USGS) 3.798 6.066 3.361 5.081 3.749 5.710 3.046 5.407
(sd) 3.277 6.071 2.638 4.838 3.052 5.286 1.909 5.253
Soil nutrient
retention
capacity (FAO)
1.330 1.515 1.407 1.544 1.425 1.525 1.440 1.644
(sd) 0.770 0.853 1.109 0.933 0.994 0.719 1.240 1.101
Soil workability
(FAO) 1.272 1.682 1.228 1.675 1.208 1.535 1.249 1.731
(sd) 0.902 1.119 1.140 1.184 1.008 0.854 1.269 1.246
Share land
irrigated
(percent, FAO)
0.00303 0.00765 0.00609 0.00488 0.00385 0.00753 0.00297 0.00436
(sd) 0.0160 0.0319 0.0322 0.0220 0.0249 0.0351 0.0161 0.0212
88
Table 3.3: Summary statistics for self-employment variables, by oc-
cupational choice
Farm Farm, Farm, Farm,
None Self Self Self, Self,
Wage Wage Wage Wage
Cost/hired
worker (med
smth, USD)
1,034 521.3 1,283 549.8 1,354 542.5 1,347 539.2
(sd) 932.8 564.9 1,037 593.2 1,100 581.5 1,081 579.7
Nighttime light
ave
coverage(DMSP
F16)
1,392 34.74 1,778 145.8 1,868 71.59 2,042 207.1
(sd) 1,804 162.4 1,771 629.3 1,741 312.4 1,753 739.2
Financial service
available 0.549 0.348 0.579 0.395 0.593 0.429 0.576 0.399
(sd) 0.499 0.477 0.494 0.489 0.492 0.495 0.495 0.491
Productive
non-ag asset ind,
fact 1
0.675 0.644 1.079 0.885 1.085 0.705 1.279 1.066
(sd) 0.647 0.543 0.813 0.698 0.835 0.589 0.883 0.824
Productive
ag-related asset
ind, fact 1
0.0234 0.0331 0.0249 0.0397 0.0256 0.0330 0.0290 0.0382
(sd) 0.0155 0.0401 0.0221 0.0598 0.0295 0.0437 0.0399 0.0544
Net returns from
ent (USD) 0 0 4,861 2,052 0 0 4,514 1,888
(sd) 0 0 5,525 3,447 0 0 5,370 3,363
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Table 3.4: Summary statistics for wage employment variables, by
occupational choice
Farm Farm, Farm, Farm,
None Self Self Self, Self,
Wage Wage Wage Wage
Max educ in hh
(yrs) 7.908 6.133 9.416 7.428 10.64 7.421 10.56 8.576
(sd) 5.266 3.906 3.880 3.660 4.444 4.048 3.974 3.720
Nighttime light
intensity(DMSP
F16)
15.36 1.371 19.81 2.710 20.84 1.848 22.63 3.763
(sd) 17.47 3.081 16.49 6.786 16.03 4.135 15.93 7.888
Returns/ag
worker (med
smth, USD)
687.7 259.2 726.5 320.0 736.9 343.6 744.6 348.1
(sd) 583.2 333.9 504.2 384.2 568.1 443.5 528.3 421.3
Returns/ind
worker (med
smth, USD)
1,979 978.0 2,485 1,127 2,462 1,028 2,570 1,173
(sd) 1,302 731.3 1,316 989.4 1,290 848.3 1,412 966.9
Returns/ser
worker (med
smth, USD)
2,576 1,447 2,874 1,515 3,034 1,382 3,020 1,667
(sd) 2,507 1,785 2,650 1,795 2,623 1,781 2,665 2,188
Partpn in ag
emplmt (med
smth sh)
0.0562 0.123 0.0263 0.124 0.0308 0.209 0.0321 0.200
(sd) 0.0990 0.134 0.0734 0.139 0.0776 0.181 0.0755 0.192
Partpn in ind
emplmt (med
smth sh)
0.0740 0.0281 0.0958 0.0435 0.107 0.0612 0.125 0.0621
(sd) 0.0893 0.0661 0.103 0.0789 0.101 0.0991 0.103 0.0956
Partpn in ser
emplmt (med
smth sh)
0.279 0.116 0.344 0.145 0.441 0.203 0.423 0.243
(sd) 0.193 0.131 0.186 0.146 0.191 0.175 0.175 0.195
Net returns from
market (USD) 1,347 113.2 701.0 180.5 4,992 1,701 4,418 2,071
(sd) 3,641 1,008 2,559 1,486 5,170 3,394 5,132 3,753
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Table 3.5: Summary statistics for profit choice variables and con-
trols included in profit models for all occupations, by oc-
cupational choice
Farm Farm, Farm, Farm,
None Self Self Self, Self,
Wage Wage Wage Wage
Urban 0.466 0.0764 0.705 0.182 0.661 0.157 0.735 0.223
(sd) 0.500 0.266 0.457 0.386 0.474 0.365 0.442 0.417
Peri-urban dummy 0.0388 0.0286 0.0837 0.0607 0.0598 0.0557 0.0428 0.0929
(sd) 0.194 0.167 0.277 0.239 0.238 0.230 0.203 0.291
Hrs travel to nrst
town >500k
(LSMS-ISA)
5.120 8.288 3.632 7.658 3.793 6.986 2.766 6.790
(sd) 4.770 4.522 4.342 4.624 4.296 4.114 3.521 4.412
Network dist to
nrst town >100k
(km, LSMS-ISA)
71.94 141.6 49.97 134.2 44.90 131.6 39.00 136.4
(sd) 83.00 94.00 76.51 99.30 72.28 99.87 67.83 101.9
Dist nrst major rd
(km, LSMS-ISA) 13.65 24.88 5.836 22.32 6.480 20.59 4.849 16.96
(sd) 23.70 25.37 13.88 25.82 15.73 22.91 12.37 21.20
People per square
km, 2005 (ln, HC) 6.092 4.453 6.944 4.660 7.210 4.764 7.296 4.890
(sd) 2.511 1.156 1.996 1.327 1.815 1.153 1.776 1.320
Number hh
members 16-65 1.830 2.583 2.581 2.966 2.587 2.976 3.661 3.706
(sd) 1.192 1.593 1.482 1.859 1.574 1.529 2.044 1.947
Age of head 44.96 52.17 41.42 46.75 38.47 47.16 43.37 47.40
(sd) 18.17 16.76 13.60 14.48 12.65 14.90 13.08 14.39
Female head 0.432 0.238 0.323 0.250 0.211 0.228 0.233 0.180
(sd) 0.497 0.426 0.468 0.433 0.408 0.420 0.424 0.384
Yrs educ, adults
(ave) 6.918 4.507 8.178 5.894 9.456 5.737 8.871 6.525
(sd) 4.908 3.336 3.424 3.279 4.248 3.644 3.660 3.414
Transfers recvd
(USD) 117.2 73.55 67.24 67.25 81.81 83.84 82.88 71.91
(sd) 175.3 137.5 152.5 129.7 184.0 136.2 195.7 143.4
Household size 3.364 5.382 4.421 5.889 4.034 5.872 5.630 6.755
(sd) 2.261 2.946 2.509 3.390 2.634 2.830 2.954 3.213
HH dependent
share 0.303 0.414 0.247 0.359 0.176 0.347 0.215 0.323
(sd) 0.334 0.268 0.242 0.233 0.209 0.227 0.199 0.206
Head’s father
attended school 0.461 0.310 0.665 0.395 0.701 0.429 0.642 0.498
(sd) 0.500 0.463 0.472 0.489 0.459 0.495 0.480 0.501
Years educ, head 7.083 4.536 8.281 5.914 9.744 5.690 8.844 6.570
(sd) 5.252 3.918 3.924 3.900 4.615 4.187 4.540 4.393
Ave length of
season (days,
MOD12Q2)
182.4 174.0 183.8 172.7 184.1 179.2 186.4 177.6
(sd) 15.85 24.98 16.68 25.02 17.15 26.03 15.69 25.62
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For farming, the variables that have a marginal effect on annual profits that
is significantly different from zero, after controlling for selection, are: household
size (positive), land owned (positive), precipitation during the wettest quarter
of the year (positive), hired labor costs (negative), and soil nutrient retention
(negative). For self employment, the marginal effects that are significantly dif-
ferent from zero include: non-agricultural productive assets index (positive),
peri-urban dummy, with rural as the base case (negative), and the age of the
household head (negative). For wage employment , the marginal effects that
are significant include the years of education by the most educated household
member (positive), the average local wages for a service sector worker (posi-
tive), the distance to the nearest major road (negative), and a dummy for female
headed households, with male-headed households as the base case (negative).
I have included tables in the appendix that depict all of the coefficients for each
variable interaction, in matrix form (Table ?? for farming, Table ?? for self em-
ployment, and Table ?? for wage employment).
The parameter estimates for the second stage occupational choice model
are depicted in Table 3.8. The income parameter (α), and the parameters that
describe the multi-variate normal distribution of the alternative-specific coeffi-
cients are shown. The parameter estimates are consistent with scale heterogene-
ity across choices.
In Table 3.9, I show the average marginal effect of each profit function vari-
able on the probability of selecting each choice, along with the standard devi-
ation of the marginal effects. The profit function variables affect occupational
choice through income effects. They are calculated by differentiating the closed
form solution of the probability of participating in an occupation with respect
94
to the each x variable. This expression is evaluated at each data point, drawing
simulated δ coefficients using the estimated parameters of the multivariate nor-
mal distribution. Similarly in Table 3.10, I show the average marginal effect of
each selection variable on the probability of choosing each occupational choice.
The choice shares predicted by the model match very closely with the par-
ticipation shares observed in the data. Figure ?? shows the actual particpation
shares compared with the predicted shares, along with a box plot of the 5th to
the 95th percentiles of prediction probabilities. There is good fit across the en-
tire estimation sample and within specific subsamples, of the dataset. Figure
?? shows a scatterplot of predicted probabilities onto actual participation shares
for sixteen different subsets of the population. There is a very good fit between
predicted probabilities and actual choice shares within all groups for which fit
was checked. Next, I performed a validation exercise by estimating the model
on a subset of data, randomly dropping one fifth of the sample enumeration ar-
eas. Figure ?? depicts a comparison between predicted probabilities and actual
choice shares for the enumeration areas not used in model estimation, showing
a fairly close fit.
Occupational choices do not vary greatly over agroclimatic potential, as
characterized by a cross-crop index of medium-technology yield levels (Figure
3.2). Self and wage employment are much more common in high population
density areas than in low population density areas. And farming is much more
common in low population density areas than in high population density ar-
eas (Figure 3.3). This is consistent with high population density areas featuring
larger markets for those operating household non-farm enterprises. High popu-
lation density areas are also more likely to have surplus labor supply and more
95
wage labor employment opportunities. Households located nearer to popula-
tion centers of at least 100k people are more likely to participate in wage and self
employment than are households located farther from these population centers
(Figure 3.4). Those located further away from population centers are more likely
to farm, or to farm in addition to participating in wage or self employment.
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3.6 Policy Simulations
Understanding the sensitivity of occupational choice to labor productivity
growth in different sectors has important implications for prioritizing between
and targeting delivery of development interventions. A major pathway by
which technology-led agricultural labor productivity improvement has resulted
in poverty reduction, historically, has been through the eventual reallocation of
labor out of agriculture. These pathways are very context-specific, however,
and depend on returns to different income-earning opportunities that house-
holds face in lieu of, or in addition to, farming.
I simulate three stylized labor productivity shocks in order to understand
how these interventions are likely to affect welfare, and the relative importance
of shifting occupational choices vis a vis within-sector welfare gains. The first
relates to farm labor productivity. I double each households’ imputed measure
of farm labor productivity. In the second simulation, I double each households’
imputed measure of self employment productivity. And, in the third simula-
tion, I double each households’ imputed measure of wage labor productivity.
For each of the simulations, I also run variants targeting households with low
and high agroclimatic potential, low and high population density, and low and
high levels of market access, as measured by the travel distance to the near-
est population center of at least 500,000 people. With respect to each context
variable, “low” and “high” are defined as below and above the median value
observed in the sample, respectively.
For each simulation, I generate a new values of returns to participating in
each occupational choice. These are based on the first stage prediction of labor
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Figure 3.2: Conditional probability of participation in each occu-
pation over agroclimatic potential. The probability of
each choice corresponding with a specific level of agro-
climatic potential is the vertical distance between the
line above and the line below the area labeled with that
choice.
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productivity for each household, which are conditioned on all of the variables
that are arguments in the profit function for each activity. Using the newly simu-
lated imputed income for each occupational choice, I predict new choice proba-
bilites for each household. I compare the probability of each occupational choice
between the baseline and the simulated policy intervention. Then, I compare
the baseline welfare with simulated welfare, decomposing welfare changes into
those that take place along the intensive margin of participation (without chang-
ing occupational choice) and those that take place along the extensive margin of
participation (due to a change in occupational choice).
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Figure 3.3: Conditional probability of participation in each occu-
pation over population density. The probability of each
choice corresponding with a specific population den-
sity is the vertical distance between the line above and
the line below the area labeled with that choice.
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For each of the three simulations, Figure 3.5 shows a box plot of the probabil-
ity difference in participation in farming, self employment, and wage employ-
ment, respectively. Farming participation is not very responsive to any of the
simulations. Houses, on average, face a small increase in the probability of par-
ticipating in farming when farm labor productivity is doubled. Increased self
and wage labor productivity are associated with very small decreases in farming
participation. Self employment participation increases by 1.5 percentage points
when self employment income doubles, and it decreases by less than half of a
percentage point when wage labor productivity doubles. Similarly, wage labor
participation increases by 1.5 percentage points when wage labor productivity
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Figure 3.4: Conditional probability of participation in each occupa-
tion over remoteness (log of distance in km to the near-
est population center of >500k). The probability of each
choice corresponding with a specific population den-
sity is the vertical distance between the line above and
the line below the area labeled with that choice.
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doubles, and self employment decreases by less than half of a percentage point.
Households tend to respond to productivity shocks by entering into the activ-
ity whose productivity was shocked without exiting from baseline activities in
which the household participated (Figure 3.6). The self employment simula-
tion is associated with households that only farm adding self employment and
households that do nothing adding self employment. Similarly, the wage em-
ployment simulation is associated with households that only farm adding wage
employment, and households that participate in farming and self employment
adding wage employment (Figure 3.7).
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Figure 3.5: Difference in probability of participation in farming,
self employment and wage employment across labor
productivity simulations. In the farm simulation (de-
picted in green), farm labor productivity was doubled.
In the self employment simulation (depicted in blue),
self employment labor productivity was doubled. In
the wage employment simulation (depicted in red),
wage labor productivity was doubled. The diamonds
show the mean difference in probability that house-
holds participate in each activity for each simulation,
and the bars above and blow each diamond depict the
95% confidence intervals around the population mean.
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The expected welfare effects associated with each simulation closely mirror
the probabilities of falling into each category, as depicted in Figure 3.8. The self
and wage labor producivity simulations are associated with higher average wel-
fare gains in the population than the farm productivity simulation even though
farming participation rates are much higher than self and wage employment
participation rates, mostly because self and wage employment comprise a high
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Figure 3.6: Difference in probability of participating in each occu-
pational choice (combination of farming, self employ-
ment, and wage employment) across labor productivity
simulations described in Figure 3.5.
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share of incomes for households that do participate in them.
The probability of changing occupation is examined more closely in differ-
ent contexts in Figures 3.9, 3.11, and 3.13. The relative welfare gains are exam-
ined more closely in different contexts in Figures 3.10, 3.12, and 3.14. In the
places with better market access, households facing self employment produc-
tivity shocks are more likely to exit wage labor, and households facing wage
labor productivity shocks are more likely to exit self employment. This result
could arise from lower underemployment or greater returns to specialization
in good market access areas. A closer look at the welfare gains to productivity
shocks shows that the farm productivity simulation has the greatest impact on
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Figure 3.7: The probability that each household falls into the cat-
egory of entering, always participating in, or exiting
each each occupational choice (combination of farm-
ing, self employment, and wage employment) across
the three labor productivity simulations described in
Figure 3.5.
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farming households in remote areas (Figure 3.10). The impacts of self and wage
employment productivity shocks, on the other hand, are greatest in places with
good market access.
As with good market access areas, households with higher population den-
sity tended to be more likely to exit wage labor as they entered self employment
due to a self employment productivity shock, or to exit self employment as they
enter wage labor due to a wage labor productivity shock (Figure 3.11). The ex-
pected welfare gains to farming productivity improvement are higher in low
population density areas, while the gains to wage and self employment produc-
tivity shocks are higher in high population density areas (Figure 3.12). Welfare
gains and the probability of changing occupations do not vary over agroclimatic
potential (Figures 3.13 and 3.14).
Together, these findings suggest that improved agricultural productivity has
a very important role to play, especially for households in remote areas with
low population density. They also suggest that increased labor productivity in
wage labor and self employment is likely to pull farming households into those
activities. However, entry into wage and self employment is not associated with
labor exits from agriculture. Income diversification at the household level is
likely to play a critical first step in the structural transformation process, and in
the eventual shift of labor out of agriculture.
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Figure 3.8: Welfare effects (% change in utility between simulated
policy intervention and the baseline) of each policy
simulation. For each of the three activities – farming,
self employment and wage employment – the aver-
age welfare gains are decomposed into welfare gains
from entry into the activity (when non-participating
households shift to participation), exit from the activ-
ity (when participating households cease participation),
and gains that occur within the participation margin
(households participate before and after the interven-
tion).
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Figure 3.9: Simulated effect of doubling farm (top panel), self
employment (middle panel), and wage labor (bottom
panel) productivity on the expected change in proba-
bility of participating in farming, self employment, and
wage labor conditional on remoteness. The density of
remoteness is shown underneath each regression.
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Figure 3.10: Expected utility gains for farm productivity simula-
tion (top panel), self employment productivity simu-
lation (middle panel), and wage employment simula-
tion (bottom panel) over remoteness.
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Figure 3.11: Simulated effect of doubling farm (top panel), self
employment (middle panel), and wage labor (bottom
panel) productivity on the expected change in prob-
ability of participating in farming, self employment,
and wage labor conditional on population density.
The density of population density is shown under-
neath each regression.
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Figure 3.12: Expected utility gains for farm productivity simula-
tion (top panel), self employment productivity simu-
lation (middle panel), and wage employment simula-
tion (bottom panel) over population density.
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Figure 3.13: Simulated effect of doubling farm (top panel), self
employment (middle panel), and wage labor (bottom
panel) productivity on the expected change in prob-
ability of participating in farming, self employment,
and wage labor conditional on agroclimatic potential.
The density of agroclimatic potential is shown under-
neath each regression.
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Figure 3.14: Expected utility gains for farm productivity simula-
tion (top panel), self employment productivity simu-
lation (middle panel), and wage employment simula-
tion (bottom panel) over agroclimatic potential.
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CHAPTER 4
MODELING PROFITABILITY OF AGRICULTURAL INTENSIFICATION
INVESTMENTS WITH UNCERTAINTY AND SPATIAL
HETEROGENEITY: DECISION SUPPORT FOR FERTILIZER TARGETING
IN ETHIOPIA
(with Julianne Quinn, Andrew Simons, Leslie Verteramo, and Joshua Woodard)
4.1 Overview
According to the World Development Report, three out of every four poor peo-
ple in developing countries live in rural areas, and most of these people depend
on agriculture for their livelihoods (World Bank, 2008). In recognition of agri-
culture’s importance within Sub-Saharan Africa, the region in which poverty re-
mains most concentrated, African governments, NGOs, and many others have
invested heavily in African agricultural development in recent decades. In 2003,
several African heads of state committed, under the Maputo Declaration, to in-
vest 10% of their countrys national budgets in agriculture. Within the broad
agenda of agricultural development in Sub-Saharan Africa, soil health inter-
ventions have played a prominent role. They were featured in the Comprehen-
sive Africa Agriculture Development Program (CAADP), a platform through
which national governments design agricultural sector strategies. To date, ten
governments have implemented major input subsidy programs, with costs on
the order of $1 billion per year (Jayne and Rashid, 2013). Given the large ex-
penditures associated with soil health programs, and growing concerns about
cost effectiveness, many governments are now looking for ways to refine target-
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ing and improve effectiveness of soil health interventions (Benin and Yu, 2013;
Jayne and Rashid, 2013). Both uncertainty and spatial heterogeneity in the re-
turns to agricultural investments complicate prioritization between investment
categories and within programs (Jayne and Rashid, 2013).
Returns to agricultural investment are site specific, determined by soils, el-
evation, slope, prevailing climatic conditions, and the history of management
at the site. Together, these agro-climatic features determine how crops grow,
and how they respond physically to different management practices including
applicatoin of inrganic fertilizer. Prices also vary from site to site, with location
and infrastructure quality determining the costs of procuring inputs at the farm
level. Output prices will be determined by local market conditions, which relate
to the balance of supply and demand, storage infrastructure, and transportation
costs to other markets (Benin and Yu, 2013).
Furthermore, agricultural investments are inherently uncertain, due to the
time lag that separates investments and the realization of their returns. Most
production in Sub-Saharan Africa is under rainfed conditions where the water
needs of crops are met solely by in-season rainfall. Crops need water to syn-
thesize carbohydrates through photosynthesis, and maize can be particularly
vulnerable to water stress during specific stages of the growth cycle (Osgood
et al., 2007). Yet farmers must make input purchases at the time of planting,
before climatic conditions and output prices are known, forcing them to gamble
on whether or not inputs will be profitable (Chavas and Holt, 1996).
Farmers also face uncertainty in how crops will respond to different inputs.
This uncertainty, referred to as parametric uncertainty, complicates prediction
of returns to agricultural investment. In a production function, parameters de-
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scribe the relationship between inputs and outputs. A parameter value should
not vary within the boundaries of the system that is being modeled. Challenges
in estimating parameters can arise from poor model specification, problems
with the data or methods used to estimate the parameters, or uncertainty in
the model outcome (Walker et al., 2003). Even with a very cleanly identified pa-
rameter, one might worry about its validity in a slightly different setting or with
a slightly different model specification. This paper will focus on the response
of agricultural production to fertilizer application. Parameters estimating this
response vary greatly, even within a country and for a given crop, due to inter-
actions between growing conditions and the fertilizer response (Yanggen et al.,
1998).
Currently, there is rapid growth in the availability of spatially explicit data
in Sub-Saharan Africa that is relevant to an improved understanding of agricul-
tural production relationships and price transmission. Only moderate inroads
have been made in integrating such data for analytical purposes to inform large-
scale, operational decisions and policies. Meanwhile, the underlying distribu-
tions for key climate variables are evolving with climate change. Incorporating
changing climate variables into these operational decisions in order to support
climate-smart agriculture poses additional challenges (Burke, Lobell, and Guar-
ino, 2009).
To support investment planning and priority-setting in the face of risk and
uncertainty in the developing country context, we create an ex ante, spatially ex-
plicit, profitability assessment tool. This allows users to visualize the probability
of achieving a user-defined profitability objective given stochastic realizations of
climate conditions and heterogeneous growing conditions.
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We develop this decision tool in Ethiopia, a country that is highly commit-
ted to investing in agricultural growth and transformation, and one that is also
characterized by high degrees of spatial heterogeneity, rainfall risk, and price
risk Tadesse et al. (2006). Pro-poor agricultural growth is a pillar of the govern-
ments growth and transformation plan (Ethiopian Ministy of Finance and Eco-
nomic Development, 2010). The growth and transformation plan prioritizes soil
health improvement, with the Ethiopian government recently completing an
intensive national soil mapping effort to generate sitespecific soil resource and
fertility information with the purpose of improving soil management recom-
mendations and decisions (Bomba, 2016). Having invested 14% of its budget in
agriculture since 2003, the Ethiopian government continues to pursue a market-
driven approach to smallholder productivity growth, one in which the govern-
ment identifies and addresses bottlenecks that stand in the way of private sector
investment. The government is also interested in promoting climate-smart agri-
cultural growth, by adapting to a changing climate and building a system that
is resilient to climate change (Bomba, 2016).
Soil health improvement has been a key component of the Ethiopian gov-
ernments efforts. They have recently undertaken an intensive national soil
mapping effort to generate sitespecific soil resource and fertility information
with the purpose of improving soil management recommendations and deci-
sions. Through a new fertilizer blending program, the government is investing
in infrastructure and distribution systems to produce and deliver tailored fer-
tilizer blends appropriate for local growing conditions throughout the country
(Bomba, 2016). In the past, the government has made nationwide blanket rec-
ommendations that farmers apply 100 kg/ha each of urea and diammonium
phosphate (DAP), a recipe that very few farmers follow according to recent na-
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tional survey data (Sheahan and Barrett, 2014).
In this paper, we highlight the extent to which fertilizer profitability varies
between different soil and climate conditions and explore the implications for
decision makers who are designing and targeting soil health interventions. We
initially develop this concept for nitrogen management on maize in Ethiopia,
though the analysis can be expanded to other crops, nutrients, and management
practices.
We develop a decision platform that integrates high resolution weather data,
newly collected soil data, and extensive agronomic trial data to estimate the ex
ante conditional yield response to inorganic fertilizer treatment in maize. Then,
we use market price data to present a site specific, ex ante profitability distribu-
tion for fertilizer use. The decision platform allows users to visualize fertilizer
profitability nationwide under different user-defined assumptions, such as for
international fertilizer and crop prices, the desired profitability threshold, and
risk tolerance.
We find that ex ante profitability assessments, which explicitly incorporate
probability-oriented and spatially explicit factors, lead to different profitability
conditions compared to the predominate approach to profitability assessment
taking regionally estimated responses to fertilizer (derived experimentally or
through observation) and valuing the costs and benefits according to recent
prices. We discuss and explore relevant considerations for policy and decision-
making.
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4.2 Modeling Fertilizer Returns
The profitability of an agricultural technology is a key determinant of its adop-
tion and use by farmers (Feder, Just, and Zilberman, 1985). Holding all else
equal, it is unreasonable to expect farmers to adopt a technology if the value
of the increased output generated is less than the cost of the technology. The
Value-to-Cost Ratio (VCR) is a single measure that incorporates the private ben-
efits and costs that a farmer faces when using an input or technology (Equation
1). Here, the change in output for crop y is depicted by ∆y. The input, in this
case, is fertilizer applied in quantity q ( fq). The output price is py, and the fertil-
izer price is p f .
VCRy( fdq) =
δy · py
dq · p f (4.1)
While profitability is a very powerful concept in economic analysis, VCR is
often used quite bluntly. Profitability is typically assessed using aggregate area
statistics or a few data points from model farms. This is problematic for sev-
eral reasons. Profitability of input use varies systematically from site to site,
with geographical features such as slope, aspect and elevation that influence
temperature and precipitation; with underlying soil properties; with the farm-
ers transport costs, which affect farm gate prices for inputs and outputs; with
the farmers transport costs, which affect farm gate prices for inputs and out-
puts; and over time, as management practices affect productive capacity. As a
result of site-specific heterogeneity in the determinants of input use profitabil-
ity, farmers who are located in remote and agriculturally less favorable loca-
tions will systematically face lower profitability than the regional average, while
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farmers in less remote and more favorable locations will face higher than aver-
age profitability. Decision-makers can refine their predictions of profitability
by accounting for these geographical determinants of profitability. Because the
determinants of input use profitability, i.e., market access and agricultural fa-
vorability, are often correlated with socioeconomic variables such as poverty
(Chamberlin and Schmidt, 2012; Harou et al., 2013; Dercon and Christiaensen,
2011), improved intervention targeting has both efficiency and distributional
implications.
A second problem with profitability assessment is that it does not explic-
itly account for the uncertainty that farmers face when determining, in expec-
tation, whether adopting a technology or input is likely to be profitable. It is
important to recognize that farmers make their decisions in the presence of un-
certainty regarding the marginal value of output that will result from use of
a technology or input. Uncertainty can be found in crop responses depend-
ing on stochastic climate realizations and also in market fluctuations of input
and output prices, since farmers generally do not know the market price they
will receive for their crop when inputs are purchased. According to economic
theory, farmers will optimally use less fertilizer when the output distribution
faced is more variable (Anderson and Hardaker, 2003). When point estimates
of profitability are proposed, these necessarily imply known crop response to
the input and known output prices (Spielman, Kelemwork, and Alemu, 2011;
Morris et al., 2007). However, assessing profitability in this way is only helpful
for determining ex post whether using an input was profitable. Since farmers do
not have the benefit of 20/20 hindsight when they must decide whether or how
much to invest in an input, using a profitability measure that does not account
for this uncertainty could lead one to conclude that farmers are under-using a
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technology when they are not.
Researchers have recognized the limitations of VCR as a metric to predict in-
put use profitability and input demand by farmers. Often, they account for these
shortcomings of the VCR measure by adjusting the target profitability threshold.
That is, even though a VCR need only exceed 1 for the technology to be prof-
itable, researchers look for a VCR greater than 2 to be confident that the benefits
of using an input outweigh the costs (Morris et al., 2007; CIMMYT Economics
Program, 1988). The assumption is that if the VCR is big enough on average,
then profitability is robust, even though many farmers will have lower than av-
erage VCR, and risk may also play an important role in farmers decisions. Our
concept of robustness, by contrast, relates not only to how profitability, on aver-
age, compares to a threshold but also how uncertain that profitability outcome
is. Given the same expected profitability, one would expect farmers to perceive
a technology to be more robust if profitability falls below the threshold once
every ten years compared to once every three years.
In Equation 4.2, we introduce a site- and year- specific value-to-cost ratio
(VCR) for a representative farmer in location i at time t applying q quantity of
fertilizer ( f ) at unit price p fi to crop y:
VCRyit( fq, θ¯, Xi, ωit) = [y( fq, θ¯, Xi, ωit) − y( f0, θ¯, Xi, ωit)] ·
pyit
q · p ft
(4.2)
θ¯ refers to a vector of inputs and technologies used (e.g., seeds, non-fertilizer
inputs ), Xi is a vector of location conditions (soils, elevation, slope, etc.), and
ωit is a vector of climate variables in location i and period t. The VCR contains
the expression for the average agronomic efficiency per kg of fertilizer applied
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compared with an application of zero fertilizer, (y( fq) − y( f0))/q.
In the ex ante framework, VCR is a random variable with probability distri-
bution f (VCR). The intent is not to study farmer behavior under risk, but just
to understand the distributional aspects of returns to fertilizer within a given
location. Input use decisions, both regarding fertilizer use fq and other inputs
(θ¯), are determined exogenously in this framework, meaning that the fertilizer
response function applies to a model farmer who is hypothetically assigned to
either use or non-use of fertilizer, and the fertilizer use decision is not mod-
eled. Within each location, VCRi is a function of a vector of climate variables, ωi.
Prices (pyi ) are considered orthoganal to climate variables, which is consistent
with grain price behavior in a small, open economy.
For a given profitability threshold T , we will evaluate robustness according
to the probability that VCR is expected to exceed the threshold. This can be
derived from the cumulative distribution function for VCR in location i:
Pr(VCRi > T ) = 1 − F(VCRi(T )) (4.3)
Because ω is a vector not a scalar, it makes sense to use a Monte Carlo ap-
proach to derive the CDF of VCRi in each location, using boostrap sampling
from a historic precipitation and temperature dataset (ω) that spans all of the
sites. We describe the process by which the synthetic weather data are gener-
ated in the next section.
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4.2.1 Understanding fertilizer response
In order to estimate the CDF of VCR in a given location, we must first esti-
mate the parameters of a representative farmers production function, y(·). Of
particular interest is the extent to which the agronomic response to fertilizer,
y( fq)−y( f0), varies with site characteristics (X), with climate realizations (ω), and
with the other technologies and management practices employed (θ¯). There is
lots of agronomic evidence, from East Africa and elsewhere, that the agronomic
response to fertilizer depends on rainfall and temperature, soil conditions, tech-
nologies used, and other soil health practices (Yanggen et al., 1998; Vanlauwe
and Giller, 2006).
Soil organic matter (SOM) can influence soil structure, moisture retention,
and nutrient retention in soil, which is important because applied nitrogen
leaches readily through the soil profile, becoming unavailable to crops (Magdoff
and Van Es, 2000). Marenya and Barrett (2009) show that the agronomic yield
response to fertilizer varies with SOM in Western Kenya. Initial soil mapping
efforts in Ethiopia suggest low SOM levels in the highlands, especially. Soil pH
also influences nutrient retention and availability to plants, with fertilizer-SOM
and fertilizer-mineral interactions typically weakened as soils become more
acidic. Soil micronutrients generally become more soluble in acidic soils, which
can increase their availability to crops Sarkar and Wynjones (1982). About 41%
of Ethiopian soils are classified as acidic, with the majority of the acidic soils
found in the western region of Ethiopia (Schlede, 1989).
This spatial heterogeneity in precipitation is important to consider when as-
sessing the returns to fertilizer in a given location. The majority of agriculture in
Ethiopia is rain-fed, and empirical evidence suggests that rainfall is the common
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yield-limiting factor among all major cereals (Bewket, 2009). Haefele et al. (2006)
show that fertilizer response decreases with increasing water stress during the
growing season. To the extent that crop responses to soil health interventions
are determined by rainfall levels, rainfall conditions in a single year will be a
strong determinant of the profitability in that year of soil health interventions
such as fertilizer application.
Temperatures also vary in space and are important determinants of crop
growth. Lobell et al. (2011) show that there is a nonlinear response between
temperature (growing degree days) and yields in African maize. Their results
also suggest that nitrogen application can help mediate the effects of heat stress.
Using side by side comparison of fertilizer treated and non-treated on-farm ex-
perimental plots across a large sample of Malawi farms over multiple growing
seasons, Harou et al. (2013) find that fertilizer response varies with tempera-
ture and rainfall. Uyovbisere and Lombim (1991) repeat agronomic trials over
multiple years and also find that fertilizer responses vary with rainfall and tem-
perature.
4.2.2 Estimating parameters of a fertilizer response function
Because of the important interactions between fertilizer response, site-specific
characteristics, management practices, and climate, it is crucial to estimate the
parameters of a production function in order to predict fertilizer response. The
function should be specified with sufficient flexibility to allow for these interac-
tions that have been observed empirically. Particularly, the production function
should not be additively separable with respect to fertilizer use and the other
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variables climate, location characteristics, and other technologies. Equation 4.4
shows a basic approach to modeling VCR using the modeled fertilizer response
and prices.
VCRyit( fq, p
f
i , θ¯) = [dy( fq, f0, θ¯, Xi, ωit] ∗
pyit
q ∗ p ft
(4.4)
There are four typical approaches to estimating the parameters of a fertilizer
response function. First, agronomic trials are typically used to compare two
plots with different fertilizer doses while holding all other variables constant.
Some agronomic trials address a few additional parameters, such as crop vari-
ety or other crop management practice, through a factorial design. Measures
of agronomic efficiency of fertilizer used on maize in East Africa exhibit a large
spread. High responses are typically around 25 kg maize per kg nitrogen, while
low responses are around 5 kg maize per kg nitrogen (Heisey and Mwangi,
1997). Agronomic trials are typically characterized by a very small sample sizes
without a lot of variation in climate and soil conditions, and a limited num-
ber of treatment doses from which a crop response curve can be derived. It
can be difficult to capture the interactions between fertilizer use and other vari-
ables using an agronomic trial dataset, either because the other variables are not
recorded or because they do not vary across the observations. Though rainfall
and temperature may not be recorded as part of an experimental study, they
could be recovered from historical data using the location of the trial and histor-
ical climate data. However, one may not be able to confirm that supplemental
water was not added to the crops under the trial. Furthermore, one cannot fully
identify the contributions of different interactions between fertilizer and other
variables to the local average treatment effect. The fertilizer response parame-
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ter, therefore, has limited external validity. And agronomic trial datasets are not
well-suited for estimating other parameters of the production function.
Another concern about using agronomic trial data to estimate production
function parameters is that they are often not conducted in locations that are
representative of farmers fields (Nelson, Voss, and Pesek, 1985). Often, yield
responses are higher in experimental stations than on farmers fields (Yanggen
et al., 1998). Higher use of complementary inputs and more intensive weeding
could bias fertilizer response upwards in experiment stations relative to farmers
fields (Heisey and Mwangi, 1997). Studies have found nutrient responses often
tend to be larger in depleted soils, where nutrients are limiting. If nutrients are
more likely to be limiting on farmers fields than on experiment stations, then
the fertilizer response at experiment stations will be biased downwards relative
to farmers fields.
Model farm trials are a second source of data from which to estimate fertil-
izer response parameters. These trials typically involve side-by-side compar-
isons between fertilizer treatments on different farmers fields. Usually, but not
always, the crop production is managed by farmers rather than scientists super-
vising the studies. Fertilizer practices are randomly assigned at the farm level,
and typically the farms cover varying soil and climate conditions, allowing one
to estimate key parameters of the fertilizer response function. This was the ap-
proach followed by Harou et al. (2013). The main concern with these datasets is
that model farmers do not represent the farming population as a whole. Typi-
cally, they are better educated, more closely tied in with the extension system,
and may differ in other characteristics. Fertilizer response parameters gener-
ated from model farm trials tend to be smaller in magnitude than those from
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experimental trials (Yanggen et al., 1998).
Observational farm surveys comprise a third source of data that can be used
to estimate crop production function parameters. The main challenge with this
approach is that fertilizer use is not randomly assigned, and is likely correlated
with unobservable characteristics such as expected returns to fertilizer use and
farmer ability, which then can bias the parameter estimates. Fertilizer response
measured from observational data tends to be the smallest of the three cate-
gories (Yanggen et al., 1998). A recent comparison of nitrogen use efficiency
measures derived from surveys with those from agronomic trials in Malawi
suggests that farmer management practices, such as weeding, crop rotation, and
timing and intensity of inorganic fertilizer application, can explain why nitro-
gen responses are lower on farmer fields than in research stations (Snapp et al.,
2014).
The last approach to parameter estimation is through the use of a fully mech-
anistic crop growth model. These models are generally highly sensitive to data
inputs (e.g., timing of fertilizer application, daily rainfall and solar radiation).
And they are typically not calibrated to local conditions, which would require
additional experimental or observational data anyway.
Given the strengths and weaknesses of the above approaches, a promising
alternative is to assemble a meta-experimental dataset, pairing individual trial
data points with their respective rainfall, locational, and management practice
control variables. Then, the dataset as a whole can be used to estimate pro-
duction function parameters, following Lobell et al. (2011). This allows for es-
timation of the interactions between climate and soil conditions and fertilizer
response, while ensuring that fertilizer treatment is experimentally assigned,
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thus eleminating bias from selection into fertilizer use.
4.3 Data
We estimate the parameters of the crop response to fertilizer using the dataset of
multiple maize trials across Eastern and Southern Sub-Saharan Africa compiled
by Lobell et al. (2011). The dataset includes trials managed by the International
Maize and Wheat Research Institute (CIMMYT), national agricultural research
institutes, and private seed companies. The trials span 9 different years (1999-
2007), 18 different countries, and 9 different agro-ecological zones. In this anal-
ysis, we initially focus on maize production because more farmers grow maize
(in the Ethiopian Agricultural Sample Survey) than any other crop.1
Each crop trial was conducted to test variety performance, though the
dataset was compiled in order to study crop response to water and temperature
stress (Ba¨nziger et al., 2006; Lobell et al., 2011). Fertilizer response was never
an intended use of the data, although many of the varieties were tested under
a low-nitrogen management regime, in which crops were planted on fields that
were depleted of nitrogen due to continuous cropping of maize over previous
seasons, removing all stover after harvest, and not applying any organic or in-
organic fertilizer. In optimal-management trials, the recommended amounts of
nitrogen fertilizer were added. All other crop management practes were held
constant between low-nitrogen and optimal-management trials.
Using the locations of each experiment site, we matched the crop trial data
with climate data, including monthly total precipitation and monthly average
1This approach can be expanded to other crops with additional trial data.
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temperatures over the growing season. Weather data are obtained from the
United States National Oceanic and Atmospheric Administration (NOAA). We
use mean monthly temperature estimates at 0.5 degree resolution from NOAAs
National Climatic Data Center (NCDC) combined Global Historical Climatol-
ogy Network (GHCN) version 2 and Climate Anomaly Monitoring System
(CAMS) analysis.2 We use daily precipitation estimates at 0.1-degree resolution
from NOAAs Climate Prediction Center (CPC) Africa Rainfall Estimate Clima-
tology Network version 2 (ARC2) dataset.3 In the crop growth period, which we
define as five months after planting (Ba¨nziger et al., 2006), we calculate monthly
total precipitation and average temperature for each site. The third month gen-
erally coincides with flowering and silking, a period that is considered espe-
cially sensitive to water and temperature stress. For temperature data we use
the average period temperature, while for precipitation we use the accumulated
precipitation for the same period.
We match the trial sites with soil data from the Africa Soil Information Ser-
vice (AfSIS).4 The 250 meter resolution soil data include estimates of several
soil characteristics at different layers, such as soil cation exchange capacity, pH,
texture, and water retention capacity. Finally, we match the trial data with Agro-
ecological zone (AEZ) classificatoins from GAEZs and are downloaded through
Harvest Choice.5
Table 4.1 shows mean descriptives in low-nitrogen and optimal-nitrogen
sites, along with the results of a T-test for comparison of means between these
sites. Yields in the low nitrogen sites are 1.99 t/ha, which is about half of yields
2http://www.esrl.noaa.gov/psd/data/gridded/data.ghcncams.html
3ftp://ftp.cpc.ncep.noaa.gov/fews/fewsdata/africa/rfe2
4http://www.isric.org/content/african-soilgrids-250m-geotiffs
5http://harvestchoice.org/maps/agro-ecological-zones-sub-saharan-africa.
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in optimally managed sites, which average 3.89 t/ha. The low-nitrogen trial
sites differ from the optimal fertilizer sites in climate and soil conditions as
well. These key differences across sites arise from the fact that low-nitrogen
trials tended to be concentrated in lowland, sub-humid areas. Even though the
differences are statistically significant for all of the climate and soil variables,
they are not especially large in magnitude. Because nitrogen treatment was ex-
perimentally assigned, rather than selected endogenously by farmers, a clean
identification of the effect of nitrogen on crop growth is ensured.
4.4 Results
We estimate a flexible, quadratic random effects yield model with GLS, as de-
picted in Equation 4.5. Maize yield (in metric tonnes of grain per hectare) is the
dependent variable, and the model includes AEZ fixed effects. Optimal fertil-
izer management sites are assigned a fertilizer treatment dummy of one, while
low-nitrogen management sites were assigned a fertilizer treatment dummy of
zero. The design does not allow for estimating a continuous fertilizer dosing
effect on crop growth. It is, however, appropriate for estimating the binary
impacts of adopting fertilizer at the level recommended by agronomists. The
fertilizer treatment dummy is interacted with all of the other yield function
variables. We do not include site or year fixed effects because the purpose of
generating parameter estimates is to predict fertilizer response outside of the
crop trial sample. Standard errors are clustered at the site-year level following
Lobell et al. (2011). The estimation sample is restricted to trial site-years that fall
within the temperature and precipitation range observed in Ethiopia.
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Table 4.1: Summary statistics of model variables by fertilizer man-
agement strategy.
Low Nitrogen Optimal Fertilizer T-test
mean/sd mean/sd b/t
Yield (t/ha) 1.99 3.89 -1.90∗ ∗ ∗
(1.30) (2.54) (-59.74)
Temp months 1-2 (mean, ◦ C) 23.38 22.41 0.97∗ ∗ ∗
(2.04) (2.69) (21.56)
Temp month 3 (mean, ◦ C) 22.67 22.08 0.59∗ ∗ ∗
(1.91) (2.59) (13.94)
Temp months 4-5 (mean, ◦ C) 21.04 20.79 0.25∗ ∗ ∗
(1.71) (2.67) (6.29)
Precip months 1-2 (tot, mm) 231.43 252.30 -20.88∗ ∗ ∗
(124.84) (126.94) (-7.88)
Precip month 3 (tot, mm) 134.56 102.05 32.52∗ ∗ ∗
(96.95) (92.08) (15.94)
Precip months 4-5 (tot, mm) 101.10 83.93 17.18∗ ∗ ∗
(118.72) (89.72) (7.02)
Soil cation exchange capacity
(centimol charge per kg soil)
12.93 13.71 -0.78∗ ∗ ∗
(6.91) (8.17) (-5.20)
Soil pH (pH determined in
soil/water mixture)
5.92 6.06 -0.13∗ ∗ ∗
(0.43) (0.44) (-14.61)
Soil clay (share by volume) 0.37 0.28 0.09∗ ∗ ∗
(0.21) (0.10) (20.93)
Soil silt (share by volume) 0.17 0.17 -0.01∗ ∗ ∗
(0.05) (0.06) (-6.32)
Poor drainage (dummy) 0.14 0.17 -0.04∗ ∗ ∗
(0.34) (0.38) (-4.80)
Observations 2543 18226 20769
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Yit = β0 +
∑
j
β jX jit +
∑
j
∑
k
1
2
β jkX jitXkit
+ Fit ∗
[∑
j
βF jX jit
]
+
∑
AEZ
βAEZδAEZi + εit (4.5)
Because there are a large number of parameters given all of the interactions
specified, the elasticities at the means of the dataset are shown in Table 4.2. The
elasticities and their standard errors are shown at the mean of the full estimation
sample, and at the mean of the subsample of trial sites within Ethiopia. Under
optimal fertilizer application, temperature has a negative effect on yields dur-
ing the first two periods of crop growth and a positive effect during the third
period. Precipitation during all three periods of growth has a slightly negative
effect on yields at the mean of the data. And yields are decreasing in soil pH.
The Ethiopian trial sites are similar to the sample as a whole, except yields are
increasing in precipitation and soil silt share at the means of the Ethiopian sub-
sample. When fertilizer is withheld, temperature has a positive effect in the
second period and a negative effect in the third period. Precipitation has a pos-
itive effect in the first period, and soil cation exchange capacity has a positive
effect.
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In order to better understand how fertilizer response varies under different
growing conditions, we predicted the difference between an optimal-nitrogen
crop and a low-nitrogen crop for each trial site, holding all climate and soil
characteristics to the values observed in the dataset. The predicted fertilizer re-
sponse is then graphed non-parametrically over climate and site characteristics
(Figure 4.1). The densities of the climate and site characteristics are also depicted
at the bottom of each graph. The graphs show that expected fertilizer response
is variabel but decreasing, on average, over soil pH and cation exchange capac-
ity. Expected fertilizer response is increasing in growing season precipitation
and decreasing in temperature.
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Figure 4.1: Mean predicted fertilizer yield response over soil pH
(top left), soil cation exchange capacity (top right), total
growing season precipitation (bottom left), and average
growing season temperature (bottom right).
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Using the production function parameters estimated above, we next simu-
late the angronomic response to fertilizer across Ethiopian geographies. We con-
verted gridded soil and AEZ data into area-weighted averages for each woreda
in which at least some maize is grown.6 Using each woreda’s predominant AEZ,
we predict maize planting month using the FAOs crop calendar.7 We match
this woreda level dataset with fourteen years of temperature and precipitation
data using the protocol used to match the crop trial sites with temperature and
precipitation data, averaged at the woreda level.
We generate a 200-year synthetic weather dataset at the woreda level by ran-
domly sampling from the fourteen years of available temperature and precipi-
tation data. Using this synthetic dataset, we examine the characteristics of fer-
tilizer response for each woreda over stochastic climate conditions. The cumula-
tive distributions of of fertilizer response are shown for ten randomly selected
woredas in Figure 4.2. Some of the woredas are characterized by low responsive-
ness to fertilizer, while others are characterized by high responsiveness. And
the woredas also differ in the variability of fertilizer response across climate iter-
ations. The simulations show that, in some woredas, fertilizer response is always
predicted to be positive, while in others, it is always predicted to be negative.
For most woredas, fertilizer response is sometimes positive and sometimes neg-
ative.
6We use Ethiopian Agricultural Sample Survey data, available from 2007 and 2012, to screen
for nominal area planted to maize in each Ethiopia woreda.
7http://www.fao.org/agriculture/seed/cropcalendar/welcome.do
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Figure 4.2: Cumulative distribution of yield response to fertilizer
over stochastic weather and precipitation conditions for
ten different randomly selected woredas.
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4.5 Decision Support
Next, we turn to analysis of the profitability of fertilizer use. We convert the
predicted yield difference into a value cost ratio (VCR) measure using an as-
sumed fertilizer price of 5.4 ETB per kg ($0.26 USD) (Rashid et al., 2012), and
an assumed maize price of 5,000 ETB per MT ($250 USD). We can then analyze
profitability, ex ante, according to properties of the distribution of the stochastic
VCR variable (see Equation 4.6). For the purposes of this analysis, we assume
that a farmer seeks at least a 20% return on the fertilizer investment (T=1.2) at
least 70% of the time (P=0.7).
1 − F(VCR = T ) > P (4.6)
We can then characterize woredas by whether the robust profitability crite-
ria specified in Equation 4.6 are met, and explore the implications for decision
makers. For the sake of comparison, we define a “naive” profitability measure
according to the two most recent climate realizations. This measure is analogous
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to an ex post measure of profitability as commonly applied in the literature. Af-
ter constructing both naive and robust fertilizer profitabilities for each woreda,
we then compare the two.
At the desired profitability incidence of 70%, we find that fertilizer use is
not deemed profitable by either “naive” or “robust” criteria in the majority of
woredas in which maize is grown. In about a fourth of the “woredas”, fertilizer
use is profitable using both “naive” or “robust” criteria. In about 10% of the
woredas, fertilizer use would be considered profitable according to “naive”, ex
post criteria, but not according to robust, ex ante criteria. In these cases, one
might over-predict the returns to fertilizer use if one does not fully consider
stochastic weather realizations. In only 1.5% of the woredas is fertilizer use con-
sidered profitable according to “robust”, ex ante criteria but not “naive”, ex post
criteria. In these cases, a farmer might under-predict the returns to fertilizer use
without considering stochastic weather realizations. Because the very recent
years tend to be better, on average than the full climate record, the Type 2 clas-
sification, whereby fertilizer profitability is over-estimated, is more common.
4.6 Conclusion
We have proposed a flexible approach to assisting decision makers in assess-
ing the returns to soil health investments in the face of uncertainty and spatial
heterogeneity. Predicted fertilizer response in an agronomic trial setting may
not perfectly correspond with fertilizer responses that farmers will observe on
their fields. However, it is nevertheless informative to explicitly examine the
interactions between fertilizer response, climate realizations, and site character-
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Figure 4.3: Cumulative distribution of yield response to fertilizer
over stochastic weather and precipitation conditions for
ten different woredas.
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istics. It indicates that profitability is likely to be quite sensitive to the criteria
by which decision-makers define profitability. It is important to better under-
stand these criteria when calibrating decision support tools, and when using
predicted profitability to understand fertilizer adoption behavior.
This approach, as a platform, can be strengthened as more data become
available. Additional fertilizer response trials within Ethiopia would be espe-
cially useful, as would better understanding the specific fertilizer management
practises that were used across the trial sites. It would be of great interest to
better understand the intensive margin of fertilizer response in Ethiopia, that
is, the yield gain as one varies the fertilizer application rate between zero and
the total recommended amount. However, many more fertilizer dosing trials
covering multiple sites and years would be required for this. The response to
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soil micronutrient ammendment is also interesting, but will be difficult to model
with existing data.
One feasible expansion would involve conditioning the synthetic climate
data draw on the ENSO signal that is available at the time of planting, in order
to further differentiate the prediction of fertilizer profitability in El Nino and La
Nina years, when climatic patterns tend to differ (Korecha and Barnston, 2007).
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Table B.4: Summary statistics of regressors
VARIABLES N mean sd min max
Transfers recvd (USD) 3,599 76.62 150.8 0 1,315
Household size 3,599 5.313 3.062 1 35
HH dependent share 3,599 0.324 0.255 0 1
Head’s father attended school 3,599 0.469 0.499 0 1
Years educ, head 3,599 6.518 4.530 0 20
Urban 3,599 0.320 0.467 0 1
Peri-urban dummy 3,599 0.0547 0.227 0 1
Ave length of season (days,
MOD12Q2) 3,599 178.2 23.11 131 234
Hrs travel to nrst town >500k
(LSMS-ISA) 3,599 6.315 4.812 0 20.35
Network dist to nrst town >100k
(km, LSMS-ISA) 3,599 106.9 99.62 0.240 546.4
Dist nrst major rd (km, LSMS-ISA) 3,599 17.05 23.32 0 135.4
People per square km, 2005 (ln, HC) 3,599 5.430 1.914 0 9.578
Number hh members 16-65 3,599 2.835 1.735 0 24
Age of head 3,599 46.49 15.63 18 105
Female head 3,599 0.252 0.434 0 1
Yrs educ, adults (ave) 3,599 6.461 3.969 0 20
Yield Potential low (cross-crop ind) 3,599 0.444 0.158 0 0.999
Yield Potential high (cross-crop ind) 3,599 0.529 0.179 0 1
Rate improved maize seed use (mean
smth) 3,599 0.116 0.176 0 1
Cost hired lbr (med smth, USD/day) 3,599 2.786 2.379 0.194 10.12
Rate of tractor use (mean smth) 3,599 0.0286 0.0856 0 0.800
Land owned (ha, RIGA) 3,599 1.192 1.890 0 19.83
Mean precip wettest qrtr (mm,
NOAA CPC) 3,599 579.9 172.3 231 1,440
Slope (pct, USGS) 3,599 4.886 4.848 0 46.60
Soil nutrient retention capacity (FAO) 3,599 1.496 0.956 0 7
Soil workability (FAO) 3,599 1.513 1.128 0 7
Share land irrigated (percent, FAO) 3,599 0.00566 0.0275 0 0.288
Cost/hired worker (med smth, USD) 3,599 791.3 851.6 2.049 4,973
Nighttime light ave coverage(DMSP
F16) 3,599 683.4 1,372 0 4,764
Financial service available 3,599 0.450 0.498 0 1
Productive non-ag asset ind, fact 1 3,599 0.876 0.734 0 4.281
Productive ag-related asset ind, fact 1 3,599 0.0322 0.0433 0 0.341
Max educ in hh (yrs) 3,599 7.993 4.298 0 20
Nighttime light intensity(DMSP F16) 3,599 8.313 13.61 0 47.64
Returns/ag worker (med smth, USD) 3,599 449.9 487.6 14.94 2,135
Returns/ind worker (med smth,
USD) 3,599 1,525 1,237 149.4 5,124
Returns/ser worker (med smth,
USD) 3,599 1,974 2,251 25.62 17,079
Partpn in ag emplmt (med smth sh) 3,599 0.109 0.147 0 1
Partpn in ind emplmt (med smth sh) 3,599 0.0632 0.0934 0 0.667
Partpn in ser emplmt (med smth sh) 3,599 0.233 0.202 0 0.833
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