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Abstract— High quality, wireless ambulatory EEG (AEEG)
systems that can operate over extended periods of time are
not currently feasible due to the high power consumption of
wireless transmitters. Previous work has thus proposed data
reduction by only transmitting sections of data that contain
candidate epileptic activity. This paper investigates algorithms
by which this data selection can be carried out. It is essential
that the algorithm is low power and that all possible features are
identified, even at the expense of more false detections. Given
this, a brief review of spike detection algorithms is carried out
with a view to using these algorithms to drive the data reduction
process. A CWT based algorithm is deemed most suitable for
use and an algorithm is described in detail and its performance
tested. It is found that over 90% of expert marked spikes are
identified whilst giving a 40% reduction in the amount of data
to be transmitted and analysed. The performance varies with
the recording duration in response to each detection and this
effect is also investigated. The proposed algorithm will form the
basis of new a AEEG system that allows wireless and longer
term epilepsy monitoring.
I. INTRODUCTION
Epilepsy is a well known and high incidence neurological
disorder which significantly affects the quality of life of suf-
ferers. For example, in the UK sufferers must relinquish their
driving licence which can limit freedom of movement and
potentially employment prospects [1]. Despite this, accurate
diagnosis can be difficult: an estimated 20–30% of sufferers
are incorrectly identified as having the disorder [2].
The electroencephalogram (EEG)—which monitors typ-
ically 32 channels of electrical activity recorded from the
scalp—is a key tool in epilepsy diagnosis. Ambulatory EEG
(AEEG) is also frequently used to allow monitoring to be
performed in the patient’s home environment [3]. However,
current AEEG systems are limited by their size, weight, and
the amount of time required for a neurologist to analyse the
many hours of data recorded. To overcome these problems
it has been proposed to implement a wireless AEEG system
that incorporates online data reduction [4], [5].
This data reduction is primarily carried out by recording
only interesting sections of AEEG data in a similar manner
to the EEG monitoring used at the Montreal Neurological
Institute [6], although when only performing data reduction
no attempt to quantify the amount of epileptic activity is
made. The method simply presents an altered data set for
analysis and gives two core benefits [5]. Firstly, wireless
data transmission is power intensive and so online data
reduction is required to limit the data rate allowing longer
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Fig. 1. An overview of one channel of the proposed discontinuous, wireless
AEEG. (Multiple channels may be multiplexed together so that only one
transmitter is used.)
operational lifespans from small, light-weight batteries [4].
Secondly, storing only a discontinuous AEEG record reduces
the amount of time required for a neurologist to analyse the
recording. For the same amount of neurologist’s time longer
recording sessions can thus be used, increasing the chance
of a rare epileptic event actually being recorded.
A data selection mechanism is thus required to select
which sections of data are to be sent to the neurologist
and which are discarded. This paper describes the initial
development of a suitable selection algorithm. In Section II
potential methods are compared, given the constraint that
the battery powered device means that only a limited power
budget is available. In Section III the chosen algorithm,
which is based upon the Continuous Wavelet Transform
(CWT), is described in detail. Its performance at selecting
appropriate data sections and the corresponding data reduc-
tion is analysed on a data set consisting of 41 hours of single
channel EEG data and 400 expert marked spikes.
The overall data selection process is illustrated in Fig. 1.
The algorithm proposed, similarly to many detection algo-
rithms, processes a single channel of AEEG data at a time.
Results are thus presented for this case, and the extension
to a multichannel system, for example by running multiple
versions of Fig. 1 in parallel, as would be required in clinical
practice, is left to future work.
II. DATA SELECTION METHODS
The EEG shows a range of characteristic signals that can
be used by a neurologist to indicate the presence of epilepsy.
Spikes and spike-and-waves are two important examples as
they can help localise the source of epileptic seizures [7].
A final system may contain separate data selection blocks
for each type of epileptic activity. For the first pass system
however, a method optimised for storing only interictal
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(inter-seizure) spikes will be considered. The presence of a
spike should trigger the recording system while the presence
of background signals does not.
Unfortunately, accurate automated spike detection is not a
trivial task. Several complicating factors are present:
1) Spikes, and the overall EEG signal, can vary signifi-
cantly between patients [8].
2) Spikes are only loosely and simplistically defined [8].
3) The temporal and spatial contexts that humans use
when identifying spikes can be difficult to replicate
by automated methods [9].
4) Two human experts often do not mark the same events
as spikes [8].
5) Well defined training sets are time consuming and
expensive to develop [8].
Nevertheless, a range of methods suitable for guiding the data
selection process are available and are outlined briefly below.
([8], [9] offer excellent more detailed reviews of interictal
spike detection algorithms.)
A. Selecting arbitrary data sections
A simple data selection method would just record periods
that are either periodically or randomly chosen. This, of
course, has the potential to not record a large amount of the
true activity, but as interictal spikes are neither a sufficient
nor necessary condition for epilepsy1 the technique may have
merit as a method for simply generating an altered data set
for presentation to a neurologist. In addition to its simplicity
the method also offers the user precise control over the
amount of data reduction that is achieved.
B. Analysing EEG time domain features to detect spikes
More naturally, however, an attempt to detect when spikes
are present is made and this used to guide the recording
process. Time domain spike detection methods have devel-
oped since the 1970’s with methods looking at analysing
the second derivative and variance of the signal, as well as
template matching and autoregressive modelling [9].
Jean Gotman introduced a well developed detection algo-
rithm based upon breaking the EEG down into waves and
half-waves representing the amplitude of the EEG trace in
1976 [10] and this has since been improved several times
(for example [11]). This algorithm has been made available
commercially to automatically mark EEG traces in devices
such as the Harmonie-E from Stellate systems [12].
C. Neural Network based detection
Artificial Neural Networks provide algorithms and devices
that attempt to mimic the human learning process for identi-
fying spikes. A network is ‘trained’ by providing it with data
that contains the features to be detected and it is then able
to pick out similar events in new data [13]. Cellular Neural
Networks offer similar processing techniques but are based
1Spike activity can occur in healthy patients who do not have epilepsy
(its presence is not a sufficient test) but also does not always occur in true
sufferers (its presence or absence is not a necessary test) [1].
around a structure that makes them much more suitable for
circuit implementation [14].
However, neural networks have a number of disadvan-
tages: they require large amounts of training data which
may be difficult and expensive to obtain; the types of
feature detected are limited to the types presented in the
training data; and the methods have comparatively high
computational complexity. This said, neural network algo-
rithms are commercially available, for example in the Persyst
algorithm [15].
D. Transform based detection
Transform methods mathematically manipulate the EEG
signal to reveal characteristic signal information which can
be used for feature detection. As the frequency content of
EEG signals varies over time (they are non-stationary) the
Fourier transform is not suitable for use, but numerous stud-
ies have shown that significant information can be extracted
using the Short Time Fourier Transform and the Wavelet
Transform ([16]–[19] represent a selection).
E. Predicting when spikes will occur
An alternative to detecting features as they occur is to
predict when they will occur in the future and to use this
to guide the recording process. There is currently a large
amount of interest in this field [3] and undoubtedly the
prediction of epileptic events has a significant role in epilepsy
management, for example in closed loop systems that predict
and then treat seizures [20].
However, even without mathematical analysis it is clear
that the prediction of EEG features is an intrinsically more
difficult problem than their detection. Such a difficultly will
inevitably lead to high computational complexity and require
higher power devices.
F. Discussion
It can be seen that a range of methods for guiding the data
selection process are available. For the proposed wireless,
discontinuous monitor the selection algorithm must: have a
high sensitivity2 to ensure that the wanted events are actually
recorded; must be capable of being implemented in a low
power architecture; and must be capable of operating in
real-time. False detections, for example due to artifacts, will
limit the achieved data reduction but are not too significant
as a neurologist must still analyse the data set produced
for features and background information in the same way
as they would for a continuous data record [5]. Artifacts
may be incorrectly recorded, but these are already present
in standard AEEG systems and so do not place an extra
interpretation burden. Provided the algorithm operates in
low power, turning off the high power wireless transmission
stage, even for a limited time, can give significant overall
power savings compared to a continuous monitor [4].
2Sensitivity is the probability of a feature being correctly identified:
Correct detections
Total number of events × 100%.
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Fig. 2. The proposed CWT based detection algorithm to drive the data
selection process.
Given this, and other work by the authors that considers
a low power Continuous Wavelet Transform (CWT) imple-
mentation [21], a CWT based algorithm is considered in
Section III. This algorithm is based upon previous work from
which it is known acceptable detection performance can be
achieved. The aim of the data selection algorithm to record
all possible events, tolerating false detections, negates many
of the issues noted previously with accurate automated spike
detection.
III. PROPOSED ALGORITHM
A. Description
The CWT based algorithm considered in this work is
developed from [22], [23], extending them to be used for
data selection as opposed to spike detection, and is illustrated
in Fig. 2. The algorithm identifies when an interictal spike
is likely to be present and the section of AEEG immediately
before (which is stored in the buffer of Fig. 1) and afterwards
is then transmitted to the recording unit for later analysis by
a neurologist. The amount of data recorded due to a detection
(the recording window) could be user determinable.
With reference to Fig. 2, the algorithm operates on a single
AEEG channel and the CWT is performed at scales A = 5
and B = 20.3 [22], [23], along with experiments by the au-
thors, have shown the Mexican hat mother wavelet to be well
suited to epileptic spike detection. The CWT itself is carried
out by a MATLAB simulation of the CWT implementation
based upon the Mexican hat described in [21].
To correct for changes in the AEEG signal amplitude
the wavelet coefficients (C{A,B} where {A,B} indicates the
3These scales correspond to using the MATLAB CWT function with data
sampled at 200Hz. For data at other sampling rates the scale should be
varied as: Scale = ({A, B}/200)× sampling frequency.
coefficients at either scale A or scale B) are normalised to
produce the normalised wavelet power defined as
P{A,B} =
C2{A,B}
σ2
(1)
where σ2 is the variance of the AEEG signal. Scale A is
used to identify possible spikes with detections when PA is
greater than a predetermined detection threshold. Scale B is
then a simple rule to to reject unwanted artifacts by ensuring
that the power at the wanted scale A is greater than at scale
B.
The algorithm is currently optimised for offline use and so
σ2 is easily calculated in blocks of 4.5s. For the final system
σ2, or a suitable alternative normalising factor, will need to
be calculated in real-time. Also, to aid human analysis of the
performance of the detection algorithm, detections less than
170ms apart are currently grouped into a single detection at
the position with the greatest PA. In an online system this
is not required as the aim is to record events and multiple
detections of the same event (for example at its start and
end) aid this process. Future work may remove this grouping
block.
B. Performance
Fig. 3 shows the algorithm sensitivity versus the per-
centage of the raw data to be transmitted as the detection
threshold is varied over the range 10–100. Curves for dif-
ferent recording windows are present allowing the user to
choose the amount of background information that is saved in
response to each detection. The dashed line present indicates
the performance of an algorithm that simply selects arbitrary
data sections. If, as a first pass approximation, interictal
spikes are assumed to occur at random times, sending 10%
of the raw data will result in a sensitivity of 10%. This line
thus represents the level of chance detections and any data
selection scheme based upon detecting spikes should always
achieve better performance than this.
In total 41 hours of EEG data, made up of 90 single chan-
nel data sets with varying numbers of events and artifacts
present, has been analysed. The sensitivity value is found
from the detection of 400 events marked by neurologists in
two data sets. Events are deemed to be successfully recorded
if a detection occurs no more than 2s, 1s or 0.4s away
from the marked position for the 5s, 2.5s, and 1s recording
windows respectively. The amount of data transmitted is
found by separately analysing all 90 data sets. Following the
recommendations from [8] results from different data sets in
each analysis are time-weighted-averaged together.
From Fig. 3 it can be seen that the implemented algorithm
obtains a very satisfactory level of performance with over
90% of marked events being recorded with less than 60% of
the EEG data needing to be transmitted. It should be noted,
however, that an ideal scheme where only the marked events
are transmitted would transmit less than 1% of the total data.
False detections from the proposed method limit the data
reduction performance, but a limited number are desirable
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Fig. 3. The algorithm performance illustrating the trade-off between the
data selection sensitivity and the amount of data that is transmitted.
as they provide extra background information which can aid
building the overall diagnosis picture.
A 40% data reduction is still very significant in allowing
system level power savings as the high power wireless
transmission stage can be turned off for 40% of the time.
It also decreases the amount of data for later analysis by a
neurologist. A trade-off is available between the sensitivity,
the amount of data transmitted and the recording window
used. In actual usage the user may wish to alter the record-
ing window size depending on the features that are to be
investigated and the length of the test period.
Further work is required to quantify the power consump-
tion of the algorithm in Fig. 2. However, a suitable low power
CWT implementation is known [21] and the other algorithm
steps, such as thresholding, can also be implemented in low
power [24] and so the overall algorithm has the potential
for the low power operation that is required by the battery
powered, wireless AEEG monitor.
IV. CONCLUSIONS AND FUTURE WORK
A discontinuous monitor has been proposed as a suitable
data reduction scheme to enable wireless AEEG monitoring.
A brief review of methods for selecting data sections to
record concluded that a CWT based algorithm would be
suitable and an algorithm has been described. Algorithm
testing has shown that the discontinuous monitor allows a
significant amount of data reduction whilst still ensuring that
the majority of EEG features are saved for presentation to a
neurologist.
Before a hardware implementation is possible, however,
the normalisation block of Fig. 2 must be implemented in
real-time. Future work will also investigate quantifying the
power consumption, as well as extending the data selection
procedure to incorporate other EEG features and will con-
sider multi-channel AEEG setups.
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