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V O R W O R T 
Dieses Buch richtet sich in erster Linie an Studenten der ver-
schiedenen Fachrichtungen, die sich aus philosophischem In-
teresse oder im Zusammenhang mit methodologischen Fragen 
ihres Fachs intensiver mit den Grundlagen der allgemeinen Wis-
senschaftstheorie beschäftigen wollen. Daher wurde bei der 
Darstellung auf Ausführlichkeit und Exaktheit Wert gelegt und 
es konnten einige elementare Logikkenntnisse vorausgesetzt 
werden, wie sie in jedem einführenden Lehrbuch vermittelt wer-
den. 
Ich möchte an dieser Stelle vor allem meinem ehemaligen Leh-
rer Wolfgang Stegmüller Dank sagen, dem ich gerade auf wissen-
schaftstheoretischem Gebiet in besonderer Weise verpflichtet bin 
und von dem ich viele Anregungen empfangen habe, die sich nur 
zum Teil in den Hinweisen des Textes ausdrücken können. Dank 
schulde ich auch meinen Mitarbeitern, den Herren Dr . W. Len-
zen, Hermann Seeberger und Ulrich Wessoly, und nicht zuletzt 
Frau Ulrike Fröbel für ihre wertvolle Hilfe beim Entstehen dieses 
Buches. 
Regensburg, im Mai 1972 Franz v. Kutschera 

E I N L E I T U N G 
Im weitesten Sinn wird das Wort Wissenschaftstheorie zur 
Bezeichnung von Untersuchungen verwendet, die sich unter 
systematischem Aspekt mit den Wissenschaften befassen - im 
Gegensatz zur Wissenschaftsgeschichte, die diese unter historischem 
Aspekt betrachtet. Wissenschaftstheoretische Untersuchungen 
können sich mit der Rolle der Wissenschaften im Rahmen von 
Gesellschaft, Kultur oder Ökonomie befassen und nach den 
Wechselwirkungen der Wissenschaft mit anderen kulturellen 
Bereichen fragen. Sie können sich mit dem Prozeß wissenschaft-
licher Erkenntnisgewinnung befassen, mit der Entwicklung von 
Begriffssystemen, von Hypothesen und Theorien, in der Absicht, 
allgemeine Strukturen dieser Prozesse aufzudecken - in diesem 
Sinn gehört auch die „Log ik der Forschung" zur Wissenschafts-
theorie. Wissenschaftstheorie kann sich endlich auch mit den Pro-
dukten der wissenschaftlichen Erkenntnis befassen, insbesondere 
also mit den wissenschaftlichen Begriffssystemen und Theorien. 
Wir wollen hier die Bezeichnung „Wissenschaftstheorie" nur 
in diesem letzteren Sinn, also im Sinn einer Theorie wissenschaft-
licher Theorien verstehen. 
Man kann nun jeder Einzelwissenschaft eine spezielle Wissen-
schaftstheorie zuordnen, die die besonderen Begriffsbildungen, 
Theorien und Methoden dieser Wissenschaft untersucht. In 
diesem Sinn gibt es eine spezieile Wissenschaftstheorie der 
Physik, der Psychologie, der Soziologie etc. Da es aber Gruppen 
von Wissenschaften gibt, die methodisch starke Verwandtschaften 
aufweisen, empfiehlt es sich, die einer solchen Gruppe gemein-
samen methodologischen Probleme unter dem Titel einer allge-
meinen Wissenschaftstheorie dieses Forschungsbereichs vorweg 
abzuhandeln. Eine solche Gruppe bilden die empirischen Wissen-
schaften, also z .B. Physik, Chemie, Biologie, Medizin etc., und 
die anderen Wissenschaften, wie Psychologie, Soziologie etc., 
sofern sie empirisch arbeiten. Mit der allgemeinen Wissenschafts-
theorie dieser empirischen Wissenschaften wollen wir uns hier 
beschäftigen. Wir klammern dabei also die apriorischen Wissen-
schaften Logik und Mathematik aus, bei denen grundlegend 
andere Verhältnisse vorliegen - es gibt dort keine Überprüfung 
der Hypothesen durch Beobachtungen, keine Experimente usw. -
und wir klammern auch all die Probleme aus, die für die Geistes-
wissenschaften (Geschichte, Kunstwissenschaft etc.) typisch sind, 
ohne hier zu der heiß umstrittenen Frage Stellung zu nehmen, ob 
es wissenschaftliche Methoden gibt, die diesen Geisteswissen-
schaften gegenüber den empirischen Wissenschaften eigentümlich 
sind. 1 
Aus der allgemeinen Wissenschaftstheorie der empirischen 
Wissenschaften nehmen wir ferner die Themen aus, die zu jeder 
Methodologie gehören, die aber bereits in der Logik abgehandelt 
werden: die Theorien des Definierens und des Beweisens. Und 
wir nehmen andererseits auch die im engeren Sinn erkenntnis-
theoretischen Probleme aus: Als Grundlage der Begriffsbildungen 
in den empirischen Wissenschaften werden im folgenden die 
Beobachtungsterme angesehen, die für „direkt beobachtbare" 
Dinge, Eigenschaften oder Beziehungen stehen. Es wird aus-
führlich diskutiert, wie man auf dieser Grundlage die theore-
tischen Terme einführen kann und inwieweit sie sich durch Be-
obachtungsterme vollständig interpretieren lassen. Es wird aber 
nicht gefragt, wie die Beobachtungsterme eingeführt und inter-
pretiert werden. Als Grundlage der Überprüfung von Hypo-
thesen werden die sog. Beobachtungssätze angesehen, die „direkt 
beobachtbare" Sachverhalte ausdrücken, und es wird ausführ-
lich diskutiert, wie und inwieweit sich Hypothesen und Theo-
rien durch Beobachtungssätze überprüfen und begründen lassen. 
1 Vgl. dazu Kutschera [73]. 
Es wird aber nicht gefragt, worauf sich die Annahme oder Ver-
werfung solcher Beobachtungssätze stützt. Diese beiden hier 
offen gelassenen Fragen werden erst im Zusammenhang erkennt-
nistheoretischer Untersuchungen diskutiert, deren Problematik 
zu weitreichend und eigenständig ist, als daß sie hier hätte auf-
genommen werden können. 
Es bleiben damit als Themen dieser Arbeit Aufbau, Interpreta-
tion und Abgrenzung empirischer Theorien, ihre Leistung, Begrün-
dung und Überprüfung, sowie die für empirische Wissenschaften 
typischen Begriffsformen, insbesondere metrische Begriffe und 
Wahrscheinlichkeitsbegriffe. 
Wenn wir so die Bezeichnung „Wissenschaftstheorie" hier im 
Sinn einer allgemeinen Methodologie der empirischen Wissen-
schaften verstehen, so deckt sie sich weitgehend mit der engli-
schen Bezeichnung „Philosophy of Science", wobei „Science" 
für die empirischen Naturwissenschaften steht. 
Die Wissenschaftstheorie hat in der letzten Zeit von den Ein-
zelwissenschaften her zunehmend an Interesse gewonnen. Sie 
unternimmt zwar keine einzelwissenschaftlichen Forschungen, es 
werden keine Experimente durchgeführt und keine Theorien 
entworfen; ihr Beitrag zur einzelwissenschaftlichen Forschung 
besteht aber in der Klärung methodologischer Probleme und in der 
Präzisierung von Verfahren der BegrirTsbildung, der Theorien-
konstruktion und der Überprüfung von Theorien. Sie fördert und 
vertieft so das Verständnis dessen, was man in den Einzelwissen-
schaften tut. Dabei geht es nicht nur um die nachträgliche Präzi-
sierung oder Rechtfertigung von Methoden, die ohnehin jeder-
mann bekannt sind und die intuitiv ohne weiteres korrekt ge-
handhabt werden; denn im Fortschreiten der Wissenschaften 
werden die Begriffs- und Theorienbildungen immer komplizier-
ter und wissenschaftstheoretische Analysen werden daher zu 
einem notwendigen Bestandteil der Arbeit der Einzelwissen-
schaften. Die Methodologie ist. also kein ephemeres Anhängsel 
der Disziplinen, sondern sie liefert einen wichtigen Beitrag zur 
einzelwissenschaftlichen Forschung. 
Das besondere philosophische Interesse der Wissenschaftstheorie 
Hegt andererseits darin, daß die Ergebnisse der empirischen Wis-
senschaften heute unser Weltverständnis bestimmen, und daß die 
Methoden dieser Wissenschaften allgemein als vorbildlich gel-
ten und weithin als Leitbild allen wissenschaftlichen Arbeiten 
akzeptiert werden. Daher muß die Analyse der Methoden dieser 
Wissenschaften einen wichtigen Teil einer philosophischen Re-
flexion auf wissenschaftliche Erkenntnis bilden und damit auch 
eine Voraussetzung für die Erkenntnistheorie. 
Die Gliederung der folgenden Erörterungen ergibt sich aus 
der Themenstellung. Zunächst werden Methoden der Begriffs-
bildung behandelt: Im ersten Kapitel wird die Theorie der Be-
griffsformen in ihren Grundzügen dargestellt, d.h. es werden 
klassifikatorische, komparative, vor allem aber metrische Be-
griffe behandelt, die in den empirischen Wissenschaften eine so 
wichtige Rolle spielen, deren Einführung aber eine Reihe von 
grundsätzlichen wie von technischen Problemen aufwirft. Im 
zweiten Kapitel wird der Wahrscheinlichkeitsbegrirf, bzw. besser: 
die wichtigsten Wahrscheinlichkeitsbegriffe, behandelt, die den 
statistischen Theorien zugrunde liegen und denen auch im Zu-
sammenhang mit der induktiven Überprüfung und Bestätigung 
von Theorien große Bedeutung zukommt. Im dritten Kapitel 
wird die Frage behandelt, wie sich empirische Theorien von ande-
ren abgrenzen lassen - in diesem Zusammenhang wird das empi-
ristische Sinnkriterium diskutiert - und wie die in solchen Theo-
rien vorkommenden theoretischen Terme durch Beobachtungs-
terme interpretiert werden können. Das vierte Kapitel befaßt 
sich mit Leistung und Funktion empirischer Theorien, u.a. mit 
der Frage nach dem Erklärungswert von Theorien. Das fünfte 
Kapitel untersucht dann die verschiedenen Möglichkeiten der 
Überprüfung und Bestätigung allgemeiner Hypothesen und Theo-
rien durch Beobachtungen. 
Die Wissenschaftstheorie ist in ihrer heutigen Form vor allem 
aus dem logischen Empirismus hervorgegangen. Es waren neben 
Bertrand Russell insbesondere Forscher des Wiener Kreises, der 
sich seit 1922 in Wien um Moritz Schlick bildete und dem u.a. 
Rudolf Carnap, Herbert Feigl, Otto Neurath und Friedrich Wais-
mann angehörten, und dem auch Kar l Popper nahestand,2 und 
Mitglieder der Gesellschaft für empirische Philosophie in Berlin, 
wie Hans Reichenbach, Walter Dubislav und Kurt Greiling, so-
wie Carl G . Hempel, die die ersten grundlegenden Arbeiten auf 
wissenschaftstheoretischem Gebiet leisteten. 
Der logische Empirismus knüpft an die empiristische philoso-
phische Tradition an, die durch Namen wie Locke, Hume, Ber-
keley, Comte, M i l l und Mach bezeichnet wird. Er übernimmt 
deren Grundthese, daß alle wissenschaftliche Erkenntnis ent-
weder analytischer Natur sei, wie die Sätze von Logik und Mathe-
matik, oder aber empirischer Natur. Alle Begriffe, mit denen wir 
die Welt beschreiben, werden der Erfahrung entnommen, und 
alle Aussagen über die Welt sind durch Beobachtungen und nur 
durch Beobachtungen begründet. Das Neue am logischen gegen-
über dem traditionellen Empirismus ist jedoch, daß er sehr stark 
von den Hilfsmitteln der modernen Logik Gebrauch macht. 
Wenn die moderne Wissenschaftstheorie so auch historisch auf 
dem Boden des logischen Empirismus entstanden ist, so ist sie 
in ihrem Inhalt doch von ihm unabhängig, und es wäre ganz 
falsch, die Grundthesen des Empirismus als auch für sie grund-
legend anzusehen. Vielmehr erweisen sich diese Grundthesen 
gerade in den wissenschaftstheoretischen Erörterungen als un-
haltbar. Darin zeigt sich noch einmal das übergreifende philoso-
phische Interesse der Wissenschaftstheorie, und daher gehen wir 
auf diesen Punkt im abschließenden sechsten Kapitel ausführ-
licher ein. 
2 Vgl. dazu V.Kraft [50]. 
1 M E T R I S C H E B E G R I F F E 
Dieses Kapitel beschäftigt sich mit dem Thema der Begriffs-
bildung in den empirischen Wissenschaften. Wir gehen von einer 
Erörterung der drei wichtigsten Begriffsformen aus, um uns dann 
ausführlich mit metrischen Begriffen zu befassen. 
Man unterscheidet für gewöhnlich drei Begriffsformen: klassi-
fikatorische, komparative und metrische Begriffe. Daneben könnte 
man noch andere Begriffsformen in Ansatz bringen, insbesondere 
die Typenbegriffe. Da sie sich jedoch entweder als rein kompara-
tive Begriffe, oder aber als klassifikatorische Begriffe auf der 
Grundlage einer komparativen Ähnlichkeitsrelation auffassen 
lassen, widmen wir ihnen hier keine eigenen Ausführungen. 1 
1.1 Klassifikatorische Begriffe 
Mit Hilfe zweier oder mehrerer klassifikatorischer Begriffe kann 
ein Gegenstandsbereich M vollständig in zwei oder mehrere 
disjunkte Klassen (d.h. Klassen ohne gemeinsame Elemente) 
K i , . . ., K n eingeteilt werden, so daß gilt: 
A x(xsM = x sK i v . . . v xsK n ) und 
A x(xeKi => —l xsKj) für alle i , j = 1, . . ., n und i ^  j. 
E in Klassifikationssystem ist z. B. die Einteilung der Menschen 
nach ihrer Nationalität, der Pflanzen im System von Carl von 
1 Zum Typenbegriff vgl. Hempel und Oppenheim [36], Hempel [60], 
S. 155fr., und Kutschera [71], 3.4.7. 
Linne, oder das sogenannte natürliche System der Tiere, dessen 
Anfänge ebenfalls auf Linne zurückgehen. 
E in Klassifikationssystem läßt sich oft durch eine auf M defi-
nierte Äquivalenzrelation R(x, y) angeben, für die gilt: 
R(a, a) (R ist totalreflexiv) 
R(a, b) R(b, a) (R ist symmetrisch) 
R(a, b) A R(b, c) => R(a, c) (R ist transitiv).1 
Jedes Element gehört dann genau einer Aquivalejz^lasse an, i 
d.h. einer Klasse, die alle untereinander in der Relation R stehen-
den Objekte aus M umfaßt. Man kann also definieren „K ist 
eine Äquivalenzklasse bzgl. R " durch: 
Dl . 1 -1 : Eq(K, R): = A X ( X S K E E Ay(yeK = R(x, y)), 
oder Eq (K , R) = V x A y(yeK ~ R(x, y)). 
Es gilt dann, wie man aufgrund der Eigenschaften von R sofort 
sieht: 
Eq(K, R) => V x(xsK) - jede Äquivalenzklasse enthält mindestens 
ein Element -
acM => V K (Eq (K , R) A aeK) - jedes Element von M gehört einer 
Äquivalenzklasse an - und 
Eq(K, R) A Eq(K/, R) A asK A aeK' ^  K = K ' - jedes Element von 
M gehört nur einer Äquivalenzklasse an. 
Zu jedem Element a von M gibt es also genau eine Äquivalenz-
klasse [a]R, der a angehört. 
Eine solche Äquivalenzrelation ist z. B. die Farbgleichheit, bei 
der die Äquivalenzklassen die Klassen von Dingen mit gleicher 
Farbe sind; oder die Teilbarkeit von Zahlen durch 4 mit gleichem 
Rest, wobei die Äquivalenzklassen Klassen der Zahlen sind, die 
durch 4 modulo x teilbar sind (x = 0, 1, 2, 3). 
Die Elemente von M können natürlich auch m-tupel (m > 2) 
sein, d.h. geordnete m-gliedrige Folgen von Objekten, so daß 
die Klassen K i , . . ., K n durch mehrstellige Prädikate dargestellt 
werden. Wenn man z .B . die Menschen nach ihren Verwandt-
schaften klassifiziert, so teilt man nicht die einzelnen Menschen 
1 Für Äquivalenzrelationen vgl. z. B. Kutschera [67], 5.3. 
in Klassen ein, sondern Paare von Menschen, die im Verhältnis 
Eltern-Kind stehen, oder Geschwister sind, etc. 
Ferner können sich verschiedene Klassifikationssysteme über-
lagern, so daß die Klassen K}, . . ., K J , p , KTV . . ., K„ r 
dann über die Bildung von Durchschnitten, d.h. von Klassen 
der zu zwei oder mehreren solchen Klassen gehörigen Objekte, 
eine feinere Einteilung von M erlauben. So klassifizieren wir z. B. 
die Menschen zugleich nach ihrem Geschlecht, ihrer Rasse, ihrer 
Nationalität, ihrem Beruf, ihrem Charakter, ihrem Alter, usw. 
Die vollständige und streng disjunkte Einteilung von M durch 
ein System klassifikatorischer Begriffe ist ein Idealfall. Viele 
klassifikatorische Begriffspaare der Alltags spräche, wie z. B. 
Groß - Klein oder Hart - Weich, sind weder vollständig noch dis-
junkt. Sie sind kontextabhängig (ein kleiner Planet ist größer als 
ein großes Haus, Holz ist hart im Vergleich zu Watte, aber weich 
im Vergleich zu Stahl), so daß das gleiche Ding in einer Hinsicht 
unter einen solchen Begriff fallen kann, in einer anderen Hinsicht 
aber nicht; und sie sind unvollständig erklärt, d.h. es gibt Dinge, 
die unter keinen Begriff eines solchen Paares fallen (ein Mann, 
der 1,75 m groß ist, ist weder groß noch klein). Man kann solche 
Klassifikationen aber je nach Bedarf durch weitere Kriterien ver-
schärfen oder durch weitere Begriffe vervollständigen, wie z. B . 
das Paar Groß - Klein durch Mittelgroß. In der Wissenschaft be-
müht man sich, die Klassifikationen möglichst scharf und voll-
ständig zu definieren. So erklärt man die anthropometrischen Be-
griffe: (1) dolicho^ephalisch (2) subdolicho^ephalisch, (3) mesati^epha-
lisch, (4) subbrachy^ephalisch und (5) brachy^ephalisch nicht durch 
die unscharfen Begriffe langköpfig, kur^köpfig usw., sondern man 
führt den ^ephalischen Index ein: z(x) = 100 • maximale Schädel-
breite von x/maximale Schädellänge von x, und definiert dann 
(1) durch: z(x)<75, (2) durch 75 < z(x) <77,6 (3) durch 77,6 < 
<z(x)<80, (4) durch 80<z(x)<83 und (5) durch 83<z(x).2 i n 
diesem Fall ist die Vollständigkeit und Disjunktheit des Klassifi-
2 Dieses Beispiel bringt Hempel in [52], S. 3,51. 
kationssystems logisch gesichert: Für jede Person x gibt es die 
Zahl z(x), und sie muß genau in einem der fünf angegebenen Inter-
valle liegen. In anderen Fällen sind die Bedingungen der strengen 
Klassiiikation aufgrund empirischer Tatsachen erfüllt. So ist z. B. 
die Einteilung der Tiere in natürliche Systeme nicht logisch, son-
dern faktisch vollständig. 
Man macht oft einen Unterschied zwischen einer natürlichen 
und einer künstlichen Klassifikation. Dabei soll eine natürliche Klas-
sifikation eine solche sein, die Objekte mit einet grundlegenden Ver-
wandtschaft zusammenfaßt oder deren Kriterien Wesenseigenschaf-
ten der klassifizierten Objekte sind, während eine künstliche 
Klassifikation sich nach oberflächlichen oder zufälligen Eigen-
schaften der Dinge richtet. So wäre z .B . das System der Tier-
gattungen und -arten eine natürliche Klassifikation, die Eintei-
lung der Tiere nach ihrem Geburtstag hingegen eine künstliche 
Klassifikation. 
Wie Hempel in [52], S. 52ff., betont, ist aber der Begriff der 
Wesenseigenschaft, auf den sich diese Unterscheidung stützt, 
nicht ausreichend präzisiert und daher nicht brauchbar. Würde 
man z .B . sagen: „Eine Wesenseigenschaft eines Objektes a ist 
eine Eigenschaft von a, ohne die a nicht a wäre" , so würde jede 
Eigenschaft von a wesentlich sein. Und wenn man sagte: „Eine 
wesentliche Eigenschaft der F-Dinge ist eine Eigenschaft G , für 
die gilt A x(F(x) "=> G(x))", so ist das ebenfalls inadäquat, weil 
z .B . die Tatsache, daß die einzigen noch lebenden Exemplare 
einer Tiergattung F sich im Münchener Zoo befinden, die Eigen-
schaft G , sich in diesem Zoo zu befinden, nicht zur Wesenseigen-
schaft macht. Und würde man endlich sagen: „G ist eine wesent-
liche Eigenschaft der F-Dinge, wenn der Satz A X ( F ( X ) 3 O(x)) 
logisch gilt", so wären nur die F definierenden Merkmale wesent-
liche Eigenschaften der F-Dinge, und das widerspräche ebenfalls 
der Intention. 
Man wird daher mit Hempel wohl nur sagen können: Eine 
natürliche Klassifikation ist ein Begriffssystem, das, zusammen 
mit anderen einschlägigen Begriffssystemen, die Formulierung 
einer möglichst großen Zahl fruchtbarer allgemeiner Gesetz-
mäßigkeiten erlaubt, und somit möglichst umfassende und ein-
fache Theorienkonstruktionen. Das wird am natürlichen System 
der Tiere deutlich, wo man z. B. Walfische nicht als Fische klassi-
fiziert, weil sonst viele generelle Aussagen über Fische, die für 
Säugetiere und für Lebewesen mit Lungen nicht gelten, nicht 
mehr aufgestellt werden könnten, bzw. mit wesentlich kompli-
zierteren Unterscheidungen formuliert werden müßten. Andere 
Beispiele theoretisch fruchtbarer Klassifikationssysteme sind das 
System der chemischen Elemente, für die viele physikalische und 
chemische Eigenschaften charakteristisch sind, sowie die Klassi-
fikation der Kristalle nach Zahl, relativer Länge und Neigung 
ihrer Achsen, mit denen man ebenfalls viele physikalische und 
chemische Eigenschaften der Kristalle erfassen kann. 
In diesem Sinn ist eine natürliche Klassifikation eine Eintei-
lung, die einen hohen systematischen Wert (systematic import) hat, 
wie Hempel das nennt.3 Diese Erläuterung macht aber den Be-
griff der natürlichen Klassifikation immer noch nicht zu einem 
, präzisen Begriff, und insbesondere steht er danach nicht für eine 
\ Eigenschaft, die einem Begriffssystem als solchem zukommt, 
\ sondern seine Anwendbarkeit hängt von empirischen Gegeben-
heiten ab. 
1.2 Komparative Begriffe 
Mit einem komparativen Begriff sprechen wir einem Gegen-
stand eine Eigenschaft nicht schlechthin zu oder ab, wie mit 
einem klassifikatorischen Begriff, sondern wir sprechen sie ihm 
in mehr oder minder großem Maße zu, und zwar dadurch, daß 
er bezüglich der Eigenschaft mit anderen Objekten verglichen 
wird. So entsprechen dem einstelligen klassifikatorischen Begriff 
Hart die zweistelligen komparativen Begriffe Härter als, Weniger 
hart als, Ebenso hart wie, die einen Gegenstand nicht schlechthin 
als hart oder nicht hart charakterisieren, sondern die seine Härte 
3 Vgl. Hempel [52], S. 54, sowie den Aufsatz „Fundamentals of 
taxonomy" in Hempel [65]. 
durch Vergleich mit anderen Gegenständen näher bestimmen. 
Ein solcher Vergleich kann z. B. dadurch vorgenommen werden, 
daß man ein Mineral x härter als ein Mineral y nennt, wenn man 
eine Fläche von y mit einer Spitze von x ritzen kann, aber nicht 
umgekehrt. 
Der Vorteil der Verwendung von komparativen Begriffen Hegt 
darin, daß sie wesentlich feinere Unterscheidungen ermöglichen 
als klassifikatorische Begriffe, und daß man daher mit ihnen viel 
genauere Beschreibungen und Gesetzmäßigkeiten formulieren 
kann als mit diesen. So kann man 2. B. unter Verwendung des 
klassifikatorischen Begriffes Heiß nur das sehr ungenaue Geset2 
formulieren „Wenn Blei nicht heiß ist, so ist es im festen Zustand, 
ist es heiß, so ist es im flüssigen Zustand". Mit den 2ugehörigen 
komparativen Begriffen läßt sich dagegen die schon wesentlich 
genauere Aussage machen „Wenn ein Stück Blei weniger heiß 
ist als eine Ker2enflamme, so ist es in festem Zustand, ist es wär-
mer als eine Ker2enflamme, so ist es in flüssigem Zustand". 
Allgemein kann man mit einem System von n klassifikatori-
schen Begriffen n Unterscheidungen zwischen den Objekten 
eines Bereichs M machen. Mit einem zweistelligen komparativen 
Begriff kann man dagegen ebenso viele Unterscheidungen machen, 
wie M Elemente enthält. Hat man z. B. auf M den Begriff H(x, y) 
- x ist höchstens so hart wie y - definiert, so liefert dieser eine Be-
griff schon ein klassifikatorisches System von r Begriffen, wenn 
M r Objekte a i , . . ., a r unterschiedlicher Härte enthält, nämlich 
die Begriffe Fi(x):=H(x, ai) für i = l , . . ., r. Wenn man, wie in 
der Härteskala von F. Mohs, zehn Mineralien zum Vergleich 
herausgreift, nämlich Talk (ai), Gips (a2), Kalkspat (a3), Fluß-
spat (a4), Apatit (as), Feldspat (ae), Quarz (a?), Topas (ag), Korund 
(ag) und Diamant (aio), wobei jedes folgende Mineral härter ist 
als alle vorhergehenden, so hat man mit H(x, y) elf klassifikatori-
sche Begriffe gewonnen: Fi(x): = H(x, ai), F2(x): = —1 H(x, ai) A 
H(x, a 2) , . . . , Fio(x): = -1 H(x, a9) A H ( X , aio), Fn(x): = -1 H(x, aio). 
Die Grundform eines komparativen Begriffs ist die Quasireihe. 
Wrir betrachten zunächst die beiden zweistelligen komparativen 
Begriffe x = y -xist ebenso . . . wie y - und x <• y - x ist weniger . . . 
als y. Dabei kann man für „. . . " setzen „hart", „intell igent", 
„groß" , „wertvol l" oder Ähnliches. Diese Begriffe seien defi-
niert auf einer Grundmenge M von Objekten. Es ist dann im 
Hinblick auf das intuitive Verständnis dieser zwei Relationen 
vernünftig zu fordern, daß sie folgenden Bedingungen genügen: 
al*) a=a 
a2*) a=b=>b = a 
a3*) a = b A b = c = > a = c 
a4*) a<.bAboc=>a<.c 
a5*) a=b=3 —i a<- b 
a6*) a=b v a<. b v b<» a. 
Nach a l* bis a3* ist = eine Äquivalenzrelation, nach a4* ist 
<• transitiv, nach a5* sind = und <• unverträglich und nach a6* 
ist <• konnex bzgl. 
Definiert man nun: 
a<« b: = a< - b v a = b, 
so gelten auf Grund von (al*) bis (a6*) die folgenden beiden 
Theoreme: 
al) a <• b vb <• a 
a2) a < . b A b < - c = > a < ' C . 
Formal ist es nun eleganter, an Stelle der beiden Grundrela-
tionen x = y und x<« y die eine Grundrelation x <• y zu betrach-
ten und für diese Relation die beiden Grundgesetze al und a2 
anzusetzen. Definiert man dann: 
Dl.2-1: a<-b := - ib<-a 
Dl.2-2: a = b : = a < - b A b < . a , und 
Dl.2-3: a-> b :=b<-a , 
so kann man mit al und a2 in einfacher Weise die Aussagen a l * 
bis a6* beweisen. 
Für die Relation = gilt das Substitutionsprinzip in der Form: 
a=b=>(A[a] => A[b]), wobei A[a] nur mit dem Grundprädikat <• 
aufgebaut ist.1 
1 Vgl. zum Substitutionsprinzip z. B. Kutschera und Breitkopf [70], 
13.1. 
Ferner gilt: 
A x(a <• x==b <• x) =5a= b, denn aus A x(a<• x = b <• x) folgt 
wegen a<-a und b < » b : a < « b A b < » a , also a=b. Und trivialer-
weise gilt auch A x(x <• a — x <• b) =>a= b. 
Eine Struktur, wie sie durch das Paar (M, <•) dargestellt wird, 
wobei für <• die Bedingungen al und a2 gelten, nennt man auch 
eine Quasireihe.2-
Die Quasireihe ist die Grundform komparativer Begriffe. 
Freilich werden nicht immer Objekte verglichen, sondern auch 
Paare oder Differenzen. 
Betrachten wir z .B . die vierstellige komparative Relation 
x,y <• u,v - x und y sind sich (bzgl. eines konstanten Begriffs F -
z. B. bzgl. der Farbe oder Gestalt -) höchstens so ähnlich wie u und v. 
Dann wird man folgende Forderungen an diese Relation stellen: 
b l ) a,b <• c,d v c,d <• a,b 
b2) a,b <. c,d A c,d<. e,f ^ a,b <• e,f 
b3) a,b <• c,d b,a<- c,d 
b4) a,b <• c,d => a,b <• d,c 
b5) a,b <• c,c 
b6) a,b = c,c => a,d = b,d. 3 
2 Diesen Ausdruck gebraucht Hempel in [52]. Von einer Quasi-
ordnung spricht man, wenn die Relation <• reflexiv und transitiv ist, 
von einer partiellen Ordnung, wenn sie daneben auch antisymmetrisch 
ist: a<-bAb<-a=>a = b . Von einer Ordnung redet man, wenn eine 
partielle Ordnung vorliegt, für die außerdem die Konnexität in der 
Form gilt: a<-bvb<-ava = b . Eine Quasireihe ist daher eine Ord-
nung, bei der die Identität durch die Relation = ersetzt ist. - Geht 
man von der Struktur (M,<•) über zu der Struktur <M*,<•*), wobei 
M * die Klasse der Äquivalenzklassen bzgl. = ist, und wo die Relation 
<•* deßniert ist durch: [a]^ <•* [b]_*_): = a <• b (diese Kontext-
definition ist korrekt, da für = das Substitutionsprinzip gilt), so ist 
(M*, <•*> eine Ordnungsstruktur, bei der die Identität = an die 
Stelle der Relation =± tritt. Ist <• die Relation höchstens so hart wie nach 
der MohsSkala, so stellen die Klassen [a] = ist unterer Index zu [a] ebc. 
die Härteklassen dar. Dieser Ubergang von <• zu <•* erweist sich bei 
der Metrisierung oft als nützlich, vgl. den Beweis von Tl.4-1. 
Dabei definiert man in Analogie zu Dl .2 -1 bis D l . 2 - 3 : 
Dl.2-4: a,b<-c,d: = - ic ,d<-a,b. 
Dl.2-5: a,b = c,d: =a,b <• c,d A c,d<-a,b 
Dl.2-6: a,b<.c,d: = c,d<.a,b. 
Man sieht sofort, daß sich nach b l bis b4 die Relation x,y <• u,v 
durch eine Relation {x,y} <.'{u,v} darstellen läßt, wo <•' eine 
Quasireihe ist und {x,y} die Paarmenge aus x und y. 4 b5 besagt 
dann, daß diese Quasireihe maximale Elemente enthält (Identität 
bedingt maximale Ähnlichkeit). Definiert man 
a~b := Ax(a,x = b,x), 
so ist mit = auch ~ eine Äquivalenzrelation, die Relation der 
Gleichheit bzgl. des Begriffs F, und b6 besagt, daß man in diesem 
Sinne gleiche Objekte durch die Relation <• nicht unterscheiden 
kann. 
Auch der vierstellige Präferenzbegriff x wird dem y höchstens so 
stark vorgewogen wie u dem v, auf den wir unten noch ausführlich als 
Beispiel der Metrisierung eingehen, läßt sich als Quasireihe für 
Wertdifferenzen deuten. 
1.3 Das Problem der Metrisierung 
Man kann klassifikatorische und komparative Begriffe auch 
unter den Oberbegriff qualitative Begriffe subsumieren, als Begriffe, 
die einem Objekt oder einem Objekt-n-tupel zu- oder abgespro-
chen werden.1 Demgegenüber ist ein quantitativer oder metrischer 
3 Eine solche Ähnlichkeitsrelation wurde in Kutschera [71], 3.4.7 
verwendet. Eine genauere Diskussion findet sich in Kutschera [72]. 
4 Für a = b ist (a, b} = {a}, d.h. neben den Paarmengen kommen, 
genau genommen, auch Einermengen im Bereich der Relation < • ' vor. 
1 Die Terminologie ist hier nicht einheitlich. Oft werden auch nur 
klassifikatorische Begriffe als „qualitativ" bezeichnet. Zu den qualita-
tiven Begriffen gehören in unserem Sprachgebrauch neben den ein-
stelligen klassifikatorischen und den zwei- oder mehrstelligen kompara-
tiven Begriffen auch noch all die anderen mehrstelligen, aber nicht 
komparativen Begriffe. 
Begriff eine Funktion, die einem Objekt oder einem Objekt-n-
tupei eine Zahl, oder ein n-tupel von Zahlen, zuordnet. Metrische 
Begriffe sind z .B . die Begriffe Masse, Volumen, Ort, Geschwindig-
keit, Abstand, usw. 
Die oben erwähnten Vorteile der Verwendung von kompara-
tiven Begriffen treffen in noch wesentlich höherem Maß auf 
metrische Begriffe zu : 2 
a) Quantitative Begriffe erlauben eine Unterscheidung zwischen 
Fällen, die sich klassifikatorisch oder komparativ nicht unter-
scheiden lassen. So unterscheidet z. B. die klassifikatorische 
Windskala von Beaufort zwölf Windstärken: „Windsti l le", 
„leiser Zug" , „leicht", „schwach", usw. bis zu „Orkan". Diese 
Windstärken werden definiert durch solche Wind Wirkungen wie 
,Senkrecht steigender Rauch4, ,Gekräuselte Wasseroberfläche', 
usw. Der metrische Begriff der Windgeschwindigkeit (angegeben 
in m/sec) erlaubt demgegenüber offensichtlich feinere Unter-
scheidungen und erfaßt darüber hinaus alle Möglichkeiten, wäh-
rend die in der Beaufortskala erfaßten Möglichkeiten keine voll-
ständige Disjunktion bilden. 
Mit metrischen Begriffen kann man auch komparative und 
klassifikatorische Begriffe einführen. Ist z. B . m(x) die Masse des 
Körpers x, so kann man definieren: x ist schwerer als y : = m(x) > 
m(y), und ist a ein, unter den (in einem bestimmten Kontext) als 
schwer geltenden Körpern, leichter Gegenstand, so kann man 
den klassifikatorischen Begriff ,x ist schwer* definieren durch 
m(x) > m(a). Und bei einer mehrfachen Einteilung, wie im Bei-
spiel der Windskala, kann man sagen: Windstille entspricht einer 
Windgeschwindigkeit von 0,0-0,5 m/sec, leichter Zug einer 
Windgeschwindigkeit von 0,6-1,7 m/sec, usf. D . h . quantitative 
Begriffe umfassen die Bestimmungsmöglichkeiten mit klassifikato-
rischen und komparativen Begriffen. 
b) Die genauere Beschreibung empirischer Phänomene mit Hilfe 
von quantitativen Begriffen ermöglicht auch die Formulierung 
\ 2 Die folgenden Beispiele sind der Arbeit von Hempel [52], S. 56 f 
I entnommen. 
exakterer Gesetze. So kann man unter Verwendung klassifikato-
rischer Begriffe z. B. nur sagen „Wenn Eisen warm ist, so ist es 
grau. Ist es heiß, so ist es rotglühend, und ist es sehr heiß, so ist 
es weißglühend". Mithilfe der metrischen Begriffe der Tempera-
tur und der Wellenlänge läßt sich demgegenüber die Abhängig-
keit der Spektralverteilung des emittierten Lichts in Abhängigkeit 
von der Temperatur ungleich genauer beschreiben, 
c) Die Einführung metrischer Begriffe ermöglicht endlich die 
Anwendung mathematischer Methoden, die sich in den empiri-
schen Wissenschaften ganz allgemein als ungemein fruchtbar 
erwiesen hat. 
Die Aufgabe der Metrisierung eines qualitativen Begriffs F, 
der auf einer Menge von Objekten M definiert ist, besteht darin, 
eine Funktion m(x) anzugeben, die auf M definiert ist und M in 
die Menge ^ der reellen Zahlen (bzw. der Punkte des N-dimen-
sionalen Punktraums & N ) abbildet, sowie einen auf dieser Menge 
definierten Begriff f, mit dem sich die Bestimmungen, die F für 
die Objekte x der Menge M trifft, für die diesen Objekten zuge-
ordneten Zahlen m(x) darstellen lassen. 
So kann man z. B. dem komparativen Begriff der Härte H(x,y) -
x ist höchstens so hart wie y - einen metrischen Begriff des Härte-
grades h(x) zuordnen, für den gilt: H(x,y) = h(x) < h(y), d. h . : das 
Mineral x ist höchstens so hart wie das Mineral y genau dann wenn 
der Härtegrad von x, d. h. die Zahl h(x), kleiner oder gleich dem 
Härtegrad von y, h(y) ist. (Hier ist also F ,der_Begriff JH[ und f die 
Beziehung <.) Oder man kann dem komparativen Begriff 
x wird y höchstens ebenso stark vorgewogen wie u dem v - symbolisch 
x,y <• u,v - einen metrischen Begriff w(x) des (subjektiven) Wer-
tes von x so zuordnen, daß gilt: a,b<* c,d == w(a) — w(b) <w(c) — 
w(d); d.h. : a wird b höchstens ebenso stark vorgezogen wie c 
dem d genau dann, wenn die Wertdifferenz von a und b, d. h. die 
Zahl w(a)-w(b), kleiner oder gleich der Wertdifferenz von c 
und d, d.h. der Zahl w(c)-w(d) ist. 
Wenn es nicht nur um die Metrisierung einzelner qualitativer 
Begriffe geht, sondern um die Metrisierung von Systemen solcher 
Begriffe und Funktionen, dann läßt sich die Aufgabe der Metri-
sierung allgemeiner und abstrakter so formulieren3: Es sei eine 
(qualitative) Struktur S = (M,Rj l l , . . .,R* S, F ^ , . . ., F^t> gege-
ben, wo die R*. ni-stellige Relationen seien, die auf der Menge M 
(die wir uns hier als Menge physikalischer Objekte denken 
können) definiert sind, und wo die F^ k mk-stellige Funktionen 
seien, deren Definitions- und Wertebereich M ist.4 Unter einer 
Metrisierung dieser Struktur S versteht man die Angabe einer 
Abbildung m von M in die Menge der reellen Zahlen oder in 
die Menge von Punkten des - der sog. Metrisierungsjunktion -
und von s ni-stelligen Relationen r*. und von t mk-stelligen 
Funktionen f* k auf 3$, bzw. 0t^y so daß folgende Bedingungen 
erfüllt sind: 
1) Rni (ai, . • a„ i) = rj l i(m(ai), . . ., m(ani)) für alle i = l , . . ., s, 
und 
2) m(F^ k(ai, . . ., amk)) = f * k(m(ai), . . ., m(amk)) für alle 
k = l , . . . t . 
Es ist dann also m ein Homomorphismus für die qualitative 
Struktur S und die numerische Struktur S' = ( Z , ^ , . . r^, 
fmi> • • ->fmt}> w o Z c f , bzw. Z c ^ N der Wertevorrat von m 
ist, und in diesem Sinn spricht man auch von einer homomorphen 
Metrisierung von S durch S' vermittels m. Ist m umkehrbar ein-
deutig, ist also m ein Isomorphismus für S und S', so spricht man 
von einer isomorphen Metrisierung von S. 
3 Vgl . dazu auch die Darstellung in Suppes und Zinnes [63]. 
4 Man könnte die Funktionen Fmk natürlich auch als (irik + l)-stellige 
Relationen auffassen. Der Übersichtlichkeit wegen führen wir sie hier 
aber gesondert auf. - Allgemein könnte man auch Strukturen 
y.vu,. . . , xvir, i v n u > . . ,y , # ^ i m ^ # ^ m i p i + 1 , 
•> F n , t l > . . m t P t ; m tpt+1> betrachten, wo R f l i l n i m . eine 
m rstellige Relation ist, deren 1-te Variable über die Menge M n n läuft, 
und entsprechend für die Funktionen, bei denen die Werte der i-ten 
Funktion in der Menge M m i p i + 1 liegen sollen. Wir beschränken uns 
der Einfachheit wegen aber auf den oben angeführten Spezialfall, an 
dem die wesentlichen Gedanken der Metrisierung deutlich werden. 
Ist eine Struktur S gegeben, so ist im allgemeinen auch eine 
Struktur S' - meist mit Ausnahme von Z - bestimmt, durch die 
man S darstellen möchte, in der die r n i und die f * k die einfachsten 
Relationen und Funktionen mit den passenden Eigenschaften 
sind. Das erste Problem der Metrisierung von S, das sog. Reprä-
sentationsproblem, besteht dann darin, ob sich eine Metrisierungs-
funktion m angeben läßt, die den Bedingungen (1) und (2) 
genügt. 
Das zweite Problem der Metrisierung besteht darin, festzu-
stellen, inwieweit die Metrisierungsfunktion m durch diese beiden 
Bedingungen festgelegt ist. Dieses Problem bezeichnet man als 
das Eindeutigkeitsproblem. 
Die Frage der Eindeutigkeit zu klären ist wichtig, damit man 
weiß, ob die Zahlen m(x) nur eine relative, oder aber eine ab-
solute Bedeutung haben, und ob eine Aussage über den Zahlen-
wert einer Größe überhaupt sinnvoll ist. 
Eine Aussage über den Zahlenwert einer Größe ist nur dann 
sinnvoll, wenn ihr Wahrheitswert invariant ist gegenüber allen 
Transformationen der in ihr vorkommenden metrischen Funk-
tionen, die in deren Eindeutigkeitsbereich hegen. So ist z. B . der 
Satz: 
a) „Das Verhältnis der Maximaltemperatur des heutigen Tages 
( t n ) zu der Maximaltemperatur des gestrigen Tages ( t n -i) ist r" 
sinnlos, nicht hingegen der Satz: 
b) „Das Verhältnis der Differenz der heutigen und der gestrigen 
Maximaltemperatur ( t n -i - tn) zur Differenz der heutigen und der 
morgigen Maximaltemperatur (tn — V i ) ist p". 
Denn Temperaturangaben sind nur eindeutig bis auf lineare 
Transformationen. Ist t eine Temperatur, so auch t' = c • t -f d mit 
c> 0. Temperaturangaben in Grad Celsius und in Grad Fahrenheit 
gehen z .B . auseinander durch die linearen Transformationen 
x°C = -f ( x ° F - 3 2 ) und x°F= • x°C + 32 hervor. Es gilt aber nun 
t n - l - t n C . t n - l + d - ( c - t n + d) 
zwar = r => —. — r, nicht aber 
tn - t n + i C • t n + d - (C • V i + d) 
t n C - t n + d 
= r _ r. 
t n - l C • t n - l + d 
Bei allen nicht in diesem Sinn invarianten Aussagen über 
metrische Größen ist also immer anzugeben, welche Metrisie-
rungsfunktion zugrundegelegt wird, d. h. auf welches Maßsystem 
sich die angegebenen Zahlenwerte beziehen. 
Das Problem der Eindeutigkeit ist aber auch für die Skalierung 
der Größen wichtig, d.h. für die Frage, welche Bestimmungen 
noch vorgenommen werden müssen, damit die Metrisierungs-
funktion und damit die Zahlangaben eindeutig bestimmt sind. 
Ist die Metrisierung eindeutig, d.h. gibt es nur eine Funktion 
m, die für die vorgegebenen Strukturen S und S' den Bedingun-
gen (1) und (2) genügt, so bedarf es keiner weiteren Bestimmun-
gen des gewählten m, und man spricht dann auch von einer 
absoluten Skala. Ist die Metrisierung eindeutig bis auf die Multi-
plikation mit einer festen positiv reellen Zahl, sc ist man in der 
Wahl der Maßeinheit frei, und man spricht dann von einer Ver-
hältnisskala. Ist die Metrisierungsfunktion eindeutig bestimmt bis 
auf lineare Transformationen y = C i • x + C2 (ci sei eine positive 
reelle Zahl), so kann man neben der Maßeinheit auch den Ur-
sprung frei wählen, und man spricht dann von einer Intervallskala. 
Ist m endlich eindeutig bis auf Translationen (y = x + c), so 
spricht man von einer Differenzskala; und man kann dann nur 
den Ursprung frei wählen. 
Diese Skalentypen sind die praktisch wohl am häufigsten vor-
kommenden Typen, aber natürlich nicht die einzig möglichen. 
E in Skalentyp ist bei dieser Auffassung also immer durch die 
Gruppe der zulässigen Transformationen bestimmt, die Metrisie-
rungsfunktionen wieder in Metrisierungsfunktionen überführen, 
und mit denen sich aus jeder solchen Funktion alle übrigen erzeu-
gen lassen. 
Beispiele für verschiedene Skalentypen werden wir unten 
kennenlernen. Wir werden sehen, daß die Metrisierung der Größe 
: ,Gewicht* eine Verhältnisskala ergibt, so daß Massenangaben bis 
auf die Wahl der Einheit (Gramm, Kilogramm, Zentner etc.) 
eindeutig sind, und wir haben bereits erwähnt, daß die Größe 
, Temperatur' eine Intervallskala ergibt, so daß man sowohl den 
Nullpunkt wie auch die Einheit angeben muß, um zu eindeutigen 
Temperaturangaben zu kommen. 
Eine Skala in diesem abstrakten Sinn darf man nicht mit der 
Skala eines Meßinstrumentes verwechseln, dem Feld, auf dem sich 
der Zeiger des Instrumentes bewegt und das in bestimmte Inter-
valle eingeteilt ist. So kann man daraus, daß die Skala einer 
Waage in gleich große Intervalle eingeteilt ist, nicht darauf 
schließen, daß die Metrisierung der Masse eindeutig ist bis auf 
Multiplikation mit einer positiven Zahl, d. h. daß sie dem Typ der 
Verhältnisskala angehört. Und daraus, daß die Skalenintervalle 
der Waage durch Zahlen gekennzeichnet sind, kann man nicht 
darauf schließen, daß die Metrisierung der Masse eindeutig ist. 
Man kann ja auch Waagen konstruieren, die nur Massengleichheit 
anzeigen, wie z .B . Balkenwaagen, oder Waagen, bei denen der 
Zeigerausschlag nicht der Masse proportional ist, sondern z .B . 
dem Logarithmus der Masse. Die Skala eines Meßinstruments, 
wie auch die Prozesse seiner Eichung geben also keine Auskunft 
darüber, welchem Skalentyp die Metrisierungsfunktion, d.h. die 
metrische Größe angehört, die mit dem Instrument gemessen 
wird. 
Metrische Größen werden der Einfachheit halber praktisch in 
den allermeisten Fällen durch geeichte Meßinstrumente gemessen. 
Dabei bezieht man sich aber auf eine vorgegebene, eindeutig 
bestimmte Metrisierung einer Größe und eine quantitative natur-
gesetzliche Beziehung zwischen ihr und dem Ausschlag des 
Zeigers des Meßinstruments. Bei Federwaagen bezieht man sich 
z .B . auf das Hookesche Gesetz, nach dem der Zeigerausschlag 
proportional dem Gewicht ist. Man bestimmt den Nullpunkt und 
den Ausschlag beim Gewicht 1 (z. B. 1 kg), teilt dann das Feld 
zwischen 0 und 1 und über die 1 hinaus in gleichgroße Intervalle, 
und erhält so eine Skala, von der man die Werte der gewogenen 
Massen direkt ablesen kann. 
Man kann durch Meßinstrumente aber auch eine Metrisierung 
erst definieren. Nehmen wir an, es liege ein komparativer Be-
griff x < • y vor und es sei aufgrund von Naturgesetzen bekannt, 
daß der Zeiger eines Meßinstruments bei einer Messung von x 
höchstens so weit ausschlägt wie bei einer Messung von y genau 
dann, wennx <• y ist. Dann kann man die Skala dieses Meßinstru-
ments so mit Zahlen versehen, daß größere Ausschläge größeren 
Zahlen entsprechen und hat dann eine durch das Meßinstrument 
definierte Metrisierung der Relation <•. 
Man mißt dann allerdings mit dem Instrument keine von ihm 
unabhängig gegebene metrische Größe - und insofern liegt kein 
Meßinstrument i . e. S. des Wortes vor, sondern nur ein Indikator -
sondern man stellt nur fest, ob die Relation x < • y vorliegt oder 
nicht. 
Wenn weiterhin auch eine wohldefinierte Relation x < • y, auf 
die man die Angaben des Instruments beziehen könnte, fehlt, so 
daß mithilfe des Instruments erst eine komparative Relation 
definiert wird, so ist das Instrument auch kein Indikator. Trotz-
dem kann es gute Dienste leisten, wenn es gelingt, die Angaben 
dieses Instruments in eine allgemeine, gesetzmäßige Beziehung 
zu anderen Größen zu setzen. Wenn man z. B. , ohne über einen 
wohldefinierten komparativen Begriff der Intelligenz zu verfügen 
und ohne daher den Zusammenhang von Intelligenz in einem 
allgemeinen Sinn mit dem Ergebnis dieses Tests überprüfen zu 
können, die Intelligenz durch das Verhältnis der beantworteten 
Fragen zu der Gesamtzahl der Fragen in einem bestimmten Intelli-
genztest „mißt", so definiert man damit den Intelligenzgrad; d.h. 
m 
die Aussage, eine Person X habe den Intelligenzgrad —, besagt 
dann nichts anderes, als daß X m von den n Fragen des Tests 
richtig beantwortet hat. Wenn nun aber eine empirische Korrela-
tion zwischen dem so definierten Intelligenzgrad und anderen 
Sachverhalten, z. B. der Leistungsfähigkeit von X in bestimmten 
Berufen besteht, so erweist sich diese Definition als fruchtbar. 
In den beiden letzten Fällen liegt also keine Messung einer 
quantitativen Größe vor, sondern eine Definition dieser Große. 
Von einem Meßinstrument i.e.S. wird man aber nur dann spre-
chen, wenn eine unabhängig von den Angaben des Instruments 
definierte metrische Größe gegeben ist, über deren Werte das 
Meßinstrument korrekte Angaben macht. 
Wir haben bisher nur den Fall der fundamentalen Metrisierung 
besprochen, bei dem es darum geht, Objekten einer Menge M 
durch eine Funktion m(x) reelle Zahlen zuzuordnen, ohne daß 
man sich dabei schon auf andere metrische Begriffe stützen kann. 
Auch bei der abgeleiteten Metrisierung geht es darum, den Objek-
ten einer Menge M reelle Zahlen zuzuordnen. Dabei werden aber 
nun gewisse Abbildungen mi, . . ., m n von M in M vorausgesetzt, 
die insbesondere Metrisierungsfunktionen zu gewissen Strukturen 
auf M sein können, und es wird für die Zuordnung m nur gefor-
dert, daß sie in einer vorgegebenen Beziehung B zu den mi steht. 
Man bezeichnet dann (M,mi, . . ., mn) als Maßsystem (auf M), m 
als aus den mi abgeleitete Metrisierungsfunktion, und nennt B die 
repräsentierende Relation. Ist z. B. mi(a) das Gewicht von a, 1112(a) 
das Volumen von a, so kann man die Dichte als abgeleitete Größe 
einführen durch die Bedingung, daß sie Quotient von Gewicht 
und Volumen sein soll: m(a) : = mi(a)/m2(a). Hier ist also 
mi(x) 
B(m,mi,m2) die Relation Ax(m(x)= —— r ) . 
m2(x) 
E in komplizierteres Beispiel für eine abgeleitete Metrisierung 
ist folgendes:5 Es hegt für die Temperatur zunächst nur ein 
komparativer Begriff fest, dessen Metrisierung t(x) beliebige 
monoton wachsende Transformationen zuläßt, d.h. Transfor-
mationen der Gestalt h(x) mit x < y h(x) < h(y).6 Nun hat man 
bereits das Volumen als metrischen Begriff eingeführt und fest-
gestellt, daß die Ausdehnung eines Körpers (speziell des Queck-
silbers) mit seiner Temperatur wächst: V(a) <V(b) = t(a) <t(b). 
Man setzt nun als Nullpunkt die Schmelztemperatur des Wassers 
fest, als zweiten Punkt die Verdampfungstemperatur von Wasser 
(als 100°), teilt die Volumendifferenz für Quecksilber bei diesen 
5 Vgl. Hempel [52], S. 70. 
6 Vgl. dazu das Theorem Tl.4-1. 
Temperaturen V v — V s in 100 gleiche Teile und erhält so einen 
Temperaturmaßstab, das Maß in Graden Celsius. Man mißt also 
die Temperatur in Volumteilen von Quecksilber und setzt fest: 
Vv(y)-V s(y) 
t(x) = c ^ Vy(Hg(y) A y ^ x A V(y) - V,(y) = c . )> 
wobei Hg(y) bedeutet, daß y aus Quecksilber besteht und • die 
Temperaturgleichheit symbolisiert. Diese Gleichung ist dann die 
repräsentierende Relation B für die Bestimmung der Temperatur 
durch die abgeleitete Metrisierung mithilfe des Volumenbe-
griffes. 
Das Repräsentationsproblem besteht für die abgeleitete Metrisie-
rung darin, zu einem vorgegebenen Maßsystem (M,m.i, . . ., m n) 
und einer Relation B eine Abbildung m von M in zu finden, 
die zu den mi in der Beziehung B steht. 
Das Eindeutigkeitsproblem stellt sich für die abgeleitete Metrisie-
rung in zwei Formen, je nachdem ob man zuläßt, daß auch die 
Meßfunktionen mi gewissen Transformationen unterworfen 
werden können (die etwa ihren Charakter als Metrisierungsfunk-
tionen gewisser Strukturen auf M nicht verändern), oder ob man 
die mi festhält. Im ersteren Fall spricht man von abgeleiteten Skalen-
typen i.w.S., im letzteren von abgeleiteten Skalentypen i.e.S. Die 
abgeleiteten Skalentypen i.e.S. werden ganz analog zu den Ska-
lentypen der fundamentalen Metrisierung definiert durch Klassen 
zulässiger Transformationen. Danach ist dann die Dichte eine 
absolute abgeleitete Skala i.e.S. 
Zur Festlegung der abgeleiteten Skalentypen i .w. S. muß man 
zunächst einmal festlegen, welche Transformationen für die Maß-
funktionen mi zugelassen werden. Bei der Dichte wären z .B . 
(entsprechend dem Wechsel der Maßeinheit bei Gewicht und 
Volumen) die Transformationen c • mi(x) und d • m2(x) zulässig, 
wo c und d positive Zahlen sind, die eine Transformation von 
m(x) in ~ . m(x) bewirken. Dann kann man die abgeleiteten 
Skalentypen i .w.S» zu Klassen zulässiger Transformationen T i 
der mi als Klassen derjenigen Transformationen definieren, die 
abgeleitete Metrisierungsfunktionen m immer wieder in Funk-
tionen überführen, die in der Relation B zu aus den mi durch zu-
lässige Transformationen hervorgegangenen Funktionen stehen, 
und mit denen sich aus jedem m alle solche Funktionen erzeugen 
lassen. 
1.4 Beispiele metrisierbarer Strukturen 
Wir diskutieren im folgenden einige Beispiele für die Einfüh-
rung metrischer Begriffe, die theoretisch oder praktisch von 
besonderer Bedeutung sind und geeignet erscheinen, die Grund-
gedanken der Metrisierung noch weiter zu verdeutlichen. Weitere 
Metrisierungsprobleme werden im nächsten Kapitel behandelt. 
1. Ouasireihen 
Es sei (M, <•) eine Quasireihe, so daß die zweistellige kompara-
tive Relation <• den Bedingungen al und a2 aus 1.2 genügt . 
Einer solchen Struktur wird man eine Struktur (Z, <) zuordnen 
wollen, mit Z c f . Gesucht wird also eine Metrisierungsfunktion 
m, die M in ^ abbildet, und für die gilt: 
A) a <• b = m(a) < m(b). 
Daraus folgt mit al und a2 sofort, daß auch gilt: 
a< • b = m(a) <m(b) und 
a = b = m(a) = m(b). 
Das Eindeutigkeitsproblem stellt sich in Form der Frage, bis 
auf welche Transformationen die Metrisierungsfunktionen m 
durch (A) festgelegt werden. 
Die Antwort auf diese beiden Probleme gibt das folgende 
Metrisierungstheorem für Quasireihen: 
Tl.4-1 a) Eine Quasireihe (M, <•) ist genau dann (im angegebe-
nen Sinn) metrisierbar, wenn es eine abzählbare Teilmenge N 
von M gibt, die in M ordnungsdicht ist, d. h. ein N , so daß es zu 
je zwei Elementen a,b mit a<-b aus M - N stets ein Element c 
aus N gibt mit a<. c<- b. 
b) Die Metrisierung einer Quasireihe ist eindeutig bis auf mono-
ton wachsende Transformationen. 
Für den etwas langwierigen Beweis dieses Theorems vgl. den 
Anhang I. 
Nach (a) ist insbesondere jede Quasireihe mit abzählbarem M 
metrisierbar. Nach (b) ist die Metrisierung einer Quasireihe weit-
gehend willkürlich. Die Angabe eines Wertes m(x) besagt nichts 
über x; dazu benötigt man Vergleichsangaben wie m(x) <m(y). 
Die Metrisierung leistet also in diesem Fall kaum mehr als die 
Zuordnung von Ordinalzahlen: Wenn man die Schüler einer 
Klasse ihrer Größe nach ordnet, so kann man ihre Position in 
dieser Ordnung durch Ordinalzahlen {der erste (der kleinste), der 
%njeite (der zweitkleinste), etc.) angeben. Die Zuordnung solcher 
Rangnummern stellt noch keine Metrisierung dar,, denn den glei-
chen Effekt erhält man z. B. durch Zuordnung der Buchstaben in 
alphabetischer Folge, oder irgendwelcher anderer Objekte, für 
die eine Ordnung festgelegt ist. Hempel hat zudem betont, daß 
die zugeordneten Rangnummern sich bei Vergrößerung oder 
Verkleinerung der Menge ändern (der Kleinste ist dann evtl. 
nicht mehr der Kleinste, also der erste, oder der Zweitkleinste 
wird zum Kleinsten); die Zahlen m(x), die Masse eines Körpers, 
sein Volumen, sein Ort etc., sollen aber absolute Werte darstellen, 
nicht nur den Rang in einer Bezugsmenge.1 
Wenn man so die Zuordnung von Ordinalzahlen als Rang-
nummern nicht als Metrisierung ansprechen kann, sp_ stellt die. 
Metrisierung einer Quasireihe einen Grenzfall der Metosierung 
dar: die zugeordneten Zahlen sind hier zwar nicht abhängig von 
einer Vergrößerung oder Verkleinerung von M , aber nach (b) ist 
nur die Anordnung der Zahlen m(x) relevant. 
Die folgenden beiden Beispiele stellen Strukturen vor, die 
sich in einem tieferen Sinn quantitativ beschreiben lassen. 
2. Extensive Ouasireihen 
Es sei (M, <•) eine Quasireihe. Die Objekte von M sollen sich 
in einer bestimmten Weise zu neuen Objekten von M zusammen-
fügen lassen, wie sich z. B. Massen zu neuen Massen zusammen-
i Vgl. Hempel [52], S.61. 
fügen lassen; d. h. auf M soll eine zweistellige Operation + defi-
niert sein, die folgende Eigenschaften haben möge: 
c5) a <. a + b 
c6) a <• b => Vn(b <• n • a), wobei n • a rekursiv definiert ist durch: 
l - a = a, (m +1) • a = m . a 4- a.2 
c5 schließt das Nullelement aus, besagt also im Massenbeispiel, 
daß es keine Objekte mit einer verschwindenden Masse gibt. 
c6 ist eine Formulierung des archimedischen Axioms. Dabei muß 
a von Nul l verschieden sein, was man aber wegen c5 in c6 nicht 
eigens fordern muß. Aus c3 folgt, daß + niit = verträglich ist, 
d.h. daß gilt: a = b ^ a + c = b - f - c u n d a — b c+ a=c + b. 
Eine Struktur (M, <•, +), die den Bedingungen a l , a2 und c l 
bis c6 genügt, heißt eine extensive Quasireihe. 
Eine Schwierigkeit tritt hier dadurch auf, daß im Massenbei-
spiel a + a nicht definiert ist, denn man kann einen Körper nicht 
mit sich selbst zusammenfügen, insbesondere nicht so, daß der 
entstehende Körper größere Masse hat, wie das c5 fordert. 
Daher muß man, insbesondere auch im Hinblick auf c6, anneh-
men, daß es zu jedem Objekt a aus M hinreichend viele Objekte 
ai,a2,a3, . . . aus M gibt mit ai = a für i = 1,2,3 . . ., und muß 
a 4- a deuten im Sinn von ai 4- a k mit i ^ k . Im Massenbeispiel 
wird man also annehmen, daß es zu jedem Körper beliebig viele 
gleichschwere gibt, wie man ja auch beim Wiegen mit einer Bal-
kenwaage immer hinreichend viele Stücke des Standardgewichts 
zur Verfügung haben muß. 
2 Entsprechende Axiomensysteme findet man bei Hempel [52] und 
bei Suppes und Zinnes in [63], S. 42. Vgl. auch Suppes [51]. 
cl) (a 4- b) + c = a + (b 4- c) 
c2) a + b = b4 -a 




Ferner soll gelten 
c4) b < • a => Vx(a = b 4- x) (Existenz der Differenz) 
Man wird nun die Metrisierung einer extensiven Quasireihe 
(M, <•, + ) so verstehen, daß eine Abbildung m von M in die 
Menge der positiven reellen Zahlen angegeben wird, für die gilt: 
B) a < • b = m(a) < m(b) und 
m(a -f- b) = m(a) + m(b). 
Es gilt dann das folgende Metrisierungstheorem: 
T l . 4 - 2 : a) Jede extensive Quasireihe (M, <•, + ) ist (im angege-
benen Sinn) metrisierbar. 
b) Die Metrisierung einer extensiven Quasireihe ist eindeutig bis 
auf Multiplikation mit einer positiv reellen Zahl. 
Für den Beweis dieses Theorems vgl. wieder den Anhang I. 
Aus (b) ergibt sich: Wählt man ein Objekt e aus M als Einheit 
und ordnet ihm den Wert 1 zu, so ist die Metrisierung der Struktur 
(M, <•,+ ) eindeutig bestimmt. Denn ist m(x) irgendeine Metri-
sierungsfunktion zu dieser Struktur, so ist nach (b) auch m'(x) = 
m(x) 
e m e solche Funktion, und es gilt m'(e)==l, und für jede 
andere Metrisierungsfunktion m*(x), die sich nach (b) durch 
m*(x) = c • m'(x) darstellen läßt, ist für m*(e) = 1 c = 1, so daß sie 
mit m'(x) identisch ist. 
Zur Illustration dieser wichtigen Struktur betrachten wir die 
Metrisierung des Massenbegriffes noch etwas ausführlicher: Der 
Begriff x< . y — x ist höchstens so schwer wie y - sei durch Be-
nützung einer Balkenwaage so festgelegt, daß er genau dann 
auf x und y zutrifft, wenn die erste Waagschale nicht tiefer steht 
als die zweite, wenn man den Körper x auf die erste und y auf 
die zweite Waagschale legt. Die Operation x + y des Zusammen-
fügens bestehe einfach darin, daß man x und y zusammen auf 
eine Waagschale legt. Es gelten dann die Prinzipien a l , c l , c2 
analytisch, a2, c3 und c5 aber nur empirisch. c4 und c6 sind 
Annahmen über den Bereich der betrachteten Objekte M . Gelten 
die Gesetze al bis c6, so kann man den Objekten x aus M nach 
Tl .4 -2 positiv reelle Zahlen m(x) zuordnen (ihre Massen) und so 
von Aussagen wie „a hat eine kleinere Masse als b" zu Aussagen 
über die Masse der Körper übergehen. Wählt man einen Körper, 
z .B . das Urkilogramm in Paris, als Masseneinheit, so haben in 
diesem Maßsystem Zahlenangaben über Massen absolute Bedeu-
tung, d.h. der Satz ,,m(a) = 5[kg]" hat einen wohlbestimmten 
Sinn. 
Die Bestimmung des komparativen Begriffs ,ist ist höchstens so 
schwer wie y' durch Bezugnahme auf eine Balkenwaage erfaßt 
freilich nur einen kleinen Teil der Extension dieses Begriffs: 
Viele Dinge, wie Atome oder Sterne, denen wir Massen zuschrei-
ben, lassen sich nicht wiegen. Hier müssen naturgesetzliche 
Zusammenhänge zwischen Masse und anderen Größen eintreten, 
damit solche Massen meßbar werden. 
Man nennt metrische Begriffe oder Größen, die durch Metri-
sierung extensiver Quasireihen eingeführt werden, auch additive 
oder extensive Größen. Solche Größen sind Masse, Länge usf., 
deren Werte nach T l .4 -2 dann bis auf Multiplikation mit einer 
positiven reellen Zahl festliegen und bei Wahl einer Maßeinheit 
(Gramm, Kilogramm, Zentimeter, Meter) eindeutig bestimmt 
sind. Eine nicht-additive oder intensive Größe ist demgegenüber 
z .B . die Temperatur. 
Wie Hempel hervorgehoben hat3, ist eine Größe m(x) immer 
nur bzgl. einer bestimmten Operation + additiv, für die gilt 
m(a + b) = m(a)+ m(b). Bzgl. einer anderen Operation der Kom-
bination kann diese Größe auch nicht-additiv sein. So ist die 
Geschwindigkeit in der klassischen Mechanik additiv, in der 
relativistischen aber nicht. 4 Es wäre auch nicht sinnvoll, eine 
Größe additiv zu nennen, wenn es irgendeine Operation + auf M 
gibt, bzgl. deren sie additiv ist. Denn dann könnte man z. B. auch 
die Temperaturen von Gasen als additiv bezeichnen, weil man 
a i b definieren könnte als Operation des Mischens von a und b 
und des Erwärmens (oder Abkühlens) der Mischung bis sich eine 
3 Vgl. Hempel [52], S. 75f. 
4 Vgl. dazu Stegmüller [70], S. 60. 
Temperatur einstellt, die der Summe der Temperaturen von a 
und b entspricht. In diesem Sinn kann man mit Hempel allenfalls 
sagen: Eine Größe m ist additiv, wenn es eine systematisch 
fruchtbare und einfache Operation + gibt, bzgl. deren m additiv 
ist. 
3. Unendliche Differenzsysteme 
Es liegt nahe, komparative Wertbegriffe als Quasireihen der 
Gestalt a < • b - a ist höchstens so wertvoll wie b - zu charakterisieren. 
Da diese Bestimmung aber recht ungenau ist und zu metrischen 
Wertbegriffen führt, die nach Tl .4-1 nur bis auf monotone 
Transformationen festliegen - allgemeine Gesetze für eine solche 
Relation <•, die über die Forderung der Konnexität und Transiti-
vität hinausgehen, bieten sich nicht leicht an - wird man von 
einer anderen Grundrelation ausgehen, z. B. von einer vierstelli-
gen komparativen Relation, mit der man Wertdifferenzen ver-
gleichen kann: a,b < • c,d - a wird dem b höchstens so stark vorgewogen 
wie c dem d. Mit dieser Relation kann man dann die oben bespro-
chene Relation definieren durch 
D l . 4 - 1 : a<-b:=a,a<.b,a. 
Die 4-, bzw. 2-stelligen Relationen = und <• werden dann 
nach Dl .2-4,5 , bzw. Dl.2-1,2 definiert.^ 
Als Grundaxiome, mit denen die wichtigsten Eigenschaften 
der Relation <• erfaßt werden, kann man nun ansetzen: 
d l ) a,b <• c,d vc,d <• a,b 
d2) a,b < • c,d A c,d < • e,f a,b < • e,f 
d3) a,b<- c,d=>a,c<- b,d 
d4) a,b <• c,d=>d,c <• b,a. 
Dabei besagen d l und d2, daß <• eine Quasireihe für Wert-
unterschiede darstellt, und d3 und d4 charakterisieren die Paare 
a,b und c,d als Differenzen. Aus diesen Axiomen folgt, wie man 
leicht verifiziert, daß auch a < • b eine Quasireihe ist. 
5 Um zu viele neue Symbole zu vermeiden, wählen wir dasselbe 
Zeichen < • für verschiedene Relationen. Ob jeweils die 2- oder die 
4-stellige Relation gemeint ist, ergibt sich sofort aus dem Kontext. 
Ohne spezielle Voraussetzungen über die Menge M , auf der < • 
definiert sein soll, kann man nun keinen Metrisierungssatz bewei-
sen, nach dem sich Wertunterschiede durch Zahlendifferenzen 
darstellen lassen. Dazu benötigt man z .B . folgende Existenz-
axiome, die von P. Suppes und M . Winet in [55] angegeben wor-
den sind. 
d5) Vx(a,x = x,b) 
d6) b < • a A c,d < • a,b Vx(b < • x < • a A c,d < • a,x) 
d7) b < • a A a,b < • c,d Vxyn(c,x = n y,d A C,X <. a,b). 
d5 besagt, daß es für beliebige a,b aus M ein Element x aus M 
gibt, das sich von a in seinem Wert ebenso stark unterscheidet 
wie von b. Daraus folgt, daß für alle nichttrivialen Strukturen 
(M, <•), bei denen nicht alle Differenzen verschwinden, M unend-
lich viele Elemente enthält. Daher bezeichnen Suppes und Winet 
die durch d l bis d7 charakterisierten Strukturen als unendliche 
Differenzsysteme. d6 entspricht der Forderung der Dichte und d7 
ist eine Formulierung des archimedischen Prinzips. Dabei definiert 
man: 
Dl.4-2: a,b =ic ,d : = a,b = c , d A b = c 
a,b = n+ic,d := Vxy(a,b = n x , y A X , y =ic,d). 
Danach besagt a,b =1 c,d, daß die Summe der Differenzen a,b 
und c,d die Differenz a,d ergibt, und a,b =^nc,d ist die n-te Potenz 
dieser Relation; 6 d.h. a,b = n c,d besagt anschaulich, daß man die 
Strecke [a,d] erhält, wenn man die Strecke [a,b] noch n mal um 
sich selbst verlängert, wobei das letzte Teilstück sich mit der 
Strecke [c,d] deckt. 
Unter einer Metrisierung eines unendlichen Differenzsystems 
wird man die Angabe einer Funktion m verstehen, die M in die 
Menge der reellen Zahlen abbildet, und für die gilt: 
C) a,b <• c,d == m(a) -m(b) <m(c) — m(d), 
die also den Objekten x von M numerisch ausgedrückte Werte 
m(x) zuordnet und a,b<-c,d als Quasiordnung von Wertdiffe-
renzen interpretiert. 
6 Zum Begriff der Relationspotenz vgl. z.B. Kutschera [67], 4.4.1. 
Für unendliche Differenzsysteme gilt dann das Metrisierungs-
theorem: 
Tl .4-3: a) Jedes unendliche Differenzsystem (M, <•) läßt sich 
(im angegebenen Sinn) metrisieren. 
b) Die Metrisierung eines unendlichen DifTerenzsystems ist ein-
deutig bis auf lineare Transformationen, d.h. Transformationen 
y = cx + d mit positiv reellem c. 
Es gilt dann, wie man sofort sieht, auch a<-b==m(a) <m(b). 
Zum Beweis dieses Theorems vgl. den Anhang I. 
Nach (b) ist die Metrisierung eines unendlichen Differenzsy-
stems eindeutig bis auf die Wahl des Nullpunktes o mit m(o) = 0 
und der Einheit e •> o mit m(e) = l . Ist m(x) eine beliebige 
Metrisierungsfunktion des Systems, so ist m'(x) = 
1 m(o) 
: . • m(x) — . eine Metrisierunesfunktion, die 
m(e) - m(o) m(e) - m(o) 
diese beiden Zusatzforderungen erfüllt. Und ist m*(x) eine 
beliebige Metrisierungsfunktion zu (M, <•), so gibt es nach (b) 
reelle Zahlen c>0 und d mit m*(x) = c • m'(x)+ d. Ist nun 
m*(o) = 0, so muß d = 0 sein, und ist zudem m*(e) = l , so muß 
c = l , also m*(x) mit m'(x) identisch sein. D . h . es gibt nur eine 
Metrisierungsfunktion m'(x) mit m'(o) = 0 und m'(e) = 1. 
Den unendlichen DifferenzsySternen entspricht also eine Inter-
vallskala. 
4. Bradley-Terry-Luce-Sy steme 
Um auch einen etwas besseren Eindruck von der abgeleiteten 
Metrisierung zu gewinnen, als ihn das triviale Beispiel der 
Dichte vermitteln konnte, wollen wir als letztes Beispiel die 
Bradley-Terry-Luce-Sy steme behandeln : 7 
Als Paarvergleichungssystem bezeichnet man ein System (M,t), 
wobei t die Paare von Elementen aus M auf reelle Zahlen abbildet, 
so daß gilt: 0<t(a,b)<l, t(a,b) + t(b,a) = 1 und t(a,a) = 0,5. Man 
kann t(a,b) dann z .B . interpretieren als relative Häufigkeit, mit 
7 Vgl . dazu Suppes und Zinnes [63], S. 17ff, 48ff. 
der b dem a vorgezogen wird, mit der b eine Eigenschaft in höhe-
rem Maße hat als a, usw. t ist also ein relativer Wertmaßstab für 
die Elemente von M , und es ist nun die Frage, unter welcher 
Bedingung man diesen relativen durch einen absoluten Wertmaß-
stab s ersetzen kann, der mit t verträglich ist. Dabei wird man s 
mit t verträglich nennen, wenn s eine Abbildung von M in die 
Menge der reellen Zahlen ist, für die gilt: 
s(a) 
D) —— — = t(a,b) für alle Elemente a,b aus M . 
s(a) + s(b) 
Denn dann gilt t(a,b) <0,5 = s(a) <s(b).8 
Das absolute Wertmaß soll nun als von t abgeleitete Skala 
eingeführt werden, wobei (D) als repräsentierende Relation B 
dient. 
E in Paarvergleichungssystem (M,t), für das gilt: 
t(a,b) tflv:) _ t(a,c) 
} t(b,a) * t(c,b) ~ t( c;a) 5 
nennt man Bradley-Terry-Luce-Sy stem (kurz BTL-System). 
Es gilt nun der Satz: 
Tl.4-4: a) E in Paarvergleichssystem (M,t) ist metrisierbar im 
Sinne von (D) genau dann, wenn es ein BTL-System ist. 
b) Die Metrisierungsfunktion s eines BTL-Systems nach (D) ist 
eindeutig bestimmt bis auf Multiplikation mit einer von Nu l l 
verschiedenen reellen Zahl. 
Der Beweis ist einfach: a) Ist (M,t) ein Paarvergleichungs-
t(a,b) t(b,c) 
system und genügt s der Bedingung (D), so gilt — - • — 
J t(b,a) t(c,b) 
s(a) s(a) + s(b) s(b) s(b) + s(c) s(a) 
= s(a) + s(b)' " 1 ( b ) ~ ' s(b) + s(c)' 1(c)""" = s(c) = 
s Es gilt ja g ^ ^ b ) - * s 2 ' S ( a ) : : s W + s( b) s s ^ ^ s ( b ) ' 
s(a) s(a) -I- s(c) t(a,c) 
— ; . - _ —--- Erfüllt t umgekehrt die Bedin-
s(a) + s(c) s(c) t(c,a) 
t(a>e) 
gung (E), so setzen wir s(a): = ——- • r, wo e ein bestimmtes 
t(e,a) 
Element aus M ist und r eine reelle Zahl ^ 0. Dann gilt 
t(a,e) t(a,e) t(e,b) 
— r - - - • - — 
s(a) t(e,a) t(e,a) t(b,e) 
= t(a,b)>0). Dann gilt für alle asM : s/(a) = c . s(a). 
s(a) + s(b) t(a,e) ^ t(b,e) ^ /t(a,e) t(b,e)\ t(e,b) 
t(e,a) ' 1 + t(e,b) ' f \t(e,a) + t(e,b)/ ' t(b,e) 
t(a,b) 
t(b,a) t(a,b) 
= t(a,b) = t(b,a) + t(a,b) = t ( ^ h ) ' 
t(b,a) + 
b) Sind s,s' abgeleitete Metrisierungsfunktionen, so gibt es eine 
Zahl c^O, so daß s'(a) = c • s(a): Wir setzen c:= ——r für 
s(e) 
irgendein esM. (Es ist für alle asM s(a)^0 wegen 
s(a) 
s(a) + s(b) 
Denn gäbe es ein bsM mit s'(b) c • s(b), so wäre entweder 
s'(b) > c • s(b) - dann gäbe es ein d>0 mit s'(b) = (c + d) • s(b) 
s'(e) s(e) 
und es wäre . ( - u = t(e,b) = • 7. , also 
s'(e) + s'(b) s(e) + s(b) 
c • s(e) s(e) 
7;—7" v r /1 \ = 7 :—vr;> also d • s(b) = 0 wegen s(e) # 0, 
c-s(e) + (c + d)-s(b) s(e) + s(b)> w ö w ' 
im Widerspruch zu d > 0 und s(b) i=- 0 - oder s'(b) < c • s(b) -
diesen Fall kann man aber in gleicher Weise ad absurdum führen. -
Ist ferner s(x) eine Metrisierungsfunktion, so auch c • s(x), denn 
c • s(a) s(a) 
es gilt r-r /\\ = 7 V 7 t 7 =•' t(a,b). 
ö c • s(a) + c • s(b) s(a) + s(b) ' 
Da die Funktion t als relative Häufigkeit interpretiert werden 
sollte, ist für t die Identität die einzige zulässige Transformation. 
Abgeleitete Skalentypen i .w.S. und i.e.S. fallen also zusammen, 
und (b) gibt daher über die Eindeutigkeitsfragen vollständige 
Auskunft. 
Endlich soll noch darauf hingewiesen werden, daß häufig ein 
metrischer Begriff für verschiedene Anwendungsbereiche in ver-
schiedener Weise eingeführt wird. So kann etwa, wie schon oben 
betont wurde, der Begriff der Masse nur für Körper, die sich 
wägen lassen, unter Bezugnahme auf eine Balkenwaage durch 
fundamentale Metrisierung eingeführt werden. Dieser Massenbe- ! 
griff ist zunächst nicht für Körper definiert, die zu klein oder zu 
groß sind, um auf eine Waagschale gelegt zu werden. Für solche 
Körper wird dann die Masse durch abgeleitete Metrisierung 
definiert, indem man etwa ein Gesetz (wie das Gravitationsge-
setz), das sich im Bereich der wägbaren Massen bewährt hat, 
auch für einen weiteren Bereich als gültig postuliert, und die j 
Masse in diesem Bereich so definiert, daß das Gesetz gilt, d. h. die [ 
Masse durch die übrigen metrischen Größen mißt, die in dieses j 
Gesetz eingehen. Oder man kann die Temperatur in dem Bereich j 
von —39° bis +300°C (Verfestigungs- und Verdampfungspunkt 1 
des Quecksilbers) unter Bezugnahme auf ein Quecksilberther- j 
mometer definieren und das in diesem Bereich gült ige Gasgesetz j 
auch für weitere Temperaturbereiche (von tiefsten Temperaturen j 
bis hinauf zu ca. 2000°) postulieren, um dann die Temperaturen 
durch Gasthermometer zu messen. 
Wissenschaftstheoretisch betrachtet kann also die Einführung 
metrischer Begriffe ein recht komplexes Bild bieten.9 
9 Vgl . dazu auch die Ausführungen von Hempel in [52], S. 70ff. 
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2 W A H R S C H E I N L I C H K E I T U N D I N D U K T I O N 
In diesem Kapitel führen wir den Wahrscheinlichkeitsbe-
grirf ein und stellen die einfachsten Grundlagen der Wahr-
scheinhchkeitstheorie soweit dar, wie wir sie im folgenden be-
nötigen. 
Der Wahrscheinlichkeitsbegriff ist vor allem aus zwei Gründen 
wissenschaftstheoretisch von großer Bedeutung: Erstens hängt 
das Problem der Überprüfung und Bestätigung empirischer 
Hypothesen und Theorien, auf das wir im 5. Kapitel eingehen, 
über das Induktionsproblem eng mit wahrscheinlichkeitstheore-
tischen Begriffsbildungen und Resultaten zusammen. Zweitens 
hat sich mit der Entwicklung der Quantenphysik die Vorstellung 
durchgesetzt, daß die Grundgesetze der Physik einen irreduzibel 
statistischen Charakter haben. Solange die Auffassung bestand, 
die Verwendung statistischer Gesetze sei immer nur ein Pro-
visorium oder ein Hilfsmittel zur pauschalen Beschreibung 
von Massenvorgängen, die wahren Naturgesetze hingegen 
seien immer deterministische Gesetze, war die Analyse des 
Sinnes und der Überprüfung von Wahrscheinlichkeitsaussagen 
keine vordringliche Aufgabe der Wissenschaftstheorie. Wenn 
aber die fundamentalen naturwissenschaftlichen Gesetze Aus-
sagen über Wahrscheinlichkeiten sind, so zählt deren Analyse 
zu den wichtigsten Themen einer Theorie empirischer Theo-
rien, zumal diese Analyse durchaus problematisch und umstritten 
ist. 
Diese Problematik ergibt sich schon daraus, daß es drei ver-
schiedene WahrscheinHchkeitsbegrirfe und entsprechend drei 
verschiedene Ansätze zum Aufbau der Wahrscheinlichkeitstheorie 
gibt: den subjektiven, den objektiven und den logischen Wahrschein-
lichkeitsbegriff. Diese drei Begriffe und ihre Zusammenhänge 
untereinander wollen wir im folgenden darstellen. 
2.1 Der subjektive Wahrscheinlichkeitsbegriff 
2.1.1 Der komparative Begriff 
Der subjektive Wahrscheinlichkeitsbegriff, wie er vor allem 
von Bruno de Finetti und Frank P. Ramsey entwickelt worden 
ist,1 stellt eine Präzisierung und Idealisierung, ein rationales 
Modell des vorwissenschaftlichen, intuitiven Begriffes der Wahr-
scheinhchkeit dar, den wir im Alltag verwenden. 
Den intuitiven WahrscheinHchkeitsbegriff gebrauchen wir in 
den verschiedensten Situationen, wenn wir davon sprechen, daß \ 
ein Ereignis E i wahrscheinlicher sei als ein Ereignis E2. Wir drücken ] 
damit aus, daß wir an das Eintreten von E i eher glauben, mit ihm j 
eher rechnen als mit dem Eintreten von E2. Ferner sprechen wir 
davon, daß zwei Ereignisse gleichwahrscheinlich sind, daß ein Ereig- ] 
nis praktisch sicher sei, d. h. daß wir fest mit ihm rechnen, oder daß 
ein Ereignis praktisch ausgeschlossen oder unmöglich sei, d. h. daß wir 
fest damit rechnen, daß es nicht eintreten wird. Die intuitiven 
Wahrscheinlichkeiten liegen also zwischen praktischer Unmög-
lichkeit als minimaler, und praktischer Sicherheit als maximaler 
Wahrscheinlichkeit. Beispiele solcher WahrscheinUchkeitsaus-
sagen sind etwa: „Es ist wahrscheinlicher, daß es morgen regnet, 
als daß morgen schönes Wetter ist" - „Es ist praktisch sicher, 
daß kein Mensch lebt, der älter als 200 Jahre ist" - „Es ist prak-
1 Vgl. den Artikel „ Truth and probability" in Ramsey [31] und de 
Finetti [37]. Neben der letztgenannten Arbeit sind de Finetti [70] und 
L . Savage [54] die besten Einführungen in die subjektive Wahrschein-
lichkeitstheorie. 
tisch ausgeschlossen, daß diese Rechnung einen Fehler enthält" -
„Es ist ebenso wahrscheinlich, mit diesem Würfel 6 Augen zu 
werfen wie 3", usw. 
Die intuitive Bewertung von Ereignissen mit Wahrscheinlich-
keiten dient uns in vielen praktischen Fällen zur Grundlage 
unseres Handelns: Wo wir keine Sicherheit haben, ob ein Ereignis 
E eintreten wird oder nicht, der Erfolg unseres Handelns aber 
davon abhängt, werden wir uns nach der Wahrscheinlichkeit 
richten, die wir E zumessen.2 
Da die intuitive Wahrscheinlichkeitsbewertung von Subjekt 
zu Subjekt verschieden sein kann, bezeichnet man sie auch als 
subjektive oder personelle Wahrscheinlichkeit in Abgrenzung von 
solchen Begriffen der Wahrscheinlichkeit, die eine objektive, 
durch die Natur gegebene Größe charakterisieren sollen. 
Da der wissenschaftliche Begriff der subjektiven Wahrschein-
lichkeit ein rationales Modell dieses vorwissenschaftlich-intuitiven 
Wahrscheinlichkeitsbegriffes darstellen soll, will er weder den 
tatsächlichen Glauben irgendeiner Person wiedergeben noch die 
Prinzipien, die für diesen tatsächlichen Glauben gelten. Was und 
wie tatsächlich geglaubt wird, ist eine rein empirische Frage. , 
Ebenso wie die Logik nicht beschreibt, was und wie tatsächlich j 
gedacht wird, sondern eine rationale Theorie des Schließens auf- \ 
baut, der man dann Normen für richtiges schlußfolgerndes Den- 1 
ken entnehmen kann, wil l die Theorie der subjektiven Wahr-
scheinlichkeit einen allgemeinen Rahmen für die Verknüpfung 
rationaler Glaubensannahmen entwickein, aus dem sich dann 
Normen für eine konsistente und konsequente Entwicklung von 
Glaubensannahmen aus vorgegebenen Glaubensannahmen ent-
nehmen lassen.3 Daher beginnt die Theorie des subjektiven 
Wahrscheinlichkeitsbegriffs damit, daß sie an diesen Begriff 
präzisierende und systematische Forderungen stellt: die Axiome 
des subjektiven Wahrscheinlichkeitsbegriffs. Diese Forderungen 
2 Vgl. dazu den Abschnitt 2.4. 
3 Vgl. dazu auch de Finetti [37], S. 111, sowie Kyburg [64], S. 6. 
sind aufgrund des intuitiven Verständnisses des Begriffs plausibel 
und naheliegend, es wird aber nicht beansprucht, daß sie im vor-
wissenschaftlichen Bereich durch den faktischen Glauben der 
Leute immer erfüllt seien. 
Zunächst eine Forderung an den Definitionsbereich von Wahr-
scheinlichkeitsbegriffen. Der Begriff ,das Ereignis A ist höchstens 
so wahrscheinlich wie das Ereignis B c - symbolisch A<« B - ist 
eine zweistellige Relation, die definiert ist für Ereignisse (Sach-
verhalte oder Propositionen). Solche Ereignisse können wir dar-
stellen durch Sätze - wie das bei Carnaps Begriff der logischen 
Wahrscheinlichkeit geschieht - oder als Mengen. Diese letztere 
Darstellung empfiehlt sich im Hinblick auf den mathematischen 
Apparat der Wahrscheinlichkeitsrechnung. 
Es sei M die Menge der logisch möglichen Zustände des 
Systems, auf das sich die Ereignisse beziehen. M ist also z. B . die 
Menge aller möglichen Zustände der Welt, die für jeden Sach-
verhalt festlegen, ob er gilt oder nicht. Zwei verschiedene Zu-
stände schließen sich dann logisch aus, und ein solcher Zustand 
ist immer realisiert. D . h . die Zustände bilden eine vollständige 
Disjunktion. Oder M ist die Menge der möglichen Ergebnisse 
eines Versuchs. Auch dann bilden diese Ergebnisse eine vollstän-
dige Disjunktion, da bei der Durchführung des Versuchs genau 
ein Ergebnis realisiert wird. Besteht der Versuch etwa im Werfen 
eines Würfels, so sind die Augenzahlen 1 bis 6 die möglichen 
Ergebnisse. 
E in Ereignis E können wir dann als jene Teilmenge von M 
darstellen, die genau die Zustände, bzw. Ergebnisse enthält, in 
denen E gilt. 4 Das Ereignis, daß eine gerade Augenzahl auftritt, 
wäre im Würfelbeispiel also darzustellen durch die Mengen der 
Ergebnisse von 2, von 4 und von 6 Augen. Danach ist also die 
Relation <• definiert auf einer Menge von Teilmengen einer 
4 Diese Menge bezeichnet man auch als Spielraum von E in M . Vgl. 
dazu z.B. Carnap und Stegmüller [59], S. 145. 
Zustandsmenge M und wir sprechen das Tripel (M, J f , <•), das 
immer gegeben sein muß, wenn von einem Wahrscheinlichkeits-
begriff die Rede ist, als komparatives Wahrscheinlichkeitsfeld an. 
Unsere Forderung an den Definitionsbereich von Wahrschein-
lichkeit sbegriffen geht nun dahin, daß wir fordern, daß X ein 
Mengenkörper ist, d.h. daß J f abgeschlossen ist gegenüber den 
Mengenoperationen der Vereinigung (A u B) und der Komple-
mentbildung (Ä) - das Komplement wird immer relativ bzgl. M 
gebildet, d. h. Ä = M — A . Ferner fordern wir, daß ein cr-Körper 
ist, d.h. ein Mengenkörper, der auch abgeschlossen ist bzgl. der 
oo 
unendlichen Vereinigung U A i der abzählbar vielen Mengen 
i=l 
A i , A 2 , . . . Gilt also für alle A i mit i >1: AisJ f , so gilt auch 
oo 
U Ai£jf . Für jedes komparative Wahrscheinlichkeitsfeld (M, 
i=l 
JT, <•) soll also C/f ein a-Körper über M sein.5 Mit einer Menge 
A ist daher auch immer A u Ä = A u ( M - A ) = M in JT, sowie 
die leere Menge A = M = M — M . Sind die Mengen A und B 
Elemente von J f , so ist auch Ä u B = A n B , also der Durch-
schnitt von A und B, Element von Jf\ Statt A n B schreibt man 
CO _ oo 
auch oft A • B. Ebenso ist wegen U A i = 0 A j auch der abzählbar 
5 Für die im folgenden verwendete mengentheoretische und logische 
Symbolik vgl. z .B. Kutschera [67]. Für die Termini „Mengenkörper", 
„a-Körper", etc. vgl. ein Buch über Maßtheorie oder Wahrscheinlich-
keitstheorie, wie z.B. Richter [66]. Auf dieses Buch werden wir uns 
im folgenden für alle wahrscheinlichkeitstheoretischen Begriffsbildun-
gen und Sätze beziehen, die im Rahmen dieser Arbeit nicht ausführlich 
genug dargestellt werden können, um dem Leser das Nachschlagen 
zu erleichtern. - Bei einer Darstellung von Ereignissen durch Sätze ent-
spricht dieser Forderung die Bestimmung, der Definitionsbereich der 
Relation < • solle abgeschlossen sein gegenüber der Anwendung der 
Operatoren v , — i und der unendlichen Disjunktion. Vgl. dazu den 
Abschnitt 2.3.1. - Jede Boolesche Algebra, wie sie z. B. die Aussagen-
logik darstellt, ist isomorph zu einem Mengenkörper, d.h. man kann 
die Propositionen einer aussagenlogischen Sprache über Sachverhalte 
immer als Mengen eines Mengenkörpers darstellen. 
unendliche Durchschnitt der Mengen A i , A2, . . . in ; man 
00 
schreibt dafür auch YI A i . 6 
i=*l 
Es soll nun die Struktur des intuitiven Wahrscheinlichkeits-
begriffes axiomatisch fixiert werden. D . h . das Explikat des intui-
tiven Wahrscheinlichkeitsbegriffs soll folgenden Bedingungen 
genügen (dabei seien A , B , C , . . . immer Elemente aus J f ) : 
AI: A < - B v B < . A 
A2: A < . B A B < . C ^ A < . C 
A3: A <• A • -I" • 
A4: A . C = B • C = A ^ (A <• B = A u C < . B u C ) 
A5: Ist A i , A 2 , . . . . eine Folge von Ereignissen, für die gilt 
CO 
A i c A i + i für alle i = 1,2, . . ., so gilt u Ai<« B, wenn für 
i=i 
alle i gilt A i < - B. 
Die Axiome A I und A2 besagen, daß <• eine komparative 
Relation im Sinn einer Quasireihe ist.7 Wir können, wie in D l . 2 -
1,2, definieren: 
D2.1.1-1: A < . B : = -1 (B <• A) - A ist weniger wahrscheinlich 
als B, 
D2.1.1-2: A = B : = A < - B A B < - A - A und B sind gleichwahr-
scheinlich. 
A3 besagt, daß die leere Menge, die das logisch unmögliche 
oder kontradiktorische Ereignis darstellt (es soll ja nach Voraus-
setzung immer ein Zustand aus M realisiert sein, A steht aber für 
daj>Jr^eigms, daß kein. Zustand aus M realisiert ist), minimale 
Wahrscheinlichkeit hat, d.h. als praktisch ausgeschlossen gilt. 
Ebenso wird man fordern, daß die Menge M , d.h. das Ereignis, 
6 Eine Verwechslung der mengentheoretischen Operationen • oder 
II mit den arithmetischen Operationen • und n der Multiplikation ist, 
ebenso wie die entsprechende Verwechslung der im folgenden einge-
führten mengentheoretischen Operationen + und 2> durch den Kon-
text ausgeschlossen. 
7 Vgl . dazu den Abschnitt 1.2. 
daß irgend ein Zustand aus M realisiert ist, (was ja nach Voraus-
setzung immer der Fall sein soll), also das logisch gewisse oder 
tautologische Ereignis, maximale Wahrscheinlichkeit hat. Der 
Satz A < • M folgt aber aus den übrigen Axiomen. 8 
A4 und A5 besagen, wie sich die Relation <• gegenüber den 
Operationen u und u verhält . 9 Schreibt man A 4- B für A u B, 
falls A ' ^ B = A (und nur dann!), so nimmt A4 die Gestalt 
A < - B = A + C < - B + C an, drückt also die Monotonie von <• 
bzgl. der Operation -f aus. Intuitiv wird man ja auch sagen, daß 
die Wahrscheinlichkeit zweier disjunkter Ereignisse nur von 
deren Wahrscheinlichkeit abhängt, und daß die Vereinigung 
zweier disjunkter Ereignisse mindestens ebenso wahrscheinlich 
ist wie diese Ereignisse allein. Gilt ferner für alle i ,k >1 mit i^Jc 
CO 





A5 endlich besagt, daß der Grenzwert einer aufsteigenden 
Folge Ai nicht wahrscheinlicher ist als eine obere Schranke B für 
die Wahrscheinlichkeit der Glieder Ai. Dieses Axiom kann natür-
lich nurmehr in einem sehr weiten Sinn durch Bezugnahme auf 
den intuitiven Wahrscheinlichkeitsbegriff gerechtfertigt werden, 
da es sich auf unendliche Ereignisfolgen bezieht. Für den wissen-
schaftlichen Wahrscheinlichkeitsbegriff als Idealisierung des 
intuitiven Begriffs ist eine solche Forderung aber vernünftig und 
erweist sich als fruchtbar. Für endliche Folgen Ai, . . ., A n gilt 
eine entsprechende Behauptung zu A5 trivialerweise, denn es 
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ist dann U Ai = A n . 
8 Vgl. das Theorem T 11-10 im Anhang II. - Statt A3 könnte man 
auch den Satz A <• M als Axiom verwenden. Mit A4 erhielte man 
dann aus Ä u A <• Ä u A die Bedingung A <• A . 
9 Aus den übrigen Axiomen ergibt sich dann auch, wie sich die Re-
lation <• gegenüber der Komplementbildung verhält; vgl. den An-
hang IL 
Eine Wahrscheinlichkeitsbewertung, die A I bis A5 genügt, 
nennt man kohärent, manchmal auch konsistent. Die Kohärenz ist 
also die Rationalitätsbedingung für den wissenschaftlichen Wahr-
scheinlichkeitsbegriff.10 
Im Anhang II werden einige Theoreme über den komparati-
ven Wahrscheinlichkeitsbegriff angegeben, die dessen Struktur 
noch weiter verdeutlichen und zeigen, was in den Axiomen A I 
bis A5 steckt. 
2.1.2 Die Metrisierung des komparativen Begriffes 
Der komparative Wahrscheinlichkeitsbegriff soll nun metrisiert 
werden, d. h. wir suchen zu einem komparativen Wahrscheinlich-
keitsfeld (M,Jf, <•) eine auf definierte reell wertige Funktion w, 
für die gelten soll: A <. B s w(A) < w(B), w(A + B) = w(A) + w(B) 
oo oo 
und w(2 Ai) = 2w(Ai). Diese Funktion soll ferner normiert sein, 
i=l i=i 
d.h. es soll gelten w(M)=^l, also w(M) = w(A + Ä) = w(A) + 
w(Ä) = l , d.h. w(Ä) = l - w ( A ) , und w ( A ) = w(M) = 1 - 1 = 0 . 
Wir wollen zunächst einen Metrisierbarkeitssatz für spezielle 
komparative Wahrscheinlichkeitsfelder angeben, die wir ausge-
zeichnet nennen, und dann ein Postulat begründen, nach dem man 
jedes qualitative Wahrscheinlichkeitsfeld in ein solches ausge-
zeichnetes Feld einbetten kann, um so zu einer Metrisierbarkeits-
behauptung für alle komparativen Wahrscheinlichkeitsfelder zu 
kommen. 1 1 
D2.1.2-1: Wir nennen ein komparatives Wahrscheinlichkeitsfeld 
(M, JT, <•) ausgezeichnet, wenn es zu jedem n mit n > l eine n-fache 
1 0 Zur Rechtfertigung der Bezeichnung „rational" in diesem Kon-
text vgl. auch den Abschnitt 2.1.4. 
1 1 Wir wählen diesen Weg seiner intuitiven Einfachheit wegen. 
Mathematisch wäre es befriedigender, ohne Rekurs auf ein Postulat 
wie das unten angegebene (P) zunächst ein Metrisierbarkeitstheorem 
des Inhalts zu beweisen, daß alle komparativen Wahrscheinlichkeits-
felder mit den und den Eigenschaften metrisierbar sind. 
gleichförmige Zerlegung {Mf} von M gibt - d.h. eine Zerlegung von 
M i n Mengen Mf M ^ v o n ^ m i t Mi - M k u n d M i • M k = A 
n 
(für alle i , k = l , . . ., n und i^k ) und 2 Mf = M - und wenn für 
alle A und B aus mit A < - B ein n und ein r existiert mit 
A < . y M a n < . B . i 2 
i = i 
Es gilt dann das folgende Metrisierungstheorem: 
T2.1.2-1: Zu jedem ausgezeichneten komparativen Wahrschein-
lichkeitsfeld (M, , <•} gibt es genau eine reellwertige Funktion 
w, für die gilt: 
a) A < . B = w(A)<w(B) 
b) w(A + B) = w(A) + w(B) 
CO CO 
c) w(2 Ai) = Zw(Ai) 
i= i i = i 
d) w(M) = l . 
E i n Beweis dieses Theorems wird im Anhang II angegeben. 
1 2 L . J . Savage hat in [54], S. 34ff. statt dessen die Forderung: Für 
alle A , B aus mit A <• B gibt es eine n-fache Zerlegung {Mf } von M , 
so daß gilt A u Mf <• B für alle i = l , . . ., n. Dabei wird die Gleichför-
migkeit der Zerlegung (d.h. Mf=M£) nicht vorausgesetzt. Diese For-
derung ist jedoch nicht schwächer als die Bedingung in D2.1.2-1. 
Vgl . dazu Savage [54], S. 38. Der Beweis dieser Behauptung ist recht 
mühsam. Umgekehrt folgt auch aus der Bedingung in D2.1.2-1 die 
Forderung von Savage. Denn ist A <* B, so gibt es ein n und ein r mit 
r 
A <• 2 Mf <• B. Dann gibt es aber auch ein n' und ein r' mit A <• 
i=l 
r ' f r '+l 
2 Mf' <• 2 Mf' <• B. Denn es gibt ein n " und ein r" mit A <• 
i= i i=i 
r ' ' r 
2 M f <• 2 Mf ^ ' B, und wir setzen ri' = n* n " und r' = r" * n, so 
i = l i=l 
daß- , = 1 1 ! ist und , - < --. Ist nun A • Mf' = A , so gilt also A u n n n n 
r'+l 
M i ' <* 2 Mf' <• B; andernfalls gilt das erst recht. 
i=l 
Ist Jf^ein Ereigniskörper über der Zustandsmenge M i und C/Fi 
ein Ereigniskörper über der Zustandsmenge M2, so sei M die 
Menge (Mi,M2), das Cartesisehe Produkt von M i und M2, dessen 
Elemente die Paare (xi,X2) von Zuständen x i aus M i und x 2 aus 
M 2 sind. Die Paare (xi,X2) stellen die Zustände dar, daß Zustand 
xi und Zustand x 2 reaHsiert ist. In jedem Zustand von M ist also 
ein Zustand von M i und einer von M2 realisiert. Das Mengenpaar 
(Ai,M2) (bzw. (Mi,A2)) stellt dann, wo A i ein Ereignis aus J f i 
und A2 ein Ereignis aus JT 2 ist, das Ereignis A i (bzw. A2) bzgl. 
der Menge M dar; es besagt, daß ein Zustand von M i aus A i 
realisiert ist (bzw. ein Zustand von M 2 aus A2), während irgendein 
Zustand aus M2 (bzw. Mi) realisiert ist. Es sei C/f der kleinste 
a-Körper, der alle Ereignisse (Ai ,M2) und (Mi,A2) für A i c JT i 
und A 2 £ J f 2 umfaßt. 
Ist <• eine Wahrscheinlichkeitsbewertung auf JT, also (M,JT, <•) 
ein komparatives Wahrscheinlichkeitsfeld, so nennen wir (M,ctif> < •) 
eine Verbindung von (Mi , J f i , <-i) und (M2,<>f2, ^-2), und wir 
nennen (Mi , J f i , <-i) in dieser Verbindung unverfälscht, wenn 
gilt: A i < - i B i = (Ai ,C 2 )<« (Bi,C 2) für beliebige C 2 mit A <-2C2. 
Entsprechend erklären wir die Unverfälschtheit für (M2,Jf2, ^-2). 
Wir können nun folgendes Postulat formulieren: 
P ) Zu jedem komparativen Wahrscheinlichkeitsfeld (Mi,Jf\, <-i) 
gibt es ein Wahrscheinlichkeitsfeld (M2,JT2, <-2) und eine Ver-
bindung (M,Jf, <•) der beiden, so daß (M,Jf, <•) ein ausgezeich-
netes WahrscheinHchkeitsfeld ist und (Mi , J f i , <-i) unverfälscht 
in (M,JT,<.). 
Dieses Postulat läßt sich intuitiv so plausibel machen: Wir be-
trachten einen Zeiger, der um eine Achse mit geringem Wider-
stand frei beweglich ist, und sehen als Zustände von M2 die Er-
gebnisse einer Drehung des Zeigers an, d.h. die Ereignisse, daß 
die Zeigerspitze in einem Punkt der Kreisskala zur Ruhe kommt. 
JT2 sei die Menge der Ereignisse A , daß der Zeiger in einem be-
stimmten endlichen Intervall A * der Skala zur Ruhe kommt. Die 
Versuchsanordnung sei so beschaffen, daß wir gleichgroße Inter-
valle für gleichwahr scheinlich (nach <-2) halten.13 Es ist dann 
(M2,Jf2,^'2> ein aasgezeichnetes Feld, denn für alle n> l gehö-
ren zu den vollständigen Zerlegungen der Kreisskala in n gleich-
große, disjunkte Intervalle Mf* Ereignisse Mf, die eine gleich-
förmige Zerlegung von M2 darstellen. Ist nun A<-2 B und also 
r 
A* kleiner als B*, so gibt es ein Intervall 2 Mf *, so daß A * klei-
i=i 
r 
ner ist als 2 Mf * und dieses Intervall kleiner oder gleich B*, also 
r 
A<- 2 M? <• B. Das ergibt sich einfach daraus, daß die rationalen 
Zahlen im Intervall (0,2TT) überall dicht liegen. 
Es sei nun (Mi,Jf\, <• 1) irgendein Wahrscheinlichkeitsfeld. Dann 
können wir annehmen, daß die Ereignisse von Jfi und die von 
C/f 2 völl ig verschiedenartig und von einander unabhängig sind, 
so daß die Kenntnis, welche Ereignisse von J f 2 eingetreten sind, 
die WahrscheinHchkeiten nicht beeinflußt, die wir den Ereignis-
sen von Jfi zuordnen, und umgekehrt. 
Es sei (M,JT, <•) eine Verbindung von (Mi,Jfi, <-i) und 
(M2,t>T2> <-2). Wegen der Verschiedenartigkeit der Ereignisse 
von Jfi und 2 werden wir die Wahrscheinlichkeitsbewertung 
<• auf SO ansetzen, daß (Mi, jTi, <-i) und (M2, ^ 2 , <«2> in der 
Verbindung unverfälscht bleiben. 
Auch diese Annahme ist als Annahme über eine subjektive 
Glaubensbewertung unproblematisch. Aus der Unverfälschtheit 
der Ausgangsfelder in der Verbindung folgt aber nun, daß auch 
diese Verbindung (M,Jf, <•) ein aus^e^ekhnetes Feld darstellt: 
Es seien die Mf so numeriert, daß gilt M ^ 1 + M ^ + 1 = M?n; 
das ist nach dem Theorem T 11-18 aus Anhang II möglich. Wir 
setzen voraus (Ai ,A 2 )<- (Mi,M2); nur diesen Fall benötigen wir 
im folgenden. Es sei r(n) dasjenige r zu einem vorgegebenen 
1 3 Diese Annahme ist unproblematisch, da sie nichts über die Natur 
des Zeigers, sondern nur etwas über unsere Erwartungen bzgl. des 
Verhaltens des Zeigers aussagt. 
r ( n > on r (n)+i 
n > l , für das gilt (Mi, 2 Mjf ) <• (Ai ,A 2 )<. (Mi, 2 _ M f ). Wir 
i = l i = l 
zeigen nun, daß gilt: 
a) (Mi, U T M f ) * (Ai,A 2 ) . 
n=l i = l 
r ( n ) on r(n+i) 
Wegen (Mi, 2 M.f) c (Mi, 2ZZ M f + 1 ) und der Wahl von r(n) gilt 
oo r(n) oo r(n) 
nachA5: U (Mi, 2 M f ) = (M x , U 2 M f ) <• (Ai, A 2 ) . 
n=l i = l n=l i = l 
oo r(n) 
Andererseits gilt (Mi, U 2 Mjf') u (Mi ,M? ( n ) + 1 ) •> (Ai,A 2 ) für 
n=l i = l 
oo r(n) co r(n) 
alle n. Wegen ( M 1 ? ^ I M f ) u (Mi, M^1)+1) - (Mi, ^ I M f ) 
u ( M i , M f n ) + i ) gilt nach TII-16 aus Anhang II : 
oo r oo r(n) - i oo r(n) 
n (Mi,u I M f ) u ( M 1 , M ? ; w ) = ( M 1 , ö 2 M f ) u 
n=l L n=l i = l J n=l i = l 
co oo r(n) oo r(n) 
(M 1 >nM?"n m) = (M 1 ) U I Mf) + (M 1 > A) = (Mi, u I Mf) •> 
n=l n = l i = l n = l i = l 
(Ai, A 2 ) . Damit ist (a) bewiesen. 
Ist nun (Ai ,A 2 )<-(Bi ,B 2 ) , so ist (Ai, A 2 ) <• (Mi ,M 2 ) oder es 
ist (Bi,B 2) = (Mi,M 2 ) . Im letzteren Fall gilt aber (Ai,A 2 )<-
(Mi,M 2 ) <• (Bi,B 2 ). Andernfalls gibt es nach (a) Ereignisse C 2 , 
D 2 aus J f 2 mit (Ai,A 2 ) = (Mi,C 2 ) und (Bi,B 2 ) = (Mi ,D 2 ) . Da 
(M 2 , J f 2 , <-2) ein ausgezeichnetes Feld ist und in (M, JT, <•) un-
verfälscht, gibt es ein r und ein n mit (Ai ,A 2 ) = (Mi,C 2 )<-
(Mi, 2 Mf) <• (Mi ,D 2 ) =£= (Bi,B 2 ). D . h . es gibt auch eine gleich-
förmige Zerlegung {(Mi,Mf)} von (Mi ,M 2 ) für alle n > l , und 
für alle (Ai,A 2 )<- (Bi,B 2 ) gibt es ein n und ein r mit (Ai,A 2 )<-
(Mi, 2 Mf) <• (Bi,B 2 ). Auch das Feld (M, JtT, <•) ist daher aus-
gezeichnet, was zu zeigen war. 
Wenn man aufgrund solcher Überlegungen das Postulat (P) 
akzeptiert, so erhält man aus T2.1.2-1 sofort den Satz: 
T2.1.2-2: Z u jedem komparativen Wahrscheinlichkeitsfeid 
(M, JT, <•) gibt es eine reellwertige Funktion w, für die gilt: 
a) A . B s <w(A)<w(B) 
b) w(A + B) = w(A) + w(B) 
co r 
c) w( 2 A i ) = 2 w ( A i ) 
i=l i=l 
d) w(M) = l . 
Denn es gibt zu (M, Jf', <•) nach (P) eine ausgezeichnete Ver-
bindung (M',Jf' ,<•') von (M, J f , <•) mit einem anderen Feld, 
in der (M, «#*,<•) unverfälscht ist. Nach T2.1.2-1 gibt es zu 
(M' , ', <•') eine Funktion w, die (a) bis (d) für ' und ge-
nügt. Also erfüllt w'(A) = w((A, M 2)) auch diese Bedingungen 
für C/f und da (M, JT, <•) in (NT, ', <•') unverfälscht ist. 
Daß es nur eine solche Funktion w gibt, kann man offenbar 
für beliebige komparative Wahrscheinlichkeitsfelder nicht be-
haupten, da sich (M, , <•) in der Regel nicht nur in einer Weise 
mit einem ausgezeichneten Feld unverfälscht verbinden lassen 
wird. 
Nach (P) gibt es zu jedem komparativen Wahrscheinlichkeits-
feld (M, JT, <•) eine reellwertige Funktion w auf JT mit den E i -
genschaften : 
A I * : w(A)>0, 
A2*: w(M) = l , 
A3*: w(A + B) = w(A) + w(B), 
CO CO 
A4*: w(Z Ai)= 2 w(Ai), 
i=l i=l 
so daß w dem komparativen Begriff <• entspricht, d.h. daß gilt 
A < - B = w(A)<w(B). 
Eine Funktion w auf einem Mengenkörper mit den Eigen-
schaften A I * bis A4* bezeichnet man als ein normiertes Maß auf J f . 
Jeder komparative Wahrscheinlichkeitsbegriff läßt sich also in 
Form eines normierten Maßes metrisieren. 
Umgekehrt definiert auch jedes normierte Maß auf ,i£ vermittels 
der Korrespondenzbedingung A <• B = w(A)< w(B) einen kom-
parativen Wahrscheinlichkeitsbegriff auf JT, denn man zeigt 
leicht, daß nach dieser Definition aus A I * bis A4* folgt, daß <• 
die Axiome A I bis A5 erfüllt . 1 4 D . h . alle normierten Maße über 
Ereigniskörpern lassen sich als metrische Wahrscheinlichkeits-
begriffe auffassen. (P) rechtfertigt also den Übergang vom kompa-
rativen Begriff der Wahrscheinlichkeit zu einem quantitativen 
Wahrscheinlichkeitsbegriff als einem normierten Maß. 
Dieser quantitative Wahrscheinlichkeitsbegriff, den wir im 
folgenden zugrunde legen, ist damit intuitiv begründet und als 
quantitative Form des präzisierten qualitativen, intuitiven Wahr-
scheinlichkeitsbegriffs interpretiert. 
Wenn wir einen quantitativen Wahrscheinlichkeitsbegriff be-
trachten, bezeichnen wir ein Tripel (M, JT,w), wo JT ein a-Er-
eigniskörper über M ist und w ein normiertes Maß auf JT dar-
stellt, als quantitatives Wahrscheinlichkeitsfeld. Die Axiome A I * bis 
A4* stellen also die Axiome des quantitativen Begriffs der sub-
jektiven Wahrscheinlichkeit dar. 
Gegen den metrischen Begriff der subjektiven Wahrschein-
lichkeit wendet man oft ein, daß eine Person X in aller Regel 
den Ereignissen aus keine exakten Zahlenwerte zuordnen 
könne und daß daher die Annahmen wohlbestimmter Bewertun-
gen w eine Fiktion sei.1 5 Man sollte aber zwei Fragen unterschei-
den : 1. Wie weit lassen sich die Wahrscheinlichkeitsbewertungen 
1 4 Die Bedingung A 5 erhält man so: Ist A i , A2, . . . eine Ereignis-
00 
folge mit A i <= A i + i für alle i > 1, so gilt lim w(A n)=w(U Ai); ist 
n—>oo i = l 
w(An) < w(B) für alle n > 1, so gilt also wegen lim w(An) < w(B): 
n—>oo 
00 
w(U Ai) < w(B). Die erste Gleichung ergibt sich dabei wie folgt: 
i=i 
n 
Setzt man B i = A i und B n = A n — A n - i für n > 2, so ist A n = 2 Bi und 
i=l 
00 co 00 00 
U A i = 2 B i . Wegen A 4 * erhält man daher: w(U Ai) = w(2 Bi) = 
i - l i=l i=l 1=1 
00 n n 
2 w(Bi) = lim 2 w(Bi)=lim w(2 Bj)=lim w(An). 
1=1 n—>co i=l n—>oo 1=1 n—>co 
1 5 Vgl . dazu z. B. H . Richter [72]. 
einer konkreten Person X bestimmen (von X selbst oder von 
anderen Personen)? Hier wird man oft sagen können, daß zwar 
der komparative Wahrscheinlichkeitsbegriff von X - evtl. auch 
ein noch leistungsfähigerer Begriff wie z. B. , X bewertet die 
Wahrscheinlichkeit von A höchstens um so viel höher als die 
von B, als X die Wahrscheinlichkeit von C höher bewertet als 
die von D c (vgl. dazu die unendlichen Differenzensysteme in 
1.4) - wohlbestimmt ist, daß aber die Metrisierung nicht eindeu-
tig ist. Gelegentlich wird sich X aber auch über die komparative 
Ordnung seiner Wahrscheinlichkeiten nicht klar sein. - 2. Was 
läßt sich über Wahrscheinlichkeitsbewertungen im allgemeinen 
aussagen? Nur diese Frage ist für die WahrscheinHchkeitstheorie 
und die Wissenschaftstheorie von Interesse, denn hier geht es 
nicht um die Erforschung der Meinungen bestimmter Personen, 
sondern um die Erforschung der allgemeinen Strukturen von 
Wahrscheinlichkeitsannahmen. Selbst wenn sich für keinen Er -
eigniskörper C/C und keine Person X die Bewertung wx von X 
auf X eindeutig und exakt bestimmen ließe - und dem steht kein 
Postulat der Wahrscheinlichkeitstheorie entgegen - , so hätte doch 
die Erforschung des metrischen Wahrscheinlichkeitsbegriffes ei-
nen guten Sinn: Sie zeigt Strukturen der Wahrscheinlichkeits-
annahmen auf, die unabhängig davon gelten, wie die Funktionen 
wx im einzelnen aussehen, und die auch dann von Interesse sind 
und anwendbar bleiben, wenn wx nicht für alle Argumente ein-
deutig erklärt ist. In vielen Anwendungsfällen kann man die 
mehr oder minder unbestimmten Wahrscheinlichkeitsannahmen 
von X darstellen durch eine Menge infrage kommender Bewer-
tungen wx; manchmal werden all diese Bewertungen in einer 
Entscheidungssituation gleichwertig sein, d.h. zu denselben Ent-
scheidungen führen. In anderen Fällen wird man mit Mittelwert-
bildungen operieren oder mit Überlegungen, daß unter allen auf 
der Basis der wx ausgezeichneten Entscheidungen eine mit dem 
geringsten möglichen Schaden gewählt wird, etc.1 6 
1 6 Vgl. dazu den Abschnitt 2.4. 
Die Annahme wohlbestimmter Bewertungen w ist aho zwar 
eine Idealisierung, aber eine nützliche Idealisierung, die auch 
dann ihren Sinn hat, wenn es kein X und JT gibt, so daß wx auf 
J f eine exakt bestimmte Funktion ist. Ebenso ist es in der Punkt-
mechanik eine Idealisierung, wenn man mit Massenpunkten 
operiert, und diese Idealisierung ist sinnvoll auch dann, wenn es 
tatsächlich keine Körper gibt, die im strengen Sinn Massenpunkte 
sind. Daß es solche Körper gibt, behauptet die Mechanik eben-
sowenig, wie die subjektive Wahrscheinlichkeitstheorie behaup-
tet, daß es Personen gibt, die den Ereignissen eines Körpers X 
exakte numerische Wahrscheinlichkeitswerte zuordnen können. 1 7 
2.1.3 Bedingte Wahrscheinlichkeiten 
Die Wahrscheinlichkeitsbewertung von Ereignissen durch 
eine Person X hängt offenbar sehr stark von den für diese Ereig-
nisse relevanten Informationen ab, über die X verfügt. So wird 
sich die Wahrscheinlichkeit, die X dem Ereignis zumißt, daß es 
1 7 Daher ist es unnötig, wie das H . Richter in [72] vorschlägt, 
Glaubwürdigkeiten subjektiver Wahrscheinlichkeitsbewertungen ein-
zuführen, um dann mit den Erwartungswerten subjektiver Wahr-
scheinlichkeitswerte, die mit solchen Glaubwürdigkeiten gebildet wer-
den, als Ersatz exakter subjektiver Werte zu operieren. Das ist auch 
schon deswegen unplausibel, weil es 1. schwer sein dürfte, sinnvoll 
von Glaubensgraden zu sprechen (Was sollen Aussagen bedeuten wie 
„Es ist für mich wahrscheinlich, daß ich mir praktisch sicher bin, daß 
p" - ich bin mir entweder praktisch sicher, daß p, oder ich bin mir 
nicht praktisch sicher, in jedem Fall ist das aber kein Thema für Ver-
mutungen, sondern eine Weise des Vermutens) und weil 2. der exakte 
Erwartungs wert der subjektiven Wahrscheinlichkeit nichts anderes 
ist als eine exakte subjektive Wahrscheinlichkeit - wie man zu solchen 
Werten kommt, ist nicht interessant, wichtig ist nur, wie man sie ver-
wendet, und man verwendet die Erwartungswerte offenbar genau in 
der gleichen Weise wie subjektive Wahrscheinlichkeits werte. Wer also 
so schlau ist, daß er exakte Glaubwürdigkeiten für subjektive Wahr-
scheinlichkeiten angeben kann, der ist auch so schlau, daß er eine exakte 
subjektive Wahrscheinlichkeitsbewertung angeben kann, und damit 
wird der ganze Uberbau überflüssig. 
morgen regnen wird, verkleinern, wenn X erfährt, daß der Luft-
druck stark angestiegen ist. Und die Wahrscheinlichkeit, die X 
dem Ereignis zumißt, daß ein Pferd Y ein Rennen gewinnt, wird 
sich erhöhen, wenn X erfährt, daß die Nominierung des gefähr-
lichsten Konkurrenten von Y zurückgezogen worden ist. In 
diesem Sinn bezieht sich eine Wahrscheinlichkeitsbewertung 
immer auf eine bestimmte Wissenssituation, auf ein bestimmtes 
Erfahrungsdatum D . 
Es soll nun die Abhängigkeit der Wahrscheinlichkeitsbewer-
tungen von dem Erfahrungsdatum explizit gemacht werden. 
Dazu gehen wir aus von einem auf ein Datum D bezogenen kom-
parativen Wahrscheinlichkeitsfeld (M, J f , <•) und fragen, wie 
diese WahrscheinUchkeitsbewertung abzuändern ist, wenn man 
die zusätzliche Information erhält, daß das Ereignis E aus J f 
eingetroffen ist. Ist (M, J f , <-E) das aufgrund dieser Information 
modifizierte Feld - die durch E bedingte Wahrscheinlichkeit - , so 
wird man das Prinzip in Ansatz bringen: 
A6: A < - E B = A • E < - B . E . 
Denn wenn bekannt ist, daß E gilt, so kommt es für den Vergleich 
der Wahrscheinlichkeiten von A und B nur auf die in E enthalte-
nen Teilmengen dieser Ereignisse an, d.h. auf die in A , bzw. B 
enthaltene Menge von Zuständen, in denen E reaüsiert ist. 
Durch A6 ist <-E bei vorgegebenem <• definiert. Wäre nun 
E = A , so wäre für alle Ereignisse A aus X A = E A ; denn aus 
E = A folgt mit dem Theorem TII-9 aus Anhang II A - E <• A 
und E . A A , mit A3 also A . E = A • E , also nach A6 A = E A . 
Die Realisierung eines für unmögÜch gehaltenen Ereignisses E 
bewirkt also eine Trivialisierung der ursprünglichen Wahrschein-
lichkeitsbewertung.18 Daher betrachten wir die Korrektur von 
Wahrscheinlichkeitsbewertungen aufgrund von zusätzlichen In-
formationen E nur für Ereignisse E mit E • > A , und wir setzen 
1 8 Der Fall, daß ein Ergebnis E=^ =A eintrifft, ist die Pvegel für Wahr-
scheinlichkeitsfelder zu Versuchen mit unendlich vielen Ergebnissen, 
etwa beim Rouletteexperiment (Drehen einer Nadel), wo das Ergebnis 
(idealisiert) immer das Stehenbleiben der Nadel auf einem Punkt ist. 
diese Bedingung bei der Bildung bedingter Wahrscheinlichkei-
ten im folgenden immer als erfüllt voraus. 
Es gilt nun der Satz: 
T2.1.3-1: Ist (M, J f , <•) ein komparatives Wahrscheinlichkeits-
feld, so auch (M, .PT , <-E), W O E S und E • > A . 
Man zeigt leicht, daß das letzte Tripel den Axiomen A I bis A5 
genügt , wo das für das erstere Tripel gilt. 
Man kann daher nach (P) den komparativen Begriff <-E metri- |! 
sieren. Ist W E eine zugehörige Metrisierungsfunktion, so schrei-
ben wir für W E ( A ) auch w(A/E). Setzt man nun 
w(A • E) 
D2.1.3.-1: w(A/E): = - für w(E) > 0, 
so ist, wie man wieder leicht verifiziert, W E ein normiertes Maß 
auf JT, und es gilt w(A/E)< w(B/E) = w(A • E)<w(B • E) , also 
nach A6 A <-EB = W E ( A ) < w E ( B ) , d.h. die so definierte Funktion 
W E ist eine Metrisierungsfunktion für die Bewertung <-E. 
Für alle nach (P) zu <«s gehörigen ausgezeichneten Wahr-
scheinlichkeitsbegriffe ist diese Funktion nach T2.1.2-1 zugleich ] 
die einzige Metrisierungsfunktion. V o n der Metrisierungsfunk- | 
tion w zu einer Bewertung <-E kann man allgemein aber nicht j 
sprechen. Wo jedoch die Bewertung <«E nur eine Metrisierung | 
zuläßt, gilt die definitorische Gleichheit nach D2.1.3-1 als Satz. j 
Eine bedingte quantitative Wahrscheinlichkeit faßt man dem-
nach als eine zweistellige Funktion w(A/B) auf, die für alle B ^  A 1 9 
1 9 Wäre w(A/B) für B = A definiert, so wäre w(A/A) = l nach B2*, 
im Widerspruch zu B3*, denn es wäre dann 1 = w(A + Ä/A) = w(A/A) + 
+ w(Ä/A)=2. - Nach A6 sollte gelten w(A/B) < w(C/B) = w(A- B) 
< w(C-B), also w(A/B) = w(C/B) für alle A und C bei w(B) = 0; 
wegen w(A/B)=0 nach B2* würde also gelten w(A/B) = 0 für alle A . 
Aber B5* gibt A6 für w(B)=0 nicht wieder. w(A/B) kann daher nach 
BI* bis B5* erklärt sein. Da B5* aber für w(B) = 0 ergibt 0 = 0- w(A/B), 
hängt w(A/B) in diesem Fall nicht mit den übrigen Werten von w zu-
sammen, kann also (in den Grenzen von BI* bis B5*) willkürlich ge-
wählt werden. In dieser Willkür drückt sich aus, daß der komparative 
Begriff A < - B C für B = A nicht erklärt ist. 
auf einem cr-Ereigniskörper JT über M definiert ist, und für die 
gilt: 
B I * : 0<w(A/B)<l 
B2*: B c A = w(A/B) = l 
B3*: A . A 7 • B = A => w(A u A7B) = w(A/B) + w(A7B) 
B4*: Ist A i • A k . B = A für alle i ^ k aus 1,2, . . ., 
oo oo 
so gilt w( U Ai/'B) = 2 w(Ai/B). 
i=l i=l 
v B5* : B • A=|= A =>w(A * A7B) = w(A/B) . w(A7A • B). 
Man nennt zwei Ereignisse A und B (wahrscheinlichkeits-
theoretisch) unabhängig, wenn gilt w(A/B) = w(A), oder äquiva-
lent w(A • B) = w(A) • w(B). Aus dieser Formulierung ergibt 
sich die Symmetrie der Unabhängigkeitsbeziehung. Entsprechend 
nennt man eine Folge E i , E 2 , . . . von Ereignissen (wahrschein-
lichkeitstheoretisch) unabhängig, wenn jedes E i unabhängig von 
jedem Ereignis Ü E k ist, d.h. von jedem Durchschnitt von Er -
k + i 
eignissen Ek mit i ^ k und beliebig, aber endlich vielen Gliedern. 
Es gilt dann w ( E u . . . . ^E i n ) = w(E i j ) . . . , • w(Ein).2<> 
2 0 Dieser Begriff der Unabhängigkeit hat im Rahmen der kompara-
tiven Wahrscheinlichkeit, wie wir sie betrachtet haben, keine Ent-
sprechung, da sich dort der Wahrscheinlichkeitsvergleich immer auf 
ein festes Erfahrungsdatum bezieht. Man kann aber, wie das B . O . 
Koopman in [40 a], [40 b] und [41] getan hat, einen allgemeineren 
komparativen Wahrscheinlichkeitsbegriff ansetzen in der Form „das 
Ereignis A ist aufgrund des Erfahrungsdatums D höchstens so wahr-
scheinlich wie A ' aufgrund von D / £ < - symbolisch A/D <• A?[D'. 
Dann ist A unabhängig von B bzgl. D genau dann, wenn_gilt_A/B_* D 
=A/D. Dieser allgemeinere Ansatz ist jedoch intuitiv weniger durch-
sichtig, da wir üblicherweise Ereignisse nur bzgl. eines festen Erfah-
rungsdatums D vergleichen, also eine Struktur der Gestalt A/D <• B/D, 
bzw. (A <• B )D betrachten, wie wir das oben getan haben. Mit dem 
quantitativen Wahrscheinlichkeitsbegriff kann man den allgemeineren 
komparativen Wahrscheinlichkeitsbegriff durch w(A/D) < w(A7D') 
darstellen. Da also der einfache, im Abschnitt 2.1.1 behandelte kompa-
rative Wahrscheinlichkeitsbegriff eine Metrisierung erlaubt, mit der 
wir dann den Koopmanschen komparativen Begriff erfassen können, 
liefert dieser im Effekt nichts Neues. 
Die Bedingung w(A/B) = w(A) = w(A/M) gilt nach dem intui-
tiven Verständnis des WahrscheinlichkeitsbegrifTes immer dann, 
wenn die Information, daß das Ereignis B eingetroffen ist, irrele-
vant ist für unsere Erwartung, daß A eintreffen wird. Eine solche 
Irrelevanz wird man behaupten können, wenn - nach unseren 
sonstigen Informationen - die Ereignisse A und B so verschieden-
artig sind, daß weder eine logische noch eine naturgesetzliche Be-
ziehung zwischen A und B besteht, noch auch eine Ähnlichkeit, 
die es erlauben würde, Analogien zwischen A und B herzustellen. 
Eine solche grundlegende Verschiedenartigkeit würde man etwa 
zwischen den Ergebnissen eines Münz- und eines Würfelwurfs 
ansetzen, oder zwischen astronomischen und psychischen Vor-
gängen, nicht jedoch zwischen den Ergebnissen verschiedener 
Würfe mit derselben Münze, oder zwischen dem Verhalten zweier 
gleichartiger Organismen unter gleichartigen Bedingungen. Um-
gekehrt kann man aber nicht aus der Unabhängigkeit von A und j 
B auf deren Verschiedenartigkeit schließen. j 
Man kann auch die Frage stellen, wie eine quantitative Wahr-
scheinUchkeitsbewertung w von Ereignissen aus abzuändern 
ist, wenn eine zusätzliche Information über ein Ereignis E aus 
X nicht besagt, daß E realisiert ist, sondern nur bewirkt, daß E 
nun im Grade w*(E) wahrscheinlich ist. Dabei kann E durch die 
Zusatzinformation sowohl wahrscheinlicher werden, wie auch 
unwahrscheinlicher als bisher. R .C . Jeffrey hat dafür folgende 
Formel angegeben:21 
D2.1.3-2: w w * ( E ) (A) = w(A/E) . w*(E) . w*(E) + w(A/E) • w*(E) 
für 0 ^ w ( E ) ^ l . 
Statt ww*(e)(A) schreiben wir auch w(A//w*(E)). Dabei setzen 
wir voraus w(E)4"-0 und w(E)#=l, d.h. wird E vorher als sicher 
oder als unmöglich angesehen, so ist w(A//w*(E)) nicht definiert. 
Es gilt dann: 
w(E//w*(E)) = 1 • w*(E) + 0 . w*(E) = w*(E), 
w(A//w(E)) = w(A/E) . w(E) + w(A/E) . w(E) = w(A . E) + 
+ w ( A . ß ) = w(A), 
2 1 Vgl . Jeffrey [65], Kapitel 11 und 12. 
w(A//w*(E)) = w(A/E) • 1 + w(A/E) . 0 = w(A/E) für w*(E) = l . 
w(A//w*(E)) ist ein normiertes Maß über J f , denn man zeigt 
leicht, daß w(A//w*(E)) für 0=}=w(E)4=l die Axiome A I * bis 
A4* erfüllt. 
Die Bildung bedingter Wahrscheinlichkeiten nach A6, bzw. 
D2.1.3-1 oder D2.1.3-2 beschreibt - in vereinfachender Rekon-
struktion 2 2 - den Prozeß, wie wir unsere Annahmen über die 
Welt, die sich in einer Wahrscheinlichkeitsbewertung w über 
einem Ereigniskörper ausdrücken, aufgrund von Erfahrun-
gen : von Beobachtungen, Informationen und dergl. modifizieren. 
Die Vorstellung, es gäbe eine Wahrscheinlichkeitsbewertung, von 
der wir ausgehen, bevor wir noch irgendwelche Erfahrungen ge-
macht haben, ist unrealistisch, denn ohne Erfahrungen könnten 
wir eine bestimmte Bewertung garnicht auszeichnen - unsere 
Wahrscheinlichkeitsannahmen basieren eben immer schon auf 
gewissen Kenntnissen. 2 3 Wenn wir aber aufgrund eines Erfah-
rungsdatums Do, das alle unsere Erfahrungen zu einem Zeitpunkt 
to enthalten möge, eine Wahrscheinlichkeitsbewertung ausge-
wählt haben, so läßt sich die Veränderung unserer Annahmen 
durch die Bildung bedingter Wahrscheinlichkeiten aufgrund neuer 
Erfahrungen darstellen. Ist also w so gewählt, daß gilt w(A/Do) = 
= w(A), so bilden wir zu den Zeitpunkten ti,t2, . . . die Bewer-
tungen w(A/Di), w(A/D 2), . . ., wo D i , D 2 , . . . die in t i , t 2 , . . . 
zusätzlich zu Do,Di,D2, . . . zur Verfügung stehenden Erfah-
rungsdaten sind. Ist wi(A) = w(A/Di), so ist 
2 2 Vgl. dazu auch die Diskussion der Adäquatheit dieser Rekon-
struktion im Abschnitt 2.5.5. 
2 3 Vgl. dazu auch die Diskussion von Carnaps Ansatz im Abschnitt 
wi(A/D 2) = 
W (D!) 
w(Di -D 2 ) 
= w ( A / D i - D a ) . 
2.3. 
Die sukzessive Bildung der bedingten Wahrscheinlichkeiten läßt 
sich also auch so beschreiben, daß ein Ereignis A aus im Zeit-
punkt t die Ausgangswahrscheinhchkeit von A zum Zeitpunkt to, 
bedingt durch die im Zeitraum t-to hinzugekommenen Erfahrun-
gen hat. 
Wenn diese Bildung bedingter Wahrscheinlichkeiten so den 
Prozeß des Lernens aus der Erfahrung darstellt, dann hängt der 
Wert w(A/D) von der Ausgangsbewertung w ab, falls A durch D 
nicht verifiziert oder falsifiziert wird, d.h. falls nicht gilt D ^ A 
oder D c Ä . Wir werden aber im Abschnitt 2.1.6 sehen, daß in 
bestimmten Fällen der Einfluß der Ausgangsbewertung für ein 
hinreichend großes Erfahrungsdatum verschwindet. Andern-
falls bleibt ein Einfluß der sich in w ausdrückenden subjektiven 
Vorurteile erhalten. Aber diese Vorurteile können sich aufgrund 
der Erfahrung doch bestätigen oder abschwächen. 
Die Möglichkeit , aus der Erfahrung zu lernen, findet jedoch 
eine Grenze darin, daß Bewertungen von Ereignissen mit w(A) = 0 
oder w(A) = l nach D2.1.3-1 wie nach D2.1.3-2 durch Erfahrung 
nicht korrigierbar sind. Wegen A • D c A ist ja mit w(A) = 0 auch 
w(A . D) 
w(A • D) = 0, also w(A/D) = w^y^ = 0. Und ist w(A) = 1, also 
w(Ä) = 0, so gilt auch 1 = w(A + Ä/D) = w(A/D) + w(Ä/D) = 
= w(A/D). Daher gilt nach D2.1.3-2 für w(A) = 0: w(A//w*(E)) = 
= 0 . w*(E) + 0 . w*(E) = 0, und für w(A) = 1 : w(A//w*(E)) = 
= 1 . w*(E) +1 • w*(E) = w*(E + £) = ! . 
Es ist also eine Forderung der Rationalität, solche durch Er-
fahrung nicht korrigierbaren, dogmatischen Wahrscheinlichkeits-
bewertungen auszuschließen, wo immer das im Rahmen der K o -
härenz möglich ist. Undogmatische Wahrscheinlichkeitsbewer-
tungen nennt man auch regulär. Für endliche Zustandsmengen M 
kann man in diesem Sinn definieren: 
D2.1.3-3a: Ist M eine endliche Zustandsmenge, so heißt eine 
Wahrscheinlichkeitsbewertung w auf einem Ereigniskörper Jf' 
über M regulär, wenn gilt: w(A) = 0=>A= A für alle Ereignisse 
A aus J f . 
Bei einer regulären Bewertung wird also nur das logisch un-
mögliche Ereignis A als praktisch ausgeschlossen angesehen, 
und entsprechend das logisch notwendige Ereignis M als prak-
tisch sicher. Denn ist w(A) = l , so ist w(Ä) = 0, also für reguläres 
Ä = A , also A = M . 
Ist M nicht endlich, so ist die Definitionsbedingung w(A) = 0 => 
A = A nicht brauchbar. Ist z. B. M wieder die Menge der Ergeb-
nisse, daß eine Roulettenadel auf einem bestimmten Punkt der 
Kreisskala stehen bleibt, ist X ein a-Körper über der Menge der 
Ereignisse, daß die Nadel in einem endlichen Intervall stehen 
bleibt, und wil l man ein Stehenbleiben auf gleichgroßen Inter-
vallen als gleichwahrscheinlich ansehen, so muß gelten w(A) = 0 
für alle Ereignisse A des Inhalts, daß die Nadel auf einem Punkt 
oder auf einem von abzählbar vielen Punkten stehen bleibt, ob-
wohl dann gilt A . In diesem Fall kann man aber fordern, 
daß eine reguläre WahrscheinUchkeitsbewertung w der Ereig-
nisse von X nur solchen Ereignissen A den Wert 0 zuordnet, die 
Punktmengen auf der Kreisskala entsprechen, die einen von 0 
verschiedenen Inhalt, d. h. eine von 0 verschiedene Länge haben. 
In Verallgemeinerung dieses Ansatzes kann man den Begriff 
der regulären Wahrscheinlichkeitsfunktion für folgende FäUe de-
finieren : 
D2.1.3-3b: Ist auf X ein geometrischer Inhalt L definiert, so 
heißt w regulär genau dann, wenn gilt: w(A) = 0 => L(A) = 0 für 
alle KeX. - Und allgemeiner: c: Wenn es zu dem Feld (M, J f , w) 
ein Feld {lsi\X\ w') gibt, so daß auf X' ein geometrischer Inhalt 
L definiert ist, und eine Abbildung 9 von X &u£X' mit cp(M) = M ' , 
cp(Ä) = <p(Ä), cp(2Ai) = 2<p(Ai) (für alle endlichen und abzählbaren 
Vereinigungen 2 A i von X) und w(A) = w'(<p(A)) für alle AeX, 
so heißt w regulär genau dann, wenn gilt: w(A) = 0 L(<p(A)) = 0 
für alle AeXß* 
2 4 Sind auf M Punktfunktionen f i (x) definiert, für die die Mengen 
{x: f i (x) < z} zu X gehören, so wird man fordern, daß auf M ' Funk-
tionen ft' (x') definiert sind mit cp {x: fi (x) < z} = {x': f^  (x') < z} und 
{x': fj (x') < z} G J T . 
2.1.4 Wahrscheinlichkeit und rationale Wetten 
Man kann die Axiome des quantitativen Wahrscheinlichkeits-
begriffs auch begründen, indem man einen Zusammenhang her-
stellt zwischen der Funktion w, die auf einem Ereignis kör per Jf* 
definiert ist, und der Bereitschaft einer Person, Wetten auf Er-
eignisse aus mit bestimmten Einsätzen einzugehen.25 Der Weg 
zur Begründung der Axiome über die Metrisierung eines kompa-
rativen Begriffes der subjektiven Wahrscheinlichkeit, den wir 
oben eingeschlagen haben, ist zwar von größerer Allgemeinheit 
und systematischer Bedeutung, da aber die Einführung der Wahr-
scheinlichkeitsaxiome durch die Betrachtung rationaler Wetten 
in der Grundlagendiskussion eine große Rolle spielt und außer-
dem auch geeignet ist, diese Axiome noch einmal intuitiv plau-
sibel zu machen, wollen wir darauf hier kurz eingehen. 
Wir haben zu Beginn des Abschnitts 2.1.1 betont, daß unser 
Handeln von der Wahrscheinlichkeit abhängt, die wir den Ereig-
nissen zumessen, von deren Eintreten der Erfolg unserer Hand-
lungen abhängt. E in einfaches Beispiel dieses Zusammenhangs 
bilden Wetten. Es besteht offenbar ein enger Zusammenhang 
zwischen der Wahrscheinlichkeit, die eine Person X einem Er-
eignis A zumißt, und dem relativen Einsatz, mit dem X bereit 
ist, auf A zu wetten. Eine Wette von X i auf A ist dabei ein Ver-
trag von X i mit einem Partner X2, ihm im Falle des Eintretens 
von Ä einen Betrag si zu zahlen, beim Eintritt von A dagegen 
von X 2 einen Betrag s2 zu erhalten. Man bezeichnet s = si-hS2 
als den (Gesamt-) Einsät^ der Wette, der, wofern eine Wette 
Si 
überhaupt stattfindet, also immer positiv ist, und qi(A) = — als 
Wettquotienten von X i bei der Wette auf A . Es gilt also 0 < q i < l . 
Wir nehmen für das folgende an, der subjektive Wert eines 
2 5 Diesen Zugang zu den Axiomen des quantitativen Wahrschein-
lichkeitsbegriffes hat zuerst F.P. Ramsey in [31] angegeben. Vg l . dazu 
auch de Finetti [37], S. 101 f. 
Geldbetrages a bemesse sich für X i und X2 direkt durch a 
selbst.26 
Der zu erwartende Wert des Gewinnes für X i bei einer Wette 
auf A bemißt sich nun offenbar durch $2 • w(A) — si • w(Ä) = 
s • w ( A ) - s i = s • (w(A) — qi • (A)). D . h . X i wird bereit sein, eine 
Wette auf A mit einem Wettquotienten qi(A) < w(A) einzugehen, 
da dann der Erwartungswert des Gewinns > 0 ist. Man nennt eine 
Wette fair, wenn X i ebensogern seine eigene Rolle in der Wette 
übernimmt wie diejenige seines Partners X2, d. h. wenn er ebenso 
gern auf A mit qi(A) wettet, wie auf Ä mit q 2(A) = 1 — qi(A). 
Das wird aber genau dann der Fall sein, wenn der Erwartungs-
wert des Gewinns für X i und X2 gleich ist, d. h. für qi(A) = w(A). 
Einen solchen Wettquotienten q nennt man ebenfalls fair. Wir 
können in diesem Sinn also auch den fairen Wettquotienten zu 
einem Ereignis als Maß für dessen subjektive Wahrscheinlichkeit 
ansehen. 
Tun wir das, so können wir aus den Bedingungen eines ver-
nünftigen Wettverhaltens Aussagen über die Struktur subjektiver 
Wahrscheinlichkeitsbegriffe gewinnen. Zunächst wollen wir auf 
diesem Wege nur die Aussagen über subjektive Wahrscheinlich-
keiten herleiten, die wir bereits in den Axiomen für den metri-
schen Wahrscheinlichkeitsbegriff festgehalten haben. 
Es sei ein Ereigniskörper, den wir für das folgende als end-
lich annehmen.27 Wir sagen, für die Ereignisse aus sei ein 
Wettverhalten festgelegt, wenn für jedes A ein Wettquotient q(A) 
festgelegt ist. Dabei soll eine Wette von X i auf Ä die Wette des 
Partners X 2 bei der Wette von X i auf A sein, so daß gilt: q(Ä) = 
2 6 Andernfalls hätte man anstelle der Beträge si, S2 und s die subjek-
tiven Werte u(si), u(s2) und u(s) der Beträge einzusetzen. Vgl . dazu 
den Abschnitt 2.4. 
2 7 Für unendliche Ereigniskörper müßte man auch unendliche Wett-
systeme betrachten, um die c-Additivität gewinnen zu können, was 
intuitiv nicht sehr überzeugend ist. Da es sich bei der Überlegung 
dieses Abschnitts nur um ein intuitives Argument zur Aufhellung der 
Axiome des Wahrscheinlichkeitsbegriffs handelt, genügt auch die Be-
trachtung eines einfachen Spezialfalls. 
1—q(A). Die Wetten sind dann durch q vollständig festgelegt, 
wenn die Einsätze s bei jeder Wette gegeben sind. 
D2.1.4-1: Man nennt die auf X definierte Funktion q (bzw. das 
durch sie festgelegte Wettverhalten) rational, wenn es keine (end-
liche) Menge von Wetten mit durch q bestimmten Wettquotien-
ten gibt, die mit logischer Sicherheit einen Verlust für X er-
geben.28 
Die Forderung der Rationalität des Wettverhaltens in diesem 
Sinn ist nun offenbar das Minimum dessen, was von einem ver-
nünftigen Wetter zu fordern ist. Da wir, wie wir oben sahen, 
faire Wettquotienten als Maß für die subjektive Wahrscheinlich-
keit auffassen können, so sind damit zugleich auch die Aussagen 
über die Werte q(A) einer rationalen Funktion q die Mindestan-
forderungen, die an einen vernünftigen Begriff der subjektiven 
Wahrscheinlichkeit zu stellen sind. Daher ist es interessant, daß 
der Satz gilt: 
T2.1.4-1: Eine Funktion q ist rational genau dann, wenn sie die 
Bedingungen erfüllt: 
a) 0<q(A)<l 
b) q(M) = l 
c) q(A + B) = q(A) + q(B).29 
Denn dieser Satz besagt, daß die Axiome des metrischen Wahr-
scheinlichkeitsbegriffes, die wir oben aus den Axiomen des kom-
2 8 Anstelle von „rational" verwendet man auch oft das Wort („lo-
gisch") „fair", nach Kemeny [55]. Diese Bezeichnung erklärt sich da-
her, daß eine Funktion q genau dann rational ist, wenn es keine end-
liche Menge von Wetten mit q gibt, die einen Gewinn garantiert (ein 
Wettsystem also, das „unfair" wäre). Denn ist q nicht rational, so gibt 
es ein Wettsystem, das mit logischer Sicherheit einen Verlust ergibt, 
also auch ein Wettsystem (nämlich das System der Wetten auf Äi, wo 
früher auf die A i gewettet wurde, d.h. das Wettsystem des Partners), 
das mit logischer Sicherheit einen Gewinn ergibt, und umgekehrt. 
2 9 Der erste Teil des Satzes, der Schluß von der Rationalität von q 
auf die Bedingungen (a) bis (c), wurde zuerst von Ramsey in [31] for-
muliert und von de Finetti in [37] bewiesen. Den zweiten Teil haben 
unabhängig voneinander zuerst Lehman in [55] und Kemeny in [55] 
bewiesen. 
parativen Wahrscheinlichkeitsbegriffes gewonnen hatten, gerade 
dieses Minimum darstellen, das von einem vernünftigen metri-
schen Begriff der subjektiven Wahrscheinlichkeit zu fordern ist. 
Das ist auch insofern wertvoll, als dadurch die Auswahl der Wahr-
scheinlichkeitsaxiome noch einmal bestätigt wird: Bisher konnte 
es vielleicht so scheinen, als hätten wir gerade soviele und solche 
Axiome für den komparativen Begriff angesetzt, daß der zuge-
hörige metrische Wahrscheinlichkeitsbegriff die üblichen mathe-
matischen Eigenschaften eines Wahrscheinlichkeitsbegriffes hat. 
Jetzt aber zeigt sich, daß diese Auswahl der Axiome zu einem in 
sich geschlossenen intuitiven Wahrscheinlichkeitsbegriff führt. 
Der Beweis für den Satz T2.1.4-1 verläuft so: 
1) q sei rational. Dann gilt (a) nach Definition des Wettquotien-
ten. Eine Wette auf A geht immer verloren, der Verlust - s • q( A) 
muß bei einer rationalen Funktion q also 0 sein, d.h. q(A) = 0. 
Es ist also q(M) = q(7\) = l - 0 = 1, so daß (b) gilt, (c) erhält man 
wie folgt: Das Wettsystem bestehe aus Wetten auf die disjunkten 
Ereignisse A , B und A + B mit einem Einsatz von jeweils 1. Dann 
ist der Gewinn in jedem Fall q(A + B ) - q ( A ) - q ( B ) . D . h . wenn 
q rational ist, muß gelten q(A) + q(B) < q(A -f B). Bei einem Wett-
system mit Wetten auf Ä , B und A -|- B mit einem Einsatz von 
jeweils 1 ist der Gewinn in jedem Fall q(A) + q(B) - q(A + B), also 
ist q(A) + q(B)<q(A + B), wenn q rational ist. D . h . aber für ra-
tionale q gilt (c). 
2) Es mögen nun die Wettquotienten q die Bedingungen (a) bis (c) 
erfüllen. E in Wettsystem zu q wird gegeben durch eine Folge 
s1, . . ., sn von Einsätzen auf die Ereignisse A i , . . ., A n aus dem 
q zugeordneten Ereigniskörper J f . Wir können jetzt auch s* = 0 
zulassen für den Fall, daß das Wettsystem keine Wette auf A i 
enthält. sei eine Belegung der Ereignisse aus mit den Wer-
ten 1,0 im Sinne einer Wahrheitswertbelegung (1, wo das Ereig-
nis zutrifft, 0, wo es nicht zutrifft), &(Ai) sei der Wert von A i bei 
der Belegung £8. Dann ist der Gewinn bei £8 für das Wettsystem 
G(äf)= 2 s1. (J '(Ai)-q(Ai)). Es seien die Z k Durchschnitte der i = i 
( - ) ( - ) 
Gestalt A x • . . . • A n , die nicht logisch falsch sind. < k^ sei die zu-
gehörige Belegung, d.h. es gelte ^ k ( Z k ) = l und ^k(Zi) = 0 für 
m 
i ^ k (die Z k sind unverträglich). Es ist dann G = 2 G(^ k ) • 
m n 
• q(Zk) = 0. Denn es ist G = 2 2 s'(Jk(Ai) - q(Ai)) • q(Z k) = 
n 
= 2 a i . s1, wofern man setzt: ai = (1 - q(Ai)) • 2iq(Z k) - q(Ai) • 
i = 1 
• 2 2q(Zi), wobei 2 i über die k mit Z k c A i und 2 2 U D e r die 1 rait 
Z i c Ä i läuft. Es gilt dann: ai = ( l -q (A i ) ) • q ( Z k l + . . . + Z k r ) -
q(Ai). q (Z l x + . . . 4- Z l t = (1 - q(Ai)) . q(Ai) - q(Ai). (1 - q(Ai)) = 0. 
Wäre nun q nicht rational, so wären für ein solches Wettsystem 
alle G ( ^ k ) < 0 . Da nun aber wegen (a) bis (c) alle q(Z k)>0 sind 
und q(Z k) > 0 für ein k, so wäre dann G < 0, im Widerspruch zu 
G = 0. 
Wir haben oben betont, daß die Rationalität nur eine Mindest-
forderung ist, die an ein vernünftiges Wettverhalten zu stellen 
ist. Es liegt nahe, statt dessen die stärkere Forderung einer strikten 
Rationalität zu stellen: 
D2.1.4-2: Man nennt eine Funktion q auf J f , bzw. das durch sie 
festgelegte Wettverhalten strikt rational, wenn es keine endliche 
Menge von Wetten mit Wettquotienten q gibt, so daß sich für 
mindestens ein mögliches Ergebnis ein Verlust ergibt, während 
sich für kein Ergebnis ein Gewinn ergibt. 3 0 
Ein strikt rationales q ist offenbar auch rational. Es gilt dann 
der Satz: 
3 0 Anstelle von „strikt rational" sagt man auch „strikt fair", da q 
genau dann strikt rational ist, wenn es kein Wettsystem gibt, das in 
mindestens einem Fall einen Gewinn ergibt, in keinem Fall aber einen 
Verlust (ein solches Wettsystem, und damit das gesamte Wettverhalten 
wäre „unfair"). Ein nicht strikt faires Wettsystem ergibt sich aus einem 
nicht strikt rationalen durch Übernahme der Rolle des Partners, und 
umgekehrt. Die Begriffsbildung stammt von A . Shimony in [55], 
T2.1.4-2: Eine rationale Wettfunktion q ist strikt rational genau 
dann, wenn gilt: 
d) q(A) = l=>A = M .3i 
Beweis: 1) Ist q(A) = l , aber A ^ M , so wetten wir auf A mit 
s = l . Tritt A ein, so ist der Gewinn 1 — q(A) = 0. Tritt Ä ein, so 
ist der Verlust q(A) = l , d.h. q ist nicht strikt rational. - 2) q sei 
rational, aber nicht strikt rational. Dann gibt es ein Wettsystem, 
so daß für alle k G ( ^ k ) <0 gilt und für mindestens ein k G(ß*) <0 
ist (wir übernehmen diese Symbole aus dem 2. Teil des Beweises 
von T2.1.4-1). Es ist q(Z k)+ q(Z k) = 1. Würde nun (d) gelten, 
so wäre wegen Z k ^  M q(Z k) < 1, d. h. es wäre q(Z k) > 0 für alle k. 
Es wäre also G = 2 G ( Ä ) • q(Z k) <0 - für rationale q gilt aber 
k 
G =0, wie im 2. Teil des Beweises von T2.1.4—1 gezeigt wurde. 
Man kann auch einen Zusammenhang zwischen Wetten und 
bedingten Wahrscheinlichkeiten herstellen, indem man bedingte 
Wetten auf Ereignisse A betrachtet, die nur dann als abgeschlossen 
gelten, wenn ein Ereignis B eintritt. Dann erhält man Wettquo-
tienten q(A/B), mit q(A) = q(A/M). Die Betrachtungen verlaufen 
dann analog wie oben und man kann die Axiome B I * bis B5*, 
bzw. auch das Prinzip w(A/B) = l ^ B c A begründen. Für den 
Beweis der Entsprechung zu T2.1.4-1 fügt man dazu bei der Be-
trachtung bedingter Wetten im Teil (1) folgende Überlegungen 
an: Das erste Wettsystem bestehe aus einer durch E bedingten 
Wette auf A • B mit s = 1, aus einer durch E bedingten Wette auf 
Ä mit s = q(B/A • E) und einer durch A • E bedingten Wette auf 
B mit s = l . In jedem Fall ergibt sich ein Gewinn von q(A/E) • 
• q(B/A • E) —q(A • B/E), d.h. für ein rationales q muß gelten: 
q (A-B/E)<q(A/E) .q (B/A.E) , Das zweite Wettsystem be-
stehe aus den Wetten des Partners im ersten Wettsystem, d.h. 
es wird gewettet auf A • B und A bedingt durch E und auf B 
bedingt durch A und E . Das ergibt einen Gewinn von 
3 1 Der erste Teil des Satzes, der Schluß von der strikten Rationalität 
auf die Bedingung (d), ist von Shimony bewiesen worden, der zweite 
Teil von Kemeny und Lehman. 
q(A . B/E) -q(A/E) • q(B/A • E) in jedem Fall, d.h. für rationales 
q muß auch gelten q(A • B/E) > q(A/E) • q( B /A • E ) ; also q(A • B/E) 
= q ( A / E ) . q ( B / A . E ) . 
2.1.5 Vertauschbare Ereignisse 
U m im Rahmen der subjektiven Wahrscheinlichkeitstheorie 
Induktionsprinzipien formulieren zu können, benötigt man den 
Begriff der Vertauschbarkeit von Ereignissen, der von B. de 
Finetti eingeführt worden ist: 3 2 I 
D2.1.5-1: Ist (M,J f ,w) ein Wahrscheinlichkeitsfeld und ist S 
eine Menge von Ereignissen aus J f , so heißen die Elemente E i 
von S vertauschbar bzgl. w, wenn für alle Paare von n-tupeln 
(n>l) von untereinander verschiedenen Ereignissen E i 1 ? . . ., E i n 
und E n , . . ., E j n von g gilt w(En • . . . • E i n ) = w(E j ] L . . . . . E j n ) . 
Die E i sind also vertauschbar, wenn w(Ei X . . . . . E i n ) nur von n, i 
nicht aber von den i i , . . ., i n , d.h. von der Auswahl der n Ereig-
nisse E n , . . ., E i n a u s $ abhängt. Sind die Elemente von g ver- ; 
tauschbar bzgl. w, so gilt auch: ] 
w ( E i ! j . . . . E i m . E i m + 1 . . . . . E i n ) = W ( E J ! • • • • • E j m • £ j m + 1 . j 
. . . . E j n ) 3 3 , so daß man die Vertauschbarkeit auch durch diese 1 
3 2 Statt „vertauschbar" sagt man auch oft „äquivalent" oder „symme- ! 
trisch". 
3 3 Nach dem Theorem T 11-18 im Anhang II gilt: 
_ _ n - m 
w(E i ] t • . . . • E i m • E i m + 1 . . . . . E i n ) = w(E i ] L • . . . • E i m ) + 2 
k=l 
> ( - l ^ w C E ^ • . . . . E i m * E V l * . . . -EvJ . Fü rve r t au sch -
i m + l ^ v i < . . . v h ^ i n 
n - m 
bare E i ist dieser Wert gleich w(Ei. • . . . • E i J + 2 (~l)k C"m)- \ 
k=i k 
n - m 
• wCEi, • . . . • E i m + k ) = 2 (- l) k- ( V ) • w(E 4 l • . . . • E , m + k ) , da es 
k=0 
(n^m) Auswahlen von k Indices vi, . . ., v k aus den n-m Indices im+i, 
. . ., i n gibt. Diese Summe hängt aber für vertauschbare E i nur von n 
und m ab. Für die Definition der Binomialkoeffizienten (£) vgl. das 
Symbolverzeichnis. i 
Bedingung (aus der ja umgekehrt sofort auch die Bedingung von 
D2.1.5-1 folgt) definieren kann. 3 4 
Die Vertauschbarkeit ist keine Eigenschaft von Ereignissen als 
solchen, sondern eine Eigenschaft, die sie bzgl. einer bestimmten 
Wahrscheinlichkeitsbewertung w haben - man könnte auch sa-
gen: eine Eigenschaft von w bzgl. der E i . Da für vertauschbare 
Ereignisse auch w(Ei) = w(Ej) für alle E i und Ej aus $ gilt, so 
kann man auch von der Wahrscheinlichkeit eines Ereignistyps 
E reden, wie er durch $ bestimmt wird, und man kann auch den 
Ereignistyp selbst vertauschbar nennen, wenn die Ereignisse dieses 
Typs vertauschbar sind. Diese Redeweise ist umso natürlicher, 
als man eine Vertauschbarkeit in der Regel bei Ereignissen an-
nehmen wird, die man (bzgl. ihrer Wahrscheinlichkeitsbewer-
tung) als gleichartig ansieht, wie z.B. bei den verschiedenen Er -
gebnissen wiederholter Würfe mit einer Münze oder bei den ver-
schiedenen Abläufen des gleichen physikalischen Prozesses. In 
diesen Fäl len kann man die Ereignisse Ei>E<2, . . . darstellen durch 
Sätze der Form F(ai), F(a2), . . ., d.h. als Sätze mit einem gemein-
samen Prädikat F und verschiedenen Gegenstands-, Orts- oder 
Zeitkonstanten ai,a2, . . . . Das Prädikat F definiert dann den Typ 
dieser Ereignisse. 
Wir wollen nun einige für die Begründung induktiver Prin-
zipien wichtige Sätze anführen: 
Sind A i , . . ., A n irgendwelche Ereignisse eines Ereigniskörpers 
JT, ist A n das Ereignis, daß von diesen n Ereignissen genau r ein-
treten, und ist w eine Wahrscheinlichkeitsbewertung auf J f , so 
gilt: 
3 4 Vgl . de Finetti [37], S. 121 f. Dort gibt de Finetti auch folgende 
äquivalente Bedingung für Vertauschbarkeit an: 
w(Ein+i_/'Eii' • • • ' Eik ' £ i k + 1 • . . . • E i n ) = w(E J n + 1 /E J l • . . . • E j k • E j k + 1 
• . . . « E j n ) für alle (n + l)-tupel (ii, . . ., in+i) und (ji, . . ., jn +i) und alle 
k < n. Aus der Vertauschbarkeit der E i folgt diese Gleichung sofort 
mit B5*. Umgekehrt gilt wegen B5* auch w(Ei x • . . . • Ei n) = w(Eij) 
• w(Ei2/Ei1) • . . . * w(Ei n/Ei i • . . . • E i n - 1 ) und dieser Wert hängt nach 
der obigen Gleichung nur von n ab (man kann mit E i 0 = M setzen 
wCEi,) = w(EhIEi0)). 
w(Ai) + . . ,+w(An) n r 
T2.1.5-1: — — —••• = 2 ~ • w(A') . 
n r=on n 
Denn ist X i = l , falls A i eintritt (i = l , . . ., n) und andernfalls 
X i = 0, so hat die relative Häufigkeit Y n (A) des Auftretens von 
1 n 
Ereignissen A i , . . ., A n den Wert — 2 X i . Der Erwartungswert n i = l 
^(Y n(A)) der relativen Häufigkeit Y n (A) ist aber 2 ^ . w(A n ) . 
Andererseits gilt <f(Yn(A)) = ^ ( - Z X i | = -- 2 0?(Xi)) = 2 
\ni = i / n i = i r i i = i 
w(Ai).35 
Das arithmetische Mittel der Wahrscheinlichkeiten der A i 
(i = l , . . n) ist also der Erwartungs wert der relativen Häufig-
keit des Auftretens der A i . 
Sind die Ereignisse A i , . . A n vertauschbar, so gilt daher 
n r 
w(Ai) = 2 — • w(A n), für alle i = l , . . ., n. D . h . die Wahrschein-
r = 0 n 
lichkeit der Ereignisse A i ist der Erwartungswert der relativen 
Häufigkeit ihres Auftretens. 
Wir erhalten ferner den Satz: 
T2.1.5-2: Sind die Ereignisse A i , . . ., A n vertauschbar, so gilt 
w ( A i l . . . . . A l k ) = J o ( ^ . w ( A r n ) . 
Im Beweis von TII-20 wird gezeigt, daß für Sk:=(2)w(Ai 1 • 
. . . . An) gilt S k = ? w(Aii • . . . • A i k ) = 2 (rk) w(AJ); daraus 
ii < . < ik r>k 
folgt sofort die Behauptung. 
3 5 Vgl. den Satz 4.4 in Richter [66], S. 241. Der Erwartungswert i (f) 
einer Größe f (x), die von den Ereignissen x aus M abhängt, wird im 
Fall abzählbar vieler xi, X2, . . . definiert durch 2 f (x0 * w(xi), sonst 
i 
durch j f(x)dw. - Man kann die Formel des Theorems T2.1.5-1 auch 
M 
mit T 11-20 verifizieren. 
Wir wollen nun den zuerst von de Finetti bewiesenen Haupt-
satz der subjektiven Wahrscheinlichkeitstheorie formulieren, der 
die Verallgemeinerung von T2.1.5-2 für eine unendliche Folge 
A i , A 2 , . . . von vertauschbaren Ereignissen darstellt. Dabei be-
ziehen wir uns im Hinblick auf die Anwendungen des Satzes und 
auf die intuitive Durchsichtigkeit der Begriffsbildungen auf den 
Fall, daß die Ereignisse A i , A 2 , . . . zu physikalisch unabhängi-
gen Wiederholungen eines Versuchs gehören. 
Wir benötigen dazu einige Begriffe der Mengenlehre36 und 
einige symbolische Konventionen: 
Ist Ji eine Ereignismenge, so soll ^Ji der kleinste Mengen-
körper sein, der Ji enthält, und soll der kleinste a-Körper 
sein, der Jt enthält (die Boreische Erweiterung von Jt). 
D.2.1.5-2: Das Cartesische Produkt Yl'Ai der endlichen oder 
abzählbar unendlichen Folge von Mengen A i , A 2 , . . . ist die 
Menge aller Folgen, deren i-tes Glied ai Element von A i ist. 
Statt n'Ai schreibt man auch (Ai,A2, . . .). 
D2.1.5-3: Sind die Xi (i = l ,2 , . .) Mengenkörper über M i , so 
ist das direkte Produkt der Xi: Y^Xi der kleinste Mengenkörper 
über n'Mi> der alle Mengen (Mi , . . Mi_ i , B , M i + i , . . .) mit B 
i 
aus Xi umfaßt. 
Es sei nun H * ein Versuch (ein Prozeß, eine Handlung), der 
verschiedener Durchführungen oder Realisierungen fähig ist und 
der bei jeder Durchführung zu einem Ergebnis eines bestimmten 
Typs führt. Die Menge der möglichen Ergebnistypen sei M * , 
und X* sei ein Ereignis (typ) körper über M * . Es sei H i , H 2 , . . . 
eine Folge verschiedener Realisierungen von H * , und M i und 
Xi (i = l , 2 , . . .) seien die Mengen der zugehörigen Ergebnisse, 
bzw. Ereignisse. Es sei ferner M = ü ' M i das cartesische Produkt 
i 
der M i , so daß die Elemente x von M Folgen (xi,X2, . . .) von Er-
3 6 Wir definieren diese Begriffe hier nur in der Allgemeinheit, in der 
wir sie im folgenden benötigen. Vgl. dazu auch Richter [66], S. 13ff. 
gebnissen xi von H i sind. X = BY[xXi sei die Boreische Erweite-
rung des direkten Produkts nX «^ i der J f i , d.h. der kleinste 
i 
a-Körper, der alle Mengen B i aus J f i , bezogen auf die Verbindung 
der J f i enthält, d.h. alle Mengen (Mi , . . ., M i _ i , B i , M n i , . . .); 
damit aber auch die Mengen (Bi, B2, . . .) für B i aus j T i , denn es 
ist ja ( B i , M 2 , M 3 , . .) . ( M i , B 2 , M 3 , . .) = ( B i , B 2 , M 3 > . . •)> usf. 
Wir verwenden im folgenden die Symbole „Xi", „y i " , . . . für 
die Ergebnisse aus M i , „x" , „y C £ , . . . für Ergebnisse aus M ; 
„A*" , „ B * " , . . . für Ereignistypen aus JT*, „A i" , „B i " , . . . für 
Ereignisse aus und „A" , „ B " , . . . für Ereignisse aus J f . 
AJ* sei das Ereignis A i , bezogen auf , d.h. die Menge (Mi , . . ., 
Mi_ i , A i , M i + i , . . .). Für „A*" schreiben wir gelegen dich auch 
wieder „Ai" , wo das nicht zu Verwechslungen führen kann. 
Es sei nun (M,Jf ,w) ein Wahrscheinlichkeitsfeld. Man kann 
dann definieren: 
Y A*(x) gibt also die relative Häufigkeit des Auftretens des 
Ereignistyps A * in den ersten n Gliedern der Folge x, d.h. bei 
den ersten n Realisierungen von H * an. 
D2.1.5-6: 0 A *(z) : = w({x: Y A*(x) < z}). 
® A *(z) ist also die Verteilungsfunktion zu Y A *(x) . 
Man kann dann das grundlegende Theorem von de Finetti so 
formulieren : 3 7 
T2.1.5-3: Für vertauschbare A i konvergieren die Funktionen 
Y A*(x) w-fast gegen eine Funktion Y A *(x) , die <I>A*(z) konver-
gieren im Sinne der Verteilungskonvergenz gegen die Vertei-
lungsfunktion von Y A *(x) : 0A*(z) : = w({x: YA*(x)<z}) und es 
D2.1.5-4: X A * (x): 
1 für Xi e A i 
0 sonst. 
B2.1.5-5: Y A * (x): 
3 7 Vgl. de Finetti [37], S. 125ff. 
78 
gilt: w(A£ . . . . • Aj k ) = J(YA*(x))kdw = JzkdO)A*(z).38 
M 0 
Dabei besagt die Behauptung, daß die Y A *(x) w-fast gegen 
Y A*(x) konvergieren, daß gilt: w({x: lim Y A*(x) = YA*(x)}) = 1, 
n—»-oo 
d.h. die Wahrscheinlichkeit, daß eine Ergebnisfolge x eintritt, 
für die die Y A*(x) nicht gegen Y A*(x) konvergieren, ist Nul l . 
Der Satz w({x: lim Y A*(x) = YA*(x)}) = 1 drückt das starke 
n-»oo 
Gesetz der großen Zahlen aus. Er besagt, daß es für vertauschbare 
A i praktisch sicher ist, daß die Durchführungen Hi,H2, . . . von 
H * zu einer Ergebnisfolge führen, für die die relativen Häufig-
keiten von A * einem Grenzwert zustreben. Dieser Satz zeigt 
damit, daß die Annahme der Vertauschbarkeit von A * impliziert, 
daß wir mit praktischer Sicherheit damit rechnen, daß eine Ergeb-
nisfolge eintritt, in der die relativen Häufigkeiten von A * konver-
gieren. Wenn wir also Vertauschbarkeit ansetzen, nehmen wir 
auch an, daß ein Grenzwert der relativen Häufigkeiten existiert. 
Der Satz erklärt damit, warum wir für gleichartige Ereignisse 
immer damit rechnen, daß sich die relativen Häufigkeiten auf 
einen festen Wert einpendeln und sich für hinreichend große n 
nur mehr beliebig wenig unterscheiden. Diese Annahme der 
Konvergenz der relativen Häufigkeiten, die in allen wahrschein-
lichkeitstheoretischen Untersuchungen eine so wesentliche Rolle 
spielt, wird also im Rahmen der subjektiven Wahrscheinlich-
keitstheorie begründet, und das ist eine der wichtigen Leistungen 
dieser Theorie. 
Aus dem starken Gesetz der großen Zahlen folgt das schwache 
Gesetz der großen Zahlen, das man so formulieren kann: 
l imw({x :|Y A *(x) -Y A *(x)|<£}) = 1 für alle e>0. D . h . für hin-
reichend großes n liegt die Wahrscheinlichkeit, daß sich die 
relative Häufigkeit von A * in den ersten n Versuchsdurchfüh-
rungen nur mehr um höchstens ±z von dem Grenzwert der 
relativen Häufigkeiten von A * in allen Versuchsdurchführungen 
3 8 Zum Beweis dieses Satzes vgl. Anhang II. 
unterscheidet - wie klein e > 0 auch gewählt sei - beliebig nahe 
bei 1. Daraus folgt, daß wir aus der Beobachtung relativer 
Häufigkeiten von A in hinreichend großen endlichen Versuchs-
reihen einen Aufschluß über die Größe des Grenzwerts der 
relativen Häufigkeiten von A , und damit, wie wir in 2.2.1 sehen 
werden, über den Wert der objektiven Wahrscheinlichkeit von A , 
erhalten. 
Die Aussage, daß die Verteilungsfunktionen 0A*(z) im Sinne 
der Verteilungskonvergenz gegen <J>A*(z) konvergieren, besagt 
in unserem Zusammenhang, daß gilt lim 0A*(z) = <DA*(z), wenn 
n—>oo 
0A*(z) in z stetig ist, und daß 0A*(z) höchstens für abzählbar 
viele z nicht stetig ist. 3 9 Wenn aus dem starken Gesetz der großen 
Zahlen folgt, daß die Vertauschbarkeit von A * die Annahme der 
Existenz eines Grenzwerts der relativen Häufigkeiten von A * 
(mit praktischer Sicherheit) impliziert, so ergibt sich aus der j 
Wahrscheinlichkeitsbewertung w auch eine Bewertung der Hypo- j. 
thesen {x:YA*(x)<z}, daß dieser Grenzwert in der Folge der 
Versuchsdurchführungen einen Wert <z hat. 0A*(z) = w({x: 
YA*(x)<z}) ist die Wahrscheinlichkeit dieser Hypothese. Mit den 
Mengen {x:YA*(x)<z} ist w auch für die Komplemente und 
Vereinigungen solcher Mengen, d.h. auch für Hypothesen der 
Gestalt (x:YA*(x) >z}, (x:zi < Y A * ( x ) < Z 2 } etc. definiert. Wie wir 
im Abschnitt 2.2.2 sehen werden, ergibt sich damit eine sub-
jektive Bewertung statistischer Hypothesen über die Größe der 
objektiven Wahrscheinlichkeit von A . 
Die Gleichung w(Aj") = JYA*(x) dw 4 0 stellt die direkte Ent-
M 
3 9 Für eine genaue Definition der Verteilungskonvergenz vgl. z.B. 
Richter [66], S. 330. 
4 0 Für die Definition dieses Lebesgueschen Integrals vgl. z .B. Rich-
ter [66], S. 171 ff. Das Integral Jf(x)dw wird, kurz gesagt, als gemein-
M 
n=i n- i 
samer Grenzwert der Summen 2 yk • w(mk) und 2 Yk+i * w(rrik) erklärt 
für a < f(x) < b und a = y0 < yi < . . . < yn = b und rrik = 
l 
= {x: yk < f(x) < y k +i}. Das Integral J z k dOA*(z) in T 2.1.5-3 ist das 
o 
n r 
sprechung der Gleichung w(Ai) = 2 ~ • w(A*) für endHch viele 
vertauschbare Ereignisse dar, die wir oben in elementarer Weise 
hergeleitet haben. Beide Gleichungen besagen, daß für vertausch-
bare Ereignisse deren Wahrscheinlichkeit mit dem Erwartungs-
wert der relativen Häufigkeiten übereinstimmt. Und von der 
Gleichung w(A i x . . . . . A l k ) = I^w(Arn) des Theorems T2.1.5-2 
gelangen wir zur Gleichung w(A^ . . . . . A j J = J(YA*(x))kdw 
M 
von T 2.1.5-3 für den unendlichenFall durch eine Näherung, 
nach der für gegenüber k sehr große n und r approximativ gilt 
G M " = / ' \ k 
® n* W ' 
Auf diesem Weg kann man, auch ohne den schwierigen Beweis 
von T2.1.5-3 zu verfolgen, einen intuitiven Zugang zum Ver-
ständnis des de Finettischen Satzes finden. 
2.1.6 Induktive Prinzipien 
Um zu zeigen, daß und wie sich im Rahmen der subjektiven 
Wahrscheinlichkeitstheorie induktive Schlüsse begründen lassen, 
wollen wir in diesem Abschnitt drei wichtige, wenn auch elemen-
tare Typen solcher Schlüsse untersuchen: 
1. Den direkten Schluß von der relativen Häufigkeit eines Ereignis-
typs in einer Gesamtheit auf die Wahrscheinlichkeit der Ereig-
nisse dieses Typs. 
2. Den inversen Schluß von der Wahrscheinlichkeit eines Ereignis-
typs auf seine relative Häufigkeit in einer Gesamtheit. 
3. Den Voraussageschluß von einer Stichprobe auf eine andere. 
Stieltjes-Integral, das, wiederum in starker Verkürzung gesagt, in der 
b 
allgemeinen Gestalt j f(x)dg(x) erklärt wird als Grenzwert der Summen 
a 
n-1 
2 f(5k) (g(xk+i) — g(xk)) für immer kleiner werdendes max(xk+i—xk) 
k-0 k 
und bei a = xo < xi < . . . < x n = b und x k < 5k < Xk+i. 
Wir betrachten den direkten Schluß zunächst am Beispiel einer 
endlichen Gesamtheit. Ist z. B. bekannt, daß in einer Urne mit 
n Kugeln genau k Kugeln schwarz sind, und ist Ai( i = l , . . .,n) 
das Ereignis, daß die i-te Kugel schwarz ist, so ist w(A^) = l 
1 n k 
und w(AJ*) = 0 für r + k. Nach T2.1.5-1 gilt also ~2 w(Ai) = - . 
n ni = i n 
Sind daher die Ereignisse A i vertauschbar bzgl. w, d.h. ist die 
Wahrscheinlichkeit, daß die i-te Kugel in der Urne schwarz ist, 
gleich der Wahrscheinlichkeit, daß die j-te Kugel schwarz ist für I 
alle i,j = l , . . ., n, so daß wir keinen Grund haben, für einzelne I 
Kugeln eher anzunehmen, daß sie schwarz sind als für andere, 
I n k 
so gilt — I w(Ai) = w(Ai) = —. D . h . die Wahrscheinlichkeit des 
i Ereignistyps „schwarze Kugel" ist die bekannte relative Häufig-
i keit dieser Eigenschaft in der betrachteten Gesamtheit. 
Liegt eine unendliche Gesamtheit vor,etwa eine Folge von ) 
Durchführungen Hi,H2, . . . eines Versuchs H * , die z. B. in der j 
prinzipiell unbeschränkten Wiederholung des Werfens einer be- j 
stimmten Münze besteht, und ist bekannt, daß die relativen 
Häufigkeiten des Ereignistyps A * („Wappen") mit wachsender 
Zahl der Münzwürfe gegen den Grenzwert r konvergieren, so 
erhalten wir entsprechend, wenn wir die Definitionen und Sym-
bole aus 2.1.5 übernehmen: w({x: l i m Y A * = r}) = 1, also 0A*(z) = 
n-v oo 
, s v f O f ü r z < r ^ , . 
w({x: Y A*(x) < z}) = D(z - r): = ^ > . Daher ist nach 
l 
T2.1.5-3 w(A+) = fzdOA*(z) = r. Dabei ist wieder vorausgesetzt, , 
ö 
daß die A?"(i = l ,2, . .) vertauschbare Ereignisse sind. Auch hier 
ist also die Wahrscheinlichkeit des Ereignistyps „Wappen" gleich 
der bekannten relativen Häufigkeit (genauer: gleich dem be-
kannten Grenzwert der relativen Häufigkeiten) des Ereignisses 
in der Gesamtheit (die hier durch eine Folge dargestellt wird). 
Mit T2.1.5-1 und T2.1.5-3 kann man auch den inversen Schluß 
begründen. Sind im endlichen Fall des Urnenbeispiels die Ereig-
nisse A i vertauschbar, so gilt: der Erwartungswert der relativen 
Häufigkeit des Ereignistyps „schwarze Kugel" ist gleich der 
n r 
Wahrscheinlichkeit der A A : w(Ai)= 2 — • w(A„). Wenn wir den 
r = 0 n 
A i die gemeinsame Wahrscheinlichkeit w(Ai) zuordnen, erwarten 
wir also, daß die A i in der Gesamtheit mit einer relativen Häufig-
keit der Größe w(Ai) auftreten. 
Das Entsprechende, d.h. die Gleichung w(Aj") = JYA*(x)dw(x) 
M 
gilt nach T2.1.5-3 auch im unendlichen Fall des Münzwurfs : 
Wenn wir dem Ereignis typ „Wappen" die Wahrscheinlichkeit 
w(A*) = w(A*) zuordnen, so heißt das, daß wir erwarten, daß die 
relativen Häufigkeiten in der Folge der Münzwürfe gegen den 
Wert w(A*) konvergieren werden. 
Beim Voraussageschluß betrachten wir der Einfachheit halber 
nur den singulären Voraussageschluß, bei dem die Stichprobe, über 
die mithilfe des Schlusses etwas ausgesagt werden soll, nur ein 
Element enthält, und bei dem in beiden Stichproben nur eine 
Eigenschaft A * untersucht wird. Im Gegensatz zum direkten und 
inversen Schluß, die sich als Schlußprinzipien darstellen, nach 
denen man von einer Prämisse (einer Aussage über die Größe 
einer relativen Häufigkeit, bzw. einer Wahrscheinlichkeit) zu 
einer Konklusion (einer Aussage über die Größe einer Wahr- '; 
scheinlichkeit, bzw. einer relativen Häufigkeit) übergehen kann, j 
so daß die Konklusion immer dann wahr ist, wenn die Prämisse | 
wahr ist, handelt es sich bei dem Prinzip des Voraussageschlusses 
nicht um einen Schluß in diesem eigentlichen Sinn, sondern um 
eine Aussage über die Größe einer bedingten Wahrscheinlichkeit, j 
Der singulare Voraussageschluß gibt an, wie groß die Wahr- j 
scheinlichkeit ist, daß die nächste (oder eine spätere) Versuchs- j 
durchführung ein Ergebnis vom Typ_ A * ergibt, wenn bekannt ; 
ist, daß in den n bisherigen Versuchsdurchführungen genau k mal 
dieses Ergebnis aufgetreten ist. Den endlichen Fall, daß z. B. eine1 
Urne mit m Kugeln gegeben ist, aus der n Kugeln gezogen wor-
den sind, von denen genau k schwarz sind, und nun gefragt wird, 
wie groß die durch Kenntnis dieser Stichprobe bedingte Wahr-
scheinlichkeit dafür ist, daß die nächste gezogene Kugel schwarz 
ist, kann man, wenn der Umfang m der Gesamtheit gegenüber 
dem Umfang n der Stichprobe sehr groß ist, näherungsweise so 
behandeln, als ob man die gezogenen Kugeln vor dem nächsten 
Zug jeweils in die Urne zurücklegt und kann ihn so wie eine 
(prinzipiell unendliche) Folge von einzelnen Zügen aus der Urne 
behandeln. 
Ist A£ das Ereignis, daß bei den ersten n Versuchsdurchführun-
gen genau k mal das Ereignis A * aufgetreten ist, sind die A i 
vertauschbar und schreiben wir kurz w k für w(A£) und w m für 
w(Aü . . . . . A i m ) , 4 i so gilt nach T11-20: 
K=Ik( ~ l y ^ O O i = © 2*( - W l V k + i , da es (?) Auswahlen 
von 1 Indices aus n Indices gibt. 
Nach T2.1.5-3 gilt also: 
< = © 2 0 ( - l ) 1 ( n 7 k ) J^ f I d* A * W = © J J 0 ( - l ) r ik)*k+1d<I>A*(z) = 
©Jz*( l -z)n-kdO)A*( Z ) 42 
Es gilt ferner: 
W A / A M W ( A ^ ' A n ) <tl © 
W ( A J W n W 
Denn es ist w ( A n + i • A^) = (£) . w(Ai A k +i • Ak+2 
• A n + i ) und w£J = (£}) • w(Ai . . . . . A k + i . A k + 2 • . . . • A n + i ) . 
Es gilt also: 
l 
fz*+i ( l -z ) » -MOA*(z) 
T2.1.6-1: w(A n +i/A^) = ^ . 
Jz k ( l -Z>-kdOA*( 2 ) 
Setzt man d<t>A*(2/A*) I f i ^ ^ ^ ^ 
J zk ( l - z )^ -kd$A*( z ) 
0 
4 1 Wir schreiben hier und im folgenden kurz A i statt A "f. 
4 2 Es gilt nach dem binomischen Lehrsatz: 
(a±b)» = fej) (±1)1 an~i • b\ also (1 -z )*- k = V( n 7 k ) ( - l ) l z l . 
so kann man auch schreiben: w(A„ + i/A k ) = fz . d<I>A*(z/A )^, 
ö 
und es ist dann ®A*(z/A£) = w({x: Y A*(x) <z}/Ak).43 
Es gilt nun der Satz: 
T2.1.6-2: Sind die Ereignisse Ai ,A2, . . . vertauschbar und ist w 
regulär, so gilt lim (w(An+i/AJJ) ) = 0. 
n—>co n 
k 
Denn das Maximum der Funktion z k ( l—z) n _ k liegt bei z = 
n 
k +1 
und das von z k + 1 ( l — z)n~k bei - — ; mit wachsendem n ver-
n + 1 
k 
schwinden die Funktionswerte für z ^ - . Für hinreichend große 
n 
n gilt daher unter Voraussetzung der Regularität, daß 0A*(z) 
nirgends konstant, also d<PA*(z) überall positiv ist, daß sich 
l 
Jz k +i( i -z) n " k dO A *(z) 
w(A n+i/A k) = 0 f nur mehr beliebig wenig 
Jz k ( l -z )*- k dO A *(z) 
c . f k r ^ i _ k r 
W \ n K U M • V 
von — - - \ / —\ — = unterscheidet, wo c eine Konstante 
ist. 
Die große Bedeutung des Satzes T2.1.6-2 liegt in seiner Aus-
sage, daß unter den Voraussetzungen der Vertauschbarkeit und 
Regularität unsere subjektiven Annahmen über die Welt von der 
Erfahrung abhängen, und zwar so, daß mit hinreichend großem 
n das Erfahrungsdatum A k bewirkt, daß die Wahrscheinlichkeit, 
4 3 Daß die A i auch bzgl. der bedingten Wahrscheinlichkeiten ver-
tauschbar sind, wurde schon in 2.1.5, Anmerkung 34 erwähnt. 
die wir dem Ereignistyp A * aufgrund dieses Erfahrungsdatums 
zuordnen, d.h. der Wert w(A n + i/A k ) , sich nur mehr beliebig 
k 
wenig von der beobachteten relativen Häufigkeit — von A * 
n 
unterscheidet. Für hinreichend großes n bestimmt also die Er-
fahrung A k den Wahrscheinlichkeitswert w(A n + i/A k ) , den wir 
A n + i zumessen. Wie groß „hinreichend g r o ß " im einzelnen Fall 
ist, hängt von w ab. Für alle Wahrscheinlichkeitsbewertungen w 
k 
gilt aber, daß die Werte w(A n+i/A k) gegen — konvergieren, so 
n 
daß der Einfluß der subjektiven, evtl. von Vorurteilen stark 
abhängigen Anfangsbewertung w(An+i) mit zunehmender Er-
fahrung verschwindet. Der Satz stellt somit ein Grundprinzip des 
induktiven Lernens aus der Erfahrung dar und zeigt, wie ver-
schiedene Personen aufgrund gleicher Erfahrungen zu überein-
stimmenden Glaubensannahmen und Voraussagen gelangen. 
Wir wollen nun noch zwei einfache Fälle zum Theorem 
T2.1.6-2 betrachten: 
1. Der Laplace-Fall: Nimmt man an w° = w*= . . . =w£, also 
1 -1 u / N / A iAk\ k + 1 k + 1 -, so gilt nach (a) w(A n + i/A£) = w k = -
n + 1 ° k + 1 wk n + 1 
n+1 k+1 
= . Das ist die Laplacesche Induktionsformel. Es ist 
n+2 n+2 r 
/ , k \ also lim I w(A n +i/A k) — — 1=0. Aus der Laplaceschen Voraus-
n-yoo \ n / 
Setzung folgt w^jx: YA*(x) = ~|j = ~"|> a l s o w ^jx: YA*(x)<~-
k + 1 
= --, also ®A*(z) = w({x: limYA*(x)<z}) = z. In diesem Fall 
n "1~ 1 n—>-oo 
ist also w regulär. 
2. Ist <D(z) = D ( z - r ) , so ist nach T2.1.6-1 w(A n +i/A k) = r, also 
unabhängig von n und k. w ist dann nicht regulär, denn der 
Annahme <E>(z) = D(z — r) entspricht die Annahme w({x:YA*(x) = 
= r}) = l . E in solches „dogmatisches" Vorurteil läßt sich also 
durch die Erfahrung nicht korrigieren. 
Nimmt man z. B. an w(Ai . . . . . A k • Ä k + i . . . . . Ä n ) = w(Ai • 
. . . . . Aj . Ä j + i . . . . . Ä n ) für alle n und alle 0 < k,j < n, so gilt 
w(Ai . . . . . A k • Ä k + i . . . . . Ä n ) = -a, da es 2 n mögliche derartige 
Zustände gibt. Es ist also w(Ai) = w(Ai) = — und nach (a) 
wir aus der Erfahrung nichts lernen können. In diesem Fall ist 
v (n) n n ± 1 
w
k = ^ n maximal für k = , bzw. für k = und für große n 
k n n ± 1 
geht w n gegen 0 für k 4= ~ , bzw. k 4= ——~ . D . h. wir erhalten die 
Verteilungsfunktion 0 A(z) = DI z - —), so daß w nicht regulär ist. 
E i n Voraussageschluß, bei dem von einer Stichprobe mit dem 
Ergebnis A k auf eine Stichprobe A[ n , die sich auf m bisher nicht 
realisierte Versuchsdurchführungen bezieht, läßt sich mit B5* 
auf den singulären Voraussageschluß zurückführen, denn es gilt 
W ( A m/ A n) = O w ( A n + l • • • • • A n + r • A n + r+l • . . • • A n + m/A k ) = 
= (-)w(A n + i/A k) . w(An+2/AS}) • . . . • w ( A n + r + 1 / A ^ ) . . . . . 
w ( Ä n + m / A n : r i ) -
Allgemeinere Formen des Voraussageschlusses wollen wir hier 
nicht betrachten, denn bei der Untersuchung des singulären Vor-
aussageschlusses ist an einem einfachen Fall schon deutlich ge-
worden, wie im Rahmen der subjektiven Wahrscheinlichkeits-
theorie die Beobachtung zur Auszeichnung von Wahrscheinlich-
1 
1 
- = . so daß 
keitsannahmen über künftige Ereignisse führt, und unter welchen 
Voraussetzungen wir aus der Erfahrung lernen können. Dieser 
einfache Fall genügt als Grundlage für die folgenden Diskussio-
nen. 4 4 
2.2 Der objektive Wahrscheinlichkeitsbegriff 
2.2.1 Interpretationen des objektiven 
WahrscheinlichkeitsbegrirTs 
Während der subjektive Wahrscheinlichkeitsbegriff als Explikat 
des vorwissenschaftlichen Wahrscheinlichkeitsbegriffs ein wohl-
interpretierter Begriff ist, ist die Deutung des objektiven Wahr-
scheinlichkeitsbegriffs stark umstritten. 
Einig ist man sich nur über folgende Punkte: 
1. Eine Aussage p(A) = r des Inhalts, daß der Ereignistyp A eine 
objektive Wahrscheinlichkeit vom Wert r hat, soll eine Aussage 
über die Natur sein und soll, im Gegensatz zu einer subjektiven 
Wahrscheinüchkeitsaussage, nicht von den Erwartungen eines 
Subjekts handeln. E in Satz des Inhalts, daß das Ergebnis „Augen-
zahl 3" beim Werfen mit einem bestimmten Würfel die objektive 
Wahrscheinlichkeit r hat, soll also etwas über den W rürfel selbst, 
bzw. über den physikalischen Vorgang beim Werfen des Würfels 
besagen, und eine Eigenschaft oder Disposition des Würfels aus-
drücken, die irgendwie mit seinen geometrischen und physikali-
schen Eigenschaften zusammenhängt. Und der Satz, daß die 
Halbwertszeit des Radiums 1622 Jahre beträgt, d.h. daß die 
1 
objektive Wahrscheinlichkeit - ist, daß ein Radiumatom in einem 
4 4 Für eine ausführlichere Behandlung der subjektiven Wahrschein-
lichkeitstheorie sei auf die einschlägige Spezialliteratur verwiesen, z.B. 
auf de Finetti [37], Kap. IV, und [70], Savage [54], Good [50] und 
Schlaifer [59]. 
Zeitraum von 1622 Jahren zerfällt, soll etwas über die Natur des 
Radiums besagen, und eine physikalische Hypothese darstellen 
von prinzipiell der gleichen Art wie z .B . der Satz, daß Radium 
ein spezifisches Gewicht von ca. 5.5g/cm3 hat. 
2. Eine objektive Wahrscheinlichkeit wird nicht (oder doch nicht; 
primär) einzelnen und einmaligen Ereignissen,_zug.e-Ordnet^ wie 
das bei der subjektiven Wahrscheinlichkeit geschieht, sondern 
nur Ereignistypen. Denn die objektive Wahrscheinlichkeit soll 
etwas mit der relativen Häufigkeit des Auftretens, eines Ereig-
nisses zu tun haben; bei singulären Ereignissen kann man aber 
nicht von einer relativen Häufigkeit, sprechen. Man bezieht sich 
bei Aussagen über objektive WahrscheinHchkeiten auf einen 
beliebig oft wiederholbaren Versuch oder einen prinzipiell 
beliebig oft realisierbaren Prozeß, bei dem die einzelnen Durch-
führungen oder Realisierungen voneinander physikalisch unab-
hängig sind, so daß das Ergebnis der einen Durchführung nicht 
das einer späteren (oder gleichzeitigen anderen) beeinflußt. Solche 
Versuche sind z. B. die Würfe mit einer bestimmten Münze, die 
sich prinzipiell (wenn auch nicht praktisch, da die Münze dabei 
einem bestimmten Verschleiß unterliegt) beliebig oft wiederholen 
lassen und von denen man annehmen wird, daß sich ihre Ergeb-
nisse nicht gegenseitig beeinflussen. Oder man bezieht sich auf 
ein Massenphänomen wie den Zerfall einer großen Menge von 
Radiumatomen, bei denen man ebenfalls annimmt, daß der Zer-
fall eines Radiumatoms nicht durch den Zerfall anderer Atome 
beeinflußt wird. Die möglichen Ergebnisse, bzw. Ereignisse, die 
bei den Durchführungen des Versuchs oder bei den einzelnen 
Prozessen des Massenvorgangs auftreten, entsprechen einander 
und bilden solche Ereignistypen, denen objektive Wahrschein-
lichkeiten zugeordnet werden.1 /, i~n*' l ^t<- x \\-:~ ] 
1 Man ordnet gelegentlich auch Einzelereignissen eine objektive 
Wahrscheinlichkeit zu. So ist z.B. nach H . Reichenbach die Wahr-
scheinlichkeit, daß a ein F ist, die Wahrscheinlichkeit, daß ein G ein F 
ist, wo G die kleinste Klasse ist, für die eine solche Wahrscheinlichkeit 
bekannt ist und der a angehört (vgl. [49], S. 374f.). Grundlegend ist 
aber auch hier die Zuschreibung von objektiven Wahrscheinlichkeiten 
zu Ereignistypen. 
3. Der Begriff der objektiven Wahrscheinlichkeit soll ferner die 
formalen, mathematischen Eigenschaften eines normierten Maßes 
p auf einem (a-)Ereigniskörper - genauer: auf einem Körper von 
Ereignistypen - haben, so daß für ihn die Axiome A I * bis A4* 
aus 2.1.2 gelten. 
4. Auch folgendes Prinzip wird allgemein akzeptiert: 
M) Sind A und B physikalisch unabhängige Ereignisse, so sind 
sie auch wahrscheinlichkeitstheoretisch unabhängig, d.h. es 
gilt p(A/B) = p(A). 
5. Endlich soll der schon oben erwähnte Zusammenhang zwi-
schen der objektiven Wahrscheinlichkeit eines Ereignistyps A zu 
einem Versuch H und der relativen Häufigkeiten des Auftretens 
von A in einer Folge von physikalisch unabhängigen Durchfüh-
rungen von H so beschaffen sein, daß gilt: 
G) Für jedes e > 0 ist es für hinreichend große n praktisch sicher, 
daß sich die relative Häufigkeit von A in den ersten n Durch-
führungen von H höchstens um einen Betrag e von der 
objektiven Wahrscheinlichkeit p(A) unterscheidet. 
Wir wollen nun die drei wichtigsten Vorschläge zur Inter-
pretation des Begriffs der objektiven Wahrscheinlichkeit vor-
stellen und diskutieren. 
1. Die Häufigkeitsdefinition 
Die objektive Wahrscheinlichkeit eines Ereignisses A soll 
etwas mit der relativen Häufigkeit des Auftretens von A zu tun 
haben. Wenn die Gesamtheit der betrachteten Fälle, in denen A 
auftreten oder nicht auftreten kann, endlich ist, so kann man die 
objektive Wahrscheinlichkeit von A als relative Häufigkeit des 
Auftretens von A in dieser Gesamtheit bestimmen. Das ist der 
Inhalt der Laplaceschen Erklärung, die Wahrscheinlichkeit eines 
Ereignisses sei die Anzahl der günstigen, geteilt durch die Anzahl 
der möglichen Fäl le . 2 Enthält z. B. eine Urne n Kugeln, von denen 
2 Vgl. P.S. de Laplace [12]. - Man hat oft hervorgehoben, daß diese 
Erklärung der Wahrscheinlichkeit als relativer Häufigkeit nur dann 
genau k Kugeln schwarz sind, so ist — die Wahrscheinlichkeit, 
n 
eine schwarze Kugel aus der Urne zu ziehen. Diese Erklärung 
versagt jedoch bei unendlichen Gesamtheiten. Während die An-
zahl der Elemente einer echten Teilmenge M ' von M für endliche 
M immer kleiner ist als die Anzahl der Elemente von M selbst, 
gilt das für unendliche Mengen M nicht mehr. Man kann für 
unendliche Mengen von Ereignissen, z .B . für die prin^ipkll 
unendliche (d.Ji. ujnbesch Menge der Würfe mit einer 
Münze, oder für die nicht beschränkte Menge aller Radiumatome, 
nach deren radioaktivem Zerfall in einer bestimmten Zeitspanne 
At gefragt wird, nicht sinnvoll von der relativen Häufigkeit eines 
Ereignisses sprechen, z .B . von „Kopf", bzw. von „Zerfall in 
A t " in der Menge aller Ergebnisse als Anzahl der Vorkommnisse 
dieser Ereignistypen in der Reihe, geteilt durch die Anzahl der 
Elemente der Reihe; denn dieses Verhältnis hätte in der Regel 0 
den Wert 1. Man kann aber unter Bezugnahme auf eine abzählbar 
unendliche Folge von Durchführungen Hi ,H2, . . . eines Versuchs 
H * davon sprechen, daß die relativen Häufigkeiten des Vorkom-
mens von A in den Ergebnissen von Hi ,H2, . . . konvergieren und 
einen bestimmten Grenzwert haben. 
Nun zeigt die Erfahrung, daß es viele Versuche, bzw. Prozesse 
gibt, die prinzipiell beliebig oft wiederholbar sind, deren Ergeb-
nisse in unvorhersehbarer und unregelmäßiger Weise aufeinander 
folgen, bei denen sich aber für größere Zahlen n von Wieder-
holungen die relativen Häufigkeiten auf einen festen Wert ein-
pendeln, von dem sie dann nur mehr~jwen! 
um so weniger, je größer man n wählt. Beispiele solcher Versuche, 
bzw. Prozesse sind das Werfen mit einem Würfel, das Roulette-
adäquat ist, wenn die einzelnen Ereignisse gleichwahrscheinlich sind, 
wenn es also im folgenden Urnenbeispiel ebenso wahrscheinlich ist, 
daß die i-te, wie daß die k-te Kugel gezogen wird (i, k = l , . . . , n). 
Nimmt man aber diese Bedingung in die Definition auf, so wird sie 
zirkulär. Zudem wird hier von der Gleichwahrscheiniichkeit von sin-
gulären Ereignissen gesprochen, während objektive Wahrscheinlich-
keiten nur für Ereignistypen erklärt werden sollten. 
spiel und andere Glücksspiele, sowie physikalische Prozesse, wie 
die Brownsche Bewegung, der radioaktive Zerfall usw.3 Das 
Verhalten solcher Versuchsanordnungen, bzw. Prozesse auf lange 
Sicht kann man also dadurch kennzeichnen, daß man sagt, die 
relativen Häufigkeiten der möglichen Ergebnisse, bzw. der über 
der Ergebnismenge definierten Ereignisse konvergierten gegen 
einen Grenzwert. 
Es ist nun der Inhalt der Häufigkeitsdefinition der objektiven 
Wahrscheinlichkeit,daß man diese mit einem so definierten 
Grenzwert der relativen Häufigkeit identifiziert. Wir wollen 
unserer Diskussion folgende Form der Häufigkeitsdefinition 
zugrunde legen: 
Es sei H ein Versuch, der prinzipiell beliebig oft in physikalisch 
unabhängiger Weise wiederholt werden kann. X sei ein a-Körper 
von Ereignistypen über der Menge M der möglichen Ergebnis-
typen von H . Ist A G J T , SO sollen die Ereignisse A i ,A2, . . . des 
Typs A zu den Durchführungen Hi ,H2, . . . von H gehören. 
Eine Folge ^ = Hi ,H2, . . . von Durchführungen von H wird \ 
bestimmt durch eine Vorschrift, die besagt, wie die Ergebnisse^ 
xi,X2, . . . von Hi ,H2, . . . gewonnen werden sollen. Wir nennen 
X eine Grundfolge (von Durchführungen) von H , wenn die Vorschrift 
einfach besagt „Führe H (in physikalisch unabhängiger Weise) 
immer wieder durch und notiere alle dabei auftretenden Ergeb-
nisse (in der Reihenfolge ihres Vorkommens)!" Alle tatsächlich 
realisierten Ergebnisse sollen also gezählt werden, und die Durch-
3 R. v. Mises schreibt in [36], S. 15: „Es ist eine für die Wahrschein-
lichkeitstheorie grundlegende Tatsache, die beim Würfelspiel sich 
ebenso bestätigt, wie bei den anderen früher angeführten Beispielen 
von Massenerscheinungen, daß die relativen Häufigkeiten der verschie-
denen Merkmale sich weniger und weniger ändern, wenn man die Zahl 
der Beobachtungen mehr und mehr vergrößert." Und ebenda S. 19: 
„Da sind vor allem die großen Spielbanken in Monte Carlo und ander-
wärts, die in millionenfacher Wiederholung dasselbe Spiel immer wieder 
ausführen. Die Banken befinden sich sehr wohl dabei, nachdem sie 
ihre Gewinnaussichten auf Grund der Annahme fester Grenzwerte 
der relativen Häufigkeiten vorausberechnet haben." 
fährung von H soll nicht abhängig gemacht werden von irgend-
; welchen Bedingungen (die den Ausgang des Versuches evtl. 
; beeinflussen würden) . Entsprechend nennen wir eine Ergebnis-! 
folge x = xi,X2 zu einer Grundfolge X auch eine Grundfolge (von\ 
Ergebnissen) von H . Verschiedene Personen können z .B. an ver-
I schiedenen Orten und zu verschiedenen Zeiten damit beginnen, 
; verschiedene Grundfolgen von H zu realisieren. Sie können nicht 
; unendliche Ergebnisfolgen realisieren, aber die Folgen, die sie 
erhielten, wenn sie nicht aufhören würden, H immer wieder 
durchzuführen, nennen wir Grundfolgen. Man könnte irgend-
eine logisch mögliche Ergebnisfolge x zu H erhalten, wenn man 
H immer wieder durchführt; Grundfolgen sind jedoch nur die-
jenigen Folgen x, die tatsächlich realisiert werden, bzw. die bei 
entsprechender Fortsetzung realisiert würden. Die Menge der 
Grundfolgen x von H ist daher diejenige Teilmenge der Menge 
aller möglichen Ergebnisfolgen x, die die Natur realisiert, bzw. 
realisieren würde bei unbeschränkter Wiederholung von H . 
Diese konditionale Sprechweise erlaubt es uns, die Menge der 
Grundfolgen x von H auch dann als nicht leer anzusehen, wenn 
H nicht nur niemals unendlich oft durchgeführt wurde, sondern 
wenn FI sogar nie durchgeführt worden ist. Selbst wenn also 
eine Münze nie geworfen wird, ist es so sinnvoll, von der rela-
tiven Häufigkeit von „Kopf" in den Grundfolgen von Würfen 
mit dieser Münze zu sprechen - wenn dann auch natürlich Aus-
sagen über die Größe dieser relativen Häufigkeit nicht überprüft 
werden können; aber in diesem Abschnitt geht es uns allein um 
die Interpretation, nicht um die Überprüfung von objektiven 
Wahrscheinlichkeitsaussagen. 
:, Es sei endlich h n(A,x) die relative Häufigkeit von A in den 
*" ersten n Ergebnissen der Folge x. 
Unsere Häufigkeitsdefinition lautet dann: 
D2.2.1.1: Wenn unter den angegebenen Bedingungen und K o n -
ventionen die Grenzwerte Hm h n(A,x) für alle Grundfolgen x 
n—>co 
von H existieren und den gemeinsamen Wert r haben, so setzen 
wir: p(A): = r. 
Nach dieser bedingten Definition ist also die objektive Wahr-
scheinlichkeit p(A) immer nur unter Bezugnahme auf einen i 
, prinzipiell beliebig oft physikalisch unabhängig durchführbaren 
Versuch H definiert,4 und sie ist nur dann erklärt, wenn die; 
hn(A,x) für alle Grundfolgen x von H gegen denselben Grenz-
! wert konvergieren. ~ 
Nach D2.2.1.1 erfüllt der Begriff der objektiven Wahrschein-
lichkeit die Axiome A I * bis A4*. Denn wegen 0<h n(A,x)<l 
für alle n gilt auch 0 < hm h n(A,x) < 1; wegen h n(M,x) = 1 für alle . 
n gilt Hm h n(M,x) = l ; wegen h n(A + B,x) = h n(A,x)+ hn(B,x) für i ! 
alle n gilt Hm h n(A + B,x) = Hm (hn(A,x) + hn(B,x)) = lim h n(A,x) + 
OO CO \ 
+ Hm h n(B,x); und ebenso gilt lim h n ( 2 Ai,x) = lim ( 2 h n(Ai,x)) 
i=i i=i 
oo i 
= 2 lim h n(Ai,x). 
i=i ; 
Für bedingte WahrscheinHchkeiten gelten die Axiome B I * \ 
bis B5*. Das folgt direkt aus p(A/B)= ^ (B) E S ^ ^ 6 * ' W ° ' 
hn(A/B,x) die relative Häufigkeit von A in der Reihe der Versuchs- \ 
ergebnisse von x ist, in denen B gilt, h n (A . B,x) = h n(B,x) • 
• hn(A/B,x). Denn ist m die Zahl der Vorkommnisse von B in ; 
den ersten n GHedern der Folge x, ist r die Zahl der Vorkomm- \ 
4 K . Popper hat in [57] folgendes betont: Wenn man z.B. beim Spiel 
mit einem Würfel dem Ergebnis „6" eine objektive Wahrscheinlichkeit 
r zuordnet, so ist das nicht nur eine Aussage über den Würfel selbst, 
sondern über die gesamte Versuchsanordnung zum Werfen dieses 
Würfels. Hat der Würfel etwa einen exzentrischen Schwerpunkt, der 
das Auftreten der „6" bevorzugt, so wird r umso größer sein, je stärker 
das Gravitationsfeld ist, das auf den Würfel beim Wurf einwirkt. Wenn 
man also von der „Durchführung eines Versuchs H " spricht, so muß die-
ser Versuch hinreichend detailliert beschrieben sein, so daß verschie-
dene Durchführungen von H auch immer in allen relevanten Details 
gleichartig sind. Wie das Beispiel zeigt, gibt es Fälle, in denen wir H 
genauer bestimmen müssen, als es zunächst den Anschein hat, um 
sinnvollerweise von demselben Versuch sprechen zu können. 
nisse von A • B in den ersten n Gliedern von x, und ist s die Zahl 
der Vorkommnisse von A in den m aus n Gliedern von x, in 
denen B vorkommt, so ist s = r und also h n (A • B,x) = — = — • 
n n 
.-~ =h n(B,x) • h n(A/B,x). Es gilt also auch lim h n ( A . B , x ) = 
m 
= lim (hn(B,x) .h n(A/B,x))=lim hn(B,x) • l im hn(A/B,x), also 
p ( A . B , x ) = p(B,x).p(A/B >x). 
Es besteht eine enge Verbindung zwischen der physikalischen 
Unabhängigkeit der Durchführungen H i , H 2 , . . . von H und der 
Vertauschbarkeit der Ereignisse A i , A 2 , . . . vom Typ A aus : 
Bilden die H i , H 2 , . . eine Grundfolge, so werden wir die Ai( i>l) 
bzgl. einer subjektiven Bewertung w aufgrund der physikalischen 
Unabhängigkeit als vertauschbare Ereignisse ansehen.5 Nach dem 
Theorem von de Finetti T2.1.5-3 gilt dann w({x: Vr(lim 
h n(A,x) = r)}) = 1, d. h. es ist praktisch sicher, daß eine Ergebnisfolge 
x realisiert wird, für die ein Grenzwert der relativen Häufigkeiten 
existiert. Daraus können wir nun noch nicht darauf schließen," 
daß alle Grundfolgen (mit Wahrscheinlichkeit) denselben Grenz-
wert haben werden, daß also die Wahrscheinlichkeit p(A) exi-
stiert. Aber eine geringe Modifikation der Überlegung, die zu 
T2.1.5-3 führt, zeigt, daß auch diese Behauptung gilt: Seien 
x i = xn,xi2, . X2 = X2i,X22,. . Grundfolgen zu H , so sind auch die 
Ereignisse Aik (i,k>l) vertauschbar. x sei die Diagonalfolge 
xii,xi2,X2i,x3i,X22>xi3,xi4, . . ., und (x)i sei xi. Dann gilt, wie man 
5 Weder physikalische Unabhängigkeit selbst, noch deren Annahme 
durch die Person, auf die sich die Wahrscheinlichkeitsbewertung w 
bezieht, ist natürlich generell eine hinreichende Bedingung für Ver-
tauschbarkeit bzgl. w. Im Fall der gleichartigen Ereignisse A i vom 
Typ A unterstreicht aber die Annahme physikalischer Unabhängigkeit 
der Versuchsdurchführungen, daß es sich bei den A i tatsächlich um 
gleichartige Ereignisse handelt, die unter gleichartigen Bedingungen 
eintreten, und daher wird man in diesem Fall aufgrund der Unabhän-
gigkeit Vertauschbarkeit annehmen. 
sich in Analogie zum Beweis von T2.1.5-3 im Anhang II leicht 
1 2 
überlegt, w({x : | hn(A,(x)i) - hn(A(x)k) | > e}) < (w(A y) -
s 2 n 
— w(Aij • Aim)) für (i,j) ^ (l,m).6 Daraus erhält man l im w({x : 
I h n(A,(x)i)-h n(A,(x) n) I < e}) = 1 für alle s>0, und wegen 
W({XJ : Vr(Üm hn(A,Xj) = r}) = 1 für alle j > 1 gilt somit auch 
w({x: lim hn(A(x)i) = hm hn(A,(x)n))}) = 1; d. h. es ist praktisch 
sicher, daß zwei Grundfolgen denselben Grenzwert der relativen 
Häufigkeiten von A aufweisen. 
Aus der Annahme der Vertauschbarkeit der A i , die sich wieder-
um darauf gründet, daß die H i , H 2 , . . eine Grundfolge physikalisch 
unabhängiger Wiederholungen von H darstellen, ergibt sich also, 
daß wir es als praktisch sicher ansehen, daß die objektive Wahr-
scheinHchkeit p(A) von A nach D2.2.1.1 existiert. Die subjektive 
Wahrscheinlichkeitstheorie erklärt somit unseren Glauben an die 
Existenz objektiver Wahrscheinlichkeiten im Sinne dieser Defi-
nition. 7 
Das Prinzip (G) stellt nach der Häufigkeitsdefinition einfach 
das schwache Gesetz der großen Zahlen dar.8 
Das Prinzip (M) ergibt sich wie folgt: Sind zwei Ereignistypen 
A und B physikalisch unabhängig, so werden wir in der Regel 
setzen w(XI Ai,n Bk) = W ( I 1 Ai) für alle endlichen Durchschnitte 
i k i 
6 Vgl. dazu auch de Finetti [37], S. 124f., wo man diese Formel ge 
winnt, wenn man h = k = n und r = 0 setzt. 
7 Diese Überlegung zeigt: Entscheidend dafür, daß wir die Existenz 
einer objektiven Wahrscheinlichkeit als praktisch sicher ansehen, ist 
nicht die physikalische Unabhängigkeit der Versuchsdurchführungen 
Hi , sondern die Vertauschbarkeit der Ereignisse A i , die sich gründet 
auf die Annahme der Gleichartigkeit dieser Ereignisse, die sich wieder-
um auf die Annahme der physikalischen Unabhängigkeit stützen kann. 
Genau dort, wo Vertauschbarkeit vorliegt, rechnen wir mit der Exi-
stenz objektiver Wahrscheinlichkeiten. 
8 Vgl. dazu 2.1.5. 
Yl A i und r i A k . 9 Sind die Ereignisse vom Typ A ebenso wie die 
i k 
vom Typ B vertauschbar, so führt eine analoge Überlegung, wie 
sie im Beweis des Theorems T2.1.5-3 von de Finetti zum schwa-
chen Gesetz der großen Zahlen führt, zu dem Satz lim w({x: 
I h n(A,x) — hn(A/B,x) I < e}) = 1 für alle e>0, woraus man mit 
dem starken Gesetz der großen Zahlen erhält 
w({x : lim h n(A,x) = Hm hn(A/B,x)}) = 1. D . h . für physikalisch un-
abhängige und vertauschbare Ereignistypen A und B gilt mit 
praktischer Sicherheit auch p(A) = p(A/B), d.h. sie sind mit prak-
tischer Sicherheit auch wahrscheinhchkeitstheoretisch unabhän-
gig im objektiven Sinn. 
Die Häufigkeitsdefinition der objektiven Wahrscheinlichkeit 
ist gegenwärt ig nicht nur stark umstritten, man kann sogar sagen, 
daß sie weithin als inadäquat oder undurchführbar abgelehnt 
wird. Die wichtigsten Einwände gegen diese Definition sind die 
folgenden: 
1. Die Definition ist zirkulär, da sie den Begriff ,physikalisch 
unabhängig ' voraussetzt, der seinerseits so zu definieren ist: 
Zwei Ereignisse A , B sind physikalisch unabhängig, wenn gilt 
p(A/B) = p(A). 
Dem kann man entgegenhalten: Man muß einen Unterschied 
machen zwischen der ivahrscheinlicbkeitstheoretischen Unabhängig-
keit von Ereignistypen A und B, die (im objektiven Sinn) durch 
p(A/B) = p(A) erklärt ist, und der physikalischen Unabhängigkeit 
zweier Ereignisse oder Ereignistypen. Zwar ist die physikalische 
Unabhängigkeit von A und B nach dem Prinzip (M) ein K r i -
terium für wahrscheinHchkeitstheoretische Unabhängigkeit, und 
man kann umgekehrt auch oft die wahrscheinlichkeitstheoretische 
9 Hier handelt es sich nicht um eine physikalische Unabhängigkeit, 
die eine Annahme der Gleichartigkeit von Ereignissen begründet, wie 
in D 2.2.1.1, sondern um eine Unabhängigkeit, die besagt, daß Ereig-
nisse der Typen A und B nichts miteinander zu tun haben und ganz 
verschiedenartig sind. Nur unter dieser Annahme ist der Ansatz einer 
subjektiven Unabhängigkeit sinnvoll. 
Unabhängigkeit als Kriterium für physikalische Unabhängigkeit 
verwenden, aber das geht nicht immer. Die physikalische Unab-
hängigkeit von A und B ist vielmehr ohne Rückgriff auf einen 
WahrscheinHchkeitsbegriff so erklärt, daß Ereignisse beider Ty-
pen nicht miteinander in physikalischer Wechselwirkung stehen, 
so daß das Eintreten oder Nichteintreten des einen Ereignisses 
keinen Einfluß auf das Eintreten oder Nichteintreten des anderen 
hat. Man kann eine solche physikalische Unabhängigkeit auch 
dann sinnvoll behaupten, wenn für die Ereignisse objektive 
Wahrscheinlichkeiten gar nicht definiert sind. 
2. Mit einer Folge x = xi,X2, . . . von Resultaten von H ist auch 
jede daraus durch Stellenauswahl oder Umordnung entstehende 
Folge eine Folge von Resultaten von H . Der Grenzwert l im 
h n(A,x) ist aber nicht invariant gegenüber solchen Stellenaus-
wahlen und Umordnungen in x. Wenn man z. B. aus x die Folge 
x' dadurch bildet, daß man setzt: x i ist das erste Resultat in x 
mit dem Ergebnis A (bzw. Ä) , und x n + i ist das erste auf x n fol-
gende Resultat in x mit dem Ergebnis A (bzw. Ä) , so gilt lim ] 
^h n (A,x ' ) = l , bzw. lim h n(A,x') = 0. Für mindestens eine dieser ! 
Folgen gilt also Hm h n (A,x ' )^ l im h n(A,x). Und wenn z .B . die \ 
_ _ 1 
Ergebnisfolge y = A , A , A , A , . . . mit lim h n(A,y)= ^vorHegt, so \ 
kann man sie in die Folge y' = A,Ä,Ä,A,Ä,Ä,A, . . . mit Hm I 
1 
h n(A,y') = - oder in die Folge y" = A , A , A , A , A , A , A , A , A , A , A , A , 
Ä ,Ä,Ä,Ä,Ä,Ä,Ä,A, . . . umordnen, in der die h n(A,y") zwischen 
2 1 
— und — schwanken.10 
Diesem Einwand haben wir schon dadurch Rechnung getragen, 
daß wir in D2.2.1.1 nicht auf alle Folgen von Resultaten von H 
Bezug genommen haben, sondern nur auf Grundfolgen. Denn 
nicht jede durch Stellenauswahl oder Umordnung aus einer 
1 0 Zum Problem der Umordnung vgl. z.B. G . H . von Wright [51], 
S. 80f. und R. Braithwaite [53], S. 125. 
Grundfolge von Versuchen X = H i , Kk, . . entstehende Folge ist 
wiederum eine Grundfolge zu demselben Versuch. Das gilt für 
Stellenauswahlen und Umordnungen vermittels der Ergebnisse 
der Durchführungen der H i : die Folge x' ist keine Grundfolge 
zu dem Versuch H , zu dem x eine Grundfolge darstellt, sondern 
nur zu dem Versuch „Führe H immer wieder so durch, daß das 
Ereignis A (bzw. Ä) eintritt!" Und Entsprechendes gilt für die 
Folgen y' und y". 
Richard von Mises, auf den die Häufigkeitsdefinition der ob-
jektiven Wahrscheinlichkeit zurückgeht, nimmt in seiner Defi-
nition nicht nur auf alle Grundfolgen H i , H 2 , . . Bezug, sondern 
auch auf alle durch Stellenauswahlen aus solchen Grundfolgen 
entstehenden Folgen, bei denen sich die Auswahl von H i nicht 
nach den Ergebnissen der Hj mit j>i richtet. Eine derartige 
Steilenauswahl bzgl. einer Folge H i , H 2 , . . . wird dabei durch 
eine Folge f von Funktionen f(xn) (n>0) beschrieben, die auf 
der Menge aller endlichen Anfangsabschnitte von Ergebnisfol-
gen x n = (xi, . . ., xn) von H erklärt sind und jeder solchen Ergeb-
nisfolge den Wert 0 oder 1 zuordnen. f(x°) sei 0 oder 1. Es soll 
dann f(Hi), f(H2), . . . diejenige Folge von Durchführungen des 
Versuchs H sein, die aus H i , H 2 , . . . dadurch entsteht, daß man 
die Durchführungen H n +i mit f(xn) = 0 heraus streicht.11 
1 1 Vgl. Mises [36], S. 29. Dort heißt es: „Wir verlangen von einem 
Kollektiv, auf das die Wahrscheinlichkeitsrechnung anwendbar sein 
soll, die Erfüllung zweier Forderungen: Erstens muß die relative 
Häufigkeit, mit der ein bestimmtes Merkmal in der Folge auftritt, 
einen Grenzwert besitzen; und zweitens: dieser Grenzwert muß un-
verändert bleiben, wenn man aus der Gesamtfolge irgendeine Teilfolge 
willkürlich heraushebt und nur diese betrachtet. Selbstverständlich 
muß die Teilfolge unbeschränkt fortsetzbar sein wie die ursprüngliche 
Folge selbst, also etwa so, daß man jedes zweite oder jedes zehnte 
Glied der Gesamtheit beibehält oder jedes, dessen Nummer eine Qua-
dratzahl oder eine Primzahl ist usf. Im übrigen ist der Phantasie bei 
der Herstellung der Auswahl jede Freiheit gelassen. Man muß nur über 
die Zugehörigkeit oder Nichtzugehörigkeit eines Spieles zur Teilfolge 
unabhängig von dem Flrgebnis dieses Spieles entscheiden, also durch 
eine Verfügung über die Nummer oder die Stellenzahl des Spieles, 
die man trifft, ehe man den Spielausgang kennt." 
Diese Forderung der Unempfindlichkeit des Grenzwerts der 
relativen Häufigkeiten gegenüber Stellenauswahlen begründet 
von Mises mit der Unmöglichkeit von Spielsystemen. E r schreibt: 
„Jedem, der einmal in Monte Carlo war oder eine Beschreibung 
der Verhältnisse in einer Spielbank gelesen hat, ist wohl bekannt, 
welch verwickelte „todsichere" Systeme von gewissen Spielnar-
ren ausgeheckt und erprobt worden sind, auch immer wieder von 
neuem erprobt werden. Daß sie nicht zum gewünschten Ziele 
führen, nämlich zu einer Verbesserung der Spielchancen, also zu 
einer Veränderung der relativen Häufigkeiten, mit der die einzel-
nen Spielausgänge innerhalb der systematisch ausgewählten Spiel-
folge auftreten, das ist die traurige Erfahrung, die über kurz oder 
lang alle Systemspieler machen müssen. Auf diese Erfahrungen 
stützen wir uns bei unserer Definition der Wahrscheinlichkeit."12 
Diese Forderung soll verhindern, daß wir Folgen von Ver-
suchsergebnissen, die sich aufgrund von Gesetzmäßigkeiten er-
geben, eine Wahrscheinlichkeit zuordnen. Eine solche gesetz-
mäßige Folge ist z .B . die Folge 101010 . . ., in der wir dem Er- ] 
gebnis „ 1 " nicht die Wahrscheinlichkeit 1/2 zuschreiben würden, •« 
da es sich hierbei nicht um ein statistisches, sondern um ein de-
terministisches System handelt.13 
Die Forderung der Unempfindlichkeit gegenüber beliebigen 
Stellenauswahlen ist aber zu stark, denn es gibt zu jeder Folge 
von Ereignissen A und Ä eine Auswahlfunktion f, für die gilt 
f(xn) = 0, bzw. 1 genau dann, wenn H n+i das Ergebnis A , bzw. Ä 
hat, so daß es wiederum keine Ereignisse gibt, denen man ob-
jektive Wahrscheinlichkeiten zuschreiben kann. Daher hat man 
die Forderung der Unempfindlichkeit gegenüber Stellenaus-
wahlen im Hinblick auf ihre Funktion im System von Mises auf 
berechenbare (durch Gesetze beschreibbare) Auswahlen beschränkt. 
Dabei heißt eine Auswahlfunktion f berechenbar, wenn alle Funk-
tionen f(xn) der Folge f berechenbar sind, d. h. wenn die Werte 
1 2 R. v. Mises [36], S. 30. 
1 3 Vgl. dazu Mises [36], S. 111 ff. 
f(xn) für jedes Argument x n durch Anwendung desselben, in allen 
Einzelheiten festgelegten Verfahrens in endlich vielen Schritten 
ermittelt werden können. 1 4 Mit dieser Einschränkung läßt sich 
dann die Widerspruchsfreiheit der Misesschen Axiome, d.h. die 
Existenz eines mathematischen Modells beweisen.15 Es gibt dann 
also Ereigniskörper, über denen man im Einklang mit der v. 
Misesschen Häufigkeitsdefinition eine objektive Wahrscheinlich-
keitsbewertung definieren kann. 
Dieses Vorgehen wirft aber zwei Probleme auf: Nach der Recht-
fertigung, die v. Mises für seine Forderung gibt, dürften nicht 
nur berechenbare Stellenauswahlen den Wert Hm h n(A,x) nicht 
verändern, sondern alle Auswahlen, die Spielsysteme definieren. 
E in Spielsystem für das Würfelspiel, das nicht zu einer berechen-
baren Stellenauswahl führt, ist z. B. das System, auf eine gerade 
Augenzahl zu setzen genau dann, wenn ein vorhergehender Wrurf 
mit einer Münze „Kopf" ergibt. 
Andererseits ist es nicht notwendig, den von Mises geschilder-
ten Tatbestand der Erfolglosigkeit von Spielsystemen so zu cha-
rakterisieren, daß jede systematische, oder auch jede berechen-
bare Stellenauswahl den Wert lim h n(A,x) nicht verändert; es 
genügt zu fordern, daß es praktisch sicher ist, daß solche SteUen-
auswahlen diesen Grenzwert nicht verändern werden. Wenn wir 
einem Ereignistyp die objektive WahrscheinHchkeit p(A) = r zu-
schreiben, so wollen wir damit wohl im allgemeinen auch nicht 
ausschHeßen, daß es eine, evtl. auch berechenbare Auswahlfolge 
gibt, bei der l im h n(A,x) = r ist. Das wäre eine unnötig starke A n -
nahme über die Natur. Sie würde ja besagen, daß es in der Natur 
keine berechenbaren Ergebnisfolgen gibt, und im Würfelbeispiel 
würden parallele Ergebnisfolgen für den Münzwurf und das 
Würfelspiel ausgeschlossen.16 
1 4 Für die Definition des Begriffs der berechenbaren Funktion vgl. 
ein Lehrbuch über rekursive Funktionen, z.B. Hermes [61]. 
15 Vgl. A . Wald [37] und W. Feller [39]. Neuere Arbeiten zu diesem 
Problem sind P. Martin-Löf [66] und C.P. Schnorr [71]. 
1 6 Diesen Hinweis verdanke ich Herrn W. Jäger. 
Die Beobachtung der faktischen Erfolgslosigkeit von Spiel-
systemen läßt sich auch einfacher so erklären: Bilden die Ereig-
nisse A i , A 2 , . . ., die zu einer Folge H i , H 2 , . . . von Versuchs-
durchführungen gehören, vertauschbare Ereignisse, und ist be-
kannt, daß die relative Häufigkeit von A den Wert r hat, so ist 
nach den Ergebnissen des Abschnitts 2.1.6 0 A(z) = D(z —r) und 
w(A n + i/E) = r, wo E die Gestalt A ^ . . . . . A i k • Ä l k + 1 . . . . . Ä i n 
hat mit 0<k<n und i i , . . ., i n aus 1, . . ., n . 1 7 D . h . die Wahr-
scheinlichkeit, die wir A n + i zumessen, hängt nicht von den bis-
herigen Versuchsergebnissen ab, und daher nicht von irgend-
welchen Stellenauswahlen aufgrund dieser Ergebnisse, seien die 
Auswahlen berechenbar oder nicht. Und ist (H' ,H) ein Relais-
experiment, in dem H nur dann durchgeführt wird, wenn eine 
vorhergehende Durchführung eines Experiments H ' ein be-
stimmtes Ergebnis hatte, so werden wir für (H ' ,H) , falls wir 
physikalische Unabhängigkeit von H ' und H annehmen, eine 
WahrscheinUchkeitsbewertung w' ansetzen, in der das zu H ge-
hörige Wahrscheinlichkeitsfeld unverfälscht ist, so daß gilt 
w'(An + i/E' • E ) = w^An+i/E) = w(An-fi), wo E ' eine Aussage über 
die Ergebnisse von H ' in den bisherigen Versuchsdurchführun-
gen ist. D . h . die Wahrscheinlichkeit, die wir dem Ereignis A n + i 
im Relaisexperiment zuordnen, ist mit der ursprünglichen Wahr-
scheinlichkeit von A n +i identisch und hängt daher nicht von 
einer Stellenauswahl in der Folge H i , H 2 , . . . mit H ' ab. 
Das Regellosigkeitsaxiom sollte auch sicherstellen, daß wir den 
Ergebnissen, die bei einem Experiment H in einer gesetzmäßigen 
Reihenfolge auftreten, keine objektiven Wahrscheinlichkeiten 
zuordnen. Tatsächlich sprechen wir ja auch meist nur bei zu-
fälligen, nicht aber bei gesetzmäßigen Ereignissen von Wahr-
scheinlichkeiten. Wenn also die objektive Wahrscheinlichkeit 
explizit definiert werden soll, so muß diese Beschränkung des 
Anwendungsbereichs in die Definition eingehen. 
» Es ist w(An+ l/R) = W ( t n ; ' ; T ' : ) = S • ("2 = w(An+1/AS)= r. 
Man kann aber erstens auch regelmäßigen Folgen Wahrschein-
lichkeiten zuordnen, und man kann zweitens die Frage der Zu-
fälligkeit auf die Frage abschieben, ob eine Folge H i , H 2 , . . . von 
Experimenten eine Folge physikalisch unabhängiger Wiederho-
lungen desselben Experiments ist, und kann sagen: Ist das Er-
gebnis von H n von den Ergebnissen der vorhergehenden Experi-
mente H i , . . ., FIn-i abhängig, so sind die H i nicht physikaüsch 
unabhängige Wiederholungen desselben Experiments. H n findet 
unter Bedingungen statt, die vom Ausgang der vorhergehenden 
Experimente abhängen. M.a.W.: Da die Häufigkeitsdefinition 
eine bedingte Definition ist, kann man die Beschränkung des An -
wendungsbereichs in die Bedingung aufnehmen, unter der die 
definitorische Festsetzung getroffen wird; man braucht sie nicht 
in das Definiens hineinzunehmen.18 
3. Über den Grenzwert einer Folge, lautet der nächste Einwand, 
kann man nur reden, wenn eine Bildungs vor schritt für die Folge 
vorhegt; das soll aber nach v. Mises für Zufallsfolgen gerade 
nicht gelten.19 Vom Grenzwert einer regellosen Folge könnte man 
erst dann sprechen, wenn sie fertig vorläge. Solche unendlichen 
Ereignisfolgen gibt es aber in unserer endlichen Erfahrung nicht. 
Abgesehen davon, daß die Regellosigkeitsforderung in D2.2.1.1 
nicht mehr auftritt, ist dazu zu sagen: Die klassische Analysis ist 
völl ig unkonstruktiv und kein WahrscheinHchkeitstheoretiker, 
welcher Couleur auch immer, hat es bisher unternommen, eine 
leistungsfähige Wahrscheinlichkeitstheorie auf der Basis einer 
1 8 Es gibt auch gesetzmäßige Ergebnisfolgen zu physikalisch unab-
hängigen Versuchsdurchführungen, wie z.B. die Versuche mit kon-
stantem Ergebnis, bei denen die Aussage, dieses Ergebnis trete mit der 
Wahrscheinlichkeit 1 auf, nicht als inadäquat erscheint. - H . Reichen-
bach hat sich in [35], wie einige andere Vertreter der Fläufigkeitsdefi-
nition, gegen die ausschließliche Anwendung des Wahrscheinlichkeits-
begriffs auf regellose Ergebnisfolgen gewandt. 
1 9 So argumentieren z.B. W. Kneale in [49], S. 156ff. und F. Wais-
mann in [30], S. 232. 
konstruktiven Maß- und Integrationstheorie zu entwickeln. Man 
sollte also der Häufigkeitsdefinition nicht vorwerfen, daß sie 
nicht strengeren konstruktiven Maßstäben genügt, als man sie 
selbst anwendet. Klassisch gesehen ist der Einwand aber nicht 
haltbar: In die Definition des Grenzwerts der klassischen Analy-
sis geht nirgends ein, daß die Folgen berechenbar sein sollen, 
oder gesetzmäßig in irgendeinem weiteren Sinn. Auch in der 
Physik wird der klassische Limes-Begriff auf Folgen angewendet, 
die nicht gesetzmäßig definiert sind. Ferner setzt eine Aussage 
über alle Ereignisse einer Folge nicht voraus, daß diese Ereig-
nisse schon alle eingetreten sind, ebensowenig wie eine Aussage 
über alle Bücher voraussetzt, daß alle Bücher bereits geschrieben 
sind, obwohl die Wahrheitswerte solcher Aussagen evtl. erst 
dann bestimmt werden können, wenn alle Ereignisse der Folge 
eingetreten, bzw. alle Bücher geschrieben sind. Die Häufigkeits-
definition ist insbesondere nicht in irgendeinem Sinn metaphy-
sischer oder suspekter als die Begriffsbildungen der subjektiven 
Theorie, in der auch von unendlichen Ereignisfolgen und den j 
Grenzwerten relativer Häufigkeiten in solchen Folgen die Rede | 
ist. I 
4. Wenn man sagt, die objektive Wahrscheinlichkeit p(A) des 
Ereignistyps A sei r, so wil l man nicht sagen, daß es logisch aus-
geschlossen sei, daß eine (Grund-) Folge H i , H 2 , . . . von Durch-
führungen von H auftritt, für die der Lim h n(A) von r verschieden 
ist oder auch gar nicht existiert; man wil l nur sagen, daß das 
praktisch ausgeschlossen ist. 2 0 
Zunächst wäre zu fragen, woher man denn so genau weiß, was 
ein Satz „p(A) = r" besagt, da es doch - wie wir sehen werden: 
außerhalb der Häufigkeitsdefinition - bislang keine befriedigende 
Interpretation des objektiven Wahrscheinlichkeitsbegriffes gibt. 
Es ist aber auch zu betonen, daß „praktisch ausgeschlossen" 
2 0 Das ist der Inhalt der sog. Häufigkeitsinterpretation der objektiven 
Wahrscheinlichkeit, die wir unten diskutieren. 
hier nur heißen kann: „Die subjektive Wahrscheinlichkeit ist 
Nul l , daß eine Ergebnisfolge x auftritt, für die nicht gilt lim 
h n(A,x) = r." Eine Implikation zwischen den Aussagen p(A) = r 
und w({x : Hm h n(A,x) = r}) = 0 (oder schwächer 
Ae(s > 0 Hm w({x: | h n(A,x) - r | > e}) = 0)) besteht aber nicht, 
da in der zweiten Aussage beliebige subjektive Bewertungen w 
eingesetzt werden können. 
Endlich ist zu betonen: Wenn X und Y die gleiche subjektive 
Bewertung w haben und X die Definition D2.2.1.1 akzeptiert, 
während Y die liberalere Deutung des objektiven Wahrschein-
lichkeitsbegriffs bevorzugt, die im Einwand angedeutet ist, so 
werden sich beide gegenüber statistischen Hypothesen in gleicher 
Weise verhalten. Sie werden aufgrund der gleichen Beobachtun-
gen den Hypothesen die gleichen subjektiven WahrscheinHch-
keiten zuordnen, und sie werden aufgrund der gleichen Hypo-
thesen die gleichen WahrscheinHchkeiten für künftige Beob-
achtungen in Ansatz bringen. Sie meinen mit den Sätzen ,,p(A) = r" 
Verschiedenes, aber dieser Unterschied bleibt in der Praxis ohne 
Folgen. Theoretisch hingegen ist X in einer besseren Position, 
da er über eine exakte und einfache Definition der objektiven 
WahrscheinHchkeit verfügt. 
2. Die Häufigkeitsinterpretation 
In manchen Lehrbüchern der Wahrscheinlichkeitstheorie und 
der Statistik wird die Häufigkeits definition der objektiven Wahr-
scheinlichkeit durch eine Häufigkeitsinterpretation ersetzt. Eine 
Aussage p(A) = r, daß ein Ereignistyp A die objektive Wahr-
scheinlichkeit r hat, soll danach nichts anderes besagen, als daß 
es für hinreichend großes n praktisch sicher ist, daß sich die 
beobachteten relativen Häufigkeiten h n(A) nur mehr beHebig 
wenig von r unterscheiden.21 Man erhält danach die Definition: 
p(A) = r : = A e(e > 0 => lim w(jhn(A) - r | < s) = 1). 
11-)- CO 
2i Vgl. dazu z.B. H.Richter [66], S. 56 f. und H . Cramer [46], 
S. 148 ff. - Beide Autoren beziehen sich dabei allerdings auf das schwache 
Gesetz der großen Zahlen (vgl. z.B. Richter [66], S. 261 f.) für die 
Eine solche Definition ist aber offensichtlich unbrauchbar, 
denn im Definiens kommt der Parameter w vor, der im Definien-
dum nicht auftritt. Es gibt keineswegs in allen Fällen, in denen 
man die Existenz einer objektiven Wahrscheinlichkeit behaupten 
kann, einen Wert r, so daß für alle subjektiven Wahrscheinlich-
keitsbewertungen w - oder doch für alle regulären Bewertungen, 
für die der Ereignistyp A vertauschbar ist - gilt /\z(z>0^> 
Hm w(|hn(A)— r| <s) = l) . Daher müßte man in der Definition 
n—>co 
festlegen, für wen, oder bei Voraussetzung welcher Bewertung 
w, diese praktische Sicherheit besteht. Wo die objektive Wahr-
scheinHchkeit p(A) unbekannt ist, würde zudem eine solche Be-
wertung w immer ein dogmatisches Vorurteil darstellen. Denn 
falls A vertauschbar ist, gilt ja w({x : lim Y A(x) = YA(x)}) = 1; 
also besagt Ae(s>0=> Hm w(|hn(A) - r| < z) = 1 soviel wie 
w({x : Y A(x) = r}) = 1. D . h. p(A) = r würde immer beinhalten, 
daß es die Bezugspersonen für praktisch sicher halten, daß r der 
Grenzwert der relativen Häufigkeiten von A ist. 
Man kann nur sagen, wie das im Prinzip (G) ausgedrückt ist: 
Für beHebig kleine positive z ist es für hinreichend große n prak-
tisch sicher, daß sich die beobachtete relative Häufigkeit von A 
in den ersten n GHedern einer Folge von Wiederholungen des 
Experiments H nur mehr höchstens um den Betrag z von p(A) 
unterscheidet: As(s > 0 Hm w({x: |hn(A,x) -p(A)| < z}) = 1). 
Wenn das für aUe Bewertungen w gelten soll, für die die Ereig-
nisse vom Typ A vertauschbar sind, so erhalten wir mit dem 
starken Gesetz der großen Zahlen w({x: Vr(Hm h(A,x) = r)}) = 1 
den Satz w({x: Hm h n(A,x) = p(A)}) = 1, d.h. es ist praktisch sicher, 
daß eine Folge eintritt, in der die relativen Häufigkeiten von A 
gegen p(A) konvergieren. 
objektive Wahrscheinlichkeit. Die objektive Wahrscheinlichkeit sollte 
aber gerade nicht den Grad der subjektiven Erwartung messen. Und 
wenn man nicht weiß, was eine Aussage der Form p(A) = r bedeutet, 
so weiß man das noch immer nicht, wenn einem mitgeteilt wird, der 
Satz „lim p(|hn(A) — p(A)| < s) = l für alle e > 0" sei allgemeingültig. 
Daraus folgt noch nicht, daß man im Kontext subjektiver 
Wahrscheinlichkeitsaussagen alle Aussagen über objektive Wahr-
scheinlichkeiten wie Aussagen über die Grenzwerte relativer 
Häufigkeiten deuten kann. Selbst wenn das gelten würde, so 
wären damit aber nicht die Aussagen p(A) = r gedeutet, sondern 
es würden nur Bedingungen für diese Aussagen im Kontext sub-
jektiver Wahrscheinlichkeitsaussagen angegeben. Es ist aber die 
Frage, wie man Aussagen eine subjektive Wahrscheirüichkeit zu-
ordnen kann, deren Sinn nicht erklärt ist: Ob ich eine Aussage 
A für mehr oder weniger wahrscheinlich erachte, hängt doch 
davon ab, was A besagt. 
Ferner kann man aufgrund dieser Häufigkeitsinterpretation 
nicht die Axiome des objektiven WahrscheinHchkeitsbegriffs 
rechtfertigen. Es gilt zwar wegen w({x: 0 < hm h n(A,x) < 1}) = 1 
auch w(0 < p(A) < 1) = 1, wegen w({x: Hm h n(M,x) = 1}) = 1 auch 
w(p(M) = 1) = 1 wegen w({x: Hm h n (A + B,x) = Hm h n(A) + 
Hm hn(B)}) = 1 auch w(p(A + B) = p(A) + p(B)) = 1 und ebenso 
w(p I 2 A i I = 2 p(Ai)) = 1, aber daraus würde nur folgen, daß die 
objektiven Wahrscheinlichkeitsaussagen im Kontext subjektiver 
Wahrscheinlichkeitsaussagen den Axiomen A I * bis A4* genügen, 
nicht jedoch, daß diese Axiome allgemein gelten. D . h . aber: E in 
Prinzip wie (G) genügt nicht, um den Begriff der objektiven 
Wahrscheinlichkeit vollständig zu charakterisieren. (G) stellt also 
nur eine Bedingung unter anderen dar, denen dieser Begriff ge-
nügen soll. 
Damit gelangt man aber zu einer Auffassung, nach der die 
objektive WahrscheinHchkeit ein durch ein System von Postula-
ten nur impHzit definierter Begriff ist. 
3. Die objektive Wahrscheinlichkeit als theoretischer Begriff 
Im Hinblick auf die Schwierigkeiten der Häufigkeitsdefinition 
und der Häufigkeitsinterpretation der objektiven Wahrschein-
lichkeit vertreten viele Autoren die Auffassung, der Begriff der 
objektiven WahrscheinHchkeit sei ein sog. theoretischer Begriff, 
der sich durch andere Begriffe nicht definieren lasse.22 Auf die 
Eigenart und Problematik der theoretischen Begriffe werden wir 
im nächsten Kapitel ausführlich eingehen. Hier genügt es zu sa-
gen, daß die objektive WahrscheinHchkeit nach dieser Auffassung 
eine gewisse Disposition von Versuchsanordnungen oder Pro-
zessen charakterisieren soll, die sich nicht expHzit durch andere 
Eigenschaften oder Dispositionen definieren läßt. Z . B. sollen die 
WahrscheinHchkeiten der Ergebnisse von „Kopf" und „Wappen" 
eine Disposition einer Münze charakterisieren, die sich beim 
wiederholten Werfen in den relativen Häufigkeiten des Auftre-
tens dieser Ergebnisse ausdrückt, und die diese bewirken und 
erklären soll. 
Bzgl. einer solchen Interpretation stellen sich nun zwei Fra-
gen: 
a) Durch welche Gesetzmäßigkeiten ist ein solcher theoretischer 
Begriff mit anderen empirischen Begriffen, speziell mit Beob-
achtungsbegriffen verbunden? Eine solche Verbindung muß es 
offenbar geben, damit aus einer Behauptung, ein Ereignis habe 
eine objektive WahrscheinHchkeit von dem und dem Wert, Sätze 
über Beobachtbares folgen, so daß eine derartige Behauptung 
durch Beobachtungen auf ihre Richtigkeit hin überprüft werden 
kann. Nur durch solche Gesetze können Aussagen über objektive 
WahrscheinHchkeitswerte auch interpretiert werden. AUgemein 
sind theoretische Begriffe, wie wir sehen werden, nur sinnvoll in 
einem bestimmten theoretischen Rahmen von GesetzHchkeiten, 
die Aussagen mit diesen Begriffen mit Aussagen verbinden, die 
bereits interpretierte empirische Begriffe, z .B . Beobachtungsbe-
griffe enthalten. 
Welche Gesetze verbinden also den Begriff der objektiven 
WahrscheinHchkeit mit anderen empirischen Begriffen? Die 
Axiome A I * bis A4* leisten das als rein formale Axiome, in de-
2 2 So z.B. K . Popper in [57] und J . Flacking in [65]. Die sog. „pro-
pensity"-Interpretation der objektiven Wahrscheinlichkeit als einer 
physikalischen Disposition, die Popper und Flacking vorschlugen, ist 
schon von Charles S. Peirce angedeutet worden. 
nen der Begriff der objektiven Wahrscheinlichkeit als einziger 
empirischer Begriff vorkommt, offenbar nicht. Das Prinzip (M) 
verbindet zwar den Begriff der objektiven Wahrscheinlichkeit 
mit dem empirischen Begriff der physikalischen Unabhängigkeit, 
aber dieser Begriff ist selbst ein theoretischer Begriff sehr hoher 
Abstraktionsstufe, der nur unter Bezugnahme auf bestimmte 
physikalische Theorien präzisiert werden könnte . 2 3 Daher ver-
mittelt auch (M) keine ausreichende empirische Deutung der 
objektiven WahrscheinHchkeit und besagt nicht, welche physi-
kalische Disposition einer Versuchsanordnung mit dieser Wahr-
scheinHchkeit angezielt wird. 
Auch das Prinzip (G) kann eine solche Interpretation nicht 
leisten, denn der Begriff der subjektiven WahrscheinHchkeit ist 
kein empirischer Begriff im übhchen Sinn. Er besagt zwar etwas 
über den Glauben einer Person, aber aus diesem Glauben folgt 
nichts über die Sache selbst. (G) besagt nur, wie sich die Kenntnis 
objektiver WahrscheinHchkeiten auf unsere Glaubensannahmen 
über das Auftreten relativer Häufigkeiten auswirkt, und umge-
kehrt, und damit, wie wir Aussagen über objektive Wahrschein-
Hchkeiten induktiv überprüfen können. Das sind jedoch keine 
direkten Verknüpfungen dieser Aussagen mit Aussagen über 
Beobachtbares. 
Damit man objektive WahrscheinHchkeiten als Dispositions-
eigenschaften, ähnlich wie die Eigenschaften ,magnetischc oder 
,elastischc ansehen könnte, müßte z .B . zwischen den geometri-
schen und physikaHschen Eigenschaften einer Münze (ihrer Form, 
Dichteverteilung etc.) und der objektiven WahrscheinHchkeit 
der Ergebnisse „Kopf" und „Wappen" ein Zusammenhang auf-
gewiesen werden. Aber das geschieht nicht. 
2 3 Man könnte z .B. unter Bezugnahme auf die Relativitätstheorie 
zwei räumlich getrennte Ereignisse als physikalisch unabhängig an-
sprechen, die sich aufgrund der endlichen Ausbreitungsgeschwindigkeit 
physikalischer Wirkungen gegenseitig nicht beeinflussen können. 
b) Was leistet der Begriff? Was leistet die Annahme einer Wahr-
scheinüchkeitsdisposition? Sie soll - das ist die Intention - das 
Auftreten gewisser relativer Häufigkeiten von Ergebnissen er-
klären. Aber sie tut das keineswegs besser, als es die üblichen 
physikalischen Eigenschaften der Versuchsanordnung tun: Die 
Werte der relativen Häufigkeiten „Kopf" und „Wappen" hängen 
offenbar von den geometrischen und physikalischen Eigenschaf-
ten der Münze ab. Was soll also die Annahme einer Wahrschein-
lichkeitsdisposition? Wird sie durch jene Eigenschaften bewirkt? 
Wenn ja, aufgrund welcher Gesetze? Und was erklärt sie, das 
jene Eigenschaften nicht auch erklären? Sie erklärt weder das 
Ergebnis einzelner Würfe, noch erklärt sie die relativen Häufig-
keiten, da sie allein durch diese ermittelt werden kann. 
Die Annahme einer objektiven WahrscheinHchkeit als physi-
kaHsche Disposition ist also ebenso überflüssig wie ihrem Inhalt 
nach unpräzisiert. 2 4 Damit bleibt aber, trotz aller Einwände, die 
gegen sie erhoben worden sind, die Häufigkeitsdefinition der 
bislang befriedigendste Vorschlag zur Interpretation des Begriffs 
der objektiven Wahrscheinlichkeit, und wir wollen daher in den 
folgenden Erörterungen diese Interpretation zugrundelegen. 
2 4 Es ist gelegentlich behauptet worden, die quantenphysikalischen 
Vorgänge hätten nachweislich irreduzibel statistischen Charakter und 
daher müsse auch der Begriff der objektiven Wahrscheinlichkeit ein 
irreduzibler Grundbegriff sein, der sich nicht durch andere, nichtstati-
stische Begriffe definieren läßt. Die Deutung dieses Begriffs kann je-
doch völlig unabhängig sein von der Erklärung des Auftretens objek-
tiver Wahrscheinlichkeiten, denn die beiden Fragen „Was bedeutet 
„p(A)=r"?" und „Warum ist p(A) = r?" sind wohl zu unterscheiden, 
und die letztere läßt sich erst dann beantworten, wenn die erstere ge-
klärt ist. Ob also das Auftreten einer Wahrscheinlichkeit p(A) sich de-
terministisch deuten läßt, wie das in der statistischen Mechanik ange-
nommen wird oder nicht, ist eine Frage, die man bei der Interpretation 
objektiver Wahrscheinlichkeitsaussagen zunächst einmal beiseite lassen 
kann. Und man kann, wenn man im Rahmen der subjektiven Wahr-
scheinlichkeitsauffassung die Häufigkeitsdefinition der objektiven 
Wahrscheinlichkeit zugrunde legt, mit Hume sagen: „Though there 
be no such thing as Chance in the world; our ignorance of the real cause 
of any event has the same influence on the understanding, and begets 
a like species of belief or opinion." (Hume [77], Sect. VI, S. 56). 
Zum Abschluß dieses Abschnitts wollen wir uns noch die 
Frage stellen: Muß man überhaupt neben dem subjektiven Wahr-
scheinlichkeitsbegriff noch einen Begriff der objektiven Wahr-
scheinlichkeit einführen, oder kommt man allein mit dem sub-
jektiven Begriff aus, wie das führende Vertreter der subjektiven 
Theorie behaupten?25 
Diese Frage läßt sich so beantworten: 
1. Man benötigt neben dem Begriff der subjektiven Wahrscheinlichkeit 
auch einen objektiven Wahrscheinlichkeitsbegriff. 
Zunächst können wir davon ausgehen, daß objektive Wahr-
scheinlichkeitsaussagen in den Naturwissenschaften eine so wich-
tige und zentrale Rolle spielen, daß man sie nicht einfach alle 
streichen kann, ohne damit den Gehalt dieser Wissenschaften 
in gänzlich unakzeptierbarer Weise einzuengen. 
De Finettis Argument, daß objektive Wahrscheinlichkeiten 
nur benützt würden, um aus der Beobachtung der relativen Häu-
figkeit eines Ereignistyps A in der Vergangenheit auf die (sub-
jektive) Wahrscheinlichkeit eines künftigen Falles von A zu 
schließen, daß man das aber auch tun könne, ganz ohne von ob-
jektiven Wahrscheinlichkeiten zu reden,2 6 ist nicht stichhaltig. 
Es ist in der ersten Blütezeit des logischen Empirismus und Ope-
rationalismus formuliert worden, in der man viele wissenschafts-
theoretische Probleme wesentlich einfacher sah, als sie sich in 
der Zwischenzeit erwiesen haben. Ebenso könnte man ja argu-
mentieren : In den Naturwissenschaften gehen wir von Aussagen 
über direkt Beobachtbares aus, um Voraussagen über direkt 
Beobachtbares zu machen; also benötigt man in den Naturwissen-
schaften nur Sätze über direkt Beobachtbares und kann auf Ge-
setzeshypothesen, Theorien und theoretische Begriffe ganz ver-
zichten. So einfach ist die Sache aber leider nicht: Die Aussagen 
der Naturwissenschaften dienen uns nicht nur als Grundlage von 
Prognosen und Entscheidungen, und selbst wo sie das tun, ist 
2 5 Vgl. dazu auch Kutschera [72a]. 
26 Vgl. de Finetti [37], Kap. VI . 
der Weg, auf dem sie es tun, außerordentlich komplex und führt 
über .Theorien, theoretische Begriffe und objektive Wahrschein-
Hchkeitshypothesen, und es ist bisher niemand gelungen, einen 
praktisch oder theoretisch befriedigenden Umbau dieses kompli-
zierten Gebäudes anzugeben, bei dem theoretische Begriffe oder 
objektive Wahrscheinlichkeiten überflüssig würden. 
Wenn man also nicht einfach auf objektive Wahrscheinlich-
keitsaussagen verzichten kann, so bleiben die beiden Fragen: 
Kann man diese Aussagen nicht generell in subjektive Wahr-
scheinlichkeitsaussagen übersetzen? Oder, falls das nicht gelingt: 
Kann man nicht doch für jede naturwissenschaftlich relevante 
Verwendung einer objektiven Wahrscheinlichkeitsaussage ein 
subjektives Äquivalent angeben, das zwar nicht bedeutungsgleich 
ist, aber doch die Rolle der objektiven Aussage in diesem Ver-
wendungskontext übernehmen kann? 
Die erste Frage läßt sich sehr schnell beantworten, wenn wir 
uns noch einmal den Sinn subjektiver und objektiver Wahr-
scheinUchkeitsaussagen vor Augen stellen: E in Satz p(A) — r über 
die Größe der objektiven Wahrscheinlichkeit eines Ereignistyps A 
soll eine Aussage über objektive, z. B. physikalische Eigenschaf-
ten von A sein. E in Satz wx(Ai) = r über die Größe der subjektiven 
Wahrscheinlichkeit eines Ereignisses A i für eine Person X beinhal-
tet, daß X im Grade r davon überzeugt ist, daß A i eintreten wird. 
Ist z. B. A der Ereignistyp ,Zerfall eines Radiumatoms in einem 
Zeitraum von 1622 Jahren', so besagt der Satz 
a) p( A )=^ 
daß die Halbwertszeit von Radium 1622 Jahre beträgt, und das 
ist eine Aussage über die Natur von Radium, ebenso wie ein Satz 
über das spezifische Gewicht oder chemische Eigenschaften von 
Radium. Ist A i das Ereignis, daß ein bestimmtes Radiumatom in 
einem Zeitraum von 1622 Jahren zerfällt, so besagt der Satz 
( 2 ) w x ( A 0 = l 
nichts über die Natur von Radium, sondern nur etwas über die 
Erwartungen der Person X , von der in (1) gar nicht die Rede ist. 
Daher kann man z. B. (1) sicher nicht in (2) übersetzen, da beide 
Sätze nicht nur bedeutungsverschieden sind, sondern darüber 
hinaus auch verschiedene Wahrheitswerte haben können. Die 
Wahrscheinlichkeitsbewertungen wx können von Subjekt zu 
Subjekt ganz verschieden aussehen, und diese Bewertungen hän-
gen erst dann von Tatsachen ab, wenn diese Tatsachen bekannt 
sind, wenn also die Bewertungen durch entsprechende Erfahrun-
gen bedingt sind. 
Es sei nun E das Ereignis, daß bei einer großen Zahl von Ra-
diumatomen ein Zerfallsverhalten aufgetreten ist, nach dem, 
extrapoliert auf 1622 Jahre, durchschnittlich jedes zweite Atom 
in diesem Zeitraum zerfallen ist. Dann kann man (1) auch nicht 
übersetzen in 
3) w x ( A i / E ) = | . 
Denn auch (1) und (3) haben verschiedene Bedeutungen, was 
schon daraus erhellt, daß in (3) zwei Parameter X und E auftre-
ten, die in (1) nicht vorkommen. Daher können (1) und (3) auch 
wieder verschiedene Wahrheitswerte haben. W7enn man die Über-
setzbarkeit von (1) durch (2) aber nur unter der Bedingung E 
behauptet und schreibt: 
4) E=>(wx(A i/E) = p(A))> 
so fällt zwar E als freier Parameter heraus, es bleibt aber bei der 
schon für (2) bemerkten Problematik. 
Auf den Übersetzungsversuch von (1) in 
5) Ae(e>0=> lim w(|h n(A)-r| >e) = 0) 
n—>co 
sind wir schon oben bei der Diskussion der Häufigkeitsinterpre-
tation der objektiven Wahrscheinlichkeit eingegangen. 
Die Erörterung dieser Übersetzungsvorschläge zeigt, was 
sich allgemein so formulieren läßt : Subjektive und objektive 
Wahrscheinlichkeitsaussagen haben ganz verschiedene Funktio-
nen, im Urteil. Da sind einmal die Sachverhalte, die wir beurteilen 
und deren Eintreten wir erwarten (z. B . das Zerfallen von Radium- ^ 
atomen), und da sind zum anderen die Sachverhalte des Be-
urteilens oder Erwartens dieser ersteren Sachverhalte. Während nun 
das Vorliegen einer objektiven Wahrscheinlichkeit einen Sach-
verhalt der ersten Art darstellt, einen zu beurteilenden, z. B. phy-
sikalischen Sachverhalt, charakterisieren die Wörter „wahrschein-
lich", „praktisch sicher" etc. im Sinne der subjektiven Wahr-
scheinlichkeit die Sicherheit des Urteilens, der Erwartung, sie 
sind also Adverbien für den Modus der Beurteilung, den Grad 
seiner Sicherheit, nicht für Eigenschaften des Beurteilten, und t 
sind daher nur für Sachverhalte der zweiten Art einschlägig. 
Damit kommen wir zur oben formulierten zweiten Frage: 
Wenn objektive Wahrscheinlichkeitsaussagen unentbehrlich sind 
und wenn sie sich nicht generell in subjektive Wahrscheinlich-
keitsaussagen übersetzen lassen, kann man dann nicht jedenfalls ; 
fallweise subjektive Äquivalente für sie verwenden? j 
Eine Ersetzung einzelner objektiver durch subjektive Wahr- j 
scheinlichkeitsaussagen ist wegen der grundsätzlichen Bedeu- j 
tungsverschiedenheit beider Aussagetypen ausgeschlossen: In 
den Naturwissenschaften kommen ebensowenig Aussagen über 
die Erwartungen von Subjekten bzgl. der in diesen Wissenschaf-
ten behandelten Sachverhalte vor wie z .B . in der Mathematik, 
und ihr Rahmen würde ebenso wie der der Mathematik gesprengt, 
wenn man solche Aussagen in sie aufnehmen würde. Wie sollte 
z. B . eine Arithmetik aussehen, in der einzelne Zahlengleichungen 
wie „2 + 3 = 5" oder „a + b = b + a" ersetzt würden durch Aus-
sagen wie „Hans nimmt sicher an, 2 + 3 sei 5" oder „Al le Mathe-
matiker meinen, a + b sei b + a" ? 
Es könnte sich also allenfalls nur um einen globalen Umbau 
der Naturwissenschaften handeln, der dann allerdings außer-
ordentlich tiefgreifend wäre, ebenso tiefgreifend, um den Ver-
gleich durchzuhalten, wie ein Umbau der Arithmetik in eine 
Wissenschaft von den Ansichten der Arithmetiker. Dazu fehlt 
aber einmal jeder präzise und detaillierte Vorschlag, zum anderen ; 
besteht dafür aber auch keinerlei Notwendigkeit, denn der objek- ; 
tive WahrscheinHchkeitsbegriff läßt sich ja, wie wir oben zu zei-
gen versucht haben, in befriedigender Weise einführen. 
2. Der objektive Wahrscheinlichkeitsbegriff^ den man neben dem subjek-
tiven Begriff benötigt^ ist aber kein eigenständiger Grundbegriff. Wenn 
man den objektiven Wahrscheinlichkeitsbegriff durch die Häufig-
keit s definition einführt, ist er ein definierter Begriff und kein 
Grundbegriff. Man kann also auch sagen: Man kommt mit dem 
subjektiven Begriff als einzigem Wahrscheinlichkeitsbegriff aus -
wenn man hinzufügt: als einzigem Undefinierten Wahrscheinlich-
keitsbegriff. 
In diesem Sinn haben also die Subjektivisten recht: Man kommt 
allein mit der subjektiven Theorie aus und braucht keine weiteren 
Undefinierten Wahrscheinlichkeitsbegriffe und keine neuen Axio-
me für sie oder sonstige Zusätze. Man benötigt aber die Häufig-
keitsdefinition der objektiven Wahrscheinlichkeit, um die wissen-
schaftlich unentbehrlichen objektiven Wahrscheinlichkeitsaus-
sagen im subjektiven Rahmen wiedergeben zu können. 
2.2.2 Die induktive Begründung statistischer Hypothesen 
Aus den Axiomen des objektiven Wahrscheinlichkeitsbegriffs 
allein folgen keine Aussagen über die Größe objektiver Wahr-
scheinlichkeiten. Sie beinhalten nur, wie man aus vorgegebenen 
Wahrscheinlichkeiten neue Wahrscheinlichkeiten ableiten kann. 
Sie erlauben insbesondere nicht, aus Aussagen über beobachtete 
relative Häufigkeiten auf Aussagen über die Größe objektiver 
Wahrscheinlichkeiten zu schließen und irgendwelche induktiven 
Prinzipien zu begründen. Gehen wir zunächst von der Häufig-
keitsdefinition der objektiven Wahrscheinlichkeit aus! Die K o n -
vergenz der relativen Häufigkeiten in einer unendlichen Folge 
von unabhängigen Wiederholungen eines Versuchs auf einen 
bestimmten Wert ist ein Verhalten, der Folge im Unendlichen, das 
mit beliebigen endlichen Anfangsabschnitten verträglich ist; d.h. 
aus der relativen Häufigkeit eines Ereignisses in den ersten n Ver-
suchen folgt nichts über den Grenzwert der relativen Häufigkei-
ten, also auch nichts über die objektive WahrscheinHchkeit. Man 
kann also aufgrund beobachteter relativer Häufigkeiten, die sich 
immer auf endlich viele Durchführungen des Versuchs beziehen, 
Hypothesen über den Wert der objektiven Wahrscheinlichkeit 
des Ereignisses nur als mehr oder weniger wahrscheinlich auszeich-
nen. Dieser Wahrscheinlichkeitsbegrirf ist aber ein subjektiver 
WahrscheinHchkeitsbegriff, der einen Grad der Erwartung aus-
drückt und nichts mit einer für Hypothesen nicht definierten 
relativen Häufigkeit zu tun hat. 
Wenn man also induktive Prinzipien für statistische Hypo-
thesen, d.h. für Hypothesen über die Größe objektiver Wahr-
scheinHchkeiten formuHeren will , muß man eine subjektive Wahr-
scheinUchkeitsbewertung für solche Hypothesen definieren und 
festlegen, wie sie sich mit der Beobachtung des Eintretens von 
Ereignissen ändert. 
Für die objektive Wahrscheinlichkeit im Sinn der Häufigkeits-
definition enthält die Theorie der subjektiven WahrscheinHchkeit 
bereits solche induktiven Prinzipien, wie wir im Abschnitt 2.1.6 
gesehen haben, so daß sich bei Zugrundelegung dieser Definition 
der Aufbau einer spezieUen induktiven Theorie für statistische 
Hypothesen erübrigt. 
Wenn man dagegen von der Häufigkeitsinterpretation oder 
der Auffassung der objektiven WahrscheinHchkeit als eines 
theoretischen Begriffs ausgeht, muß für die Begründung induk-
tiver Gesetze erst ein geeigneter Rahmen entwickelt werden, wie 
das z. B . H . Richter in [52] getan hat. Diese Theorie wollen wir 
im folgenden skizzieren, da sie auch für andere ähnliche Ansätze 
typisch ist, 2 7 und wir wollen sie dann mit der subjektiven Theorie 
vergleichen. 
2 7 Vgl . dazu auch Richter [54]. Ein anderer, mathematisch allerdings 
viel weniger entwickelter Ansatz mit der gleichen Intention findet sich 
z.B. bei J . Hacking in [65]. 
Es sei CriC ein Ereigniskörper (ein Körper von Ereignis typen) 
über einer Zustandsmenge M . XI sei die Menge aller auf defi-
nierbaren objektiven Wahrscheinlichkeitsfunktionen p, die jedem 
Ereignis A aus Jf* eine objektive Wahrscheinlichkeit p(A) zuord-
nen. Yl' s e i e m e Teilmenge von I X r(Jf , n ' ) sei der kleinste 
cr-Körper, der alle Mengen sä von Wahrscheinlichkeitsfunktionen 
p aus Yl' über C/F enthält, für die es ein Ereignis A aus Ctif gibt 
und eine Zahl z mit 0 < z < 1, so daß gilt sä = {p: p s ü ' A p(A) - 2 ) -
Diese Mengen sä entsprechen also den Ereignissen, daß ein 
Ereignis A von Cff eine objektive Wahrscheinlichkeit <zhat. 
Auf r(JT,n/) wird nun eine Glaubwürdigkeitsbewertung <p 
der Ereignisse sä aus T(jf,Yl') definiert mit den Eigenschaften 
einer subjektiven Wahrscheinlichkeit, so daß insbesondere gilt 
Jd9 = l . Enthält Yl' n u r abzählbar viele Funktionen pi,p2, . . 
n' 
so soll entsprechend gelten: 2<p(pi) = l . Es ist dann pA(z) : = 
i 
<p({p: pefj 'Ap(A)<z}) die Glaubwürdigkeit der statistischen 
Hypothese, daß das Ereignis A eine objektive Wahrscheinlich-
l 
keit <z hat. Und ^(A): = jp(A)dcp = jzdpA(z) ist ein Schätzwert 
ir o 
der objektiven Wahrscheinlichkeit von A , die Chance für A . (Für 
abzählbare Mengen Yl' i s t x(A) = 2pi(A) • 9(pi).) x(A) * s t a * s o 
der mit den Glaubwürdigkeitsgraden der statistischen Hypothe-
sen berechnete Erwartungswert der objektiven Wahrscheinlich-
keit von A . Diese Chancen haben die Eigenschaften einer 
subjektiven Wahrscheinlichkeit über X\ wie man sofort 
sieht. 
Richter legt nun fest, wie die Glaubwürdigkeitsbewertung auf-
grund eines Erfahrungsdatums E aus abzuändern ist. 
Er setzt dafür Axiome an, aus denen sich ergibt: 
V = » und ^ ^ ä ^ J ^ ^ m 
Jp(E)dcp rr J p ( E ) d 9 
rr 
^ ^ A ) . f E ™ = ^ - E > = x ( A / E ) . . 
jp(E)d<p x ( E ) 
Wir wollen nun diesen Ansatz von Richter mit dem der sub-
jektiven Theorie vergleichen. Für die folgenden Überlegungen 
nehmen wir der Einfachheit halber an, daß H ein Versuch mit 
den beiden möglichen Ergebnissen A und Ä ist. Es sei dann wie-
der Hi,Pi2, . . . eine Folge von Durchführungen von H , zu der 
der Ereigniskörper J*T gehört. J f* sei der Körper der zugehöri-
gen Ereignistypen, also JT* = {A,A,Ä,M}. Wir übernehmen die 
Symbole aus 2.1.5 und schreiben statt K[ auch wieder kurz 
A i . 
Ist dann w eine subjektive Bewertung über , bzgl. der die 
Ereignisse A i vertauschbar sind, so ist <p({p: p(A)<z}): = w({x: 
YA(x)<z}) eine Glaubwürdigkeitsbewertung auf T p f w o 
XI* die Menge aller möglichen objektiven Wahrscheinlichkeits-
bewertungen auf JT* ist, und es gilt yfA) = Jp(A)d9 = jY A (x)dw = 
= w(Ai)=w(A). Und ist umgekehrt 9 auf r(Jf*,n*) gegeben, 
so erhält man in gleicher Weise ein w auf J f . In dieser Weise 
können wir von subjektiven Bewertungen in trivialer Weise zu 
Glaubwürdigkeiten für objektive Bewertungen übergehen, und 
umgekehrt. 
E in tieferer Vergleich der beiden Ansätze wird aber möglich, 
wenn wir nicht Glaubwürdigkeiten auf r(JT*,n*) betrachten, 
sondern die Menge Yl an"er objektiven Bewertungen p auf JT 
selbst, und die Glaubwürdigkeiten auf r(Jf ,n) m^t den subjek-
tiven Bewertungen auf J f vergleichen. 
Es gelten dann die folgenden Sätze: 
T2.2.2.-1: Ist w eine (reguläre) subjektive WahrscheinUchkeits-
bewertung auf JT, bzgl. der die Ereignisse A i vertauschbar sind, 
so gibt es eine (reguläre) Glaubwürdigkeitsbewertung <p auf 
r ( j f ,n), bzgl. der die Ereignisse A i unabhängig und gleichwahr-
28 Vgl. dazu Richter [52], V , S. 329 und [54], S. 75f. 
9(pk) * pk(E) Im abzählbaren Fall gilt: 9E(pk) = 
2 pi(E) • 9(pi) 
i 
scheinlich sind, und für die gilt: ^(B) = w(B) für alle Ereignisse B 
aus C/fP 
Beweis: Wir schreiben A n für A i X • . . . • A j n , setzen p(Ai) = 
= p(Ak) und schreiben pD für p(Ai 1 • . . . • A i n ) . Es ist dann 9 für 
alle Mengen {p: p(B)<z} mit BejT zu definieren (0<z<l). p(B) 
läßt sich nach den Axiomen des objektiven Wahrscheinlichkeits-
begriffs als arithmetischer Ausdruck in den p 1 darstellen.30 Ist 
also ^(p 1) irgendeine Gleichung oder Ungleichung in den p 1, so 
wird durch die Festsetzung 9({p: ^ (p1)}) = w({x: T((YA(x)) i)}) 
9 für alle fraglichen Mengen erklärt, da w für diese Mengen 
definiert ist. 9 hat mit w die Eigenschaften einer subjektiven 
Wahrscheinlichkeit, und es gilt speziell 
pAi(z) = 9({p: p(Ai) < z}) = w({x: Y A(x) < z}) = 0 A(z), also 
z(Ai) = J P (Ai)d9 = J zdpAi(z) = JzdOA(z) = w(A0 = w(A). 
n 0 0 
Ferner gilt nach Definition von p: 9({p: p(Ai) = p(Ak)}) = 1 und 
<P((P: P ( r i Ai) = I I p(Ai)}) = w({x: (YA(x))n = (YA(x))n}) = 1, so 
daß die A i unabhängig und gleich wahr scheinlich sind bzgl. 9. 
Daher gilt auch x (Au . . . . . A i n ) = f p (A l x . . . . . A i n ) d 9 = 
n 
1 1 
J p(Ai) nd9 = J zndpA(z) = j z ndOA(z) = w(An . . . . . A i n ) . Daraus 
n 0 0 
ergibt sich aber ^(B) = w(B) für alle Ereignisse B aus Jf\ Ist w 
regulär, so ist 0 A(z) und daher 9({p: p(A) < z}) nirgends konstant. 
Auf der Menge T p f ,n')> w o II' die Menge der Hypothesen 
und X E ( A ) = 2 p i ( A / E ) • <pB(pi) 
i 
2 P l(A/E) • P i (E) • <p(Pi) 
i 
1 pi(E) • 9(pij 
i 
2 9 Genauer muß es heißen: ist w regulär, so ist auch 9 auf der Menge 
r (JT, nO regulär, wo IT genau die Hypothesen p enthält, für die die 
A i unabhängig und gleichwahrscheinlich sind. Auf T (JT , n) selbst ist 
9 nach der Behauptung des Satzes natürlich nicht regulär, da die 
Hypothesen aus IT-IT die Glaubwürdigkeit 0 erhalten. 
3 0 Vgl . dazu auch das Theorem T 11-18. 
p aus Yl lst> f u r die Ai unabhängig und gleichwahrscheinlich 
sind, auf der cp also allein durch die Werte <p({p: p(A)<z}) be-
stimmt wird, ist daher auch cp regulär, d. h. cp schHeßt für kein z 
eine statistische Hypothese p(A) = z aus. 
T2.2.2-2: Ist cp eine (reguläre) Glaubwürdigkeitsbewertung auf 
r(jT,n), bzgl. der die Ereignisse Ai unabhängig und gleich-
wahrscheinlich sind, so gibt es eine (reguläre) subjektive Wahr-
scheinlichkeitsbewertung w auf JT, bzgl. der die Ereignisse Ai 
vertauschbar sind, und für die gilt: w(B) = y(B) für alle Ereig-
nisse B aus JT. 3 1 
Beweis: Setzt man w(B):=yfB), s o w(Aix . . . . . Ain) = 
= x ( A u . . . . . A i n ) = J p (Ai )M 9 = z ( A j i . . . . . A j n) = 
n 
= w(AjX . . . . . Ajn), d. h. die Ai sind bzgl. w vertauschbar. Sind 
die Ai bzgl. w vertauschbar, so gibt es eine Funktion Y A(x) und 
<DA(z) = w({x:YA(x)<z}) und w n = W ( A Ü . . . . . A l n) = 
= J*zndOA(z) = JzndpA(z) = x( A u • • • • • Ain) = xn für alle n>0 (für 
n = 0 können wir w(M) für wo schreiben). Die Verteilungsfunk-
tionen 0A(z) und pA(z) sind nun vollständig durch die w n > bzw. 
bestimmt.32 Da diese übereinstimmen, gilt 
0 A(z) = w({x: YA(x)<z}) = pA(z) = 9({p: p(A)<z}), so daß wir wie 
in T2.2.2-1 wieder die Aussage erhalten: Die subjektive Wahr-
scheinlichkeit dafür, daß sich eine Ergebnisfolge x einstellt, in der 
A einen Grenzwert der relativen Häufigkeiten < z hat, ist identisch 
mit der Glaubwürdigkeit dafür, daß A eine objektive Wahr-
3 1 Genauer muß es auch hier wieder heißen: ist 9 auf T (JT, IT) regulär, 
so ist w regulär; vgl. die Anmerkung 29. 
32 Für die charakteristische Funktion ^A(0 von <DA(z) gilt: 
+ 00 00 jn . j-n 
<J,A(t) = Jeitz d<DA(z) = 2 w n . <I>A(z) ist aber durch ^ A(t) festgelegt, 
— co n=o 1 1 
+ 00 
1 r eit _ eitz 
denn es gilt <DA(z) = 7>n J yt~ ~~ dt. Entsprechendes gilt für 
— CO 
pA(z). Vgl. dazu de Finetti [37], S. 127f., und Richter [66], S. 297ff. 
scheinlichkeit <z hat. Ist cp regulär, also pA(z) nirgends 
konstant, so ist auch 0 A(z) nirgends konstant, d.h. w ist 
regulär. 
Damit haben wir eine Verbindung hergestellt zwischen der 
Theorie von Richter und der subjektiven Wahrscheinlichkeits-
theorie, die zunächst für den Spezialfall J f = {A,Ä} gilt, die man 
aber mit etwas mehr technischem Aufwand auch für beliebige 
Ereigniskörper J f nachweisen kann. Danach läßt sich der Ansatz 
einer Glaubwürdigkeit <p über F(Jf ,n)> nach der die Ereignisse 
A i unabhängig und gleichwahrscheinlich sind, stets deuten als 
Ansatz einer subjektiven Wahrscheinlichkeitsbewertung w über 
, bzgl. der die Ereignisse A i vertauschbar sind und bei dem die 
; objektiven Wahrscheinlichkeiten als Grenzwerte relativer Häu-
I figkeiten im Sinne der Häufigkeitsdefinition dargestellt werden, 
\ und umgekehrt. 
Das ist noch einmal ein starkes Argument für eine im Rahmen 
der subjektiven Theorie verwendete Häufigkeitsdefinition. Denn 
aus systematischen Gründen ist die Darstellung im Rahmen der 
; subjektiven Wahrscheinlichkeitstheorie vorzuziehen. Solange für 
I den objektiven Wahrscheinlichkeitsbegriff nicht eine wohlbe-
i stimmte Deutung angegeben wird, bleibt es, wie schon oben 
l betont wurde, fraglich, wieso wir den Hypothesen über die 
l Größe objektiver Wahrscheinlichkeiten Glaubwürdigkeitswerte 
\ zuordnen können. Erklärt man aber die objektive Wahrschein-
l lichkeit im Sinn der Häufigkeitsdefinition, so wird der Richtersche 
I Ansatz überflüssig, weil er gegenüber der subjektiven Theorie 
l nichts Neues bietet. Zudem ist die subjektive Theorie allgemeiner 
l und intuitiv besser begründet als die Richtersche Theorie; und 
I während sich diese über zwei Theorien aufbaut: über die Theorie 
[; der objektiven Wahrscheinlichkeit und über die der subjektiven 
l Glaubwürdigkeit , ist jene eine einheitliche, geschlossene Theorie. 
I Es ist also formal einfacher - jedenfalls, was die theoretischen 
I Grundlagen angeht - und erkenntnistheoretisch befriedigender, 
j? allein mit der subjektiven Wahrscheinlichkeitstheorie zu arbeiten 
l und objektive Wahrscheinlichkeiten im Sinn der Häufigkeits-
definition immer als Grenzwerte relativer Häufigkeiten aufzu-
fassen. 
Aus den Sätzen T2.2.2-1 und T2.2.2-2 folgt nun im Hinblick 
auf das Theorem T2.1.6-2 auch sofort: 
Ist 9 eine reguläre Glaubwürdigkeitsbewertung auf r(Jf ,n')> 
wo Yl' d i e Menge der Hypothesen p ist, für die die A i unab-
hängig und gleich wahrscheinlich sind, so gilt: 
T2.2.2-3: Hm ( X ( A n + 1 / A k n ) - k ) = 0. 
n->oo\ n J 
D . h . bei der Zugrundelegung derartiger Glaubwürdigkeitsbe-
wertungen kann man aus der Erfahrung lernen. 
Ist 9 hingegen z .B . eine Glaubwürdigkeitsbewertung für die 
unabhängigen und gleich wahrscheinlichen Ereignisse A i , die der 
statistischen Hypothese p(A) = r die Glaubwürdigkeit 1 zu-
spricht, so entspricht ihr eine Funktion w, für die gilt 
w({x: Y A (x) = r}) = l . Wir haben in 2.1.6 aber gesehen, daß dann 
gilt xOWi/An + i) = x(An+i) = r, so daß die Wahrscheinlichkeit 
von A n + i sich nicht mit der Beobachtung relativer Häufigkeiten 
von A ändert . 3 3 
2.3 Der logische Wahrscheinlichkeitsbegriff 
2.3.1 Die Axiome des logischen WahrscheinlichkeitsbegrifTs 
Ausgehend von Ideen, wie sie in neuerer Zeit insbesondere 
von J . M . Keynes in [21] und H.Jeffreys in [39] vorgetragen 
3 3 J . Humburg hat in [64] gezeigt, daß auch die Gleichbewertung 
aller Hypothesen p aus T(X'3 n) zu einer Glaubwürdigkeitsbewertung 9 
führt, für die gilt 9 E = 9 , also x(A/E)=/(A) für beliebige Ereignisse E 
aus JT. Diese Bewertung entspricht der Gleichbewertung aller Zustände, 
die wir in 2.1.6 besprochen haben. Vgl. auch das Beispiel (B) in 2.3.2. 
worden sind, hat R. Carnap, zuerst in [45a], [45b], [46], [47] und 
dann ausführlich und systematisch in [50] und [52] einen Begriff 
der logischen oder induktiven WahrscheinHchkeit1 entwickelt, den 
wir im folgenden darstellen und diskutieren wollen. 
In [60] hat Carnap diese logische WahrscheinHchkeit als eine 
subjektive WahrscheinHchkeit charakterisiert, die speziellen 
RationaHtätskriterien genügt. Carnap vertrat ursprüngHch die 
Auffassung, daß es geHngen würde, durch solche RationaHtäts-
kriterien aus der Menge aller mögHchen subjektiven Wahrschein-
lichkeitsbewertungen eines beHebigen Ereigniskörpers X genau 
eine solche Bewertung als die logische Bewertung von Jf* auszu-
zeichnen. In [60] und späteren Veröffentlichungen äußert er sich 
diesbezügHch aber vorsichtiger. 
Eine logische WahrscheinHchkeitsbewertung von X soU eine 
subjektive WahrscheinHchkeitsbewertung von J f sein, die eine 
vollkommen rationale Person vornehmen würde, die frei von 
Vorurteilen ist und die keine willkürHchen, unbegründeten A n -
nahmen macht.2 Der dabei verwendete RationaHtätsbegriff be-
zieht sich auf die Theorie rationaler Entscheidungen und wird 
von Carnap an dem in 2.1.4 diskutierten Modellfall von Wetten 
präzisiert. 
Carnap betrachtet bedingte quantitative WahrscheinHchkeiten> 
c(H/E). c(H/E) stellt also den Grad des Glaubens einer vollkom-
men rationalen Person X an das Eintreffen des Ereignisses H dar, 
wenn E das gesamte gesicherte Erfahrungswissen, das empirische 
Gesamtdatum von X ist. c(H/T) ist dann, wenn T ein tautologisches ' 
Ereignis ist, d.h. ein Sachverhalt, der mit logischer Sicherheit 
1 Beide Termini sind nicht sehr glücklich gewählt, da die Axiome 
der logischen Wahrscheinlichkeit nicht logische Axiome sind, und da 
der subjektive Wahrscheinlichkeitsbegriff ebenfalls als „induktiv" 
bezeichnet werden könnte, weil man mit ihm induktive Schlüsse 
charakterisieren kann. - Seine frühere Bezeichnung der logischen 
Wahrscheinlichkeiten als Bestätigungsgrad {degree of confirmation) sieht 
Carnap im Vorwort zur 2. Auflage von [50] (S. XV) selbst als inadäquat 
an. Vgl . dazu das 5. Kapitel. 
2 Vgl . Carnap [60], S. 303. 
gilt, die Anfangsbewertung von H , die „apriorische" Wahrschein-
lichkeit, die H zugemessen wird, bevor noch irgendwelche empi-
rische Daten zur Verfügung stehen. 
Carnap vertrat die Auffassung, daß die logische Theorie der 
Wahrscheinlichkeit ein Modell der empirischen Erkenntnis liefere, 
insofern sie zeige, wie eine rationale Person allein aufgrund von 
\ Beobachtungen zu ihren Annahmen über die Welt kommt. Dabei 
geht diese Person aus von einer tabula-rasa-Situation, in der sie 
über keinerlei empirische Kenntnisse verfügt, sondern nur über 
eine rein apriorisch („logisch") begründete Wahrscheinlichkeits-
bewertung c(H/T). Durch Beobachtungen wird diese Bewertung 
dann durch Bildung bedingter Wahrscheinlichkeiten sukzessive 
so modifiziert, daß einer Hypothese H in einem Zeitpunkt t 
die Wahrscheinlichkeit c(H,Dt) zugeordnet wird, wenn Dt 
das empirische Gesamtdatum der Person zu diesem Zeit-
punkt ist. 
Carnap untersucht Funktionen c(H/E), die nicht für Ereignisse 
H und E alsMengen, sondern für Sätze H und E erklärt sind, die 
Ereignisse ausdrücken. A n die Stelle eines Ereigniskörpers J f 
tritt dann eine Sprache L , für deren Sätze c definiert ist; c(H/E) = r 
ist dann ein Satz der Metasprache zu L . 
E i n direktes Analogon zu den cr-Körpern erhält man, wenn 
man eine Sprache L verwendet, die geschlossen ist gegenüber 
oo oo oo 
Anwendungen der Operatoren —i , A , v , A und V > wo A Ai, 
i=i i = i i=i 
00 
bzw. V A i eine abzählbar unendliche Konjunktion, bzw. Dis-
1 = l 
junktion der Sätze Ai ist; d.h. wenn man Sprachen mit Formeln 
unendlicher Länge betrachtet.3 
Carnap legt seinen Untersuchungen hingegen prädikatenlo-
gische Sprachen zugrunde: E r betrachtet Sprachen (K,N>1) 
mit N Gegenstandskonstanten (kurz G K ) ai, . . ., aN, wobei auch 
der Fall abzählbar unendlich vieler G K ai,a2, . . . zugelassen wer-
3 Vgl . dazu z.B. Karp [64]. - Wahrscheinlichkeitsinterpretationen 
über solchen Sprachen betrachten D. Scott und P. Krauss in [66]. 
den soll, der durch N = co angedeutet wird. K sei dagegen immer 
endlich: K ist die Anzahl der einstelligen Prädikatkonstanten 
(kurz PK) P i , . . ., P K von L ^ . Die ai, . . ., a N und die P i , . . ., P K 
seien die einzigen deskriptiven Konstanten von L ^ . Als logische 
Operatoren enthält L § die logischen Symbole —i , A , v , A und V • 
Diese Sprachen sind, vor allem wegen des Fehlens mehrstelliger 
P K , sehr ausdrucksarm. Carnap nimmt ferner an, daß L § über 
einem N-stelligen Objektbereich interpretiert wird, daß es für 
jedes Objekt eine G K als Namen gibt und daß verschiedene G K 
verschiedene Objekte bezeichnen. Wenn wir im folgenden 
Sprachen betrachten, deren Atomformeln mit denen der Car-
napschen Sprachen L*. übereinstimmen, und deren übrige Sätze 
CO CO 
mit den Operatoren —i , A , v , A , V aus solchen Atomformeln 
i = i i = i 
gebildet sind, so werden sich dadurch keine wesentlichen Unter-
schiede ergeben - schon deswegen, weil der wichtigste Tei l der 
folgenden Überlegungen auf Sprachen über endlichen Individuen-
bereichen abgestellt ist, in denen sich die Sätze VxF(x) und 
CO 
V F(ai) als endliche Disjunktionen darstellen. 
i = l 
Eine weitere vereinfachende Annahme besteht darin, daß gelten 
soll H-Pk(ai) - i Pi(aO für k,l = 1, . . ., K und k ^ l und 
I |-Pi(ai) v . . . v P K (ai) für alle i = 1, . . ., N , wobei ||-A besagt, daß 
der Satz A aus logischen Gründen wahr ist. Wir können im folgen-
den annehmen, daß K > 2 ist, denn mit einer P K P i ist auch 
P2(x) = —i Pi(x) ein Prädikat von L ^ . Wenn die P i , . . ., P K diesen 
beiden Bedingungen genügen, so nennt man sie auch eine Familie 
von Prädikaten. Diese Forderungen beinhalten keine Beschrän-
kung der Allgemeinheit, denn sind sie nicht erfüllt, so kann man 
zu den 2* Prädikaten ( )Pi(x) A ( - , )P2(x) A . . . A ( - , )PK(X) 
übergehen, die eine vollständige Disjunktion bilden. Man kann 
dann Pi darstellen als Disjunktion aller solcher Prädikate, die das 
Konjunktionsglied P i (unnegiert) enthalten.4 
4 Vgl. dazu Carnap [50], S. 123rf. - Carnap betrachtet auch Sprachen, 
die mehrere Familien einstelliger PK enthalten. Wir verzichten hier 
N 
Eine Zustandsbeschreibung in ist ein Satz der Gestalt A Pk^ai), 
i = l 
mit ki aus 1,. . ., K . Die Zustandsbeschreibungen sind nicht 
L-determiniert, und jeder Satz von läßt sich als Disjunktion 
von Zustandsbeschreibungen darstellen. Es entspricht also der 
Zustandsmenge M die Klasse der Zustandsbeschreibungen, der 
Klasse JT (hier immer die Potenzmenge von M) die Menge aller 
Disjunktionen von Zustandsbeschreibungen, d.h. die Menge aller 
Sätze von L ^ . 
Carnap hat mehrere Axiomensysteme für die c-Funktionen an-
gegeben. Wir geben im folgenden im wesentlichen das System 
aus Carnap [63], S. 974ff. wieder, wobei wir das Axiom (A9), das 
sich auf Sprachen mit mehreren Familien von Prädikaten bezieht, 
weglassen und ebenso das sog. Reichenbach axiom (AI 3). 
Damit c(H/E) nicht von der syntaktischen Gestalt der Sätze 
H und E abhängt, soll gelten: 
Cl) Ist ||-E = E ' und ||-H = H ' , so gilt c(H/E) = c(H'/E'). 
Die folgenden Axiome C2 bis C6 ergeben sich daraus, daß c 
eine bedingte subjektive Wahrscheinlichkeitsfunktion sein soll. 
Sie lassen sich, wie in 2.1.4 gezeigt wurde, als Bedingungen für 
rationale Wetten rechtfertigen: 
C2) 0<c(H/E)<l. 
C3) Ist ||-E=>H, so gilt c(H/E) = l . 
C4) Ist ||-E —i ( H A H O , SO gilt c(H v H'/E) = c(H/E) + c(H'/E).* 
C5) Ist ||-E=> - i ( H i A H k ) fur alle i,k = l ,2 , . . . mit i ^ k , so 
oo oo 
gü tc (VHi/E) = 2c(Hi/E).« 
i = l i = l 
aber auf diese Verallgemeinerung, da an dem einfacheren Fall die 
Struktur des logischen WahrscheinlichkeitsbegrifFs und seine Schwie-
rigkeiten bereits deutlich werden. 
5 c(H/E) soll für kontradiktorische E Undefiniert sein. Vgl . dazu 
2.1.3. 
6 Ein solches Axiom fehlt bei Carnap in [ 6 3 ] . In [59] hat Carnap das 
Axiom NA17: Sind H und E Sätze von L^ , und H N und E N die ent-
C6: Gil t 11- E 3 -n H nicht, so ist c ( H A H ' / E ) = 
c (H/E) . C ( H 7 H A E ) . 
Das folgende Regularitätsaxiom ergibt sich, wie in 2.1.4 ge-
zeigt wurde, aus der Forderung, c solle ein System (bedingter) 
strikt rationaler Wetten bestimmen: 
C7) Ist N endlich und sind H , E Sätze von Lg , so gilt: 
Aus c(H/E) = l folgt ||-E=>H. 
Während sich die bisherigen Axiome aus Rationalitätsforde-
rungen im Zusammenhang mit Entscheidungen, speziell mit 
Wetten ergaben, sollen die folgenden beiden Invarianzaxiome 
den vernünftigen Kern des klassischen Indifferewzprin%ßps oder 
Prinzips vom mangelnden Grund enthalten, das man oft so formuliert: 
„Wenn keine Gründe dafür bekannt sind, eher mit dem Eintreten 
eines von mehreren möglichen Ereignissen zu rechnen, dann 
sind die Ereignisse als gleich wahr scheinlich anzusehen". Dieses 
Prinzip gilt als Rationalitätsprinzip deswegen, weil es Vorurteile 
ausschließt: Die rationale Person macht Unterschiede in ihren 
Wahrscheinlichkeitsbewertungen nur dann, wenn sie Gründe dafür 
hat. 
Die Invarianzaxiome lauten: 
C8) c(H/E) ist invariant bei Permutation der G K . 
C9) c (H/E) ist invariant bei Permutation der P K . 7 
In enger Entsprechung zu C l steht folgendes Axiom, das eben-
falls die Unabhängigkeit des Wertes c(H/E) von der Sprache 
fordert, in der die durch H und E dargestellten Ereignisse ausge-
drückt werden: 
sprechenden Sätze von L N , so soll gelten: c(H/E)==lim C ( H N / E N ) . 
n—>co 
Existiert dieser Grenzwert nicht, so soll c(H/E) Undefiniert sein. 
Beide Axiome spielen aber im folgenden keine Rolle, da, wie schon 
gesagt wurde, nur Sprachen mit endlichem N untersucht werden. 
7 Eine Permutation der Glieder einer Folge besteht in der Änderung 
ihrer Reihenfolge. Nach C8 und C9 soll sich also der Wert c(H/E) 
nicht ändern, wenn man in den Sätzen FI und E die G K und PK durch 
andere ersetzt. - Zu den Schwierigkeiten des Indifferenzprinzips vgl. 
CIO) c(H/E) ist unabhängig von der Zahl N der G K der zu-
grundegelegten Sprache L ^ . 8 
Gehören also die Sätze H und E einer Sprache an, und ent-
steht L § , aus durch Hinzunahme weiterer G K a^+i, . . ., aN', 
so ist der Wert c(H/E) für beide Sprachen gleich. Es genügt daher, 
die Sprache zu betrachten, die alle Sätze aus mit N < co 
enthält und in der sie die gleichen Wahrscheinlichkeits werte 
haben. 
Z u diesen Axiomen kommen noch zwei weitere hinzu, die 
besagen, daß die logische Wahrscheinlichkeit so gewählt werden 
soll, daß wir aus der Erfahrung lernen können, und anzeigen, 
welche Komponenten der Erfahrung für die Wahrscheinlichkeit 
eines Satzes relevant sind, nämlich das Axiom der Relevant von 
Einzelfällen und das Axiom der Voraussageirrelevanz : 
n 
C l l ) Es sei E ein Satz der Gestalt A Pk r(ai r), in dem die beiden 
r = l 
verschiedenen G K a und b nicht vorkommen. 
Für n = 0 sei E eine Tautologie T. Dann gilt: 
a) c(Pk(b)/EAPk(a))>c(Pk(b)/E) und 
b) c(Pk(b)/E A Pk(a)) # c(Pk(b)/E).a 
C l l besagt also, daß die Wahrscheinlichkeit von P k(b) mit 
positiven Instanzen von P k zunimmt. Wie Humburg in [64], 
z. B. Carnap und Stegmüller [59], S. 3. Ist etwa unbekannt, welchen Wert 
eine Größe x hat, die im Intervall [0,1] liegen muß, so wäre bei un-
kritischer Anwendung des Indifferenzprinzips 
w(0 < x <I) =w(ijr< x < 1) —\. Ebenso müßte aber gelten 
w(0< x2<|-)=w(-|< x 2< 1)=-|. Daraus ergibt sich aber ein Wider-
spruch, denn es ist w(0 < x 2 < \) = w(0 < x < --L-). 
1/2 
8 Wenn man, wie Carnap, Sprachen mit Quantoren betrachtet, so 
muß man bei diesem Axiom fordern, daß H und E keine Quantoren 
enthalten. Denn in Lf gilt c(Pi(ai) vPi(a2)/VxPi(x)) = l ; das gilt aber 
nicht mehr in L^. 
9 Es würde hier, ebenso wie bei den folgenden Axiomen, wegen 
C 9 genügen, die Forderung für k = l zu formulieren. 
S. 9f. gezeigt hat, folgt C l l a aus C l bis C4, C6, C8 und CIO.1«* 
C l l b folgt aus dem „Reichenbachaxiom", das Carnap in [63] 
verwendet.11 Das Reichenbachaxiom lautet: 
/ n nA 
lim c(Pi(an+i) / A Pic^ai)) - — =0, wo ni die Anzahl der Vor-
n->co\ i = 1 n / 
n 
kommnisse von P i in APk^aj.) ist. 
i = 1 
Dieses Axiom folgt umgekehrt aber auch aus den übrigen 
Axiomen zusammen mit C l l b . 1 2 Wir wollen hier das einfachere 
C l l b beibehalten und auf das Reichenbachaxiom verzichten.1 3 
1 0 Carnap hatte dies Resultat in Schilpp [63], S. 976 vermutet. Der 
Beweis beruht darauf, daß die Ereignisse Pk(ai) nach C8 vertauschbar 
sind bzgl. der Bewertung w mit w(A) = c(A/T). Wegen CIO kann man 
sich auf die Betrachtung von beschränken. Die Ereignisse Pk(ai) 
sind dann auch bzgl. WE(A) = C (A/E ) vertauschbar, d.h. es gibt eine 
zugehörige Verteilungsfunktion O (z) mit 




w E ( P k ( b ) / P k ( a ) ) = W B ( P k ( a ) A P k ^ ) - » wE(Pk(a)) J z d $ ( z ) -
0 
Nach der Schwarzsehen Ungleichung (vgl. Richter [66], S. 187) gilt 
(Jz-T d<D(z))2 < Jz2 dO(z) • JI -dO(z). Wegen JdO(z) = l erhält man 
0 0 0 
1 fz2 d®(z) 
alsowE(Pk(b)HJzd<J>(z) < ^ ^ = wE(Pk(b)/Pk(a)),d.h. Jz dO(z) 
c(Pk(b)/E) < c(Pk(b)/EAPk(a)). 
Ist wB(Pk(b)) = JzdO(z)=0, so gilt C l l a wegen C2. 
1 1 Vgl. Carnap [63], S. 976 und Humburg [64], S. 12. 
1 2 Vgl. dazu das Theorem T 2.3.2-1 im nächsten Abschnitt. 
1 3 Würde man das Regularitätsaxiom nach D2.1.3-4 in einer für 
passenden Weise erweitern, so könnte man daraus mit C l bis C5, C8 
C12) E habe die Gestalt APk r(ai r) und enthalte die G K a nicht. 
r = l 
a) Es sei K > 2 und E ' gehe aus E hervor durch Ersetzung 
eines Vorkommnisses der P K Pi mit l ^ k durch Pj mit j ^1 
und j k. Dann gilt: 
c(Pk(a)/E) = c(Pk(a)/E'). 
b) Für K = 2 ist c(Pk(a)/E) für festes n eine lineare Funktion 
der Anzahl n k der Vorkommnisse von P k in E . 
C12 besagt, daß die Wahrscheinlichkeit von Pk(a) nur von der 
Zahl der positiven und negativen Instanzen von P k in E abhängt. 
Dabei werden alle Instanzen von Pi mit l ^ k gleichermaßen als 
negative Instanzen von P k bewertet. Da es für K = 2 in E keine 
zwei von P k verschiedenen Prädikate gibt, muß man die Forde-
rung C12a für K = 2 anders formulieren. C12b stellt nun gerade 
sicher, daß für den Fall K = 2 c(Pk(a)/E) in gleicher Weise von den 
Zahlen n, n k und K abhängt wie für K > 2. Vg l . dazu den Beweis 
des Theorems T2.3.2-1. 
Definiert man m ( H ) : =c(H/T) , wo T ein tautologischer Satz 
C ( H A E / T ) 
ist, so gilt nach C6: C ( H / E A T ) = - ^ — : ~ für c(E/T)^0, also 
c(E/T) 
m ( H A E) 
c ( H /E) = — — . Man kann c(H/E) daher auch durch die 
und CIO auch C l lb gewinnen: Nach Anmerkung 10 folgt aus C8, daß 
die Ereignisse Pk(ai) vertauschbar sind bzgl. W E . Ist nun w regulär, so 
auch W E , da die Sätze E , Pk(a) und Pk(b) logisch unabhängig sind. 
Es gilt nun aber WE(Pk(b)/Pk(a)) = WE(Pk(b)) nur dann, wenn für die 
zugehörige Verteilungsfunktion <D(z) gilt <D(z)=D(z-r) für eine Zahl 
r mit 0 < r < l . (Vgl. dazu auch Humburg [64], S. 11 f.). Nach der 
I i i 
Schwarzsehen Ungleichung gilt (fzd$(z))2 = (jz 2d®(z)) • (J*d<D(z)), also 
0 0 0 
wE(Pk(b)) = - ^ ^ nur falls jVr)dO(z) 
WB(Pk(a)) o 
= 0, d.h. für <X>(z) = D(z-r) (vgl. Richter [66], S. 187). Diese Funktion 
entspricht aber nicht einem regulären W E . 
Anfangswahrscheinlichkeit m darstellen für m(E) ^  0. Für N < oo 
gilt nach C7: m(E) = c(E/T) = 0 nur, falls ||-T=> - . E , d.h. falls E 
kontradiktorisch ist. Für diesen Fall soll aber auch c(H/E) Undefi-
niert sein. D . h . für N < oo kann man allgemein c durch m definie-
ren. 
2.3.2 Das Kontinuum der induktiven Methoden 
Durch die Axiome C l bis C12 wird die logische Wahrschein-
lichkeit c(H/E) bis auf einen reellen Parameter X>0 eindeutig 
festgelegt. Das ergibt sich aus den folgenden Sätzen: 
T2.3.2-1: Für jede auf mit N < oo definierte c-Funktion, die C l 
bis C12 genügt , 1 4 läßt sich c(Pk(a)/E), wo E ein Satz der Gestalt 
n 
APk^ai.) ist, in dem das Prädikat Pk nk-mal vorkommt und in 
i=i 
dem die G K a nicht vorkommt, in der Form 
X 
n k + — 
(*) c (P k (a )/E)=—— 
n + A 
darstellen, wobei X eine reelle Zahl ist mit 0 <X < oo.15 
T2.3.2-2: Ist m(A): = c(A/T) und ist Z eine Zustandsbeschrei-
N 
bung von mit N<oo, d.h. ein Satz der Gestalt APji(ai), in 
i = i 
K 
dem die P K P k nk-mal vorkommt (also 2 n k = N) , und erfüllt c 
k=i 
die Axiome C l bis C12, so gilt: 
K / x \ M 
(**) m(Z) = — 5 W O ^ r e e ^ e ^ahl ^ 0 <X < oo 
1 4 C5 wird für N < oo natürlich überflüssig. 
1 5 Daraus folgt sofort das Reichenbachaxiom. 
ist. Dabei sei r [ 0 ] = l und r [ m + 1 W m ] . ( r -m) , also r f m ] = (£) . m ! 
= r . ( r -1) . . . . . ( r - m + 1). 
Umgekehrt erfüllen auch alle durch (**) definierten c-Funktio-
nen die Axiome C l bis C12, so daß also tatsächlich alle Werte von 
X mit 0 <X< co zulässig sind. D . h . es gilt der Satz: 
T2.3.2-3: Ist m über mit N < co definiert durch die Bedingung 
(**) von T2.3.2-2 und die Festsetzung m(A v B) = m(A) + m(B) 
m(H A E ) 
für II-A =3 - i B, so erfüllt die Funktion c ( H / E ) : = 7 ;^r~ die 
m ( E ) 
Axiome C l bis C12. 
Zum Beweis dieser drei Theoreme vgl. den Anhang II. 
Da man T2.3.2-2 mithilfe von (*) und der Gültigkeit von C6 
für c (H/E) beweist, ergibt sich aus T2.3.2-3, daß alle c-Funktio-
nen, die der Bedingung (*) und C4 und C6 genügen, alle Axiome 
C l bis C12 erfüllen. Denn c definiert mit m(A):=c(A/T) eine 
Funktion m, für die nach C6 gilt, daß sie die Bedingung (**) 
erfüllt, und für die nach C4 gilt m(A v B) = c(A v B/T) = c(A/T) + 
+ c(B/T) = m(A) + m(B) für ||-A=> - , B . Solche Funktionen m 
sind aber nach T2.3.2-3 für alle Sätze von definiert und die 
C ( A A E / T ) m(A A E ) 
c-Funktionen, für die gilt c (A/E) = — r ^ T ^ r " = , er-
c(E/T) m ( E ) 
füllen C l bis C12. 
Nach T2.3.2-1 gilt c (P k ( a)/E)= — = Z 
n + A n + A 
wobei E ein Satz der Gestalt A Pk^aij) ist, der die G K a nicht enthält, 
1 = 1 
und in dem die P K P k n k-mal vorkommt. Und ist allgemein M(x) 
ein Molekularprädikat von L g , so läßt sich M(x) in der Form 
Pki(x) v . . . v Pkw(x) darstellen, wobei w die Weite von M 
genannt wird . 1 6 Es ist dann c(M(a)/E) = 2 c(Pkl(a)/E) = 
1 = 1 
X X /nM\ /w^ 
i 2 n k l + K - . w OX + - . W nj-n + ^ y 
~ ^ T ~ = n + X ~ = • n + X > w o n * = 2 ^ 
die Zahl der Vorkommnisse aller Komponenten P k j von M in E 
ist. 
c(M(a)/E) ist also ein gewichtetes Mittel aus den beiden Kom-
riM 
ponenten — , der relativen Häufigkeit von M in der Stichprobe 
w 
E , und aus —, der Anfangswahrscheinhchkeit c(M(a)/T) von M(a). 
K 
Die zweite Komponente nennt man daher auch die apriorische 
Komponente, die erste die empirische, da sie durch den Inhalt des 
Beobachtungssatzes E bestimmt wird. Dabei ist n, der Umfang 
der Stichprobe, das Gewicht des empirischen Faktors und X ist 
das Gewicht des apriorischen Faktors. 
Damit haben wir eine Deutung von X gewonnen. Je größer X 
ist, desto geringer ist der Anteil des empirischen Faktors, desto 
größer muß der Umfang der Stichprobe sein, bevor der empirische 
Faktor — den Ausschlag in der Bestimmung der Wahrscheinlich-
n 
keit von M(a) gibt. Man hat deswegen X auch als Vorsichtigkeits-
index (index of caution) bezeichnet.17 In ihm drückt sich die 
Skepsis aus, mit dem wir dem empirischen Befund in E begegnen. 
Nach CIO ist X ein Parameter, der nicht von N abhängt. Da X für 
eine Konstante ist, kann X also nur von K abhängen, oder X 
kann eine, auch von K unabhängige, universelle Konstante sein. 
K 
1 6 In der Darstellung von M(x) kann man —i Pk(x) durch V Pi(x) 
i*k 
1 = 1 
ersetzen, und kann dann die disjunktive Normalform bilden, in der 
jedes Disjunktionsglied nur ein Satz Pk(x) ist, da Pk(x) A P I ( X ) für l#k 
logisch falsch ist für alle x. 
1 7 Vgl. Kemeny [63], S. 728. 
Wir wollen uns durch die Diskussion einiger Werte von X ein 
Bild davon machen, wie die c-Funktionen von X abhängen. 
A) X = 0. Dieser Wert, der der Annahme GK(0,1) = 0 entspricht, 
wird durch C6 ausgeschlossen.18 Trotzdem kann man aber diesen 
Wert als Näherung zur Illustration verwenden, indem man setzt 
c 0(H/E) = Umc x(H/E). 
x-*o 
Ist X = 0, so ist c(M(a)/E) = — , also mit der relativen Häufigkeit 
n 
von M in E identisch. Das bedeutet, daß man z. B. für kleines n 
und ü M = n den Wert 1 erhält. In diesem Sinn entspricht die Wahl 
X = 0 (bzw. eines sehr kleinen X) nicht unserer Intuition. 
E s ist ferner m 0 ( Z ) = l i m ^ '- i '- = 
V ' x-o X(X + l)-...-(X + N-l) 
^- i V \ K J \K i . 7 1 1 j 
h m — — • * w o p die Z a h l der 1 mit 
x ^ o K p (X + 1)-....(X + N -1 ) F 
rii 5* 0 ist. Ist n u n p = 1, ist also für ein k nk = N , so erhalten wir 
1 ( N - 1 ) 
K ' ( N - I ) 
n(ni-l)! x 
m 0 ( Z ) = ^ Hm - n =0. 
V (N-l)I x-^ o K P 
D . h . für X = 0 erhalten nur die Zustandsbeschreibungen, bei 
denen alle Objekte dieselbe Eigenschaft haben, die homogenen 
Zustandsbeschreibungen, wie man auch sagt, einen von Nul l 
verschiedenen Wert. 
1 
B) X = o°. Dieser Wert, der G K (0 ,1 )=— entspricht, ist nach C l l 
K 
1 ( N - l ) ! 1 
m 0(Z) = — = —. Ist p ^ l , so erhalten wir: 
K ' K ( N - l ) ! K F ' 
1 8 Vgl . den Beweis von T2.3.2-1 im Anhang II. 
134 
ausgeschlossen.19 Wir können diesen Wert aber als Näherung für 
sehr große X ansehen, indem wir setzen CQO (H/E) = limc x(H/E). 
X->oo 
w 
Wir erhalten dann c(M(a)/E) = —, d.h. der empirische Faktor ver-
IC 
schwindet ganz, die Stichprobe ist ohne Einfluß auf die Wahr-
scheinlichkeit von M(a), und es gilt daher c(M(a)/E) = c(M(a)/T). 
Es haben dann alle Zustandsbeschreibungen dieselbe Anfangs-
wahrscheinlichkeit : 
m(Z) = c(Pkl(ai)/T) . c(Pka(a2)/Pkl(ai)) . . . . . c(Pk N(aN)/ 
Pki(ai) A . . . A P k N _ 1 ( a N - i ) ) = f V
K / K N 
Daß die WahrscheinHchkeit von M(a) unabhängig von E ist, 
widerspricht ebenfalls unserer Intuition. 
C) X = K . Es gilt dann c(M(a)/E) = — - - . Das ergibt für K = 2 
n + K 
und w = 1 die Induktionsformel von Laplace. Diese Wahl von X 
führt dazu, daß alle Strukturbeschreibungen dieselbe Anfangs-
wahrscheinHchkeit haben. Eine Strukturbeschreibung S(ni, . . . ,IIK) 
ist ein Satz des Inhalts, daß n k der N Objekte die durch P k ausge-
K 
drückte Eigenschaft haben. Dabei muß wieder gelten 2 n k = N . 
N ! 
Da es Permutationen der P k in einer N-stelHgen 
n x ! . . . n K ! 
Folge gibt, wobei je n k GHeder durch P k besetzt werden, und da 
alle Zustandsbeschreibungen, die zu ein und derselben Struktur-
beschreibung gehören, nach T2.3.2.-2 denselben m-Wert haben, 
gilt: 
. , Q , „ N ! n a - . - . - n i ) N ! ( K _ 1 ) ! 
m(S(ni,. . ., nk)) = l— = — . 
V V J J m ! . . . n K ! ( N + K - l ^ l (N + K - 1 ) ! 
Dieser Wert hängt von den n k nicht mehr ab. 
1 9 Vgl . dazu wieder den Beweis von T2.3.2-1 im Anhang II. 
Da eine Strukturbeschreibung mit n k = N nur eine Zustands-
beschreibung enthält, haben die homogenen Zustandsbeschrei-
bungen die höchste Anfangswahrscheinlichkeit. 
Die Funktion CK bezeichnet Carnap auch als c*-Funktion. Sie 
hielt er ursprünglich für die intuitiv befriedigendste c-Funktion. 
Carnap hat in [52], S. 56-79 für die Wahl von X folgenden Ge-
danken entwickelt: Man kann eine Wahl von X bzgl. einer Zu-
standsbeschreibung Z als umso erfolgreicher ansehen, je kleiner 
der mittlere quadratische Fehler der Schätzung für die relativen 
Häufigkeiten der P i , . . ., P K in Z (ohne Berücksichtigung der in E 
erwähnten Objekte) auf der Grundlage aller möglichen Stich-
proben E aus Z mit festem Umfang n ist. 2 0 Auf diese Weise 
kommt man dazu, jeder Zustandsbeschreibung einen optimalen 
2 0 Als Wert dieser Größe g ergibt sich 
n - ^ + (X«-n).|r» 
g — — . Dabei ist n die relative Häufigkeit von Pi in Z, 
K • (n + X)2 
K K 
also 2ri = l (Vgl. a.a.O. Theorem 21-3, S. 65). 2ri 2 wird maximal 
i=i i=i 
K 
( = 1), wenn ein n = l ist (also die übrigen r k = 0). 2 r i wird minimal, 
i=i 
1 K 1 
wenn alle ri den gleichen Wert haben, also für ri = —, also für 2r.2 = —. 
K i=i1 K 
K 
Carnap sieht die Größe 2 r i als Maß der Ordnung von Z an. Für ein 
i=l 
homogenes Z erhält man g = - — ——, für ein Z minimaler Ord-
& & K 2 ' ( n + X)2 
nung R = ^ T - ~~— ( v g l . a.a.O. S. 67). Im letzteren Fall führen große 
& & K 2 ( n + X ) 2 v B J ö 
X-Werte zu einem kleinen g, im ersteren Fall kleine. Man kann also X 
auch als Ordnungsindex interpretieren in dem Sinn, daß sich im 
Wert X eine Annahme über das Maß der Ordnung in der Welt ausdrückt. 
Das kam ja auch in der Darstellung von X als Gewicht des apriorischen 
Faktors in c(Pi(a)/E) zum Ausdruck: Ist Z homogen, so kommt man 
mit X = 0 am besten zum Zuge, hat Z minimale Ordnung, so mit X = o o . 
Wert von X zuzuordnen. Da nun der tatsächliche Zustand der 
Welt unbekannt ist, kann man diesen Zusammenhang nicht für 
die Auswahl von X verwenden, man kann ihn aber benützen, um 
die Wahl von X zu deuten als Annahme über den tatsächlichen 
Zustand der Welt, und um einen Wert von X auszuzeichnen auf-
grund von Annahmen über die Welt. 
2.3.3 Die Paradoxie von Goodman 
Die Theorie der logischen Wahrscheinlichkeit begegnet ver-
schiedenen Einwänden, die wir in diesem Abschnitt diskutieren 
wollen. 
E i n erster Einwand gegen Carnaps Theorie ergibt sich daraus, 
daß die Sprachen, für die c-Funktionen bisher definiert worden 
sind, so einfach und ausdrucksarm sind, daß man in ihnen sehr 
viele wichtige Probleme, wie z .B . Wahrscheinlichkeitsaussagen 
über den Wert physikalischer Größen nicht formulieren kann. 2 1 
Das ist zwar kein grundsätzlicher Einwand, denn es könnte ja 
gelingen, auf dem eingeschlagenen Weg fortzuschreiten und 
c-Funktionen für immer reichere Sprachen anzugeben. Es ergeben 
sich dabei aber schon bald erhebliche Schwierigkeiten, so daß ein 
Erfolg zumindest zweifelhaft ist. 
E i n zweiter Einwand beruht darauf, daß es auch für einfache 
Sprachen bisher nicht gelungen ist, die c-Funktionen durch Aus-
zeichnung eines bestimmten Parameters X eindeutig festzulegen. 
Carnap war ja von der Zielsetzung ausgegangen, mit seinem 
logischen Wahrscheinlichkeitsbegriff ein Modell des Lernens aus 
der Erfahrung anzugeben, in dem die Annahmen über die Welt 
2 1 Auch die „very rich languages" in Putnam [56] verdienen kaum 
diesen Namen, da alle Sprachen über endlichen Objektbereichen 
elementar sind. 
durch das gesamte Erfahrungsdatum eindeutig vorgezeichnet 
sind. Außerdem wollte er mit der c-Funktion den Bestätigungs-
grad von Hypothesen aufgrund von Beobachtungen eindeutig 
und unabhängig von subjektiven Vorurteilen festlegen. 
Auch das ist kein grundsätzlicher Einwand. Es könnte ja 
gelingen, weitere Axiome für die c-Funktion zu begründen, nach 
denen der Wert von X eindeutig festgelegt wird. Außerdem wäre 
die Auszeichnung rationaler Wahrscheinlichkeitsbewertungen als 
bestimmter subjektiver Bewertungen auch dann von Interesse, 
wenn sie nicht nur eine solche Bewertung erfassen würde. 
Es zeigt sich aber nun, daß alle Axiome, die über die Forderung 
der strikten Rationalität, bzw. Fairness nach 2.1.4 hinausgehen, 
also gerade die Axiome, mit der die Theorie der logischen 
Wahrscheinlichkeit über die der subjektiven WahrscheinHchkeit 
hinausgeht, fragwürdig sind. Da C l und CIO eine Unabhängigkeit 
von c(H/E) von der Sprache fordern, der die Sätze H und E 
angehören - eine Unabhängigkeit, die im Aufbau der subjektiven ] 
Wahrscheinlichkeitstheorie ohnehin gewährleistet ist - muß sich 
eine grundsätzHche Krit ik an der Carnapschen Theorie auf die 
Axiome C8, C9, C l l und C12 richten. 
Z u C12 ist zunächst zu sagen, daß diese Forderung keineswegs 
immer plausibel ist. Sind P i bis Pio Prädikate, die beinhalten, daß 
der Wert einer gemessenen Größe t in den IntervaUen [1;1.1], 
. . ., [1.9 ;2] Hegt, besagt Pn , daß t im Intervall [2;3] Hegt und ist 
bekannt, daß t nur Werte aus [1 ;3] annehmen kann, so wird man, 
im Gegensatz zu C12, annehmen 
c(P5(aio)/Pi(ai) A . . . A P4(a4) A P6(a5) A . . . A Pi0(a9)) > 
c(P6(aio)/Pu(ai) A . . . A Pn(a9)). 
Der Carnapsche Ansatz enthält keine MögHchkeit, solche 
semantischen Verwandtschaften oder Korrelationen von Prädi-
katen zu berücksichtigen, da er rein syntaktisch-formalen Kriterien I 
folgt. j 
E i n entsprechender Einwand trifft auch das Axiom C9, nach ] 
dem alle Prädikate bei der Wahrscheinlichkeitsbewertung gleich \ 
behandelt werden soUen: Kann eine physikaHsche Größe z .B . 
nur Werte zwischen 0 und 1 annehmen, so wird man den Inter-
vallen (0;0.0001) - dargestellt durch P i - und (0.0001 ;1) - dar-
gestellt durch P2 - nicht die gleiche Aprioriwahrscheinlichkeit 
c(Pi(a)/T)=--c(P2(a)/T) zuordnen, wie das durch C9 gefordert 
wird. Auch hier gehen also semantische Kriterien in eine rationale 
Anfangsbewertung ein, die ein rein logischer Wahrscheinlich-
keitsbegriff nicht erfassen kann. 
Ebenso hat man oft hervorgehoben,22 daß c(Pi(a)/T) von der 
Zahl K der Grundprädikate der Sprache abhängt. Gil t z. B . 
P K ( X ) = P K ( X ) V P K + 1 ( X ) , W O P K zur Sprache und die Pj zur 
Sprache L ^ + 1 gehören, und im übrigen gelten möge Pi(x) = Pj(x) 
1 2 
für i < K , so ist c(PK(a)/T)=-undc(PK(a)vPK+i(a)/T) = — — , 
IC IC +1 
obwohl P K ( ^ ) und PK(a) v PK + 1(a) die gleichen Propositionen 
ausdrücken. Das aber widerspricht der Absicht Carnaps, daß der 
Wert c(H/E) nicht von der Sprache abhängen soll, in der die den 
Sätzen H und E entsprechenden Propositionen ausgedrückt 
werden. 2 3 Auf die Axiome C8 und C l l gehen wir unten 
ein. 
Der schwerwiegendste Einwand gegen die Carnapsche Theorie 
ergibt sich aber aus der Paradoxie der Induktion, dem new riddle 
of induction, das Nelson Goodman zuerst in [46] dargestellt und 
später in [55] ausführlich diskutiert hat. 
22 Vgl. z.B. Nagel [63], S. 791 f. 
2 3 J . G . Kemeny fordert in [63], S. 722 explizit, daß der Wert von 
c(H/E) nur von den Propositionen abhängen soll, die die Sätze H und E 
ausdrücken. Er sagt dort: „Suppose that there are two systems (of 
language), each of which is capable of expressing the hypothesis and 
the evidence, then the c-value must turn out to be the same in both". 
Bei Carnap drückt sich diese Forderung in der Begründung von C l 
und CIO aus, sowie in speziellen Forderungen, wie der, daß c(H/E) 
unverändert bleibt, wenn weitere Prädikatfamilien zu der Sprache 
hinzugenommen werden, der die Sätze H und E angehören. Vgl . dazu 
die Axiome A9 und A l l in [63], S. 975. 
Nach Carnaps Axiomen gilt für jedes Prädikat M einer Sprache 
Lg , für die c definiert ist, für hinreichend großes n : 2 4 
a) c(M(an+i)/ A M( a i )) > c( - . M(a n +i)/ A M( a i )) , 
i = l i = l 
n 
wo A M(ai) ein nicht-kontradiktorischer Satz ist, in dem die 
i = l 
Konstante a n +1 nicht vorkommt. D . h. aufgrund der Beobachtung 
n 
A M(ai) soll man mit M(a n + i) eher als mit —i M(an+i) rechnen. 
i = l 
Goodman hat nun aber gezeigt, daß es zu jedem Prädikat F(x) 
ein Prädikat F'(x) gibt, so daß gilt: 
a) F(ai) = F'(ai) für alle i < m und 
b) F(ai) = —i F'(ai) für alle i > m, für irgendein m> 1. 
Damit ergibt sich nach C l aus (a) aber 
c(M(a n +i)/A M(ai)) = c( - , M'(an+i)/ A M'(ai)) > 
i = l i = l 
n n 
c( - i M(aa+i)/ A M(a i)) = c(M/(an+i)/A M'(ai)), während nach (a) 
i = l i = l 
n n 
gelten müßte c(M'(an+i)/ A M'(ai)) > c( - , M'(an+i)/ A M'(ai)). 
i = i i = i 
Ist also mit F(x) auch F'(x) ein Prädikat der Sprache, für die c 
definiert ist, so erhält man einen Widerspruch. 
Fx(x) kann man z. B . so definieren: 
F'(x): = F(x) A (x = ai v . . . v x = am) v —i F(x) A (X ^  ai A . . . A X ^ am). 
Solche Goodmanschen Prädikatkorrelate kann man fallweise 
auch intensional charakterisieren. Ist z .B . F(x) das Prädikat 
„wenn x ein Smaragd ist, so ist x g rün" , so kann man für F'(x) das 
Prädikat wählen „wenn x ein Smaragd ist, so ist x gricht", wobei 
2 4 Nach T2.3.2-1 muß gelten, wo w die Weite des Prädikats M ist: 
w • X w • X 
n + — n+ K 
- > 1 , also n > X • (1 ). 
n+X n + X K 
Für w = 1 und K — 2 genügt es daher, unabhängig von X, n > 0 zu 
wählen. 
„gr icht" erklärt wird durch „x ist gricht genau dann, wenn x in 
einem Zeitpunkt t < t 0 untersucht wird und grün ist, oder wenn x 
nicht zu einem Zeitpunkt t<t 0 untersucht wird und nicht grün 
ist". Es sei nun t 0 der gegenwärtige Zeitpunkt. Da alle bisher 
untersuchten Smaragde grün waren, wird man sagen, daß es wahr-
scheinlicher ist, daß in Zukunft untersuchte Smaragde ebenfalls 
grün sein werden, als daß sie nicht grün, d. h. gricht sein werden. 
Da aber alle bisher untersuchten Smaragde per definitionem auch 
gricht waren, könnte man mit demselben Recht auch sagen, daß 
es wahrscheinlicher ist, daß auch die in Zukunft untersuchten 
Smaragde gricht sein werden, als daß sie nicht gricht, d.h. grün 
sein werden. 
Die Goodmansche Paradoxie geht in ihrer Bedeutung weit 
über die Carnapsche Theorie der logischen Wahrscheinlichkeits-
bewertung hinaus, denn sie bezieht sich nur auf das (a) entspre-
chende, sehr schwache Induktionsprinzip: 
(V) Wenn ein Prädikat F auf alle bisher untersuchten Objekte 
a i , . . ., a n zutrifft, so ist es für hinreichend großes n wahrschein-
licher, daß F auch auf das nächste Objekt an+i zutreffen wird, 
als daß F auf dieses Objekt nicht zutreffen wird. 
Die Paradoxie zeigt, daß dieses Prinzip nicht al lgemeingültig 
ist und wirft die Frage auf, wie sich die Prädikate F, für die es 
gilt, von denen unterscheiden lassen, für die es nicht gilt. Da (V) 
die Form vieler korrekter induktiver Schlüsse ist, muß es Prädi-
kate F geben, für die es Geltung hat. 
Im Rahmen der subjektiven WahrscheinHchkeitstheorie gilt 
(V) nur für solche Prädikate F, deren Sätze F(ai) vertauschbare 
Ereignisse bezeichnen. Im Rahmen der objektiven Wahrschein-
lichkeitstheorie gilt (V) nur für solche Prädikate, deren Sätze F(ai) 
unabhängige Wiederholungen desselben Versuchs bezeichnen. 
In diesen beiden Theorien entsteht also durch die Paradoxie von 
Goodman kein Widerspruch, sondern es wird nur die Dringlich-
keit der in diesen Theorien selbst nicht beantworteten Frage un-
terstrichen, welche Ereignisse wir als vertauschbar, bzw. als 
unabhängige Wiederholungen desselben Versuches ansehen. 
Für die Carnapsche Theorie hingegen, wie für jede Theorie, in 
der (V) als allgemeingültig angesehen wird, ergeben sich aus der 
Paradoxie ernste Schwierigkeiten. Man könnte zunächst einzu-
wenden versuchen, daß für die einfachen Sprachen L * , die Carnap 
betrachtet, die Goodmanschen Prädikate F ' nicht derselben 
Sprache angehören wie die Prädikate F ; es sei also ein Anwen-
dungsproblem dieser Theorie, zu klären, welche Grundprädikate, 
d.h. welche Sprachen zulässig sind, so daß die Paradoxie die 
Theorie selbst nicht unmittelbar berühren würde. 
Dieser Einwand läßt sich aber nicht aufrechterhalten: Die 
Goodmanschen Prädikate F ' sind in zu den Prädikaten F von 
nur deswegen nicht definierbar, weil diese Sprachen keine 
Identität enthalten.25 Wenn also die Goodmansche Paradoxie nur 
die Anwendung der logischen WahrscheinHchkeitstheorie be-
treffen soll, so müßte man ein für allemal darauf verzichten, die 
c-Funktionen für Sprachen der Prädikatenlogik mit Identität zu 
definieren - das sind aber gerade die für die Anwendungen wich-
tigsten Sprachen. Ferner ist es, wie wir schon oben betont haben, 
ein Grundgedanke des Carnapschen Ansatzes, daß die Werte 
c(H/E) nicht von der Wahl der Sprache abhängen, in der man die 
durch H und E bezeichneten Propositionen ausdrückt. Es gilt 
aber in einer Sprache, der F als Prädikat angehört : 
n n 
c(F(an+i)/ AF(ai))>c( - i F(an+i)/A F(a4)), während in einer Spra-
i n i=l 
n 
che, der F ' als Prädikat angehört, gilt: c(F'(an+i)/ AF'(ai)) > 
i = l 
n 
c( —i F'(an+i)/ AF^ai)), obwohl die Sätze —i F(a n +i) und F'(an+i) 
i = l 
n n 
und AF(ai) und AF'(ai) per definitionem äquivalent sind und 
i=i i=i 
also die gleiche Proposition ausdrücken. 
2 5 Carnap läßt zwar die Identität zu, fordert jedoch, daß die Sätze 
a = b für verschiedene Gegenstandskonstanten a und b logisch falsch 
sind. Damit wird aber die Identität überflüssig, weil alle Identitätsaus-
sagen logisch determiniert sind. 
Man kann daher sagen: Wenn die Goodmansche Paradoxie 
gerade eben noch nicht zu einem Widerspruch in der Carnapschen 
Theorie führt, so liegt das nur an der Armut der Sprachen, für die 
c-Funktionen definiert werden. Trotzdem erweisen sich die 
Carnapschen Axiome aufgrund der Paradoxie als inadäquat . 2 6 
Das Prinzip (oc) ergibt sich bei Carnap, wie in der subjektiven 
Theorie, mit C8. C8 ist ja ein Axiom, das die Vertauschbarkeit der 
Ereignisse Pk(ai) für alle Grundprädikate P k(k = 1, . . ., K ) be-
hauptet, also auch die Vertauschbarkeit von „gricht", ganz im 
Gegensatz zu unserer Intuition. Das Invarianzaxiom C8 sollte 
aber nach Carnaps Intention eines der grundlegenden Axiome des 
logischen Wahrscheinlichkeitsbegriffs sein. Gibt man es auf, wie 
das durch Goodmans Paradoxie erzwungen wird, so erweisen 
sich nach den oben kritisierten Axiomen C9, C12 auch die beiden 
anderen Axiome C8 und C l l , mit denen Carnap über die subjek-
tive Theorie hinauskommen wollte, als unhaltbar. Wir hatten ja 
in 2.3.1 darauf hingewiesen, daß C l l a aus C8 mit C l bis C4, C6 
und CIO folgt, C l l b aber aus C l bis C6, C8 und CIO mit einer für 
2 6 Hempels Begründung in [60], S. 72 f. für die Ansicht, die Good-
mansche Paradoxie könne in Carnaps System nicht auftreten, ist nicht 
ausreichend. Er geht von einer Formulierung der Paradoxie aus, die 
sich auf Regeln für die Annahme von Sätzen bezieht, wie etwa: 
„Wenn alle bisher untersuchten Objekte ai, . . , a n die Eigenschaft F 
hatten und n hinreichend groß ist, so darf man annehmen, daß auch 
a n + i die Eigenschaft F haben wird." Derartige Regeln lassen sich in 
Carnaps System natürlich nicht begründen, ebensowenig wie in anderen 
Systemen der Wahrscheinlichkeitstheorie. Dort gibt es nur Regeln der 
Art: „Die Wahrscheinlichkeit von F(an+i) aufgrund der Beobachtung 
F(ai) A . . . A F(an) liegt für hinreichend großes n nahe beil ." Nach Hempel 
lassen sich aber auch nicht zwei Aussagen c(F(an+i)/F(ai) A . . . A 
F(an))~l und c( —\ F(an+i)/F(ai) A . . . AF(a n ) )« ' l in Carnaps System 
begründen, weil ja gilt c( —i A/E) = 1 ~c(A/E). Liegt also c(F(an+i)/ 
F(ai) A . . . AF(a n)) nahe bei 1, so liegt c( —i F(an+i)/F(ai) A . . . A F(an)) 
nahe bei 0. - Das ist zweifellos richtig, aber daraus folgt nur dann, daß 
die Goodmansche Paradoxie im System nicht auftritt, wenn das System 
widerspruchsfrei ist, und eben das steht ja zur Diskussion. 
L^> passenden Erweiterung von C7. Wenn man C l l daher mit 
diesen Axiomen, d. h. neben den unverdächtigen Axiomen mit C8 
begründet, so fällt das Axiom mit dem begründenden C8. Als 
selbständiges Axiom verstanden ist es aber im Blick auf die 
Goodmansche Paradoxie inadäquat, da positive Instanzen vor t 0 
beobachteter grichter Smaragde es nicht wahrscheinlicher 
machen, daß nach t 0 beobachtete Smaragde wieder gricht sein 
werden. 
Wenn aber so alle Axiome, mit denen Carnaps Theorie über die 
subjektive Theorie hinausgeht, als generelle Prinzipien inadäquat 
sind, so wird man sagen dürfen, daß der Versuch Carnaps ge-
scheitert ist, allgemeine Rationalitätskriterien für subjektive 
Wahrscheinhchkeitsbewertungen anzugeben, die über die Forde-
rung der Regularität hinausgehen. 
Gescheitert ist insbesondere auch der Versuch, auf diesem 
Weg zu einem empiristischen Modell der empirischen Erkenntnis, 
des Lernens aus der Erfahrung zu kommen. Diesen Punkt wollen 
wir aber in anderem Zusammenhang erst im 6. Kapitel ausführ-
licher diskutieren. 
Da der Haupteinwand gegen die Theorie Carnaps sich aus der 
Goodmanschen Paradoxie herleitet, und da die Paradoxie, wie 
wir sahen, nicht nur die Prinzipien der logischen WahrscheinHch-
keit betrifft, sondern mit dem Prinzip (V) ganz allgemeine Induk-
tionsprinzipien angesprochen werden, hat man versucht, die 
Paradoxie dadurch zu eHminieren, daß man Kriterien für Prädi-
kate F angegeben hat, für die (V) gilt. Solche Prädikate wollen 
wir zur Abkürzung auch induzierbar nennen. Allgemein sollen, 
vom subjektiven Standpunkt aus gesagt, Prädikate F „induzier-
bar" heißen, deren Instanzen F(ai) vertauschbare Ereignisse dar-
steUen, und für die daher (V) und verwandte induktive Prinzipien 
gelten. Sofern diese Kriterien für die Induzierbarkeit logische, 
d.h. formale oder syntaktische Kriterien sind, kann man diese 
Versuche auch als Versuche ansehen, die Theorie der logischen 
Wahrscheinlichkeit durch den Einbau solcher Kriterien zu retten. 
Wir wollen daher im folgenden die wichtigsten Lösungsvor-
schlage für die Paradoxie von Goodman diskutieren, um zu 
sehen, ob solche Versuche aussichtsreich erscheinen.27 
1. Es ist behauptet worden, 2 8 die Paradoxie beruhe (ebenso wie 
die Raben-Paradoxie der Bestät igung 2 9 ) nur darauf, daß das 
Prinzip des Gesamtdatums verletzt sei, das besagt, daß bei der 
Berechnung einer Wahrscheinlichkeit das gesamte (relevante) 
Erfahrungswissen zu berücksichtigen ist. 
Dieses Argument ist aber nicht stichhaltig, denn bzgl. des 
Erfahrungs wis sens sind ja die Prädikate F und F ' extensionsgleich. 
Wenn man aber zum Erfahrungswissen auch Hypothesen zählt, 
die aufgrund des Erfahrungsdatums induktiv gut gestützt sind, 
wie etwa im Goodmanschen Beispiel der grünen Smaragde die 
Hypothese, daß alle Edelsteinsorten uniform bzgl. ihrer Farbe 
sind, so verschiebt man nur das Problem. Wieso nimmt man denn 
diese Hypothese an und nicht das Goodmansche Gegenstück 
dazu? 
2. Weiter hat man gesagt,30 daß die Goodmanschen Prädikate F ' 
im Gegensatz zu den Prädikaten F durch Bezugnahme auf ge-
wisse Objekte oder Raum- oder Zeitstellen definiert sind. Man 
könnte also festsetzen, daß nur qualitative oder nicht-positionale 
Prädikate als induzierbar gelten sollen, d.h. Prädikate, die ohne 
eine solche Bezugnahme auf bestimmte Raum-Zeitstellen oder 
Objekte erklärt sind. 
Wie Goodman betont hat, ist aber der Begriff des qualitativen 
Prädikats nur relativ zu einer Sprache S erklärt. Man kann nur 
sagen: In der Sprache S mit ihrem wohlbestimmten Vorrat von 
Grundtermen, ist ein Prädikat qualitativ, wenn in ihm keine 
Namen für bestimmte Objekte oder Raum-Zeitsteilen (wesent-
2 7 Vgl. dazu auch Goodman [55], S. 75-80, sowie Grunstra [69]. 
™ Vgl. z.B. Carnap [47b], S. 139f. 
2 9 Vgl. dazu den Abschnitt 5.1. 
3 0 Vgl. z.B. Carnap [47b], S. 146. Ferner Barker [69], Thomson 
[66a] und [66b], und Salmon [63]. 
lieh) vorkommen. 3 1 Da man aber F ebenso durch F ' definieren 
kann wie F ' durch F, hängt die Wahl des qualitativen unter den 
beiden Prädikaten von der Wahl der Sprache S ab. Das Problem 
ist damit nur etwas anders formuliert. Es lautet nun: Welche 
Sprache soll man wählen, damit die in ihr qualitativen Prädikate 
induzierbar sind? 
Es gibt ferner auch nicht-quaHtative Prädikate (unserer Sprache) 
wie „arkt isch", „mittelalterhch", „irdisch" etc., die wir ohne 
Bedenken als induzierbar ansehen. Qualitativität ist also für die : 
Geltung von (V) nicht notwendig. 
Es führt endlich auch nicht weiter, die Geltung von (V) auf 
Beobachtungsprädikate einzuschränken, 3 2 denn es gibt auch 
Beobachtungsprädikate, für die (V) nicht gilt, während anderer-
seits (V) für viele theoretische Prädikate gilt. Wie z. B. Skyrms 
betont, kann man mit einer Kalenderuhr in der Hand die Eigen-
schaft ,gricht' oder entsprechende Goodmansche Attribute sehr 
gut beobachten.33 
E i n Prädikat F braucht auch nicht besonders merkwürdig zu \ 
sein, wie „gricht", damit wir es nicht als induzierbar ansehen. So 
ist z. B . das Prädikat „wenn x sich in diesem Hörsaal befindet, so 
ist x älter als 20 Jahre" ein normales Beobachtungsprädikat, das 
wir aber trotzdem nicht als induzierbar ansehen. 
3. V o n Carnap wurde vorgeschlagen, ein Prädikat F als induzier-
bar anzusehen genau dann, wenn im Rahmen der (Carnapschen) 
induktiven Logik das Prinzip (V) (oder ein vergleichbares Prin-
zip) für F gilt. 3 4 
3 1 Eine G K a kommt in einem Satz A wesentlich vor, wenn A nicht 
logisch äquivalent ist mit einem Satz, der a nicht enthält. Man kann 
trivialerweise jedes qualitative Prädikat F(x) in ein logisch äquivalentes 
Prädikat F*(x): =F(x) A (G(a) v n G(a)) umformen, das eine G K a 
enthält. F*(x) enthält a aber nicht wesentlich. 
3 2 Für diesen Vorschlag vgl. z.B. Salmon [63] und Thompson [66a]. 
33 Vgl . B. Skyrms [63], S. 265, sowie J . Altham [68] und H . Smokier 
[66]. 
34 Vgl . Carnap [47b]. Vgl. dazu auch R. Jeffrey [67], S. 286f. 
Für die einfachen Sprachen L ^ , die Carnap betrachtet, ist aber 
das Prinzip (V) al lgemeingült ig; und für eine Verallgemeinerung 
der Definition der c-Funktionen auf reichere Sprachen fehlen alle 
Ansätze, nach denen dieses Prinzip nur für gewisse Prädikate gelten 
würde. Endlich würde damit aber das Goodmansche Problem 
wieder nur verschoben auf die Frage nach der Adäquatheit eines 
\solchen Systems: Womit will man die Wahl eines Systems begrün-
den, in dem (V) für ein Prädikat F, nicht aber für F ' gilt? 3 5 
4. E i n anderer Vorschlag geht dahin, nur solche Prädikate F als 
induzierbar anzusehen, mit denen sich gesetzesartige Aussagen 
etwa der Gestalt Ax(F(x)^G(x)) oder Ax(G(x) =>F(x)) formu-
lieren lassen. Man wird ja z .B . den Satz „Alle Smaragde sind 
grün" , nicht aber den Satz „Alle Smaragde sind gricht" als eine 
gesetzesartige Aussage ansehen. Wie Hempel in [60] betont hat, 
reicht diese Bedingung aber nicht aus, um der Goodmanschen 
Paradoxie zu entgehen.36 Hempel diskutiert dort den Fall, daß 
eine physikalische Größe y = f(x) von dem Parameter x abhängt. 
Für die Bestimmung der Funktion y = f(x) Hegen die Meßwerte 
(xi,yi), . . ., (xn,yn) vor. Es gibt dann unendlich viele Funktionen 
f, für die gilt yi = f(xi) für l< i<n , die sich aber in ihren Werten 
für Argumente x ^ Xj. unterscheiden. Und viele dieser Funktionen 
werden einen gesetzmäßigen Zusammenhang zwischen y und x 
herstellen, so daß die Aussagen f(x) = y gesetzesartig sind. Hempel 
gibt a.a.O. folgendes Beispiel: Liegen die beobachteten Argu-
ment-Wert-Paare (0, -1 ) , (1,0) und (2,1) vor, so sind u.a. folgende 
Funktionen damit verträglich: y = (x —1), y = (x —l) 2 n + 1 (für alle 
; n>0), y = cosn^ l - j^, y = ( x - l ) 2 n • co sn^ l ( fü r a l l en>0) . 
Hier liegt ein allgemeiner und praktisch sehr häufig vorkommen-
der Fall des Goodmanschen Problems vor. 
Hinzu kommt, daß eine Präzisierung des Begriffs der gesetzes-
artigen Aussage selbst viele ungelöste Probleme aufwirft und daß 
3 5 Vgl. dazu Goodmans Antwort auf Carnaps Aufsatz in [47]. 
36 Vgl. Hempel [60], S. 71. 
nach Goodman einer der aussichtsreichsten Definitionsansätze für 
diesen Begriff den Begriff des induzierbaren Prädikates voraus-
setzt, so daß man bei einem solchen Vorgehen nicht umgekehrt 
auch diesen Begriff durch jenen erklären kann. 3 7 
5. In den Diskussionen des Goodmanschen Problems ist auch des ! 
öfteren, insbesondere von M . Hesse in [69], darauf hingewiesen ; 
worden, daß die Induzierbarkeitsannahmen, in subjektiver Rede-
weise: die Vertäuschbarkeitsannahmen, für verschiedene Prädi-
kate voneinander abhängig sind, da die Prädikate untereinander 
durch allgemeine Gesetzmäßigkeiten zusammenhängen. Man kann 
z .B . nicht einfach „gr icht" statt „g rün" als induzierbar ansehen, \  
denn sonst würde man in Konflikt mit Gesetzen kommen, die die i 
Farbe Grün in Zusammenhang mit elektromagnetischen Strah-; 
lungen in einem bestimmten Frequenzbereich bringen, und ande- ; 
ren Gesetzen, die eine solche Strahlung voraussagen, wenn ge- ( 
wisse Bedingungen erfüllt sind. Da der Zusammenhang zwischen ' 
Grün und der betreffenden Strahlung für uns in vielen Kontexten ! 
analytische Geltung hat, können wir diesen Zusammenhang nicht i 
aufgeben, ohne daß sich für uns die Bedeutung von „grün" , und j 
daher von „gr icht" änder t ; 3 8 halten wir diesen Zusammenhang I 
aber aufrecht, dann kommen wir in Konflikt mit den anderen ! 
induktiv gut bestätigten und mit anderen induzierbaren Prädikaten 1 
formulierten Gesetzen, die unter gleichen Bedingungen auch 
nach to Grün statt nicht-Grün voraussagen; wir müßten dann also \ 
auch die Induzierbarkeitsannahmen für weitere Prädikate mit I 
denen für „ g r ü n " ändern. 
Die Einsicht, daß die Induzierbarkeitsannahmen für die ein-
zelnen Prädikate voneinander nicht unabhängig sind, ändert zu-
nächst nichts Grundsätzliches an der Goodmanschen Problema- ; 
tik: Man hat zwar nun Gründe, warum man nicht „gr icht" statt 
„ g r ü n " als induzierbar ansieht und sonst alles beim alten läßt, 
3 7 Vgl . dazu Goodman [55], S. 17ff., sowie den Abschnitt 4.3. 
3 8 Zur Problematik der analytischen Sätze vgl. Kutschera [71], 3,3. 
aber diese Gründe decken die Induzierbarkeitsannahmen für 
Systeme von Prädikaten nicht mehr ab. 3 9 
6. Goodman selbst hat in „Fact, Fiction, Forecast" folgenden 
Lösungsansatz vorgeschlagen.40 E r definiert: 
dl) Eine Hypothese H könnte im Zeitpunkt t projiziert werden 
l genau dann, wenn H in t durch Beobachtungen gestützt, 
aber weder erschüttert noch erschöpft ist. 4 1 
d2) Eine Hypothese H wird in t projiziert genau dann, wenn H in t 
projiziert werden könnte und H in t (als wahr oder als wahr-
scheinlich) akzeptiert wird. 
d3) E in Prädikat G(x) wird in t projiziert genau dann, wenn eine 
Hypothese der Gestalt Ax(F(x) = G(x)) in t projiziert wird . 4 2 
d4) G ist in t ein viel besser verankertes Prädikat als G ' genau dann, 
wenn ein mit G extensionsgleiches Prädikat bis t viel öfter 
projiziert worden ist als ein mit G ' extensionsgleiches Prädi-
kat. 
d5) Eine Hypothese H ist präsumptiv projizierbar in t genau dann, 
wenn H in t projiziert werden könnte und wenn H in t nicht 
nach einer der beiden Eliminationsregeln R l oder R2 zu 
eHminieren ist. 
3 9 Wir kommen unten noch einmal auf den positiven Gehalt der 
Hesseschen Gedanken zurück. 
4 0 Wir beziehen uns im folgenden auf die 2. Auflage dieses Werkes 
von 1965, in der die Theorie der Projizierbarkeit gegenüber der 1. Auf-
lage etwas modifiziert worden ist. Goodman hat auch die Theorie der 
2. Auflage später noch modifiziert (s. unten), aber da sie die bekannteste 
und ausführlichste Version seiner Ideen ist, beginnen wir mit ihrer 
Darstellung. 
4 1 Goodman betrachtet nur Hypothesen H der Gestalt A x(F(x) 
G(x)). Er faßt Hypothesen als Sätze auf, nicht als Propositionen; vgl. 
N . Goodman [66] (das ist u.a. eine Antwort auf Wallace [66a] und 
Hanen [67]). - H heißt in t gestützt (bzw. erschüttert), wenn im Zeitpunkt t 
oder davor für gewisse Dinge a festgestellt wurde, daß gilt F(a) A G(a) 
(bzw. F(a) A —l G(a)). H heißt in t erschöpft, wenn für alle a mit F(a) in t 
entschieden ist, ob G(a) oder —I G(a) gilt. 
4 2 Bei Goodman heißen also, der Intention nach, die Prädikate 
„projizierbar", die wir „induzierbar" nannten. 
Eliminationsregeln: 
Rl ) Die Hypothese Ax(F(x) =>G(x)) ist zu eHminieren in t, wenn 
es eine Hypothese Ax(F'(x)=>G'(x)) gibt, die in t projiziert wer-
den könnte, für die F ' nicht weniger gut verankert ist als F, wäh-
rend G ' viel besser verankert ist als G , und die mit der ersten 
Hypothese in Konflikt steht. 
Wie Goodman erläutert, besteht ein solcher Konflikt darin, 
daß (die Prädikate F und F ' identisch oder zumindest umfangs-
gleich sind - das muß man wohl ergänzen 4 3 - und) die Prädikate G 
und G ' nicht umfangsgleich sind. 4 4 
R2) Die Hypothese Ax(F(x) =>G(x)) ist in t zu eliminieren, wenn 
es eine Hypothese Ax(F'(x) =>G(x)) gibt, die in t projiziert wer-
den könnte, für die F ' in t viel besser verankert ist als F, und für 
die gilt: P n XxF(x) c p n XxF'(x), aber nicht XxF(x) <= XxF'(x), 
wobei P die Klasse der Dinge sei, von denen man in t weiß, daß 
sie unter G fallen. 
Die in t präsumptiv projizierbaren Hypothesen sollen diejeni-
gen sein, die sich durch positive Instanzen stützen lassen. 
Goodman will weiterhin einen komparativen Begriff der Pro-
jizierbarkeit bestimmen, indem er einen Anfangs-Projizierbar-
keits-Grad präsumptiv projizierbarer Hypothesen einführt (die 
Hypothese AxF(x)=>G(x)) hat in t einen höheren Anfangs-Pro-
jizierbarkeits-Index als Ax(P(x)3G'(x)) genau dann, wenn in 
t gilt: F ist viel besser verankert als F ' und G nicht schlechter als 
G ' , oder G ist viel besser verankert als G ' und F nicht schlechter 
als F') - und dann andeutet, wie sich dieser anfängliche Projizier-
barkeitsgrad durch positive, bzw. negative Oberhypothesen ver-
4 3 Andernfalls steht „Alle Türkise sind türkisfarben" im Konflikt zu 
„Alle Rubine sind rot" und muß nach (Rl) eliminiert werden, da 
„türkisfarben" viel weniger gut verankert ist als „rot", während 
„Türkis" und „Rubin" etwa gleichgut verankert sind. Das wäre aber 
völlig absurd. 
4 4 Vgl . dazu Goodman [55], S. 101, sowie [67] und [66], S. 331. 
Evtl . kann man die Konfliktbedingung so abschwächen: Ein Konflikt 
besteht, wenn gilt XxF(x) nXxG(x)^XxF(x) nXxG'(x). 
Stärkt oder vermindert.4 5 Da dabei aber nur solche Oberhypo-
Ithesen in Frage kommen, die selbst in t präsumptiv projizierbar 
sind, so Hegt der entscheidende Punkt des Goodmanschen A n -
satzes in der Bestimmung der präsumptiv projizierbaren Hypo-
thesen durch die Eliminationsregeln. 
Mit (Rl) kann man die Hypothese „Alle Smaragde sind gricht" 
ehminieren, denn man kann die Hypothese „Alle Smaragde sind 
g r ü n " projizieren und „g rün" ist viel besser verankert als „gr i cht" 
und beide Hypothesen stehen in Konflikt miteinander. 
Mit (R2) kann man Hypothesen wie z .B . „Alle Smarubine 
sind g r ü n " ehminieren, wo „Smarubin" definiert ist als ein vor 
to beobachteter Smaragd oder ein nicht vor to beobachteter Ru-
bin. Denn man könnte die Hypothese „Alle Smaragde sind g r ü n " 
projizieren, „Smaragd" ist aber besser verankert als „Smarubin" , 
und es gilt, daß die Klasse der (vor t0) als grün befundenen Sma-
rubine in der Klasse der als grün befundenen Smaragde enthalten 
ist, während nicht alle Smarubine Smaragde sind. 
Der Grundgedanke Goodmans besteht also darin, die Pro-
jizierbarkeit der Hypothesen von der Verankerung ihrer Prädi-
kate abhängig zu machen, d. h. von dem pragmatisch-historischen 
Faktum, daß die Prädikate in der Vergangenheit soundso oft zu 
Projektionen verwendet worden sind. 
Goodman selbst hat betont46, daß sein Vorschlag nur einen 
Ansatz zur Lösung des neuen Rätsels der Induktion darstellt, 
aber keine endgült ige Lösung - schon deswegen, weil die be-
trachteten Hypothesen von sehr einfacher Struktur sind. 
Aber auch die Grundgedanken dieses Lösungsansatzes lassen 
sich nicht halten: 
4 5 A x(F(x) G(x)) ist positive, bzw. negative Oberhypothese von 
Ay(F/(y)=>G,(y)), wenn gilt: F(XyF/(y)) A G(AyG'(y)), bzw. F(XyF'(x)) 
A — i G(XyG'(x)). So ist z.B. der Satz „Alle Urnenfüllungen sind ein-
heitlich in ihrer Farbe" eine positive Oberhypothese zu „Alle Kugeln 
in dieser Urne sind rot". 
4« Vgl. Goodman [55], S. 122. 
a) Die bisherigen Projektionen eines Prädikats allein könnend 
keine Rechtfertigung für seine Projizierbarkeit sein. Warum hat; 
man denn die ersten Prädikate das erste Mal projiziert?4 7 Warum 
projiziert man bei der Einführung eines neuen wissenschaftlichen' 
Prädikats F dieses Prädikat und nicht sein anomales Gegenstück 
F'? Beide sind gleichermaßen schlecht verankert und beide Pro-
jektionen stehen, so können wir annehmen, mit anderen nicht in 
Konflikt. Goodmans Vorgehen würde auch dazu führen, daß 
seltener gebrauchte, z. B. wissenschaftliche Termini immer ge-
genüber häufiger verwendeten, z .B. alltagssprachlichen Termini 
benachteiligt würden. So müßte etwa die Hypothese „Alle Tür-
kise sind türkisfarben" nach (Rl) zugunsten der Hypothese „Alle 
Türkise sind g rün" eüminiert werden, da „türk is" für Projektio-
nen viel weniger oft verwendet wurde als „g rün" und beide 
Hypothesen „in Konflikt" miteinander stehen.48 
b) Die Projizierbarkeit einer Hypothese hängt nach (Rl) und (R2) 
von der Extension ihrer Prädikate ab, also auch von ihrem Zu-
treffen oder Nichtzutreffen auf noch nicht untersuchte Gegen-
stände. Die fraglichen Aussagen über diese Extensionen folgen 
nicht deduktiv aus dem in t zur Verfügung stehenden Erfahrungs-
datum. Sie wären also nur induktiv zu erschließen. Aber das führt 
zu einem Zirkel, da die dazu nötigen induktiven Prinzipien ja 
erst durch Begründung von Projizierbarkeitsaussagen zu recht-
fertigen wären. - Auch über die Definition (d4) der Verankerung 
eines Prädikats muß die Begründung von Projizierbarkeitsaus-
sagen auf Kenntnisse über die Extension der Prädikate Bezug 
nehmen.49 
4 7 Goodman würde solche Fragen freilich abweisen, da es ihm nicht 
um eine Rechtfertigung induktiver Prinzipien geht - die er für unmöglich 
hält - sondern nur um eine Beschreibung der tatsächlich geübten induk-
tiven Verfahren. Vgl . Goodman [55], S. 59ff. sowie den Abschnitt 2.5. 
4 8 Beispiel und Argument sind von H . Kahane in [65] vorgetragen 
worden. Faßt man, wie in Anm. 5 zu S. 139 angedeutet, den Begriff 
,Konflikt4 enger, so entfällt dieser Einwand. 
4 9 Vgl . dazu Kahane [65], sowie Wallace [66a]. Goodman ist in 
seinen Antworten dazu ([66a], [66b] und [67] auf diesen Einwand gar 
nicht eingegangen. - P. Teller hat in [69] betont, daß dieses Problem 
H . Kahane hat versucht, den „Konflikt" als einen analytischen 
Konflikt zu deuten, so daß z. B. in (Rl) aus den Bedeutungspostu-
laten folgen soll, daß gilt A x(F(x) A G(x) — i G'(x)). Aber auch 
das hilft nicht weiter. Denn die Hypothese „Alle Smaragde sind 
|L-grün" wird dann nach (Rl) nicht eUminiert - „L -g rün" sei 
definiert als „vor to geprüft und grün, oder nicht vor to geprüft 
und von einem ganz spezifischen, schlecht verankerten, hellen 
Grrün" (das nicht das Grün der Smaragde ist) - da ein analytischer 
Konflikt von „ g r ü n " und „L-g rün" nicht besteht. 
Goodman scheint manchmal den „Konflikt" als Nichtbestehen 
einer analytischen Extensionsgleichheit aufzufassen.50 Aber das 
würde wieder zu der absurden Konsequenz führen, daß die Hypo-
these „Alle Türkise sind türkisfarben" zugunsten von „Alle 
Türkise sind g rün" eHminiert würde. 
c) Mit dem Einwand (b) hängt der Einwand zusammen, daß die 
in (d4) erforderliche Differenz der Verankerung unklar bleibt. 
Wie mißt man die Zahl der Projektionen? Heißt „eine Hypothese 
H akzeptieren" den Satz H zu einer gewissen Zeit (in behaupten-
dem oder vermutendem Sinn) aussprechen oder denken? Heißt 
„akzeptieren" im üblichen Sinn nicht eher soviel wie „ wenn es 
darauf ankommt, so handeln, als wäre H wahr"? Dann wird aber 
H nicht zu einzelnen diskreten Zeitpunkten akzeptiert, sondern 
in Zeiträumen, so wie wir z .B . die Newtonsche Gravitations-
theorie seit Newtons Zeit akzeptieren. Was heißt aber dann „H 
wurde öfter akzeptiert als H ' " ? Kommt es ferner für die Veranke-
rung eines Prädikats G ebenso darauf an, daß ein und dieselbe 
auch bei der Festlegung des Projizierbarkeitsgrades durch Oberhypo-
thesen auftritt: Definiert man K(z) : = z =Xx(F(x) A G(x)) und M(z) : = 
z=XxG(x), so ist A z(K(z) ^  M(z)) eine positive Oberhypothese von 
Ax(F(x)=>G(x)) genau dann, wenn gilt Ax(F(x) A G(x) = F(x)), d.h. 
wenn gilt Ax(F(x)=>G(x)). Ob eine Hypothese positive Oberhypothese 
einer anderen ist, kann also von der Richtigkeit der letzteren Hypothese 
abhängen. 
5 0 Vgl. dazu z.B. Goodman [55], S. 101, wo es heißt „In all such 
cases, conflict is to be presumed, if there is no strong reason to the 
contrary". 
Hypothese A x(F(x) => G(x)) „häufig" akzeptiert wurde, als daß 
verschiedene Hypothesen Ax(Fi(x) =>G(x)) „häufig" akzeptiert 
wurden? 
d) Speziell zur Regel (R2) hat Kahane folgendes Gegenbeispiel 
angegeben:51 Die Hypothese H : „Alle A-Smarubine sind g rün" -
ein „A-Smarubin" sei ein Smarubin oder ein bestimmter alter 
Schuh (der vor to untersucht und als grün befunden wurde) -
wird durch (R2) nicht eliminiert, da der Durchschnitt von P und 
der Klasse der A-Smarubine nicht im Durchschnitt von P und 
der Klasse der Smaragde enthalten ist. Aus H folgt aber die Hypo-
these „Alle Smarubine sind grün" , die also zusammen mit H 
projiziert werden kann. 
e) Goodman kann mit seiner Theorie bei etwa gleich gut ver-
ankerten Prädikaten die Inkonsistenzen seiner Paradoxie nicht 
ausschließen. 5 2 
Schwartz, Scheffler und Goodman haben in [70] noch einen 
Versuch gemacht, die Goodmansche Projizierbarkeitsidee zu 
retten: Betrachtet man nur gestützte, nicht erschütterte und nicht 
erschöpfte Hypothesen, so kann man sagen, daß eine Hypothese 
H eine andere H ' verdrängt (override), wenn zwischen beiden ein 
Konflikt besteht und beide Prädikate von H zusammengenommen 
besser verankert sind als die von H ' . Dann kann man die beiden 
EHminationsregeln R l und R2 durch die eine Regel ersetzen: 
R) Eine Hypothese H ist projizierbar, wenn alle mit H im K o n -
flikt stehenden Hypothesen verdrängt sind; H ist unproji^ierbar, 
wenn H verdrängt ist; H ist nichtprojizjerbar, wenn sie im K o n -
51 Kahane [65], S. 378f. - Die Regel (Rl) wurde schon in (a) und (b) 
kritisiert über den Begriff des „Konflikts", der auch für (R2) von Be-
deutung ist. - An den Aufsatz Kahane [65] hat sich mit R. J . Acker-
mann [66], Kahane [67] und Ackermann [67] eine Diskussion ange-
schlossen, auf die wir hier aber nicht eingehen wollen, da sie keine 
fruchtbaren Gedanken zur Rettung des Goodmanschen Ansatzes er-
geben hat. 
52 Vgl. dazu Hempel [60], S. 70, sowie Goodman [55], S. 96 und 
Cooley [57], S. 304. 
flikt mit einer anderen Hypothese steht und keine von beiden 
verdrängt ist. 
Wie aber Kahane in [71a] betont, bleibt auch hier der Begriff 
des Konflikts unklar, und die Regel (R) ist zu stark, da sie jede 
Hypothese Ax(F(x)^G(x)) mit einem neu eingeführten Prädi-
kat G als nichtprojizierbar eliminiert; ist G ' das Goodman-
Korrelat zu G , so ist ja G ' ebensowenig verankert wie G und 
Ax(F(x)=>Gy(x)) steht im Konflikt mit der angegebenen Hypo-
these.53 
A l l diese Einwände und Diskussionen lassen den Goodman-
schen Lösungsansatz als ebenso aussichtslos erscheinen wie die 
5 3 Es ist bittere Chronistenpflicht, auch von einem Lösungsversuch 
Kahanes in [71] zu berichten, der noch schwächer ist als die von ihm 
kritisierten Ansätze Goodmans. Dort sollen durch zwei Regeln Hypo-
thesen der Form Ax(F(x) =>G(x)) eliminiert werden mit nichtprojizier-
baren Prädikaten G, wobei Kahane zunächst auf Prädikate G mit 
Zeitbestimmungen (wie „gricht") abzielt (andere unerwünschte Hypo-
thesen sollen vermittels eines Hintergrundwissens und mit Oberhypo-
thesen eliminiert werden). Es werden zunächst in ganz vager Weise die 
Begriffe des zeitlichen Prädikats (etwa ein Prädikat, das auf ein bestimm-
tes Zeitintervall Bezug nimmt) und der Zeitspanne eines Prädikats ein-
geführt (etwa das Zeitintervall, auf das das Prädikat Bezug nimmt, wie 
die Antike bei „antik"). Dann lautet die erste Regel T - l : Ein zeitliches 
Prädikat, das eine Klasse K bezeichnet, ist nicht projizierbar, wenn (1) K 
eine Klasse P enthält, die durch ein zeitliches Prädikat als Teilmenge 
einer durch ein nichtzeitliches Prädikat bestimmten Obermenge Q 
charakterisiert wird, (2) Q-P und K disjunkt sind, und (3) K eine andere 
Klasse R enthält, deren Zeitspanne nicht in der von P liegt. 
Dazu ist zu sagen: 1. Uber die Klassenrelationen weiß man erst dann 
etwas, wenn man keine Induktion mehr benötigt. 2. Die Regel ist zu 
stark, denn sie eliminiert selbst eine so harmlose Hypothese wie „Alle 
gotischen Kathedralen sind gotisch": K ist hier die Klasse aller goti-
schen Objekte; Q sei eine Menge von frühgotischen Kathedralen und 
spätbarocken Kirchen!- bestimmt auf nichtzeitliche Art (durch ihre 
Lage, Baumeister o.a.), P sei die Menge der frühgotischen Bauwerke 
aus Q. Dann gilt (1) und (2), denn Q-P und K sind disjunkt. Ist endlich 
R die Menge der spätgotischen Madonnen, so ist auch (3) erfüllt. 
! Da die Regel T-2 von ähnlicher Qualität ist, gehen wir darauf hier 
; nicht mehr ein. 
vorher diskutierten und von Goodman selbst so scharfsinnig! 
kritisierten Lösungsvorschläge. 
Es war zuerst David Hume, der klar gesehen hat, daß man 
induktive Prinzipien wie (V) weder logisch-deduktiv noch em- , 
pirisch-induktiv begründen kann: (V) ist kein logisch wahrer 
Satz und kann als genereller Satz auch nicht durch Beobachtun-
gen verifiziert werden; man kann ein Prinzip wie (V), mit dem 
induktive Schlüsse allererst gerechtfertigt werden sollen, auch ; 
nicht selbst wiederum induktiv aus Beobachtungen rechtfertigen, j 
Humes altes Rätsel der Induktion bestand also in der Frage: Kann 1 
man induktive Prinzipien überhaupt begründen, und wenn ja, 
wie? 5 4 
Vom Standpunkt der subjektiven Wahrscheinlichkeitstheorie 
aus kann man nun sagen: die Axiome des subjektiven Wahrschein-
lichkeitsbegriffs haben den Charakter von Bedeutungspostulaten ! 
für diesen Begriff, gelten also analytisch. Aus diesen Axiomen ] 
folgen aber keine induktiven Prinzipien; ein Prinzip wie (V) er-] 
gibt sich daraus erst mit einer zusätzlichen Vertauschbarkeits-
annahme. Damit reduziert sich aber Humes altes Rätsel auf Good-
mans neues Rätsel : Kann man Vertauschbarkeits- oder Induzier-
barkeitsannahmen überhaupt begründen, und wenn ja, wie? 
Induzierbarkeitsannahmen haben keinen analytischen Charakter, 
sie sind nicht Bedeutungspostulate für die betreffenden Prädikate. ; 
Denn erstens wird man einem durch einen Satz F(ai) ausgedrück-
ten Ereignis erst dann eine WahrscheinHchkeit zusprechen kön-
nen, wenn man weiß, was dieser Satz besagt, um welches Ereig-
nis es sich also handelt. Daher wird man F nur dann als projizier-
bar ansehen können, wenn die Bedeutung von F bereits festliegt. 
Zweitens sind Aussagen wie w(F(ai)) = w(F(ak)) keine Bedeu-
tungspostulate im übHchen Sinn, denn sie besagen nichts über j 
die Ereignisse F(ai) und F(a-k), sondern nur etwas über die Er - \ 
5 4 Vgl. dazu den Abschnitt 2.5.2. 
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Wartungen eines Subjekts bzgl. dieser Ereignisse. Drittens gibt 
es viele Fälle, in denen wir unsere Vertäuschbarkeitsannahmen 
revidieren, ohne daß sich dabei die Bedeutung der verwendeten 
iTerme ändert. Erfahrt man z .B. , daß in einen Würfel ein Me-
chanismus eingebaut ist, der dessen Schwerpunkt in gesetzmäßiger 
Weise von Wurf zu Wurf verschiebt, so wird man die Ergebnisse 
„Augenzahl 6 beim i-ten Wurf" nicht mehr als vertauschbar an-
sehen, ohne deswegen die Ausdrücke für diese Ergebnisse nun 
anders zu verstehen. 
Die Diskussionen haben aber auch gezeigt, daß man keinen 
empirischen Unterschied zwischen induzierbaren und nicht indu-
zierbaren Prädikaten machen kann. Denn ihnen entspricht nichts, 
was man einen beobachtbaren Unterschied der entsprechenden 
Eigenschaften nennen könnte. Insbesondere sind unter den nicht 
induzierbaren auch Beobachtungsprädikate. Man kann auch nicht 
induktiv zwischen ihnen unterscheiden, denn eine induktive Be-
gründung von Vertauschbarkeitsannahmen (z. B. durch das, was 
Goodman „Oberhypothesen" nennt) ist erst dann möglich, wenn 
aufgrund anderer Vertauschbarkeitsannahmen gewisse Hypo-
thesen als gut bestätigt gelten. Bei einer induktiven Auszeichnung 
von Vertauschbarkeitsannahmen handelt es sich also nur um 
einen Regress auf andere Vertauschbarkeitsannahmen, den man 
nicht ins Unendliche fortsetzen kann. 
E in Weg zur empirischen Begründung von Vertauschbarkeits-
annahmen scheint sich aber noch anzubieten: E in Lernen aus der 
Erfahrung, so könnte man sagen, kommt zwar erst zustande, wenn 
wir Vertauschbarkeitsannahmen machen. Aber wenn wir zu-
nächst irgendwelche solche Annahmen „bl ind" machen, so kom-
men wir damit zu einem Ansatz, der sich entweder in der Erfah-
rung bewährt - dann ist er nachträglich durch die Erfahrung ge-
rechtfertigt - oder nicht bewährt - dann ist er nachträglich durch 
die Erfahrung widerlegt. D . h . wir machen unsere Apriori-An-
nahmen im Sinn eines trial-and-error-Verfahrens. Sie sind zwar 
zunächst empirisch nicht begründet, auf die Dauer überleben 
aber nur die empirisch adäquaten Annahmen. 
Dieses Argument ist aber nicht brauchbar, denn in einem! 
trial-and-error-Verfahren wird über die Tauglichkeit z. B. einer 
Lösungsmethode für eine Aufgabe entschieden, nicht aber über 
die Tauglichkeit des trial-and-error-Verfahrens selbst; es gibt 
Kriterien für den Erfolg oder Mißerfolg einer Lösungsmethode, 
nicht aber für den Erfolg des gesamten Auswahrverfahrens. 
Ähnlich ist es im Fall der Vertauschbarkeitsannahmen: Wenn man 
z. B. die Ergebnisse der Würfe mit einer Münze als vertauschbar 
ansieht, so konvergiert die (bedingte) WahrscheinHchkeit für das 
Ergebnis „Kopf" (bei regulärer Bewertung) gegen dessen be-
obachtete relative Häufigkeit; daraus kann man jedoch nur ein 
Kriterium für die Adäquatheit der ursprüngHchen Wahrschein-
Hchkeitsannahme für dieses Ergebnis entnehmen, nicht aber ein 
Kriterium für die Vertauschbarkeit der Ergebnisse, denn die ist 
die Voraussetzung der Induktion, des Lernens aus der Erfahrung. 
Die beobachteten relativen Häufigkeiten modifizieren nur den 
Wahrscheinlichkeitswert der Ereignisse (bedingt durch diese be-
obachteten relativen Häufigkeiten), sie berühren aber nicht die 
Vertauschbarkeit der Ereignisse. Die bleibt erhalten und bleibt 
Voraussetzung dafür, daß die beobachteten relativen Häufigkei-
ten überhaupt für unsere WahrscheinHchkeitsannahmen relevant 
sind, d.h. daß wir aus ihnen etwas über die Wahrscheinlichkeit 
der Ereignisse lernen. E in trial-and-error-Verfahren Hegt also 
erst aufgrund der Vertauschbarkeitsannahme, nicht aber für sie 
vor. 
Wenn es keine empirischen Kriterien für die Richtigkeit einer 
Vertauschbarkeitsannahme gibt, so heißt das natürlich nicht, 
daß solche Annahmen nicht korrigiert /.werden könnten. Wir 
können sie durchaus ändern, aber es gibt keine empirischen. K r i -
terien dafür, ob und wie wir sie ändern sollen. 
Es gibt also weder eine analytische noch eine empirische 
Rechtfertigung von Vertauschbarkeitsannahmen, und das alte 
Humesche Rätsel hat in seinem neuen Gewand kaum etwas von 
seiner Bedeutung verloren. Der Diskussion über die Goodman-
sche Paradoxie kann man mit Sicherheit entnehmen, daß es gegen-
wattig keinen erfolgversprechenden Gedanken für eine allge-
meine Lösung des Problems gibt im Sinn eines allgemeinen K r i -
teriums für Induzierbarkeit oder Vertauschbarkeit, und mit großer 
Wahrscheinlichkeit, daß es keine solche allgemeine Lösung gibt. 
Man kann aber doch versuchen, Herkunft und Geltung der 
Vertauschbarkeitsannahmen etwas besser zu verstehen, und da-
zu sollen die folgenden Bemerkungen dienen.5 5 
Zunächst einmal folgt natürlich aus der Annahme nichtanalyti-
scher apriorischer Voraussetzungen der Erfahrungskenntnis - der 
Apriori-Annahmen der Vertauschbarkeit56 - keineswegs zwin-
gend, daß man nun eine rationalistische oder transzendental-
philosophische Position einnehmen müßte, nach der sich die 
Apriori-Annahmen aus in sich evidenten allgemeinen Prinzipien 
oder aus Bedingungen der Möglichkeit aller Erfahrungskenntnis 
begründen üeßen. Die Behauptung einer allgemeinen, rationalen 
I Begründbarkeit der Vertauschbarkeitsannahmen ist angesichts 
ihrer Vielfalt auch von vornherein nicht sehr plausibel. 
Viel plausibler ist die Ansicht, daß diese Annahmen sich mit 
der Wahl der Sprache verbinden, mit der wir die Welt beschrei-
ben. Dafür spricht schon, daß die einzelnen Vertauschbarkeitsan-
nahmen nicht unabhängig voneinander sind, wie wir das oben 
I unter Bezugnahme auf die Arbeit von M . Hesse [69] schon dar-
I gelegt haben. Über die Gesetze, die verschiedene Prädikate mit-
einander verknüpfen und die teilweise auch analytische Geltung 
! haben, hängen die Vertauschbarkeitsannahmen für solche Prädi-
jkate zusammen. Vertauschbarkeitsannahmen gelten also für 
; Systeme von Prädikaten, mit denen wir einen Erfahrungsbereich 
beschreiben, und hängen daher mit dem sprachlichen System zu-
sammen. 
E in weiteres Argument in dieser Richtung ist: Auch wenn wir 
den Gebrauch eines neuen Grundprädikats F erlernen, verwenden 
5 5 Vgl. dazu auch Kutschera [72b]. 
5 6 Das Adjektiv „apriori" wird in der Erkenntnistheorie vorwiegend 
nur Sätzen beigelegt, die als wahr bekannt oder begründet sind, in der 
Wahrscheinlichkeitstheorie hingegen auch Sätzen, die unbegründete 
oder unbegründbare Annahmen darstellen. 
wir induktive Prinzipien. Wir gehen von endlich vielen Beispielen! 
und Gegenbeispielen für den Gebrauch von F aus, und jedes! 
System allgemeiner Regeln für diesen Gebrauch stellt eine Hypo- * 
these dar, die ausgehend von den Beispielen induktiv gerechtfer- ] 
tigt werden muß. Damit nun eine solche Induktion funktioniert 
und wir aus den Verwendungsbeispielen für F etwas über den 
allgemeinen Gebrauch von F lernen können, müssen die F-Ereig-
nisse als vertauschbar angesehen werden, so daß, wenn z. B. in den 
bisherigen Beispielen F einem Objekt nur dann zugesprochen 
worden ist, wenn ihm auch ein anderes Prädikat G zugesprochen 
werden konnte, die Erwartung steigt, daß das auch in Zukunft 
so sein wird. 5 7 
Daraus ergibt sich, daß für das System der Grundprädikate 
unserer Sprache Vertauschbarkeitsannahmen gelten müssen, da-
mit die Prädikate dieser Sprache überhaupt erlernbar sind. Diese 
Vertauschbarkeitsannahmen sind apriorisch in dem Sinn, daß sie 
Bedingungen unseres Sprachverständnisses darstellen, Voraus-
setzungen für die Erlernbarkeit der Grundterme aus Beispielen 
ihrer Verwendung. 
Wir kommen damit zu folgender Auffassung: Mit der Wahl 
einer bestimmten Sprache verbinden sich bereits gewisse Ver-
tauschbarkeitsannahmen über ihre primitiven Prädikate, die die 
Grundlage für weitere, dann evtl. auch empirisch gestützte Ver-
tauschbarkeitsannahmen bilden. Denn hat man einmal ein System 
von Vertauschbarkeitsannahmen und, aufgrund solcher Annah-
men, induktiv gut bestätigter Hypothesen zur Verfügung, so 
kann man damit weitere Vertauschbarkeitsannahmen und Hypo-
thesen begründen. 
Diese Annahmen sind nicht invariant gegenüber einem Wechsel 
der Bezugssprache: Während in unserer Sprache „ g r ü n " als 
5 7 Auf Parallelen des Goodmanschen Problems mit dem Wittgen-
steinschen Problem der richtigen Fortsetzung exemplarisch eingeführter 
3?rädikate hat auch W. Stegmüller in [65], S. 673f. hingewiesen. Vgl. 
dazu auch die ausführliche Darstellung in Kutschera [71], 3.4. 
grundlegendes Beobachtungsprädikat projizierbar ist, könnte in 
einer anderen Sprache statt dessen „gr icht" projizierbar sein. Die 
Apriorität der Vertauschbarkeitsannahmen ist also pragmatisch 
begründet. Sie ergibt sich daraus, daß wir diese Sprache (mit diesen 
Grundprädikaten) verwenden.58 Die Frage nach dem Grund der 
Wahl einer bestimmten Sprachform ist natürlich eine viel weiter-
gehende Frage, die sich aber ebenfalls nur pragmatisch aufgrund 
des Zusammenhangs von Sprachform und Lebensform, d. h. von 
Sprache und Kultur beantworten lassen wird. 
Es soll hier nicht behauptet werden, es gäbe keinerlei empi-
rische Gründe für die Wahl eines Sprachsystems. Es kann ja sein, 
daß aufgrund der menschlichen Sinnes- und Gehirnorganisation 
schon gewisse Unterscheidungen vorgezeichnet sind und daß 
damit die Wahl gewisser Prädikate als Grundprädikate präjudi-
ziert ist. Oder es kann sein, daß wir aus vitalen praktischen Be-
dürfnissen heraus solche Begriffssysteme wählen, die zur Formu-
lierung starker und einfacher Gesetzmäßigkeiten geeignet sind, 
die unsere Handlungen leiten. Aus der Projizierbarkeit des 
Prädikats F folgt ja nicht schon, daß sich Hypothesen wie AxF(x) 
oder Ax(F(x)^G(x)) gut bestätigen werden. Man kann darin 
durchaus eine empirische Rechtfertigung und Auszeichnung 
eines Sprachsystems sehen, daß es sich in der Erfahrung als in 
diesem Sinn fruchtbar erweist. 
Die einfachsten Beobachtungsprädikate, mit denen wir elemen-
tare Unterscheidungen ausdrücken, die in unserer Wahrneh-
mungsorganisation angelegt sind, stellt aber wohl nur einen 
5 8 Hier ergibt sich eine gewisse Berührung mit Goodmans Veranke-
rungstheorie, nach der die Projizierbarkeit ebenfalls pragmatisch be-
gründet wird. Während nach Goodman aber die Projizierbarkeit von 
den tatsächlichen Projektionen eines Prädikats abhängt, d.h. von seinen 
Verwendungen für die Formulierung von Gesetzeshypothesen, liegt 
nach unserer Auffassung das pragmatische Element bereits in der Wahl 
des Sprachsystems, mit der sich Vertauschbarkeitsannahmen schon 
notwendig verbinden. 
kleinen Teil der für die Interpretation der Erfahrungen relevanten 
Prädikate dar. Und es kann durchaus mehrere gleichermaßen 
fruchtbare Begriffssysteme geben, die uns zu verschiedenen A n -
sichten über die Welt führen und zwischen denen wir mit empiri-
schen Gründen dann nicht mehr entscheiden können. Vor allem 
aber muß man sich klar machen, daß diese empirischen Gründe 
einer metatheoretischen Ebene angehören: Wir können nicht 
unter Verwendung eines Sprachsystems und der zugehörigen 
induktiven Hypothesen die Adäquatheit dieses Systems und dieser 
Hypothese begründen oder in Frage stellen. 
Die sprachwissenschaftliche Relativitätsthese, wie sie von Hum-
boldt, Sapir und Whorf formuliert worden ist, besagt, daß eine 
enge Korrelation von Sprache und „Weltansicht" besteht, in der 
der Sprache in vieler Hinsicht eine determinierende Rolle zu-
kommt. 5 9 Diese These beinhaltet nicht nur die triviale Tatsache, 
daß unsere Beschreibung der Welt von den sprachlichen Beschrei-
bungsmitteln abhängt, so wie die Gleichung einer Kurve von der 
Wahl des Koordinatensystems abhängt, sondern behauptet, daß 
typischerweise verschiedene Sprachen zu typischerweise ver-
schiedenen Weltansichten führen, die nicht durch Übersetzungs-
transformationen ineinander überführbar sind. Im gleichen Sinn 
zeigt die Diskussion der induktiven Apriori-Annahmen, daß sich 
mit der Wahl eines Systems von deskriptiven Prädikaten synthe-
tische Annahmen verbinden: die Vertauschbarkeitsannahmen, 
die gewisse induktive Prinzipien in Geltung setzen, aufgrund 
deren wir bei gleichen Beobachtungen zu anderen Annahmen 
über die Welt kommen, als wenn wir von einem anderen System 
von Prädikaten - z .B . den Goodmanschen Korrelaten - ausge-
gangen wären. Diese Annahmen sind nicht nur anders formulierte, 
aber äquivalente Hypothesen, sondern sie sind unverträglich, 
haben also verschiedene Wahrheitswerte und bestimmen daher 
verschiedene Weltansichten. 
5 9 Vgl . dazu Kutschera [71], Kap. 4. 
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2.4 Entscheidungen 
Die Entscheidungstheorie hat sich vor allem seit dem Erschei-
nen des Buchs „Theory of Games and Economic Behavior" 
(1947) von John von Neumann und Oskar Morgenstern zu einer 
sehr umfangreichen mathematischen Spezialdisziplin entwickelt.1 
Sie spielt heute aber auch in der Grundlagendiskussion der Wahr-
scheinlichkeitstheorie eine wichtige Rolle. Aus diesem Grund 
und wegen ihrer Relevanz für gewisse Induktionstheorien, die im 
nächsten Abschnitt behandelt werden, wollen wir in diesem Ab-
schnitt einige ihrer Grundbegriffe und -prinzipien darstellen. 
2.4.1 Komparative und quantitative WertbegrifTe 
In der Entscheidungstheorie geht es darum, rationale Kriterien 
anzugeben, mit denen wir in einer gegebenen Situation unter den 
möglichen Handlungen eine bestimmte auswählen. Diese Aus-
wahl wird sich nach den aufgrund unserer Informationen be-
kannten oder vermuteten Resultaten der Handlungen und nach 
dem subjektiven Nutzen, bzw. Schaden, oder allgemein: nach 
dem subjektiven Wert dieser Resultate richten. Da der subjektive 
Wahrscheinlichkeitsbegriff, mit dem sich die Vermutungen des 
handelnden Subjekts charakterisieren lassen, schon diskutiert 
worden ist, besteht die nächste Aufgabe also darin, allgemeine 
rationale Strukturen subjektiver Wertbegriffe anzugeben. 
Wie schon bei der Einführung des subjektiven Wahrscheinlich-
keitsbegriffs geht es dabei nicht darum, tatsächliche Wertbegriffe 
zu analysieren, sondern rationale Wertbegriffe durch Bedingun-
gen auszuzeichnen, die aufgrund unseres Vorverständnisses dieser 
Begriffe vernünftig sind. Wir wollen wieder von einem kompara-
tiven Wertbegriff ausgehen und dann durch Metrisierung einen 
quantitativen Wertbegriff einführen. 
1 Für eine Übersicht vgl. z.B. R . D . Luce und H . Raiffa [57] und 
P.C.Fishburn [64]. 
Wenn wir von subjektiven Werten sprechen, so meinen wir da-
mit, daß die betrachteten Wertprädikate nichts über den objekti-
ven Wert (z. B. den Verkehrs wert, Gebrauchswert, Ertrags wert, 
Buchwert, etc.) der bewerteten Dinge oder Phänomene besagen 
sollen, sondern über den Wert für eine bestimmte Be^ugsperson X . 
Die gleichen Dinge können für verschiedene Personen ganz ver-
schiedene subjektive Werte haben.2 Für einen Robinson hatten 
z. B. selbst größte Geldbeträge keinen Wert, während einfachste 
Werkzeuge für ihn einen sehr großen Wert hatten, die für uns, 
in unserer zivilisatorischen Situation, praktisch wertlos sind. 
Werte kann man sowohl Gegenständen (Sachen) wie auch Ereig-
nissen zumessen.3 Wir brauchen uns hier im Hinblick auf die 
beabsichtigte Anwendung aber diesbezüglich nicht festlegen. 
Es Hegt nun nahe, einen qualitativen Wertbegriff als einen 
zweistelligen komparativen Begriff auf einer Menge R - „ a < . b" 
für „a ist (für X) höchstens so wertvoll wie b c c - anzusetzen. Da 
man aber in der Entscheidungstheorie auf eine MetrisJ.erung des 
Wertbegriffs abzielt und mit dem metrischen Wertbegriff über das 
Prinzip der Maximalisierung des zu erwartenden Nutzens eine 
Präferenzstruktur für Handlungen einführen will und dazu einen 
metrischen Wertbegriff benötigt, der bis auf üneare Transforma-
tionen, d. h. bis auf die Wahl des Nullpunkts und der Maßeinheit 
festliegt, so muß man die Axiome des komparativen Wertbegriffs 
entsprechend stark machen. Es genügt also sicher nicht, diesen 
Begriff nur als eine Quasiordnung zu charakterisieren, da die 
Metrisierung einer Quasireihe nur bis auf monotone Transfor-
mationen festliegt.4 
2 Genauer müßte man vom Wert einer Sache für die Person X zum 
Zeitpunkt t sprechen, da subjektive Werte vielfach situations- und 
damit zeitabhängig sind. 
3 Man kann auch von einem Wertbegriff für Gegenstände zu einem 
Wertbegriff für Ereignisse übergehen, indem man z.B. jedem Gegen-
stand a das Ereignis zuordnet, daß die Bezugsperson X a erhält. In 
diesem Sinn würde die Betrachtung von Bewertungen von Ereignissen 
keine wesentliche Beschränkung der Allgemeinheit bedeuten. 
4 Vgl. dazu das Theorem Tl.4-1. 
Man kann z. B. im Anschluß an P. Suppes und M . Winet in [55] 
von einem vierstelligen komparativen WertbegrifT ausgehen, von 
einer Relation a,b <• c,d auf R : a wird (von X) dem b höchstens 
so stark vorgezogen wie c dem d. Mit diesem Begriff kann man 
also Wertdifferenzen vergleichen und man kann den zweistelligen 
komparativen Begriff a<. b — a ist höchstens so wertvoll wie b -
nach Dl . 4 -1 einführen. Wir fordern dann, daß (R, <•) ein unend-
liches Differenzsystem im Sinne von 1.4 darstellen soll, und erhal-
ten dann mit T l .4 -3 das Resultat, daß es eine, bis auf lineare 
Transformationen, eindeutig bestimmte Funktion u auf R gibt, 
für die gilt a,b <. c,d = u(a) — u(b) < u(c) — u(d), und a < • b = u(A) 
<u(B). 
Die Axiome d5 bis d7, die die unendlichen Differenzensysteme 
gegenüber allgemeineren komparativen Wert-, bzw. Wertdiffe-
renzbegriffen auszeichnen, enthalten sehr starke und spezielle 
Forderungen an die betrachteten Wertstrukturen und beschränken 
so zunächst die Anwendbarkeit der Begriffe. Man kann aber so 
vorgehen wie bei der Metrisierung des komparativen Wahrschein-
Hchkeitsbegriffs und kann die im Abschnitt 1.4 durch die Axiome 
d l bis d7 charakterisierten Strukturen als ausgezeichnete Wertdiffe-
renzsysteme bezeichnen und sich dann überlegen, daß sich jedes 
(durch d l bis d4 charakterisierte) Wertsystem (R, <•) in ein solches 
ausgezeichnetes Wertsystem einbetten läßt, indem man, wo 
(R', <•') ein ausgezeichnetes Wertsystem ist, ein System ( R u R ; , 
<•") bildet, wobei beschränkt auf R mit <•, und beschränkt 
auf R mit <•, und beschränkt auf R' mit identisch ist. Natür-
lich läßt sich ein System (R, <•) im allgemeinen in sehr verschie-
dener Weise derart einbetten, aber erst wenn man sich für eine 
solche Einbettung entschieden hat, ist der komparative Wertbe-
griff so genau bestimmt, daß er im Sinn des nun zu diskutierenden 
Prinzips der Maximalisierung des erwarteten Nutzens eine Präfe-
renzstruktur für Handlungen eindeutig festlegt. Nur wenn die 
Werte in ihren gegenseitigen Relationen so genau festliegen, daß 
sie sich, bis auf die Wahl des Ursprungs und der Maßeinheit, 
eindeutig durch Zahlen ausdrücken lassen, legen sie eindeutig 
eine Präferenz für Handlungen fest. 
Es sei nun M eine Zustandsmenge, und auf ^ ( M ) , der Menge 
aller Teilmengen von M , sei eine subjektive Wahrscheinlichkeits-
bewertung w erklärt, die die Erwartungen der Person X bzgl. der 
Ereignisse aus ^ ( M ) ausdrücken möge. Ferner sei eine Menge Jf7 
von Handlungen gegeben, die X (in der betrachteten Situation) 
durchführen kann, und die, je nachdem, welcher Zustand aus M 
realisiert wird, zu Ereignissen (oder Objekten) einer Menge R 
führen. Das Resultat h(x) einer Handlung h aus 3tf soll eindeutig 
feststehen, wenn der tatsächliche Zustand x aus M bekannt ist. 
Wir können also jede Handlung h als eine Abbildung von M in R 
auffassen. Auf R sei ein metrischer Wertbegriff u erklärt, der den 
subjektiven Wert der Resultate aus R für die Person X ausdrückt. 
Wenn X weiß, welcher Zustand x aus M besteht, also die 
Resultate hi(x) der Handlungen hi kennt, die ihm möglich sind, 
so wird X diejenige Handlung vollziehen, die zu dem für X wert-
vollsten Resultat aus R führt, d.h. X wird ein hi wählen mit 
u(hi(x))>u(hj(x)) für alle hj aus R. X wird in diesem Sinn also 
den Nutzen maximalisieren. 
Wenn X hingegen nicht weiß, welcher Zustand x aus M be-
steht, und so die Resultate seiner Handlungen nicht mit Sicherheit 
absehen kann - man spricht dann von einer Entscheidung unter 
Risiko - , so wird X eine solche Handlung wählen, für die der 
resultierende Nutzen, der aufgrund der Wahrscheinlichkeitsbe-
wertung w von X zu erwarten ist, möglichst groß wird. D . h . X 
wird dann nach folgender Maxime handeln: 
M) Handle so, daß der %u erwartende Nutzen maximal wird! 
Den zu erwartenden Nutzen einer Handlung h können wir als 
Erwartungswert U(h) = Ju(h(x))dw des Nutzens u(h(x)) bestim-
M 
men, oder im Fall einer endlichen Menge M durch U(h) = 
n 
= 2 u ( x 0 • w(xi). Nach (M) soll also ein solches h gewählt wer-
i = 1 
den, bei dem dieser Erwartungswert maximal wird. Diesen Wert 
U(h) nennen wir auch die Nützlichkeit von h. 
Dazu zwei einfache Beispiele: 
1. Die Menge 2/c° der für X möglichen Handlungen hi(i = 1, . . ., n) 
bestehe aus n Wetten mit Wettquotienten qi, . . ., q n und Gesamt-
einsätzen 1 auf das Ereignis „Kopf" bei jeweils einem Wurf mit 
einer von n Münzen. Es sei A i das Ereignis „Kopf" beim Wurf 
mit der i-ten Münze. Dann ist U(hi) = ( l - qi) • w(Ai) — qi • w(Äi) 
= w(Ai) — qi, sofern wir den subjektiven Wert des Gewinns eines 
Geldbetrages r für X mit r gleichsetzen. Nach (M) wird sich also 
X für eine Handlung hi entscheiden, für die w(Ai) —qi maximal 
ist. 
2. X wird die Wahl angeboten, ein Spiel zu spielen (h), bei dem 
1 
mit der subjektiven Wahrscheinlichkeit der Betrag 2 n bei 
einem Einsatz e gewonnen wird. Z . B . wird der Betrag 2 n be-
zahlt, wenn der n-te Wurf mit einer Münze, für die X annimmt 
w(„Kopf" ) = w(„Wappen") , das erste Mal „Kopf" ergibt. Wenn 
man den subjektiven Wert des Betrages r für X wieder mit r 
oo 1 
gleichsetzt, so ist die Nützlichkeit des Spiels U(h) = 2 — • (21 - e) 
i = l 2* 
; =( l + l + . . . ) - e . ^ + ^ + . . .j = (1 + 1 + . . . ) -e , also unendlich 
; groß. Die Nützlichkeit, das Spiel nicht zu spielen, hat dagegen 
: den Wert 0. Wie hoch der Einsatz e also immer sei, so wird X 
es nach (M) vorziehen, das Spiel mitzuspielen. 
Diese beiden Beispiele unterstreichen noch einmal, daß es für 
! die Adäquatheit von (M) entscheidend ist, daß man den Wert 
l U(h) mit der subjektiven Wahrscheinlichkeit w von X bildet und 
\ mit dem subjektiven Wert u für X . Für das Verhalten von X , d. h. 
I dafür, welche der ihm angebotenen Handlungen X vorzieht, 
\ kommt es nicht darauf an, was wahr ist, oder was in einem objek-
tiven Sinn wahrscheinlich ist, sondern allein darauf, was X 
glaubt, d.h. was X als wahrscheinlich ansieht. Ist im ersten 
1 1 




; und w(A n) = - , d.h. sieht X alle Münzen außer der n-ten als bzgl. 
' A 
des Auftretens von „Kopf" und „Wappen" symmetrisch an, ; 
glaubt aber, daß bei der n-ten Münze mit dem Auftreten von \ 
„Kopf" eher zu rechnen ist, so handelt X rational, wenn er die ; 
n-te Wette akzeptiert, irrational, wenn er das nicht tut - und zwar ; 
unabhängig davon, bei welcher Münze dann tatsächlich Kopf j 
auftritt, und wie groß die objektiven Wahrscheinlichkeiten von | 
„Kopf" bei den einzelnen Münzen sind. Rational handeln heißt ja " 
nicht, so handeln, daß man Erfolg hat, sondern so, daß es auf-
grund der verfügbaren Informationen wahrscheinlich ist (im sub-
jektiven Sinn), daß man Erfolg haben wird. Rationale Handlungen | 
führen nicht notwendig zum Erfolg, und erfolgreiche Handlungen ; 
sind nicht immer rational, nämlich dann nicht, wenn ihr Erfolg 
aufgrund der bei der Entscheidung verfügbaren Informationen 
nicht zu erwarten war.5 
Das zweite Beispiel zeigt insbesondere, daß der Wert u als 
subjektiver Wert für X zu verstehen ist, und daß es nicht immer j.< 
adäquat ist, den subjektiven Wert des Gewinnes eines Geldbetra- j 
ges r durch r selbst zu messen. Denn die Wahrscheinlichkeit, bei j 
dem Spiel mindestens einen Einsatz e von 256, — D M herauszube- \ 
1 1 . . . . I 
kommen ist nur 2—.= » d.h. die Wahrscheinlichkeit, bei l 
i£a2 l 128 I 
diesem Spiel zu verlieren, ist sehr groß, und daher ist es rational, | 
dies Spiel für größere Einsätze nicht zu spielen; denn es ist | 
praktisch kehn Trost, daß eine nicht verschwindende Wahrschein-
lichkeit bestecht, beliebig hohe Gewinne zu erzielen.6 
5 In [40], S.. 324 sagt H . Reichenbach: „. . . a man's actions can be 
guided only Iby his knowledge of the world and not by unknown 
features of true world; if we have to decide whether his actions are 
reasonable we: have to ask whether they are reasonable in relation to 
what he know.'s." 
6 Aufgrund der Inadäquatheit des Verfahrens, das sich nach (M) 
ergibt, wenn rman den subjektiven Wert eines Geldbetrages durch den 
Betrag selbst imißt, bezeichnet man dies Beispiel auch als St, Petersburg-
Paradoxie, deinn es wurde durch die Veröffentlichung von Daniel 
Bernoulli [38] in den Verhandlungen der wissenschaftlichen Akademie 
von Petersbuirg bekannt. Zuerst wurde sie jedoch von Nikolaus 
Bernoulli angegeben. 
Wenn das handelnde Subjekt X den Zuständen aus M nicht 
einmal subjektive Wahrscheinlichkeiten zuordnen kann, wenn 
also eine Entscheidimg unter Unsicherheit vorliegt, so bleibt X nur 
übrig, nach solchen schematischen Regeln vorzugehen wie z. B . : 
a) X wählt eine Handlung h, für die der mögliche Nutzen, d.h. 
das Maximum der Werte u(h(x)) für alle xeM, maximal ist. Oder: 
b) X wählt eine Handlung h, für die der mögliche Schaden, d. h. 
das Minimum der Werte u(h(x)) für alle xeM, minimal ist. Oder: 
c) X wählt aus den Handlungen nach (a) eine nach (b) aus. Oder: 
d) X wählt aus den Handlungen nach (b) eine nach (a) aus. Oder: 
e) X wählt eine Handlung h, für die der größtmögliche Mißgriff, 
d.h. das Maximum der Differenzen zwischen dem Maximum der 
Werte u(h'(x)) für alle h ' aus J/c° bei x (also dem bei x erreichbaren 
Optimum) und u(h(x)) (dem mit h bei x erzielten Wert), minimal 
ist für alle x. 
Sind hi(i = l , . . ., m) die Handlungen aus J f , x k ( k = l , . . ., n) 
die Zustände aus M und schreibt man uik für u(hi(xk)), so kann 
man die Forderungen an das zu wählende hj so formulieren: 
a) maxujk>maxuik für alle i = l , . . ., m; 
k k 
b) minujk>minuik für alle i = l , . . ., m; 
k k 
c) minujk>minuik für j und alle i mit maxuik>maxui k 
k k k k 
für alle (1 = 1 , . . . , m) 
d) maxujk>maxujk für j und alle i mit minui k >min u i k 
k k k k 
für alle (1 = 1 , . . . , m) 
e) max(rnax uik — Ujk) < max(maxuik — uik) für alle 1 = 1, . . ., m. 
k i k i 
Es gibt also verschiedene Möglichkeiten des Verfahrens, unter 
denen man je nach den Umständen eine auswählen kann.7 Welches 
Verfahren man wählt, hängt jeweils doch wohl wieder von den 
Wahrscheinlichkeiten ab, die man den Zuständen von M zumißt : 
Selbst wenn man keine subjektive Wahrscheinlichkeitsbewertung 
und insbesondere keine quantitative Bewertung der Ereignisse 
7 Für diese und weitere solche Verfahren und ihre kritische Dis-
kussion vgl. Luce und Raiffa [57], S. 278ff. 
aus M angeben kann, so wird man doch in den allermeisten Fällen 
jedenfalls Wahrscheinlichkeits vergleiche zwischen einzelnen Er-
eignissen vornehmen können. Eine Gleichbewertung aller Zu-
stände Xk, die einem Zustand völl iger Unwissenheit und Unvor-
eingenommenheit entsprechen könnte, würde zu folgendem 
n 1 n 
Prinzip führen: Wegen U(hi)= 2 uik • w({xk}) = -- 2 uik wäre nach 
r k = i nk = i 
dem Prinzip (M) die Handlung hj vorzunehmen, für die gilt: 
n n 
f) 2 Ujk> 2 uik für alle i = 1, . . ., m; d.h. es wird eine Handlung 
k = i k=i 
hj gewählt, für die das Mittel der u j k maximal ist. 
Aber eine Annahme der Gleichverteilung ist nicht immer eine 
adäquate Darstellung des Nichtwissens, und insofern sind Prin-
zipien wie (a) bis (e) bei Entscheidungen unter Unsicherheit in 
der Regel angemessener. 
Man kann, anstatt sich für einzelne Handlungen zu entscheiden, 
auch Verhaltensstrategien wählen. Wenn z. B. auf M eine Zufalls-
funktion a(x) mit dem Wertevorrat B erklärt ist, deren Werte 
einer Beobachtung zugänglich sind und Aufschluß über den 
tatsächlichen Zustand x des Systems geben, so kann man eine 
Strategie s des Verhaltens dadurch festlegen, daß man angibt, für 
welche Handlung man sich entscheidet, wenn ein Wert beB 
beobachtet wird. 
Eine Strategie s ist daher eine Funktion, die jedem Element b 
von B eine Handlung Sb zuordnet. Den Wert, den die Handlung 
Sb dem Zustand x zuordnet, bezeichnen wir durch s(b,x). Setzt 
man h s(x): = s(a(x),x), so ist h s die durch s charakterisierte Hand-
lung aus X, die auf M überall die gleichen Werte hat wie die 
durch s bestimmten Handlungen. Man kann daher die Nützlich-
keit der Strategie s durch die Nützlichkeit der zugeordneten 
Handlung h s bestimmen: 
U (s): = U(h s) = Ju(s(a(x),x))dw. 
M 
Eine optimale Strategie s ist nun offenbar die, bei einer Beob-
achtung eines Wertes b, also bei Kenntnis des Ereignisses 
Eb : = {x: a(x) = b} aus ^ ( M ) , eine Handlung h zu wählen, für die 
die durch Et, bedingte Nützlichkeit von h : 
fu(h(x))dw 
U E b (h ) = Ju(h(x))dwEb = ^ - ^ - r — 
maximal ist. Für abzählbare Mengen B gilt: 
U(s)= 2 w(Eb) • U E b ( sb) , denn es ist 
beB 
Ju(s(a(x),x))dw = 2 Ju(s(a(x),x))dw = 2 Ju(sb(x))dw = 
M beB Eb beB E b 
= 2 w(Eb) • U E b (sb) . Die Nützlichkeit der Strategie s ist also 
beB 
der Erwartungswert der Nützlichkeiten der s b , und diese Nütz-
lichkeit ist maximal, wenn die durch Kenntnis von Eb bedingten 
N ützlichkeiten der Sb maximal sind. 
2.4.2 Präferenzs t rukturen - Das Ramsey-Model l 
Geht man von einer Wahrscheinlichkeitsbewertung w auf 
SP (M) aus und einer Wertfunktion u auf R, und ist 2/f die Menge 
aller Abbildungen von M in R, so wird durch das Prinzip (M) 
ein Präferenzbegriff f<-g definiert: die Handlung f wird (vom 
Subjekt X , dessen Wahrscheinlichkeits- und Wertfunktionen w 
und u darstellen) der Handlung g nicht vorgezogen, oder: f wird 
(von X ) höchstens so stark favorisiert wie g. Denn wir können 
für U(f) = ju(f(x))dw setzen: 
I) f<.g=U(f )<U(g) . 
Dieser Ausdruck ist wohlbestimmt, falls die Integrale U(f) und 
U (g) existieren. Sie existieren sicher für bzgl. w und u beschränkte 
Akte. 8 Dabei definieren wir: 
D2.4.2-1: E in Akt f aus 2/c° heißt bzgl. w und u beschränkt, wenn 
es Zahlen r i und r2 gibt mit w({x:n<u(f(x))<r2}) = 1. 
Solche Akte wollen wir im folgenden immer annehmen. 
Wir wollen zunächst einige grundlegende Eigenschaften dieses 
Präferenzbegriffes < • auf 2/c° aus den Eigenschaften von w und u 
ableiten. Diese Eigenschaften sollen dann später als Axiome ver-
8 1st f(x) bzgl. w und u beschränkt, so ist u(f(x)) w-integrabel, vgl. 
dazu z.B. Richter [66], S. 174. 
wendet werden, mit denen sich Präferenzstrukturen charakteri-
sieren lassen, und wir werden dann die Frage stellen, ob sich 
nicht umgekehrt aus dem Präferenzbegriff für Handlungen Wahr-
scheinlichkeits- und Wertbegriffe gewinnen lassen, für die die 
Relation (I) gilt. Die Axiome sind dabei im wesentlichen diejeni-
gen, die L . Savage in [54] angegeben hat. Die Grundgedanken 
dieses Modells gehen auf F .P . Ramsey zurück und entsprechen 
denen bei v. Neumann und Morgenstern. 
Wegen der entsprechenden Eigenschaften von < stellt der 
Präferenzbegriff eine Quasireihe dar, d.h. es gilt: 
a l : f < • g v g < • f 
a2: f < • g A g < • h f < • h. 
Wir schließen ferner nur triviale Präferenzstrukturen aus, d.h. 
Strukturen, für die gilt Aab(asRAbeR^u(a) = u(b)), wenn wir 
fordern: 
a3 :Vfg(f<.g) 
Man kann nun auch eine bedingte Nützlichkeit von Handlungen 
U(f ;A) einführen als Nützlichkeit von f bei Kenntnis, daß das 
Ereignis A aus ^ (M) eingetreten ist, indem man setzt: 
U(f ;A) = Ju(f(x))dwA, wo W A die durch A bedingte Wahrschein-
M 
lichkeit ist, also W A ( B ) = w(B/A) . Für ein endliches M = { x i , . . . , xn} 
erhalten wir so U(f; A) = 2 u(f(Xi)) . w({Xi}/A) = i = i 
n ,r, w({Xi} • A) 1 
2 u(f(Xl)) . - - ^ L J _ _ ' = 2Z__ u(f(x,)) • w({X i}). 
i = l W(A) W (A) i : x i e A 
Entsprechend erhält man für unendliche Zustandsmengen M : 
W ; A ) = ^ j u ( f ( x ) ) d w . 
Es gut nun U(f;A)< U(g;A) = Ju(f(x))dw< Ju(g(x))dw, also 
A A 
gilt für f < . A g : = U (f;A) < U (g;A) : Ist f < - A g und gilt 
Ax(xsA=>f/(x)=f(x)Ag/(x) = g(x)) A Ax(xeA=>f(x) = g/(x))> so 
ist wegen Ju(f'(x))dw = Ju(f'(x))dw + Ju(f/(x))dw = ju(f(x))dw + 
M A X A 
+ M g ' ( x ) ) d w ^ J u ( g ( x ) ) d w + M g ' ( x ) ) d w = f u ( g ( x ) ) d w : f / ^ • g'-
A A A M 
Und gilt unter der Voraussetzung über P und g' umgekehrt 
P <• g ' , so ergibt die gleiche Überlegung f <-A g . Daher kann man 
auch definieren: 
D2.4.2-2: f <.A g : = A f'g'( A x(x sA => f (x) = f(x) A g'(x) = g(x)) A 
Ax(x S A^f ' ( x ) = g'(x))=>P<- gO-
Es gilt dann: 
a4: Ax(xeÄ=>f(x) = g(x))Af'<.g =>f<-Ag. 
Denn aus dem Implikans dieses Satzes ergibt sich 
U (f) = Ju(f(x))dw + Ju(f(x))dw = Ju(f(x))dw + Ju(g(x))dw < 
A A A A 
^Mg(x))dw + Ju(g(x))dw = U(g), also Ju(f(x))dw< Ju(g(x))dw. 
A Ä A _ A 
Aus D2.4.2-2 folgt umgekehrt sofort A x(xsA f(x) = g(x)) A 
Af <• A g ^ f <• g . 
Ferner gilt: 
a5: Ist A i , A 2 , . . . eine Folge von Ereignissen mit Ai<=Ai f i für 
alle i = 1,2, . . . und gilt f < - A t g für alle i , so gilt auch f <• ?? g . 
U Ai i = l 
Denn aus U(f;Ai)< U ( g ; A i ) folgt fu(f(x))dw< fu(g(x))dw. 
n oo oo 
Setzen wir B i = A i , Bn-i-i = A n + i — 2 B i } so ist U A i = I B i und 
i = i i = i i = i 
oo oo 
es gilt 2 ju(f(x))dw< 2 Ju(g(x))dw, also fu(f(x))dw< Ju(g(x))dw 
i = lBi i = lBi ÜAi UAi 
oo oo 
also U(f ; .U A i ) < U ( g ; U Ai) . 
Für die weiteren Definitionen und Axiome müssen wir uns 
nun auf spezielle Akte aus 3f£ beziehen: 
Es sei a* der Akt , der konstant das Ergebnis a hat, für den also 
gilt Ax(a*(x) = a). Und es sei h A a / derjenige Akt, der auf der Menge 
A konstant das Resultat a hat und auf Ä konstant das Resultat a7, 
für den also gilt: Ax(xsA=>hAa,(x) = a)A Ax(xsÄ=>hA a /(x) = a'). 
Diese Akte sind in der Menge 2/f enthalten, die wir ja als Menge 
aller Abbildungen von M in R definiert hatten, und so definieren 
konnten, weil U (f) aufgrund von w und u für alle (beschränkten) 
Akte aus dieser Menge definiert ist. 
Für w(A) = 0 gilt nun Ju(f(x))dw = Ju(g(x))dw = 0 für alle f und 
A A 
g , also A fg(f ^ • A g). Gilt umgekehrt Afg(f ^ - A g), so gilt auch für 
ein a und ein b mit a* <• b* (die es nach a3 gibt) b* <«A a*, also 
U(b*;A)<U(a*;A) , so daß w(A)=0 sein muß. Man kann also 
definieren, daß A ein praktisch unmögliches Ereignis ist, indem 
man setzt: 
D2.4.2-3:0(A):= Afg ( f<-Ag) . 
Wir können ferner wegen U(a*) = Ju(a)dw = u(a) einen kom-
M 
parativen Wertbegriff a <• b auf R mit: 
II) a<-b = u(a)<u(b) 
definieren durch: 
D2.4.2-4: a<-b : =a* <• b*. 9 
Ferner kann man wegen U(h A a ' )< U(h^') = u(a) . w(A) + u(a') • 
. W ( Ä ) = w(A)(u(a) - u(a')) + u(a') < w(B) . (u(a) - u(a')) + u(a') = 
w(A) < w(B) (für u(a) > u(a')) auch einen komparativen Wahr-
scheinlichkeitsbegriff A < - B auf ^ (M) mit: 
III) A < • B = w(A) < w(B) 
definieren durch: 
D2A2-5 : A <• B : = Aaa'(a' <• a h A a / <. h A a ' ) . 
Es gilt nun der Satz: 
a6: A x ( f ( x ) < . g ( x ) ) 3 f < . g . 
Daraus folgt mit D2.4.2-2 sofort: 
T2.4.2-1: A x(xeA => f(x) <. g(x)) =>£< . A g. 
und 
T2.4.2-2: - , 0(A) => (a* <-Ab* == a* <• b*). 1« 
9 Hier ist vielleicht wieder einmal ein entschuldigendes Wort zu 
unserer Praxis am Platz, alle komparativen Begriffe durch dasselbe 
Zeichen „<•" zu symbolisieren: Diese Praxis erspart die Einführung 
von immer neuen Symbolen, kann aber nicht zu Verwechslungen 
führen, weil die verschiedenen Begriffe <• verschiedene Definitions-
bereiche haben, die in allen Kontexten durch die syntaktische Unter-
scheidung der verschiedenen Konstanten, bzw. Variablen deutlich 
gemacht werden. 
1 0 Die Implikation —i 0(A) A a*<- Ab*=^a*<-b* ergibt sich daraus, 
daß aus a*-> b* folgen würde a * - > A b * , daß aber die Relation < A 
für —i 0(A) eine Quasireihe darstellt. Vgl. dazu den Hilfssatz 1.1 im 
Beweis von T2.4.2-3 im Anhang II. 
Ferner gilt: 
a7: a' < • a A b' < • b => (h a a / <. h a a ' => h* b / <. h™')-
Denn, wie wir gesehen haben, gilt h^'< • h^'Es w(A)<w(B), d.h. 
das Bestehen der Relation h^ '< • h 5^' hängt nicht von a und a' ab. 
Es gilt auch der Satz: 
a8: A x ( « A = f |.g(x)*) = f | . A g . 
Dabei soll einem „ < • " im Implikans ein „ < • " im Implikat 
entsprechen, und ebenso für „ > " und „ = ". 




Ist nun (M,^(M),<.) , wobei <• auf^(M) durch (III) definiert 
sei, ein ausgezeichnetes Wahrscheinlichkeitsfeld im Sinne von 
D2.1.2-1, so gilt endlich auch: 
a9: Es gibt für alle n > l eine n-fache gleichförmige Zerlegung 
{M?} von M , so daß es für alle f>g,a',a mit a'* <• f <• g <• a* ein n 
und ein r gibt mit f<« h a a / <• g. 
IM? 
i=i 
Denn wegen u(a')< U(f) < U(g)<u(a) gibt es Zahlen pi,p2 mit 
. , U(f)-u(aO U(g)-u(aO , . . 
0< pi < p2< 1 und pi = / ~~\—7 7) P2 = — ^ - , und also eine 
u(a) — u(a') u(a) — u(a') 
r n 
rationale Zahl -- = w( 2 M 4 ) mit pi<r<p 2 . Es gilt dann aber 
n i = i 
U (f) = pi(u(a) - u(aO) + u(a') < w ( | i Mf) . (u(a) - u(a')) + 
+ u(a') = U ( h a a 0 < p2(u(a) - u(a7)) + u(aQ = U(g)." 
1 3 Savage hat anstelle des Axioms a3 das Axiom P5: Vab(a<-b), 
anstelle von a9 das Axiom P6: Ist f<-g, so gibt es zu jedem asR eine 
Zerlegung {Mf} von M , so daß für alle i(i = l , . . n) 
und f i mit Ax(xsM-Mf^f^x) = f(x)) A Ax(xeMf =>fi(x) = a) 
und gi mit Ax(xeM - M f =>gi(x) = g(x)) A Ax(xeMf =>gi(x) = a) 
gilt: f i < « g A f < - g i . Der Satz T2.4.2-2 fungiert bei Savage als Axiom, 
Wenn man so einerseits durch einen Wahrscheinlichkeitsbe-
griff w auf ^ (M) und einen Wertbegriff u auf R einen Präferenz-
begriff <• auf X durch (I) definieren kann, für den Axiome wie 
al bis a9 gelten, so kann man auch fragen, ob sich nicht durch 
derartige Axiome ein Präferenzbegriff <• auf X so charakteri-
sieren läßt, daß es zu der Struktur (M, ^ ( M ) , R, Jf7, <•) eine 
Funktion w auf ^ (M) und eine Funktion u auf R gibt, so daß (I) 
gilt. 
Wenn man Präferenzstrukturen (M, ^ ( M ) , R, X, <•) durch die 
Axiome al bis a9 charakterisiert, so wird diese Frage durch das 
folgende Theorem beantwortet: 
T2.4.2-3: Zu jeder Präferenzstruktur (M, ^ ( M ) , R, 2/c°, <•) gibt 
es Funktionen w auf ^ (M) und u auf R, für die gilt: 
a) w ist ein eindeutig bestimmtes Wahrscheinlichkeits maß auf 
^ (M) , 
b) für bzgl. w und u beschränkte Akte f und g aus X gilt f < • g 
^u(f(x))dw<J-u(g(x))dw, 
M M 
c) u ist bis auf lineare Transformationen eindeutig bestimmt. 
Zum Beweis dieses Theorems vgl. den Anhang II. 
Die Frage, ob sich ein Präferenzbegriff für Handlungen f so 
durch eine Funktion U(f) metrisieren läßt, daß es eine Wahr-
dafür fehlt a6. Es fehlt auch a5, da Savage nur die Existenz eines end-
lich-additiven Wahrscheinlichkeitsmaßes beweist. Daß a3 und P5 
äquivalent sind, ist trivial. Das Verhältnis von a9 und P6 entspricht 
dem in 2.1.2 besprochenen Verhältnis der Bedingung für ausgezeich-
nete Wahrscheinlichkeitsfelder zu der entsprechenden Bedingung von 
Savage. a6 gilt auch im System von Savage, denn Savage beweist einen 
Satz, der bis auf die a-Additivität genau T2.4.2-3 entspricht. Es gibt 
also eine Funktion u auf R mit 
Ju(f(x))dw< Ju(g(x))dw = f<-g. Ist also Ax(u(f(x)) <-u(g(x))), so gilt, 
M M 
wie wir uns oben schon überlegt haben, f <*g. - Aus dem im Anschluß 
an T2.4.2-3 zu besprechenden Grund legen wir kein besonderes 
Gewicht auf die Formulierung der einzelnen Axiome und diskutieren 
hier daher auch nicht die relativen Vorzüge der verschiedenen Axio-
mensysteme für Präferenzstrukturen. 
scheinlichkeits- und eine Wertfunktion gibt, bzgl. deren sich U(f) 
als Erwartungswert des Nutzens der Handlung darstellt, ist von 
grundsätzlicher Bedeutung. Diese Frage wird ja z. B. durch die 
Problemstellung impliziert, ob man aus dem Verhalten einer 
Person, bzw. ihren Verhaltensdispositionen im Sinn einer Präfe-
renz für Handlungen, Schlüsse auf ihre Annahmen über die Welt 
und auf ihre Wertungen ziehen kann. Insbesondere vom behaviori-
stischen Standpunkt aus ist diese Frage wichtig, da allein das 
Verhalten, nicht aber Erwartungen und Wertvorstellungen einer 
Person einer direkten inter subjektiven Beobachtung zugänglich 
sind. 
Diese Frage wird aber durch das Theorem T2.4.2-3 nicht ganz 
befriedigend beantwortet, denn im Begriff der Präferenzstruktur 
stecken so starke und für viele Anwendungen so unplausible 
Annahmen, daß das Theorem nur von beschränkter Anwendbar-
keit ist. Diese problematischen Annahmen liegen nicht in dem 
starken Existenzaxiom a9. Man könnte ja durch a9 zunächst aus-
gezeichnete Präferenzstrukturen kennzeichnen und Argumente 
anführen, daß sich allgemeinere Präferenzstrukturen in solche 
ausgezeichnete Strukturen einbetten lassen - ähnlich wie wir das 
im Fall des Wahrscheinlichkeitsbegriffs in 2.1.2 und im Fall des 
Wertbegriffs in 2.4.1 getan haben. Vielmehr ist es die Annahme, 
daß die Menge die Menge aller Abbildungen von M in R ist, 
die sich als fragwürdig erweist. Das ist in den Darlegungen die-
ses Abschnitts bisher nicht aufgefallen, weil wir bei der Begrün-
dung der Axiome zunächst von vorgegebenen Funktionen w 
und u ausgegangen sind. Dann ist die Funktion U(f) = fu(f(x))dw 
M 
für alle (beschränkten) Akte f aus der Menge 2/c° aller Abbildun-
gen von M in R erklärt, und also auch für jede Teilmenge von 
2/f der bei einer bestimmten Interpretation der Struktur (M, 
^ (M) , R, J f , <-) für die Bezugsperson X möglichen Akte. Wie 
besonders P. Suppes in [56] und [60] betont hat, kann man aber 
im allgemeinen nicht annehmen, daß X Handlungen vollziehen 
kann, die von beliebigen Zuständen x des Systems (der Welt) zu 
beliebigen Resultaten aus R führen. Vielen Abbildungen von M 
n R entsprechen daher keine möglichen Handlungen, und zwar 
nicht nur aus praktischen, sondern aus naturgesetzlichen oder 
gar logischen Gründen. Suppes erläutert das an dem Standard-
beispiel einer Entscheidungssituation von Savage: X will sich 
ein Omelett zubereiten und hat zu diesem Zweck bereits 5 Eier 
in eine Tasse geschlagen, die sich dabei als gut erwiesen haben. 
X steht nun vor der Wahl, ein 6. E i (a) in dieselbe Tasse zu schla-
gen, (b) in eine andere Tasse, oder (c) es wegzuwerfen. Die mög-
lichen Resultate sind (1) Omelett mit 6 Eiern, (2) 5 gute Eier 
durch ein schlechtes verdorben, (3) Omelett aus 6 Eiern und eine 
2. Tasse abzuwaschen, (4) Omelett aus 5 Eiern und eine 2. Tasse 
abzuwaschen, (5) Omelett aus 5 Eiern und ein gutes E i wegge-
worfen, (6) ein Omelett aus 5 Eiern. Ist das 6. E i gut (xi), so 
führen die Akte (a), (b), (c) zu den Resultaten (1), (3), (5), ist es 
schlecht (x2), so führen sie zu den Resultaten (2), (4), (6). Zwi-
schen diesen Möglichkeiten muß X sich nach seinen Erwartun-
gen bzgl. x i und X2 und nach seinen Bewertungen von (1) bis (6) 
entscheiden. Es wäre aber unsinnig, in diesem Fall einen kon-
stanten Akt (7) anzunehmen, der auch im Fall (x2) zu einem Ome-
lett aus 6 guten Eiern führt. 
Die konstanten Akte spielen bei der Charakterisierung der 
Präferenzstrukturen eine wesentliche Rolle, weil man durch sie 
nach D2.4.2-4 den komparativen Wertbegriff auf R charakteri-
siert. Und ebenso spielen die Akte h A a / eine wichtige Rolle, durch 
die nach D2.4.2-5 der komparative Wahrscheinlichkeitsbegriff 
auf ^ (M) charakterisiert wird. Entsprechendes gilt für andere 
Ansätze zur Charakterisierung von Präferenzstrukturen, wie z. B. 
den von Neumann und Morgenstern in [47] und den von Suppes 
in [56].12 
E i n Ausweg aus dieser Schwierigkeit wäre, Präferenzen nicht 
nur für tatsächlich realisierbare Handlungen festzulegen, sondern 
sie auch durch irreale Konditionalsätze zu charakterisieren, wie 
1 2 Bei diesen beiden Ansätzen kommt noch hinzu, daß der Wahr-
scheinlichkeitsbegriff, der durch Präferenzen erst eingeführt werden 
sollte, bereits in der intuitiven Interpretation der Grundrelation steckt. 
„X würde die Handlung f eher durchführen als die Handlung g, 
wenn f für X realisierbar wäre" . In derselben Intention könnte 
man die Handlungen h a a / (und damit die a* =hM x /) auch als Wet-
ten auffassen, bei denen X im Fall von A a und im Fall von Ä a' 
erhält, und Präferenzen auch für Wetten angeben, die nicht reali-
sierbar sind, für die man (z. B. aus naturgesetzlichen oder logi-
schen Gründen) keinen Partner finden kann. 
Aber solche Vorstellungen und Interpretationen bringen wie-
der ihre eigenen Schwierigkeiten mit sich und sind kaum wirk-
lich befriedigend. Die Annahme der Flandlungen h a a / für alle 
a, a' und A verdeckt eben nur die Tatsache, daß man in den Prä-
ferenzbegriff für Flandlungen bereits direkt eine Präferenz a<- b 
für die Resultate nach D2.4.2-4 und eine komparative Wahr-
scheinlichkeitsrelation A < - B nach D2.4.2-5 hineingesteckt hat, 
und die Schwierigkeiten der Annahme von Präferenzen für un-
mögliche Handlungen verschwinden, wenn man nicht von einer 
Präferenz f <• g für Handlungen ausgeht, sondern von den bei-
den Relationen a <• b und A <• B, und f <• g aus ihnen erschließt. 
D . h . es bleibt inhaltlich (vorläufig) befriedigender, Präferenzen 
aus Wahrscheinhchkeiten und Wertbegriffen zu bilden, als Wahr-
scheinHchkeiten und Wertbegriffe aus Präferenzen zu rekon-
struieren. 
In speziellen Fällen kann man aber durchaus aus dem Verhal-
ten bei bekannten Wertbegriffen auf Wahrscheinlichkeiten schlie-
ßen (wie bei Wetten) oder bei bekannten WahrscheinHchkeiten 
auf Wertbegriffe, so daß man Wahrscheinlichkeiten und Werte 
auch behavioristisch charakterisieren kann, ohne das oben an-
gegebene Modell der Präferenzstrukturen in Allgemeinheit zu 
übernehmen. 
Die Schwierigkeit, Wahrscheinlichkeitsbewertungen und Wert-
begriffe direkt in den Präferenzbegriff hineinzustecken, weist auch 
auf folgendes Problem hin: Wenn man von einer Struktur 
(M, ^ (M) , R, , <•), ausgeht und metrische Begriffe U , u und w 
auf 2/c°, R und ^(M) einführen will mit f <• gsU(f)<U(g) und 
U(f) = ju(f(x))dw, so hat man kaum eine Möglichkeit, Korrela-
M 
tionen zwischen w und u in Ansatz zu bringen, so daß die Metri-
sierung Transformationen von w und u zuläßt, bei denen diese 
voneinander abhängen. Das liegt einfach daran, daß w und u ganz 
verschiedene Definitionsbereiche haben. In vielen Fällen wird 
man aber dieselben Präferenzen mit verschiedenen, untereinander 
korrelierten, Funktionen w und u erklären können. Wenn etwa 
im Omelettbeispiel X das 6. E i zu den 5 Eiern in die Tasse schlägt, 
so kann man das ebensogut damit erklären, daß X überzeugt ist, 
das 6. E i sei gut, als damit, daß X lieber hungert als eine zweite 
Tasse abzuwaschen. 
2.4.3 Das Mode l l von Jeffrey 
Das bringt uns zu dem entscheidungstheoretischen Ansatz, 
den R. Jeffrey in [65] auf der Basis mathematischer Resultate von 
E . Bolker 1 3 entwickelt hat. Wo das Modell von Savage von drei 
Mengen 2/c° (der Menge der möglichen Handlungen), R (der 
Menge der möglichen Resultate) und ^ (M) (der Menge der Be-
dingungen, von denen diese abhängen) ausgeht, bezieht sich 
Jeffrey auf nur eine Menge von Ereignissen, die einen Ereig-
niskörper über der Grundmenge M darstellen möge. Dazu wer-
den zunächst die Handlungen selbst als Ereignisse aufgefaßt. Das 
Resultat der Handlung H unter der Bedingung A kann man dann 
durch H • A darstellen. Bei dieser Vereinheitlichung der drei 
Bereiche stellt sich natürlich die Frage, inwieweit es möglich ist, 
die drei Funktionen w, u und U nun für alle Ereignisse aus zu 
erklären. Man kann z .B . den Handlungen, die wir nach freier 
Wahl durchführen können, nicht ohne weiteres Wahrscheinlich-
keiten zuordnen, und man kann auch den Bedingungen nicht 
ohne weiteres immer subjektive Werte zusprechen. Was ist fer-
ner der subjektive Wert einer Handlung im Gegensatz zu ihrer 
Nützlichkeit? 
A m besten geht man von einem Ereigniskörper J f ' aus, der 
zunächst nur die Ereignisse enthält, die wir als „Bed ingungen" 
« Vgl. Bolker [65] und [67], 
bezeichnet haben, und definiert für jede Handlung H eine Wahr-
scheinlichkeitsbewertung W H und eine Nutzenfunktion U H auf 
J f ' . W H ( A ) ist die Wahrscheinlichkeit des Ereignisses A , wenn (be-
kannt ist, daß) die Handlung H gewählt wird. W H ( A ) entspricht 
also einer bedingten Wahrscheinlichkeit w(A/H). Hängt die Wahr-
scheinlichkeit der Ereignisse aus J f ' nicht von der Wahl der 
Handlungen ab, so ist W H ( A ) = W ( A ) konstant für alle H . U H ( A ) 
ist der Nutzen des Resultats der Handlung H , die sich unter der 
Bedingung A einstellt, U H ( A ) entspricht also dem Nutzen u(H • A) . 
Da nun A mehrere Zustände xi aus M umfassen kann, für die H 
zu verschiedenen Resultaten führt, muß man festlegen, wie solche 
Resultat-Alternativen zu bewerten sind. Dazu legt man fest: 
u H (A) ist der Erwartungswert des Nutzens der Handlung H , 
wenn man weiß, daß das Ereignis A eintritt: 
I) u H(A) = - T 1 r JuH(x)dw.i4 
w(A) A 
Damit überträgt man die Definition der Nützlichkeit von 
Handlungen auf die Bestimmung der Werte von Ereignissen, so 
daß der Unterschied von U und u wegfällt und man nun U(H) 
erklären kann als U H ( M ) . Allgemein fordert man: 
Iu(Ai) . w(Ai) 
II) u ( 2 A 0 = i - _ - 7 - T - - . 
1 2w(Ai) 
i 
D . h . der Nutzen einer Disjunktion von Ereignissen ist das mit 
ihren Wahrscheinlichkeiten gewichtete Mittel der Nutzenswerte 
der Disjunktionsglieder. 
Daraus erhält man die obige Festlegung (I). 
Es sei nun J f " der kleinste Ereigniskörper, der alle Handlun-
gen H i (mit i aus einer Indexmenge I) enthält; die Grundmenge 
zu C/£" sei H * . sei die Verbindung von C/f' und " , so daß 
die Ereignisse von J f Ereignisse (A, Hi) sind mit AeJ f ' und 
HieJT". Für (A,Hi) schreiben wir auch kurz A • H i , und dement-
sprechend A für (A,H*) , und H i für (M,Hi) . Die Ereignisse von 
1 4 UH(A ) entspricht also der bedingten Nützlichkeit U ( H ; A ) , die wir 
oben definiert hatten. 
besagen also, daß eine Handlung durchgeführt wird und eine 
Bedingung vorhegt. Da die Bedingung das Resultat der Handlung 
eindeutig bestimmt, so sind die A • H i die Resultate der Handlun-
gen. Die Annahme eines Ereigniskörpers J f " impliziert, daß die 
Bezugsperson X es als sicher ansieht (daß X entschlossen ist), 
daß eine der Handlungen H i realisiert wird. Auf J f wird dann 
eine Bewertung w erklärt mit w(A/Hi) = W H / A ) und eine Nutzen-
funktion u mit u(Hi • A) = u H i (A) für alle H i . 
Bei dieser Konstruktion erscheint die Vereinheitlichung der 
drei Bereiche X, J f und R als intuitiv sinnvoll. Mit dieser 
Vereinheitlichung erreicht man eine erhebliche formale Verein-
fachung der Präferenzstrukturen. 
Betrachten wir ein Beispiel: X überlegt, ob er einen Schirm 
mitnehmen soll, wenn er morgens ins Büro geht. Die relevanten 
Bedingungen aus J f sind A i : Es wird regnen, A2: Es tvird nicht 
regnen. Die möglichen Handlungen aus C/f'' sind Hj.: X nimmt 
einen Schirm mit, und H 2 : X nimmt keinen Schirm mit. Es soll nun 
gelten: 
a) w m ( A i ) = wH2(Ai) = w(Ai) = 2/3, also w(A 2) = 1/3, 
b) u(Hi • Ai) = 1, u(Hi • A 2 ) = 0, u ( H 2 • Ai) = - 1 , u (H 2 • A 2 ) = 1. i 
Setzen wir aus rein formalen Gründen 
c) w(Hi) = w(H 2) = l/2, 
so erhalten wir: 
w(Ai . Hi) = w(Ai/Hi) • w(Hi) = w(Ai) . w(Hi) = 1 /3 und ebenso 
w(Ai • H 2 ) = 1/3, w(A 2 • Hi) = w(A 2 • H 2 ) = 1 /6. 
Ferner erhält man nach (II) 
u(Hi) = u ( H i . A i + H i . A a ) = 
u(Hi • Ai) . w(Hi . Ai ) + u(Hi . A2) . w ( H i . A 2 ) 
w(Hi • Ai ) + w(Hi . A 2 ) 
= ^ ™——~-—.!-- = 2/3, und ebenso 
1/2 
u(H 2) = —1/3, so daß X nach dem Prinzip (M) der Maximalisie-
rung des erwarteten Nutzens FIi vorziehen, d.h. einen Schirm 
mitnehmen muß. 
Es sieht hier nun so aus, als ob die u(Hi) von den w(Hi) ab-
hingen, während doch die Wahrscheinlichkeiten w(Hi) der H i 
nach (M) von den u(Hf) abhängen. Liegt hier also nicht ein Zir-
kel vor? Das ist nicht der Fall ; die Festsetzung (c) ist tatsächlich 
entbehrlich, denn es gilt ja 
u(Hi) = u(Hi • A i + H i • A 2 ) = 
u(Hi • Ai) • w(Hi • Ai) + u(Hi • A 2 ) • w ( H i : A 2 ) 
w ^ 
u(Hi • Ai) • w(Hi • Ai) + u(Hi • A 2 ) . w(Hi • A 2 ) 
w(Hi) " 
u(Hi • Ai) . w(Ai/Hi) + u(Hi • A 2 ) . w(A 2/Hi), d.h. die u(Hi) be-
rechnen sich allein mit den inhaltlich interpretierten Werten 
WHi (A i ) und UHi (Ai ) = u(Hi • Ai) . Bei der obigen Berechnung 
dieser Werte haben wir also einen Umweg eingeschlagen (um 
diesen Punkt zu verdeutlichen). 
Weitere Werte, die nur formale Bedeutung haben, sind 
u(M) = u(Hi + H a ) = 2h • V2 - Vs • V2 = Ve, 
u(Ai) = u(Ai • H i + A i • H 2 ) = 0 und u(A 2) = 1/2. 
Aus (II) folgt wegen M = A i + A 2 und w(M) = 1 auch 
I I I )w (A l ) = U ^ ( A 2 ) . 
; V ; u (A i ) -u (A a ) 
Das sieht auf den ersten Blick absurd aus: Die Wahrschein-
lichkeit für Regen berechnet sich danach aus den Werten, die 
wir schönem und schlechtem W'etter zuordnen, und aus dem Wert 
der Tautologie M , während doch auch subjektive Wahrschein-
lichkeiten prinzipiell von den (subjektiven) Werten unabhängig 
sein sollen. Entgegen dem Anschein wird diese Unabhängig-
keit aber auch hier nicht durchbrochen: Die Gleichung (III) 
ist eine triviale Folge aus (II), denn in der abgeleiteten Größe 
u(M) = u(Ai 4- A a ) = u(Ai) • w(Ai) + u(A 2) • w(A 2) steckt bereits 
der Wert w(Ai). 
Nach diesen intuitiven Erläuterungen soll der entscheidungs-
theoretische Ansatz von Jeffrey nun formal charakterisiert werden: 
Wir gehen aus von einer komparativen Präferenzstruktur (M, 
<•), wobei J f ein Ereigniskörper über M sei und <• eine auf 
definierte Relation mit folgenden Eigenschaften: 
b l : A < . B v B < . A 
b2: A < . B A B < « C => A < - C 
b3: — i 0(B)=>(A<. B = A < - A + B) 
b4: - l 0(A + B) A0(B) => A = A + B 
b5: A = B A - i C = A A A + C = B + C ^ A + D - B + D 
b6: Gilt für alle n > l An<=An+i (bzw. A n x i c A n ) , ist A = U A n 
(bzw. n A = A n ) und gilt B <. A < • C, so gibt es ein N , so 
n 
daß für alle n > N gilt B < . A n < - C. 
bl: V G ( G < . M < . G ) 
Dabei definieren wir 
D2.4.3-1: 0 ( A ) : = V B ( A + B = B A A = B). 
0(A) besagt, daß A die Wahrscheinlichkeit w(A) = 0 hat.1 5 
bl,b2 beinhalten, daß die Präferenz ein komparativer Begriff 
ist. b3, b4 und b5 besagen, daß die Präferenz für A + B zwischen 
der für A und der für B liegt; wenn man zu den Möglichkeiten 
aus A die erfreulicheren Möglichkeiten aus B hinzunimmt, so 
steigt der subjektive Wert von A . Während aus A = B allein nicht 
folgt A + C = B + C - die Wahrscheinlichkeiten von A und B 
können ja verschieden sein - , folgt aus A + C = B + C mit 
- i C = A , daß w(A) = w(B) ist, 1 6 daß also die Mengen A und B bzgl. 
u und w äquivalent sind. b6 steht in Analogie zum Axiom A5 des 
komparativen Wahrscheinüchkeitsbegriffs aus 2.1.1. Das Axiom 
besagt, daß man den Präferenzgrad der oberen, bzw. unteren 
Grenze einer Folge von Mengen durch den Präferenzgrad ihrer 
Glieder beliebig genau approximieren kann, bl endlich stellt 
sicher, daß es ein Ereignis G mit nicht verschwindender Wahr-
scheinlichkeit gibt, das M vorgezogen wird, daß also die Präferenz-
struktur nicht trivial ist. 
Zu den Präferenzstrukturen nach b l bis bl suchen wir nun 
Metrisierungsfunktionen w und u, wobei w eine Wahrscheinlich-
1 5 Vgl. dazu den Satz H l zum Beweis von T2.4.3-1 im Anhang II. 
1 6 Vgl. dazu den Satz H3 zum Beweis von T2.4.3-1. 
keitsbewertung auf J f sein soll und u eine Funktion die auf Jf' 
definiert ist (mit Ausnahme der Elemente A mit 0(A), oder 
w(A) = 0), und für die gilt ug(Ai) = u ( A i ^ w ( A i \ Wir haben 
1 2w(Ai) 
i 
bei der Diskussion des Ramsey-Modells gesehen, daß dort die 
Funktion w eindeutig, und die Funktion u bis auf lineare Trans-
formationen bestimmt ist. Legt man also Nullpunkt und Maß-
einheit für die Werte fest, d. h. wählt man zwei Elemente o und e 
aus R mit u(o) < u(e) und setzt u(o) = 0 und u(e) = 1, so liegt auch 
u eindeutig fest. U m nun die Unterschiede des Jeffrey-Modells 
zum Ramsey-Modell auf möglichst einfache Art zu verdeutlichen, 
wollen wir auch im Jeffrey-Modell Nullpunkt und Maßeinheit für 
u festlegen. Dann stellen die bei dieser Normierung noch zuge-
lassenen Transformationen genau die Freiheitsgrade des Jeffrey-
Modells gegenüber dem Ramsey-Modell dar. Es Hegt nahe, der 
Tautologie M den Wert u(M) = 0 und einem bestimmten Element 
G aus , v/ie es nach b7 existiert (also einem Element G mit 
G < - M < - G ) den Wert u(G) = l zuzuordnen. 
In unserem Schirmbeispiel können wir bei dieser Normierung 
von den angegebenen u-Werten zu den Werten 
uYA) = — - ^ — ü b e r g e h e n ; die w-Werte bleiben erhalten. 
V J u (G)-u(M) 5 
Es gilt dann, wenn wir H i als G wählen: 
^ 6 S 1 7 
u(Hi • Ai) = — — = ^> u(Hi • A a ) = -y u (H 2 . A i )= - - , 
3~6 
u (H 2 • A a ) = |> und u(Hi) = 1, u(H 2) = - 1 . 
Um einen Metrisierungssatz für Präferenzstrukturen zu ge-
winnen, schlagen wir den entsprechenden Weg ein wie in 2.1.2: Wir 
beweisen, R. C. Jeffrey folgend, den Satz zunächst für eine spezielle 
Gruppe von Präferenzstrukturen, die wir wieder „ausgezeichnet" 
nennen, und überlegen uns dann, daß sich jede Präferenzstruktur 
in eine ausgezeichnete einbetten läßt. 
D2.4.3-2: Wir nennen eine Präferenzstruktur (M,Jf, <•) ausge-
zeichnet, wenn es zu jedem A e J f mit n A = M und — i Ä = M 
zwei disjunkte Mengen A i , A 2 mit A i + A 2 = A und A i = A 2 und 
Äi = Ä 2 gibt. 
Es gilt dann das folgende Metrisierungstheorem 
T2.4.3-1: a) Zu jeder ausgezeichneten Präferenzstruktur 
(M, J f , <•) gibt es eine Wahrscheinlichkeitsbewertung w und 
eine Funktion u auf JT (mit Ausnahme der Elemente A mit 0(A)) 
mit den Eigenschaften: 
2u(Ai) • w(Ai) 
a) u(2Ai) = 1 — (für abzählbare Summen), 
i Zw(Ai) 
ß) u(A)<u(B) = A < . B , und 
y) U ( M ) = 0 und u(G) = 1 für ein festes Element G von J f nach b7. 
b) Die Metrisierung ist eindeutig bis auf Transformationen der 
Gestalt u'(A) = and w'(A) = w(A). ((a - 1 ) . u(A) +1) , 
(a - l)u(A) + 1 
wobei gilt 
a) a > 0, 
ß) (a - 1 ) • u(A) + 1 > 0 für alle AeX. 
Nach (b) stellt a = l die identische Transformation dar. Ist 
0<s< +oo das Supremum der Werte u(A) und — oo<i<0 ihr In-
fimum, so gilt: ist s= +oo,so ist a> l , ist i = — oo, so ist a< 1 ; ist 
also s = + oo und i = — oo3 so ist a = 1 und es gibt nur eine Funktion 
1 1 
u mit u(M) = 0 und u(G) = 1 . Es gilt ferner 1 < a < 1 - -. . 
Eine allgemeinere Form dieses Satzes ist von E . Bolker in [ 6 5 ] 
bewiesen worden. In der angegebenen Form hat R. C. Jeffrey 
den Satz in [ 6 5 ] bewiesen. Vg l . dazu den Anhang IL 
Man kann sich nun leicht überlegen, daß folgendes Postulat gilt: 
P) Jede Präferenzstruktur (M, J f , <•) läßt sich in eine ausgezeich-
nete Struktur (M ' , Jp , <-/) einbetten, so daß gilt: A <• B = A" ^ - ' B ' , 
wenn A ' das Bild von AeJT in JT' ist. 
Man kann ja ein Ereignis A von J f (z. B. daß mein Zug rechtzeitig 
kommt) bei entsprechender Erweiterung von C/f zu J f ' darstellen 
als A • B + A • B, wo B z. B. das Ereignis ist, daß der nächste Wurf 
mit einer Münze „Kopf" ergibt; dabei soll w(B) = w(B) sein 
(„Kopf" und „Wappen" werden als gleichwahrscheinlich ange-
sehen) und u(A • B) = u(A • B) = u(A) (die Ereignisse, daß der Zug 
rechtzeitig kommt und gleichzeitig der Münzwurf „Kopf", bzw. 
„Wappen" ergibt, sind gleichwertig damit, daß der Zug rechtzeitig 
kommt; d.h. das Ergebnis des Münzwurfs interessiert mich nicht). 
Aufgrund von (P) und T2.4.3-1 gilt dann der Satz 
T2.4.3-2: Z u jeder Präferenzstruktur (M,Jf ,<) gibt es eine 
Wahrscheinlichkeitsbewertung w auf JT und eine Funktion u auf 
(mit Ausnahme der Elemente A mit 0(A)), für die gilt: 
2 u(A0 - w(Ai) 
a) u(ZAi) = i - _ -- , 
2 w(Ai) 
ß) u(A)<u(B) = A < - B , und 
y) U ( M ) = 0 und u(G) = 1 für ein festes Element G von JT nach 
b7. 
Die Eindeutigkeitsbehauptung von T2.4.3-1 gilt für beliebige 
Präferenzstrukturen nicht, da sie sich meist in verschiedener 
Weise in ausgezeichnete Strukturen einbetten lassen. 
Man macht sich leicht klar, daß umgekehrt auch jedes nicht-
triviale Paar u,w von Funktionen der angegebenen Art (d.h. 
jedes Paar, für das b7 gilt) eine Präferenzstruktur definiert.17 
D . h . die. Axiome b l bis b7 stellen auch notwendige Bedingun-
gen metrisierbarer Präferenzstrukturen dar. Jede (nichttriviale) 
quantitative Präferenzstruktur (M, ,u,w), für die gilt: 
B l : w ist eine Wahrscheinlichkeitsbewertung auf , 
2 u(Ai) . w(Ai) 
B2; u(2 Ai) = A — — — u n d 
1 2w(Ai) 
B3: VA(0 < w(A) < 1 A u(A) > u(M)), 
1 7 Vgl. dazu den Anhang II zu T2.4.3-1. 
läßt sich als Metrisierung einer komparativen Präferenzstruktur 
auffassen. 
Wir haben gesehen, daß wir in der Wahl der Funktionen u und 
w auf noch einen Freiheitsgrad durch die Wahl einer Trans-
formation mit einem Parameter a ^ l haben, falls es eine obere 
oder eine untere Schranke der Werte u(A)für A e J f gibt. Irn 
Jeffrey-Modell lassen sich also u und w so transformieren, daß 
man geringere Werte durch höhere Wahrscheinlichkeiten kom-
pensieren kann, und umgekehrt, so, wie wir das am Ende von 
2.4.2 als wünschenswert erklärt haben. Allerdings besteht diese 
Freiheit nur in sehr engen Grenzen, denn wegen der Identifizie-
rung von u und U , von Wert und Nützlichkeit, Hegt mit der Ord-
nung der Präferenzen auch schon die Ordnung der Werte fest. 
Man kann also nicht die Wert- und Wahrscheinlichkeitsverhält-
nisse umkehren, ohne mit der Präferenzordnung in Widerspruch 
zu geraten. 
Dazu eine Illustration: Gehen wir in unserem Schirmbeispiel 
davon aus, daß X seinen Schirm mitnimmt, H i also H2 vorzieht, 
so kann man das etwa dadurch erklären, daß gilt u(Hi • Ai) = 
= u (H 2 • A2)> u(Hi • A 2 ) = u(H 2 • Ai ) und w(Ai) > w(A 2) , aber 
auch durch u(Hi • Ai) = u (H 2 . A 2 ) , u(Hi • A 2 ) > u (H 2 • Ai ) und 
w(Ai) = w(A 2). Im Jeffrey-Modell gehören aber die relativen 
Größen der Werte u(Hi • Ak) bereits zur Präferenzordnung, so 
daß zwei derart verschiedene Deutungen der Präferenz H i < - H 2 
nicht möglich sind. Die Vereinheitlichung der Definitionsbe-
reiche von ^f7, J f und R, auf der einerseits die größere Variabil ität 
der Korrelation zwischen u und w im Jeffrey-Modell gegenüber 
dem Ramsey-Modell beruht, beschränkt so andererseits die zuge-
lassenen Korrelationen ganz erheblich gegenüber dem, was intui-
tiv angemessen erscheint. 
Zusammenfassend können wir also sagen: 
1. Das Jeffrey-Modell vermeidet das Problem der konstanten Akte. 
2. Das Jeffrey-Modell ist insofern liberaler als das Ramsey-Modell, 
als es weder die Wahrscheinlichkeiten der Ereignisse eindeutig 
festlegt noch die Werte, sondern nur eine Korrelation zwischen 
WahrscheinHchkeiten und Werten. 
3. Das Jeffrey-Modell ist spezieller als das Ramsey-Modell, inso-
fern es Nützlichkeiten und Werte identifiziert. 
4. Auch das Jeffrey-Modell legt wegen dieser Identifizierung mit 
der Präferenzordnung schon die Wertordnung fest; es erlaubt 
also nur in sehr engen Grenzen die Kompensation geringer Werte 
durch höhere Wahrscheinlichkeiten, und umgekehrt. 
2.5 Induktive Schlüsse 
2.5.1 Induktion durch Enumeration, 
El iminat ion und Analogie 
In diesem Abschnitt 2.5 wollen wir uns mit denjenigen Thesen 
und Analysen zum Induktionsproblem befassen, die man, in 
Gegenüberstellung zu den mathematischen Erörterungen, gern 
als „philosophisch" bezeichnet. Wegen der Fülle einschlägiger 
Arbeiten können wir, und wegen ihres oft recht geringen Niveaus 
wollen wir dabei nicht auf Vollständigkeit abzielen, sondern 
wollen versuchen, die Diskussion zu systematisieren, und werden 
die sich dabei ergebenden Hauptthesen nur jeweils an einzelnen 
typischen Beispielen aus der Literatur erörtern. 1 
Bei Durchsicht der philosophischen Literatur zum Induktions-
problem fällt zunächst auf, daß da zwar viel von induktiven 
Prinzipien, Regeln und Schlüssen und deren Rechtfertigung die 
1 Auf die Geschichte der Induktionsproblematik wollen wir hier -
mit Ausnahme der Analysen Flumes - nicht eingehen. Vgl. dazu z.B. 
W. Kneale [49], Teil II und W. Essler [70], Kap. I, sowie G.H.von 
Wright [57] - ein Buch, das zwar in systematischer Hinsicht etwas 
veraltet ist, das aber doch eine sehr gut lesbare Einführung in den 
Problemkreis der Induktion darstellt und sehr viele wertvolle Literatur-
hinweise enthält. - Vgl. zum folgenden auch W. Stegmüller [71]. 
Rede ist, daß diese aber oft gar nicht genau formuliert werden; 
dann muß die ganze Erörterung notgedrungen im Vagen bleiben. 
Um das zu vermeiden, wollen wir im folgenden die verschiedenen 
Formulierungen induktiver „Schlüsse" explizit angeben und 
getrennt diskutieren. Dabei beschränken wir uns aber von vorn-
herein auf die wichtigste Form der Induktion, die sog. enumerative 
Induktion, und in deren Rahmen wiederum auf die drei folgenden 
einfachsten und wichtigsten Formen des singul'dren und generellen 
Voraussageschlusses. Wir lassen zunächst die Natur der Beziehung, 
die zwischen den „Prämissen" und der „Konklus ion" der 
„Schlüsse" bestehen soll, offen, und symboÜsieren sie durch das 
Zeichen „=>". Betont sei jedenfalls schon jetzt, daß induktive 
„Schlüsse" keineswegs immer Schlüsse im üblichen Sinn sind, 
nach denen wahren Prämissen wahre Konklusionen zugeordnet 
werden. Die drei Grundmodi lauten: 
I) F(ai), . . ., F(an) => F(a n + 1) 
II) F(ai), . . F(an) => AxF(x) 
III) hn(F) = r=> p(F) = r±£. 
Dabei sollen in I und II die Konstanten ai, . . ., a n alle Objekte 
bezeichnen, die bisher daraufhin untersucht worden sind, ob sie 
die durch F ausgedrückte Eigenschaft haben. D . h . nach der Vor-
aussetzung der Prämissen sollen alle untersuchten Objekte diese 
Eigenschaft haben. In III sei h n(F) die relative Häufigkeit des 
Ereignistyps F in allen n bisherigen Durchführungen eines Ver-
suches, und p(F) sei dessen objektive Wahrscheinlichkeit, e sei 
eine sehr kleine positive reelle Zahl, n sei in allen drei Fällen eine 
hinreichend große Zahl. 2 
2 Manchmal werden Schlußschemata betrachtet, die noch eine Zu-
satzprämisse der Gestalt M(F) enthalten, die etwa in den Fällen I und II 
besagt, daß AxF(x) die einfachste gesetzesartige Aussage ist, die mit 
den Beobachtungssätzen F(ai), . . ., F(an) verträglich ist. Damit will 
man z.B. das Goodmansche Problem umgehen. Vgl . z .B. J . Katz in 
[62], Kap. I. Da aber diese Zusatzprämisse nicht präzisiert wird -
Gesetzesartigkeit und Einfachheit sind sehr problembeladene Begriffe -
lassen wir derartige, für die Diskussion unfruchtbare Komplikationen 
im folgenden außer Acht. 
I Es sollen in diesem Abschnitt vier Typen der Interpretation der 
Beziehung => diskutiert werden und im Anschluß daran jeweils die 
Frage nach der Rechtfertigung so verstandener induktiver 
Schlüsse. 
Die Frage der Rechtfertigung zu erörtern ist nicht überflüssig, 
wie das gelegentlich behauptet wird. So führen z .B . A . J . Ayer in 
[56], S. 71-75 und P . F . Strawson in [52], S. 248f. aus, daß es 
hach den (unten zu besprechenden) Argumenten Humes keine 
rationale Rechtfertigung induktiver Schlüsse gebe, daß das aber 
gerade deswegen so sein müsse, weil die induktiven Methoden 
neben den deduktiven den Standard der Rationalität bestimmten, 
so daß man wohl andere Schlußweisen unter Bezugnahme auf 
deduktive und induktive rechtfertigen und rational begründen 
könne, nicht aber diese als erste, irreduzible Prinzipien rationalen 
Schlußfolgerns. 3 
Dagegen ist aber einzuwenden, daß logische Schlußprinzipien 
ebenso wie induktive begründet werden können und begründet 
werden müssen, einfach deswegen, weil nicht jeder Schluß der als 
„ log isch" oder „ indukt iv" deklariert wird, auch logisch, bzw. 
induktiv gültig ist. Man muß also Kriterien haben für die Unter-
scheidung gültiger und nicht gült iger Schlußweisen. 4 Mit diesen 
3 Nach Strawson steckt in dem Wort „wahrscheinlich", das wir be-
nützen, um zu sagen, Beobachtungen machten eine Hypothese (die 
Konklusion einer der drei oben angegebenen Schlußformen) wahr-
scheinlich, schon der Bezug auf die induktive Praxis, so daß die Kon-
klusionen induktiver Schlüsse trivialerweise aufgrund ihrer Prämissen 
wahrscheinlich sind. Strawson sagt weiter: „In applying or withhold-
ing the epithets Justified', ,wellfounded', etc. in the case of specific 
beliefs, we are appealing to, and applying inductive standards. But to 
what standards are we appealing when we ask whether the application 
of inductive standards is justified or well grounded? If we cannot 
answer, then no sense has been given to the question. Compare it with 
the question: ,1s the law legal'?" [52], S. 257. - Ähnliche Argumente 
linden sich auch bei P. Edwards [49], A . Moore [52] und A . Pap [62]. 
4 In ähnlichem Sinn äußern sich auch W. Salmon in [65] und R. 
Braithwaite in [53], 262 f. 
Kriterien kann man dann aber die gültigen Schlußweisen recht-
fertigen. 
Entsprechendes gilt für die Aussagen von N . Goodman in [55], 
S. 62 ff. Auch Goodman hält es nach den Argumenten Humes für 
unmöglich, induktive Schlüsse zu rechtfertigen in dem Sinn, daß 
man zeigt, daß ihre Konklusionen als Sätze über künftige Ereig-
nisse richtig sind. Daraus folgert Goodman, daß es eine Recht-
fertigung einzelner induktiver Schlüsse nur in dem Sinn gibt, daß 
man zeigt, daß sie im Einklang mit akzeptierten Induktionsregeln 
stehen, eine Rechtfertigung dieser allgemeinen Induktionsregeln 
aber nur so, daß man zeigt, daß sie in Übereinstimmung stehen 
mit der akzeptierten induktiven Praxis. Die Regeln der Induktion 
sind nur Kodifikate einer vorgängigen Praxis (die allerdings ver-
mittels eines gewissen Rückkopplungseffekts auch normativ auf 
diese zurückwirken), und ihre Rechtfertigung besteht im Nach-
weis, daß sie diese Praxis adäquat wiedergeben. Die Grundlage 
der Induktion besteht für Goodman, ähnlich wie für Hume, in 
Konventionen, Gebräuchen und Gewohnheiten.5 
Wie wir im folgenden sehen werden, ist aber eine andere als 
eine solche explizierende Rechtfertigung durchaus nicht unmög-
lich. Ferner ist es nicht Aufgabe einer Theorie der Induktion, 
vorhandene induktive Übungen zu kodifizieren, sondern Kriterien 
für die Unterscheidung richtiger und falscher induktiver Schlüsse 
anzugeben - Kriterien, nach denen nicht trivialerweise die falschen 
Schlüsse immer nur die selten vorkommenden sind (wodurch der 
praktische Wert solcher Kriterien recht gering wäre) - und neue 
(d.h. noch nicht geübte) induktive Schluß weisen und Methoden 
5 Goodman sagt, daß sich die Induktionsregeln nach der Praxis rich-
ten und diese nach den Regeln. Das sei nicht zirkulär: , ,A rule is 
amended if it yields an inference we are unwilling to accept; an in-
ference is rejected if it violates a rule we are unwilling to amend. The 
process of justification is the delicate one of making mutual adjust-
ments between rules and accepted inferences; and in the agreement 
achieved lies the only justification needed for either." - Zirkulär ist 
das wohl nicht, nur recht inhaltlos und weit entfernt von der tatsäch-
lichen Praxis etwa der Statistik. 
\zu entwickeln. Auch in der Theorie deduktiver Schlüsse, die 
Goodman zum Vergleich anzieht, rechtfertigen wir ja nicht die 
Schluß verfahren durch Bezugnahme auf allgemein geübte Argu-
; mentationsweisen -- vor der Entwicklung der Logiksysteme kamen 
; viele dort begründete Verfahren in der Praxis gar nicht vor; die 
Logiker sind nicht Leute, die „dem Volk aufs Maul schauen" 
• und statistische Erhebungen durchführen, wie im Alltag argu-
• mentiert wird. 
Neben der enumerativen Induktion spielt auch eine eliminative 
Induktion und eine Induktion durch Analogie in der philosophischen 
Diskussion eine gewisse Rolle. 
In der eliminativen Induktion stehen für einen Bereich von Phäno-
menen mehrere konkurrierende Hypothesen (oder Theorien) zur 
Auswahl; durch Beobachtungen werden sukzessiv einzelne dieser 
Hypothesen, die mit den Beobachtungen unverträglich sind, 
falsifiziert, und damit eliminiert, während die restlichen dadurch 
„bestät igt" oder „wahrscheinlicher" gemacht werden. 
Wenn nun die Ausgangsmenge ffl alle logisch möglichen, bzw. 
in Hinsicht auf andere, bereits akzeptierte Theorien möglichen 
Hypothesen umfaßt, und wenn durch die sukzessive EHmination 
endlich nur mehr eine Hypothese H übrigbleibt, so ist diese durch 
die Beobachtungen nicht nur „bestätigt", sondern verifiziert, 
und zwar auf deduktivem Weg. Hier kann man also nicht von 
einem induktiven Verfahren sprechen. Wenn aber noch mehrere 
konkurrierende Hypothesen aus übrigbleiben, so sind sie alle 
gleichermaßen mit den Beobachtungen verträglich und gleicher-
maßen „bestätigt". Wenn es also überhaupt noch mehrere Mög-
lichkeiten gibt, so zeichnet die eliminative Induktion keine von 
ihnen als die wahrscheinlichste aus. 
Bei der Induktion durch Elimination handelt es sich daher um 
eine rein deduktive Eliminierung und - im Ausnahmefall - Veri-
fizierung, so daß es nicht sinnvoll ist, hier überhaupt von Induk-
tion zu reden, wenn man, wie wir das hier tun, induktive und 
deduktive Argumente einander gegenüberstellen will. Die über-
I lebenden Hypothesen werden durch das Ausscheiden ihrer K o n -
kurrenten auch bei Bezugnahme auf einen nicht eliminativ er-
klärten Wahrscheinlichkeitsbegriff nicht ohne weiteres wahr-
scheinlicher, denn im üblichen (subjektiven oder logischen) Sinn 
von „wahrscheinlich" haben alle wesentlich generellen Hypothe-
sen die Wahrscheinlichkeit Nul l . Das werden wir im Abschnitt 
2.5.4 noch ausführlich diskutieren. 
Endlich stehen in der Regel für naturwissenschaftliche Objekt-
bereiche unendlich viele Hypothesen zur Auswahl, von denen 
nach endlich vielen Beobachtungen immer noch unendlich viele 
übrigblieben, die dann alle die gleiche verschwindende Wahr-
scheinlichkeit haben müssen. 
Meist wird in der Diskussion aber nicht von der Menge 
aller möglichen Hypothesen ausgegangen, sondern nur von der 
Menge aller vorgeschlagenen Hypothesen. Wenn man dann von 
einer „WahrscheinUchkeit" der verbliebenen Hypothesen auf-
grund der Elimination anderer spricht, so ist das eine Wahrschein-
lichkeit, die umso größer ist, je geringer der Einfallsreichtum der 
Naturforscher war. Das ist aber eine „subjekt ive" Wahrschein-
Uchkeit im negativen Sinn des Wortes, die ohne jede wissen-
schaftliche Relevanz ist.6 
Als Induktion durch Analogie bezeichnet man den Schluß von 
Objekten ai, . . ., a n auf ein anderes Objekt b aufgrund einer be-
kannten Ähnlichkeit zwischen diesen Objekten. Dabei kann es 
sich um einen enumerativen Schluß der Gestalt F(ai) G(ai),. . ., 
F(an) G(an) => F(b) G(b) handeln, aus dem man mit modus 
ponens erhält F(ai) => G(ai), . . ., F(an) G(an), F(b) => G(b). Neh-
men wir an, daß alle a i , . . ., a n und b die durch F bezeichnete 
Eigenschaft haben, so bedingt diese gemeinsame Eigenschaft 
eine Ähnlichkeit, aufgrund deren wir aus der Tatsache, daß alle 
ai, . . ., a n auch die durch G bezeichnete Eigenschaft haben, 
schließen, daß auch b diese Eigenschaft haben wird. Wird die 
Induktion durch Analogie hingegen nicht als Spezialfall der 
enumerativen Induktion verstanden, so bleibt sie in Abwesenheit 
6 Zur Theorie der eliminativen Induktion vgl. v. Wright [51]. 
anderer präziser Schlußprinzipien zu vage, als daß eine Diskussion 
lohnend wäre. 
Zu erwähnen ist endlich auch die Auffassung, nach der es 
Aufgabe der Induktion ist, erklärende Gesetze %u finden. Gegeben 
sind dann gewisse Beobachtungsdaten B i , . . ., B n und es wird 
dazu eine gesetzesartige Aussage G gesucht, mit der sich diese 
Daten, evtl. unter Zuhilfenahme anderer als wahr akzeptierter 
Sätze, erklären lassen. Gelingt es mit G , B i , . . ., B n zu erklären, 
so gilt G dadurch (bis auf weiteres) als induktiv gerechtfertigt.7 
Nun kann man mit AxF(x) sicher die Daten F(ai), . . ., F(an) 
„erk lären" in dem trivialen Sinn einer Ableitbarkeit. Und mit 
p(F) — r ± s kann man h n(F) = r „erklären" in dem Sinn, daß 
h n(F) = r ± 8 (für passende s, S > 0) aufgrund der Annahme 
p(F) = r±£ (subjektiv) sehr wahrscheinlich ist. Meint man mit 
dem Erklärungsmodell der Induktion nicht mehr als das, so tragen 
die Schlußmodi II und III der enumerativen Induktion diesem 
Anliegen bereits Rechnung. Andernfalls ist darauf hinzuweisen, 
daß es nicht Aufgabe der Induktionsregeln sein kann, die schöp-
ferische Phantasie des Forschers im Entwerfen von Hypothesen 
und Theorien zu ersetzen. Die Induktion dient nicht dazu, 
Hypothesen aufzufinden, sondern den Wahrheits- oder Wahr-
scheinhchkeitsgehalt gegebener Hypothesen aufgrund der verfüg-
baren Beobachtungsdaten zu bestimmen.8 Daher gehört der 
Prozeß des Auffindens erklärender Gesetze und ihrer Konfronta-
tion mit experimentellen Daten nicht zum Problemkreis der 
Induktion, sondern zu dem der hypothetisch-deduktiven Me-
thode.9 
7 Eine solche Auffassung vertritt z.B. G. Harman in [68]. Vgl. dazu 
auch v. Wright [57], S. 55ff. 
8 Vgl . dazu auch Carnap und Stegmüller [59], S. 9. 
9 Vgl . dazu das 5. Kapitel. - K . Lehrer hat in [70] sogar die Auffas-
sung entwickelt, es sei nicht Ziel der Induktion, erklärende Aussagen 
zu gewinnen, sondern erklärte Aussagen; d.h. die Induktion soll ein 
Prozeß der Erklärung sein. Nun unterscheidet man für gewöhnlich 
deduktive und statistische Erklärung (vgl. dazu das 4. Kapitel). In 
beiden Fällen ist die zu erklärende Aussage als wahr bekannt - Ziel 
2.5.2 Induktive Schlüsse als gewöhnliche Schlüsse 
Die erste Interpretation der Schlußformen I bis III, die wir hier 
diskutieren wollen, besteht darin, sie als Formen von Schlüssen 
im üblichen Sinn aufzufassen, die von wahren Prämissen immer 
nur zu wahren Konklusionen führen. Danach ist also die Rela-
tion => im Sinne der Folgerung -> zu deuten, wobei für eine Folge-
rung A i , . . ., A n - ^ B die üblichen Wahrheitsbedingungen gelten, 
nach denen die Konklusion immer dann wahr ist, wenn alle Prä-
missen wahr sind. Wir erhalten bei dieser Interpretation von 
I bis III also die Schluß schemata: 
Ia) F(ai), . ., F(an) - » F(a n +i) 
IIa) F(a i ) , . . ,F(a n ) -^ AxF(x) 
l i la) hn(F) = r->p(F) = r±£. 
So verstanden lassen sich induktive Schlüsse aber nicht recht-
fertigen, sofern sie wirklich nur induktiv, nicht aber deduktiv 
gült ig sind. Deduktiv können die Schlüsse Ia und IIa gelten, 
falls at, . ., a n alle Individuen des betrachteten Bereichs sind (ge-
nau genommen muß man dann freilich diese Prämisse Ax 
(x = ai v . . . v x = an) mit in den Schluß aufnehmen) - oder wenn j 
man fordert, daß die Prämisse F(a) (es sei nun n = 1 und ai = a) ! 
gilt, unabhängig davon, welches Objekt a ist - dann handelt es 
sich bei IIa um einen Allschluß, wie er z. B. in Kalkülen des 
der Induktion ist es hingegen, Aussagen über noch nicht eingetretene 
(oder noch nicht beobachtete) Ereignisse zu machen. Stellt man fer-
ner Induktion und Deduktion einander gegenüber, so kann eine „in-
duktive Erklärung" nur eine statistische Erklärung sein. In statistischen 
Erklärungen werden aber aus statistischen Gesetzen Aussagen über 
Einzelereignisse gewonnen - die Induktion geht jedoch dem üblichen 
Verständnis nach den umgekehrten Weg. (Lehrers Arbeit enthält dar-
über hinaus eine Reihe von Unklarheiten und Fehlern: das Prinzip 
(IE) auf S. 114 paßt nicht zu den übrigen Aussagen über den Zusam-
menhang von Erklärung und Induktion; und nach der Induktionsregel 
(IR) auf S. 120 kann keine Hypothese h induktiv ausgezeichnet wer-
den, weil zu den dort angezogenen Satzmengen immer solche gehören, 
die ein tautologisches k enthalten.). 
natürlichen Schließens verwendet wird. 1 0 Das sind aber auch die 
beiden einzigen Fälle, in denen Schlüsse Ia und IIa generell logisch 
gült ig sind. 1 1 Ist jedoch der Schluß von F(ai), . . ., F(an) auf 
F(an-'ri), bzw. AxF(x) nicht logisch zu rechtfertigen, so ist er, wie 
das zuerst David Hume in aller Schärfe betont hat, überhaupt 
nicht zu rechtfertigen: 
Man könnte zunächst annehmen, daß ein solcher Schluß, wenn 
nicht logisch, so doch aufgrund von Naturgesetzen gilt, daß ins-
besondere z. B. ein Ursache-Wirkungsverhältnis vorliegt, das uns 
erlaubt, von beobachteten Ursachen auf nicht beobachtete Wir-
kungen zu schließen. Hume sagt: 
„Al l reasonings concerning matter of fact seem to be founded 
on the relation of Cause and Effect. By means of that relation alone 
we can go beyond the evidence of our memory and senses. If you 
were to ask a man, why he believes any matter of fact, which is 
absent; for instance, that his friend is in the country, or in France; 
he would give you a reason; and this reason would be some other 
fact; as a letter received from him, or the knowledge of his former 
resolutions and promises. A man finding a watch or any other 
machine in a desert island, would conclude that there had once 
been men in that island. A l l our reasonings concerning fact are of 
the same nature. And here it is constantly supposed that there is a 
connexion between the present fact and that which is inferred 
from it. Were there nothing to bind them together, the inference 
would be entirely precarious'4.12 
1 0 So z. B. im Kalkül N K des natürlichen Schließens nach G. Gentzen, 
vgl. z.B. Kutschera [67], S. 229. - W. Kneaie sagt in [49], S. 37 dazu: 
„. . . we do not begin by noticing a truth about a particular and then 
proceed to an universal . . . since recognition of the necessity and re-
cognition of the universality of what we assert are not distinguishable 
acts." 
1 1 In speziellen Fällen kann natürlich auch. F(ai) ein Satz sein, in dem 
die G K ai nicht wesentlich vorkommt; dann sind die Schlüsse Ia und 
IIa immer logisch gültig. 
!2 Hume [77], S. 22. 
Aufgrund eines Naturgesetzes, speziell eines Kausalgesetzes 
kann also ein Schluß auf die Eigenschaften nichtbeobachteter Ob-
jekte durchaus gerechtfertigt sein. Wie kommen wir aber zu sol-
chen Naturgesetzen? 
Hume argumentiert nun, daß diese Gesetze, sofern sie nicht 
logisch-analytisch gelten - dann wäre aber der fragliche Schluß 
kein induktiver, sondern ein deduktiver Schluß - , nur durch 
Beobachtungen begründet werden können. 
Durch Beobachtungen können wir aber generelle Aussagen 
wie Ax(G(x) ^H(x)) nicht direkt verifizieren, sondern wir kön-
nen nur Einzelfälle testen. Wie kommen wir aber von den Einzel-
fällen G(ai) => H(ai), . . ., G(an)=>H(an) zu den nicht beobachteten 
Fällen, d.h. zu G(an+i) =>H(an+i), oder zu der generellen Aussage 
Ax(G(x)=>H(x))? Wieder nur durch Induktion. D . h . die Bezug-
nahme auf Naturgesetze hilft uns beim Induktionsproblem nicht 
weiter, denn Naturgesetze sind selbst erst induktiv zu rechtferti-
gen. 
Mit welchem Recht also schließen wir von den Prämissen j 
F(ai), . . ., F(an) auf F(a n +i) oder AxF(x)? j 
Nach Hume stützen wir uns dabei explizit oder implizit auf i 
ein Uniformitätsprinzip, „. . . that instances, of which we have I 
had no experience, must resemble those of which we have had • 
experience, and that the course of nature continues always uni-
formly the same".13 
Dies Uniformitätsprinzip kann aber wiederum weder analy- I 
tisch wahr sein - sonst wäre der fragliche Schluß nicht induktiv, ] 
sondern deduktiv; außerdem ist das Prinzip offenbar falsch: die ! 
Zukunft gleicht eben nicht in jeder Hinsicht der Vergangenheit - , I' 
noch kann es als generelles Prinzip nichtinduktiv aus einzelnen ) 
Beobachtungen erschlossen werden. Setzt man dazu aber ein j 
Uniformitätsprinzip zweiter Stufe voraus usw., so kommt man , 
zu einem unendlichen Regreß. 
!3 Hume [38], part III, sect. VI, S. 91. 
Hume schreibt: 
„These two propositions are far from being the same, / have 
found that such an object has a hp ays been attended with stich an effect, 
and / foresee, that other objects, which are, in appearance, similar, will 
, be attended with similar effects. I shall allow, i f you please, that the 
one proposition may justly be inferred from the other: I know, 
in fact, that it always is inferred. But if you insist that the inference 
is made by a chain of reasoning, I desire you to produce that 
reasoning. The connexion between these propositions is not 
intuitive. There is required a medium, which may enable the 
mind to draw such an inference, if indeed it be drawn by reason-
ing and argument. What that medium is, I must confess, passes my 
comprehension; and it is incumbent on those to produce it, who 
assert that it really exists, and is the origin of all our conclusions 
concerning matter of fact."1 4 
Und: 
„In reality, all arguments from experience are founded on the 
similarity which we discover among natural objects, and by 
which we are induced to expect effects similar to those which we 
have found to follow from such objects. And though none but a 
fool or madman wil l ever pretend to dispute the authority of 
experience, or to reject that great guide of human life, it may 
surely be allowed a philosopher to have so much curiosity at least 
as to examine the principle of human nature, which gives this 
mighty authority to experience, and makes us draw advantage 
from that similarity which nature has placed among different 
objects."15 
Hume bestreitet also nicht, daß wir immer wieder derartige 
induktive Schlüsse ziehen, er bestreitet nicht die Existenz dieser 
induktiven Praxis, aber er behauptet, daß sie sich nicht rational 
rechtfertigen läßt: 
„You say that the one proposition is an inference from the 
other. But you must confess that the inference is not intuitive; 
1 4 Hume [77], S. 29. 
is Hume [77], S.31. 
neither is it demonstrative: O f what nature is it, then? To say it 
is experimental, is begging the question. For all inferences from 
experience suppose, as their foundation, that the future wil l re-
semble the past, and that similar powers will be conjoined with 
similar sensible qualities. If there be any suspicion that the course 
of nature may change, and that the past may be no rule for the 
future, all experience becomes useless, and can give rise to no 
inference or conclusion. It is impossible, therefore, that any 
arguments from experience can prove this resemblance of the 
past to the future; since all these arguments are founded on the 
supposition of that resemblance. Let the course of things be 
allowed hitherto ever so regular; that alone, without some new 
argument or inference, proves not that, for the future, it wil l 
continue so. In vain do you pretend to have learned the nature 
of bodies from your past experience. Their secret nature, and 
consequently all their effects and influence, may change, without 
any change in their sensible qualities. This happens sometimes, 
and with regard to some objects: Why may it not happen always, 
and with regard to all objects? What logic, what process of 
argument secures you against this supposition? My practice, you 
say, refutes my doubts. But you mistake the purport of my 
question. As an agent, I am quite satisfied in the point; but as 
a philosopher, who has some share of curiosity, I wil l not say 
scepticism, I want to learn the foundation of this inference."16 
Hume sieht den Grund für unsere induktive Praxis nicht in 
rationalen Argumenten, sondern in unserer Gewohnheit. Damit 
will er nur eine Erklärung für die Existenz dieser Praxis, aber 
keine Rechtfertigung für sie geben: 
„This principle is Custom or Habit. For wherever the repeti-
tion of any particular act or operation produces a propensity to 
renew the same act or operation, without being impelled by any 
reasoning or process of the understanding, we always say, that 
this propensity is the effect of Custom. By employing that word, 
we pretend not to have given the ultimate reason of such a 
i« Hume [77], S. 32. 
propensity. We only point out a principle of human nature, which 
is universally acknowledged, and. which is well known by its 
effects."17 
„This hypothesis seems even the only one which explains the 
difficulty, why we draw, from a thousand instances, an inference 
which we are not able to draw from one instance, that is, in no 
respect, different from them. Reason is incapable of any such 
variation. The conclusions which it draws from considering one 
circle are the same which it would form upon surveying all the 
circles in the universe. But no man, having seen only one body 
move after being impelled by another, could infer that every other 
body will move after a like impulse. A l l inferences from experi-
ence, therefore, are effects of custom, not of reasoning. 
Custom, then, is the great guide of human life. It is that prin-
ciple alone which renders our experience useful to us, and makes 
us expect, for the future, a similar train of events with those 
which have appeared in the past. Without the influence of custom, 
we should be entirely ignorant of every matter of fact beyond 
what is immediately present to the memory and senses. We should 
never know how to adjust means to ends, or to employ our 
natural powers in the production of any effect. There would be 
an end at once of all action, as well as of the chief part of specula-
t ion." 1 8 
„What, then, is the conclusion of the whole matter? A simple 
one; though, it must be confessed, pretty remote from the com-
mon theories of philosophy. A l l belief of matter of fact or real 
existence is derived merely from some object, present to the 
memory or senses, and a customary conjunction between that 
and some other object. Or in other words; having found, in many 
instances, that any two kinds of objects - flame and heat, snow 
and cold - have always been conjoined together; if flame or 
snow be presented anew to the senses, the mind is carried by 
1 7 Hume [77j, S. 36. 
is Hume [77], S. 36. 
custom to expect heat or cold, and to believe that such a quality 
does exist, and will discover itself upon a nearer approach."1 9 
Wir haben Humes Argumentationen deswegen so ausführüch 
durch Zitate belegt, weil sie zu den klassischen Texten der Philo-
sophie gehören und bis in die gegenwärt ige Diskussion hinein 
nachwirken. Humes Argumente gegen die Begründbarkeit der 
im Sinn von Ia und IIa interpretierten induktiven Regeln I und II 
sind schlüssig. Tatsächlich würden ja auch solche Regeln, wie 
die Goodmanschen Beispiele zeigen, zu inkonsistenten Ergeb-
nissen führen. Diese Regeln sind aber auch unabhängig von der 
Goodmanschen Schwierigkeit nicht brauchbar. Wie groß n auch 
immer sei: ein solcher Schluß ist unter der Voraussetzung der 
Wahrheit der Prämissen nur dann zu rechtfertigen, wenn wir 
wissen, daß die Konklusion wahr ist. Das wissen wir aber nach 
Voraussetzung nicht, da die Prämissen unser gesamtes relevantes 
Wissen enthalten, die Konklusion aber nicht implizieren sollen. 
Induktion als Prophetie ist also unhaltbar. Humes Ansicht aber, 
man verführe in der wissenschaftlichen Praxis nach diesen Re-
geln, ist nur dadurch zu erklären, daß es oft so aussieht, daß man 
sich oft so verhält, als verwendete man solche Regeln. 2 0 Tatsäch-
lich wird aber wohl kein ernstzunehmender Wissenschaftler diese 
Regeln als allgemeine Prinzipien akzeptieren. 
Zur Regel III ist endlich folgendes zu sagen: Interpretiert man 
p(A) als objektive Wahrscheinlichkeit des Ereignistyps A , so 
gilt nach keiner der gängigen Interpretationen des objektiven 
Wahrscheinlichkeitsbegriffs der Schluß h n(A) = r —> p(A) = r ± s, 
wie groß n und z auch immer gewählt werden.2 1 Denn die Aus-
sage p(A) = r besagt nur etwas über die relativen Häufigkeiten 
hn(A) auf lange Sicht, und so ist h n(A) = r für jedes endliche n 
mit beliebigen Werten p(A) verträglich. 
« Hume [77], S. 38. 
2 0 Vgl. dazu den Abschnitt 2.5.5. 
2 1 £ muß natürlich in jedem Fall eine gegenüber 1 kleine positive 
reelle Zahl sein. 
Als Fazit dieses Abschnitts ergibt sich also, daß die Deutung 
der Relation => in den Scblußformen I bis III im Sinne von —> zu 
ganz inadäquaten, inkonsistenten und also unhaltbaren Ergeb-
nissen führt. 
2.5.3 Induktive Schlüsse als Wahrscheinlichkeitsschlüsse 
Wenn man nach Humes Argumenten die induktiven Prinzi-
pien I bis III nicht als gewöhnliche Schlüsse interpretieren kann, 
bei denen wahre Prämissen immer nur zu wahren Konklusionen 
führen, dann liegt es nahe zu sagen, mithilfe dieser Prinzipien 
könne man durch wahre Prämissen die Konklusion doch wahr-
scheinlich machen. Das Wort „wahrscheinl ich" kann man dabei 
im subjektiven (oder logischen) Sinn verstehen, oder aber im 
Sinn einer Art Pläufigkeitsdeutung. 
Betrachten wir zunächst die zweite Auffassung. Da objektive 
Wahrscheinlichkeiten nur für Ereignistypen erklärt sind, kann 
man nicht von der objektiven Wahrscheinlichkeit induktiver 
Schlüsse oder ihrer Konklusionen sprechen, aber man kann sagen 
„Die Konklusionen solcher Schlüsse gelten unter Voraussetzung 
der Prämissen wahrscheinlich" im Sinne von „Zwar führen nicht 
alle induktiven Schlüsse von wahren Prämissen zu wahren K o n -
klusionen, aber das gilt doch für die meisten dieser Schlüsse". 
Die induktiven Schlüsse werden danach als gewöhnliche Schlüsse 
im Sinn von Ia bis l i l a interpretiert, die allerdings nicht immer, 
sondern nur meistens gelten; die in diesem Sinn nicht gewiß, 
sondern nur wahrscheinlich gelten: 2 2 
Ib) Meistens gilt: F(ai), . . ., F(an) —> F(an +i). 
IIb) Meistens gilt: F(ax), . . ., F(a„) -> AxF(x). 
Il lb) Meistens gilt: hn(F) = r -> p(F) = r ± s. 
Schon Hume hat eine solche Deutung der Induktionsschlüsse 
I und II betrachtet und hat gezeigt, daß sie auch in dieser Auf-
2 2 Eine solche Deutung vertreten z.B. M . Black in [54], Kap. 11, 
P.F. Strawson in [52], Kap. 9, A . Pap in [62], Kap. 13, und R. B. Braith-
waite in [53], Kap. 8. 
fassung nicht zu rechtfertigen sind. Nach Hume können wir nicht 
nur nicht zeigen, daß alle Schlüsse der Form Ia oder IIa gült ig 
sind, sondern wir können das nicht einmal für einen einzigen sol-
chen Schluß zeigen. Wir können die Schlüsse Ia und IIa daher 
auch nicht als „wahrscheinlich gü l t i g" rechtfertigen. Auch der 
Hinweis, daß viele oder gar die meisten solcher Schlüsse sich in 
der Vergangenheit als gült ig oder erfolgreich erwiesen haben, 
d.h. von wahren Prämissen zu wahren Konklusionen geführt 
haben, würde erst mit Hilfe induktiver Schlüsse zu ihrer Recht-
fertigung als „wahrscheinlich gü l t ig" führen, kann also nicht als 
Mittel dazu dienen, solche Schlüsse allererst zu rechtfertigen.23 
Gegen dieses Argument Humes von der Zirkularität einer in-
duktiven Begründung von Induktionsregeln haben sich in der 
neueren Diskussion vor allem R. B. Braithwaite und M . Black 
mit ähnlichen Argumenten gewendet.24 Black versteht einen in-
duktiven Schluß der Form I im Sinne der von Hume diskutierten 
Häufigkeitsdeutung als Argument der Gestalt: 
1) Die meisten A-Objekte, die unter vielfältigen Bedingungen 
untersucht wurden, waren auch B-Objekte. - Also (wahr-
scheinlich): Das nächste A-Objekt wird auch ein B-Objekt 
sein.2 5 
Nach Black ist nun ein Argument nur dann zirkulär, wenn die 
zu beweisende Behauptung selbst als Prämisse dieses Arguments 
verwendet wird. Danach ist aber folgendes Argument nicht 
zirkulär: 
23 Vgl. dazu Hume [77], S. 30f. 
2 4 Vgl. Black [49], S.86ff., [54], Kap. 11, sowie Braithwaite [53], 
Kap. 8. 
2 5 Blacks Formulierung dieser Induktionsregel ist: 
„To argue from Most instances of A's examined in a wide variety of condi-
tions have been B to (probably) The next A to be encountered will be B" 
([54], S. 196). Vgl . ebenda auch S. 194f. - Wir betrachten hier nur die 
Induktionsregel, die Black als R 2 bezeichnet. Ri ist die Regel IIb, die 
aber von Black nicht als ein adäquates induktives Prinzip angesehen 
wird (vgl. Black [54], S. 205 und [58], S. 210). 
2) Die meisten Anwendungen von (1) mit wahren Prämissen, die 
unter vielfältigen Bedingungen untersucht wurden, waren er-
folgreich. - Also (wahrscheinlich): Die nächste Anwendung 
von (1) mit wahren Prämissen wird auch erfolgreich sein. 
In (2) kommt die Konklusion von (2) oder die Regel (1) nicht 
als Prämisse vor; also ist dieses induktive Argument für (1) nach 
Black nicht zirkulär. Ferner sind alle zirkulären Argumente als 
Argumente der Form A i , . . ., A n , B —> B deduktiv gült ig, wäh-
rend (2) nicht deduktiv gültig ist. 2 6 
Das ist aber offenbar absurd: Wie W.C . Salmon in [57] und 
[67], S. 13 ff. und P. Achinstein in [62] hervorgehoben haben und 
wie auch Braithwaite in [53], S. 276 f. betont, ist ein Argument 
nicht nur dann zirkulär, wenn seine Konklusion als Prämisse ver-
wendet wird, sondern auch dann, wenn es Schlußprinzipien ver-
wendet, deren Gültigkeit im Argument erst zu beweisen ist. 
Blacks „self-supporting inductive argument" ist also in flagran-
ter Weise zirkulär. 
Nun schwächt aber Black seine Behauptung, man könne in-
duktive Prinzipien induktiv begründen, dadurch stark ab, daß 
er sagt: Das Argument (2) kann zwar die induktive Regel (1) 
nicht allererst rechtfertigen - wer induktive Schlüsse generell für 
unzuverlässig hält, den wird auch eine induktive Begründung 
solcher Schlüsse nicht überzeugen - aber es kann doch deren 
Glaubwürdigkeit erhöhen, und das sei der entscheidende Punkt, 
da wir ja alle schon immer induktive Schlüsse nach (1) vollziehen 
und ihnen vertrauen.27 Salmons Einwände in [57] gegen diesen 
schwächeren Anspruch Blacks sind nicht überzeugend, wie Black 
in [58] gezeigt hat. 
Man kann aber doch folgendes sagen: Da eine Schluß kette 
nicht stärker ist als ihr schwächstes Glied, ist die Konklusion 
von (2), d.h. die Regel (1), durch das Argument (2) nicht besser 
begründet als die problematische Regel (1), auf die sich (2) stützt. 
2 6 Vgl. Black [54], S. 198ff. 
2 7 Vgl. dazu Black [54], S. 205f. und seine Antwort [58] auf Salmon 
[57]. 
Es ist also nicht einzusehen, daß und womit (2) die Glaubwürdig-
keit von (1) erhöht. 2 8 
Wenden wir uns nun der Auffassung zu, daß die Prämissen 
eines induktiven Schlusses ihn selbst oder seine Konklusion 
wahrscheinlich machen im subjektiven oder logischen Sinn die-
ses Wortes, und betrachten wir dabei zunächst wieder den letzte-
ren Fall. 
Da die subjektive WahrscheinHchkeit wesentlich genereller, 
nicht analytischer Sätze in der Regel Nul l ist - darüber wird im 
nächsten Abschnitt noch ausführhcher zu sprechen sein - wollen 
wir den Schlußmodus II bei dieser Interpretation außer acht las-
sen.2 9 Die Modi I und III wären dann also zu interpretieren im 
Sinne von 
Ic) F(ai), . . ., F(an) w(F(a n + i )^ l und 
IIIc) hn(a) = r -> w(p(a) = r ± z) 1. 
Dabei symbolisiert der Pfeil „—>" wieder den gewöhnHchen 
Schluß. E in Schluß der Form I ist danach kein Schluß im üblichen 
Sinne des Wortes, bei dem F(an+i) die Konklusion wäre, sondern 
2 8 Dieser Einwand trifft auch die Argumentation von Braithwaite 
a.a.O. - In [58], S. 212f. argumentiert Black so: Jeder induktive 
Schluß nach (1) hat eine gewisse Stärke. Wenn z.B. 4/5 der bisher be-
obachteten As B waren, so ist die Stärke des Schlusses, daß das nächste 
A ein B sein wird, 4/5. Wenn aber nun 9/10 aller x\nwTendungen von 
(1) erfolgreich waren, so überträgt sich diese Stärke nach Black auch 
auf die obige Anwendung von (1): die Stärke des Schlusses „Das 
nächste A ist ein B" ist also nun auf 9/10 erhöht. Aber das ist wiederum 
absurd: Wenn 50,12% aller Geburten Mädchengeburten sind, so kann 
man, auch wenn durchschnittlich 9/10 aller induktiven Schlüsse erfolg-
reich waren, nicht sagen, daß die WahrscheinHchkeit einer Madchen-
geburt deswegen im nächsten Fall sehr wahrscheinlich sei. - Zur Kritik 
an Black vgl. auch Achinstein [62]. 
2 9 C D . Broad betrachtet in [18] jedoch induktive Schlüsse des 
Typs II, die er so charakterisiert: „We argue from a certain proposition 
about some S's to the probability of a proposition about all S's." (S. 391) 
Der verwendete Wahrscheinlichkeitsbegriff bleibt dabei allerdings im 
Dunkeln, ebenso wird nicht klar, ob die Konklusion lautet w( A xF(x)) ^ l 
oder w( AxF(x)/F(ai) A . . . A F(an)) ^ 1 - beides ist jedenfalls unhaltbar. 
die Konklusion des zugehörigen Schlusses ist w(F(a n+i))^l: „Die 
(subjektive) Wahrscheinlichkeit von F(a n +i) liegt nahe bei 1", 
oder „F(a n+i) ist praktisch sicher". Entsprechend für III. Eine 
solche Deutung benützt z .B . A . Moore in [52]. 
Auch eine solche Interpretation induktiver Schlüsse ist aber 
unhaltbar. Dazu drei Argumente: 
1. Für Schlüsse gilt das Prinzip der Prämissenverstärkung: Folgt 
ein Satz A aus Sätzen B i , . . ., B n , so folgt A auch aus diesen 
Sätzen zusammen mit beliebigen weiteren Sätzen. Aus 
F(ai), . . ., F(an) —> w(F(an+i))^ 1 folgt nun aber z .B . nicht 
F(ai), . . ., F(an), F(ai) => G(ai), . . F(an) ^ G(a n), 
—i G(an+i) —> w(F(a n + i ) )^ l ; denn nach Ic würde man erhalten 
F(ai) G(ai), . . F(an) => G(an) —> w(F(a n i i) G(a n i i)) ^ 1 , also 
w(F(an+i)/ —i G(a n+i))^0, so daß die zusätzlichen Prämissen die 
Wahrscheinlichkeit der Konklusion erheblich vermindern. Und 
im Fall IIIc folgt aus hn(F) = r —> w(p(F) = r ± z) Ä 4 
nicht h„(F) = r, h r.n(G/F) = l , h m (G) = r' -> w(p(F) = r ± e ) ~ l , 
wenn m gegenüber n sehr groß und r' gegenüber r sehr klein 
(also jedenfalls deutlich kleiner als r — z) ist; denn wenn der Pro-
zentsatz der vielen (m) auf die Eigenschaft G hin untersuchten 
Objekte, die G sind, sehr klein ist (r'), und wenn alle (r • n) Ob-
jekte, die F sind, G waren, so wird man annehmen, daß der Pro-
zentsatz der F kleiner oder gleich dem der G , also <r' ist, und 
man wird die Abweichung des tatsächlich beobachteten größeren 
Prozentsatzes r von diesem Wert zurückführen auf den relativ 
geringen Umfang (n) der auf F hin untersuchten Objekte. Wieder-
um verringern also die zusätzlichen Prämissen die Wahrschein-
lichkeit, so daß das Prinzip der Prämissenverstärkung nicht gilt -
im Widerspruch zur vorgeschlagenen Interpretation der indukti-
ven Schlüsse. 
2. In der Konklusion der Schlüsse kommt der Parameter w vor, 
der in den Prämissen nicht vorkommt. Je nach Wahl der subjek-
tiven Wahrscheiniichkeitsbewertung w wird aber die Aussage 
w(F(an-ii))^'1, bzw. w(p(F) = r±z)^l gelten oder nicht; und 
wenn sie gilt, gilt sie unabhängig von den Prämissen. Sie gilt 
aber sicher nicht für alle Parameter w. Auch der Hinweis, daß 
die Bewertung w sich auf ein Subjekt X beziehen soll, dem be-
kannt ist, daß die Prämissen gelten, hilft nicht weiter. Denn in 
der Konklusion steht ein Ausdruck für eine unbedingte Wahr-
scheinlichkeit. Bezieht sie sich auf ein Erfahrungsdatum von X , 
zu dem die Prämissen bereits gehören, so sind diese bereits be-
rücksichtigt und brauchen also nicht als Prämissen aufgeführt 
werden. Relevant werden die Prämissen nur, wenn man, wie das 
im nächsten Abschnitt diskutiert wird, bedingte Wahrschein-
lichkeiten betrachtet. 
3. Endlich begegnet dieser Deutungsversuch der induktiven 
Schlüsse auch dem Goodmanschen Problem, daß nicht alle Prä-
dikate F projizierbar sind; daß nicht alle Prädikate Regelmäßig-
keiten ausdrücken, die wir aus vergangenen Beobachtungen in 
die Zukunft zu übertragen bereit sind. Daher können die Prin-
zipien Ic und IIIc nicht für alle Prädikate F gelten. 
Wenn man sagen will, daß induktive Schlüsse zwar nicht gewiß 
gelten, aber doch eine hohe subjektive Wahrscheinlichkeit haben, 
muß man das wohl so ausdrücken: 
Id) w(F(ai) A . . . A F(an) 3 F(an + 1)) ~1 , 
l id) w(F(ai) A . . . A F(an) => AxF(x)) ~1, 
Illd) w(hn(F) = r=>p(F) = r ± e ) ~ l . 
Es müßte dann aber nach dem Theorem TII-9 aus dem A n -
hang II im Fall Id erst recht gelten w (BAF ( a i )A . . .AF(an)=> 
F(a n + i ) ) ?« l , wo B irgendeine Zusatzprämisse ist. Wir haben 
oben jedoch gesehen, daß das Prinzip der Prämissenverstärkung 
für induktive Schlüsse nicht gilt. 
Ferner gelten die Aussagen Id bis I l l d sicher nicht für alle 
subjektiven Bewertungen w oder für alle Prädikate F (Good-
mansches Problem). Auch bei dieser Deutung sind also die induk-
tiven Schlüsse nicht gültig. 
2.5.4 Induktive Schlüsse als bedingte 
Wahrscheinlichkeitsaussagen 
Die im vorausgehenden Abschnitt vorgetragenen Argumente 
gegen die Deutung induktiver Schlüsse als Wahrscheinlichkeits-
Schlüsse legen es nahe, den Schlußcharakter dieser „Schlüsse" 
überhaupt preiszugeben und sie als bedingte Wahrscheinlich-
keitsaussagen zu interpretieren. Aus den Prämissen folgt dann 
nicht, daß che Konklusion in dem und dem Maße wahrscheinlich 
ist, sondern die WahrscheinHchkeit der Konklusion, bedingt durch 
die (Kenntnis der) Prämissen, ist soundso groß. Lassen wir aus 
den in 2.5.3 besprochenen Gründen zunächst wiederum den Mo-
dus II wTeg, so erhalten wir damit eine Deutung von I und III 
im Sinne von : 
Ie) w(F(an +i)/F(ai)A. . . A F ( a n ) ) « l 
Hie) w(p(F) = r ± e/hn(F) = r) « 1 . 
Dabei ist w eine subjektive Wahrscheinlichkeitsbewertung, 
und die Aussagen sind so zu verstehen, daß sie für alle solchen 
Bewertungen gelten sollen. Damit die so verstandenen Prinzipien 
gült ig sind, müssen folgende Voraussetzungen erfüllt sein: 
1) Die Forderung, daß n hinreichend groß sein muß, ist in Ie 
aufzufassen im Sinn von lim w(F(an+i)/F(ai) A . . . AF(an)) = 1, 
n—>oo 
k(n) 
und Il le ist zu verstehen im Sinn von lim w(p(F) = ± z\ 
n-»oo 
k(n) 
h n(F)= ) = 1 für alle z>0. Wenn wir die Symbole von 2.1.5 
n 
und 2.1.6 verwenden und die Häufigkeitsdefinition der objekti-
ven WahrscheinHchkeit zugrunde legen, dann können wir die letz-
tere Aussage so formulieren: 
iir({x: T T — y f « - n - ( n ) + « } / { - Y n « = ^ } ) = * 
alle £>0. 
2) Um ein Lernen aus der Erfahrung im Sinne dieser Konvergenz 
sicherzustellen und die Goodmansche Paradoxie zu vermeiden, 
ist ferner zu fordern, daß die Funktionen w Bewertungen sind, 
bzgl. derer die F(a.i)-Ereignisse vertauschbar sind, und daß es 
sich um reguläre Bewertungen handelt. 
Dann besagen die Prinzipien Ie und Il le aber im Effekt das-
selbe wie der Satz T2.1.6-2. D . h . : Bei der Deutung als bedingte 
Wahrscheinlichkeitsaussagen gehen die induktiven Schlüsse in 
Sätze der subjektiven WahrscheinUchkeitstheorie über. Diese 
Deutung stellt also eine konsistente und adäquate Interpretation 
der induktiven Schlüsse dar. Im Vorgriff auf das Ergebnis des 
Abschnittes 2.5.5 können wir auch sagen: Nur im Rahmen der 
subjektiven WahrscheinHchkeitstheorie lassen sich adäquate und 
konsistente induktive Prinzipien formulieren; die Theorie der 
Induktion ist Teil der subjektiven Theorie bedingter Wahrschein-
lichkeiten und läßt sich nicht unabhängig davon entwickeln. 
Wie steht es nun mit dem induktiven Prinzip II ? Es wird manch-
mal gesagt, daß es eine der wichtigsten Aufgaben der Induktion 
sei, im Sinn von II von singulären Beobachtungen auf generelle 
Gesetzmäßigkeiten zu schließen und Naturgesetze durch Beob-
achtungen induktiv zu rechtfertigen. Daher könne die Theorie 
der Induktion nicht Teil der Wahrscheinlichkeitstheorie sein, 
weil in deren Rahmen wesentlich generelle und nicht logisch de-
terminierte Aussagen im allgemeinen den Wahrscheinlichkeits-
wert 0 haben, also durch noch so viele positive Instanzen nicht 
wahrscheinlicher gemacht oder gestützt werden können. Die 
Wahrscheinlichkeitstheorie könne also im Gegensatz zur Induk-
tionstheorie nicht die Annahme genereller Gesetzesaussagen 
rechtfertigen.30 
Es ist richtig, daß, wofern die F(ai)-Ereignisse (i = l , 2 , . .) ver-
tauschbar sind bzgl. w und w regulär ist, w( AxF(x)/F(ai) A . . . A 
F(an)) = 0 ist für beliebig große n. Denn nach B4* und B5* aus 
co n oo k 
2.1.3 gilt: w(nF(ai)/nF(ai) ) = nw(F(a k + i )/nF(a i ) ) . Da alle 
i = l i = l k = n i = l 
3 0 Solche Argumente sind, freilich nicht zur Begründung einer eigen-
ständigen Theorie der Induktion, wohl aber für eine eigenständige 
Theorie der Bestätigung vor allem von K . Popper in [66] vorgetragen 
worden. Darauf gehen wir im 5. Kapitel ein. 
Faktoren dieses unendlichen Produkts < 1 sind, wie groß wir n 
auch immer wählen, hat das Produkt den Wert 0. 3 1 
Daraus folgt aber nur, daß die subjektive Wahrscheinlichkeit 
der Aussage Nu l l ist, daß alle unendlich vielen nicht bzgl. der 
F-Eigenschaft getesteten Objekte diese Eigenschaft haben wer-
den. Das ist in der Tat recht plausibel, denn die n getesteten Ob-
jekte bilden immer nur einen verschwindenden Anteil des Ge-
samtbereichs all der unendlich vielen Objekte, wie groß n auch 
immer ist. Ist n sehr groß, so ist es sehr wahrscheinlich, daß auch 
das nächste, durch a n + i bezeichnete Objekt die Eigenschaft haben 
wird. Es ist auch sehr wahrscheinlich, daß die nächsten m Ob-
jekte diese Eigenschaft haben werden, wenn m eine gegenüber n 
kleine Zahl ist. 3 2 Aber daß alle künftigen Objekte F-Objekte sind, 
ist sehr unwahrscheinlich. Darin liegt nichts, was unserer Intui-
tion widersprechen würde. Der Anschein der Inadäquatheit ent-
steht erst dadurch, daß wir sagen: E in Gesetz AxF(x) ist nur 
dann akzeptierbar aufgrund des Erfahrungsdatums F(ai) A . . . A 
F(an), wenn es, bedingt durch dieses Datum, eine hohe subjektive 
Wahrscheinlichkeit hat. Was heißt aber in diesem Kontext „ak-
zeptieren"? Darauf gehen wir im Abschnitt 2.5.5 näher ein. Hier 
mag vorläufig folgender Hinweis genügen: 
Man kann die Annahme, daß eine Aussage wahr ist, einmal im 
praktischen Sinn so verstehen, daß derjenige Teil (oder diejenige 
Folgerung aus) der Aussage als wahr akzeptiert wird, der in der 
jeweiligen Situation für die anstehende Entscheidung relevant 
ist. In den allermeisten Situationen, und in allen Situationen, an 
die man normalerweise in diesem Zusammenhang denkt - z. B. 
31 Ist w(F(ak+i)/nF(ai)) = 1 für ein k, so muß nach T2.1.6-1 w(F(ak+i)) 
= 1 sein, also nach Voraussetzung der Vertauschbarkeit \v(F(ai)) = l 
für alle i = l,2 . . .; dann ist aber w nicht regulär. 
n+m n n+m k 
32 Es gilt w(nF(ai)/nF(ai)) = nw(F(a k + i ) / r iF ( a i ) )>( l -£n ) i n für 
i=l i=l k=n i=l 
n 
w(F(an+i)/n F(ai))> 1 — en. ist also n groß, so ist sn sehr klein, ist m 
i=l 
klein gegenüber n, so liegt (1 — en)m immer noch nahe bei 1. 
bei der Verwendung naturwissenschaftlicher Gesetze im Alltag 
oder in der Technik - heißt dann „ein Gesetz AxF(x) akzeptieren" 
soviel wie „gewisse (noch nicht überprüfte) Instanzen F(an-fi), . 
F(an+m) des Gesetzes akzeptieren", wobei m gegenüber n klein 
ist. Für die Anwendungen der Gesetze kommt es wohl immer nur 
auf einige Instanzen dieser Gesetze an; darauf, daß das Gesetz in 
diesem und jenem Fall gilt, nicht aber darauf, daß es in allen un-
endlich vielen möglichen und wer weiß wie gelagerten und wann 
eintretenden Fällen gilt. 
Wir akzeptieren in diesem Sinn ein Gesetz als wahr nicht erst 
dann, wenn es selbst subjektiv wahrscheinlich ist, sondern dann, 
wenn es aufgrund unserer Beobachtungen sehr wahrscheinlich 
ist, daß es in den nächsten Fällen gilt. Ist aber m gegenüber n 
klein, 3 3 so hat die Wahrscheinlichkeit, daß das Gesetz AxF(x) 
in den nächsten m Fällen zutrifft, d.h. daß gilt F ( a n + i ) A . . . A 
F(a n + m ) , etwa die gleiche WahrscheinHchkeit wie der Satz F(a n + i), 
der besagt, daß AxF(x) im nächsten Fall zutrifft. w(F(an+i)/ 
F (a i )A. . .A.F(an)) wollen wir auch als Instan^snwahrscheinlichkeit 
von AxF(x), bedingt durch das Datum F(ai) A . . . A F(an), bezeich-
nen. 3 4 Für die praktische Akzeptierbarkeit eines Gesetzes ist also 
nicht die subjektive WahrscheinHchkeit dieses Gesetzes selbst, 
sondern seine Ins tanzen WahrscheinHchkeit ausschlaggebend. Da-
mit ist aber der obige Einwand gegen die wahrscheinhchkeits-
theoretische Analyse der Induktion hinfälHg, soweit es um das 
praktische Akzeptieren geht. 
Wir können in diesem Fall auch den induktiven Schlußmodus 
II ganz preisgeben, da er im Effekt durch I dargestellt wird: Die 
praktisch relevante WahrscheinHchkeit eines Gesetzes AxF(x) 
aufgrund des Datums F(ai) A . . . A F(an) bemißt sich durch die 
Wahrscheinlichkeit der nächsten Instanz F(a n + i ) . 3 5 
3 3 D .h . nach Anmerkung 32: ist (1 - s n ) m ^1 -en. 
3 4 Carnap, der in [50], S. 570ff., im gleichen Sinn argumentiert, 
spricht von der instance-confirmation eines Gesetzes. Vgl. dazu auch das 
5. Kapitel. 
3 5 Einen Einwand gegen die Verwendung der Instanzenwahrschein-
lichkeit als JMaß für die Stützung einer Hypothese durch Beobachtun-
Wenn man hingegen im theoretischen Sinn eine Gesetzeshypo-
these AxF(x) aufgrund der Beobachtungen F(ai), . . F(an) ak-
zeptiert, d.h. wenn man z .B . im Rahmen wissenschaftlicher 
Überzeugungen und Argumentationen davon ausgeht, daß diese 
^Hypothese richtig ist, so ist das nicht gleichwertig damit, daß 
•man den Satz F(an-fi) oder die Sätze F(an+i),. . ., F(an+m) akzep-
tiert, und eine wahrscheinlichkeitstheoretische Analyse dieses 
theoretischen Akzeptierens ist in der Tat nicht möglich. Es gibt 
dann aber - das wird im folgenden noch ausführlich diskutiert -
auch keine induktiven Regeln für diese Art des Akzeptierens, wie 
etwa die Regel vom Typ IL Daher kann man auch im Hinblick 
auf das theoretische Akzeptieren von Gesetzesaussagen nicht be-
haupten, die wahrscheinlichkeitstheoretische Analyse der (enume-
rativen) induktiven Schlüsse sei inadäquat. 
Wenn wir die induktiven Schlüsse I und III im Sinn von le 
und Il le als bedingte Wahrscheinlichkeitsaussagen deuten und 
sie im Rahmen der subjektiven Theorie für Bewertungen der 
angegebenen Art als Theoreme ausweisen, so setzen wir uns 
gen hat J . Hintikka in [65], S. 277f. vorgetragen. Wenn wir wissen, 
daß die n beobachteten Objekte insgesamt c von K möglichen Eigen-
schaften haben, wobei n gegenüber K sehr groß sei, so ist es nach 
Carnaps induktiver Logik wahrscheinlicher, daß es auch Objekte mit 
den übrigen K-c Eigenschaften gibt, als daß alle Objekte nur die c bis-
her beobachteten Eigenschaften haben. Das, so meint Hintikka, sei 
aber nicht im Einklang mit unserer Intuition, nach der wir in diesem 
Fall die Hypothese „Alle Objekte haben nur die c beobachteten Eigen-
schaften" vorziehen. (Die Argumentation bezieht sich auf endliche 
Objektbereiche.) - Dazu ist zu sagen: Die subjektive Wahrscheinlich-
keit einer Gesetzeshypothese Ax(F(x)=>G(x) v H(x)) ist immer größer 
- wenn auch bei wachsendem n nur mehr verschwindend größer - als 
die von Ax(F(x) G(x)) (wobei wir natürlich den Fall Ax(F(x) => H(x)) 
ausschließen). Das ist keineswegs antiintuitiv, denn die naheliegendste, 
einfachste oder gehaltvollste Hypothese braucht keineswegs auch die 
wahrscheinlichste zu sein. Nur wenn man, wie Hintikka, hohe Wahr-
scheinlichkeit als notwendige Bedingung der Akzeptierbarkeit von 
Hypothesen ansieht, entsteht der Anschein einer Inadäquatheit. (Vgl. 
dazu auch den Abschnitt 2.5.5.). 
einem Einwand aus, der insbesondere von W.C . Salmon wieder-
holt und mit Nachdruck erhoben worden ist. 3 6 Danach ist diese 
Deutung induktiver Schlüsse aus folgenden Gründen inadäquat : 
Induktive Schlüsse sollen im Gegensatz zu deduktiven Schlüssen 
„ampliat iv" sein, d.h. der Gehalt der Konklusion soll über den 
Gehalt der Prämissen hinausgehen - während diese etwas über 
vergangene Ereignisse besagen, soll jene etwas über künftige 
Ereignisse aussagen. Erst dadurch leisten induktive Schlüsse mehr 
als deduktive, erst dadurch können sie, nach Humes Worten, zu 
dem „great guide of human life" 3 7 werden. Die „Konklus ionen" 
von „Schlüssen" Ie und Ille, d.h. die Aussagen über die beding-
ten Wahrscheinlichkeiten von F(a n + i), bzw. p(F) = r ± s , sagen 
aber nichts über künftige Ereignisse aus, sondern nur etwas über 
unsere gegenwärtigen Annahmen. Außerdem bleibt offen, warum 
wir nach diesen Annahmen handeln sollen; es wird ja nicht nach-
gewiesen, daß wir Aussicht auf Erfolg haben, wenn wir diesen 
Annahmen folgen, die nach den Richtlinien der subjektiven 
Wahrscheinlichkeitstheorie gebildet sind. Auch wenn man nach 
dem Vorgehen Carnaps die betrachteten subjektiven Wahrschein-
lichkeitsbewertungen durch Zusatzaxiome auf rationale Bewer-
tungen einengt, hilft das nicht weiter, denn die induktiven Schlüsse 
gehen dann in analytische Aussagen über, und es ist nicht einzu-
sehen, wie analytische Aussagen einen „guide of life" darstellen 
können. 3 8 
36 Vgl. dazu Salmon [67], S. 75ff., 82f. und [68]. 
37 Vgl. das Hume-Zitat aus [77], S. 31 in 2.5.2. 
3 8 Salmon schreibt: „If we take „probability" in the frequency sense, 
it is easy to see why it is advisable to accept probable conclusions in 
preference to improbable ones. In doing so we shall be right more 
often. Unfortunately, we cannot show that inferences conducted ac-
cording to any particular rule establish conclusions that are probable 
in this sense. If we take „probability" in a nonfrequency sense it may 
be easy to show that inferences which conform to our accepted in-
ductive rules establish their conclusion as probable. Unfortunately, 
we can find no reason to prefer conclusions which are probable in this 
sense to those that are improbable." ([67], S. 51 f.) - Auf das erste Ar-
gument kommen wir im nächsten Abschnitt 2.5.5 im Zusammenhang 
Hinter diesem Einwand verbirgt sich ein fundamentales Miß-
verständnis dessen, was induktive Prinzipien leisten können und 
leisten sollen: Hume hat ein für allemal gezeigt, daß Induktion 
als Prophetic unmöglich ist. Induktive Schlüsse können auch 
nicht in dem Sinn „ampliat iv" sein, daß sie uns in der Konklu-
sion mehr mitteilen, als wir in die Prämissen hineingesteckt ha-
ben. Das wäre in der Tat eine wunderbar bequeme Weise, wie 
sich neue naturwissenschaftliche Erkenntnisse im Lehnstuhl ge-
winnen üeßen. Wenn man unter einem „guide of life" eine Me-
thode versteht, die prophetisches Vermögen verleiht, so ist die 
Theorie der Induktion kein solcher Lebensführer. 
Diese Deutung des Ausdrucks „guide of life" ist jedoch zu 
eng: Schon wenn wir wissen, was wir aufgrund vergangener 
Beobachtungen sinnvollerweise von der Zukunft erwarten kön-
nen, haben wir damit die Grundlage und die Anleitung für ein 
planvolles Handeln gewonnen, ganz ohne seherisches Vermögen. 
Eine Aussage über den Grad der Wahrscheinlichkeit der Aus-
sage, daß es morgen regnen wird, ist primär natürlich keine Aus-
sage über den morgigen Regen, sondern eine Aussage über meine 
gegenwärt igen Erwartungen. Aber diese gegenwärtigen Erwar-
tungen beziehen sich auf den morgigen Regen, und sie bestimmen 
mein gegenwärtiges Handeln (ob ich z. B. heute meinen Garten 
gieße oder nicht). Mein heutiges Handeln wird ja auch nicht von 
einem erst morgen eintretenden Ereignis bestimmt, sondern von 
meinen heutigen Erwartungen bzgl. dieses Ereignisses. Insofern 
besagt die Wahrscheinlichkeitsaus sage doch auch etwas über den 
morgigen Regen, nämlich das, was für mein heutiges Handeln 
wichtig ist: daß ich heute mit Regen rechne, bzw. nicht damit 
rechne. 
mit Reichenbachs Induktionsregel zurück. - Für eine ähnliche Kritik 
vgl. auch E . Nagel [63], G . H . von Wright [57], S. 87f. und 141 ff. (das 
dort vorgetragene Argument ist natürlich nicht stichhaltig; es über-
sieht, daß relative Häufigkeiten und subjektive Wahrscheinlichkeiten 
nach T2.1.6-2 sehr wohl zusammenhängen) und N . Goodman [55], 
S. 62. Für das folgende sind auch Carnaps Ausführungen in [50], 
§ 49 B von Interesse. 
Warum, fuhr nun der Einwand fort, sollen wir uns aber in 
unseren Handlungen nach diesen durch Wahrscheinlichkeitsbe-
wertungen ausgedrückten Erwartungen richten? Wer garantiert 
denn dafür, daß wir bei diesem Verfahren Erfolg haben werden, 
d.h. daß dieses Verfahren sinnvoll ist? Die einfache Antwort 
lautet: Wir richten uns in Ermangelung eines definitiven Wissens 
um die Zukunft natürlich nach unseren Erwartungen. Was sollten 
wir denn sonst tun? Wenn wir erwarten, daß es morgen regnet, 
so werden wir uns auf Regen einrichten, sonst würden wir uns 
ganz irrational verhalten. Rational handeln heißt eben im Ein-
klang mit den Erwartungen (und den subjektiven Werten) han-
deln. Da gibt es nichts weiter zu begründen oder zu rechtfertigen. 
Mit dieser Antwort gibt sich Salmon aber nicht zufrieden. Er 
sagt: Man kann natürlich „rational handeln" definieren durch 
„ im Einklang mit unseren (rationalen) Erwartungen handeln", 
und kann den Begriff der (rationalen) Erwartung erklären durch 
Bezugnahme auf den Kalkül der subjektiven Wahrscheinlich-
keitstheorie. Dann wird die Antwort in der Tat trivialerweise 
richtig. Aber dabei macht man sich die Sache zu leicht: „rational 
handeln" heißt doch im üblichen Sinn, der der Frage zugrunde 
liegt, zunächst einmal einfach soviel wie „mit begründeter Aus-
sicht auf Erfolg handeln". Woher aber weiß ich, daß ich Erfolg 
haben werde, oder daß ich doch auf lange Sicht den relativ größ-
ten Erfolg haben werde, wenn ich mich nach den Erwartungen 
richte, die mir die subjektive Theorie vorschreibt? 
Dazu ist zu sagen: Ich weiß erstens weder, daß ich Erfolg ha-
ben werde, noch daß ich meistens oder auf lange Sicht Erfolg 
oder den relativ größten Erfolg haben werde. Denn das könnte 
ich nur wissen, wenn ich etwas über die Zukunft wüßte . Da ich 
das aber nicht weiß, kann ich ebenso wie über den morgigen 
Regen auch über den Erfolg einer Handlung, der vom morgigen 
Regen abhängt, nur Wahrscheinlichkeitsaussagen machen. Wenn 
ich nicht weiß, ob es morgen regnet, weiß ich auch nicht, ob ich 
Erfolg damit haben werde, wenn ich mich so verhalte, als würde 
es morgen regnen. Ich weiß aber, daß ich damit wahrscheinlich 
Erfolg haben werde, wenn es wahrscheinlich ist, daß es morgen 
regnet. Es kann also keine Erfolgsgarantien geben, sondern nur 
Erfolgs Wahrscheinlichkeiten, und diese Erfolgs Wahrscheinlich-
keit ist mit einer hohen induktiven Wahrscheinlichkeit gegeben. 
Zweitens ist es ganz unrichtig, daß die subjektive Wahrschein-
lichkeit mit sinnvoller Erwartung im induktiven Sinn nichts zu 
tun hätte: Der subjektive Begriff wurde ja im Abschnitt 2.1.1 
als Präzisierung des vorwissenschaftlichen Wahrscheinlichkeits-
begriffs eingeführt, und in 2.1.4 wurde gezeigt, daß seine Axiome 
sehr elementare und ganz unabdingbare Rationalitätsforderungen 
(wieder in einem allgemeinen, nicht ad hoc definierten Sinn) aus-
drücken. Man kann also wirklich im ursprünglichen Sinn des 
Wortes „rat ional" sagen: E in Verhalten, das sich nicht an den 
subjektiven Wahrscheinlichkeiten orientiert, ist irrational. 
Wir können damit zu unserer schon oben gegebenen einfachen 
Antwort zurückkehren: Es ist sinnvoll, nach unseren Erwartun-
gen (wie sie durch unsere subjektive Bewertung w dargestellt 
werden) zu handeln, da dann die Erfolgswahrscheinlichkeit am 
größten ist. 3 9 Wer aber den Erfolg einer Methode als Erfolg in 
der Vergangenheit versteht, der kann den in der Statistik außer-
ordentlich gut bewährten und von Versicherungen, Lotteriever-
waltungen und dergl. mit großem Gewinn angewendeten induk-
tiven Methoden seine Anerkennung kaum versagen. 
Bei der Deutung der induktiven Schlüsse als bedingte Wahr-
scheinlichkeitsaussagen löst sich Humes Rätsel der Rechtferti-
gung der Induktion also dahin auf, daß die Schlußprinzipien bei 
Voraussetzung vertauschbarer Ereignisse und regulärer Bewer-
tungen in mathematisch beweisbare Sätze übergehen. Der Ein-
wand, daß ein mathematischer Satz uns keine Aufschlüsse über 
die Zukunft geben kann, geht seiner Intention nach fehl: Auf-
gabe induktiver Schlüsse ist nicht, ein aus logischen Gründen 
prinzipiell unerreichbares Zukunftswissen doch irgendwie zu 
vermitteln, sondern Richtlinien anzugeben, nach denen wir unsere 
3 9 Vgl. hierzu noch einmal die Grundgedanken der Entscheidungs-
theorie, wie sie im Abschnitt 2.4 dargestellt wurden. 
gegenwärtigen Erwartungen zukünftiger Ereignisse als Grund-
lage gegenwärtiger Handlungen rational organisieren können . 4 0 
Im Zusammenhang der in diesem Abschnitt diskutierten Deu-
tung induktiver Schlüsse wollen wir noch kurz auf die sog. sta-
tistischen Syllogismen eingehen. Dabei handelt es sich im einfachsten 
Fall um Argumente der Gestalt: 
IV) p(F/G) = r, G(a)=>F(a). 
Hier besagt p(F/G), daß die objektive Wahrscheinlichkeit, ein 
F-Objekt zu sein, in der Klasse der G-Objekte den Wert r hat 
(der für gewöhnlich nahe bei 1 oder doch mehr oder minder 
1 
deutlich über—Hegt). Dazu ein Beispiel: „ 9 5 % aller Deutschen 
sind kleiner als 185 cm. Hans ist ein Deutscher. Also ist es prak-
tisch sicher, daß Hans kleiner ist als 185 cm." 
Solche Schlüsse werden sowohl bei Voraussagen wie bei Er-
klärungen verwendet. Das angegebene Beispiel legt es nahe, sta- I 
tistische Syllogismen als WahrscheinHchkeitsschlüsse oder als \ 
bedingte WahrscheinHchkeitsaussagen zu interpretieren. Die 
erstere Interpretation, d. h. die Interpretation von I V im Sinne von 
IVa) p ( F / G ) « l , G(a) -> w ( F ( a ) ) « l 
würde zu ähnHchen Schwierigkeiten führen, wie sie in 2.5.3 be-
sprochen wurden. Fügt man im Beispiel zu den Prämissen etwa 
den Satz hinzu: „Hans gehört der V D R (Vereinigung Deutscher 
Riesen) an und die V D R nimmt nur MitgHeder auf, die größer 
als 190 cm sind", so ist es nicht nur nicht mehr praktisch sicher, 
daß Hans kleiner als 185 cm ist, sondern es folgt logisch, daß 
Hans größer als 190 cm ist. Auch hier würde also das Prinzip 
der Prämissen Verstärkung nicht gelten. 
Man kann diesen Einwand auch so formulieren: Mit dem 
Schlußprinzip IVa könnte man aus wahren Prämissen kontra-
4 0 In ähnlichem Sinn sagt auch A . Moore in [52], S. 755: 
„I repeat once more that the problem of induction is not the problem 
of finding a connection between past facts and future facts . . . The 
problem of induction is the problem of finding a connection between 
the observed facts and beliefs about the unobserved." 
idiktorische Konklusionen erhalten. Unserem Beispiel könnte man 
ja den Schluß gegenüberstel len: „90% der Menschen, deren 
Eltern und Großeltern alle größer oder gleich 185 cm waren, er-
reichen selbst diese Körperlänge. Die Eltern und Großeltern von 
Hans waren sämtlich größer als 185 cm. Also ist praktisch sicher, 
daß auch Hans größer als 185 cm ist." 
Wenn man hingegen die statistischen Schlüsse I V im Sinne von 
bedingten Wahrscheinlichkeitsaussagen deutet, d.h. im Sinne von 
w(F(a)/p(F/G)^l A G ( a ) ) ^ l , oder allgemeiner: 
IVb) w(F(a)/p(F/G) = rAG(a)) = r, 
so steht man vor der Schwierigkeit, daß in der Regel für unendliche 
Individuenbereiche w(p(F/G) = r) = 0 ist, so daß diese bedingte 
Wahrscheinlichkeitsaus sage nicht erklärt ist. Dieser Schwierigkeit 
kann man entgehen, wenn man. entweder von einer Wahrscheinlich-
keit sbewertung w ausgeht, für die gilt w(p(F/G) = r) = 1 und dar-
aus den Wert w(F(a)/G(a)) ermittelt - dann nimmt IV die Gestalt an 
IVc) w(p(F/G) = r) = 1 -> w(F(a)/G(a)) = r -
oder wenn man die Hypothese p(F/G) = r durch die Hypothese 
r — G < p(F/G) < r + e (wir schreiben dafür wieder p(F/G) = r ± e) für 
eine kleine positive Zahl e ersetzt. Dann deutet man IV im Sinne von 
IVd) w(F(a)/p(F/G) = r ± e A G(a)) = r ± e , 
wobei die Zahl r hinreichend nahe bei 1 liegt. 
Nach den Ausführungen in 2.1.6 sind alle drei Prinzipien IVb, 
IVc und I V d wahrscheinlichkeitstheoretisch gültig. 
Bei diesen Deutungen der statistischen Syllogismen verschwinden 
die Widersprüche, die sich für IVa aus dem Prinzip der Prämis-
senverstärkung ergaben. Denn für wahre B i und B2 sind die Aussa-
gen w(A/Bi) = r und w(A/B2) ^ r durchaus miteinander verträglich. 
Es bleibt aber die folgende Schwierigkeit, die C G . Hempel als Pro-
blem der Mehrdeutigkeit der statistischen Syllogismen bezeichnet hat.41 
Gilt p(F/G) = r und p(F/G') = r' (mit r' ^ r) sowie G(a) und G'(a), 
welchen der beiden Wahrscheinlichkeits werte r und r' soll man dann 
dem Ereignis F(a) zuordnen? 
4 1 Vgl. dazu und zum folgenden C G . Hempel [60], [62], [65a], [68], 
sowie Stegmüller [69], Kap. IX. 
Wenn diese Frage dasselbe meint wie: „Welcher Wert gibt den 
korrekten Betrag der WahrscheinHchkeit für F(a) an?", so ist die» 
Antwort einfach: der für unsere Überzeugungen und für unser' 
Handeln ausschlaggebende Wahrscheinlichkeitswert von F(a) ist 
der Wert w(F(a)/E), bzw. der Wert w(F(a)), wo w eine Wahrschein-
Hchkeitsbewertung mit w(E) = l ist; dabei soll E unser gesamtes 
gegenwärtiges Erfahrungswissen darstellen. w(F(a)/E) braucht 
weder mit dem Wert r noch mit r' identisch sein, denn E kann über 
die Sätze p(F/G) = r, G(a), p(F/G') = r', G'(a) hinaus noch viele 
weitere Informationen enthalten, die auf unsere WahrscheinHch-
keitsbewertung von F(a) Einfluß haben.42 
Carnap hat dieses Prinzip als Forderung des Gesamtdatums 
(requirement of total evidence) bezeichnet: Zur Ermittlung des 
WahrscheinHchkeitswerts eines Ereignisses ist grundsätzhch 
immer das gesamte Erfahrungswissen heranzuziehen.43 
Dieser Forderung kann man praktisch kaum genügen, denn 
das Gesamtdatum ist viel zu umfangreich und also zu unhandHch 
für die Abschätzung von WahrscheinHchkeitswerten. Praktisch 
wird man sich nur auf das für den Satz F(a) relevante Erfahrungs-
wissen stützen. Die Schwierigkeit Hegt aber dann darin, die rele-
vanten Daten abzugrenzen. Man kann zwar sagen, daß eine Teil-
menge E ' des Erfahrungsdatums das gesamte für F(a) relevante 
Erfahrungswissen aus E enthält, wenn für alle E " mit E ' <= E " E 
gilt w(F(a)/E/) = w(F(a)/E//); aber solche formalen Kriterien geben 
natürHch keinen Hinweis, wie die inhaltliche Relevanz von Er-
fahrungsdaten in konkreten Fällen zu bestimmen ist. Wenn jedoch 
die Prämissen des statistischen Syllogismus G(a) und p(F/G) = r 
das gesamte für F(a) relevante Erfahrungswissen in E enthalten, 
4 2 Wir verstehen E je nachdem als Menge von Sätzen, von der wir 
idealisierend annehmen, daß sie konsistent und gegenüber logisch-
mathematischen Folgerungen abgeschlossen ist, oder als Menge von 
Zuständen. 
4 3 Vgl. Carnap [59], S. 83. In [50], S. 211 f. formuliert Carnap diese 
Forderung so: „In the application of inductive logic to a given know-
ledge situation, the total evidence available must be taken as a basis 
for determining the degree of confirmation." 
dann liefert er den korrekten Wahrscheinlichkeitswert für F(a). 
In diesem Fall gibt es auch keine konkurrierenden statistischen 
Argumente, d.h. keine Mehrdeutigkeiten. 
Statistische Syllogismen werden jedoch nicht nur gebraucht, 
um die Frage zu beantworten, wie hoch der Wahrscheinlichkeits-
grad von F(a) bzgl. einer Wissenssituation E ist, sondern viel 
häufiger dienen sie wohl dazu, Erklärungen und Voraussagen, 
allgemein: Begründungen von F(a) zu liefern. Dann ist die Frage: 
Enthält das gesamte Erfahrungsdatum E Sätze, die zur Begrün-
dung von F(a) dienen können, und welche Wahrscheinlichkeit 
verleiht diese Begründung dem Satz F(a)? 
Diese beiden Fragen hat C G . Hempel in [68], S. 121 klar unter-
schieden. Die Beantwortung der ersten Frage wird auch für ihn 
durch Carnaps Forderung des Gesamtdatums gegeben. Zur Be-
antwortung der zweiten Frage hat er seine Forderung der maxi-
malen Bestimmtheit (requirement of maximal specificity) entwickelt.44 
Wir diskutieren dieses Prinzip der Einfachheit halber für den Fall 
endlicher Individuenbereiche, sodaß wir das Prinzip IVb zugrunde 
legen können. 
Der Grundgedanke des Hempelschen Kriteriums wird an fol-
gendem Beispiel deutlich: 
Es sei bekannt, daß die Person a an der Krankheit K erkrankt 
ist und mit dem Medikament M behandelt wurde (G(a)) und daß 
90% aller an K Erkrankten, die mit M behandelt werden, ge-
nesen (p(F/G) = 0.9). Diese Information legt das Argument nahe: 
w(F(a)/G(a) Ap(F/G) = 0.9) = 0.9 - es ist also wahrscheinlich, daß 
a genesen wird. Es sei ferner bekannt, daß a außerdem auch die 
Krankheit K ' hat (H(a)) und daß nur 10% aller an K und K ' 
4 4 Vgl. dazu die Arbeiten [62], [65a] und [68] von Hempel, sowie 
die ausführliche Diskussion von Stegmüller in [69], Kap. IX . - Da 
Hempel die Unterscheidung der beiden Probleme erst in [68] vollzieht, 
wird in [62] und [65a] das Kriterium der maximalen Bestimmtheit auch 
als Antwort auf die erste Frage verstanden und als Ersatz für Carnaps 
Kriterium diskutiert. Dadurch entstand eine Reihe von Unklarheiten 
und Verwechslungen, die die früheren Erörterungen dieses Komplexes 
belasteten. 
Erkrankten, die mit dem Medikament M behandelt werden, ge-
nesen. Dann legt diese Information das Argument nahe: 
w(F(a)/G(a) A H(a) A p(F/G A H) = 0.1) = 0.1 - es ist also wahr-
scheinlich, daß a nicht genesen wird. 
Die beiden Argumente widersprechen sich in ihren Ergebnis-
sen.4 5 Wir können sie also nicht beide akzeptieren. Offensichtlich 
ist hier das zweite Argument vorzuziehen, weil es auf den ge-
naueren Informationen beruht: Für die Abschätzung der Hei-
lungsaussichten für a ist es eben nicht nur wichtig, daß a an K 
erkrankt ist und mit M behandelt wurde, sondern nach dem be-
kannten statistischen Gesetz P ( F / G A H ) = 0.1 ist es dafür ent-
scheidend, ob a auch an K ' leidet. 
Dieser Gedanke, daß die genauere Information vorzuziehen 
sei, daß immer die kleinste Referenzklasse (hier die Klasse der 
G A H , nicht die der G) zu wählen ist, für die einschlägige statisti-
sche Gesetze bekannt sind, 4 6 führt Hempel in [62] zu folgender 
erster Formulierung seines Prinzips: 
K l : E in statistischer Syllogismus der Gestalt IV ist als Begründung 
akzeptierbar bzgl. des Erfahrungsdatums E genau dann, wenn gilt: 
a) G(a)eE, p(F/G) = r s E , 
b) AG'(G'(a)eEAVq (p(F/GO = q s E A N(p(F/G')) = q)) => 
Gc=G') . 4 7 
4 5 Es widersprechen sich nicht die Sätze w(F(a)/G(a) Ap(F/G) = 0.9) 
= 0.9 und w(F(a)/G(a) A H(a) A p(F/G A H) = 0.1) = 0.1, wohl aber der 
Übergang von diesen Werten zu den Behauptungen, F(a) sei, bzw. 
F(a) sei nicht wahrscheinlich. 
4 6 Diesen Gedanken, die kleinste Bezugsklasse XxG(x) mit G(a) zu 
wählen, für die ein statistisches Gesetz p(F/G) = r bekannt ist, um die 
Wahrscheinlichkeit von F(a) zu bestimmen, hat auch H . Reichenbach 
in [49], S, 374f. verwendet, um den Begriff der objektiven Wahrschein-
lichkeit auf Einzelereignisse zu übertragen. 
4 7 Der Kürze wegen verwenden wir hier und im folgenden die Prä-
dikatkonstanten F, G, . . auch im Sinne von XxF(x), XxG(x), . . Der 
Ausdruck N(A) soll besagen, daß der Satz A logisch-mathematisch 
gültig ist. Die Forderung — i N(p(F/G') = q) ist notwendig: In jedem 
Fall gilt ja p(F/F A G) = 1 e E ; ist also F(a)e E , wie das bei Erklärungen 
von F(a) durch statistische Argumente der Fall ist, so wäre für — i (G 
F A G ) (falls G c F in E ist, liegt eine triviale deduktive Begründung 
1 Für eine Diskussion dieser wie der folgenden Formulierungen 
des Hempelschen Kriteriums ist es entscheidend, eine möglichst 
genaue intuitive Vorstellung von der Akzeptierbarkeit von sta-
tistischen Begründungen zu haben, die mit K l präzisiert werden 
«o l l . 4 8 Leider ist nun bei Hempel, zum Teil wohl wegen der oben 
•erwähnten Konfusion zweier Fragestellungen, dieses Problem 
nicht klar und befriedigend beantwortet worden. In [65a] und in 
[68] diskutiert Hempel nur eine Bedingung für Akzeptierbarkeit, 
nach der bzgl. desselben Erfahrungsdatums E nicht zwei Argu-
mente akzeptierbar sein dürfen, die demselben Satz F(a) verschie-
dene Wahrscheinlichkeitswerte zuordnen. Dieses Kriterium ist 
aber nicht brauchbar: 
Es ist einerseits zu eng. Denn das Vorhandensein einer besseren 
Begründung macht eine Begründung noch nicht unakzeptabel. 
Wenn in E neben den Sätzen G(a) und p(F/G) = 0.8 auch die 
Sätze G'(a) und p(F/G/) = 0.9 enthalten sind, so ist eine Begrün-
dung von F(a) mit G(a) und p(F/G) = 0.8 deswegen nicht un-
brauchbar. 
Andererseits ist das Kriterium aber auch zu weit. Denn selbst 
wenn E keine konkurrierenden Begründungen des Satzes F(a) 
(mit anderen Wahrscheinlichkeitswerten) durch statistische Syllo-
gismen ermöglicht, so kann doch die vorliegende Begründung 
deswegen unakzeptabel sein, weil sie dem Satz eine sehr hohe 
Wahrscheinlichkeit zuordnet, während w(F(a)/E) einen Wert 
nahe 0 hat. Dieser Fall kann z. B. auftreten, wenn E nur das eine 
statistische Gesetz p(F/G) = 0.9 enthält, neben den Sätzen G(a), 
vor) überhaupt keine statistische Begründung von F(a) mit p(F/G) = r 
möglich. Statt —i N(p(F/G') = q) kann man aber auch fordern: 
—i N (GcF) A —l N ( G c —l F), d.h. G soll weder F noch — i F logisch 
implizieren. 
4 8 Akzeptierbarkeit fällt nicht einfach mit Korrektheit zusammen, 
denn wir haben oben gesehen, daß unter den Voraussetzungen der 
Vertauschbarkeit und Regularität jeder als bedingte Wahrscheinlich-
keitsaussage interpretierte statistische Syllogismus eine richtige Aus-
sage ist. 
G'(a) und G'<=G aber Sätze, die die statistische Hypothese 
p(F/G') = 0.01 sehr wahrscheinlich machen. 
Diese Gedanken legen es nahe, statt des Hempelschen Krite-
riums folgende Bedingung für die Akzeptierbarkeit statistischer 
Begründungen zugrunde zu legen: 
B) E in statistisches Argument der Gestalt IV ist akzeptierbar , 
bzgl. des Erfahrungsdatums E genau dann, wenn gilt: 
a) r Hegt hinreichend nahe bei 1, 
b) G(a)sE, p(F/G) = r c E , : 
c) es gilt nicht N ( G c F ) , j 
d) für alle E ' c E mit G(a)sE / und p(F/G) = r e E ' gilt 
w(F(a)/E'>r. 
Zu den Teilforderungen (a) bis (d) ist zu sagen: (a) Eine Be- ; 
gründung für F(a) muß F(a) einen hinreichend hohen, jedenfalls ; 
1 
deutlich über — liegenden WahrscheinHchkeitswert zuordnen. S 
(b) Die begründenden Sätze müssen als wahr akzeptiert sein, 
müssen also zum Erfahrungs datum gehören. Durch die Forde-
rung (c) werden nur triviale deduktive Begründungen ausge-
schlossen, (d) enthält mit (a) zunächst für E ' = E die Forderung, 
daß r hinreichend nahe bei dem Wert w(F(a)/E) Hegt und jeden-
faUs nicht größer ist als dieser Wert. Ferner wird durch (d) ausge-
schlossen, daß irgendwelche für F(a) negativ relevanten Zusatz-
informationen aus E im Argument unberücksichtigt bleiben. Das 
erscheint wichtig, denn man wird im allgemeinen eine Begrün-
dung für F(a) nicht als gut ansehen, für die es Gegenargumente in 
E gibt, deren zusätzHche Berücksichtigung die WahrscheinHch-
keit von F(a) wieder vermindert.49 
4 9 Man könnte hier geteilter Meinung sein; denn wenn sich der 
negative Effekt der Gegeneinwände durch weitere zusätzliche Infor-
mationen wieder kompensieren läßt, so könnte man sagen, daß sich 
die Gegeneinwände entkräften ließen. Angemessener erscheint es aber 
auch in einer solchen Situation, zu sagen, daß die Begründung erst 
dann in Ordnung ist, wenn sie unter Heranziehung von Zusatzinfor-
mationen aus E nicht mehr entkräftet werden kann. 
Wenn B so als notwendige Akzeptierbarkeitsbedingung aus-
gewiesen ist, so erscheint sie auch als hinreichend: Ist sie erfüllt, 
so liegt w(F(a)/E) hinreichend nahe bei 1, F(a) ist also aufgrund 
von E wahrscheinlich, und für diese WahrscheinHchkeit führt das 
Argument Gründe aus E an, die aufgrund von E nicht entkräftet 
werden können. Insbesondere folgt aus B auch, daß es keine in 
problematischer Weise konkurrierenden Begründungen für F(a) 
bzgl. E geben kann: Jede akzeptierbare Begründung für F(a) 
liefert einen WahrscheinHchkeitswert nahe 1 für F(a); und da eine 
akzeptierbare Begründung von F(a) nach (d) voraussetzt, daß 
w(F(a)/E) nahe bei 1 liegt, kann es neben einer akzeptablen Be-
gründung für F(a) nicht auch eine solche für — i F(a) geben. 
Damit ist auch dem richtigen Kern des Hempelschen Adäquat-
heitskriteriums Rechnung getragen. 
Da wir nun in B bereits eine notwendige und hinreichende 
Bedingung für Akzeptierbarkeit gewonnen haben, die die Inten-
tion, die wir mit diesem Begriff verfolgen, direkt wiedergibt, 
werden wir die Hempelschen Formulierungen des Kriteriums 
der maximalen Bestimmtheit an B zu messen und so zu fragen 
haben, ob sie mit B äquivalent sind. 
Kehren wir zunächst zu K l zurück: Wenn wir hier voraus-
setzen, daß r hinreichend nahe bei 1 liegt und daß auch B-c erfüllt 
ist, so liegt der Unterschied von K l gegenüber B darin, daß K l 
durch die alleinige Bezugnahme auf Prädikate G ' , für die E ein 
statistisches Gesetz p(F/G/) = q enthält, den schon erwähnten 
Bedenken nicht Rechnung trägt, daß erstens zwar ein statistisches 
Gesetz p(F/G') = q in E fehlen kann, daß ein solches Gesetz auf-
grund der Daten in E aber sehr wahrscheinHch sein kann, und daß 
sich zweitens eine akzeptable Begründung nicht immer auf die 
kleinste Bezugsklasse G stützen muß, für die ein Gesetz p(F/G) = r 
vorHegt, sondern daß zumindest solche Gesetze p(F/G') - q in E 
mit G(a)sE und G ' <^G z E nicht schaden, für die q = r gilt. Das 
erste Bedenken hat Hempel selbst bereits in [62], S. 148 f. ange-
meldet und hat daher in [65a] die unten angegebene Formulierung 
K.2 gewählt . Das zweite Bedenken wird von Hempel a.a.O. 
ebenfalls erwähnt und kann durch Ersetzung von (Klb) durch 
K l b ' : AG'q(G'(a)eEAp(F/G') = qe E A -n N(p(F/G') = q) => 
G / c z G c E v q = r) 
teilweise behoben werden - man könnte statt q = r auch fordern 
q>r. 
U m dem schwerer wiegenden ersten Bedenken abzuhelfen, 
hat Hempel in [65a], S. 400 folgende Formulierung seines Krite-
riums der maximalen Bestimmtheit gewäh l t : 5 0 
K 2 : E i n statistisches Argument der Gestalt (IV) ist akzeptierbar 
bzgl. des Erfahrungsdatums E genau dann, wenn gilt: 
a) G(a)eE, p(F/G) = r e E 
b) A G'(G'(a)eE A G ' C G S E ^ Vq(p(F/G0 = q s E) A 
A q(p(F/G') = qeE=>q = rv N(p(F/G') = q)). 
Hier soll das Glied Vq(p(F/G') = q e E) sicherstellen, daß E für 
alle kleineren Bezugsklassen G ' , die a enthalten, auch statistische 
Gesetze enthält, so daß es nicht vorkommen kann, daß die Daten 
in E ein solches Gesetz nur wahrscheinlich machen, ohne es zu 
implizieren. 
Diese Forderung führt aber dazu, daß E , wie G . J . Massey in 
[68] sagt, „a wholly unreasonable number of statistical laws" 
enthalten müßte, damit statistische Argumente bzgl. E akzeptier-
bar wären. Und mehr noch: viele dieser geforderten Gesetze 
wären keine statistischen Gesetze. Es gilt ja z. B. wegen G(a)sE 
auch a = a A {a} <=XxG(x) s E , so daß es ein statistisches Gesetz 
p(F/{a}) = q in E geben müßte. E in solches statistisches Gesetz, 
das dem singulären Ereignis F(a) eine objektive Wahrscheinlich-
keit q zuordnet, gibt es aber nicht, da der objektive Wahrschein-
lichkeitsbegriff nur für Ereignistypen erklärt ist. 5 1 Ebenso gibt es 
nach den Ausführungen in 2.2.1 nur statistische Gesetze p(F/G) = r, 
bei denen die G(x) F(x)-Ereignisse vertauschbar sind, d.h. bei 
5 0 Wir weichen im folgenden in einigen in unserem Zusammenhang 
unwichtigen Details von Hempels Formulierung ab. 
5 1 Wäre aber, so argumentiert G . Massey in [68], p(F/{a}) = l ein 
statistisches Gesetz, so gäbe es nach K2 für alle Prädikate G nur sta-
tistische Argumente der Form IV mit r = l , denn es gilt —i N(p(F/ 
M ) = l). 
denen das Prädikat G(x)=>F(x) induzierbar ist oder für die 
Ax(G(x) ^F(x)) eine gesetzesartige Aussage ist. 5 2 Es wird nun 
aber im allgemeinen viele Klassen G ' , geben, für die gilt G'(a)sE, 
G' c G z E , für die aber Ax(G(x) F(x)) keine gesetzesartige Aus-
sage ist, für die also nicht gilt Vq(p(F/G') = q z E ) . 5 3 
Damit ist also gezeigt, daß der Begriff „akzeptierbar 4 nach K 2 
leer ist, d.h. daß K 2 unbrauchbar ist und gegenüber K l sicher 
keine Verbesserung darstellt. 
Wenn man diesen Punkt im Auge behält, daß es nur für solche 
Prädikate F und G statistische Gesetze gibt, für die Ax(G(x)=> 
F(x)) eine gesetzesartige Aussage ist, so fallen die kritischen 
Einwände gegen K 2 weg, die von R. Wöjcicki in [66], von W . C . 
Humphreys in [68], und von G . J . Massey in [68] vorgetragen 
worden sind, und die Hempel in [68] bewegt haben, zu einer 
dritten, noch komplizierteren Fassung seines Prinzips der maxi-
malen Bestimmtheit überzugehen. 5 4 Auch der dort erwähnte E in -
wand von R. Grandy hält nicht Stich, wie W. Stegmüller be-
merkt hat.5 5 Daher wollen wir hier auf die dritte Fassung des 
Hempelschen Prinzips nicht eingehen, die auch unserem Haupt-
einwand nicht entgeht, daß der Wahrscheinlichkeitswert von F(a) 
nur mit den in E enthaltenen statistischen Hypothesen bestimmt 
5 2 Zum Begriff der Gesetzesartigkeit vgl. den Abschnitt 4.3. 
5 3 Ein ähnliches Bedenken gegen die Wahl der kleinsten Bezugs-
klasse äußert A . Pap in [62], S. 187ff.: Die Wahrscheinlichkeit, daß das 
Kind, das Frau A erwartet, ein Junge sein wird, wird man nicht be-
stimmen, indem man die Referenzklasse immer weiter einschränkt (eine 
Frau, von 32 Jahren, Absolventin eines Realgymnasiums, geboren in 
München, verheiratet mit einem Oberstudienrat, etc.), da man dann 
endlich auf eine Klasse käme, die nur mehr Frau A selbst enthielte und 
für die es sicher keine statistischen Gesetze gäbe. 
5 4 Der Einwand von Wöjcicki setzt voraus, daß mit p(F/G)=r auch 
p(F/Gu{a}) = r ein statistisches Gesetz ist, die von Humphreys und 
Massey erfordern, daß Aussagen wie p(F/{ai, a2, as. a4}) = 0 , \, -§, f 
oder 1 gültige statistische Gesetze sind. 
5 5 Grandy nimmt an, daß E die Sätze F(a) v G(a) und F(a) v ~ G(a) 
enthält. Also enthält E auch den Satz F(a). Also ist eine statistische 
Begründung von ~I F(a) bzgl. E von vornherein ausgeschlossen. 
wird, aber z .B. nicht mit Daten aus E , die solche Hypothesen 
sehr wahrscheinlich machen, und daß daher keine Vorsorge dafür 
getroffen ist, daß eine akzeptierbare Begründung für F(a) bzgl. E 
diesem Satz nicht eine deutlich höhere WahrscheinHchkeit zuord-
net, als sie ihm aufgrund von E tatsächhch zukommt. 5 6 
Wenn man also B akzeptiert, und sei es nur als eine notwendige 
Bedingung für die Akzeptierbarkeit statistischer Begründungen, 
dann muß man Hempels Kriterien als inadäquat ansehen. 
2.5.5 Induktive Schlüsse als Annahmeregeln 
Als letzte Interpretation der induktiven Schlüsse der Form I bis 
III wollen wir jene Deutung diskutieren, nach der es sich bei 
ihnen um Regeln handelt, die besagen, daß wir aufgrund be-
stimmter Beobachtungsdaten gewisse Hypothesen (als wahr) 
akzeptieren oder (als falsch) verwerfen sollen. Dahinter steht 
etwa folgende Grund Vorstellung: Jeder Mensch X hat in jedem 
Zeitpunkt t eine gewisse Menge Ax(t) - das Subskript X werden 
wir im folgenden meist weglassen, wenn es sich immer um die- ] 
selbe Bezugsperson handelt - von Sätzen, die er in t für wahr hält. I 
Diese Menge wird aufgrund neuer Erfahrungen abgeändert: 
neue Sätze werden hinzugenommen und oft werden auch Sätze, 
die neuen Erfahrungen widersprechen, daraus entfernt. Die 
Menge Ax(t) bezeichnet man auch als das epistemische Korpus 
von X . 
5 6 Flempel betrachtet in [68] allerdings nur statistische Erklärungen 
und fordert daher, daß F(a) in E ist. Dann ist \v(F(a)/E) = l und die 
Begründung kann keinen zu hohen Wahrscheinlichkeitswert von F(a) 
liefern. - In der Fassung in Hempel [68] fordert das Prinzip der maxi-
malen Bestimmtheit neben der Bedingung K l b ' , daß für jedes stärkste 
Prädikat G'\ das sich als Konjunktion von Prädikaten G ' darstellen läßt, 
wie sie in K l b ' betrachtet werden, E ein statistisches Gesetz p(F/G") =r 
enthält. Das ist wieder eine zu starke Forderung: Es würde in jedem 
Fall genügen, daß die Daten aus E die Aussage p(F/G") = r wahrschein-
lich machen. 
Für die Menge A(t) macht man nun meist zwei vereinfachende, 
wenn auch stark idealisierende Annahmen: 
R l ) A(t) ist konsistent. 
Diese Annahme ist idealisierend, denn wenn auch keine ratio-
nale Person X bewußt einen logischen Widerspruch in seinen 
Annahmen hinnehmen wird, kann die Menge A(t) doch so kompli-
ziert sein, daß X eine vorhandene Inkonsistenz nicht bemerkt. 
Entsprechendes gilt für die Annahme: 
R2) A(t) ist abgeschlossen gegenüber logisch-mathematischen 
Folgerungen. 
Die Problematik solcher Idealisierungen hat aber mit der 
Induktionsproblematik, die uns hier beschäftigt, nichts zu tun, 
und deshalb wollen wir im folgenden von ihr absehen.57 
Aus den beiden Forderungen der Konsistenz und der Abge-
schlossenheit ergeben sich schon Regeln, die besagen, daß gewisse 
Sätze, die (bzw. deren Negationen) von bereits akzeptierten 
Sätzen impliziert werden, zu A(t) hinzuzunehmen (bzw. aus A(t) 
zu eliminieren) sind. Für Sätze, für die nicht solche deduktiven 
Folgebeziehungen, sondern z. B. nur induktive Implikationen 
bestehen, sind dann noch weitere Annahmeregeln anzugeben, 
und als solche Regeln werden die Schlüsse I bis III verstanden. 
Bei dieser Deutung kann man also die induktiven Schlüsse als 
zusätzliche Abgeschlossenheitsforderungen für A(t) formulieren: 5 8 
If) F(ai), . . ., F(an)sA(t) - F(an +i)eA(t), 
Ilf) F(ai), . . ., F(a„)eA(t) -> AxF(x)sA(t), 
Ulf) (hn(F) = r)cA(t) (p(F) = r ± S)sA(t). 
Wenn z. B . alle bisher untersuchten Schmetterlinge einer 
Spezies F ein Merkmal M aufweisen, so soll nach I l f auch ange-
nommen werden, daß alle F-Schmetterlinge das Merkmal M 
haben. Das schließt nicht aus, daß die spätere Beobachtung eines 
F-Schmetterlings ohne das Merkmal M dazu führt, daß die An -
5 7 Zur Begründung der Forderungen R l und R2 vgl. auch Hempel 
[62], S. 150 f. - Die Abgeschlossenheit von A(t) gegenüber logischen 
Folgerungen nach R2 soll auch beinhalten, daß A(t) alle logisch wahren 
Sätze enthält. 
5 8 Wir schreiben kurz A i , . . ., A n e A(t) für A i s A(t), . . ., A n e A(t). 
nähme des generellen Satzes wieder aufgegeben werden muß. 
Während II in der Interpretation IIa besagt: Wenn alle bisher 
untersuchten F-Schmetterlinge das Merkmal M hatten (und ich 
habe hinreichend viele F-Schmetterlinge untersucht), dann haben 
alle F-Schmetterlinge das Merkmal M - eine Aussage, die von 
vornherein nicht sehr plausibel ist - , besagt II in der Deutung I l f 
etwas viel Schwächeres und Plausibleres: Wenn ich es in t als 
wahr akzeptiere, daß (bei hinreichend großem n) für alle unter-
suchten Objekte ai, . . ., a n gilt F(ai), . . ., F(an), so soll ich es 
(als rationale Person) in t auch als wahr akzeptieren, daß AxF(x) 
gilt. 
In den letzten Jahren ist zu der Frage, ob Induktionsregeln als 
Akzeptierungsregeln aufzufassen sind, und zu der damit eng zu-
sammenhängenden Frage, wie sich die Akzeptierbarkeit eines 
Satzes zu seiner Wahrscheinlichkeit verhält, sehr viel geschrieben 
worden. Wir wollen versuchen, uns eine systematische Übersicht 
über die dabei bezogenen Positionen zu verschaffen.59 
Zunächst kann man, ohne auf den Zusammenhang von Akzep-
tierbarkeit und Wahrscheinlichkeit einzugehen, die induktiven 
Regeln direkt als Akzeptierungsregeln formulieren, wie das in If 
bis U l f geschehen ist, und den subjektiven (und logischen) Wahr-
scheinHchkeitsbegriff ganz aus dem Spiel lassen. Beispiele solcher 
Regeln sind die Induktionsregeln von H . Reichenbach und R. B. 
Braithwaite. 
Reichenbach hat folgende Induktionsregel angegeben: „Wenn 
ein Abschnitt von n Gliedern einer Folge xA vorliegt und für P 
die Häufigkeit h n besteht, und wenn ferner über die Wahrschein-
Hchkeit zweiter Stufe für das Eintreten eines bestimmten Hmes p 
[für P] nichts bekannt ist, so setzen wir, daß die Häufigkeit 
h4(i > n) bei weiterer Verlängerung der Folge einem limes p inner-
halb h n ± S zustrebt".60 
5 9 Vgl . dazu auch Hilpinen [68]. 
6 0 Reichenbach [35], S. 397. Vgl. dazu auch Reichenbach [38], § 39, 
und [49]. 
Die Reichenbachsche Regel stimmt also mit der Regel U l f 
überein. Bei einer solchen „Setzung" handelt es sich für Reichen-
bach um eine Annahme, die wir nicht ein für allemal, sondern nur 
vorläufig machen, ohne zu wissen, ob sie wahr ist. Die Setzung 
bedeutet also ein Akzeptieren einer Wahrscheinlichkeit p aufgrund 
eines bestimmten Informationsstandes, eine Schätzung. Die In-
duktionsregel soll ein Approximations verfahren bestimmen: auf-
grund immer größerer Stichproben werden die Schätzwerte für 
die objektive Wahrscheinlichkeit p fortlaufend modifiziert. 
Reichenbach hat für seine Induktionsregel folgende Recht-
fertigung angegeben:61 
Eine Induktionsregel der von ihm diskutierten Art ist eine 
Schätzungsregel für die (als Grenzwert relativer Häufigkeiten 
definierte) objektive Wahrscheinlichkeit eines Ereignistyps F bei 
unbeschränkter unabhängiger Wiederholung eines Versuchs H . 
Wenn wir nun die relative Häufigkeit hn(F) von F in n Durchfüh-
rungen von H beobachtet haben, so wissen wir nicht, ob über-
haupt eine objektive Wahrscheinlichkeit für F existiert, d.h. ob 
es einen Grenzwert lim hn(F) gibt. Gibt es keinen solchen Grenz-
n->co 
wert, so sind alle Schätzungen dieses Grenzwerts gleichermaßen 
falsch. Existiert aber ein Grenzwert, so führen die Schätzungen 
nach der Regel p(F) = h n ( F ) ± S für jedes § > 0 in endlich vielen 
Schritten zum Zie l ; d.h. : wenn man die Schätzung nach der Regel 
aufgrund immer größerer Stichproben korrigiert, so gelangt man 
nach endlich vielen Schritten zu einer wahren Aussage. Denn daß 
p(F) die objektive Wahrscheinlichkeit von F ist, d.h. daß gilt 
p(F) =lim h n(F), besagt eben, daß es für jedes S > 0 ein N gibt, so 
n—»oo 
daß gilt: A n(n > N => |hn(F) - p(F)| < S). 
Wrie groß N ist, d. h. wie groß man n wählen muß, damit gilt 
p(F) = hu(F) ± S, weiß man freilich nicht; man weiß nicht, ob das 
n, bei dem man schließlich stehen bleibt, hinreichend groß ist für 
eine korrekte Schätzung; daß also eine bestimmte Schätzung 
tiL Vgl. dazu Reichenbach [35], § 80, sowie [38], § 39. 
korrekt ist, kann man nicht begründen. Aber die Induktionsregel 
soll nach Reichenbach lediglich ein Approximationsverfahren 
liefern, und von einem Approximationsverfahren kann man nicht 
verlangen, daß es den korrekten Wert angibt, sondern nur, daß die 
Schätzungen gegen den korrekten Wert konvergieren. 
R. B. Braithwaite hat in [53] eine Regel angegeben, die im 
Gegensatz zu Reichenbachschen Induktionsregel keine Akzep-
tierungs-, sondern eine Verwerfungsregel ist, d.h. sie gibt Be-
dingungen an, unter denen eine statistische Hypothese (vorläufig 
und bis auf weiteres) als falsch verworfen werden soll. Die Regel 
lautet: „Wähle irgendeine kleine Zahl S>0. Auf der Basis von n 
Beobachtungen von Elementen von B verwirf die Hypothese, 
daß die Wahrscheinlichkeit, daß ein B ein A ist, den Wert p hat, 
wenn die relative Häufigkeit der As unter den Bs in dieser Beob-
achtung außerhalb des Intervalls 
' p - ( i - p ) liegt/ 
Diese Regel stützt sich auf den Satz von Bernoulli : 
p(|hn-p|>e)<5^—Ö.63 Setzt man hier l / ^ 1 ~ - P ) für s, so 
n • e2 f n • S 
erhält man: Die Wahrscheinlichkeit, daß die beobachtete relative 
Häufigkeit h n von A nicht im Intervall p ± ^ s t 
kleiner als S. 
Zur Rechtfertigung seiner Regel bringt Braithwaite folgendes 
Argument: 6 4 Ist die fragliche statistische Hypothese falsch, dann 
ist die Verwerfung in Ordnung; ist sie dagegen richtig, so ist die 
Wahrscheinlichkeit dafür, sie fälschlich zu verwerfen, <S. D . h . 
es kann zwar passieren, daß man eine richtige Hypothese verwirft, 
6 2 Vgl . Braithwaite [53], S. 153f. 
63 Vgl . dazu Richter [66], S. 261. 
6 4 Vgl. Braithwaite [53], S. 154. 
aber dieses Risiko kann durch die Wahl eines kleinen S behebig 
klein gehalten werden. Wählt man § sehr klein, so ist man prak-
tisch sicher, daß man keine richtige Hypothese verwirft. Inkorrekte 
Verwerfungen können zudem korrigiert werden, wenn sich bei 
größeren Stichproben herausstellt, daß die relativen Häufigkeiten 
nicht mehr außerhalb der Intervallgrenzen hegen. 
Die Regel von Braithwaite enthält (ebenso wie die von Reichen-
bach) einen Parameter 8, der frei gewählt werden kann. Dadurch 
hat man die Möglichkeit , diese Verwerfungs-, bzw. Annahme-
regeln auf den Entscheidungskontext abzustimmen, in dem diese 
Regeln angewendet werden: Je größer man S wählt, d.h. je 
kleiner das Intervall p + 1 /?•-— ^ ist, desto eher wird die fragliche 
statistische Hypothese bei Braithwaite verworfen. § ist also ein 
Maß der Strenge bei der Annahme statistischer Hypothesen. Das 
sinnvolle Maß dieser Strenge wird sich aus den Werten ergeben, 
die auf dem Spiele stehen, und. aus den in einer Situation mög-
lichen Handlungen. Es gilt aber: Die Wahl eines großen § bei 
einer Beobachtung von n Fällen, die zur Verwerfung einer richti-
gen Hypothese führt, gleicht sich bei steigender Zahl von Beob-
achtungen wieder aus; die Größe des zugelassenen Intervalls 
hängt ja von dem Produkt n • & ab. 
Gegen die beiden Regeln von Reichenbach und Braithwaite ist 
folgendes einzuwenden: 
1. Beide Regeln führen - ebenso wie auch die Regeln If und Ilf, 
auf die wir also nicht mehr zurückzukommen brauchen - zu 
Widersprüchen, da sie für alle Prädikate F gelten sollen. Das 
ergibt sich aus der Paradoxie von Goodman. 6 5 
6 5 Für die Regel If (und daher auch für die stärkere Regel Ilf) erge-
ben sich Widersprüche aber nicht erst mithilfe nichtinduzierbarer Prä-
dikate. Aus F(ai), . . ., F(an) e A(t) erhält man mit If F(an+i) c A(t). 
Wenn zugleich gilt G(ai)=> ~i F(ai), . . G(an)=> ~i F(an) s A(t), so 
erhält man auch G(an+i)= 5 ~~i F(an+i) e A(t). Ist nun G(an+i) e A(t), so 
gilt auch - i F(an+i) e A(t). 
2. Die Reichenbachsche Regel ist im Sinne eines Approximations-
verfahrens sicher korrekt: wenn ein Limes der relativen Häufig-
keiten existiert, so führt die Regel für jedes 8 in endlich vielen 
Schritten zu einer korrekten Approximation. Diese Eigenschaft 
hat die Reichenbachsche Regel aber mit allen asymptotisch äqui-
valenten Regeln gemein, d. h. mit allen Regeln der Form hn(F) = r 
sA(t) —> p(F) = r + c(n,r) ± S, wobei die c(n,r) von r und n (evtl. 
auch von F) abhängige Korrekturglieder sind, für die gilt: 
limc(n,r) = 0 und 0 < r + c(n,r) < 1. Es wäre also zu begründen, 
n—>oo 
warum man gerade die Reichenbachsche Regel mit c(n,r) = 0 wäh-
len soll. Dazu hat aber Reichenbach keine stichhaltigen Argu-
mente vorgebracht.66 
3. Mit der Frage einer Auswahl unter den asymptotisch äquiva-
lenten Regeln hängt folgendes Problem zusammen: Daß die | 
Approximationen mit der Reichenbachschen Regel auf lange 
Sicht zu richtigen Werten führen, ist nur geringer Trost für den, 
der in einer En tschei dungs situation aufgrund einer vorgegebenen 
Stichprobe eine möglichst gute Schätzung der objektiven Wahr-
scheinlichkeit vornehmen muß. Auf lange Sicht, zitiert man in 
diesem Zusammenhang gern Lord Keynes, sind wir alle tot. Für 
uns ist es daher primär von Interesse, ein Maß für die Güte der 
Schätzung einer objektiven Wahrscheinlichkeit aufgrund einer 
Stichprobe zu haben, wie es z. B . die subjektive Wahrscheinlich-
keitstheorie im Wert w(p(F) = r ± S/hn(F) = r) = w({x:Y F(x) = r ± 
±S}/{x:Y^(x) = r}) angeben kann. Aber dazu genügen Reichen-
bachs Argumente nicht, da nach ihnen die Schätzungen p(F) = 
= r + c(n,r) + § für alle Korrektionsglieder c(n,r) gleichberechtigt 
6 6 In [38], S. 355 sagt Reichenbach, nicht verschwindende Korrektur-
glieder könnten die Konvergenz der Approximationen evtl. verzögern 
(sie könnten sie aber auch beschleunigen!); in [49], S. 475f. spricht er 
davon, daß man das Kriterium der Einfachheit bei der Auswahl unter 
den verschiedenen, als Approximationsverfahren gleichberechtigten 
Regeln anwenden dürfe, da man über andere Kriterien nicht verfüge 
(das wird aber dem folgenden dritten Einwand nicht gerecht). 
sind - Schätzungen also, die das ganze Intervall von 0 bis 1 er-
fassen.67 
4. Reichenbach wollte dieses Problem der Approximation auf 
kurze Sicht so lösen: E r führt den Begriff der praktisch konvergenten 
Folge ein, d.h. der Folge, die auf kurze Sicht konvergiert, auf 
lange Sicht dann aber auch divergieren oder gegen einen anderen 
Wert konvergieren kann. 6 8 Reichenbach argumentiert dann wie-
der so: Konvergieren die relativen Häufigkeiten eines Ereignis-
typs F praktisch, d. h. auf kurze Sicht, so ergeben schon wenige 
Anwendungen der Induktionsregel - und zwar jeder der (prak-
tisch) asymptotisch äquivalenten Regeln - den richtigen prakti-
schen Grenzwert; bei praktischer Konvergenz verschwinden die 
Korrekturglieder c(n,r) schon für relativ kleine n, und die Unter-
schiede der Schätzungen heben sich schon nach wenigen Approxi-
6 7 Das hat auch W.C.Salmon hervorgehoben, vgl. dazu z.B. die 
in Anmerkung 38 zitierte Stelle aus [67], S, 51 f. Salmon hat sich be-
müht, Zusatzkriterien anzugeben, die eine Auswahl unter den asymp-
totisch äquivalenten Induktionsregeln ermöglichen sollen. Vgl. z.B. 
Salmon [63], [63a], [68] und [67], S. 96 ff. Diese Versuche sind je-
doch sowohl ihrer Zielsetzung nach verfehlt - ohne Zukunftswissen 
kann man aus beobachteten relativen Häufigkeiten nichts über künftige 
relative Häufigkeiten und ihre Grenzwerte folgern, sondern man kann 
und braucht auch nur Wahrscheinlichkeitsaussagen darüber zu be-
gründen, wie wir in 2.5.4 gesehen haben - als auch in ihrer Durch-
führung mißlungen. Das linguistische Invarianzprinzip und die Nor-
mierungsbedingungen, die Salmon in [67], S. 97-105 diskutiert, sind 
im üblichen maßtheoretischen Formalismus ohnehin erfüllt und kön-
nen daher nicht bestimmte Induktionsregeln auszeichnen. Salmon 
bringt auch das Reichenbachsche Argument, die Annahme nicht ver-
schwindender Korrekturglieder c(n, r) sei willkürlich, das wir schon 
oben gewürdigt haben (vgl. Salmon [67], S. 106). Vgl. auch die vor-
sichtigen Aussagen Salmons in [67] und [68] mit den viel stärkeren 
Behauptungen in [63a], sowie die Revisionen in [57a] gegenüber [55]. 
Zur Kritik an Salmon und der Reichenbachschen Induktionsregel vgl. 
auch Hacking [68]. 
es Vgl . dazu Reichenbach [49], S. 447 f. - Ob man bei den praktisch 
konvergenten Folgen auf lange Sicht Divergenz und Konvergenz 
gegen einen anderen Grenzwert zuläßt, ist für das folgende nicht von 
Bedeutung. 
mationsschritten weg. Konvergieren die relativen Häufigkeiten 
von F hingegen nicht praktisch, so verhält sich ihre Folge für 
unsere praktischen Zwecke, für die kurze Sicht, auf die wir planen 
und Erfahrungen sammeln, wie eine divergente Folge. Wo also 
überhaupt eine praktisch interessante Konvergenz vorliegt, da 
führen die Induktionsregeln schnell zu korrekten Schätzungen 
der objektiven Wahrscheinlichkeiten. 
Reichenbach schreibt: „Es ist von großem Wert, daß unsere 
Auflösung des Induktionsproblems zugleich dieses Problem der 
Begrenztheit des menschlichen Lebens umfaßt, indem es die 
Induktionsregel unter viel allgemeineren Fragestellungen recht-
fertigt; denn man kann dieses Problem auf keinen Fall über-
gehen. "™ 
Dieser Ausweg Reichenbachs verkennt aber, daß sich solche, 
auf praktische Konvergenz der relativen Häufigkeiten zuge-
schnittenen Induktionsregeln nur rechtfertigen lassen, wenn man 
auch einen neuen Wahrscheinlichkeitsbegriff verwendet, nach dem 
die objektive Wahrscheinlichkeit nicht mehr im Sinn der Häufig-
keit s definition der mathematische, sondern der praktische Grenz-
wert der relativen Häufigkeiten ist. Damit ist aber, selbst wenn 
ein solches Vorhaben gelänge, das erheblichen mathematischen 
Schwierigkeiten begegnet, das ursprüngliche Problem nicht ge-
löst, sondern nur verschoben worden: Diese Induktionsregeln 
ergeben nicht mehr Schätzungen der objektiven Wahrscheinlich-
keit im ursprünglichen Sinn. 
Daher kann man sich auch nicht dem Fazit anschließen, das 
Reichenbach aus seinen Überlegungen zieht: „Die Induktions-
regel ist die günstigste Setzung, weil sie die einzige Setzung ist, 
von der wir wissen: wenn es überhaupt möglich ist, Zukunftsaus-
sagen zu machen, so werden wir sie durch diese Setzung finden. -
Wir kommen also zu dem Ergebnis, daß sich der Gebrauch der 
Induktionsregel im Handeln vollständig rechtfertigen läßt. Frei-
lich ist der naive Wunsch nicht erfüllbar, daß sich der Induktions-
regel ein Garantieschein für sicheren Erfolg beifügen läßt ; aber 




j wir können doch zeigen, daß in der erkenntnismäßigen Situation, 
J in der wir vor der Zukunft stehen, die Induktionsregel ein Prinzip 
i der Entscheidung darstellt, das vor allen anderen ausgezeichnet 
: ist. Es ist ausgezeichnet dadurch, daß wir für diesen Weg etwas 
wissen, während wir über andere Wege nichts wissen." 7 0 
5. Die Rechtfertigung Braithwaites für seine Verwerfungsregel 
ist insofern nicht stichhaltig, als er von einer objektiven (Häufig-
keits-) Deutung des Wahrscheinlichkeitsbegriffes ausgeht, einen 
Zusammenhang zwischen dieser objektiven Wahrscheinlichkeit 
und der subjektiven Wahrscheinlichkeit, die er in seiner Recht-
fertigung anzieht, wenn er von „praktischer Sicherheit" spricht 
oder sich auf Entscheidungskontexte bezieht, aber nirgends auf-
weist. Zur Begründung der Braithwaiteschen Regel kann man 
nicht das Bernoulli-Theorem für objektive Wahrscheinlichkeiten 
verwenden, sondern allenfalls den entsprechenden Satz der sub-
n /-1 n \ 
jektiven WahrscheinHchkeitstheorie w(|hn - p| > s) < , der 
n • z2 
nur unter Voraussetzung der Kenntnis der objektiven Wahrschein-
lichkeit p von A (in der Bezugsklasse B) gilt. 7 1 
7 0 Reichenbach [35], S.418. - Zur Kritik der Reichenbachschen 
Rechtfertigung seiner Induktionsregel und verwandter Ansätze vgl. 
auch M . Black in [54], Kap. X und [59]. Eine Antwort darauf gibt 
Salmon in [57]. J . Katz hat in [62] versucht, zu zeigen, daß eine Recht-
fertigung der Induktion nicht möglich ist. Dabei ist er insbesondere 
auch auf den Reichenbachschen Rechtfertigungsversuch eingegangen. 
Es werden aber keine neuen Gesichtspunkte aufgezeigt, und die ge-
samte Argumentation enthält zuviele Lücken, um überzeugen zu 
können. 
7 1 Im Beweis von T2.1.5-3 im Anhang II wird die Gleichung 
w({x : I YA(x) - Y A + q(x) I > e}) < i ' (w(Ai) - w(Ai • Aj)) ab-
geleitet. Ist q sehr groß, also Y„ + q(x) fast gleich YA(x), so gilt daher 
. , w(Ai) -w(Ai • A,) 
w({x : I YA(x) - Y£(x) > e}) < v - J- (1). Ist nun bekannt, 
n • zl 
daß p die objektive Wahrscheinlichkeit von A ist ~ geht man von der 
Häufigkeitsdefinition aus, so heißt das w({x : YA(x) = p}) = 1 - so gilt 
6. Zu jeder statistischen Hypothese gibt es ein 8, so daß die Hypo-
these nach der 8-Regel von Braithwaite zu verwerfen ist. 7 2 Ob-
wohl für großes 8 die (subjektive) WahrscheinHchkeit groß ist, 
daß die relativen Häufigkeiten bei Vorliegen einer objektiven 
WahrscheinHchkeit p nicht im Intervall p ± 1 / - liegen, d. h. 
V n . 8 
obwohl kein hinreichender Grund vorliegt, die Hypothese zu 
verwerfen, ist das nach der Braithwaite sehen Regel durchaus 
möglich. D . h . diese Regeln sind intuitiv inadäquat, weil sie kein 
Maß für die Güte der Schätzung enthalten.73 
Eine direkte Rechtfertigung induktiver Schlüsse als Akzeptie-
rungsregeln ohne den Umweg über eine Betrachtung des Zu-
sammenhangs zwischen Akzeptierbarkeit und WahrscheinHchkeit 
erscheint nach alldem nicht möglich. In den Erörterungen der 
Abschnitte 2.5.2 bis 2.5.4 haben wir aber gesehen, daß sich 
induktive Schlüsse im wahrscheinlichkeitstheoretischen Rahmen 
<DA(z) = w({x:YA(x)<z}) = D(z-p), also nach T2.1.5-3: w(Ai) = p und 
w(Ai • Aj) = p 2. Aus (1) ergibt sich damit w({x: | Y A (x ) -p | > e}) < 
p • (1 —p) n/p • (1 -p) 
_ —_—^ a j s o w (|h n (A)-p |> y —^ ^—)< S. Die Voraussetzung, 
daß die objektive Wahrscheinlichkeit p bekannt ist, widerspricht hier 
aber dem Zweck der Induktionsregel, die Wahrscheinlichkeit p aufzu-
finden. 
7 2 Das gilt nicht für hn(F) = p - aber das ist wohl die Ausnahme. 
7 3 In ähnlichem Sinn äußert sich J . Hacking in [68]. - Bei Braith-
waite tritt noch eine zusätzliche Schwierigkeit bei der Charakterisierung 
der objektiven Wahrscheinlichkeit auf: Braithwaite spricht sich für die 
Auffassung dieser Wahrscheinlichkeit als einer physikalischen Dispo-
sition aus. Danach ist der Wahrscheinlichkeitsbegriff ein theoretischer 
Begriff, der durch die Verwerfungsregeln empirisch gedeutet werden 
soll: diese Regeln besagen, wann eine Wahrscheinlichkeitsaussage falsch 
ist. Vgl . dazu Braithwaite [53], Kap. VI, insbesondere S. 165ff. Da 
aber in den Regeln der Parameter 8 vorkommt (der noch dazu eigent-
lich ein subjektives Maß der Strenge darstellt), erklärt man für jeden 
Wert 8 eine andere physikalische Eigenschaft, was absurd ist. Vgl. 
auch dazu Hacking [68]. 
begründen lassen. Daher wird man sinnvollerweise die Frage, ob 
man induktive Regeln als Akzeptierungsregeln ansehen kann, auf 
die allgemeinere Frage zurückführen, welcher Zusammenhang 
zwischen Wahrscheinlichkeit und Akzeptierbarkeit besteht. 
Im folgenden sei L eine passende Sprache, S die Menge der 
Sätze von L , A(t) sei als epistemisches Korpus einer Person X 
zur Zeit t Teilmenge von S, wt sei die subjektive Wahrschein-
lichkeitsbewertung von X zur Zeit t für die Sätze aus S, bzw. für 
die durch sie ausgedrückten Ereignisse. W(t) sei das zugehörige 
quantitative Wrahrscheinlichkeitsfeld. Alle Sätze B aus A(t) sollen 
als in t akzeptierte Sätze die Wahrscheinlichkeit wt(B) = l haben. 
Die einfachste Annahme über den Zusammenhang von A(t) 
und W(t) drückt folgende Regel aus: 
R3 : Ist w s (B)>l — S, so darf B als wahr akzeptiert werden. 
D . h . hohe Wahrscheinlichkeit ist für Akzeptierbarkeit hin-
reichend. Daraus ergibt sich unmittelbar die Verwerfungsregel: 
Ist w t(B)<S, so darf —i B akzeptiert werden. Dabei sei § eine 
kleine positive Zahl. R i bezeichnet man auch als Regel der hohen 
Wahrscheinlichkeit.74 
Diese Regel ist aber nicht brauchbar, denn sie führt zu Inkon-
sistenzen: Ist wt(Bi)> 1 — S, . . ., wt(B n)>l—S, so können wir 
nach R3 die Sätze B i , . . ., B n akzeptieren, also nach R2 auch den 
Satz Bi A . . . A B n . Es kann aber zugleich gelten w(Bi A . . . A B n ) 
< S, so daß wir nach R3 auch den Satz —i (Bi A . . . A B n) akzep-
tieren können. Das Entsprechende zeigt für die Disjunktion die 
sog. Lotterieparadoxie: Zu vorgegebenem 8>0 gibt es ein n mit 
1 
<S. Wir betrachten nun eine faire Lotterie mit n Losen (d.h. 
n 
1 
jedes Los hat die gleiche Gewinnchance —). Da die Gewinnwahr-
scheinlichkeit bei jedem Los < S ist, so akzeptieren wir nach R3 
7 4 Oft wird mit diesem Ausdruck auch eine Regel bezeichnet, nach 
der hohe Wahrscheinlichkeit sowohl hinreichend wie auch notwendig 
für Akzeptierbarkeit ist. 
die Aussage, daß alle Lose nicht gewinnen - was der Annahme 
der fairen Lotterie widerspricht.75 
Hohe WahrscheinHchkeit ist also nicht immer hinreichend für 
Akzeptierbarkeit. Dem steht aber natürlich nicht entgegen, daß 
wir in vielen Fällen Sätze aufgrund ihrer hohen Wahrscheinlich-
keit akzeptieren. 
Angesichts dieser Unverträglichkeit der Regeln R l , R2 und 
R3 kann man folgende Positionen beziehen: 
a) Man hält an R3, d. h. an der hohen Wahrscheinlichkeit als einer 
hinreichenden Bedingung der Akzeptierbarkeit, fest und gibt R l 
oder R2 auf.76 Das ist aber sehr unplausibel, wenn man sich klar 
macht, daß die Regeln R l und R2 ja nicht Eigenschaften faktischer 
epistemischer Korpora beschreiben, sondern Normen für sie dar-
stellen. Es ist unverständHch, wieso man nicht mit Bi , . . . ., B n 
auch Sätze, die daraus folgen, annehmen, und die Sätze, deren 
Negationen daraus folgen, verwerfen soll. Was ist das für eine 
Art von „Annehmen", für das logische Gesetze nicht gelten? 
Welchen Sinn haben bei solchen Regeln die logischen Operato-
ren? 7 7 
b) Man hält an R l und R2 fest und gibt R3 auf. Man kann dann 
bl) eine hohe WahrscheinHchkeit zumindest als notwendiges K r i -
7 5 Ein statistisches Analogon zur Lotterie-Paradoxie hat Kyburg in 
[70] angegeben. 
7 6 Diesen Weg schlägt z.B. H . E . Kyburg in [61] und [65] ein (für 
eine modifizierte, widerspruchsfreie Fassung von [61] vgl. Kyburg 
[70]), sowie R.M.Chisholm in [56] (vgl. S. 28f.) und W. Sellars in 
[64], (vgl. S. 221). 
7 7 Man bezieht sich bei solchen Diskussionen gerne auf eine Logik 
des Prädikats „glauben, daß", für die nicht gilt, daß, wenn p logisch q 
impliziert, der Satz „X glaubt, daß p" den Satz „X glaubt, daß q" im-
pliziert, - es kann ja sein, daß X ein schlechter Logiker ist und nicht 
glaubt, daß q aus p folgt. Aber dieses Argument paßt hier nicht; die 
Akzeptierungsregeln drücken, wie betont wurde, nicht Eigenschaften 
faktischer Mengen von Annahmen aus, sondern sagen, was man ver-
nünftigerweise annehmen soll. 
|terium für Akzeptierbarkeit ansehen.78 Auch das ist aber nicht 
I plausibel, denn wir akzeptieren auch generelle Hypothesen, die 
[nach den Bemerkungen in 2.5.4 die Wahrscheinlichkeit 0 haben.79 
Im anderen Fall b2) wird der Gedanke, hohe Wahrscheinlich-
keit sei hinreichend oder notwendig für Akzeptierbarkeit, ganz 
aufgegeben. Wie ist dann das Verhältnis zwischen A(t) und W(t) 
' zu sehen? 
Eine Möglichkeit besteht darin, von dem Gedanken auszu-
gehen „Glauben, daß der Satz A wahr ist, oder A als wahr akzep-
tieren, heißt so handeln, als ob bekannt wäre, daß A wahr ist", 
und so eine Theorie des Akzeptierens von Sätzen im Rahmen der 
Entscheidungstheorie aufzubauen.80 
Nach dem in 2.4.1 besprochenen Prinzip der Maximalisierung 
des zu erwartenden Nutzens richtet sich die Auswahl unter den 
in einer Entscheidungssituation möglichen Handlungen nicht 
nur nach der (subjektiven) Wahrscheinlichkeit ihrer Resultate, 
sondern auch nach deren (subjektivem) Nutzen. Wenn man also 
7 8 Das ist z.B. das Vorgehen von Hintikka und Hilpinen in [66] und 
von Hilpinen in [68]. 
7 9 Daher beziehen sich Hintikka und Hilpinen a.a.O. auch auf eine 
von Hintikka in [65], [65a] und [66] entwickelte induktive Logik, in 
der, anders als bei Carnap oder in der subjektiven Theorie, generelle 
Sätze eine nicht verschwindende Wahrscheinlichkeit haben können. 
Da wir uns in 2.5.4 überlegt haben, daß reguläre subjektive Wahr-
scheinlichkeitsbewertungen w für vertauschbare Ereignisse F(ai) 
(i = l,2, . . .) dem Ereignis AxF(x) den Wert 0 zuordnen, folgt daraus 
(die Vertauschbarkeit steht bei den von Hintikka betrachteten, bzgl. 
der Objektkonstanten symmetrischen Maßfunktionen nicht in Frage), 
daß diese Bewertungen nicht regulär sind; d.h. es handelt sich nicht 
um rationale Bewertungen im früher charakterisierten Sinn. Daher 
gehen wir hier auf diese induktive Logik und auf die sich darauf 
stützenden Annahmeregeln von Hintikka und Hilpinen nicht näher 
ein. 
8 0 Der Gedanke, , , X glaubt, daß p" zu interpretieren im Sinne von 
„X handelt so, als ob er wüßte, daß p wahr ist", ist z.B. von G. Ryle 
in [49], S. 133ff. vertreten worden. Eine rein entscheidungstheoretische 
Auffassung der Akzeptierungsregeln vertritt u.a. R.C. Jeffrey in [56], 
[67], [68] und [70]. 
in einer Situation so handelt, als ob man wüßte, daß ein Satz A 
wahr ist, folgt daraus nicht, daß A eine große subjektive Wahr-
scheinlichkeit hat.8 1 Bei dieser Auffassung des Akzeptierens ist 
hohe Wahrscheinlichkeit weder notwendig noch hinreichend für 
Akzeptierbarkeit. R. Carnap gibt in [63], S. 972f. ein Beispiel da-
für an, daß oft sehr geringe Unterschiede in den Wahrscheinlich-
keiten schon hinreichend, um zwischen Handlungen deutlich zu 
differenzieren: In einer Urne seien 49 weiße und 51 schwarze 
Kugeln, so daß die Wahrscheinlichkeitsdifferenz zwischen 0.49 
und 0.51 nicht hinreicht, um eine der beiden Voraussagen „Die 
nächste gezogene Kugel wird weiß (bzw. schwarz) sein" als wahr 
zu akzeptieren - wenn sie aber hinreichend wäre, so würde man 
die Annahme „Die nächste Kugel ist schwarz" vorziehen müssen. 
Wenn nun aber ohne eigenen Einsatz bei einer richtigen Voraus-
sage einer weißen Kugel D M 100,— bezahlt werden, bei einer 
richtigen Voraussage einer schwarzen Kugel nur D M 1 , — , so 
würde man sich für die Voraussage „Die nächste Kugel ist w e i ß " 
zu entscheiden haben. 
Für Entscheidungen unter Risiko ist das Modell, nach dem 
unsere Überzeugungen zur Zeit t durch ein Wahrscheinlichkeits-
feld W(t) dargestellt werden, in dem die Stärke des Glaubens an 
die Richtigkeit der Sätze von L fixiert wird, dem Modell eines 
epistemischen Korpus von Annahmen A(t) weit überlegen, und 
das Prinzip der Maximalisierung des zu erwartenden Nutzens 
zeigt, daß man W(t) nicht immer durch eine Menge A(t) ersetzen 
kann, so daß bei fester Nutzensfunktion u auf der Menge der 
möglichen Handlungsresultate die Entscheidungen unter Risiko, 
die sich unter Bezugnahme auf W(t) und u rechtfertigen lassen, 
genau die Entscheidungen unter Sicherheit sind, die sich bzgl. 
8 1 Das wird z.B. an dem Pascalschen Argument aus den Pensees 
deutlich, das dafür spricht, sich der Kirche anzuschließen - nicht weil 
die Wahrscheinlichkeit ihrer Lehren von Himmel und Hölle sehr groß 
wäre, sondern weil im Fall ihrer Richtigkeit der Nutzen dieser Hand-
lung sehr groß ist. (Das Argument stellt allerdings nicht in Rechnung, 
daß ein derart durch Profitmaßstäbe motivierter „Glaube" nach den-
selben kirchlichen Lehren nicht zum erstrebten Nutzen führen würde.) 
A(t) und u begründen lassen. Eine Ersetzung der Aussagen 
w(A) = r durch die Aussagen A , bzw. n A - insbesondere die 
Ersetzung nach dem Prinzip der hohen Wahrscheinlichkeit -
verfälscht also in der Regel die Präferenzstrukturen. Hinzu kommt 
die Situationsabhängigkeit der Annahmen im entscheidungs-
theoretischen Model l : Ohne seine Überzeugungen zu ändern, 
wird man, je nach den zur Auswahl stehenden Flandlungen und 
der subjektiven Wertung ihrer möglichen Resultate, einmal so 
handeln, daß es aussieht, als ob man fest von der Wahrheit eines 
Satzes A überzeugt wäre, ein andermal so, daß es aussieht, als 
ob man fest an —i A glaubte.82 
Die Vorstellung, man könnte „glauben, daß p' c gleichsetzen 
mit „so handeln, als ob man wüßte, daß p" ist nach alldem gänz-
lich inadäquat, und das Akzeptieren von Sätzen läßt sich daher 
nicht im üblichen entscheidungstheoretischen Modell behandeln.83 
U m der Relativierung der Akzeptierbarkeit von Sätzen durch 
subjektive Wertvorstellungen im entscheidungstheoretischen M o -
dell zu entgehen, hat man versucht, eine intersubjektive theore-
tische Nützlichkeit (epistemic utility) der Erweiterung von A(t) 
um einen Satz B zu erklären. Als ein einfaches Maß dieser Nütz-
lichkeit bietet sich für die Erweiterung um einen wahren Satz 
B z .B . der Informationsgehalt von B (relativ zum gegebenen 
Gesamtdatum E der Erfahrungen) an, für die Nützlichkeit der 
Erweiterung um einen falschen Satz B der negative Betrag dieser 
Information. 8 4 Denn je höher der Informationsgehalt eines Satzes, 
desto mehr teilt er uns mit, desto genauere Auskünfte gibt er über 
die Natur. Da die Information eines Satzes B umso höher ist, je 
geringer seine (ev. auf das Gesamtdatum bezogene) Wahrschein-
8 2 Für eine Illustration dieser Situationsabhängigkeit vertausche man 
im Carnapschen Beispiel die Belohnungen für die richtige Vorhersage 
schwarzer und weißer Kugeln. 
8 3 Vgl. dazu im ähnlichen Sinn auch Kyburg [65]. 
8 4 Einen entsprechenden Ansatz (mit abweichendem Informations-
maß) hat C G . Hempel in [62], S. 153ff. und in [65], S. 75ff. diskutiert. 
Vgl. dazu auch Levi [69]. 
lichkeit w(B) ist, kann man sie z .B . durch den Wert 1—w(B) 
messen. Wenn man nun das Prinzip der Maximalisierung des zu 
erwartenden Nutzens anwendet, so haben Informationsgehalt 
und Wahrscheinlichkeit von B gegenläufige Wirkungen: Je höher 
der Informationsgehalt, je höher also die Nützlichkeit von B, 
desto geringer seine Wahrscheinlichkeit. Man sieht aber sofort, 
daß das Maß 1 - w(B) der Nützlichkeit von B hier nicht brauch-
bar ist. Denn für die Nützlichkeit U(B) einer Annahme von B 
erhält man U(B) = (1 - w(B)) . w(B) - (1 - w(B)) . w(B) = 3 • w(B) 
- 2 . w ( B ) 2 - l ; und entsprechend U(B) = w(B) - 2 . w(B)2. Da-
1 
nach gilt U(B)>U(B) = w ( B ) > - ; d.h. die Regel würde nur be-
1 
sagen, daß man Sätze B mit w(B) > — akzeptieren soll. Das führt 
aber zu den gleichen Schwierigkeiten wie die Regel R3 der hohen 
Wahrscheinlichkeit. Aus dem gleichen Grunde sind alle Akzep-
tierungsregeln zu verwerfen, bei denen trotz der Verwendung 
theoretischer Nützlichkeiten die Wahrscheinlichkeit der Hypo-
these die ausschlaggebende Rolle spielt. 
Man wird also eine andere Funktion des Informationsgehalts 
oder ein anderes Maß dieses Gehalts wählen müssen. Aber wie 
soll man dabei vorgehen? Wie hoch will man die theoretische 
Nützlichkeit informationsreicher Sätze bewerten? Wi l l man einer 
konservativen Maxime „Lieber vorsichtige, aber vermutlich rich-
tige Annahmen!" folgen oder einer progressiven Maxime „Lieber 
kühne, wenn auch wahrscheinlich falsche Annahmen!"? Und wil l 
man statt 1—w(B) das Maß —log w(B) wählen, oder von einer 
apriorischen Wahrscheinlichkeit wo ausgehen und daß Maß 
1 — wo(B), — log wo(B), wo(E • B) — wo(E), oder andere Funktionen 
wählen, wobei E das Gesamtdatum ist? A l l das läßt sich kaum all-
gemein festlegen - Vorsicht und Kühnheit sind beides Tugenden, 
aber an verschiedenen Plätzen, und verschiedene Maßfunktiönen 
des Gehalts von B taugen für verschiedene Zwecke. 8 5 
8 5 Vgl. dazu z. B. die Darstellung von Hilpinen in [68], Kap. 8 und 9, 
wo insbesondere auch die Ansätze von I. Levi in [67] und von Hin-
I Ferner hat C G . Hempel betont, daß für die Akzeptierbarkeit 
jeiner Hypothese nicht nur ihr - wie immer bestimmter - Infor-
mationsgehalt wichtig ist, sondern auch ihre Einfachheit, ihre 
Systematisierungsleistung, ihr Erklärungswert und die Frage, wie 
gut sie sich in das System A(t) der bereits akzeptierten Sätze ein-
fügt . 8 6 Hinzu kommt, daß wir, je nach dem Kontext der Unter-
suchungen und Handlungen, in dem wir gerade stehen, nach 
seinem spezifischen Charakter und seiner Bedeutsamkeit, mehr 
oder minder strenge Kriterien bei der Auswahl der zu akzeptie-
renden Sätze anwenden werden. Außerdem wird die Menge A(t) 
unserer Annahmen durch die Hinzunahme neuer Sätze nicht 
immer nur erweitert, sondern sie wird häufig auch umgebaut: 
neue Sätze werden akzeptiert und alte Annahmen dafür aufgege-
ben. Ob solche Modifikationen vorgenommen werden sollen, 
hängt wieder von der Einfachheit der beiden konkurrieren-
den Gesamtsysteme ab, von ihrer Systematisierungsleistung, 
usw. 
Weiterhin ist die Menge unserer Annahmen A(t) in sich hier-
archisch gegliedert: Es gibt sehr zentrale Annahmen, z .B . Na-
turgesetze von hohem Allgemeinheitsgrad, die für uns die Grund-
lage der Systematisierung, der Ordnung und des Verständnisses 
großer Bereiche von Phänomenen darstellen. Solche Annahmen 
werden wir nicht leicht aufgeben, sondern wir werden versuchen, 
sie solange wie möglich aufrechtzuerhalten. Dann gibt es wieder 
sehr periphere Annahmen, z .B . mit anderen Annahmen relativ 
tikka und Pietarinen in [66] ausführlich diskutiert werden. Dort finden 
sich auch weitere Hinweise auf die einschlägige Literatur. Für eine 
Kritik an Levi vgl. auch Kyburg [701. 
8 6 Vgl. dazu Hempel [62], S. 161 f. Hempel. betont dort auch die 
Bedeutung theoretischer Terme, der im einfachen Entscheidungsmo-
dell nicht Rechnung getragen wird. - Wenn oben vom „System" A(t) 
die Rede ist, ist nicht die Satzmenge A(t) gemeint, sondern das System 
der Sätze - im Idealfall: das System der Axiome - durch das diese Satz-
menge in überschaubarer Weise charakterisiert wird, z.B. als Folge-
rungsmenge zu diesen Sätzen. 
schwach verbundene Aussagen über Einzelfakten, deren Auf-
gabe das Annahmesystem als Ganzes kaum berührt. Annehmen 
ist also nicht gleich Annehmen: Einen Satz annehmen heißt auch, 
ihm eine Rolle in dieser Hierarchie zuweisen, und für verschie-
dene Rollen gibt es verschiedene Kriterien. 8 7 Dieses ganze un-
gemein komplizierte Gebäude von Annahmen wird mit der Er-
fahrung konfrontiert, und Erfahrung und System werden ein-
ander angepaßt. 8 8 
Es erscheint nach alldem aussichtslos, exakte und allgemeine 
Regeln für das Akzeptieren von Sätzen angeben zu wollen. 8 9 
Wenn man z. B. auf die Entwicklung der Annahmen, der Hypo-
thesen, Theorien und Ansichten in der Physik blickt, so ist das 
ein höchst komplexes Stück lebendiger Geistesgeschichte und 
bietet nicht das Bild eines nach strengen Regeln ablaufenden 
Prozesses. 
Bei alldem ist aber eine Frage noch offen: Ist es denn überhaupt 
nötig, neben den Wahrscheinlichkeitsannahmen einer Person X , 
wie sie durch W(t) dargestellt werden, ein epistemisches Korpus 
A(t) anzunehmen, um die Überzeugungen und theoretischen Hal-
tungen von X zu charakterisieren? Genügt es nicht, jedenfalls 
prinzipiell, mit W(t) zu arbeiten, und kann man sich nicht da-
durch die ganze Problematik des Akzeptierens von Sätzen sparen? 
Da sich W(t) und A(t) auf den gleichen Zeitpunkt t beziehen, 
gilt natürlich: 
R4 : BsA(t)->w t(B) = l . 
8 7 Auf die Mehrdeutigkeit des Wortes „annehmen" hat vor allem 
Y. Bar-Hillel in Lakatos [68], S. 124, 151 ff. hingewiesen. 
8 8 Eine solche Auffassung hat vor allem W.V. Quine entwickelt. 
Vgl . z.B. Quine [51], S. 42ff. Wir werden im 6. Kapitel auf diese Ge-
danken ausführlicher zurückkommen. 
8 9 Vgl. in ähnlichem Sinn auch die Ausführungen Carnaps in Lakatos 
[68], S. 146-150, sowie diejenigen von Y. Bar-Hillel auf S. 120ff. und 
150 ff. 
\ Umgekehrt kann man aber nicht fordern 
[RS: w t t(B) = l ->BsA( t ) , 
[denn sonst hätte man auch wt(B) = 0—> —i BsA(t), so daß A(t) 
z .B . die Negationen aller gesetzesartigen Aussagen enthalten 
müßte, die nicht als wahr akzeptiert werden. Man könnte aber 
die Geltung dieses Prinzips auf alle Aussagen B beschränken, 
denen nicht jedes reguläre w (aus Dimensionsgründen) den Wert 
w(B) = 1 zuordnen muß. Das so beschränkte R5 nennen wir R5*. 
Damit wäre dann A(t) durch W(t) festgelegt bis auf die Zuge-
hörigkeit von solchen Sätzen B, für die wt(B) = 1 aus Gründen 
der Regulärität gilt. Mit dieser Einschränkung läßt sich also A(t) 
durch W(t) charakterisieren. 
Unabhängig von der Frage, inwieweit sich A(t) durch W(t) 
eindeutig bestimmen läßt, stellt sich jedoch das Problem, ob sich 
die Annahme von Aussagen allein mit Wahrscheinlichkeitskri-
terien rechtfertigen läßt, die Frage also, ob es ein rein wahrschein-
lichkeitstheoretisches Modell der Prozesse der Erkenntnisge-
winnung gibt. Diese zweite Frage ist aufgrund der folgenden 
beiden Argumente negativ zu beantworten. 
1. Wir haben oben schon gesehen, daß hohe Wahrscheinlichkeit 
weder notwendig noch hinreichend für Akzeptierbarkeit ist. 
Speziell haben gesetzesartige Hypothesen verschwindende Wahr-
scheinlichkeit; trotzdem akzeptieren wir sie oft, und sie sind für 
wissenschaftliche Systematisierungen und Erklärungen unent-
behrlich. Dieser Rolle der Gesetzesaussagen wird aber das wahr-
scheinHchkeitstheoretische Modell nicht gerecht. 
2. Das Wahrscheinlichkeitsmodell selbst kommt nicht ohne die 
Vorstellung aus, daß wir Sätze definitiv als wahr akzeptieren und 
nicht immer nur bei Wahrscheinlichkeitsaussagen stehen bleiben. 
C.I . Lewis sagt: „If anything is to be probable, then something 
must be certain. The data which eventually support a genuine 
probability, must themselves be certainties."90 Es gibt keine er-
fahrungsmäßige Evidenz, die so stark ist, daß sie uns zwingt, einen 
9 0 C t . Lewis [46], S. 186. 
Satz als unbezweifelbar wahr oder falsch anzusehen. Selbst ein-
fachste Sätze, die sich auf direkt Beobachtbares beziehen, wie 
z. B. „Dieses Stück Papier ist weiß" , lassen sich nicht (in einem 
absoluten Sinn) definitiv verifizieren oder falsifizieren. Uns ge-
nügt für gewöhnlich zwar ein kurzer Bück, um uns zu entschei-
den, welchen Wahrheitswert der Satz hat, aber damit ist die Sache 
nicht ein für allemal erledigt: Daß eine Fläche weiß ist, heißt ja, 
daß sie bei normaler Beleuchtung mit physikalisch weißem Licht 
ebensolches Licht reflektiert. Es könnte aber sein, daß wir uns 
auch bei normaler Beleuchtung aufgrund einer momentanen Seh-
störung geirrt haben und daß das reflektierte Licht gar nicht weiß 
ist; oder es könnte sein, daß die Beleuchtungsquelle kein weißes 
Licht erzeugt, daß die Meßinstrumente, mit denen wir das über-
prüft haben, nicht richtig funktionieren; usw. Es ist also allen-
falls die Wahrscheinlichkeit sehr groß, daß ein Satz über ein Be-
obachtungsergebnis wahr ist - definitiv sicher ist das, genau ge-
nommen, nie. Daher beruht die Bildung der bedingten Wahr-
scheinlichkeiten w(A/B), die wir im wahrscheinlichkeitstheoreti-
schen Modell des Erkenntnisfortschritts benützen, darauf, daß 
wir Sätze, die eigentlich nur wahrscheinlich gelten, als wahr ak-
zeptieren. 
Daß das Wahrscheinlichkeitsmodell selbst sich darauf stützt, 
daß wir immer wieder Annahmen machen, die nicht unbezweifel-
bar sind, daß es diese Annahmen also nicht begründen kann, hat 
I. Levi gegenüber R. Jeffrey geltend gemacht, der ein entschei-
dungstheoretisches Modell des Akzeptierens vertritt.9 1 Jeffrey 
hat dagegen eingewendet, daß die Bildung bedingter Wahrschein-
9 1 Vgl. dazu z.B. Levi [70]. Vgl. auch die Aussagen Carnaps in 
Lakatos [68], S. 146. 
9 2 Levi moniert, daß die Wahl des Wahrscheinlichkeitswerts w*(B) 
mehr oder minder willkürlich sei, daß man vernünftige Wahrschein-
lichkeitswerte wieder nur über die Bildung bedingter Wahrscheinlich-
keiten erhält. Für Jeffrey sind in [68] die Werte w*(B) durch die Um-
stände der Beobachtung gegeben: Wir erwerben mit der Sprache zu-
gleich die Fähigkeit, den Sätzen evidenzbedingte Wahrscheinlichkeits-
grade zuzuordnen. Vgl . dazu auch Jeffrey [70]. 
äichkeiten w(A//w*(B)) nach dem von ihm angegebenen Schema, 
[das wir in 2.1.3 referiert haben, von solchen Annahmen frei sei. 
[Auf die weiteren Argumente von Levi und Jeffrey wollen wir 
hier nicht eingehen,92 da sie den entscheidenden Punkt nicht ganz 
treffen: Der Effekt des Lernens aus der Erfahrung, ohne den die 
subjektive Wahrscheinlichkeitstheorie unbrauchbar wäre, geht 
im Jeffrey-Modell verloren: Wenn man die sehr plausible An-
nahme macht, daß die Aussage A£ (,,Das Ergebnis A ist in den 
ersten n Versuchsdurchführungen genau k mal aufgetreten") mit 
wachsendem n einen immer geringeren Wert w*(A£) hat - es ist 
für große n sehr unwahrscheinlich, daß tatsächlich genau k mal 
das Ereignis A aufgetreten ist und nicht etwa nur k — 1 oder k + 2 
mal - so erhält man nicht wie nach T2.1.6-2 einen Wert 
k 
w(An+i/A£) ^ --, sondern nach der Formel von Jeffrey den Wert 
w(A n + i//w*(A5)=w(A„ + i/Aj ; ) • w*(A*) + w(AnWÄ*) • w*(Äjj) « 
& • 0 + w(A n + i ) • 1 = w(An+i). Denn für große n gilt w*(A£) « 0, 
also w*(A£) 1 und A£ enthält dann praktisch keine neuen In-
formationen, die bzgl. A n +i relevant sind. 
Auf die Formel von Jeffrey läßt sich also kein wahrscheinlich-
keitstheoretisches Modell des Erkenntnisfortschritts aufbauen, 
das von der Vorstellung unabhängig wäre, daß wir fortwährend 
mit unseren Annahmen über unsere Evidenzen hinausgehen.93 
Wrir kommen demnach zu folgendem - immer noch sehr stark 
schematisierten - Bi ld des Lernens aus der Erfahrung: Unsere 
Überzeugungen in einem Zeitpunkt to mögen durch W(t0) und 
A(t 0) dargestellt werden, die sich nach R4 und R5* entsprechen. 
Wenn dann zwischen to und einem späteren Zeitpunkt t i eine 
Beobachtung gemacht wird, die wir durch B beschreiben, dann 
9 3 P. Suppes betont in [66], daß das probabilistische Modell des 
Akzeptierens, obwohl prinzipiell zu einfach, doch in vielen Fällen sehr 
fruchtbar ist. 
kann entweder B akzeptiert werden, oder man kann dem Satz B, 
ohne ihn zu akzeptieren, eine neue Wahrscheinlichkeit w*(B) 
zuordnen. Hier liegt schon die erste Entscheidung: nimmt man 
B als wahr an oder nur als wahrscheinlich, und wenn ja: welchen 
Wahrscheinlichkeitsgrad ordnet man B zu? Das ist nicht wil lkür-
lich - die Beobachtung hat für uns eine gewisse Überzeugungs-
kraft - und die Annahme von B als wahr oder als sehr wahrschein-
lich macht auch nicht immer einen merklichen Unterschied, aber 
ein solcher Unterschied kann bestehen, und die Wahrscheinlich-
keit von B hängt keineswegs allein von den Beobachtungsum-
ständen ab, sondern auch von den Wahrscheinlichkeiten, die wir 
anderen Sätzen zuordnen, die B oder —i B implizieren oder 
stützen. 
Akzeptiert man B als wahr und ist B mit A(t 0) verträglich, so 
ist nun auch W(t0) im Sinn von wt0(A/B) zu modifizieren. Da-
durch können andere Sätze B ' eine hohe Wahrscheinlichkeit er-
halten, so daß wir uns entschließen, sie ebenfalls zu akzeptieren, 
usf., bis man ein A(ti) und ein W(ti) erhält, die sich nach R4 
und R5* entsprechen. Ist das akzeptierte B hingegen nicht mit 
A(t 0) verträglich, so muß das System der Annahmen umgebaut 
werden, und alte Annahmen müssen aufgegeben werden. Welche 
das sein sollen, ist meist ebenfalls nicht eindeutig bestimmt. Wenn 
z .B . A(t 0) Sätze C i , . . ., C n enthält, aus denen zusammen —i B 
folgt, so ist jedes Q ein möglicher Eliminationskandidat; die Auf-
gabe von Ci macht dabei evtl. weitere Modifikationen nötig. 
Nach diesem Umbau ist dann wieder das modifizierte A (to) mit 
W(t0) abzugleichen, bis man entsprechende A(ti) und W(ti) er-
hält. 
Wird endlich B aufgrund der Beobachtung nicht als wahr ak-
zeptiert, sondern nur mit einer neuen Wahrscheinlichkeit w*(B) 
belegt, so ist wt(A) im Sinne von wt(A//w*(B)) zu modifizieren 
und dann wieder in einer Reihe sich wechselseitig bedingender 
Schritte mit A(t 0) abzugleichen. 
Bei jedem Schritt der Bildung unserer Überzeugungen gehen 
also Entscheidungen ein. Diese Entscheidungen sind zwar in der 
Regel nicht willkürlich, d. h. es gibt meist gute Gründe dafür, sie 
ho und nicht anders zu fällen, aber diese guten Gründe ordnen 
isich keinem (bekannten) System von präzisen Regeln unter, und 
diese Gründe sind vielfach „ g u t " nur relativ zu anderen, vielleicht 
grundsätzlicheren Entscheidungen.9 4 
Wenn wir nach diesem Exkurs über Annahmeregeln auf die 
Frage zurückblicken, von der wir ausgegangen waren: „Kann 
man die Induktionsregeln I bis III als Annahmeregeln interpre-
tieren?", so können wir sie nun so beantworten: Eine direkte 
Interpretation im Sinn von If bis U l f ist nicht möglich, schon im 
Flinblick auf die Goodmansche Paradoxie. Aber auch auf dem 
Umweg über induktive Wahrscheinlichkeitsprinzipien wie Ie und 
Il le lassen sich induktive Annahmeregeln nicht begründen, denn 
es besteht kein einfacher oder direkter aligemeiner Zusammen-
hang zwischen der Wahrscheinlichkeit von Aussagen und ihrer 
Akzeptierbarkeit. 
Wir können also abschließend noch einmal bekräftigen, was 
wir im Abschnitt 2.5.4 schon vorweggenommen haben: Eine 
Rechtfertigung induktiver Schlüsse gibt es nur als Rechtfertigung 
bedingter Wahr scheinüchkeit saus sagen im Rahmen der subjekti-
ven W ahrscheinlichkeitstheorie. 
9 4 Auf das damit aufgeworfene erkenntnistheoretische Problem 
kommen wir im 6. Kapitel zurück. 
3 A U F B A U , I N T E R P R E T A T I O N U N D 
A B G R E N Z U N G E M P I R I S C H E R T H E O R I E N 
3.1 Axiomatische Theorien 
Eine empirische Theorie über einem bestimmten Gegenstands-
bereich ist bereits ein sehr hoch entwickeltes Produkt wissen-
schaftlicher Tätigkeit. Diese Tätigkeit beginnt zunächst mit der 
Beschreibung und Klassifizierung einzelner Phänomene und Objekte 
des Gegenstandsbereichs, mit der Sammlung von Beobachtungs-
material und dem Aufbau eines begrifflichen Apparats zur genauen 
Bestimmung der Objekte und Phänomene des Bereichs. 
Auf dieses empirische Material stützen sich dann die empiri-
schen Generalisierungen: Es werden Hypothesen aufgestellt als Ver-
allgemeinerungen und Zusammenfassungen von Beobachtungen. 
So stellt man z. B. fest, daß alle bisher überprüften Gegenstände 
aus Holz auf Wasser schwimmen und daß alle bisher überprüften 
Gegenstände aus Eisen im Wasser untergehen, und formuliert 
dann die beiden Hypothesen: „Alle Gegenstände aus Holz 
schwimmen auf Wasser" und „Alle Gegenstände aus Eisen 
schwimmen nicht auf Wasser".1 Da solche Verallgemeinerungen 
über die bisherigen Beobachtungen hinausgehen - und auch ühex. 
alle möglichen Beobachtungen, da der Gegenstandsbereich echter 
Generalisierungen mimer potentiell unendlich, d.h. nicht von 
vornherein auf endlich viele Gegenstände beschränkt ist - haben 
sie hypothetischen oder problematischen Charakter, d.h. sie kön-
nen durch künftige Beobachtungen widerlegt werden. 
1 Dieses Beispiel diskutiert Hempel in [58], S. 180 f. 
Solche Hypothesen stehen nun zunächst mehr oder weniger 
unverbunden nebeneinander. Es ist dann die Aufgabe der Theo-
rienbildung, Bezüge zwischen diesen Hypothesen herzustellen, 
sie in einen systematischen Zusammenhang zu bringen, indem 
man gewisse allgemeine Hypothesen als Grundgesetze annimmt, 
aus denen die spezielleren Hypothesen und die einfachen empi-
rischen Generalisierungen logisch folgen. In unserem Beispiel 
kann man etwa den Begriff des spezifischen Gewichts einführen 
und das Gesetz formulieren: ,,Genau die Körper, die ein gerin-
geres spezifisches Gewicht haben als eine Flüssigkeit, schwimmen 
auf ihr." Dieses Gesetz befaßt die beiden oben angegebenen Gene-
ralisierungen und viele weitere unter sich. 
Die Theorienbildung setzt voraus, daß man bereits über eine 
größere Zahl von Einzelhypothesen verfügt, die miteinander in 
einer sachlichen Beziehung stehen, daß man über einen ausgear-
beiteten Begdrfsapparat verfügt, der die systematische Organisa-
tion dieser Hypothesen ermöglicht. Diese Voraussetzungen sind 
in verschiedenen naturwissenschaftlichen Disziplinen in ganz ver-
schiedener Weise gegeben, und die Physik hat hier z. B. einen er-
heblichen Vorsprung vor der Biologie und Psychologie. 
Diese drei Phasen naturwissenschaftlicher Arbeit, Beschreibung,^ 
Hypothesenbildung und Theorienkonstruktion, kennzeichnen nicht 
eine zeitliche Abfolge in der Entwicklung einer Wissenschaft. 
Mit der Hypothesenbildung, bzw. der Theorienkonstruktion 
hört ja die Beschreibung, bzw. die Bildung einzelner Hypothesen 
nicht auf. Und die Hypothesen- bzw. Theorienbildung ermög-
licht vielfach erst systematische Beobachtungen und zielstrebige 
Experimente. „Die Natur antwortet nicht, wenn sie nicht ge-
fragt wird", sagt K . Popper.2 Insofern setzt das Beobachten und 
Beschreiben auch den Entwurf von Hypothesen und Theorien 
voraus, und es besteht allgemein eine enge wechselseitige Be-
ziehung zwischen den drei genannten Stufen der empirischen,,, 
Erkenntnis. 
2 Popper [66], S. 225. 
Die präziseste und übersichtlichste Form nehmen Theorien in 
ihrer axiomatischen Formulierung an, in der eine wohldefinierte 
Menge von Axiomen als Grundgesetze angegeben wird, aus denen 
dann mit rein logischen Mitteln alle übrigen Aussagen der Theo-
rie abgeleitet werden können, so daß der gesamte materiale Ge-
halt der Theorie in den Axiomen festgehalten ist. Erst wenn die 
Grundgesetze einer Theorie vollständig und genau fixiert und 
explizit angegeben werden, so daß für jede Aussage festliegt, ob 
sie aus der Theorie folgt oder nicht - wenn das auch nicht immer 
entscheidbar sein mag - , ist der Gehalt dieser Theorie genau be-
schrieben und erst dann liegt fest, ob ein empirischer Sachverhalt 
im Einklang mit der Theorie steht oder nicht. 
Axiomatische Theorien sind zuerst von den Griechen für die 
Logik und Geometrie angegeben worden, und bei der Axiomati-
sierung logisch-mathematischer Theorien ist es bis in die neuere 
Zeit hinein im wesentlichen geblieben. Heute gibt es aber z. B. 
auch in Physik und Biologie axiomatisch formulierte Theorien. 
Die Flegel sind solche Theorien aber noch immer nicht. Trotz-
dem wollen wir im folgenden voraussetzen, daß die von uns be-
trachteten empirischen Theorien axiomatische Gestalt haben. 
Das ist zwar eine sehr starke Idealisierung der faktisch in den 
empirischen Wissenschaften vorÜegenden Verhältnisse, aber wenn 
eine Theorie explizit, exakt und vollständig formuliert ist - und 
nur dann kann sie Gegenstand wissenschaftstheoretischer Ana-
lysen sein - so macht es prinzipiell keine Schwierigkeiten, ihr 
eine axiomatische Form zu geben, und nur auf das Prinzip der 
Wohlbestimmtheit empirischer Theorien kommt es uns im fol-
genden an. 
Begriff und Struktur der axiomatischen Theorien werden in 
der Logik abgehandelt; sie müssen wir hier als bekannt voraus-
setzen.3 Es sei aber an zwei Punkte erinnert: 
3 Es genügt für das folgende etwa der in Kutschera und Breitkopf 
[71] behandelte Stoff. 
1. Die moderne Axiomatik ist syntaktisch orientiert, d.h. als 
Axiome werden syntaktisch charakterisierte Sätze ausgewiesen, 
und die Schlußregeln spezifizieren Prämissen und Konklusion 
nach syntaktischen Gesichtspunkten. Mit dieser syntaktischen 
Auffassung verbindet sich in der modernen Logik ein Übergang 
von der Verwendung der Alltags spräche zur Verwendung künst-
licher Symbolsprachen. Dabei ist die Absicht leitend, die Unklar-
heiten und Vieldeutigkeiten der Umgangssprache zu vermeiden, 
ihre komplexen grammatikalischen Strukturen durch einfache 
und übersichtliche zu ersetzen und die symbolischen Ausdrücke 
der Sprache nach der Idee der characteristica universalis von Leib-
niz so aufzubauen, daß ihre Struktur die begriffliche Struktur 
ihrer Bedeutungsinhalte wiederspiegelt, so daß man auch ver-
wickelte begriffliche Strukturen graphisch anschaulich machen 
kann. 
Obwohl nun die empirischen Theorien nicht in künstlichen 
Symbolsprachen nach dem Vorbild der Logik formuliert sind, 
sondern in natürlichen Sprachen, die um Fachtermini und ein-
zelne, z. B. mathematische Symbole angereichert sind, wollen wir 
uns die Wissenschaftssprache meist in der Form einer Kunst-
sprache nach präzisen Regeln aufgebaut denken, um uns einfacher 
und genauer ausdrücken zu können. Darin Hegt - in den Grenzen 
wissenschaftstheoretischer Überlegungen - keine Beschränkung 
der Allgerneinheit unserer Diskussionen, da man auch den Sätzen 
natürlicher Sprachen logische Strukturen zuordnen kann.4 
2. In der Logik trennt man den syntaktischen Aufbau einer 
(Kunst-) Sprache S streng von ihrer semantischen Interpretation, 
durch die den Ausdrücken von S Bedeutungen zugeordnet wer-
den, so daß man mit den Sätzen von S Sachverhalte mitteilen 
kann. In der Semantik wird der Begriff einer Interpretation der 
Sprache S erklärt als eine Belegung der Grundterme von S mit 
Bedeutungen, und es wird gezeigt, daß alle wohlgeformten Aus-
drücke von S, speziell alle Sätze von S gedeutet sind, wenn alle 
Grundterme von S eine Bedeutung haben. 
4 Vgl. dazu Kutschera [71], 2.2. 
Im folgenden wird sich auch die Notwendigkeit ergeben, par-
tielle Interpretationen einer Sprache zu betrachten, wofür in der 
Logik meist keine Veranlassung besteht. 
In Analogie zur üblichen Definition vollständiger Interpreta-
tionen5 legen wir für eine Sprache S der elementaren Prädikaten-
logik fest: 
D3.1-1: Eine partielle Interpretation V von S über dem (nichtleeren) 
Objektbereich y ist e m e Funktion, die auf einer Teilmenge der 
Menge aller Gegenstandskonstanten und Prädikatkonstanten von 
S erklärt ist, und für die gilt: 
1) V(a) ist ein Objekt aus y für alle Gegenstandskonstanten a, für 
die V(a) definiert ist; 
2) V(F) ist eine Menge von n-tupeln von Objekten aus y für 
alle n-stelligen Prädikatkonstanten F, für die V(F) definiert 
ist (n>l); 
3) V(A) = w (das Wahre), wenn für alle V mit V 7 - V gilt 
V'(A) = w; und V(A)=f (das Falsche), wenn für alle V mit 
V ~ V g i l t V' (A) = f. 
Dabei bedeute V ~ V , daß die (vollständige) Interpretation V 
mit der (partiellen) Interpretation V in dem Sinn verträglich ist, 
daß V ' ebenfalls eine Interpretation von S über y ist, für die gilt 
V' (0) = V(<1>) für alle Konstanten O von S, für die V(<t>) erklärt 
ist.6 
Danach gilt z .B . V( AxF(x) =>F(a)) = w, selbst wenn V weder 
für F noch für a erklärt ist; hingegen ist V(G(b)) nur erklärt, 
wenn V(G) und V(b) erklärt sind, oder wenn V ( G ) = y oder 
V(y)= A ist. 
Die Übertragung dieses Begriffs der partiellen Interpretation 
auf andere Sprachen können wir dem Leser überlassen. 
5 Vgl. dazu z.B. Kutschera und Breitkopf [71], § 9.2. 
6 Mit einer vollständigen Interpretation V (als Grenzfall einer par-
tiellen Interpretation) ist also nur V selbst verträglich; mit einer Inter-
pretation V über v hingegen, die für keine Konstante aus S erklärt ist, 
ist jede (vollständige) Interpretation V übery verträglich. 
f 
l Wenn wir uns die betrachteten empirischen Theorien T als 
[ axiomatische Systeme vorstellen, so werden wir uns auf T manch-
[ mal als Menge der Axiome von T beziehen, manchmal auf T als 
Konjunktion T * der Axiome, d.h. als auf einen Satz7, und manch-
mal auch auf T als Menge C(T) der logischen Folgerungen von 
T, die neben den Axiomen also auch alle Theoreme von T , alle 
in T beweisbaren Sätze enthält. Der Einfachheit halber schreiben 
wir für T * und C(T) auch oft kurz T , wo dadurch keine Schwie-
rigkeiten entstehen können. 
3.2 Beobachtungssprachen 
Empirische Theorien sagen etwas über die Welt und über 
die in ihr geltenden gesetzmäßigen Zusammenhänge aus. Sie 
haben also Konsequenzen, seien sie deduktiver oder induktiver 
Art, die sich auf beobachtbare Phänomene beziehen. Andererseits 
müssen sich empirische Theorien auch an Beobachtungen, an 
Messungen und Experimenten ausweisen; unsere Gründe, diese 
Theorien als richtig zu akzeptieren, basieren letztlich auf Beob-
achtungen. Wenn man von einer „ indukt iven" Begründung na-
turwissenschaftlicher Hypothesen und Theorien durch Beobach-
tungen sprechen wil l (obwohl die Überlegungen im Abschnitt 
2.5.5 schon gezeigt haben und spätere Überlegungen in 5.4 und 
6.2 noch zeigen werden, daß diese gängige Redeweise sehr pro-
blematisch ist), so kann man etwa sagen: 
Ebenso, wie es bei der deduktiven Begründung von Behauptun-
gen Sätze geben muß, die in der jeweiligen deduktiven Systemati-
sierung selbst einer Begründung nicht mehr bedrürfen und so die 
letzte Grundlage der deduktiven Begründungen darstellen, die 
Axiome, so muß es bei der induktiven Begründung von Sätzen in 
der jeweiligen Systematisierung Sätze geben, von denen die Be-
gründungen ihren Anfang nehmen, die Sätze über direkt heeb-
ie o o -
7 Das ist natürlich nur möglich, falls T nur endlich viele Axiome 
enthält. 
achtbare Phänomene, die Beobachtungssätze. Andernfalls würden 
Begründungen im einen wie im anderen Fall zu Zirkeln oder un-
endlichen Regressen führen. 
Während im deduktiven Fall die begründenden Sätze fast 
immer generelle Prinzipien sind, sind es im induktiven Fall singu-
lare Sätze. Es sind Beobachtungssätze, für die es Verfahren der 
Überprüfung durch Experimente, Messungen, etc. gibt, die prin-
zipiell immer durchführbar sind (deren Durchführung also nicht 
logisch oder physikalisch unmöglich ist, sondern allenfalls an 
praktischen Schwierigkeiten scheitert), deren Ausführungsmodus 
als unproblematisch angesehen wird (so daß praktisch nie Zweifel 
darüber entstehen, ob sie korrekt ausgeführt wurden oder nicht), 
und die prinzipiell immer zu Resultaten führen, die den über-
prüften Sätzen den Wert „wahr" oder „falsch" zuordnen, und die 
auch in aller Regel als definitiv und unproblematisch gelten;1 
endlich soll die Gültigkeit der Überprüfungsverfahren nicht von 
der Geltung problematischer Theorien oder Hypothesen abhän-
gen. 
Dieser Begriff des Beobachtungssatzes als eines durch direkte 
Beobachtungen entscheidbaren Satzes versteht sich immer nur 
> relativ zu einem gewissen Kontext naturwissenschaftlicher Untersuchungen. 
Nur dann, wenn man z. B. eine neue Theorie T überprüfen wil l 
und dabei andere Theorien, Hypothesen und Sätze einer Menge A 
als gült ig und unproblematisch voraussetzt, kann man mit hin-
reichender Klarheit sagen, welche Experimente bzgl. A prinzi-
piell durchführbar sind, welche Sätze im Vergleich mit T als 
unproblematisch und als definitiv gültig anzusehen sind, und 
kann sagen, daß die Schlüssigkeit eines Meßverfahrens zur Ge-
winnung eines Beobachtungssatzes E , an dem T überprüft wer-
den soll, nicht von der Geltung von T abhängt. Allein auf diese 
relative Unabhängigkeit von theoretischen Prämissen und auf 
- diese relative Definitheit in der Entscheidung der Beobachtungs-
1 Ein solches Verfahren ist also eine Art empirisches Entscheidungs-
verfahren. 
sätze kommt es uns an, nicht auf ihre absolute Sicherheit und 
Unvermitteltheit durch Theorien, die nie besteht.2 
Dazu ein Beispiel: In vielen Kontexten kann man den Satz 
„Dieses Objekt ist blau" als Beobachtungssatz bezeichnen, der 
sich auf einen direkt beobachtbaren Sachverhalt bezieht und 
durch einfaches Hinsehen definitiv entscheidbar ist. Wenn es 
irgendwelche Kandidaten für eine absoluten Begriff des Beob-
achtungssatzes gäbe, so wären es wohl Sätze wie dieser. Wenn 
man es aber genauer nimmt - und in vielen Fällen muß man es 
genauer nehmen - , so ist ein Gegenstand nicht schon dann als 
blau erwiesen, wenn er bei irgendeinem Betrachter den Farbein-
druck Blau erweckt, sondern erst dann, wenn er bei Beleuchtung 
mit physikalisch weißem Licht Licht aus einem gewissen Fre-
quenzbereich emittiert. Das festzustellen, zu prüfen, ob die 
Lichtquelle tatsächlich physikalisch weißes Licht liefert, und ob 
das vom Gegenstand emittierte Licht in diesem Frequenzbereich 
liegt, ist keineswegs mehr Sache einer direkten und einfachen 
Beobachtung, des bloßen Hinsehens, sondern erfordert kompli-
zierte Messungen, die sich auf die Gültigkeit genereller physikali-
scher Theorien stützen. Trotzdem kann aber der Satz „Dies 
Objekt ist blau", und können Sätze, deren Entscheidung durch 
Beobachtungen noch viel kompliziertere Messungen erfordert, 
in solchen Kontexten als Beobachtungssätze angesprochen wer-
den, in denen die Meßmethoden und ihre Voraussetzungen nicht 
selbst problematisiert werden. 
Die deskriptiven (also die nichtlogischen oder mathematischen) 
Terme, d.h. die Namen, Prädikate und Funktionsausdrücke, die 
2 Daß es keine in einem absoluten Sinn definitiv entscheidbaren 
empirischen Sätze gibt, wird allgemein anerkannt. Vgl. dazu z.B. 
Carnap [36], S. 425f., Popper [66], S. 69ff. oder Stegmülier [70], S. 190f. 
P. Feyerabend hat in [58] auch betont, daß die Interpretation der Be-
obachtungssätze theorienabhängig ist. Das hindert aber nicht, daß man 
im Kontex der Überprüfung einer Theorie T die Bedeutung der Be-
obachtungssätze, mit denen man T überprüft, als von T unabhängig 
ansehen muß - jedenfalls in dem Maß, daß T nicht gegenüber Beobach-
tungen immunisiert wird. 
in den Beobachtungssätzen (wesentlich) vorkommen,3 nennen 
wir Beobachtungsterme A Eine Sprache S, deren sämtliche deskripti-
ven Grundterme oder Konstanten Beobachtungsterme sind, 
nennen wir eine Beobachtungssprache. 
Die Molekularsätze, d.h. die singulären, nichtgenerellen Sätze 
von S, die keine Quantoren enthalten, sind nun Beobachtungs-
\ sätze. 5 Und allgemein wollen wir im folgenden als Beobachtungs-
sätze nur die Molekularsätze einer Beobachtungsspräche S be-
zeichnen, unabhängig davon, daß auch generelle Sätze von S 
durch Beobachtungen direkt entscheidbar sein können, wie z. B. 
der Satz „In diesem Raum befinden sich genau drei Personen", der 
bei einer Wiedergabe der Anzahlaussage durch Quantoren in 
einen generellen Satz übergeht. 6 
Legt man die Häufigkeitsdefinition der objektiven Wahrschein-
lichkeit zugrunde, so sind auch statistische Aussagen wie p(F) = r 
3 Wir sagen, daß ein Term a in einem Satz A[a] wesentlich verkommt, 
wenn der Satz AxA[x] nicht logisch äquivalent mit A[a] ist, wobei x 
eine Variable von derselben Kategorie sei wie der Term a und a in 
AxA[x] nicht vorkommt. - Man kann auch sagen: a kommt in A[a] 
wesentlich vor, wenn es keinen mit A[a] logisch äquivalenten Satz B 
gibt, in dem a nicht vorkommt. Beide Bestimmungen sind äquivalent: 
A[a] ist logisch äquivalent mit AxA[x] genau dann, wenn gilt A[a] —> 
AxA[x]. AxA[x] ist dann ein B, wie es die 2. Definition fordert. Gilt 
umgekehrt B A[a], so gilt auch B —> /\xA[x]; wegen A[a] —> B 
also A[a] AxA[x]. 
4 Diese Weise der Einführung der Bezeichnung „Beobachtungs-
term" kann, nach der Intention, daß Beobachtungsterme für direkt 
beobachtbare Objekte, Attribute etc. stehen, dann nicht adäquat sein, 
wenn z.B. mit einem Satz F(a) nicht auch die Sätze F(b) für beliebige 
Namen der betreffenden Sprache, die direkt beobachtbare Objekte be-
zeichnen, Beobachtungssätze sind. Aber das ist wohl die Ausnahme. 
5 Mit den einfachsten Sätzen einer Beobachtungssprache, deren 
Atom- oder Primsätzen, sind auch alle aussagenlogischen Komposita 
solcher Sätze entscheidbar. - Die Atomsätze einer Beobachtungssprache 
und ihre Negationen bezeichnet man oft als Basissät^e. Bei Popper sind 
Basissätze dagegen Existenzsätze. Wir werden diesen Terminus im 
folgenden nicht verwenden. 
6 Vgl. dazu z.B. Kutschera u. Breitkopf [71], §13.1. 
(die objektive Wahrscheinlichkeit eines Ereignistyps F ist r) 
Aussagen der Beobachtungssprache, falls F ein Beobachtungs-
prädikat ist. Allgemein ist jede mit logisch-mathematischen Be-
griffen und Beobachtungstermen gebildete Aussage eine Aussage 
der Beobachtungssprache, da wir immer annehmen können, daß 
der logisch-mathematische Apparat der betrachteten Sprachen 
hinreichend stark ist. Auch Aussagen über metrische Begriffe, 
über quantitative Größen sind daher Aussagen der Beobachtungs-
sprache, wenn nur die metrisierten Begriffe, die repräsentierenden 
Relationen, die Bedingungen, mit denen die Eindeutigkeit der 
Metrisierung sichergestellt wird, etc. durch Terme, bzw. Sätze 
der Beobachtungssprache ausgedrückt werden. Obwohl man also 
metrische Terme oft nicht als Beobachtungsterme ansehen wird, 
da sie mithilfe komplizierter Meßverfahren erklärt sind, können 
metrische Aussagen mit diesen Termen doch der Beobachtungs-
sprache angehören. 7 Die Frage, ob ein Satz A durch Beobachtun-
gen (direkt) entscheidbar ist, hat nichts mit der Frage zu tun, ob A 
Sat% einer Beobachtungssprache ist, sondern nur mit der Frage, ob A 
ein Beobachtungssat^ ist. 
Wenn eine Sprache S neben Beobachtungstermen auch noch 
andere deskriptive Terme enthält, wie z .B . die unten zu behan-
delnden theoretischen Terme, so bezeichnen wir die Teilsprache 
SB von S, deren wohlgeformte Ausdrücke sich nach den Bildungs-
regeln von S mit Beobachtungstermen als den einzigen deskripti-
ven Termen bilden lassen, als Beobachtungssprache von S. M .a .W. : 
SB enthält die Ausdrücke von S, deren sämtliche deskriptive 
Terme Beobachtungsterme sind. 
Die Ausdrücke „Beobachtungsterm" und „Beobachtungs-
sprache" sind ebenso und aus den gleichen Gründen wie der Term 
„Beobachtungssatz" auf einen gewissen Kontext wissenschaft-
licher Untersuchungen bezogen, sind also immer relativ zu einem 
solchen Kontext zu verstehen, selbst wenn dieser Kontext im 
7 Die Meinung, metrische Aussagen seien nicht Aussagen der Beob-
achtungssprache, vertrat Hempel in [52], S. 68ff.; er hat sie jedoch in 
[58], S. 200ff. modifiziert. 
folgenden nicht immer angegeben oder hervorgehoben wird. 
Diese drei Bezeichnungen sind also pragmatischer Natur: sie sagen, 
was wir in einem gewissen Zusammenhang als unproblematisch, 
definitiv entscheidbar und wohlinterpretiert ansehen wollen. 
Es gibt nun empirische Theorien, die in Sprachen formuliert 
sind, die keine Terme für direkt beobachtbare Dinge und Attri-
bute enthalten und aus denen keine Sätze über direkt beobacht-
bare Phänomene ableitbar sind, wie z. B. die klassische Elektrody-
namik oder die Quantenmechanik. Sie machen Aussagen über 
den Zusammenhang von Größen, von Feldstärken, Ladungs-
dichten etc., die direkten Beobachtungen nicht zugänglich sind, 
sondern nur auf komplizierten und durch andere Theorien ver-
mittelten Wegen gemessen werden können. Solche abstrakten 
Theorien setzen also die entsprechenden Meßtheorien für ihre 
Grundgrößen voraus; ohne sie lassen sie sich nicht auf beobacht-
bare Phänomene anwenden und nicht durch Experimente über-
prüfen. Es würde aber trotzdem nicht dem üblichen Sprachge-
brauch entsprechen und es wäre auch nicht sinnvoll, wenn man 
in solchen Fällen von Teiltheorien oder unvollständigen Theo-
rien sprechen wollte, die erst zusammen mit den Meßtheorien 
für ihre Grundgrößen vollständige empirische Theorien ergeben 
würden. Denn in die Meßtheorien gehen so viele Teile anderer 
physikalischer Theorien ein, daß man sonst einen einzigen großen 
Theorienbrei erhielte, der zudem von einer höchst komplexen, 
wissenschaftstheoretisch kaum mehr zu entwirrenden Struktur 
wäre, da bei der Definition der Größen Feldstärke, Entfernung, 
Masse etc. die Geltung der Gesamttheorie bereits vorausgesetzt 
wird, in der sie vorkommen. 8 
Hinzukommt, daß die Meßverfahren teilweise sogar auf Theo-
rien beruhen, die mit der fraglichen Theorie nicht verträglich 
sind, wie z .B. im Fall der Quantenmechanik, die mit klassisch 
gemessenen Größen arbeitet. 
8 Vgl. dazu auch Feigl [62], S. 37. 
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Es ist daher einfacher, wenn man, aufgrund einer liberaleren 
Terminologie, auch im Fall einer abstrakten Theorie die Grund-
größen zu „direkt beobachtbaren" Größen erklären und durch 
„Beobachtungsterme" beschreiben kann - als Ausdruck der 
Absicht, bei der Prüfung dieser Theorie die Definition und die 
Messung dieser Größen als vorgegeben und unproblematisch 
anzusehen. 
Andererseits ist es natürlich nicht völl ig willkürlich, was man 
als Beobachtungssatz und als Beobachtungsterm bezeichnet: 
Beobachtungssätze sind Sätze, von denen man im betreffenden 
Kontext mit guten Gründen annehmen kann, daß sie sich in einer 
gegenwärtig nicht problematischen Weise entscheiden lassen, für 
die sich die Geltungsfrage sinnvoller weise von den gegenwärtig 
thematisierten Geltungsfragen abtrennen läßt. Und Beobachtungs-
terme sind Terme, die im betreffenden Kontext mit gutem Grund 
als wohlinterpretiert gelten können, deren Bedeutung und Ver-
wendung gegenwärtig unproblematisch ist, und deren Interpre-
tation in sinnvoller Weise aus den gegenwärtig thematisierten 
Interpretationsfragen ausgeklammert werden kann. 
Mit der Verwendung der Ausdrücke „Beobachtungssatz", 
„Beobachtungsterm" etc. wird also weder behauptet, es gäbe ab-
solute Grenzen des direkt Beobachtbaren, noch, es gäbe eine ein-
heitliche und für alle naturwissenschaftlichen Zwecke brauchbare 
Beobachtungssprache.9 
Endlich soll damit auch nicht das Problem elixniniert werden, 
wie sich solche Beobachtungssätze begründen lassen - ein Re-
gress auf immer elementarere Beobachtungssätze ist offenbar 
nicht möglich - und wie solche Beobachtungsterme interpretiert 
werden - auch hier scheidet ein Regress auf immer einfachere 
Beobachtungsterme aus. 
9 Eine universale Beobachtungssprache wollte z.B. Carnap in [32] 
und [32a] mit der Dingsprache aufweisen. Bei ihm ist, vor allem in den 
früheren Schriften, auch noch ein absolutes Verständnis der Begriffe 
„Beobachtungssatz", „Beobachtungsterm" etc. deutlich, vgl. dazu z.B. 
[36], S. 454f.; demgegenüber [66], S. 225f. 
Diese beiden eng zusammenhängenden Fragen, die das sog. 
Basisproblem der Erfahrungserkenntnis bilden, wollen wir aber nicht 
im Rahmen dieses Buches behandeln. Sie werfen so viele und so 
weitreichende neue Probleme auf, daß sie in einem anderen Zu-
sammenhang diskutiert werden sollen. 1 0 Hier in der Wissen-
schaftstheorie reduzieren wir zunächst eine Reihe anderer Pro-
bleme auf diese Fragen und fragen z. B. „Wie lassen sich auf der 
Basis von Beobachtungssätzen generelle Hypothesen begründen 
oder überprüfen?" und „Wie lassen sich auf der Basis von 
Beobachtungstermen theoretische Terme interpretieren?" 
3.3 Theoretische Begriffe 
In vielen empirischen Theorien T kommen nun auch Terme 
vor, die nicht Beobachtungsterme der T zugrundeliegenden 
Sprache S sind und auch nicht durch Beobachtungsterme von S 
(explizit) definierbar sind. Solche Terme nennt man theoretische 
Terme von T . 1 
Da die Begriffe des Beobachtungsterms und der Beobachtungs-
sprache relativ sind, so gilt das auch für den Begriff des theoreti-
schen Terms: Terme, die bzgl. einer Theorie als theoretisch gel-
ten, können bzgl. einer anderen Theorie Beobachtungsterme sein. 
E in sehr einfaches und häufig vorkommendes Beispiel theore-
tischer Terme bilden die sogenannten Dispositionsprädikate. Dis-
positionsprädikate beschreiben nicht direkt beobachtbare Eigen-
schaften oder Beziehungen, sondern Veranlagungen, Fähigkeiten, 
Tendenzen, Gewohnheiten, Reaktions- und Verhaltensweisen. 
1 0 Vgl. Kutschera [73]. 
1 Die Terminologie ist in der Literatur nicht einheitlich. Manchmal 
werden auch logische und mathematische Terme als „theoretisch" an-
gesprochen, und für Carnap ist in [56] ein theoretisches Prädikat ein 
Prädikat, dessen Anwendungen nicht durch endlich viele Beobachtun-
gen verifiziert oder falsifiziert werden können. Wie Hempel in [65], 
S. 195ff. hervorhebt, können dann aber auch Terme der Beobachtungs-
sprache „theoretisch" sein; vgl. die Anmerkung 1 zu S. 250 unten. 
Sie besagen, daß ein Ding sich unter gewissen Bedingungen so 
und so verhält. Beispiele solcher Prädikate sind „zerbrechlich", 
„lösl ich", „magnetisch", „intell igent", „cholerisch" und „ela-
stisch". Welche Prädikate Dispositionsprädikate sind, läßt sich 
wiederum nicht in Allgemeinheit sagen. So kann man das Prädi-
kat „blau" , wie schon oben erwähnt wurde, einmal als Ausdruck 
einer direkt beobachtbaren Eigenschaft auffassen, also als Beob-
achtungsterm, in anderen Kontexten aber, in denen man ein Ding 
„blau" nennt, genau dann, wenn es unter physikalisch weißem 
Licht Strahlung im W rellenlängenbereich von 4,3 bis 4,8 x 10 _ 5 cm 
emittiert, ist es ein Dispositionsprädikat. 
Dispositionsprädikate lassen sich nun nicht durch Beobach-
tungsprädikate definieren.2 Der naheliegende Definitionsversuch 
für ein einstelliges Dispositionsprädikat D sieht so aus: 
1) D(x) = T(x)3R( x), 
d.h. x hat die Disposition D genau dann, wenn x eine Reaktion 
R zeigt, wenn man x einer Testbedingung T unterwirft.3 
So könnte man z .B . versuchen, den Begriff , wasserlöslich' 
durch die Bedingung zu definieren: „x ist wasserlöslich genau 
dann, wenn x sich auflöst, wenn man x in Wasser gibt". 
Diese Definition ist aber inadäquat, denn es gilt zwar 
2) D(x)=>(T(x)=>R(x)), aber die Umkehrung 
2 Vgl. zum folgenden auch Stegmüller [70], S. 213ff. 
3 Wir betrachten hier momentane Dispositionen, die sich in der Zeit 
ändern können. Will man permanente Dispositionen definieren, so hätte 
man an Stelle von (1) zu setzen: 
1') D(x)= /\t(T(x,t)=>R(x,t))-x hat die Disposition D genau dann, 
wenn x immer die Reaktion R zeigt, wenn x dem Test T unterworfen 
wird. - Man spricht auch oft vom Vorliegen einer Disposition, wenn 
unter der Testbedingung die Reaktion nicht immer, sondern nur 
häufig oder wahrscheinlich auftritt; so nennen wir jemand „jähzornig", 
der auf Reizungen häufig oder in der Regel mit Wutausbrüchen reagiert, 
und sehen auch darin eine Disposition. Gelegentlich spricht man von 
Dispositionen sogar dann, wenn ein Zustand R häufig auftritt, ohne 
daß eine auslösende Bedingung T genannt würde; in diesem Sinn ist 
dann auch Raucher sein, d.h. häufig rauchen, eine Disposition. 
3) (T(x) R(x)) ^ D(x) gilt nicht. Denn sonst hätte jedes Ding, 
das nicht der Testbedingung T unterworfen wird, die Eigenschaft 
D . Im Beispiel wären also alle nicht ins Wasser gegebenen Dinge 
als wasserlöslich zu bezeichnen. 
Diese Inadäquatheit der Definition (1) liegt an der Wiedergabe 
des Ausdrucks „wenn-dann" durch die materiale Implikation, die 
so definiert ist, daß A B wahr ist, wenn A falsch ist. Würde man 
dagegen wasserlöslich definieren durch: 
4) x ist wasserlöslich genau dann, wenn gilt: Wenn man x in 
Wasser geben würde, dann würde sich x auflösen, -v • 
so wäre diese Definition korrekt. Das hilft aber nicht weiter, da 
man das umgangssprachliche „wenn-dann", das hier im Definiens 
in Verbindung mit dem Konjunktiv verwendet wird, nicht mit 
rein logischen Mitteln definieren kann, so daß das Definiens kein 
Satz der Beobachtungssprache SB ist.4 
Auch andere Definitionsversuche haben nicht zum Ziel ge-
führt, wie z .B . der folgende Versuch zeigt, der zuerst von 
E . Kaila vorgeschlagen wurde: 5 
5) D(x): = T(x) A R(x) v Vf(f(x) A A y(f(y) = (T(y) =» R(y))) 
AVy(f(y)AT(y))). 
Dieser Definition liegt die Idee zugrunde, allen jenen Dingen 
das Dispositionsprädikat D zuzusprechen, die entweder den 
Testbedingungen unterworfen wurden und dabei die richtige 
Reaktion zeigten, oder die mit den Dingen ,die so geprüft wurden, 
eine Eigenschaft f gemeinsam haben, die einigen erfolgreich 
getesteten Dingen zukommt, aber keinen ohne Erfolg getesteten. 
Steht nun aber D für „wasserlöslich", T für „wird in Wasser 
gegeben" und R für „löst sich auf", so erhalten wir wieder das 
Ergebnis, daß jedes nicht in Wasser gegebene Ding als wasser-
löslich anzusprechen wäre. Denn ist F(x) das Prädikat „x ist ein 
4 Vgl. dazu den Abschnitt 4.3. 
5 Vgl. Kaila [39], S. 239. - Der gleiche Vorschlag wurde später auch 
von Th. Storer in [51] gemacht. Die folgende Kritik dieses Definitions-
versuches stammt von Carnap (briefliche Mitteilung) und G. Berg-
mann in [66]. Vgl. dazu auch Pap [55], S. 141. 
Stück Zucker oder x ist ein nicht ins Wasser gegebener Gegen-
stand", so erfüllt dies Prädikat die beiden Bedingungen für f 
in (5).6 
Das Scheitern dieser und ähnlicher Definitions versuche für^ 
Dispositionsprädikate macht es sher wahrscheinlich, daß eine, 
Definition von Dispositionsprädikaten durch Beobachtungs- i 
prädikate nicht möglich ist. 
R. Carnap hat in [36] in der Erkenntnis, daß man keine expli-
ziten Definitionen für Dispositionsprädikate angeben kann, soge-
nannte Reduktionssätze zur Interpretation von Dispositionsprädi-
katen eingeführt. 7 E in Reduktionssatz ist nichts anderes als eine 
bedingte Definition für das Dispositionsprädikat, durch die es^nur 
für solche Dinge definiert wird, die der Testbedingung unterwor-
fen werden. Man ersetzt also (1) durch 
6) T(x)3 (D(x) = R(x)).8 
0 Viele Dispositionen wie „wasserlöslich", „elastisch", werden in 
erster Linie Materialien zugeschrieben, nicht einzelnen Objekten. Eine 
Definition D(f) : = Ax(f(x) A T(X) ^R (X ) ) anstelle von (1) vermeidet 
die Schwierigkeit, daß man alle Objekte, die nicht ins Wasser gegeben 
werden, als löslich ansprechen muß: Ein Material f ist zwar nun wasser-
löslich, falls kein Objekt aus diesem Material je ins Wasser gegeben 
wird - aber das ist sicher viel weniger problematisch. Zudem kann man 
das Problem der merkwürdigen Prädikate in (5) nun auf den Anwen-
dungsbereich von D abschieben. Alle Dispositionen kann man aber 
nicht so auffassen; „magnetisch" oder „intelligent" sind Dispositionen 
bestimmter Objekte, bzw. Menschen. 
7 Vgl. Carnap [36], S. 440ff. 
8 Carnap betrachtet neben solchen „bilateralen" Reduktionssätzen 
auch Reduktionssätze allgemeinerer Art, wie z.B. 
T(x)^(D(x)^R(x)) oder T(x) 3 (R(x) ^D(x)). - Für permanente Dis-
positionen wäre (6) zu ersetzen durch die Bedingungen 
6'a) D(x)3 At(T(x,t)=>R(x,t)) und 
6'b) Vt(T(x,t) A R(x,t)) A At(T(x,t)oR(x,t))3D(x). 
Die Formulierung At(T(x,t)=>(D(x) = R(x,t))) wäre nicht korrekt, 
denn aus ihr folgt statt (6'b) der Satz Vt(T(x,t) A R(x,t)) =>D(x), d.h. 
jedes Objekt x hätte die Eigenschaft D , das einmal unter der Testbe-
dingung T die Reaktion R zeigte, aber ein andermal vielleicht nicht. 
Durch (6) ist D(x) nur für solche Dinge x definiert, die der 
Testbedingung T unterworfen werden. Damit bleibt aber das 
Problem in der Definition von Dispositionsprädikaten ungelöst, 
das darin besteht, Bedingungen für die Anwendung von D auch 
für solche Dinge x anzugeben, die der Testbedingung nicht unter-
worfen werden. Wir können auch sagen: (6) stellt nur eine 
implizite Definition von D(x) dar; diese implizite Definition 
\ordnet aber dem Prädikat nicht für alle Anwendungsfäl le eine 
!bestimmte Bedeutung zu. 9 
Man kann auch den Definitionsbereich für D erweitern durch 
Angabe zusätzlicher Bedingungen wie T'(x) ^ (D(x) = R'(x)), 
T"(x) =3 (D(x) = R"( x)) usw., indem man also ein System von be-
dingten Definitionen angibt. Dieses Vorgehen zeigt aber deut-
lich, daß hier keine Definition von D im strengen Sinne vorliegt. 
Denn wir erhalten aus diesen Bedingungen nun z .B . den Satz 
T(x) A T'(x) ^ (Ä(x) = R'(x)), in dem die Konstante D nicht vor-
kommt. Dieser Satz ist aber ohne Reduktionssätze nicht beweis-
bar - wenn nicht T ( X ) A T ' ( X ) kontradiktorisch ist - so daß die 
Bedingung der Nicht kreativität von Definitionen verletzt ist. 1 0 
Ein Beispiel mehrfacher Reduktionssätze bilden etwa die 
Sätze „Wenn Eisenfeilspäne in die Nähe von x gebracht werden, 
so ist x magnetisch genau dann, wenn x diese Späne anzieht" und 
„Wenn x durch einen Kreisleiter geführt wird, so ist x magnetisch 
genau dann, wenn x in diesem Kreisleiter einen Strom erzeugt". 
Daraus folgt dann die Aussage „Wenn Eisenfeilspäne in die Nähe 
von x gebracht werden und x durch einen Kreisleiter geführt 
wird, so zieht x die Eisenfeilspäne genau dann an, wenn x im 
Kreisleiter einen Strom erzeugt".11 
9 Zur Definitionslehre, speziell zu den Begriffen der bedingten und 
der impliziten Definition vgl. z.B. Kutschera [67], 6.3. Auf implizite 
Definitionen kommen wir auch unten ausführlicher zurück. 
10 Vgl. dazu Hempel [58], S. 207. 
1 1 Carnap hat den Gedanken, Dispositionsprädikate und allgemein 
theoretische Terme durch Reduktionssätze einzuführen, in [56] auch 
aus folgendem Grund aufgegeben: Wenn man z.B. das Dispositions-
prädikat D durch den Satz T(x) =>(D(x) = R(x)) einführt, so ist man 
Wenn sich schon Reduktionssätze nicht als Definitionen im 
strengen Sinn auffassen lassen,12 so gilt das erst recht für eine 
andere Methode zur Bestimmung der Dispositionsprädikate, die 
darin besteht, daß man Naturgesetze angibt, die notwendige oder 
hinreichende Bedingungen für Dispositionsprädikate enthalten, 
wie z .B . „Al le Stücke Zucker sind wasserlöslich", „Salz ist 
wasserlösl ich", „Was wasserlöslich ist, löst sich auf, wenn man es 
ins Wasser gibt", usw. Hier ist ganz offensichtlich, daß die frag-
lichen Prädikate nur implizit definiert werden. 
Das Problem der Dispositionsprädikate besteht also darin, daß 
sie nicht für alle Anwendungsfäl le explizit durch Beobachtungs-
terme delinierbar sind, daß sie aber so gebraucht werden, als 
wären sie für alle Anwendungsfäl le erklärt. Wir schreiben nicht 
nur den Gegenständen für den Zeitpunkt t eine Disposition D 
zu, die in t der Testbedingung T unterworfen werden und dabei 
gezwungen, im Fall T(a) A — i R(a) a das Prädikat D abzusprechen. Der 
Naturwissenschaftler kann diese Folge aber immer damit umgehen, daß 
er das Vorliegen von Störungsfaktoren annimmt, und oft reagiert er 
tatsächlich so und hält die Behauptung D(a) auch gegenüber T(a) A 
—i R(a) aufrecht. Wenn man z.B. das Prädikat „magnetisch" dadurch 
charakterisiert, daß in einem Kreisleiter ein Strom fließt, falls man 
einen magnetischen Körper durch den Leiter hindurchführt, so muß 
man sagen, a sei nicht magnetisch, wenn im Kreisleiter L beim Hin-
durchführen von a kein Strom fließt. Es könnte jedoch sein, daß a 
magnetisch ist, daß aber an L eine Spannung angelegt ist, die die durch 
a induzierte Spannung kompensiert. 
Dieses Argument ist aber nicht stichhaltig, denn in der Physik 
werden nicht derart primitive Gesetze formuliert; es wird lediglich 
behauptet, daß die Bewegung von a durch L eine Spannung induziert; 
nur in Abwesenheit kompensierender Spannungen folgt daraus, daß 
auch ein Strom fließt. Reduktionssätze sind zu spezielle Formen der 
Einführung theoretischer Terme, das ist der entscheidende Einwand; 
wenn sie aber gelten, gelten sie mit der gleichen Ausschließlichkeit wie 
andere Gesetzesaussagen. Auch wenn man weitere Formen impliziter 
Definitionen theoretischer Terme zuläßt, so bewirkt das nicht eine 
Aufweichung der Behauptungen oder eine Immunisierung gegen 
Falsifikationen. 
1 2 Vgl. dazu auch Goodman [63], S. 556. 
die Reaktion R zeigen, sondern wir schreiben D auch Gegen-
ständen für Zeitpunkte t' zu, in denen sie nicht getestet werden, 
oder Gegenständen, die überhaupt nie getestet werden. Andern-
falls ließe sich D(x) immer im Sinne von T(x) A R(X) verwenden. 
Der Nutzen der Dispositionsprädikate liegt aber gerade darin, 
daß wir sie in einem wesentlich weiteren jSinn verwenden und mit 
ihnen solche generellen Gesetzesaussagen formulieren wie z. B. 
„Elektrische Leitfähigkeit und Temperaturleitfähigkeit eines 
Stoffes sind proportional" (Wiedemann-Franz'sches Gesetz) oder 
„Volum- und Gestaltelastizität sind von einander unabhängig" . 
Inwieweit ist diese allgemeinere Verwendung von Dispositions-
prädikaten aber gerechtfertigt? 
Dasselbe Problem ergibt sich auch für theoretische Terme all-
gemein. Es sei T eine Theorie über der Sprache S, die neben 
Beobachtungstermen auch andere deskriptive Grundterme oder 
Konstanten enthält, so daß die Beobachtungssprache SB von S 
nicht mit S zusammenfällt. A l l diese zusätzlichen Terme mögen in 
den Axiomen von T vorkommen. Dann heißen diese Terme nach 
unserer früheren Festlegung theoretische Terme von T, wenn sie 
sich nicht explizit durch Beobachtungsterme definieren lassen.13 
Diese Terme sind zunächst nicht gedeutet; für S liegt nur eine 
partielle Interpretation V vor, die genau für die Beobachtungs-
terme von S, und damit genau für die Sätze von SB und die mit 
ihnen logisch äquivalenten Sätze von S (in denen also die theore-
tischen Terme nicht wesentlich vorkommen) erklärt ist. Der Sinn 
der Beobachtungsterme ist uns also klar, aber über die theoreti-
1 3 Nicht alle durch Beobachtungsterme definierbaren Terme sind 
selbst Beobachtungsterme. Ist z.B. F(x,y,z) ein Beobachtungsterm, so 
ist G(z) := AxVyF(x,y,z) nicht notwendig auch wieder ein Beobach-
tungsterm von S, denn der Satz G(a) ist evtl. kein Beobachtungssatz, 
während alle molekularen Sätze mit Beobachtungstermen Beobach-
tungssätze sein sollten. Aber, und das macht den entscheidenden Unter-
schied gegenüber den theoretischen Termen aus, G(z) ist ein für alle 
Anwendungen erklärtes Prädikat. 
sehen Terme müssen erst noch semantische Festlegungen ge-
troffen werden. 
Dazu bieten sich nur die Postulate von T an. Die theo-
retischen Terme von T , so lautet also die einzige semantische 
Festlegung, sind so zu deuten, daß die Axiome von T bei 
dieser Deutung zu wahren Sätzen werden. Die gesuchte voll-
ständige Interpretation von S soll also T erfüllen. Danach sind 
die Axiome von T als Postulate einer impliziten Definition der 
theoretischen Terme aufzufassen.14 Derartige implizite Defini-
tionen legen in der Regel aber die Interpretation dieser Terme 
nicht eindeutig fest. 
Um das zu verdeutlichen, stellen wir einige semantische Über-
legungen an: 
Wir nehmen der Einfachheit halber wieder an, daß S eine ein-
sortige Sprache vom prädikatenlogischen Typ ist. Der partiellen 
Interpretation V der Beobachtungsterme15 liege der Objektbe-
reich y zugrunde. Dann ist jede vollständige Interpretation V 
über y, die mit V verträglich ist (in dem in 3.1 erklärten Sinn) 
und die alle Sätze von T erfüllt, eine mögliche Interpretation der 
theoretischen Terme von T . Wir wollen ein solches V eine 
T-^ulässige Erweiterung von V nennen, und wollen diejenigen Aus-
drücke, denen alle T-zulässigen Erweiterungen von V den glei-
chen Wert zuordnen, V-T'-determiniert nennen. Die V-T-deter-
minierten Sät^e nennen wir auch V-T-wabr, bzw. V-T-falsch. 
Es gelten nun die folgenden Sätze: 
T3.3-1: E in Term a, bzw. F von S ist bzgl. jeder partiellen Inter-
pretation V der Beobachtungsterme V-T-determiniert genau 
dann, wenn es eine Formel D[x], bzw. D[f] gibt, die keine theore-
1 4 Vgl. dazu auch das quantenmechanische Beispiel von Nagel in 
[61], S.293ff. 
1 5 Wenn wir hier und im folgenden von einer partiellen Interpretation 
der Beobachtungsterme von S reden, so ist immer eine partielle Interpreta-
tion von S gemeint, die für alle Beobachtungsterme, aber für keine 
anderen Terme erklärt ist. 
tischen Terme enthält, so daß gilt T - > Ax(x = a = D[x]), bzw. 
T -> Af( A x i . . . . x „ ( f ( X l . . . . xn) s F ( x i , . . ., xn)) s D [ f ] ) . 
Dabei soll das Zeichen wieder für die logische (seman-
tisch definierte) Folgebeziehung stehen.16 
1 6 In 73.3-1 ist a eine Gegenstandskonstante, x eine Gegenstands-
variable, F eine n-stellige Prädikatkonstante und f eine n-stellige 
Prädikat variable. Der Beweis dieses Satzes, bei dem wir den Gedanken 
von A . Tarski in [35] folgen, sei für den Fall einer theoretischen 
Konstante a kurz skizziert. Gibt es keine Formel D[x] mit 
T —> Ax(a = x = D[x]), so gilt insbesondere 
T —> Ax(a=x = Vzi . . . z n T*[x,Zi, . . ., zn]) nicht, wo T*[a , t i , . ., tn] 
die Konjunktion der Axiome von T sei (wir nehmen an, T sei endlich 
axiomatisierbar) und ti, . . ., tn die von a verschiedenen theoretischen 
Terme in T sind. Es gibt dann eine Interpretation V , die T erfüllt, aber 
nicht Ax(a = x = Vzi . . . z nT*[x,Zi, . . ., zn]). V sei die Beschränkung 
von V auf Beobachtungsterme, so daß also V eine T-zulässige Erwei-
terung von V ist. Es gibt dann ein V mit 
V ' = V und V ,(a = b = Vzi . . . Vz n T* [b,Zi, . . z n ] ) = f, wo b nicht in 
Ax(x = a sVz i . . . znT*[x,Zi, . . ., zn] vorkommt. Es gilt also entweder 
V'(a)=V(a) = V'(b) und V'(Vzi . . . z nT* [b,zi, . . ., zn])=f - dieser 
Fall kann aber nicht eintreten, denn es gilt V ' ^ - V und V(a)=V'(b), 
also nach dem Überführungstheorem (vgl. Kutschera und Breitkopf 
[71], 9.4) V (V 2 l . . . z n T* [b,Zi, . . ., zn]) = V(VZ! . . . Zn T*[a, 2 l , . . . , zn]); 
da V T erfüllt, gilt aber 
V(Vzi . . . znT*[a,Zi, . . ., zn]) = w - oder V'(a) = V(a) # V'(b) und 
V'(Vzi . . . z nT* [b,zi, . . ., zn]) = w. Dann gibt es ein V " mit 
V/f=====V/ und V"(T*[b,ti, . . ., tn]) = w, also gilt, wieder nach 
dem Uberführungstheorem, V ' ^ T ^ a ^ i , . . ., tn]) = w für V ' " = V " 
undV'"(a)=V"(b)(a kommt inT*[b,ti, . . ., tn] nicht vor). V " und V 
sind nun zwei T-zulässige Erweiterungen von V , für die gilt 
V"'(a)=V"(b)=V'(b):^V(a), so daß a nicht V-T-determiniert ist. 
Damit ist gezeigt: ist a V-T-determiniert, so gibt es eine Formel 
D[x], die nur Beobachtungsterme enthält, so daß gilt 
T -> Ax(a = x = D[x]). 
Gilt umgekehrt diese Folgebeziehung für ein solches D[x], so gilt 
für jedes V : Sind V und V " T-zulässige Erweiterungen von V, so gilt 
V'(a) = V"(a). Denn V und V " erfüllen dann mit T auch 
Ax(a_=x = D[x]). Wäre V ' ( a ) ^ Vv/(a), so gäbe es aber eine Interpreta-
tion V mit V ' ^ V und V'(a) ^  V'(b) und V'(D[b]) = w, wo b eine in T 
nicht vorkommende Konstante sei, so daß V den Satz Ax(a=x = D[x]) 
























