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Motivated by RIXS experiments on a wide range of complex heavy oxides, including rhenates,
osmates, and iridates, we discuss the theory of RIXS for site-localized t2g orbital systems with strong
spin-orbit coupling. For such systems, we present exact diagonalization results for the spectrum at
different electron fillings, showing that it accesses “single-particle” and “multi-particle” excitations.
This leads to a simple picture for the energies and intensities of the RIXS spectra in Mott insulators
such as double perovskites which feature highly localized electrons, and yields estimates of the
spin-orbit coupling and Hund’s coupling in correlated 5d oxides. We present new higher resolution
RIXS data at the Re-L3 edge in Ba2YReO6 which finds a previously unresolved peak splitting,
providing further confirmation of our theoretical predictions. Using ab initio electronic structure
calculations on Ba2MReO6 (with M=Re, Os, Ir) we show that while the atomic limit yields a
reasonable effective Hamiltonian description of the experimental observations, effects such as t2g-eg
interactions and hybridization with oxygen are important. Our ab initio estimate for the strength of
the intersite exchange coupling shows that, compared to the d3 systems, the exchange is one or two
orders of magnitude weaker in the d2 and d4 materials, which may partly explain the suppression
of long-range magnetic order in the latter compounds. As a way to interpolate between the site-
localized picture and our electronic structure band calculations, we discuss the spin-orbital levels
of the MO6 cluster. This suggests a possible role for intracluster excitons in Ba2YIrO6 which may
lead to a weak breakdown of the atomic Jeff = 0 picture and to small magnetic moments.
INTRODUCTION
In recent years, much attention has been paid to com-
plex oxides of heavy transition elements where electronic
correlations become comparable to the spin-orbit cou-
pling (SOC) λ. This provides a new route to realizing
exotic quantum ground states.[1] A large part of this ef-
fort has been focussed on the Ir4+ iridates with a 5d5
configuration, corresponding to a single hole in the t2g
orbitals. [2–8] At this filling, the physics is that of a half-
filled jeff = 1/2 band, with the total angular momentum
jeff arising from the coupling of the spin to the effective
orbital angular momentum `eff = 1 of the t2g triplet.
Interest in the spin-orbit coupled materials stems from
the possibility of realizing analogues of high-temperature
superconductivity upon electron doping, and exotic mag-
netic phases such as Kitaev spin liquids and topological
semimetals.[9–19] Currently, there is an effort to explore
other complex oxides, such as osmates and rhenates, as
well as iridates with different valence states, which may
lead to further exotic phenomena at different electron
fillings.[20–28] An important step in this programme is to
elucidate the ‘atomic’ interactions which govern the local
physics, which then feeds into understanding how such
local degrees of freedom interact and organize at longer
length scales. Here, we discuss this step in the context of
double perovskite materials using a theoretical analysis
of resonant inelastic X-ray scattering (RIXS), exact diag-
onalization studies of the single-site problem with SOC
at different electron fillings (d2, d3, d4), and complemen-
tary ab initio electronic structure calculations. a
RIXS has proven to be a particularly valuable tool to
explore spin and orbital excitations, and there has been
extensive experimental [29–36] and theoretical work [37–
51] in this area (see Ref. 52 for a review). In this paper,
we discuss the theory of RIXS for systems with highly
localized t2g electronic states at various fillings. Us-
ing exact diagonalization (ED) calculations of the RIXS
spectrum, we show that we can quantitatively extract
the spin-orbit and Hund’s couplings, and explain both
the energies and the spectral intensities observed in ex-
periments on rhenates, osmates, and iridates. We also
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2present new experimental high resolution RIXS results
on Ba2YReO6 at the Re L3 edge which finds a peak
splitting in the spectrum, in perfect agreement with our
theoretical predictions. This splitting was not resolved
in previous experiments at the Re L2 edge. This paper
thus extends and generalizes previous well-known work
on RIXS for 5d5 iridates,[43] and provides a useful com-
panion to a recent study of the RIXS operator in t2g
spin-orbital systems.[53]
Additionally, in order to complement this effective
Hamiltonian study, we have carried out ab initio elec-
tronic structure calculations for the cubic double per-
ovskites Ba2YReO6, Ba2YOsO6, and Ba2YIrO6. This
permits us to understand material-to-material variations
of these effective parameters across the 5d oxides, and to
show that t2g-eg interactions and hybridization with the
ligand ions (oxygen) play a key role when we attempt to
connect the parameters of the effective Hamiltonian with
a more microscopic theory. Furthermore, our ab initio
estimates for the strength of the magnetic exchange cou-
pling between moments in these materials shows that,
compared to the osmates, the exchange is one or two or-
ders of magnitude weaker in the rhenates and iridates.
This could explain the robust magnetic long range order
observed in the osmates, which should be contrasted with
weak ordering tendencies in the latter compounds.
Based on our ab initio calculations, hybridization of
the transition metal ion with the surrounding oxygen oc-
tahedral cage plays an important role in complex 5d ox-
ides. This leads us to examine the spin-orbital states on
theMO6 metal-oxygen octahedra, which could be useful
in future studies of the effect of extended interactions on
such clusters as a way to bridge the gap between ED and
DFT results on Ba2YIrO6.
RIXS FOR HIGHLY LOCALIZED STATES
The Kramers-Heisenberg expression [37–41, 52] for the
two-photon RIXS scattering cross section is given by
d2σ
dΩdEin
=
Eout
Ein
∑
f
∣∣∣∣∣∑
n
〈f |T †|n〉〈n|T |g〉
Eg − En + Ein + iΓn2
∣∣∣∣∣
2
× δ(Eg − Ef + Ein − Eout). (1)
Here, g, n, f refer to ground (initial) state, intermediate
state, and final state, respectively with corresponding en-
ergies Eg, En, Ef , and Γn is the inverse lifetime of the
intermediate state. Ein = h¯ωin and Eout = h¯ωout are
the incoming and outgoing photon energies, and the δ-
function enforces energy conservation. Within the dipole
approximation for the photon field, the transition is in-
duced by the dipole operator T ∼ ˆ·r, where ˆ denotes the
photon polarization, which we label as ˆin for the incom-
ing photon which excites from the ground state (which
enters in the 〈n|T |g〉 matrix element above), and ˆout for
the outgoing photon which de-excites into the final state
(which enters in the 〈f |T †|n〉 matrix element above). On
resonance, with Eout ≈ Ein (since the energy transfer
Ef − Eg  Ein, Eout), the cross section simplifies to
d2σ
dΩdEin
≈ 1
A
∑
f
∣∣∣∣∣∑
n
〈f |T †|n〉〈n|T |g〉
∣∣∣∣∣
2
× δ(Eg−Ef+Ein − Eout) (2)
where the prefactor A =
∣∣∣Eg − E¯n + Ein + i Γ¯n2 ∣∣∣2, with
E¯n, Γ¯n being the average energy and inverse lifetime of
the intermediate states. This approximation, which is
valid for short core-hole lifetime,[38, 39] allows us to ig-
nore intermediate state interactions between the core-
hole and other electrons. We show below that the re-
sulting spectra are in good agreement with experiments,
providing a phenomenological justification for this ap-
proximation.
RIXS excites an electron from a highly spin-orbit cou-
pled core level into the relevant d-orbitals; here, we focus
on excitation into the t2g states. This leads to an in-
termediate state with a core-hole and an added electron
in the t2g orbitals. These intermediate states decay on
the timescale of the core-hole lifetime ∼ 1/Γn, leaving
the original t2g electrons in a final excited spin-orbital
state. We can thus consider simplified transition matrix
elements [24]
〈n|T |g〉 = ˆαin〈n|p†βσd†αβσ|g〉 (3)
〈f |T †|n〉 = ˆµout〈f |dµνσ′pνσ′ |n〉. (4)
Here p†ασ creates a 2P core-hole in orbital α (α =
px, py, pz) with spin σ, while d
†
αβσ creates a d-electron
in the t2g orbital (dyz, dzx, dxy) with spin σ, and we have
restricted attention to parity-allowed nonzero dipole ma-
trix elements. Using this, we arrive at the following ex-
pression for the RIXS cross-section:
d2σ
dΩdEin
∝
∑
f
∣∣∣∣∣∑
n
ˆµoutˆ
α
in〈f |dµνσ′pνσ′ |n〉〈n|p†βσd†αβσ|g〉
∣∣∣∣∣
2
× δ(Eg−Ef+Ein − Eout). (5)
The core-level part of the process consists of excit-
ing a single core-hole from the core-vacuum and de-
exciting back into the vacuum, with intermediate states
for the core-hole being 2P1/2 (L2 edge) or 2P3/2 (L3
edge). Let us denote the corresponding P -matrix el-
ements as MJνσ′;βσ with J = 1/2, 3/2. This leads to
(d2σ/dΩdEin) ∝ IJ(ω), where
IJ(ω) ≡
∑
f
∣∣∣∣∣∑
n
ˆµoutˆ
α
inM
J
νσ′;βσ〈f |dµνσ′ |n〉〈n|d†αβσ|g〉
∣∣∣∣∣
2
× δ(Eg−Ef+h¯ω), (6)
32P3/2
jeff=3/2
jeff=1/2
(b)
(a)
(d)
(c)
FIG. 1. (Color online) Schematic picture of the L3 edge inelastic RIXS processes (for the 5d
3 osmates), with dashed (purple) lines
indicating photon-induced transitions and solid (green) lines indicating interaction-induced transitions. (a): Noninteracting
case, where the two-photon process consists of a core electron getting excited into the jeff = 1/2 manifold followed by a de-
excitation transition from jeff = 3/2 back into the core level. This would lead to a RIXS peak at 3λ/2. (b),(c),(d): Interacting
case, where the local Hund’s coupling leads to visible multi-particle excitations. Within perturbation theory, interactions can
scatter electrons into higher energy states as depicted by the solid (green) lines for the (b) initial, (c) intermediate, and (d)
final states. For JH < λ, this would lead to 2-particle peaks near 3λ but with suppressed intensity ∼ (JH/λ)2.
with h¯ω = Ein − Eout being the photon energy loss. We
continue to use the notation g, n, f , for ground, interme-
diate, and final states, but henceforth these will refer to
only the t2g states.
The matrix MJ for the core hole for the L2 and L3
edges is given by
MJ=1/2 =
1
3
(1− ~L · ~S) (7)
MJ=3/2 =
1
3
(2 + ~L · ~S) (8)
where L, S refer to the oxygen 2P hole orbital- and spin
angular momentum operators. Labelling the P -states as
(µσ) = (px ↑, py ↑, pz ↑, px ↓, py ↓, pz ↓), we can explicitly
write out
MJ=1/2 =
1
3

1 −i 0 0 0 −1
i 1 0 0 0 −i
0 0 1 1 i 0
0 0 1 1 i 0
0 0 −i −i 1 0
−1 i 0 0 0 1
 (9)
and MJ=3/2 = 1−MJ=1/2. The sum over all intermedi-
ate d-states in Eq. 6 can be done, which leads to
IJ(ω) ≡
∑
f
∣∣∣ˆµoutˆαinMJνσ′;βσ〈f |dµνσ′d†αβσ|g〉∣∣∣2
× δ(Eg−Ef+h¯ω). (10)
Below, we will discuss a physical picture for the excita-
tions, before turning to exact diagonalization results.
Note that everywhere below, we will work with the sin-
gle particle spin and orbital basis states for the t2g elec-
trons. However, when interactions are absent or weak
compared with SOC, we will refer to the jeff = 1/2, 3/2
eigenstates. Furthermore, the core hole state is treated
separately, ignoring its intermediate state interactions
which is justified in the short-lifetime limit.
PHYSICAL PICTURE OF EXCITATIONS
In the absence of electron-electron interactions, the
RIXS process is schematically illustrated in Fig. 1(a).
Here, we depict spin-orbit split t2g levels, having an ef-
fective (single-particle) angular momentum states, with
a low energy jeff = 3/2 quartet and a higher energy
jeff = 1/2 doublet. These are split by 3λ/2 where λ
is the spin-orbit coupling. We consider a filling corre-
sponding to a 5d3 configuration (e.g., osmates), and de-
pict the photon-induced transitions by dashed (purple)
lines. For the L3 edge, the incoming photon excites a
core electron from 2P3/2 into the higher energy jeff = 1/2
state, followed by a de-excitation from the lower energy
jeff = 3/2 manifold into the core-level. Such inelastic
processes would lead to only a single peak at h¯ω = 3λ/2.
Next, let us consider interactions between electrons in
the t2g manifold, given by
Hint =
U
2
: (
∑
`
n`)
2 : −5JH
2
∑
`<`′
n`n`′
−2JH
∑
`<`′
~S` · ~S`′ + JH
∑
` 6=`′
d†`↑d
†
`↓d`′↓d`′↑ (11)
with :: denoting normal ordering. Here the various terms
in the Kanamori interaction are: (i) the total “charg-
ing energy” to change the electron number at a site, (ii)
the difference term between interorbital and intraorbital
4charge repulsion, (iii) the Hund’s exchange between spins
in different orbitals, and (iv) singlet pair hopping between
orbitals. While the first term is governed by the “Hub-
bard U”, the latter three interactions are all set by the
Hund’s coupling. Since RIXS is a number conserving pro-
cess, and the intermediate state of the t2g orbitals plays
no role in the expression in Eq. 10, the charge repulsion
U plays no role in determining IJ(ω). The interactions
relevant to RIXS are therefore parameterized by a single
energy: the Hund’s coupling JH .
Such interaction effects will lead to multiple peaks in
the RIXS spectrum, deviating from the single-particle ex-
pectation. At the perturbative level, this stems from two
reasons. First, many-body effects will split the degenera-
cies associated with the single-particle states; this will
split the peak at 3λ/2 into multiple peaks separated by
the interaction energy scale JH . Second, interactions can
perturbatively excite electrons into higher energy single-
particle states. This is shown in Figs. 1(b-d), where inter-
actions excite electrons between jeff = 3/2 and jeff = 1/2
states as shown by the solid (green) line. This can hap-
pen in the ground, intermediate, or final states, and it
leads to transitions into final states with two electrons
excited across the spin-orbit gap. Such ‘multi-particle’
excitations will produce a second set of peaks around an
energy ∼ 3λ. For small JH/λ, these secondary peaks
will have an intensity ∼ (JH/λ)2. This is in addition to
any suppression of matrix elements arising from quantum
numbers (i.e., selection rules).
Below, we will use the expression in Eq. 10, and present
results from a (non-perturbative) numerical computation
using exact diagonalization for the g, n, f states of the t2g
orbitals. While we have presented preliminary results for
the case of the iridates in previous work, we focus here
on other fillings, which are also relevant to the osmates
and rhenates.
EXACT DIAGONALIZATION RESULTS
Mode energies
We have used the t2g orbital basis with SOC and
the Kanamori interaction, and numerically computed the
eigenstates and the RIXS intensity from Eq. 10 using ex-
act diagonalization. The projection to the t2g levels is
justified by the large crystal field splitting as seen in the
ab initio results (discussed below). We consider different
fillings d2, d3, d4, and compare the resulting energies in
the spectrum to the experimental results [54–57] for var-
ious 5d Mott insulating oxides: (i) Ba2YReO6 (d
2 rhen-
ate), (ii) Ca3LiOsO6 and Ba2YOsO6 (d
3 osmates), and
(iii) Sr2YIrO6, Sr2GdIrO6, and Ba2YIrO6 (d
4 iridates).
A best fit of the excitation energies to previously pub-
lished experimental spectra allows us to extract the SOC
strength λ and the Hund’s coupling JH . The results are
summarized in Table I, where we also show the excitation
energies from theory and experiments. The agreement is
good, showing that the projection to the t2g sector yields
an effective description of the RIXS data.
Material λ JH Peak 1 Peak 2 Peak 3 Peak 4
Ba2YReO6 Ex [0.40] [0.50] 0.83 1.85
(ref.55,this) Th 0.380 0.260 0.41 0.47 0.89 1.83
Ba2YOsO6 Ex 0.745 0.971 1.447 1.68
(ref.54) Th 0.335 0.275 0.75 0.91 1.46 1.71
Sr2YIrO6 Ex 0.39 0.66 1.30 ∼2
(ref.55) Th 0.425 0.250 0.41 0.64 1.31 2.06
Ba2YIrO6 Ex 0.35 0.60 1.18 -
(ref.56) Th 0.385 0.230 0.37 0.58 1.19 1.88
TABLE I. Table showing the optimal λ, JH (in eV) in dif-
ferent materials deduced from fitting the theoretical calcula-
tions to experimental RIXS excitation energies. We present
the comparison of the observed (from Refs. 54–56) RIXS peak
energies (in eV) (top, ‘Ex’, in italics) with the corresponding
theoretical values (bottom, ‘Th’) for the optimal parameter
set computed here. For Ba2YReO6, peaks #1 and #2 (in
square brackets) were not previously resolved with L2 edge
RIXS, but are resolved here using the L3 edge (see text and
Fig. 3). For Sr2YIrO6, peak #4 is seen as a very weak ∼ 2eV
feature, and it is absent in the nominally cubic Ba2YIrO6.
Results for Ca3LiOsO6 (Ref. 54) and Sr2GdIrO6 (Ref. 55)
are nearly identical to Ba2YOsO6 and Sr2YIrO6 respectively.
Spectral intensities
RIXS experiments are typically carried out in the ‘hor-
izontal geometry’ where the in-photon polarization lies
in the scattering plane, with the scattering angle to be
2θ = 90◦, so that ˆin · ˆout = 0. Fig. 2 shows the spectrum
computed for this scattering geometry. Here, we average
over ˆout with ˆin · ˆout = 0. The precise incident po-
larization direction does not matter since the results are
rotationally invariant (so single crystals and powder sam-
ples should yield the same result in this ‘atomic limit’).
We have chosen experimentally relevant values for the
resolution, with a full width at half maximum (FWHM)
of 100meV (rhenates, L2 edge), 150meV (osmates, L3
edge), and 40meV (iridates, L3 edge). In all cases, the
two lower energy peaks (energies <∼ 1eV), which, as dis-
cussed above, arise from single-particle excitations across
the spin-orbit gap have higher spectral weight, while the
higher energy peaks which are due to multiparticle ex-
citations have weaker intensity. This is in reasonable
agreement with experiments across all materials. The
iridates, which have a non-degenerate Jeff = 0 ground
state are most robust to interaction effects, and exhibit
negligible intensity for two-particle excitations.
5d2 Rhenate
λ =	0.380	eVJH	=	0.260	eV
I 1/2(ω)
	(eV-1 )
(a)
hω (eV)0.00
0.25
0.50
0.75
0.0 0.5 1.0 1.5 2.0 2.5
d3 Osmate
λ =	0.335	eVJH	=	0.275	eV
(b)
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FIG. 2. (Color online) Theoretically computed RIXS spectrum for (a) d2 rhenates (L2 edge), (b) d
3 osmates (L3 edge), and (c)
d4 iridates (L3 edge) broadened by instrumental resolution. We have used shown best fit values for λ (SOC) and JH (Hund’s
coupling). In (a), dashed arrows indicate two closely spaced peaks, which are not resolved in L2 edge RIXS; see Fig. 3 for new
L3 edge RIXS which detects this splitting. In all panels, solid arrows indicate ‘two-particle’ transitions due to Hund’s coupling.
L3 edge RIXS for rhenates
RIXS measurements at Re L3 edge (Ei=10.537 keV)
were carried out at the 27ID-B beam line at Advanced
Photon Source. The same polycrystalline sample of
Ba2YReO6 used in Ref. 51 was used. The beam
was monochromatized by Si(111) double-crystal and a
Si(119) channel-cut secondary crystal. A spherically
diced Si(119) analyser with 2m radius of curvature was
used to achieve an overall energy resolution of 60meV.
A horizontal scattering geometry with scattering angle
2θ = 90◦ was used to minimize elastic background. The
measurement was carried out at room temperature. This
measurement allows us to resolve the splitting between
two low energy peaks at h¯ω = 0.40eV and 0.50eV, which
was unresolved in previous RIXS measurements and ap-
peared as a single peak. This data provides further quan-
titative confirmation of our theoretical predictions, and
it is included in Table I. Note that the intensity of the
highest energy 1.8eV peak, seen clearly in the published
L2 edge data [55], vanishes in the L3 edge data; since the
peak positions themselves do not depend on which edge
is used in the RIXS, we have chosen to make the theory
plot in Fig. 2 for the L2 edge for which the 1.8eV peak
is also clearly visible.
Discussion
Our model Hamiltonian in the t2g spin-orbital sector
provides a good description of the RIXS data, with com-
parable strengths of the SOC λ and Hund’s coupling JH .
Thus, the site-localized limit provides a good starting
point to understand these double perovskites. However, a
strict projection of the physics to t2g orbitals completely
ignores the eg states. Furthermore, the d-orbitals of the
transition metal ions are expected to hybridize with the
neighboring oxygens. Such effects could be important in
relating the t2g model Hamiltonian parameters to a more
microscopic description.
For instance, Table I shows a small, but systematic,
difference between the RIXS peak energies in polycrys-
talline cubic Ba2YIrO6 from Ref. 56, and those reported
on single crystals of Sr2YIrO6 and Sr2GdIrO6 in Ref. 55.
This must be attributed to the different size of Ba ion
compared with Sr, which leads to slight differences in
bond lengths and angles of the IrO6 octahedra, suggest-
ing that Ir-O hybridization might lead to renormalization
of λ and JH . Table I also shows that the inferred SOC
λ for Os is smaller than both Re and Ir, while the corre-
sponding Hund’s coupling is slightly larger. Again, such
a non-monotonic trend across the 5d series reflects how
the two microscopic effects discussed above might renor-
malize the parameters of the effective Hamiltonian. Such
effects may be phenomenologically accounted for by go-
ing beyond the Kanamori Hamiltonian, for instance by
modifying the coupling strengths appearing in Eq. 11 as
done in Ref. 54 for the osmates. Below, we use electronic
structure calculations to provide an ab initio perspective.
FIG. 3. (Color online) RIXS intensity as a function of energy
transfer h¯ω in Ba2YReO6. The RIXS spectrum was obtained
near Re L3 edge with incident energy, Ei = 10.537keV. A
scattering geometry with 2θ=90◦ was used to minimize elastic
background. The two indicated peaks at h¯ω = 0.40eV and
0.50eV were unresolved in previous L2 edge measurements.
6AB INITIO ELECTRONIC STRUCTURE
CALCULATIONS
We carried out density functional theory (DFT) cal-
culations for the cubic double perovskites Ba2YReO6,
Ba2YOsO6, and Ba2YIrO6. From a structural viewpoint,
these cubic double perovskites can be regarded as con-
sisting of clusters of the metal atom M with the six
O ions comprising the (MO6)7− octahedral cage, sep-
arated by Ba and Y ions that maintain the charge bal-
ance. We used the generalized gradient approximation
(GGA) of Perdew, Burke and Ernzerhof (PBE) [58], with
the addition of an on-site Coulomb repulsion using the
PBE+U method (U= 4 eV) in the so-called fully local-
ized limit, and the general potential linearized augmented
planewave (LAPW) method [59] as implemented in the
WIEN2k code. [60] In this method U is a parameter
applied in order to mimic the effects of Coulomb correla-
tions [61]. This value is applied in the LAPW method to
the d-orbitals within an LAPW sphere. Typical values
for transition metal oxides range from 4 eV to 8 eV. In
the present case, where we deal with a multi-orbital 5d
material, low values are likely to be more physical. We
find that 3 eV is inadequate to give an insulating gap for
all the compounds studied, while experimental resistiv-
ity data suggests insulating character. We choose 4 eV
because this is adequate to give an insulating gap in all
compounds at least for an AFM state. Further details
of the DFT calculations are given in Appendix A. Note
that in our ab initio electronic structure calculations, we
rely on experimental lattice parameters to fix atomic po-
sitions because they are well established for these mate-
rials and are without doubt more accurate than can be
obtained from DFT.
For all three materials, we have studied 5d moments
arranged in a type-I antiferromagnetic (AFM-I) pattern
and a ferromagnetic (FM) pattern. The calculated DOS
for FM order in different compounds are given in the
Appendix. For FM order, the DOS peaks are generally
broader, leading to incomplete gapping for the Ir and
Re compounds. We also considered non-spin-polarized
solutions which, however, are not energetically favored
for any of the compounds studied even with U = 0 eV.
This argues against explanations for the lack of observed
magnetic ordering in the Ir and Re compounds that rely
on the absence of moments.
Crystal field splitting
Fig. 6 shows the metal d projection of the calculated
density of states (DOS) for all three compounds, includ-
ing the spin projections, in the AFM-I state. We see
that all compounds show a very large crystal field split-
ting, with t2g states, which are near the Fermi energy
(E = 0), being well separated from the eg-like states at
≈ ±5eV. These eg-like states correspond to strongly hy-
bridized bonding and anti-bonding combinations of 5d
eg states and O 2p states arising from a significant σ-
overlap. This large crystal-field splitting is consistent
with RIXS data.[54–56] Since the top of the t2g DOS is
separated from the bottom of the eg-like DOS by ≈ 2eV,
a model based on just the t2g orbitals, as we have dis-
cussed above, is appropriate to understand the RIXS
spectra for energy transfers h¯ω <∼ 2eV in all the com-
pounds. However, as we discuss next, a detailed exam-
ination of the spin and charge distribution within the
(MO6)7− cluster, and a study of different magnetic or-
dering patterns, reveals interesting physics beyond the
atomic limit.
Spin and orbital moments
For U = 4eV, we find that all three compounds are
insulating and show local moment behavior in the sense
that the spin and orbital moments on the metal site are
practically identical for the AFM and FM orders. A sum-
mary of the moments is given in Table II.
We start with a discussion of the spin-moment. As seen
from the values of Mspin, the total spin in the unit cell
in the FM pattern, SOC only weakly reduces the total
spin-moments from the nominal values of 2 µB/atom for
Re and Ir, and 3 µB for Os (based on electron count in an
isolated t2g shell). However, the moments as quantified
by the part residing in the metal sphere, mspin, are only
≈2/3 of the total moment, with the strongest reduction
(to ∼ 60%) for the Ir case. This deficit is because some
of the moment in the (MO6)7− cluster is on the O site.
(Within our DFT calculations for Ba2YIrO6, decreasing
U leads to moment reduction on the Ir site, which may
bring it in closer alignment with susceptibility measure-
ments. However, we find that this also leads to a metallic
DOS, in apparent contradiction with transport data. We
return to this issue later.)
 0
 2
 0
 2
 0
 2
 4
 6
-8 -6 -4 -2  0  2  4  6  8
N
( E
)
E (eV)
Ir
Os
Re
Maj.
 0
 2
 0
 2
 0
 2
 4
 6
-8 -6 -4 -2  0  2  4  6  8
N
( E
)
E (eV)
Ir
Os
Re
Min.
FIG. 4. (Color online) 5d projections of the electronic density
of states onto the Ir, Os, and Re LAPW spheres of majority
and minority spin character on a per ion basis. The Os values
are offset and the energy zero is at the highest occupied state.
It is also interesting to note that while the Re and
7TABLE II. Calculated spin and orbital moments m (in µB)
in the transition metal LAPW sphere for AFM and FM
arrangements (see text) from DFT calculations with U=4 eV.
Mspin is the total spin moment per formula unit including all
atoms for the FM case. ∆E = EFM − EAFM is the energy
difference (per formula unit) between FM and AFM states.
Material AFM FM ∆E
mspin morb mspin morb Mspin (meV)
Ba2YReO6 1.27 -0.59 1.30 -0.66 1.97 3.6
Ba2YOsO6 1.87 -0.12 1.89 -0.13 2.95 54.5
Ba2YIrO6 1.09 +0.40 1.09 +0.39 1.87 0.4
Os compounds have orbital moments in accord with the
ionic Hund’s rule (i.e., opposite to the spin moment),
this is not the case for the Ir compound. This is a conse-
quence of the strong crystal field splitting noted above,
between the t2g and eg orbitals. This reversal of the or-
bital moment for the Ir compound does not follow the
third Hund’s rule for a free ion, but does follow the
Hund’s rule if one considers the t2g orbital as an inde-
pendent shell (i.e. as an effective p level, which is now
more than half full for the Ir compound).
Finally, we turn to the issue of why DFT finds large in-
duced O moments in these compounds. The explanation
lies in an indirect exchange mechanism where the on-
site Hunds exchange coupling couples the t2g moments
to produce an exchange splitting of the eg 5d orbitals,
which occur both in the eg upper crystal field level and
at the bottom of the O 2p bands as seen from Fig. 6.
This leads to the spin dependent hybridization of the eg
orbitals, and therefore a magnetization of the nominally
O 2p derived bands.
We note that the LAPW method divides space into
non-overlapping spheres centered at the atoms and a re-
maining interstitial space. The O spheres in our calcu-
lation are necessarily small due to this non-overlapping
requirement, and therefore the moment in these spheres
underestimates the O contributions, but is expected to
be roughly proportional to them. The contribution from
the LAPW spheres of the six O around a given transition
metal atom are 0.20µB , 0.47µB , and 0.44µB , for the Re,
Os and Ir compounds, respectively. Note that the total
of the O and transition metal atoms is not the total mo-
ment due to the interstitial, and also that even with a
gap, the spin-orbit interaction reduces the total spin mo-
ments from nominal integer values that may be expected
from the band filling.
Magnetic ordering
Our DFT calculations yield magnetic ground states
in all three compounds, in that the AFM-I structure
gives lower energy than a non-magnetic case. This re-
sult is robust against changes in the parameter U , and
in particular also holds for U=0. However, we find that
the exchange interaction between (MO6)7− clusters, as
quantified by the AFM-FM energy difference, while al-
ways antiferromagnetic, is one to two orders of magnitude
smaller in the Re and Ir compounds as compared to the
Os compound. This may be important for explaining ex-
periments showing evidence for the presence of moments
in the Ir and Re compounds, but without the robust long
range order observed in the Os compound.
For Ba2YOsO6, the magnetic structure has been ex-
perimentally determined [62] to be type-I AFM order
below a Ne´el temperature TN = 69K. Indeed our re-
sults show that AFM-I order leads to a lower energy
than FM order. Based on the energy difference ∆E =
EFM − EAFM = 54.5meV per Os, we infer a high
Curie-Weiss temperature ΘCW >∼ 600K, consistent with
experiments.[62]
For Ba2YReO6, we find a much smaller energy dif-
ference ∆E = 3.6meV, so that we expect magnetic
ordering tendencies are much weaker. Experimentally,
Ba2YReO6 is reported to show a glassy magnetic ground
state possibly without long range order and without evi-
dence in thermodynamics or susceptibility for a fluctuat-
ing state.[63–65] We suppose that an AFM-I state may
be the true ground state if a perfectly chemically ordered
sample could be made, with the observed glassy state re-
sulting from low levels of disorder. Oxygen vacancies, if
present in large quantities, might also provide a source
of disorder affecting ordering.
The results on Ba2YIrO6 are still controversial,[56, 57,
66–70] with experimental reports of magnetism being at-
tributed to impurities or to weakly fluctuating ∼ 0.4µB
moments whose origin is unclear. Previous electronic
structure calculations and model studies[26, 28, 66, 68,
71] reach somewhat contradictory conclusions based on
whether one starts from a band picture or an atomic
picture. From our calculations with U = 4eV, we find
a significant moment ∼ 1.5µB on the (IrO6)7− cluster,
but with ∆E = 0.4meV which would imply a negligibly
small exchange coupling between moments on neighbor-
ing clusters. The value of the energy difference is sensi-
tive to the parameter U , but we verified that it remains
much smaller than in the Os compound for different val-
ues. At some values of U (e.g. U = 3eV) the ferromag-
netic order can even have lower energy than the AF-I
order. Assuming that the experimentally measured mo-
ments in Ba2YIrO6 are indeed intrinsic, our calculations
could help to understand why these moments may not
order down to very low temperatures.
We note that the very small energy difference between
ferromagnetic and antiferromagnetic orderings means
that the inter-site exchange couplings are small, which
is the reason for inferring weak magnetic interactions.
As noted previously [72, 73], in 4d and 5d double per-
ovskites, oxygen takes a substantial spin polarization
leading to effective MO6 octahedral magnetic clusters.
8These interact through the O atoms so that the con-
tact and distances between O in different octahedra is
important for the exchange. This suggests a sensitiv-
ity to structure. It will be of interest to experimen-
tally explore strain and pressure effects on magnetic order
in these compounds especially to better understand the
non-ordered states of the Re and Ir compounds; this is a
topic for future investigation.
DISCUSSION
Our ED results show that the RIXS excitations in
all the 5d double perovskites are well described by the
atomic limit picture. In this limit, the d2 rhenates and
d3 osmates should support local moments, which is con-
sistent with our complementary electronic structure cal-
culations. In addition, our ab initio estimates for the
exchange interaction strength is consistent with exper-
iments which find robust magnetic order in Ba2YOsO6
as opposed to Ba2YReO6. However, the ED and DFT
calculations are in disagreement for the ground state of
Ba2YIrO6. While the atomic limit ground state in ED
is a Jeff = 0 singlet, our DFT results indicate that the
d4 iridates should show a significant local moment in the
insulating phase.
Within our DFT calculations on Ba2YIrO6, we find
that decreasing U leads to a smaller moment on the
Ir site. This could partially bridge the gap with ED,
and may bring the moment in closer alignment to that
inferred from susceptibility measurements,[66, 67] How-
ever, the resulting state then becomes metallic which
seems to be at odds with the apparently insulating
resistivity,[68] unless we ascribe this to disorder induced
localization. Assuming that the insulating transport is
intrinsic and due to interactions, we are led to con-
clude that quantum spin-orbital fluctuations and dynam-
ical self-energy effects beyond DFT must be crucial in
Ba2YIrO6. Including these may lead to one of two out-
comes. (i) This could stabilize a Mott insulator with
small moments which are weakly coupled, which could
explain both the susceptibility and transport data, show-
ing that going beyond the simple atomic limit is impor-
tant. (ii) Alternatively, it might stabilize the Jeff = 0
state as in our ED study; the measured magnetism must
then be attributed to defects.[68, 70]
At the same time, in order to understand potentially
how the atomic limit picture might weakly break down
in Ba2YIrO6, it is useful to study an isolated IrO6 oc-
tahedral cluster which allows for some degree of electron
delocalization in the Mott insulating phase. Within a
perfect octahedral cage, the eg orbitals of Ir will each hy-
bridize with one appropriate symmetry combination of
the pσ oxygen orbitals. Similarly, each t2g orbital can
hybridize with only one symmetry combination of the
ppi orbitals. Figs. 5(a),(b) present an illustrative level
Ir eg [4]
Ir t2g	[6]
O	pσ [12]
O	pπ [24]
Ir-O	eg-pσ [4]
Ir-O	t2g-pπ [6]
O	pσ [8]
O	pπ [18]
O-Ir pπ-t2g	[6]
O-Ir pσ-eg [4]
Non-Bonded
O-states
tσ
tπ
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Ir-O	(jeff=1/2)
O-Ir (jeff=1/2)
O-Ir (jeff=3/2)
Non-Bonded
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O-Ir pσ-eg
O	pσ
O	pπ
Ir-O	(jeff=3/2)
(c) Ir-O	eg-pσ
FIG. 5. (Color online) Schematic single-particle level diagram
for Ir and O orbitals in the IrO6 cluster of Ba2YIrO6, with
filled, partially filled, and empty boxes indicating electron fill-
ing. (a) Ir and O orbitals showing small crystal field splitting
in the absence of hybridization; dashed black lines show inter-
site hybridization via hopping matrix elements tσ, tpi. Num-
bers indicate degeneracies of the orbitals including spin. (b)
Hybridization leads to a large splitting of the σ-hybridized or-
bitals, and to a smaller splitting of the pi-hybridized orbitals,
together with a set of unbonded O orbitals. The notation
Ir-O or O-Ir indicates respectively that the Ir or O states
are the dominant contribution to the hybridized wavefunc-
tion. (c) SOC (thin blue lines) on Ir leads to a splitting of
the hybridized Ir-O and O-Ir t2g states. Nominally filled and
unfilled levels are indicated by filled and empty boxes in this
final schematic, which would lead to a Jeff = 0 insulator. Ar-
rows shows possible impact of interactions which might cause
a partial occupancy of the jeff = 1/2 hybridized Ir-O level;
such “intracluster excitons” may lead to a Mott insulator with
weak magnetic moments.
scheme where we have shown how the σ-hybridization
leads to Ir-O eg levels which are strongly split, while the
smaller pi-hybridization of the t2g states with a subset of
O ppi, leaving a residual set of non-bonded O levels. For
hybridized states, we have used the notation Ir-O and
O-Ir to respectively depict states which are dominantly
Ir versus dominantly O. Here, the numbers indicate the
level degeneracy (including spin). Incorporating SOC, as
shown in Fig. 5(c), leads to hybridized jeff = 1/2, 3/2
states. Based on this final level scheme, all states upto
and including Ir-O jeff = 3/2 are filled, while the Ir-O
jeff = 1/2 and antibonding Ir-O eg states are unfilled,
leading to a Jeff = 0 ground state. This level scheme
is consistent with the ‘atomic’ limit, with the effective
SOC, as determined from the separation between the Ir-
O jeff = 3/2 and 1/2 states, being set by the atomic SOC
and the degree of Ir-O hybridization.
If Ba2YIrO6 is a Slater insulator with AFM order,
electron itinerancy is expected to lead to a mixing of
the jeff = 1/2, 3/2 levels in forming bands. However,
as discussed earlier, it is unclear if this picture holds,
since the charge gap >∼ 100meV inferred from transport
measurements is much larger than the tiny energy scale
(few Kelvin) for magnetism.[68] On the other hand, if
9Ba2YIrO6 is a Mott insulator, with the weak moments
found in experiments indeed being intrinsic, it is clear
that the tiny Ir-Ir superexchange, which is far smaller
than SOC, cannot destabilize the Jeff = 0 singlet and lead
to these moments. So the ‘exciton condensation’ mech-
anism for Jeff = 0 Mott insulators studied in Refs. 22
and 24 cannot be operative here. However, the origin of
the moments could arise from Ir-O interactions within an
IrO6 cluster. In this case, our level scheme suggests some
potential intrinsic mechanisms to explain the magnetic
moments reported in the Mott insulator. For instance,
electron interactions might lead to a partial depletion of
the non-bonded O levels just below the Fermi level and
partial occupation of the jeff = 1/2 Ir-O level. This is one
way in which going beyond the atomic limit in the ED cal-
culations might lead to a breakdown of the strict Jeff = 0
picture for the Mott insulator, resulting in the formation
of weak moments. This state may be schematically rep-
resented as |Ir5+〉|Onb no−hole〉 + |Ir4+〉|Onb 1−hole〉,
where ‘Onb’ denotes non-bonded oxygen orbitals. Al-
ternatively, interactions which generalize the rotation-
ally invariant Kanamori form may lead to mixing of the
form |Jeff = 0〉 + |Jeff = 1〉 on the Ir site since the
Ir-O wavefunctions are not strictly ionic but represent
states hybridized with oxygen. In analogy with previous
work,[22, 24] we may term such states as ‘intracluster ex-
citons’. Such excitons would be dispersionless, with ex-
tremely weak coupling between clusters leading to pos-
sible weak long-range magnetic order. Further studies
of such a cluster Hamiltonian would be valuable in ex-
ploring this scenario, since it is unclear if these intrinsic
explanations for the observed moments can also simulta-
neously be as successful at describing the RIXS data as
our present model.
SUMMARY
We have shown that the theory of RIXS yields mode
energies and spectral intensities for 5d complex oxides at
different fillings which are in good agreement with ex-
periments, leading to estimates of SOC and Hund’s cou-
pling. Our work provides a natural interpretation of the
low energy peaks as single-particle excitations across the
spin-orbit gap, which are split by Hund’s interaction, and
the higher energy peaks as emerging from two-particle
excitations across the spin-orbit gap which also leads to
a lower intensity. We note that recent work on 4d and
5d oxides suggests that t2g-eg interactions might become
important for certain parameter regimes,[27] thus going
beyond the approximation of projecting to the t2g or-
bitals. Our ab initio calculations show that the eg states
might also enter the picture differently, via strong hy-
bridization with ligand oxygens. Our electronic struc-
ture calculations allow us to extract the exchange inter-
actions, from which we deduce that Ba2YOsO6 should
show robust AFM ordering, but that Ba2YReO6 and
Ba2YIrO6 have very weak exchange interactions which
would strongly suppress magnetic ordering. Finally, our
electronic structure and atomic ED calculations lead us
to a model for theMO6 cluster which may suggest a dis-
tinct mechanism for generating intrinsic weak magnetic
moments in Ba2YIrO6.
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Details of electronic structure calculations
The DFT calculations were carried out with the gener-
alized gradient approximation (GGA) of Perdew, Burke
and Ernzerhof (PBE) [58] and the general potential lin-
earized augmented planewave (LAPW) method [59] as
implemented in the WIEN2k code. [60] The LAPW
sphere radii were 2.1 bohr for Ir, Os, Re and Y, 2.5 bohr
for Ba and 1.55 bohr for O. We used the standard LAPW
basis set plus local orbitals for the semicore states. With
the PBE GGA, including magnetism, we obtain a semi-
conducting gap for Ba2YOsO6, reflecting the exchange
split t2g crystal field level of this d
3 system, but we do
not obtain a gap in either Ba2YReO6 or Ba2YIrO6, even
with magnetic order and spin orbit coupling. Experimen-
tal data (e.g. specific heat) imply that Ba2YReO6 is non-
metallic. Experimental data is less clear for Ba2YIrO6
but it is presumed to be non-metallic based on transport
data. Accordingly, we show electronic structures with the
PBE+U method, with the choice U=4 eV. This is suffi-
cient to open a gap in both Ba2YReO6 and Ba2YIrO6.
We find that with U=3 eV, a gap is opened in Ba2YReO6
but not Ba2YIrO6, with the assumed magnetic ordering
pattern. For U=4 eV, and the assumed antiferromag-
netic order we obtain gaps of 0.31 eV, 1.21 eV and 0.12
eV, for the Re, Os and Ir compounds, respectively. We
note that the selected value of U is higher than that used
by Bhowal et al. [71] in a prior study of Iridates, where
U = 2 eV was employed. In our calculations we find that
neither Ba2YIrO6 nor Ba2YReO6 is insulating for U =
2 eV. From an experimental point of view it is not fully
established whether Ba2YIrO6 is a true insulator, but
resistivity data points to such a state.
For the structure we used the experimentally de-
termined lattice parameters, a=8.3395 A˚, [64] for
Ba2YReO6 and a=8.34383 A˚, for Ba2YOsO6, [54] and
a=8.3387 A˚, for Ba2YIrO6. [74] We relaxed the free in-
ternal parameter associated with the O position using
the PBE GGA. Since bonding and moment formation
are inter-related, we allowed the formation of ferromag-
net moments in these relaxations, i.e. the FM order.
The resulting structures have Ba at (0.25,0.25,0.25) and
(0.75,0.75,0.75), Y at (0,0.0), Re/Os at (0.5,0.5,0.5) and
O at (0,0,zO) and equivalent positions, with zO=0.2642,
0.2639 and 0.2636 for the Re, Os and Ir compounds, re-
spectively. We used this structure for calculating elec-
tronic and magnetic properties as discussed below. All
calculations included spin-orbit coupling, except for the
structure relaxation.
The majority and minority DOS for the optimal AFM
state have been presented in the main text. Below, we
plot the corresponding DOS for the FM state.
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FIG. 6. (Color online) 5d projections of the electronic density
of states onto the Ir, Os, and Re LAPW spheres of majority
and minority spin character on a per ion basis for the FM
state. The Os values are offset and the energy zero is at the
highest occupied state.
