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Abstract
We make a case for developing statistical error models of nanoscale circuits,
employing these for designing robust systems, and engineering error-statistics
to enhance the performance of various robust design techniques. A simple
additive error model is presented for arithmetic computations. The proposed
error model is shown to be a strong function of the architecture, and a weak
function of the input statistics, thus enabling a one-time off-line characteriza-
tion similar to delay and power characterization done presently. In addition,
we propose architectural diversity and scheduling diversity to engineer the
occurrence of independent errors as required by robust system design tech-
niques such as soft N -modular redundancy (NMR). Finally, we employ error
statistics to develop soft dual-MR (DMR) and triple-MR (TMR) techniques
for the adder operation and the filter design. All quantitative results are
demonstrated in a commercial 45 nm CMOS process.
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Chapter 1
Introduction
Present-day worst-case design methodology leads to high power consumption
due to increased variations in process, temperature, and voltage (PVT) [1].
These variations result in a wide distribution of error-free operating fre-
quencies so that a nominal case design results in a loss of yield. In nano
CMOS technology, emerging reliability challenges, such as bias-temperature
instability, dielectric breakdown, early-life failure, and soft errors, also make
designs unreliable [2]. Recently, error-resiliency has emerged as an attrac-
tive approach for designing nanoscale systems [3], [4], [5], [6]. Error-resilient
designs are implemented at nominal PVT corner to save power, and the re-
sulting errors are corrected via architectural or algorithmic techniques. The
performance of error-resilient designs depends on the error statistics of the
underlying hardware. Therefore, addressing the characterization of error
statistics is very crucial.
1.1 Error Statistics and Error-Resilient
Design
The performance of any error-resilient design depends on the error statis-
tics of the underlying hardware. However, error statistics are typically not
accounted for in the design. For example, the robustness of N -modular re-
dundancy (NMR) [7], where the outputs of N identical processing elements
(PEs) are majority voted upon (see Fig. 1.1), depends on the component
probability of error (PE), and requires that the PE error events be indepen-
dent. In fact, the common-mode failure (CMF) event, which happens when
errors affect different modules in the same clock cycle, could make an NMR
system fail. Design diversity techniques [7], [8], [9] were widely proposed to
reduce the probability of common-mode failures (CMFs), i.e., correlated error
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Figure 1.1: Block diagram of NMR.
events. Nevertheless, traditional NMR stops short of incorporating specific
error statistics, i.e., error probability distribution. Unlike NMR, emerging
error-resiliency techniques such as soft-NMR [10] are beginning to exploit
error statistics explicitly to significantly improve robustness and energy ef-
ficiency over NMR. Such techniques exploit the likelihood of specific error
magnitudes in order to correct the PE outputs, thereby providing superior
robustness.
For the development of such advanced error-resilient systems, a suitable
error model, which can characterize error statistics, is essential. However,
error modeling is a complicated problem because errors, and in particular
timing-errors, are a non-linear function of a number of parameters, such as
input statistics, path-delay distribution in the architecture, the PVT corner,
and other physical effects. In this thesis, we make a case for developing simple
statistical error models in order to enable the design of next generation robust
systems.
Some emerging error-resilient systems require not only independent er-
ror events but also independent error magnitudes to enhance the system
robustness. However, even though many diversity techniques and diversity
metrics [11] have been proposed for the design of conventional NMR, no di-
versity technique exists that results in independent errors, as required by
these emerging error-resilient systems. Therefore, we propose new diversity
techniques and demonstrate how error characterization, error engineering,
and the use of error models lead to enhanced robustness.
2
1.2 Thesis Organization
This thesis is organized as follows: Chapter 1 gives the background and
introduction of this thesis. Chapter 2 presents the proposed additive error
model and gives two important results: error statistics are weakly dependent
on input statistics, but strongly dependent on the architecture. Chapter 3
presents architectural diversity and scheduling diversity techniques which can
make independent errors as required by novel error-resilient systems. Also,
two examples, demonstrating the use of engineering error statistics to design
error-resilient systems, are provided in the end of Chapter 3. Chapter 4
provides the conclusion of this work and future research directions.
3
Chapter 2
Error Modeling and
Characterization
2.1 Timing Errors
In this thesis, we focus on timing errors caused by PVT variations. Any
PVT variation delays the arrival time of data and results in registers latching
incorrect data. In Fig. 2.1(a), the output of the erroneous process elements,
B′, is latched by a register, whose output is y[n]. A timing error is said to
have occurred if y[n] 6= yo[n], where yo[n] is the correct output. A simple
example of timing error is presented in Fig. 2.2(a), where the output of the
inverter-chain, y′, is latched by a register. Figure 2.2(b) shows an error-free
output y[n]. However, in Fig. 2.2(c), the arrival time of y′ is delayed such
that incorrect data is latched, thereby demonstrating the occurrance of a
timing error.
(a)
(b)
Figure 2.1: A processing element exhibiting errors: (a) block diagram, and
(b) the proposed additive model.
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(a)
=
(b)
(c)
Figure 2.2: An example of timing error: (a) schematic diagram of an inverter
chain, (b) the error-free case, and (c) the case demonstrating a timing error.
2.2 Error Model
We develop a statistical error model to design next generation robust systems
which exploit error statistics to enhance robustness. Error modeling is a hard
problem because errors, and in particular timing errors, are a function of a
number of parameters such as the input statistics, path delay distribution
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in the architecture, the PVT corner, and other physical effects. Fortunately,
emerging applications such as recognition, mining and synthesis (RMS), me-
dia processing, immersive computing, and many others, have statistical sys-
tem performance metrics such as bit error-rate (BER), signal-to-noise ratio
(SNR), and peak SNR (PSNR) which expand the set of acceptable outputs.
Furthermore, many of the algorithmic kernels in such applications are based
on arithmetic computations and decision blocks.
In this thesis, we propose the additive error model where we view an
erroneous PE, B′, as a noisy communication channel (see Fig. 2.1(b)) whose
output y[n] is given by
y[n] = yo[n] + e[n] = f1(x[n], x[n− 1], ..., x[n− k + 1], A, Vdd, Vt, T, P ) (2.1)
where x[n] is the input, yo[n] is the error-free output, and e[n] is the error.
Equation (2.1) indicates that the output y[n] is a complex non-linear function
of the PE architecture (A), the input sequence (x[n], x[n−1], ..., x[n−k+1]),
the supply voltage (Vdd), the threshold voltage (Vt), the temperature (T ), and
other physical effects (P ).
We focus only on memoryless architectures and arithmetic computations
in order to simplify the analysis and because such architectures can imple-
ment a large class of applications. In a memoryless PE, yo[n] is a func-
tion of input x[n] only so that if a PE has no timing-violation caused by
PVT parameters, Vdd, Vt, T , or P , then y[n] is only a function of x[n], i.e.
y[n] = yo[n] = f0(x[n]). However, in the case of a timing-violation, the PE
critical-path delay, Tcrit, is longer than the clock period T . Hence, a previous
output y[n − 1] might be latched. Therefore, the current output y[n], or
alternatively the error e[n], is also a function of previous inputs in case of
timing-violations even though the PE is functionally memoryless. The length
of the input sequence k which affects the output behavior or error value is
determined by dTcrit/T e. Thus, y[n] in (2.1) can be expressed as
y[n] = yo[n]+e[n] = f0(x[n])+f2(x[n], x[n−1], ..., x[n−
⌈
Tcrit
T
⌉
+1], A, Vdd, Vt, T, P )
(2.2)
where e[n] = f2[n] embodies all the complex non-linear dependencies on the
parameters in the argument of f1 in (2.1). The dependence of e[n] on previous
inputs reflects the intrinsic memory effects in combinational circuits that are
6
(a)
(b)
Figure 2.3: A single-path circuit for proving proposed error models: simula-
tion waveform at (a) Vdd=1.1 V, and (b) Vdd=1.0 V.
operated slower than the critical path delay.
Consider a nine-stage inverter-chain (see Fig. 2.2(a)), where the output
y[n] is latched by a register. The error-free simulation waveforms are shown
in Fig. 2.3(a), where the clock period is 200 ps and the error-free operating
voltage is Vdd=1.1 V. The inverter-chain output y[n] in Fig. 2.3(a) is only
a function of x[n], i.e., y[n] = x[n]. However, if PVT variations increase
the delay of the inverter-chain beyond the clock period, intermittent timing
errors will appear. In Fig. 2.3(b), we lower Vdd to 1 V to emulate PVT
variations. In this case, the inverter-chain critical path delay Tcrit is 255 ps
including the set-up time and hold time of the register. The length of the
input sequence which affects the behavior of the output is k = d255/200e=2
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Table 2.1: Relation between output y[n] and input sequences at different
voltages.
Vdd(V) Tpath1(ps) Tpath2(ps) result
1.10 185 160 y[n] = x1[n] · x2[n]
1.05 210 180 y[n] = x1[n− 1] · x2[n]
1.00 240 205 y[n] = x1[n− 1] · x2[n− 1]
according to (2.1). In Fig. 2.3(b), we can see that the output y[n] is the logical
complement of the previous input, i.e., y[n] = x[n− 1]), which matches (2.1)
and (2.2).
To emulate a practical scenario, we provide a complex circuit where more
than one path exists from the inputs to the output. Such a circuit is shown in
Fig. 2.4(a), where there are two data-paths, path1 and path2, from input to
output. The timing requirements for these paths at different supply voltage
are described in Table 2.1. The clock period is 200 ps and the error-free Vdd
equals 1.1 V. The error-free output y[n] (see the top waveform in Fig. 2.4(b))
is x1[n] · x2[n]. As Vdd is lowered to 1.05 V, path2 remains error-free but
path1 fails, and y[n] (see the second waveform in Fig. 2.4(b)) is a function of
x1[n−1] and x2[n], or more specifically x1[n−1] ·x2[n]. Lowering Vdd further
to 1 V, y[n] (see the third waveform in Fig. 2.4(b)) becomes a function of
x1[n− 1] and x2[n− 1] (x1[n− 1] · x2[n− 1]) because both path1 and path2
fail. The expressions of y[n] and the simulation waveforms at different Vdd
support the proposed error models in (2.1) and (2.2).
However, utilizing function f2 in a deterministic manner is ineffective and
complex. Instead, by recognizing that most emerging applications employ
statistical performance metrics, such as mean-square error (MSE), SNR, and
peak SNR (PSNR), we propose to treat e as a random variable and charac-
terize its probability mass function (PMF) denoted by fe(k) = p(e[n] = k);
i.e., we are interested in:
fe = f3(fx, A, Vdd, Vt, T, P ) (2.3)
where fx represents the input distribution or statistics. In the remainder of
this chapter, we show that fe depends weakly on fx and strongly on A. Based
on these two observations, we could enable a one-time off-line characteriza-
tion, which is similar to delay and power characterization done presently.
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(a)
(b)
Figure 2.4: A multi-path circuit: (a) the schematic, and simulation wave-
forms at (b) Vdd=1.1 V, 1.05 V, and 1 V.
2.3 Simulation Set-Up
As mentioned earlier, we consider timing errors caused by PVT variations
only. In particular, we employ voltage overscaling (VOS) in order to generate
timing violations and thereby emulate PVT variations. In VOS, the supply
voltage is reduced below a critical supply voltage Vdd−crit, which is the lowest
voltage at which the system operates error-free, while keeping the frequency
of operation fixed. Thus, intermittent timing errors e[n] will appear at the
output. We define Vdd/Vdd−crit as the voltage overscaling factor, KV OS.
To speed up the simulations, we calibrate timing information of basic cells
and perform RTL-based simulations in order to obtain the error PMFs. A
commercial 45 nm CMOS process is employed. The details of obtaining the
9
Table 2.2: Error-free operating frequency employing circuit and RTL simu-
lations.
Architecture fcrit(GHz) fcrit,V erilog(GHz)
RCA 1.56 2
CBA 1.47 1.96
CSA 1.85 3.23
error PMF fe is as follows:
1. We employ circuit simulations using HSPICE in order to characterize
the delays vs. Vdd relationship of basic cells, such as a 1-bit adder,
AND-gate, OR-gate, inverter, and others.
2. At each supply voltage Vdd (KV OS), an RTL-level structural Verilog
model of the PE architecture is simulated at a fixed frequency, using
individual gate delays obtained from step 1, employing typical/training
data vectors. This step generates the erroneous PE output y[n] at
different values of KV OS.
3. Error PMFs fe() are obtained at different values of KV OS by comparing
the yo[n] and y[n] as shown in (2.1).
Furthermore, we verify the methodology described in 1., 2., and 3., by
comparing with the results of circuit-level simulations. Three 8-bit adders
with different architectures: ripple-carry adder (RCA), carry-bypass adder
(CBA), and carry-select adder (CSA), are selected. First, the error-free oper-
ating frequencies fcrit are listed in Table 2.2. One can see that the difference
between the circuit and RTL fcrit values can be large. The reason is that
we did not consider load capacitances and the delays due to the registers.
However, for utilizing error statistics, the accuracy and behavior of error
PMF are more important. Therefore, we employ 2000 Monte Carlo runs and
calculate the correlation coefficient between the error e[n] obtained via cir-
cuit and RTL simulations, as shown in Table 2.3. Figures 2.5, 2.6, and 2.7
also show the error PMFs of circuit and RTL simulations for different adders.
From these results, one can observe that the error magnitudes obtained from
SPICE and Verilog are highly correlated for Vdd > 0.7V (except for CBA)
and their error PMFs are very similar in most situations. As the voltage
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Table 2.3: Correlation coefficient between the error magnitudes of SPICE
and Verilog.
Vdd(V) KV OS RCA CBA CSA
1.0 0.91 0.63 0.68 0.13
0.9 0.82 0.63 0.67 0.65
0.8 0.73 0.81 0.39 0.66
0.7 0.64 0.27 0.29 0.38
(a) (b)
(c) (d)
Figure 2.5: Comparisons between SPICE and Verilog error PMFs for the 8-
bit RCA adder where Vdd−crit=1.1 V: (a) Vdd=1 V, (b) Vdd=0.9 V, (c) Vdd=0.8
V, (d) Vdd=0.7 V.
scales to 0.7 V, the proposed RTL-based methodology drifts far from circuit
simulations because the performance of the register is significantly degraded,
and this degradation is not considered in the proposed method. Based on
the above verifications, we know that the methodology employed to obtain
error PMFs produces results that match those from circuit simulations for
11
(a) (b)
(c) (d)
Figure 2.6: Comparisons between SPICE and Verilog error PMFs for the 8-
bit CBA adder where Vdd−crit=1.1 V: (a) Vdd=1 V, (b) Vdd=0.9 V, (c) Vdd=0.8
V, (d) Vdd=0.7 V.
Vdd > 0.7 V.
Next, we show that fe is weakly dependent on input statistics fx, but
strongly dependent on the PE architecture, A.
2.4 Error Characterization: Impact of Input
Statistics
2.4.1 Motivation example
We employ three different independent identically distributed (iid) inputs
with the following distributions: uniform (input1), low-variance Gaussian
(σ2 = 0.04, input2), and high-variance Gaussian (σ2 = 0.4, input3) as shown
12
(a) (b)
(c) (d)
Figure 2.7: Comparisons between SPICE and Verilog error PMFs for the 8-
bit CSA adder where Vdd−crit=1.1 V: (a) Vdd=1 V, (b) Vdd=0.9 V, (c) Vdd=0.8
V, (d) Vdd=0.7 V.
in Fig. 2.8(a). We obtain the error PMF for each input distribution due to
VOS employing the methodology described in Section 2.3. We consider a 16-
bit ripple-carry adder (RCA), an 8-bit Baugh-Wooley multiplier (BWM), and
a 16-tap direct form (DF) finite-impulse-response (FIR) filter as examples of
PEs. The details of the PEs are shown in Table 2.4. Figures 2.8(b), (c),
and (d) depict the error PMFs fe for the RCA, the BWM, and the FIR
filter, respectively. For each PE type, the error statistics for different input
distributions are very similar, which indicates that fe is a weak function of
the input distribution fx. It is always feasible to excite specific error patterns
using specific input sequences, thus violating this inference. However, such
patterns occur very rarely in emerging applications, such as communication
and media kernels. In the remainder of this section, we will quantify this
dependence and consider temporally correlated inputs as well.
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Table 2.4: Details of the processing elements used in this thesis.
Processing element Description
16-bit RCA input: 16-bit, output: 16-bit
16-bit CBA input: 16-bit, output: 16-bit
16-bit CSA input: 16-bit, output: 16-bit
8-bit BWM input: 8-bit, output: 16-bit
16-tap DF FIR filter input: 8-bit, output: 20-bit, coefficient: 8-bit,
multiplier: 8-bit BWM, adder: 20-bit RCA
16-tap TDF FIR filter input: 8-bit, output: 20-bit, coefficient: 8-bit,
MAC: 8-bit BWM with 20-bit RCA
8-tap folded FIR filter input: 8-bit, output: 18-bit, coefficient: 8-bit,
MAC: 8-bit BWM with 18-bit RCA
2.4.2 Quantitative metrics for statistical dependence
To quantify the statistical dependence between x[n] and e[n], we employ three
metrics: correlation coefficient, mutual information, and Kullback-Leibler dis-
tance [12]. These are defined as follows: Given two random variables X and
Y ,
1. Correlation Coefficient (ρ(X, Y )):
ρ(X, Y ) =
cov(X, Y )
σXσY
(2.4)
where cov(X, Y ) is the covariance between X and Y , and σX , σY rep-
resent the standard deviations of X and Y . Note: 0 ≤ ρ(X, Y ) ≤ 1,
and X and Y are uncorrelated when ρ(X, Y ) = 0.
2. Mutual Information (I(X;Y )):
I(X;Y ) =
∑
y∈Y
∑
x∈X
fX,Y (x, y) log
(
fX,Y (x, y)
fX(x)fY (y)
)
(2.5)
where fX,Y (x, y) is the joint PMF of X and Y , and fX(x) and fY (y) are
the marginal PMFs of X and Y , respectively. The mutual information
I(X;Y ) quantifies the information, in an information-theoretic sense,
shared between X and Y . Note: 0 ≤ I(X;Y ) ≤ By (By is the number
of bits in Y ), and X and Y are independent when I(X;Y ) = 0.
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(a)
(b)
(c)
(d)
Figure 2.8: Relation between input and error PMFs where Vdd−crit=1.1 V:
(a) input PMFs (normalized to within -1 and 1), (b) error PMFs for a 16-bit
RCA at KV OS=0.77, (c) error PMFs for a 8-bit BW multiplier at KV OS=0.82,
and (d) error PMFs for a 16-tap FIR filter at KV OS=0.86.
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3. Kullback-Leibler Distance (KL):
KL(fp, fq) =
∑
i
fp(i)log2[fp(i)/fq(i)] (2.6)
where fp and fq are the probability distribution functions of random
variables P and Q respectively. The KL distance is used to measure
the distance between two distributions so that KL(fp, fq) = 0 if and
only if fp = fq. We employ the KL distance to measure the degree of
independence between X and Y . X and Y are independent, i.e., their
joint distribution fx,y = fxfy, iff KL(fx,y, fxfy) = 0. The unit of KL
distance is bits.
2.4.3 Relation between inputs and errors in a 5-bit
adder
In this subsection, we study the relation between input and output using
a 5-bit RCA. The RCA (see Fig. 2.9) has two independent inputs at time
or clock-cycle n, denoted by x1[n] and x2[n], and one output y[n] subject
to VOS errors so that it can be presented according to the proposed error
model as y[n] = yo[n]+e[n]. We study the relation of output error not only to
current inputs but also to previous inputs due to the intrinsic memory effect
discussed in Section 2.2. For this purpose, we define Xn = (x1[n], x2[n]) as
the input vector in clock-cycle n.
In Table 2.5, we use KL distance to measure the dependence between
e and the following random variables: (1) a single input operand x1[n]
(KLX1,e), (2) input vector in the current clock cycle Xn (KLXn,e), and (3)
two consecutive input vectors (Xn, Xn−1) (KL(Xn,Xn−1),e). The output e con-
sists of 6 bit. Thus, if the KL distance is close to 6-bit, the dependence is
said to be strong; if KL distance is much smaller than 6-bit, the dependence
is weak. In addition, pe = 1− fe(0) is the component error probability, i.e.,
the probability that a PE is in error in a given clock cycle. From Table 2.5,
one can observe that the dependence between e and inputs is very weak at
low pe and becomes stronger as pe increases. Furthermore, when current in-
puts and past inputs are considered, the KL distance increases, indicating
higher dependence between e[n], Xn, and Xn−1 as predicted by the proposed
error model shown in (2.1).
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Figure 2.9: Schematic diagram of 5-bit RCA.
Table 2.5: KL distance between input statistics and e in an 5-bit RCA where
Vdd−crit = 1.1 V. Note: KLa,b = KL(fa,b, fafb).
KV OS pe(%) KLx1,e KLXn,e KL(Xn,Xn−1),e
1.00 0 0 0 0
0.92 3.4 0.003 0.17 0.27
0.83 14 0.041 0.536 0.91
0.71 63 0.163 0.97 3.5
The information about the presence or absence of error at the output
affects the degree of dependence between inputs and error. The weak de-
pendence between inputs and error at low pe is due to the fact that a large
number of input combinations are mapped to e = 0. On the other hand, if
the metrics in Table 2.5 are computed for only those inputs when e 6= 0, i.e.,
if we condition on an error event, then the input space automatically reduces,
and KL distance between inputs and error is expected to become larger in-
dicating greater dependence. We define a binary random variable E, which
indicates the occurrence of an error event, i.e., E = 0 if e 6= 0 and E = 1 if
e = 0. Table 2.6 shows that the KL distance between e|E and (Xn,Xn−1) is
very close to 6 bit and indeed there is strong dependence between inputs and
error conditioned on error event. However, recent error-resilient systems [10]
do not rely on error detection. Consequently, such error-resilient techniques
can assume that the error and input are weakly dependent at low pe. In the
following sections, it is assumed that information on error event is unknown.
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Table 2.6: KL distance between input statistics and e|E in an 5-bit RCA
where Vdd−crit = 1.1 V. Note: KLa,b = KL(fa,b, fafb).
KV OS pe(%) KLXn,e|E KL(Xn,Xn−1),e|E
1.00 0 0 0
0.92 3.4 0.68 5.2
0.83 14 0.56 5.7
0.71 63 0.32 5.8
2.4.4 Experimental results
To prove our hypothesis, we use basic arithmetic units, such as a 16-bit adder,
an 8-bit multiplier, and a 16-tap DF FIR filter, as examples. The details of
these PEs are shown in Table 2.4. The computational complexity required
to extract joint PMFs of random variables from test data in these complex
blocks is large due to the large number of bits in each variable. Therefore, we
employ binning to extract PMFs from test data to reduce complexity. A ran-
dom variable x consisting of By bits has 2
By possible outcomes. Employing
a binning factor of Bbin bits, each set of 2
Bbin consecutive values is mapped
to a single value, and the total number of possible outcomes is reduced to
2
By
Bbin .
To study the effect of binning on KL metric, Table 2.7 shows the KL
distance measure for two 10-bit dependent and independent random variables
x and y for various values of Bbin. If x and y are dependent, then binning
reduces KL by Bbin. However, if x and y are independent, the KL distance is
relatively unaffected (remains small), especially when Bbin is relatively small
compared to By. Taking into account the effect of binning on KL distance,
we bin error PMFs to reduce simulation complexity. Based on the results
of subsection 2.4.3, we know that hte input and error are weakly dependent
and even independent at low pe so the effect of binning on KL distance can
be ignored. In the following simulations, we choose By = 16 and Bbin = 4.
Tables 2.8, 2.9, and 2.10 quantify the dependence between x[n] and e[n]
for three different 16-bit adders: ripple-carry adder (RCA), carry-bypass
adder (CBA), and carry-select adder (CSA) at different supply voltages Vdd.
An adder has two independent 16-bit inputs, of which one is selected as
x[n] in order to compute the independence metrics. To distinguish the ef-
fect of correlated input sequences, we consider three different scenarios: (1)
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Table 2.7: Example of binning effect on 10-bit random variables x and y.
Note: KLx,y = KL(fx,y, fxfy).
Bbin 0 1 2 3 4 5 6 7 8
x and y are dependent
KLx,y 9 8 7 6.02 5.06 4.13 3.28 2.6 2.39
x and y are independent
KLx,y 0.83 0.19 0.05 0.04 0.06 0.14 0.30 0.65 1.47
ρxn,xn−1=0, (2) ρxn,xn−1=0.5, and (3) ρxn,xn−1=0.9.
Tables 2.8, 2.9, and 2.10 indicate that the values of ρx,e, I(x; e), and
KLx,e are very small when pe is below 20% for the three adder types. Thus,
we conclude that x[n] and e[n] are very weakly correlated and also weakly
dependent in the case of a low pe. This weak dependence remains for pe values
in the 60%− 80% range, and exists even if the input sequence is correlated.
We speculate that the reason for this phenomenon is that the input space
is large and addition (computation in general) is a many-to-one mapping
operation. For this reason, we see that e[n] is dependent on yo[n] more than
x[n], as seen from the values of ρyo,e, I(yo; e), and KLyo,e in Tables 2.8, 2.9,
and 2.10.
In the case of 8-bit Baugh-Wooley (BW) multiplier and 16-tap DF FIR
filter, the dependence between their inputs and errors is weak if they are
operated in a low pe region, as Table 2.11 shows. One can also observe that
for the case when the input sequences are correlated, the error probability
pe is smaller. Hence, the dependence between inputs and errors is weaker.
This is because the output sequences are more correlated due to the more
correlated input sequences. In this situation, some of the bits of the current
outputs have a larger probability of retaining their values, causing the overall
probability of error to be reduced. In fact, this observation fits in nicely with
the proposed error model shown in (2.1).
2.4.5 Summary: Impact of input statistics
From the previous discussions and simulation results, we can summarize the
impact of input statistics as follows:
1. The dependence between input statistics and error statistics is weak
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Table 2.8: Dependence between x[n] and e[n] in an 16-bit RCA where
Vdd−crit = 1.1 V. All inputs have a Gaussian distribution (σ2 = 0.04) and
each input has a temporal correlation coefficient of 0, 0.5, and 0.9. Note:
KLa,b = KL(fa,b, fafb).
16-bit RCA with ρxn,xn−1=0
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 0.04 0.000 0.001 0.002 0.000 0.002 0.003
1.00 0.11 0.001 0.003 0.004 0.000 0.006 0.009
0.95 0.43 0.002 0.008 0.012 0.000 0.020 0.029
0.90 1.43 0.001 0.017 0.025 -0.001 0.058 0.084
0.85 4.89 -0.005 0.038 0.055 -0.005 0.156 0.225
0.80 14.44 -0.019 0.086 0.124 -0.023 0.358 0.516
0.75 29.30 -0.046 0.157 0.227 -0.061 0.568 0.820
0.70 69.46 -0.130 0.346 0.500 -0.187 0.887 1.280
16-bit RCA with ρxn,xn−1=0.5
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 0.05 0.001 0.001 0.002 0.000 0.009 0.013
1.00 0.10 0.000 0.003 0.004 0.000 0.012 0.018
0.95 0.43 0.003 0.008 0.011 0.000 0.027 0.038
0.90 1.41 -0.003 0.017 0.025 -0.001 0.065 0.094
0.85 4.86 -0.005 0.037 0.054 -0.005 0.162 0.234
0.80 14.60 -0.018 0.085 0.123 -0.024 0.368 0.531
0.75 29.48 -0.044 0.158 0.228 -0.061 0.581 0.838
0.70 69.16 -0.122 0.345 0.498 -0.179 0.894 1.290
16-bit RCA with ρxn,xn−1=0.9
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 0.05 0.001 0.002 0.002 0.000 0.003 0.004
1.00 0.13 0.002 0.003 0.005 0.000 0.007 0.010
0.95 0.46 -0.002 0.008 0.012 -0.001 0.022 0.031
0.90 1.42 -0.001 0.017 0.024 -0.002 0.059 0.086
0.85 4.85 -0.002 0.039 0.056 -0.005 0.156 0.225
0.80 14.45 -0.016 0.085 0.123 -0.023 0.357 0.515
0.75 29.37 -0.045 0.155 0.224 -0.061 0.568 0.819
0.70 67.23 -0.085 0.314 0.452 -0.118 0.829 1.196
when pe is small (below 20%).
2. A correlated input sequence could reduce pe due to the intrinsic memory
effect of PE.
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Table 2.9: Dependence between x[n] and e[n] in an 16-bit CBA where
Vdd−crit = 1.1 V. All inputs have a Gaussian distribution (σ2 = 0.04) and
each input has a temporal correlation coefficient of 0, 0.5, and 0.9. Note:
KLa,b = KL(fa,b, fafb).
16-bit CBA with ρxn,xn−1=0
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 0.08 0.000 0.002 0.003 0.000 0.004 0.006
1.00 1.79 -0.001 0.015 0.022 -0.005 0.057 0.083
0.95 6.48 -0.009 0.040 0.058 -0.014 0.172 0.248
0.90 17.37 -0.029 0.089 0.129 -0.039 0.373 0.538
0.85 41.84 -0.080 0.215 0.311 -0.110 0.731 1.055
0.80 58.23 -0.063 0.231 0.334 -0.087 0.805 1.161
0.75 84.58 -0.089 0.408 0.589 -0.130 0.928 1.339
0.70 95.36 -0.079 0.691 0.998 -0.113 1.056 1.524
16-bit CBA with ρxn,xn−1=0.5
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 0.08 -0.001 0.002 0.002 0.000 0.011 0.016
1.00 1.84 -0.005 0.015 0.021 -0.005 0.065 0.094
0.95 6.56 -0.009 0.041 0.059 -0.015 0.181 0.262
0.90 17.57 -0.030 0.089 0.129 -0.040 0.385 0.555
0.85 42.00 -0.079 0.215 0.311 -0.112 0.744 1.074
0.80 58.32 -0.063 0.233 0.336 -0.088 0.818 1.180
0.75 84.57 -0.081 0.410 0.591 -0.123 0.940 1.355
0.70 95.20 -0.065 0.680 0.981 -0.092 1.059 1.528
16-bit CBA with ρxn,xn−1=0.9
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 0.10 0.000 0.002 0.003 0.000 0.005 0.007
1.00 1.88 -0.003 0.015 0.021 -0.005 0.061 0.087
0.95 6.60 -0.008 0.041 0.059 -0.015 0.176 0.253
0.90 17.47 -0.028 0.090 0.129 -0.039 0.375 0.541
0.85 41.74 -0.075 0.211 0.304 -0.107 0.728 1.051
0.80 58.17 -0.059 0.226 0.327 -0.083 0.798 1.151
0.75 83.26 -0.043 0.388 0.560 -0.058 0.905 1.306
0.70 94.82 -0.024 0.644 0.929 -0.041 1.029 1.484
The first conclusion is valuable for designing next generation robust sys-
tems. Therefore, similar to power and delay characterization done today, a
one-time off-line characterization of error statistics can be enabled by using
a training data-set.
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Table 2.10: Dependence between x[n] and e[n] in an 16-bit CSA where
Vdd−crit = 1.1 V. All inputs have a Gaussian distribution (σ2 = 0.04) and
each input has a temporal correlation coefficient of 0, 0.5, and 0.9. Note:
KLa,b = KL(fa,b, fafb).
16-bit CSA with ρxn,xn−1=0
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 0.13 -0.002 0.002 0.003 -0.005 0.006 0.008
1.00 3.98 -0.003 0.012 0.017 0.002 0.087 0.125
0.95 16.87 -0.005 0.023 0.033 -0.005 0.229 0.331
0.90 38.02 -0.070 0.111 0.160 -0.099 0.473 0.682
0.85 67.81 -0.124 0.191 0.275 -0.175 0.674 0.972
0.80 81.37 -0.135 0.391 0.564 -0.192 0.812 1.172
0.75 97.95 -0.110 0.752 1.085 -0.154 0.956 1.379
0.70 99.92 -0.262 1.027 1.481 -0.371 1.294 1.867
16-bit CSA with ρxn,xn−1=0.5
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 0.12 0.005 0.002 0.002 0.007 0.012 0.017
1.00 3.94 0.001 0.011 0.016 0.004 0.093 0.135
0.95 16.56 -0.002 0.022 0.031 -0.002 0.232 0.335
0.90 37.72 -0.066 0.109 0.158 -0.097 0.475 0.685
0.85 67.76 -0.117 0.188 0.272 -0.170 0.679 0.980
0.80 81.01 -0.119 0.380 0.549 -0.174 0.805 1.161
0.75 97.90 -0.097 0.731 1.055 -0.143 0.943 1.361
0.70 99.93 -0.189 0.959 1.384 -0.269 1.206 1.740
16-bit CSA with ρxn,xn−1=0.9
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 0.13 0.000 0.002 0.002 0.000 0.005 0.008
1.00 4.08 0.000 0.012 0.018 -0.001 0.090 0.130
0.95 16.94 0.008 0.021 0.031 0.004 0.227 0.328
0.90 36.52 -0.058 0.103 0.149 -0.083 0.439 0.634
0.85 65.58 -0.086 0.174 0.251 -0.123 0.622 0.897
0.80 79.02 -0.076 0.340 0.491 -0.109 0.727 1.048
0.75 97.44 -0.033 0.630 0.909 -0.042 0.810 1.169
0.70 99.87 -0.157 0.798 1.152 -0.227 0.976 1.408
2.5 Error Characterization: Impact of
Architecture
From the previous section, one can conclude that the error statistics are
weakly dependent on the input statistics. It is also useful to find out which
22
Table 2.11: Dependence between x[n] and e[n] in an 8-bit BW multiplier
and 16-tap DF FIR filter where Vdd−crit = 1.1 V. All inputs have a Gaussian
distribution (σ2 = 0.04) and each input has a temporal correlation coefficient
of 0, 0.5, and 0.9. Note: KLa,b = KL(fa,b, fafb).
8-bit BW multiplier with ρxn,xn−1=0
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 12.79 0.040 0.077 0.110 -0.053 0.208 0.300
1.00 25.98 0.115 0.180 0.259 -0.055 0.292 0.421
0.95 39.81 0.096 0.274 0.395 -0.078 0.393 0.567
0.90 63.90 0.077 0.573 0.827 -0.085 0.643 0.928
0.85 82.41 0.134 0.695 1.002 -0.115 0.680 0.981
0.80 91.97 0.119 0.921 1.329 -0.108 0.800 1.154
8-bit BW multiplier with ρxn,xn−1=0.5
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 12.27 0.035 0.075 0.109 -0.050 0.206 0.297
1.00 24.25 0.095 0.174 0.251 -0.051 0.278 0.400
0.95 37.29 0.071 0.264 0.380 -0.060 0.370 0.534
0.90 60.07 0.073 0.542 0.782 -0.070 0.601 0.867
0.85 77.03 0.116 0.638 0.920 -0.093 0.637 0.918
0.80 90.10 0.081 0.884 1.275 -0.090 0.776 1.119
8-bit BW multiplier with ρxn,xn−1=0.9
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 10.01 0.026 0.070 0.101 -0.045 0.176 0.253
1.00 19.27 0.072 0.155 0.223 -0.045 0.232 0.335
0.95 32.05 0.049 0.243 0.351 -0.040 0.333 0.480
0.90 52.54 0.085 0.508 0.733 -0.052 0.551 0.794
0.85 67.89 0.101 0.603 0.870 -0.076 0.610 0.880
0.80 84.74 0.005 0.863 1.245 -0.026 0.774 1.116
16-tap FIR filter with ρxn,xn−1=0
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 9.07 0.001 0.003 0.004 -0.113 0.081 0.117
1.00 48.54 -0.001 0.016 0.023 -0.207 0.141 0.203
0.95 81.35 -0.003 0.047 0.068 -0.123 0.254 0.366
16-tap FIR filter multiplier with ρxn,xn−1=0.5
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 6.55 -0.003 0.003 0.004 -0.085 0.068 0.098
1.00 42.80 -0.001 0.013 0.019 -0.189 0.132 0.190
0.95 77.38 -0.006 0.043 0.061 -0.167 0.245 0.353
16-tap FIR filter with ρxn,xn−1=0.9
Vdd(V ) pe(%) ρx,e I(x; e) KLx,e ρyo,e I(yo; e) KLyo,e
1.05 4.37 -0.014 0.004 0.006 -0.052 0.054 0.078
1.00 30.52 -0.048 0.027 0.038 -0.139 0.118 0.171
0.95 61.02 -0.051 0.054 0.077 -0.116 0.223 0.322
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(c) (d)
Figure 2.10: Error statistics of various architectures: (a) 16-bit RCA, (b)
16-bit CBA, and (c) 16-bit CSA, and (d) an 16-tap FIR filter using direct
form and transposed direct form.
parameters in (2.1) can have a significant impact on the error statistics.
Architectures with different path delay distributions will result in different
errors for the same set of inputs. In this section, we ask whether the error
PMF fe is a strong or a weak function of the architecture. Figure 2.10 shows
fe for the three adder types (RCA, CBA, and CSA), and two different FIR
filter types (direct and transposed direct form). The plots in Fig. 2.10(a), (b)
and (c) indicate that the three adders of different architectures have clearly
distinct error PMFs at the same KV OS. In other words, these adders have
the same functionality and critical-path delay but quite different error PMFs
when VOS is applied. Similarly in Fig. 2.10(d), a 16-tap DF and a 16-tap
transposed direct form (TDF) FIR filter can be seen to have distinct error
statistics. These conclusions support those of [13] which states that differ-
ent arithmetic unit architectures have different average error magnitudes.
Therefore, error statistics are indeed strongly dependent on the architecture.
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2.6 Parametrization of Error PMFs
In this section, we employ a Dirichlet distribution [14] to develop a param-
eterized model of error PMFs as they vary with different parameters. We
denote the probability of an error event ei, as pei = P (e = ei), (i = 1, ..., k).
Let p be a random vector, where p = (pe1 , pe2 , ..., pek) such that
∑
i
pei = 1.
The probability density of p can be described as
P (p) = Dir(p|α) = Γ(
∑
k αk)∏
k Γ(αk)
∏
k
pk
αk−1 (2.7)
where α = (α1, α2, ..., αk) and Γ(x) denotes the Gamma function having the
functional definition: Γ(x + 1) = xΓ(x). The parameters vector α can be
estimated from a set of observed data, D = {p1,p2, ...,pN}, using maximum-
likelihood principle. However, due to the absence of a closed form expression
for p(D|α), we use Newton’s method to approach an optimal α [14].
In addition to obtaining a parameterized characterization of error PMFs
variation in (2.7) with respect to design parameters such as input statistics
or architecture, we can quantify this variation for each pei by computing the
ratio i =
√
V ar[pei ]/E[pei ]
2 in terms of the elements of α as follows:
i =
αi
(∑k
j=1 αj − αi
)
αi
(∑k
j=1 αj + 1
) (2.8)
In fact, i indicates how much each pei is varying from its mean value with
design parameters variations.
To illustrate the use of the proposed parameterized model of error PMFs,
the error PMFs captured from a 16-bit RCA, a 8-bit BW multiplier, and a
16-tap DF FIR filter under different KV OS are provided as examples. Volt-
age overscaling is used to emulate the timing-error induced by other PVT
parameters. We use 5000 Monte Carlo runs to get a sample of error PMF
and 50 samples, i.e. N=50, to estimate α parameters. Ideally, we would
like to study variations in error PMFs as we vary input statistics or design
architecture at a given PVT corner, i.e., each of the 50 error PMFs is ob-
tained for a different input distribution or architecture. However, here due
to time limitation, the 50 sampled error PMFs are obtained using the same
architecture and input statistics. This allows us to study the robustness of
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Table 2.12: Parameters α of Dirichlet distribution, where k = 19, for a 16-bit
RCA at different KV OS.
Vdd(V) α1 α2 α3 α4 α5 α6 α7 α8 α9 α10
1.05 0 0.6 0 0 0 0.5 0 0.4 0 5536
1.00 0 1.9 0 0 0.1 0.6 0 0.4 0.6 5508
0.95 0 4.7 0.2 0.3 0.0 2.5 0.1 1.9 3.1 5735
0.90 0 11.6 0.3 0.7 0.3 8.0 0.4 4.7 8.8 4899
0.85 0 42.4 0.9 2.2 0 23.0 1.3 16.1 25.6 5701
0.80 0 103 2.6 9.1 2.4 69.9 4.2 42.7 80.3 5180
0.75 0 229 6.2 20.1 4.5 149.6 9.8 96.9 176.2 5378
0.70 21.9 315 26.2 35.3 8.7 290 17.5 211 336 3285
Vdd(V) α11 α12 α13 α14 α15 α16 α17 α18 α19
1.05 0 0.1 0 0.2 0 0.1 0 0.4 0
1.00 0.3 0.3 0 0.4 0 0.2 0.1 1.4 0
0.95 1.3 1.3 0.1 1.7 0 0.3 0.0 3.4 0
0.90 2.4 1.5 0.2 3.0 0.1 0.9 0.4 10.8 0
0.85 9.9 8.4 1.2 15.9 0.1 1.6 0.7 29.9 0
0.80 23.2 17.5 2.4 33.2 1.1 5.7 3.7 87.6 0
0.75 52.4 41.9 5.2 71.8 3.2 15.4 9.8 187 0
0.70 139 117 20.4 175 2.5 18.8 22.9 172 6.3
the error PMFs to the input sampling procedure, and illustrates the use of
the parameterized model.
For the case of adders and multipliers, we use 19 bins, i.e., k = 19, for the
error PMF. The obtained α parameters are shown in Tables 2.12 and 2.13
for each Vdd. Correspondingly, the i parameters are shown in Tables 2.14
and 2.15. The low values of i indicates that the standard deviation of each
pei is within 1.5% of its mean, and thus, obtained error PMFs are robust to
the input sampling procedure. For the case of FIR filter, we use 33 bins, i.e.,
k = 33, for the error PMF. The obtained α and  parameters are shown in
Tables 2.16 and 2.17, respectively. This also illustrates the robustness of our
error characterization procedure to input sampling in the case of FIR filters.
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Table 2.13: Parameters α of Dirichlet distribution, where k = 19, for an
8-bit BW multiplier at different KV OS.
Vdd(V) α1 α2 α3 α4 α5 α6 α7 α8 α9 α10
1.05 0 188 0 0 0 137 0 0 0 4808
1.00 0 147 35.4 71.4 5.6 204 81.7 139 63.5 3547
0.95 0 236 128 104 62.9 229 85.1 228 296 4008
0.90 0.1 169 100 126 47.4 233 125 308 248 3282
0.85 0.2 102 76.1 104 77.7 247 138 239 311 2797
0.80 0.9 120 159 136 131 246 155 270 438 3234
0.75 1.0 106 179 229 124 203 187 353 901 2990
0.70 0 72.8 149 118 71.5 353 349 419 1184 1514
Vdd(V) α11 α12 α13 α14 α15 α16 α17 α18 α19
1.05 0 0 0 190 0 0 0 188 0
1.00 34.1 84.3 32.9 159 14.6 33.1 18.1 119 0
0.95 82.8 82.5 69.0 202 43.2 114 143 224 0
0.90 106 160 93.2 139 44.0 138 102 190 0
0.85 93.6 138 128 145 71.6 122 98.1 134 0.2
0.80 136 128 126 197 74.6 113 145 126 0.1
0.75 509 208 89.9 169 148 190 237 126 0.5
0.70 591 345 171 205 176 69.5 57.7 56.1 0.1
Table 2.14: Parameters  of Dirichlet distribution, where k = 19, for a 16-bit
RCA at different KV OS.
Vdd(V) 1 2 3 4 5 6 7 8 9 10
1.05 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.000
1.00 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.000
0.95 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.001
0.90 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.001
0.85 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.002
0.80 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.004
0.75 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.005
0.70 0.014 0.013 0.014 0.014 0.014 0.013 0.014 0.014 0.013 0.008
Vdd(V) 11 12 13 14 15 16 17 18 19
1.05 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013
1.00 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013
0.95 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013
0.90 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014
0.85 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013
0.80 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013
0.75 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012
0.70 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014
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Table 2.15: Parameters  of Dirichlet distribution, where k = 19, for an 8-bit
BW multiplier at different KV OS.
Vdd(V) 1 2 3 4 5 6 7 8 9 10
1.05 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.005
1.00 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.007
0.95 0.013 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.008
0.90 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.009
0.85 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.009
0.80 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.012 0.009
0.75 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.011 0.009
0.70 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.012 0.011
Vdd(V) 11 12 13 14 15 16 17 18 19
1.05 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013
1.00 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014
0.95 0.012 0.012 0.012 0.012 0.013 0.012 0.012 0.012 0.013
0.90 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013
0.85 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014
0.80 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013
0.75 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012
0.70 0.012 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013
Table 2.16: Parameters α of Dirichlet distribution, where k = 33, for a 16-tap
DF FIR multiplier at different KV OS.
Vdd(V) α1 α2 α3 α4 α5 α6 α7 α8 α9 α10
1.05 146 0 0 0 0 0 0 0 56 0
1.00 180 5.6 18.5 2 70.4 0.9 9.3 0.9 353 6.5
0.95 98.6 12.3 99.1 11 104 6.7 63.5 10.7 262 30.4
Vdd(V) α11 α12 α13 α14 α15 α16 α17 α18 α19 α20
1.05 0 0 0 0 0 0 4313 0 0 0
1.00 39.2 2.2 409 8.5 136 12.2 2591 14.4 96.2 5.8
0.95 280 35.4 523 49.1 564 70.6 1085 55.9 544 51.0
Vdd(V) α21 α22 α23 α24 α25 α26 α27 α28 α29 α30
1.05 0 0 0 0 56.7 0 0 0 0 0
1.00 351 3.2 49.1 5.3 361 1.5 7.4 0.7 77.1 1.5
0.95 493 25.9 263 33.5 252 6.9 67.8 7.4 105 11.2
Vdd(V) α31 α32 α33
1.05 0 0 171
1.00 21.2 3.9 188
0.95 102 15.8 90.6
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Table 2.17: Parameters  of Dirichlet distribution, where k = 33, for a 16-tap
DF FIR multiplier at different KV OS.
Vdd(V) 1 2 3 4 5 6 7 8 9 10
1.05 0.014 0.015 0.015 0.015 0.015 0.015 0.015 0.015 0.014 0.015
1.00 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014
0.95 0.013 0.014 0.013 0.014 0.013 0.014 0.013 0.014 0.013 0.014
Vdd(V) 11 12 13 14 15 16 17 18 19 20
1.05 0.015 0.015 0.015 0.015 0.015 0.015 0.004 0.015 0.015 0.015
1.00 0.014 0.014 0.014 0.014 0.014 0.014 0.010 0.014 0.014 0.014
0.95 0.013 0.014 0.013 0.014 0.013 0.013 0.012 0.013 0.013 0.014
Vdd(V) 21 22 23 24 25 26 27 28 29 30
1.05 0.015 0.015 0.015 0.015 0.014 0.015 0.015 0.015 0.015 0.015
1.00 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014 0.014
0.95 0.013 0.014 0.013 0.014 0.013 0.014 0.013 0.014 0.013 0.014
Vdd(V) 31 32 33
1.05 0.015 0.015 0.014
1.00 0.014 0.014 0.014
0.95 0.013 0.014 0.013
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Chapter 3
Diversity Techniques for Error
Independence
3.1 N-Modular Redundancy System
N-modular-redundancy (NMR) is a well-known fault-tolerant technique used
to design reliable systems. In NMR, the processing element (PE) is replicated
N times and the output is decided by a majority vote, as shown in Fig. 1.1.
Triple-MR (TMR) is an instance of NMR, where a correct result is produced
as long as at least two PEs produce correct results.
3.1.1 Common-mode failure
An NMR system with a majority voter can fail in the presence of common-
mode failures (CMFs), i.e., the event where errors affect different modules
in the same clock cycle. In nanoscale CMOS technologies, artifacts such
as spatially correlated process variation, power-supply bounce, temperature
variation, and other non-ideal noises, can result in CMFs.
To illustrate the impact of CMFs, we employ a dual modular redundancy
(DMR) system consisting of two PEs. In DMR, there are four scenarios: (1)
both outputs are correct, (2) one output is correct and the other is incorrect,
(3) both outputs are incorrect but with non-identical values, and (4) both
of them are incorrect with identical values. Certain systems can recognize
different outputs as an error event and re-compute the result until the correct
result is obtained. In such fault-tolerant systems, cases (2) and (3) only would
be detected, but not (4). Events (3) and (4) are defined as the common mode
failures (CMFs), with (4) being undetectable.
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3.1.2 Diversity analysis
To protect NMR against CMFs, various design diversity techniques [7], [8]
were proposed. The effect of diversity techniques can be quantitatively ob-
served by considering the probability PCMF of a CMF event. To distin-
guish between identical and non-identical errors, a new diversity metric, the
D−metric, was proposed [11]. The D−metric for a DMR system is defined
as
D =
∑
(fi,fj)
P (fi, fj)di,j (3.1)
where di,j is the conditional probability that the modules do not generate
identical errors when the faults fi and fj occur in the first and second module,
respectively, and P (fi, fj) is the probability of occurrence of this fault-pair.
1−D is the probability of producing identical errors and hence undetectable
errors. Therefore, the larger D is, the more diversified and the more reliable
NMR designs are.
3.2 Novel Error-Resilient System
Traditional NMR only focuses on error events and stops short of incorpo-
rating specific error statistics. Unlike NMR, emerging error-resiliency tech-
niques such as soft-NMR [10] exploit error statistics explicitly in order to
significantly improve robustness and energy efficiency over NMR. Such tech-
niques exploit the likelihood of specific error magnitudes in order to correct
the PE outputs, thereby providing superior robustness compared to NMR.
3.2.1 Soft-NMR system
In [10], a conventional NMR system was extended to soft NMR to show that
error statistics can significantly improve robustness and energy efficiency.
Soft-NMR views the computational platform as a communication channel
subject to numerous hardware errors and employs an intelligent voter that
exploits the hardware error statistics together with techniques from detec-
tion and estimation, such as maximum likelihood (ML) rule, to correct for
computational errors. Soft TMR [10] showed a 10× improvement in robust-
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Figure 3.1: Block diagram of proposed additive error model in NMR system.
ness, along with 13% power savings for a DCT-based image coder in a 45 nm
CMOS process, over TMR.
In the design of a soft NMR-based system, the errors in each PE are
assumed to be independent in order to reduce the complexity of the intelligent
voter. Therefore, the design diversity needs to not only make the system less
susceptible to CMFs but also provide independent errors when CMFs occur.
In this case, the metric used to quantify the effect of diversity on reliability
needs to consider error statistics (error probability mass function (pmf))
instead of the characterization of error event (pCMF and D).
First, a suitable error model is essential, as shown in Figure 3.1. The
output yi[n] of each erroneous PE is the sum of the error-free output yo[n],
and the individual error magnitude ei[n]. We treat each ei[n] as a random
variable, and the goal of the diversity technique in soft NMR is to make ei[n]
′s
independent of each other. First, we will show the result of an incorrect
application of diversity techniques.
3.3 Dependent and Independent Errors
As technology scales, the variation problems become prominent and a re-
dundant system has more probability of experiencing CMFs. Examples of
such CMFs are: transistor variations caused by within-die process variation,
on-chip voltage variation from imbalance of power delivery network, etc. [2].
Under these scenarios, an NMR-based system can fail if diversity techniques
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Figure 3.2: Example of NMR system having dependent errors.
Table 3.1: Error correlation and dependence between RCAa and RCAb,
where Vdd,a = 0.80 V, Vdd−crit,a = 1.1 V, Vdd−crit,b = 1.1 V.
Vdd,b(V ) ρea,eb I(ea; eb) KLea,eb
0.79 0.998 0.894 1.289
0.78 0.543 0.699 1.006
are not employed. The robustness of a soft NMR system would be impacted
adversely as CMFs will render errors dependent.
We use on-chip voltage variation to illustrate how these global error
sources affect redundant systems. A VOS-ed DMR based 16-bit adder, where
both of the constituent adders, RCAa and RCAb, have identical architectures
(RCA) and the identical inputs, is provided. This VOS-ed DMR operates
error-free at Vdd = 0.8 V. We assume that the supply voltage of RCAa is at
the target value 0.8V but RCAb is operated at a different voltage, as shown
in Fig. 3.2. Table 3.1 shows that errors ea and eb are highly correlated.
Therefore, we propose two diversity techniques:
1. Architectural diversity: utilizing different architectures for different
PEs.
2. Scheduling diversity: scheduling different orders of operations for dif-
ferent PEs.
In the following sections, we will introduce the proposed diversity tech-
niques.
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3.4 Architectural Diversity
Chapter 2 showed that error statistics are strongly dependent on architec-
ture, and weakly dependent on input statistics, thereby making architectural
diversity an attractive candidate for generating independent errors even if
PEs have the same input. Architectural diversity employs different archi-
tectures for different PEs. In architectural diversity, different architectures
operate at the same clock frequency, which implies that each PE has its own
Vdd−crit in order to meet the timing constraints. Architectural diversity based
systems can be designed as follows:
1. We define the slowest PE as the baseline PE, and choose the system op-
erating frequency f to equal fMAX of this PE. (fMAX is the maximum-
frequency at which the system is error-free and operates at Vdd−crit.)
2. For other PEs, we need to downsize the transistors, reduce the supply
voltage, or employ other timing optimization techniques in order to
ensure that all the PEs have identical critical path delay. In this work,
we use the technique of reducing the supply voltage and thus every PE
has its own Vdd−crit.
3. We apply VOS and use the methodology described in Section 2.3 to
obtain error PMFs.
4. We employ the quantitative metrics mentioned in subsection 2.4.2 to
analyze the statistical dependency between errors.
Next, we utilize architectural diversity in the design of a DMR 16-bit
adder and 16-tap FIR filter and measure the independence of PE errors to
show that the proposed technique works.
3.4.1 Architectural diversity: Adder
To illustrate the proposed technique at the arithmetic unit level, we consider
three architectural candidates for the DMR 16-bit adder: RCA, CBA, and
CSA. The adders’ block diagrams are shown in Fig 3.3 [15]. Similar to
Chapter 2, VOS is used to generate timing violations, thus emulating PVT
variations. In this case, f is set as the fMAX of the RCA, which is potentially
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(a)
(b)
(c)
Figure 3.3: Block diagrams of 16-bit adders used in architectural diversity:
(a) RCA, (b) CBA, and (c) CSA.
Figure 3.4: Block diagram of proposed additive error model in DMR system.
the slowest PE. The critical supply voltage Vdd,crit of each PE is found to be
1.1 V, 0.95 V, and 0.85 V for the RCA, CBA, and CSA, respectively. To
analyze the error statistics of the DMR system, we utilize the additive error
model in Fig. 3.4, where Ba and Bb are two error-free PEs with different
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Table 3.2: Error correlation and dependence between RCA, CBA, and CSA,
where Vdd−crit,RCA = 1.1 V, Vdd−crit,CBA = 0.95 V, Vdd−crit,CSA = 0.85 V, and
f = 1.01 GHz.
RCA and CBA
KV OS pCMF (%) D(%) ρea,eb I(ea; eb) KLea,eb
0.95 0.01 100 0.006 0.001 0.001
0.91 0.04 100 0.006 0.003 0.005
0.86 0.33 100 0.044 0.025 0.036
0.82 1.28 99.755 0.174 0.133 0.191
RCA and CSA
0.95 0.02 100 0.098 0.001 0.001
0.91 0.06 100 0.017 0.002 0.003
0.86 0.34 99.986 0.051 0.007 0.011
0.82 1.13 99.962 0.009 0.019 0.028
CBA and CSA
0.95 0.02 100 0.132 0.001 0.002
0.91 0.54 100 0.128 0.017 0.024
0.86 3.77 100 0.255 0.060 0.087
0.82 12.28 98.826 0.154 0.191 0.275
architectures, supply voltages (Vdd,a and Vdd,b), and error magnitudes (ea and
eb).
Table 3.2 quantifies the dependence of errors (ea, eb) at the outputs of
a pair of PEs, which employ different adder architectures. Output error
magnitudes are weakly dependent for any pair, especially for RCA-CSA pair,
which has the lowest value of ρea,eb , I(ea; eb), and KL(fea,eb , feafeb), thereby
making it the best choice. This conclusion contrasts with that obtained using
conventional measures such as pCMF and D, which indicates that the RCA-
CBA pair is better as it has the smallest probability of CMFs and identical
errors.
Note that, as V OS increases (smaller KV OS), the dependence measures
between the different architectures increase since the number of erroneous
paths for each architecture increases, especially at lower Vdd (see Tables 2.8,
2.9, and 2.10, where pe increases beyond 50% at lower Vdd, for CSA, CBA
and CSA, respectively). However, the dependence measures for the error
magnitudes across the different architectures are small even at low Vdd, and
thus, the errors are still independent.
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(a)
(b)
Figure 3.5: Block diagrams of FIR filters used in architectural diversity: (a)
DF FIR, (b) TDF FIR.
Table 3.3: Error correlation and dependence between DF and TDF FIR filter,
where Vdd−crit,DF = 1.1 V, Vdd−crit,TDF = 1 V, and f = 588 MHz.
DF FIR and Transposed DF FIR
KV OS pCMF (%) D(%) ρea,eb I(ea; eb) KLea,eb
0.95 1.1 99.628 0.068 0.005 0.007
0.90 16.2 97.952 0.061 0.020 0.029
3.4.2 Architectural diversity: FIR filter
We consider a DMR 16-tap FIR filter as the next example. Two architectures
are considered: direct-form (DF) and transpose DF (TDF), as shown in
Fig. 3.5. Details of implementation are described in Table 2.4. Other details
of simulation set-up are similar to the previous subsection. Table 3.3 shows
that errors are indeed independent.
Therefore, from the case of adder and FIR filter, we know that archi-
tectural diversity is an effective approach to obtain independent or weakly
dependent errors.
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3.5 Scheduling Diversity
Beside architectural diversity, we propose another general and simple di-
versity technique, scheduling diversity, to make errors independent across
redundant outputs. To reduce hardware complexity and increase power ef-
ficiency, folding is a well-known technique which executes similar operations
on the same hardware [16]. In scheduling diversity, we reorder the sequence
of operations to be executed on multiplexed [16] PEs. Usually, these PEs
have the same critical-path delays even if the order of operations is different.
The details of utilizing scheduling diversity are similar to architectural diver-
sity except that all the PEs have the same Vdd,crit. A DMR 8-tap folded FIR
filter is employed as an example to demonstrate scheduling diversity, whose
output at time n is given by
y[n] =
7∑
k=0
h[k]x[n− k] (3.2)
where h[k] is the filter coefficient, and x[k] is the input. Different schedules
can be employed to map (3.2) onto a single multiply-accumulate (MAC)
unit. The schematic of the folded FIR filter is shown in Fig. 3.6. Other
implementation details are shown in Table 2.4. We employ three possible
schedules:
1. schedule 1: k=7,6,5,4,3,2,1,0
2. schedule 2: k=6,4,2,0,7,5,3,1
3. schedule 3: k=5,2,7,4,1,6,3,0
where the sequence order is the order of data processed by the MAC unit.
Table 3.4 shows that output errors for the three schedules are pairwise inde-
pendent even if pCMF and D indicate error events are dependent.
Thus, we observe that scheduling diversity is a simple and effective ap-
proach to generate independent errors.
3.6 Case Study: Soft NMR Design
To demonstrate the use of proposed techniques in the design of error-resilient
systems, we provide two design cases of soft-NMR, adder and FIR filter. In
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Figure 3.6: Schematic diagram of folded FIR filter.
the following subsections, the methodology for evaluating soft NMR systems
and the effectiveness of proposed techniques will be described.
3.6.1 Utilization of error statistics
Figure 3.7 shows the outputs of N erroneous PEs are fed into a soft voter
which utilizes the error statistics that have been pre-characterized by an off-
line training method to detect and correct errors. We consider soft DMR
for the purpose of discussion. Compared to conventional DMR, which can
only detect errors and relies on application-level techniques to correct for
them, a soft-DMR can exploit error statistics to detect and correct errors by
employing techniques such as the maximum likelihood (ML) rule to select the
output with the higher probability of occurrence such that the system error
probability Pe,sys is minimized. A framework for utilizing error statistics in
soft-DMR is shown in Fig. 3.8, where y1 and y2 are the outputs of erroneous
PEs, fe1 and fe2 are pre-characterized error distributions, and yˆ is the output
of soft-voter.
Given y1, y2, and error distributions fe1 and fe2 , p(yˆ = y1) is equal to
p(e1 = 0, e2 = y2− y1) when y1 is assumed to be correct. Similarly, p(yˆ = y2)
is equal to p(e1 = y1 − y2, e2 = 0) when y2 is assumed to be correct. With
the errors being independent, we can write p(e1, e2) = fe1(e1)fe2(e2) and the
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Table 3.4: Error correlation and dependence with scheduling diversity, where
Vdd−crit = 1.1 V, f = 714 MHz.
Schedule 1 and 2
KV OS pCMF (%) D(%) ρea,eb I(ea; eb) KLea,eb
0.98 1.15 98.854 0.188 0.013 0.019
0.95 3.41 98.030 0.137 0.019 0.028
0.93 7.71 96.670 0.178 0.030 0.043
0.91 32.31 94.060 0.140 0.066 0.095
0.89 57.47 95.158 0.081 0.068 0.098
0.86 81.26 97.722 0.065 0.121 0.174
Schedule 1 and 3
0.98 1.56 98.438 0.203 0.017 0.024
0.95 4.64 97.440 0.159 0.025 0.036
0.93 9.69 95.830 0.186 0.035 0.051
0.91 37.81 92.763 0.129 0.064 0.092
0.89 63.42 95.013 0.067 0.069 0.100
0.86 82.29 97.595 0.052 0.126 0.182
Schedule 2 and 3
0.98 1.11 98.887 0.181 0.012 0.018
0.95 3.31 98.062 0.145 0.021 0.030
0.93 8.11 95.955 0.225 0.044 0.063
0.91 32.23 93.338 0.120 0.084 0.121
0.89 58.03 94.101 0.089 0.089 0.129
0.86 80.83 97.399 0.060 0.133 0.191
ML rule in soft-DMR is given by
 yˆ = y1, if fe1(0)fe2(y2 − y1) ≥ fe1(y1 − y2)fe2(0)yˆ = y2, otherwise (3.3)
We can find that (3.3) is based on an important assumption, that errors are
independent, but this assumption is too optimistic in reality, as we mentioned
in Section 3.3. Therefore, it is essential to use diversity techniques in the
design of soft-NMR to make errors independent. Next, a soft-DMR/TMR
adder with architectural diversity and a soft-DMR/TMR FIR filter with
scheduling diversity will be presented as design cases.
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Figure 3.7: The framework of utilizing error statistics in soft-NMR.
3.6.2 Soft-DMR/TMR adder with architectural
diversity
By using the architectural diversity discussed in Section 3.4, we implement
three soft-DMRs considering the VOS-ed RCA-CBA pair, RCA-CSA pair,
and CBA-CSA pair respectively. The input data and training data are sam-
pled independently from an identical distribution, Gaussian distribution with
σ2 = 0.04. The details of obtaining error PMFs and simulation setup are
described in subsection 3.4.1. Figure 3.9 shows the performance results of
soft-DMRs and the single PE implemented using RCA, CBA, and CSA indi-
vidually. In Fig. 3.9, it is shown that soft-DMR1, soft-DMR2, and soft-DMR3
provide 2×, 1.5× and 3× improvement in Pe,sys when KV OS is larger than
0.9. On the other hand, one can notice that the performance of these soft-
DMRs is significantly degraded once the component error rate, pe, is large
(KV OS is smaller than 0.9). Actually, this result conforms with our expecta-
tion. From subsection 3.4.1, we know that smaller KV OS value makes errors
more dependent and that is why the performance of soft-DMR is degraded.
Beside soft-DMR, a soft-TMR system consisting of RCA, CBA, and CSA
is also provided. Figure 3.10 shows the robustness of soft-TMR, TMR, soft-
DMR, and the single PE at different KV OS. In this subsection, the TMR we
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Figure 3.8: The framework of utilizing error statistics in soft-DMR.
Figure 3.9: The performance of the soft-DMR adder.
used is also implemented using the same diversity technique as soft-TMR, and
its voter is a majority-voter. From Fig. 3.10, one can observe that soft-TMR
provides 3× to 16× and 2.2 dB to 10.8 dB improvement in Pe,sys and SNR
compared to the diversified TMR. In addition to the diversified TMR, we can
view a single PE case as the result of conventional TMR, i.e. three identical
PEs. Compared to the case of RCA, which has the lowest Pe,sys compared
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to other conventional TMRs, soft-TMR is also improved by around 5× as
KV OS is above 0.9. When KV OS decreases below 0.9, CBA and CSA have a
large pe and have dependent errors causing the performance of soft-TMR to
be degraded. Furthermore, soft-DMR with RCA-CSA pair performs better
than the diversified TMR and conventional TMRs since their pCMF s are high
and TMR ignores error statistics.
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(a)
(b)
Figure 3.10: The performance of the soft-TMR adder with architectural di-
versity : (a) Pe,sys, and (b) SNR.
44
3.6.3 Soft-DMR/TMR FIR filter with scheduling
diversity
In this subsection, we use scheduling diversity discussed in Section 3.5 to
implement soft-DMR and soft-TMR systems. The input data and training
data are sampled independently from a uniform distribution. Figure 3.11
shows the robustness of soft-DMR/TMR at different KV OS values. The soft-
DMR we consider here is the pair schedule1-schedule2 (see Table 3.4). Also,
we use scheduling diversity to design the TMR system. In Fig. 3.11, the soft-
TMR with scheduling diversity provides up to 1.3× and 2.1 dB improvement
in Pe,sys and SNR, respectively, compared to diversified TMR. As KV OS
decreases, the performance of soft-TMR is degraded as well. Besides, when
KV OS is close to 1, one can see that the performance of soft-TMR is not
improved at all. This is due to the fact that the errors occurring in this
case are a result of critical path violations only, and these PEs (even with
different schedules) have the same critical path, and hence these errors are
strongly dependent. Furthermore, as KV OS decreases below 0.92, soft-DMR
starts to perform better than the diversified TMR because soft-DMR utilizes
error statistics.
From this case, we can find that the improvement due to soft-TMR dif-
fers from architectural diversity. Basically, a folded computation unit will
accumulate the errors once these appear in any clock cycle. Therefore, if the
number of the processing steps is large, then these accumulated errors tend
to generate dependence in errors.
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(a)
(b)
Figure 3.11: The performance of the soft-TMR folded FIR filter with schedul-
ing diversity : (a) Pe,sys, and (b) SNR.
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Chapter 4
Conclusions and Future Work
4.1 Conclusions
In this thesis, we proposed a methodology for engineering error statistics in
order to enhance the robustness of error-resilient systems. First, we pro-
posed a simple additive error model that captures the statistical distribution
of timing errors in arithmetic units and DSP blocks. We showed that error
statistics are a weak function of input space, and hence the statistical charac-
terization can be done off-line using training data. We also found that error
statistics are strongly dependent on the architecture of the computation unit,
which inspired us to propose architectural diversity to ensure independence
of errors at the output of redundant blocks. Furthermore, a simple and use-
ful diversity technique, scheduling diversity, was proposed. In the end, two
examples of the design of robust systems with proposed diversity techniques
were studied. Our contributions are summarized as follows:
1. An additive error model was proposed and this model considers input
statistics, architecture, PVT variations, and other physical parameters.
2. We showed that error statistics are weakly dependent on input statistics
by using the cases of adders (RCA, CBA, and CSA), BW multiplier,
and a FIR filter.
3. We employed Monte Carlo experiments to demonstrate that error statis-
tics are strongly dependent on the architecture.
4. Architectural diversity was proposed to generate independent errors.
A DMR adder with three architectural candidates (RCA, CBA, and
CSA) and a DMR FIR filter with DF and TDF were provided to prove
the proposed techniques.
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5. Scheduling diversity was proposed to generate independent errors. Folded
FIR filters with different schedules were used as an example.
6. Two examples of soft-NMR systems with proposed diversity techniques
were provided: a soft-DMR/TMR adder with architectural diversity
and a soft-DMR/TMR FIR filter with scheduling diversity. The two
diversity techniques were shown to be effective in achieving independent
errors.
4.2 Future Work
Several interesting directions can be inspired by this work. In addition to
architecture, input statistics, and voltage, error statistics are also a function
of temperature, process variation, and other physical parameters, as (2.3)
shows. Therefore, characterization of error statistics as a function of all the
parameters effectively is a potentially important problem.
In addition, the proposed error model only focuses on non-recursive com-
putation units, which does not suffer accumulated errors. Therefore, when
considering recursive architectures, the problem of error propagation should
be addressed carefully.
A desired property for statistical error characterization is composabil-
ity so that we can pre-characterize individual building blocks and compose
them to obtain the error statistics of the whole computational block instead
of characterization at the output of the whole block. Under this scenario,
synthesis libraries can include error statistics for each building component
similar to delay and power at each PVT corner.
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