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1. Introduction
The paper is concerned with Bean’s critical state model for the description of the electric and
magnetic ﬁelds E,H in superconductors. The studied system consists of Maxwell’s equations
ε∂tE= curlH− J, μ∂tH= − curlE, (1)
on R+ × Ω . Here Ω ⊂ R3 denotes the spatial domain and ε,μ ∈ L∞(Ω) denote the dielectric and
magnetic susceptibilities respectively. The unknown functions are the electric and magnetic ﬁelds
E,H and the current density J that depend on the time t  0 and the space variable x ∈ Ω .
The following nonlinear current–voltage relations between E and J are considered. In Bean’s critical
state model, [6], there is a critical current density jc > 0, such that
|J| jc if E= 0 and |J| = jc if E = 0 (2)
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often approximated by a power law
|J| = jc|E|−rE if E = 0 (3)
where r ∈ [0,1). These relations replace Ohm’s law in which J is proportional to E. Formally, (2) can
be obtained from (3) by passing to the limit r → 1. In [4] this limit is rigorously carried out in the
spatially two-dimensional case describing a long cylinder with the magnetic ﬁeld parallel to it. In
[32] the relation (3) is investigated in a bounded spatial domain in the case where the displacement
current is neglected, i.e. (1) is replaced by
curlH= J, μ∂tH= − curlE.
The main goal of [32] is to prove the existence and uniqueness of the solution to that system. It
is also shown in [32] that the solution converges as r → 1 to a weak solution that obeys (2) if the
initial current density is less than the Bean critical value. This condition is not necessary for the
system (1), (2). Results similar to those in [32] are achieved in [31] dealing with the whole-space
case. Furthermore, it is shown in [31] that the solution is globally bounded and Hölder continuous in
the two-dimensional case where the magnetic ﬁeld is parallel to the plane.
The main topic of this paper is the analysis of the systems (1), (2) and (1), (3) in which the
displacement current is not neglected. This system serves as a mathematical model for a conducting
medium occupying a set G ⊂ Ω that is surrounded by an insulating medium in Ω \ G , which means
that J(t, x) = 0 for all x ∈ Ω \ G . In this case the current ﬂowing in G as well as the displacement
current in Ω \ G have to be taken into account.
For the purpose of generality, in this paper, not only Maxwell’s equations but a wider class of
ﬁrst-order systems is considered that includes the scalar wave equation with generally nonlinear mul-
tivalued damping,
∂2t ϕ − ϕ ∈ S(∂tϕ) (4)
supplemented by Dirichlet’s or Neumann’s boundary conditions. Note that, in this case, F
def= ∂tϕ ,
G
def= ∇ϕ solves the system
∂t F − div(G) ∈ S(F ), ∂tG= ∇ F . (5)
In this paper, the existence and uniqueness of the solution as well as the long-time behavior are
investigated for the systems (1), (2) and (1), (3).
In Section 3 the existence and uniqueness of the solution to the systems (1), (2) and (1), (3) is
proved using only linear semigroup theory and the Yosida approximation of the relations (2) and (3),
respectively.
Section 4 deals with the long-time asymptotic behavior of the solutions in the case where the spa-
tial domain Ω may be arbitrary and G ⊂ Ω has ﬁnite measure. It is shown that the electromagnetic
ﬁeld converges, as t → ∞, weakly to an asymptotic state E(∞),H(∞) that is determined by the pre-
scribed initial data E0,H0. Furthermore, the weak convergence of J(t) → curlH(∞) as t → ∞ is proved
in Section 4. In contrast to Ohm’s law, a superconducting medium described by (2) admits nontrivial
stationary states in which the current density and the curl of the magnetic ﬁeld may be non-zero.
This corresponds to a non-zero stationary current that ﬂows in the conducting medium without any
electrical resistance.
In Section 6 the spatial domain Ω is assumed to be bounded. The main goal of this section is
to show that the aforementioned convergence of the ﬁeld quantities E,H is strong with respect to
the energy norm as t → ∞. Finally, in Section 7 the spatial domain Ω is assumed to be an exterior
domain. It is shown that the convergence is strong with respect to the energy norm at least on
compact subsets of Ω .
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(4) in bounded domains is shown in [8,13]. The relative compactness of ϕ with respect to the energy
norm is essential for the argument in [13] that is using Theorem 29 in [12, p. 220]. In [27], the decay
in the weak topology for the scalar wave equation with generally non-monotone nonlinear, but con-
tinuous damping is proved, which, at least in the one-dimensional case, is strong as shown in [11].
The analysis of observability, control and stabilization of solutions to wave equations has been studied
in [2,3] and by several other authors. In [21] algebraic decay rates for the wave equation in exterior
domains are obtained under the assumption that the damping term is supported in a bounded set
that contains a certain part of ∂Ω . The case of a bounded spatial domain is studied in [20] where
algebraic decay rates for the wave equation with localized, generally nonlinear damping are proved.
Related results can be found in [28,33,34]. However, far less is known for ﬁrst-order systems like (1).
Maxwell’s equations without dissipation inside Ω , but with dissipative boundary conditions are stud-
ied in [5,9,10] and [19]. In particular [9] deals with boundary conditions that include Silver–Müller’s
boundary conditions in the linear case. One of the main results of [19] and [9] are the exponential de-
cay of the energy and controllability for starlike domains. Decay rates for the electromagnetic energy
for nonlinear dissipative boundary conditions are obtained in [10]. However, no boundary dissipation
is considered in this paper. In [16] and [17], Maxwell’s equations with dissipative effects resulting
from the dielectric polarization of the medium are investigated. One of the main goals is to prove
the local energy decay in the charge-free case. It is also shown in [17] that the dissipation coming
from the damping of the dielectric polarization is not suﬃcient to obtain algebraic or exponential
decay rates even if the spatial domain is bounded and the dissipation is present in all of Ω . The case
where there is no damping term in the equation governing the polarization is considered in [18]. It is
shown that, if an electrical conductivity is present in a certain subset of Ω , the electromagnetic ﬁeld
quantities weakly converge to a stationary state. Furthermore, it is also shown in [18] that there are
no algebraic or exponential decay rates even if the spatial domain is bounded and the conductivity is
present in all of Ω .
Compared to the scalar wave equation, a major new technical diﬃculty that arises when dealing
with the systems (1), (2) and (1), (3) is the lack of compactness of the trajectories E,H as t → ∞.
By (1), one has
div(εE)(t) = div(εE)(0) − div
( t∫
0
Jds
)
but it is not clear whether ‖ ∫ t0 Jds‖L2(G) remains bounded as t → ∞. Therefore, even if Ω is bounded,
the compactness of E,H as t → ∞ with respect to the strong topology does not follow directly from
standard compactness results such as [29,30]. One of the main ideas in Sections 6 and 7 is to show
that the orthogonal projection of E(t) − E(∞) onto the space of curl-free vector ﬁelds decays in the
Cesaro mean. As there are no speciﬁc assumptions on the geometry of the spatial domain and the
conducting set in this paper, the question of decay rates will not be considered here.
2. Deﬁnitions, assumptions
All assumptions stated in this section shall be fulﬁlled throughout this paper. Let d  1, M,N ∈ N
and Ω ⊂ Rd be a domain.
In what follows let S ⊂ L2(Ω,RM) × L2(Ω,RM) be a maximal monotone set. That means
∫
Ω
(e− f) · (j− k)dx 0 for all (e, j) ∈ S and (f,k) ∈ S,
and there holds ran(1+ tS) = L2(Ω,RM) for all t > 0, which means that, for any f ∈ L2(Ω,RM) there
exists an e ∈ L2(Ω,RM) with (e, t−1[f− e]) ∈ S . Actually, e ∈ L2(Ω,RM) is uniquely determined and
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extension, see [7], [12, Chapter III] and [26, Chapter 4].
Next, S is assumed to be positive in the sense that
〈e, j〉L2(Ω) =
∫
Ω
e · j 0 for all (e, j) ∈ S. (6)
It is also assumed to be of at most linear growth in the sense that there exists a K ∈ (0,∞) with
‖j‖L2(Ω)  K
(
1+ ‖e‖L2(Ω)
)
for all (e, j) ∈ S. (7)
Remark 1. Conditions (6) and (7) are satisﬁed if, according to (2), S is the set of all (e, j) ∈
L2(Ω,RM) × L2(Ω,RM) with, for a.e. x ∈ Ω ,
j(x) = Jc(x)
∣∣e(x)∣∣−1e(x) if e(x) = 0 and ∣∣j(x)∣∣ Jc(x) if e(x) = 0
where Jc ∈ L∞(Ω)∩ L2(Ω) is a non-negative function on Ω . To see that S is maximal monotone, let,
for a given f ∈ L2(Ω,RM) and t > 0, the function e be deﬁned by
e(x) + t Jc(x)
∣∣e(x)∣∣−1e(x) = f(x) if f(x) = 0 and e(x) = 0 if f(x) = 0.
Since |e(x)| |f(x)|, it follows that also e ∈ L2(Ω,RM) and (e, t−1[f− e]) ∈ S .
Note that, in this case,
‖j‖L2(Ω)  ‖ Jc‖L2(Ω) for all (e, j) ∈ S
whence (7).
It follows from similar arguments that S is a maximal monotone set that satisﬁes conditions (6)
and (7) if it is given by
j(x) = Jc(x)
∣∣e(x)∣∣−re(x) for all (e, j) ∈ S
with r ∈ [0,1).
Next, let Lk ∈ RN×M for k ∈ {1, . . . ,d} be matrices. Now, let W0 ⊂ L2(Ω,CM) be the space of all
e ∈ L2(Ω,CM) with ∑dk=1 ∂k(Lke) ∈ L2(Ω) in the sense of distributions endowed with the norm
‖e‖2W0
def= ‖e‖2L2 +
∥∥∥∥∥
d∑
k=1
∂k(Lke)
∥∥∥∥∥
2
L2
.
Let D(A) with C∞c (Ω,CM) ⊂ D(A) be a subspace of W0 that is closed with respect to the above
norm and
Ae
def=
d∑
k=1
∂k(Lke) for e ∈ D(A). (8)
Then A is densely deﬁned in L2(Ω,CM) and the adjoint operator A∗ obeys C∞c (Ω,CN ) ⊂ D(A∗) and
A∗F= −
d∑
∂k
(
L∗kF
)
for all F ∈ D(A∗) (9)k=1
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L2(Ω,CM) and L2(Ω,CN ), respectively.
The variable matrices α1 ∈ L∞(Ω,R(M×M)) and α2 ∈ L∞(Ω,R(N×N)) are assumed to be symmetric
and uniformly positive in the sense that there is a c0 > 0 with
y · α1(x)y  c0|y|2 and z · α2(x)z c0|z|2 (10)
for all x ∈ Ω, y ∈ RM and z ∈ RN .
In what follows we denote by w1 the ﬁrst M and by w2 the last N components of a vector
w ∈ CM+N . Let the Hilbert space X def= L2(Ω,CM+N ) be endowed with the scalar product
〈u,v〉X def=
∫
Ω
α−1u · vdx =
∫
Ω
(
α−11 u1 · v1 + α−12 u2 · v2
)
dx.
For some considerations it is advantageous to consider a complex space X . Of course, whenever S
occurs in an equation, all functions are assumed to be real-valued.
Now, the following operators are deﬁned.
Let D(B0)
def= D(A) × D(A∗) and
B0w
def= (−A∗w2, Aw1) for w ∈ D(B0) = D(A) × D(A∗).
Next, B
def= αB0 with α def= diag(α1,α2), i.e. D(B) def= D(B0) and
Bw
def= αB0w=
(−α1A∗w2,α2Aw1) (11)
for w ∈ D(B). Then B is a densely deﬁned skew-adjoint operator in X . This follows from the closed-
ness of the densely deﬁned operator A in L2(Ω,CM), which implies A∗∗ = A = A, Theorem VIII.1 in
[25].
The orthogonal projection onto Y1 = (ker A)⊥ with respect to the weighted scalar product
〈e, f〉X1 def=
∫
Ω
α−11 e · fdx for e, f ∈ X1 def= L2
(
Ω,CM
)
is denoted by P1, whereas P2 denotes the orthogonal projection onto Y2 = (ker A∗)⊥ with respect to
the scalar product
〈h,g〉X2 def=
∫
Ω
α−12 h · gdx for h,g ∈ X2 def= L2
(
Ω,CN
)
.
From the above deﬁnitions it follows immediately that 1− P1 and 1− P2 are the orthogonal projec-
tions onto ker A and ker A∗ with respect to the scalar products 〈·,·〉X1 , 〈·,·〉X1 , respectively. In what
follows the orthogonal projection onto (ker B)⊥ = Y1 × Y2 with respect to the scalar product 〈·,·〉X is
denoted by P , i.e.
P (e,h) = (P1e, P2h) for all (e,h) ∈ X = X1 × X2. (12)
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In this section, the existence and uniqueness of solutions to the system
∂t(E,H) = B(E,H) − (α1J,0) + F, (13)(
E(t), J(t)
) ∈ S a.e. on (0,∞) (14)
supplemented by the initial conditions
E(0) = E0, H(0) = H0 (15)
is shown.
Note that (13) can be formally rewritten as
∂t
(
α−11 E
)= −A∗H− J+ α−11 F1, ∂t(α−12 H)= AE+ α−12 F2.
A triple (E,H, J) ∈ C([0,∞), X) × L∞loc([0,∞), L2(Ω)) is called a mild or weak solution to (13) if, for
each a ∈ D(B),
d
dt
〈(
E(t),H(t)
)
,a
〉
X = −
〈(
E(t),H(t)
)
, Ba
〉
X +
〈
F(t),a
〉
X −
〈(
α1J(t),0
)
,a
〉
X . (16)
Here and in the following calculations the space variable x is often omitted in the notation and E(t, ·)
is abbreviated by E(t). By classical results from linear semigroup theory, [1] and [22, Chapter 4], (16)
supplemented by (15) is equivalent to the abstract variation-of-constants formula
(
E(t),H(t)
)= exp(tB)(E0,H0) +
t∫
0
exp
(
(t − s)B)(F(s) − (α1J(s),0))ds. (17)
Here, (exp(tB))t∈R is the unitary group generated by B .
If u0 ∈ X , f ∈ L2loc([0,∞), X) and u ∈ C([0,∞), X) is given by
u(t) = exp(tB)u0 +
t∫
0
exp
(
(t − s)B)f(s)ds,
then one obtains, by computing 〈u(t),u(t)〉X and using the fact that exp(tB) is unitary in X , the
energy balance
∥∥u(t)∥∥2X = ‖u0‖2X + 2
t∫
0
〈
f(s),u(s)
〉
X ds. (18)
In particular, the function t → ‖u(t)‖2X is absolutely continuous and satisﬁes
d
dt
∥∥u(t)∥∥2X = 2〈f(t),u(t)〉X . (19)
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w0
def= (E0,H0) ∈ X (20)
and
F ∈ L2loc
([0,∞), X). (21)
Then there exists a uniquely determined triple (E,H, J) ∈ C([0,∞), X) × L∞loc([0,∞), L2(Ω)) that satisﬁes
(13)–(15).
If F= 0, then one has
(E,H) ∈ L∞((0,∞), X) (22)
and
J ∈ L∞((0,∞), L2(Ω)). (23)
Proof. First uniqueness is shown. Assume that there are two solutions (E,H, J), (E(1),H(1), J(1)) ∈
C([0,∞), X) × L2loc((0,∞), L2(Ω)). From the energy balance (19) applied to the difference of these
solutions one obtains
1
2
d
dt
∥∥(E(1)(t) − E(t),H(1)(t) −H(t))∥∥2X
= 〈(α1[J(t) − J(1)(t)],0), (E(1)(t) − E(t),H(1)(t) −H(t))〉X
= −
∫
Ω
[
E(1)(t) − E(t)] · (J(1)(t) − J(t))dx 0 (24)
by the monotonicity assumption on S . Here and in the following calculations the space variable x
is omitted in the notation. With E(1)(0) − E(0) = 0 and H(1)(0) − H(0) = 0 this yields E(1) = E and
H(1) = H. Since also J(1) − J=∑dk=1 ∂kL∗k (H(1) −H) − α−11 ∂t(E(1) − E) = 0 in the sense of distributions,
this implies the uniqueness of the solution.
Next, a proof of the existence of the solution based on linear semigroup theory for B and the
Yosida approximation of S is given. For all λ > 0 the nonlinear operator (1+ λS)−1 : L2(Ω) → L2(Ω)
is a nonlinear contraction, see Chapter III in [12] and Lemma 1.3, Corollary 1.3 in [26, Chapter 4]. Now,
let T > 0 be arbitrarily large, YT
def= L2((0, T ), L2(Ω)) and deﬁne A ⊂ YT × YT as the set of all pairs
(e, f) with (e(t), f(t)) ∈ S a.e. in (0, T ). Suppose that λ > 0 and f ∈ YT . Let u(t) def= (1 + λS)−1f(t) for
t ∈ (0, T ), i.e. (u(t), λ−1[f(t) − u(t)]) ∈ S a.e. in (0, T ). By the positivity assumption (6) one has
0
〈
u(t), λ−1
[
f(t) − u(t)]〉L2(Ω)
 λ−1
[∥∥f(t)∥∥L2(Ω)∥∥u(t)∥∥L2(Ω) − ∥∥u(t)∥∥2L2(Ω)].
Since f ∈ YT = L2((0, T ), L2(Ω)), it follows that also u ∈ YT with (u, λ−1[f − u]) ∈ A. Therefore,
A ⊂ YT × YT is maximal monotone and its resolvent is given by ((1 + λA)−1f)(t) = (1 + λS)−1f(t).
For n ∈ N the Yosida approximation
An def= n − n
(
1+ 1
n
A
)−1
: YT → YT
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exists an (En,Hn) ∈ C([0, T ], X) with
(
En(t),Hn(t)
)= exp(tB)(E0,H0) +
t∫
0
exp
(
(t − s)B)[F(s) − (α1Jn(s),0)]ds (25)
with
Jn
def= An(En) ∈ YT = L2
(
(0, T ), L2(Ω)
)
. (26)
Let
un
def= (1+ 1/nA)−1(En) ∈ YT .
Then
Jn = n(En − un) and (un, Jn) ∈ A. (27)
By (27) and the positivity assumption (6) one has
∫
Ω
Jn(t) · un(t)dx 0.
Hence, ∫
Ω
Jn(t) · En(t)dx
∫
Ω
Jn(t) ·
[
En(t) − un(t)
]
dx = n∥∥En(t) − un(t)∥∥2L2(Ω).
Therefore one obtains from the energy estimate (19) applied to (25)
1
2
d
dt
∥∥(En(t),Hn(t))∥∥2X
= 〈F(t), (En(t),Hn(t))〉X − 〈(α1Jn(t),0), (En(t),Hn(t))〉X
= 〈F(t), (En(t),Hn(t))〉X −
∫
Ω
En(t)Jn(t)dx

∥∥F(t)∥∥X∥∥(En(t),Hn(t))∥∥X − n∥∥En(t) − un(t)∥∥2L2(Ω). (28)
This implies that
{
(En,Hn)
}
n∈N is bounded in L
∞((0, T ), X) (29)
and
‖En − un‖L2((0,T ),L2(Ω)) n→∞−→ 0. (30)
By (29) and (30) {un}n∈N is bounded in L2((0, T ), L2(Ω)). Therefore, by (7) and (27),
{Jn}n∈N is bounded in YT = L2
(
(0, T ), L2(Ω)
)
. (31)
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(Enk ,Hnk )
k→∞−→ (E,H) in L∞((0, T ), X) weak-∗, (32)
Jnk
k→∞−→ J in YT weakly (33)
and, by (30),
unk
k→∞−→ E in YT weakly. (34)
It follows immediately from (25), (32) and (33) that (E,H) and J obey (17) and
(
Enk (t),Hnk (t)
) k→∞−→ (E(t),H(t)) in X weakly for all t ∈ [0, T ] (35)
which is similar to (32) but in the pointwise sense with respect to time.
It remains to show (14) for all t ∈ [0, T ], which is equivalent to (E, J) ∈ A. Due to the fact that A
is maximal monotone it suﬃces to show by (27), (33) and (34) that
lim inf
k→∞
T∫
0
∫
Ω
unk · Jnk dxdt 
T∫
0
∫
Ω
E · Jdxdt, (36)
see Proposition 1.6, Chapter 4 in [26], the so-called “monotonicity trick.” The energy balance (28),
(30)–(32) and (35) yield
lim inf
k→∞
T∫
0
∫
Ω
unk · Jnk dxdt = lim inf
k→∞
T∫
0
∫
Ω
Enk · Jnk dxdt
= lim inf
k→∞
T∫
0
[〈
F(t),
(
En(t),Hn(t)
)〉
X −
1
2
d
dt
∥∥(Enk (t),Hnk (t))∥∥2X
]
dt
= 1
2
[∥∥(E0,H0)∥∥2X − limsup
k→∞
∥∥(Enk (T ),Hnk (T ))∥∥2X]+
T∫
0
〈
F(t),
(
E(t),H(t)
)〉
X dt
 1
2
[∥∥(E0,H0)∥∥2X − ∥∥(E(T ),H(T ))∥∥2X ]+
T∫
0
〈
F(t),
(
E(t),H(t)
)〉
X dt. (37)
Next, (19) applied to (17) yields, for each τ  0, the energy estimate
1
2
∥∥(E(τ ),H(τ ))∥∥2X − 12
∥∥(E(0),H(0))∥∥2X
=
τ∫
0
(〈
F(t),
(
E(t),H(t)
)〉
X −
〈(
α1J(t),0
)
,
(
E(t),H(t)
)〉
X
)
dt
=
τ∫ (〈
F(t),
(
E(t),H(t)
)〉
X −
∫
E(t) · J(t)dx
)
dt. (38)0 Ω
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solutions to (13)–(15), since T > 0 has been chosen arbitrarily.
By the positivity assumption (6) one has
∫
Ω
E(t)J(t)dx  0 for all t > 0. Therefore, (22) follows
from (38) in the case where F= 0. Finally (23) follows from (22) and (7). 
Remark 2. By the deﬁnition of B , (16) is equivalent to
d
dt
∫
Ω
α−11 E(t) · ϕ dx = −
∫
Ω
H(t) ·
d∑
k=1
Lk∂kϕ dx−
∫
Ω
J(t) · ϕ dx+
∫
Ω
α−11 F1(t) · ϕ dx (39)
and
d
dt
∫
Ω
α−12 H(t) · ψ dx = −
∫
Ω
E(t) ·
d∑
k=1
L∗k∂kψ dx+
∫
Ω
α−12 F2(t) · ψ dx
for all ϕ ∈ D(A) and ψ ∈ D(A∗), where E and J satisfy (14). In particular, this means that E,H, J satisfy
∂t
(
α−11 E
)=
(
d∑
k=1
L∗k∂kH
)
− J+ α−11 F1,
∂t
(
α−12 H
)= d∑
k=1
Lk∂kE+ α−12 F2 (40)
in the sense of distributions. The choice of the domain of A depends on the boundary condi-
tions supplementing (40). If the system (5) is supplemented by Dirichlet’s boundary conditions, then
D(A)
def= ◦H1(Ω), Aϕ def= ∇ϕ and A∗g = −divg in the sense of distributions. In the case of the wave
equation (5) with Neumann’s boundary condition one has D(A)
def= H1(Ω).
Remark 3. In the case of Maxwell’s equations let Γ1 ⊂ ∂Ω , Γ2 def= ∂Ω \ Γ1 and ε,μ ∈ L∞(R3,R3×3)
be the dielectric and magnetic susceptibilities that satisfy (10) with α1 = ε−1 and α2 = μ−1. Next, let
Ae=∑dk=1 Lk∂ke def= − curle and D(A) be the space of all e ∈ Hcurl(Ω) with∫
Ω
e curl f− f curledx = 0 for all f ∈ C∞c
(
R
3 \ Γ2,C3
)
,
which includes a weak formulation of the boundary condition n ∧ e = 0 on Γ1, see [16]. Then D(A∗)
is the closure of C∞c (R3 \ Γ2,C3) in Hcurl(Ω) and A∗h = − curlh. Furthermore, the spaces WE and
WH in [16] then coincide with D(A) and D(A∗), respectively.
In what follows let
E(h)(t)
def= h−1
h∫
0
E(t + s)ds, H(h)(t) def= h−1
h∫
0
H(t + s)ds, and
J(h)(t)
def= h−1
h∫
J(t + s)ds for h > 0. (41)0
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respect to time.
Lemma 1. Let (E,H, J) be the solution to (13)–(15) under the assumption of Theorem 1 with F = 0. Then
(E,H) : (0,∞) → X is uniformly continuous on (0,∞). In particular
∥∥(E(h)(t),H(h)(t))− (E(t),H(t))∥∥X h→0−→ 0 uniformly in t > 0. (42)
Furthermore,
(
E(h),H(h)
) ∈ C1([0,∞), X)∩ C([0,∞), D(B))∩ L∞((0,∞), D(B)). (43)
Proof. Let U
def= (E,H) and U(h) def= (E(h),H(h)). By (19) and the monotonicity of S one obtains for all
s > 0 the energy estimate
1
2
d
dt
∥∥U(t + s) −U(t)∥∥2X = −〈U(t + s) −U(t), (J(t + s) − J(t),0)〉X
= −
∫
Ω
[
E(t + s) − E(t)] · [J(t + s) − J(t)]dx 0,
whence
∥∥U(t + s) −U(t)∥∥2X  ∥∥U(s) −U(0)∥∥2X s→0−→ 0
uniformly in t , which implies (42).
Let a ∈ D(B). Then it follows from (16) that
〈
U(h)(t), Ba
〉
X = h−1
t+h∫
t
〈
U(s), Ba
〉
X ds
= −h−1
t+h∫
t
[
d
dt
〈
U(s),a
〉
X +
〈(
α1J(s),0
)
,a
〉
X
]
ds
= h−1〈U(t) −U(t + h),a〉X − h−1
〈 t+h∫
t
(
α1J(s),0
)
ds,a
〉
X
.
Hence U(h)(t) ∈ D(B) with
BU(h)(t) = ∂tU(h)(t) +
(
α1J
(h)(s),0
)
(44)
which implies, by (22) and (23), that the function U(h) has the regularity property (43). 
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This section is concerned with the asymptotic behavior of solutions for arbitrary spatial do-
mains Ω . In what follows let G ⊂ Ω be a nonempty open subset that, in the case of Maxwell’s
equations, represents the conducting region. As Ω \ G represents the vacuum region without conduc-
tivity, it is assumed that
j= 0 on Ω \ G for all (e, j) ∈ S. (45)
It is also assumed that G has ﬁnite measure and
there is a q0 ∈ [1,2] with ‖e‖q0Lq0 (G)  K1〈e, j〉L2(Ω) for all (e, j) ∈ S, (46)
with a constant K1 ∈ (0,∞). Note that, since G has ﬁnite measure and q0 ∈ [1,2], Lq∗0 (G) ⊂ L2(G) ⊂
Lq0 (G) with 1/q0 + 1/q∗0 = 1. Furthermore, in this section, it is assumed that
α1(x) = α2(x) = 1 on Ω \ G. (47)
Finally, let the matrices L j ∈ RN×M obey the following algebraic condition
(
d∑
k=1
ξkLk
)(
d∑
k=1
ξkL
∗
k
)(
d∑
k=1
ξkLk
)
= λ0|ξ |2
d∑
k=1
ξkLk for all ξ ∈ Rd, (48)
with a constant λ0 > 0. This condition is satisﬁed for Maxwell’s equations and the system (5) with
λ0 = 1.
Remark 4. Conditions (45) and (46) are satisﬁed if S is deﬁned as the set of all (e, j) ∈ L2(Ω)× L2(Ω)
with
j= Jc(x)|e|q0−2e
where Jc ∈ L∞(Ω) is non-negative function on Ω that vanishes on Ω \ G and has a positive lower
bound on G .
Let (E,H, J) be the solution to (13)–(15) under the assumption of Theorem 1 with F= 0, i.e.
∂t(E,H) = B(E,H) − (α1J,0), (49)(
E(t), J(t)
) ∈ S a.e. on (0,∞) (50)
and the initial conditions
E(0) = E0, H(0) = H0. (51)
Recall that (49) and (51) are meant in the sense of mild solutions, i.e.
(
E(t),H(t)
)= exp(tB)(E0,H0) −
t∫
0
exp
(
(t − s)B)(α1J(s),0)ds. (52)
Now, let N1 be the set of all a ∈ ker A with a(x) = 0 for all x ∈ G . Let Q1 be the orthogonal
projection onto N1 in X1 with respect to the weighted scalar product 〈·,·〉X1 .
Now, the main results can be stated.
F. Jochmann / J. Differential Equations 246 (2009) 2151–2191 2163Theorem 2. Suppose that (45)–(48) are fulﬁlled in addition to the assumptions of Theorem 1. Then the solution
to (49)–(51) satisﬁes
E(t)
t→∞−→ Q1E0 in L2(Ω) weakly.
Corollary 1. Suppose that, in addition to the assumptions of Theorem 2,
∫
Ω
α−11 E0fdx = 0 for all f ∈ N1. (53)
Then
E(t)
t→∞−→ 0 in L2(Ω) weakly.
This follows directly from Theorem 2, since condition (53) is equivalent to Q1E0 = 0.
Remark 5. In the case of Maxwell’s equations one has ∇ϕ ∈ N1 for all ϕ ∈ C∞c (Ω \ G). Therefore,
condition (53) implies
div(εE0) = 0 on Ω \ G.
Theorem 3. Suppose that, in addition to the assumptions of Theorem 2,
q0 ∈ (1,2] and ‖j‖Lq∗0 (G)  K2‖e‖
q0−1
Lq0 (G) for all (e, j) ∈ S (54)
with a constant K2 ∈ (0,∞). Then
(
E(t),H(t)
) t→∞−→ (Q1E0, (1− P2)H0) in X weakly.
The next theorem deals with the case where S is assumed to be L1 coercive. It includes Bean’s
model in the limit case.
Theorem 4. Suppose that, in addition to the assumptions of Theorem 2,
q0 = 1 and ‖j‖L∞(G)  K2 for all (e, j) ∈ S (55)
with a constant K2 ∈ (0,∞). Then there exists a j(∞) ∈ L∞(Ω) ∩ L2(Ω), such that, for each T > 0,
1
T
T∫
0
J(t + s)ds t→∞−→ j(∞) in L2(Ω) weakly and in L∞(Ω) weak- ∗ . (56)
Furthermore,
(
E(t),H(t)
) t→∞−→ (Q1E0,H(∞)) in X weakly,
where H(∞) ∈ D(A∗) satisﬁes
−A∗H(∞) = j(∞) and (1− P2)H(∞) = (1− P2)H0. (57)
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S(0) def= {f ∈ L2(Ω): (0, f) ∈ S}
may contain non-zero elements, whereas the assumption (54) in Theorem 3 implies that S(0) = {0}.
In the following corollary, an example for S is given.
Corollary 2. Assume (10), (20), (47) and (48). In addition, let Jc ∈ L∞(Ω) be a non-negative function on
Ω that is zero on Ω \ G and has a positive lower bound on G. Let, according to Theorem 1, (E,H, J) ∈
Cb([0,∞), X) × L∞loc([0,∞), L2(Ω)) satisfy (49)–(51), where J is given by
J(t, x) = Jc(x)
∣∣E(t, x)∣∣−1E(t, x) if E(t, x) = 0 and ∣∣J(t, x)∣∣ Jc(x) if E(t, x) = 0.
Then the assertions of Theorem 4 hold.
As explained in Remark 1, the multivalued operator S satisﬁes all assumptions of Theorem 4 if it
is deﬁned as the set of all (e, j) ∈ L2(Ω) × L2(Ω) with, for a.e. x ∈ Ω ,
j(x) = Jc(x)
∣∣e(x)∣∣−1e(x) if e(x) = 0 and ∣∣j(x)∣∣ Jc(x) if e(x) = 0.
In this case, one has Jc ∈ L2(Ω), since G has ﬁnite measure and Jc(x) = 0 on Ω \ G . Furthermore,
〈e, j〉L2(Ω) =
∫
Ω
Jc(x)
∣∣e(x)∣∣dx = ∫
G
Jc(x)
∣∣e(x)∣∣dx c0‖e‖L1(G)
for all (e, j) ∈ S , whence condition (46) with q0 = 1.
The next corollary deals with the solution to Maxwell’s equations in a domain with perfectly
conducting boundary where the current density is governed by Bean’s model.
Corollary 3. Let ε(x) and μ(x) be symmetric invertible matrices representing the dielectric and magnetic
permittivities such that α1
def= ε−1 ∈ L∞(Ω,R3×3) and α2 def= μ−1 ∈ L∞(Ω,R3×3) satisfy (10) and (47). In
addition, let Jc ∈ L∞(Ω) be a non-negative function onΩ that is zero onΩ \G and has a positive lower bound
on G. Now, let E,H be the solution to Maxwell’s equations (1), (51) supplemented by the boundary conditions
n ∧ E= 0 on ∂Ω,
where J satisﬁes
J(t, x) = Jc(x)
∣∣E(t, x)∣∣−1E(t, x) if E(t, x) = 0 and ∣∣J(t, x)∣∣ Jc(x) if E(t, x) = 0.
Then there exists a j(∞) ∈ L∞(Ω) ∩ L2(Ω) with, for each T > 0,
1
T
T∫
0
J(t + s)ds t→∞−→ j(∞) in L2(Ω) weakly and in L∞(Ω) weak- ∗ . (58)
Furthermore,
(
E(t),H(t)
) t→∞−→ (Q1E0,H(∞)) in X weakly,
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curlH(∞) = j(∞), (1− P2)H(∞) = (1− P2)H0. (59)
In particular
div
(
μH(∞)
)= div(μH0).
Corollary 3 follows from Corollary 2 with A∗h = − curlh for h ∈ D(A∗) = Hcurl(Ω) and Ae =
− curle for e ∈ D(A) = ◦Hcurl(Ω) which is the closure of C∞c (Ω) in Hcurl(Ω).
Analogously, one has, by Theorem 3,
Corollary 4. Let q0 ∈ (1,2], assume (20) and let ε(x),μ(x) and Jc be as in Corollary 3. Let E,H be the solution
to Maxwell’s equations (1) and (51) supplemented by the boundary conditions
n ∧ E= 0 on ∂Ω,
where J satisﬁes
J(t, x) = Jc(x)
∣∣E(t, x)∣∣q0−2E(t, x).
Then
(
E(t),H(t)
) t→∞−→ (Q1E0, (1− P2)H0) in X weakly.
5. Proofs of the main results
Next some auxiliary results concerning problem (49)–(51) will be given.
Lemma 2. Under the assumptions of Theorem 2 it follows that
E ∈ Lq0((0,∞), Lq0 (G)).
Proof. By the standard energy estimate, (19), for (49)–(51) and assumption (46) one obtains
1
2
d
dt
∥∥(E(t),H(t))∥∥2X = −
∫
Ω
E · Jdx−K−11 ‖E‖q0Lq0 (G)
which implies the assertion of Lemma 2. 
Recall that 1− P is the orthogonal projection onto ker B . By (52) there holds
(1− P )(E(t),H(t))= (1− P )
(
(E0,H0) −
t∫
0
(
α1J(s),0
)
ds
)
. (60)
First, assertion (56) is proved.
Lemma 3. Suppose that the assumptions of Theorem 4 are satisﬁed. In particular q0 = 1. Then there exists a
j(∞) ∈ L∞(Ω) ∩ L2(Ω) that satisﬁes (56) and
(
α1j
(∞),0
) ∈ (ker B)⊥. (61)
2166 F. Jochmann / J. Differential Equations 246 (2009) 2151–2191Proof. First, it is shown that H(t) has a weak limit in L2(G) as t → ∞. For this purpose let, by
Lemma 2 with q0 = 1,
F
def=
∞∫
0
E(s)ds ∈ L1(G).
Suppose ψ ∈ C∞c (G). Then
d
dt
∫
G
α−12 H(t) · ψ dx = −
∫
G
E(t) ·
d∑
k=1
L∗k∂kψ dx
and, hence,
∫
G
α−12 H(t) · ψ dx =
∫
G
α−12 H0 · ψ dx−
∫
G
( t∫
0
E(s)ds
)
·
d∑
k=1
L∗k∂kψ dx
t→∞−→
∫
G
α−12 H0 · ψ dx−
∫
G
F ·
d∑
k=1
L∗k∂kψ dx.
This means that, for each ψ ∈ C∞c (G) the limit limt→∞
∫
G α
−1
2 H(t) · ψ dx exists. Since ‖H(t)‖L2(G)
remains bounded as t → ∞ by Theorem 1, it follows that the weak limit
h
def= w − lim
t→∞H(t) ∈ L
2(G) (62)
exists. For ϕ ∈ C∞c (G) one has
d
dt
∫
G
α−11 E(t) · ϕ dx = −
∫
G
H(t) ·
d∑
k=1
Lk∂kϕ dx−
∫
G
J(t) · ϕ dx. (63)
Since ‖H(t)‖L2(G) and ‖J(t)‖L2(G) remain bounded as t → ∞ by Theorem 1, this implies that the
function t → ∫G α−11 E(t) · ϕ dx is uniformly continuous on (0,∞). By Lemma 2 with q0 = 1, this
function is also in L1(0,∞). Hence,
lim
t→∞
∫
G
α−11 E(t) · ϕ dx = 0. (64)
Let T > 0. Then it follows from (62)–(64) that
∫
G
( t+T∫
t
J(s)ds
)
· ϕ dx
=
∫
α−11
[
E(t) − E(t + T )] · ϕ dx−
t+T∫ ∫
H(s) ·
d∑
k=1
Lk∂kϕ dxdsG t G
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∫
G
h ·
d∑
k=1
Lk∂kϕ dx.
Thus, for each T > 0 and ϕ ∈ C∞c (G),
the limit lim
t→∞
∫
G
(
1
T
t+T∫
t
J(s)ds
)
· ϕ dx exists (65)
and is independent of T . Note that, by (23), assumptions (45) and (55), we have
J(t, x) = 0 on [0,∞) × (Ω \ G) (66)
and
J ∈ L∞((0,∞), L∞(Ω))∩ L∞((0,∞), L2(Ω)). (67)
In particular, ‖ 1T
∫ t+T
t J(s)‖L∞(Ω)  ‖J‖L∞((0,∞),L∞(Ω)) and ‖ 1T
∫ t+T
t J(s)‖L2(Ω)  ‖J‖L∞((0,∞),L2(Ω)) re-
main bounded as t → ∞. Hence, (65)–(67) imply (56).
Next, (56) and (60) yield
1
T
(1− P )(E(t) − E(t + T ),H(t) −H(t + T ))
= 1
T
(1− P )
t+T∫
t
(
α1J(s),0
)
ds
t→∞−→ (1− P )(α1j(∞),0) in X weakly.
Hence, for each T > 0,
∥∥(1− P )(α1j(∞),0)∥∥X  2T
∥∥(E,H)∥∥L∞((0,∞),X),
whence (61). 
The following theorem is used for the characterization of the weak ω-limit set of the solution of
(49)–(51).
Proposition 1. Assume (48) and (47). Then every g ∈ X with
(
exp(tB)g
)
1 = 0 on G for all t ∈ R (68)
satisﬁes g ∈ ker B.
Proof. In [24] this assertion is proved for the scalar wave equation with smooth coeﬃcients and
Maxwell’s equations with constant coeﬃcients on arbitrary spatial domains. For Maxwell’s equations
in three-dimensional spatial domains, this has been generalized in [17] to discontinuous coeﬃcients
ε and μ satisfying (47). The proof given here is a direct adaption of the main idea of the proof of
Lemma 2 in [24].
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Gn(t)
def= nπ−1/2
∫
R
exp
(−n2[s − it]2)exp(sB)gds ∈ X . (69)
Then, for every k ∈ N, n ∈ N and t ∈ R, we have Gn ∈ D(Bk) and
BkGn(t) = (−1)knπ−1/2
∫
R
(
dk
dsk
exp
(−n2[s − it]2))exp(sB)gds
= (−i)k d
k
dtk
Gn(t). (70)
Next, (68) and (70) yield (BkGn(t))1 = 0 on G for every k ∈ N, n ∈ N and t ∈ R. Since
Bk+1Gn(t) =
(
α1
d∑
k=1
∂kL
∗
k
(
BkGn(t)
)
2,α2
d∑
k=1
∂kLk
(
BkGn(t)
)
1
)
,
this also implies (BkGn(t))2 = 0 on the open set G and, thus,
BkGn(t) = 0 on G for all k 1. (71)
By assumption (47), (71) yields
Bk+1Gn(t) =
(
d∑
k=1
∂kL
∗
k
(
BkGn(t)
)
2,
d∑
k=1
∂kLk
(
BkGn(t)
)
1
)
(72)
for all k  0 on Ω in the sense of distributions. Now, it follows from condition (48) using Fourier
transform that
d∑
j=1,k=1,m=1
L j L
∗
k Lm∂ j∂k∂mϕ = λ0
d∑
k=1
∂kLkϕ
for all ϕ ∈ C∞c (Ω,CM). By taking the adjoint in (48) one also has
d∑
j=1,k=1,m=1
L∗j LkL
∗
m∂ j∂k∂mψ = λ0
d∑
k=1
∂kL
∗
kψ
for all ψ ∈ C∞c (Ω,CN ). Hence, by (70) and (72),
λ0BGn(t) = B3Gn(t) = − d
2
dt2
BGn(t). (73)
In particular
Fn(x1, . . . , xd+1)
def= BGn
(
λ
−1/2
0 xd+1
)
(x1, . . . , xd), (x1, . . . , xd+1) ∈ Rd+1,
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principle for the Laplace equation, F= 0 on Ω × R, i.e.
BGn(t) = 0 on Ω for all t ∈ R. (74)
Since Gn(0)
n→∞−→ g by (69) and ker B is a closed subspace of X , (74) implies the desired result. 
As in [16] and [18] let ω0 denote the ω-limit set of (E,H) with respect to the weak topology of X ,
i.e. the set of all g ∈ X , such that there exists a sequence tn n→∞−→ ∞ with (E(tn),H(tn)) n→∞−→ g in X
weakly. Since (E,H) ∈ L∞((0,∞), X) by Theorem 1 this set is nonempty.
Lemma 4. Under the assumptions of Theorem 2 it follows that
Q1E(t) = Q1E0 and (1− P2)H(t) = (1− P2)H0 for all t > 0.
Proof. Let a ∈ N1. That means a ∈ ker A and a= 0 on G .
In particular exp (tB)(a,0) = (a,0). Then (52) yields
〈
E(t),a
〉
X1
= 〈(E(t),H(t)), (a,0)〉X
=
〈
exp(tB)(E0,H0) −
t∫
0
exp
(
(t − s)B)(α1J(s),0)ds, (a,0)
〉
X
=
〈
(E0,H0) −
t∫
0
(
α1J(s),0
)
ds, (a,0)
〉
X
= 〈(E0,H0), (a,0)〉X = 〈E0,a〉X1 .
The second assertion follows from (60). 
Proof of Theorems 2, 3 and 4. Suppose g ∈ X and tn n→∞−→ ∞ with
(
E(tn),H(tn)
) n→∞−→ g in X weakly. (75)
Let u(n)(t)
def= (E(tn + t),H(tn + t)) and J(n)(t) def= J(tn + t) for t ∈ (−tn,∞) and u(n)(t) def= 0, J(n)(t) def= 0
for t  tn . After passing to a further subsequence one has, by (23)
J(n)
n→∞−→ q(∞) in L∞(R, L2(Ω)) weak- ∗ . (76)
Let t ∈ R. By (52) and the semigroup property of s → exp(sB) one has
u(n)(t) = exp((tn + t)B)(E0,H0) −
tn+t∫
0
exp
(
(tn + t − s)B
)(
α1J(s),0
)
ds
= exp(tB)
[
exp(tnB)(E0,H0) −
tn∫
exp
(
(tn − s)B
)(
α1J(s),0
)
ds
]
0
2170 F. Jochmann / J. Differential Equations 246 (2009) 2151–2191−
t∫
0
exp
(
(t − s)B)(α1J(s + tn),0)ds
= exp(tB)(E(tn),H(tn))−
t∫
0
exp
(
(t − s)B)(α1J(s + tn),0)ds
for all n ∈ N with tn + t  0. By (75) and (76), this implies that
u(n)(t)
n→∞−→ u(∞)(t) def= exp(tB)g−
t∫
0
exp
(
(t − s)B)(α1q(∞)(s),0)ds (77)
in X weakly for all t ∈ R. In particular, u∞ ∈ C(R, X) is a mild solution of
∂tu
(∞) = Bu(∞) − (α1q(∞)(s),0). (78)
For all a,b ∈ R with a < b it follows from Lemma 2 that
∥∥∥∥∥
b∫
a
u(n)1(t)dt
∥∥∥∥∥
Lq0 (G)
 (b − a)1/q∗0
( b+tn∫
a+tn
∥∥E(t)∥∥q0Lq0 (G) dt
)1/q0
n→∞−→ 0. (79)
Now (77) and (79) yield
u(∞)1(t) = 0 on G. (80)
It follows from (78) and (80) that
∂t
(
α−12 u
(∞)
2
)= d∑
k=1
∂kLku
(∞)
1 = 0
on R× G in the sense of distributions. This means that u(∞)2 is constant with respect to t on R × G ,
and, hence, by (77),
u(∞)2(t) = g2 on G. (81)
Next, (78), (80) and (81) yield
q(∞) =
d∑
k=1
∂kL
∗
ku
(∞)
2 − ∂t
(
α−11 u
(∞)
1
)= d∑
k=1
∂kL
∗
kg2
on R × G in the sense of distributions. This implies that q(∞) is constant with respect to t on R × G
and, by assumption (45), it is also constant with respect to t on R × Ω , i.e.
q(∞)(t) = f(∞) on Ω for all t ∈ R with a function f(∞) ∈ L2(Ω). (82)
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u(∞)(t) = exp(tB)g−
t∫
0
exp(rB)
(
α1f
(∞),0
)
dr for all t ∈ R. (83)
Thus, for all h, t ∈ R,
u(∞)(t + h) − u(∞)(t)
= exp(tB)
[
exp(hB)g− g−
h∫
0
exp(sB)
(
α1f
(∞),0
)
ds
]
.
In particular, by (80),
Fh
def= exp(hB)g− g−
h∫
0
exp(sB)
(
α1f
(∞),0
)
ds
satisﬁes
(
exp(tB)Fh
)
1(t) = 0 on G for all t ∈ R. (84)
By Proposition 1 one has Fh ∈ ker B , whence PFh = 0. Since 1 − P is the orthogonal projection onto
the kernel of B and exp(hB) = exp(−hB)∗ it follows that
(1− P )exp(hB) = (exp(−hB)(1− P ))∗ = (1− P )∗ = (1− P )
and, thus,
P
(
exp(hB)g− g)= exp(hB)g− g.
Now, we have
0 = PFh = exp(hB)g− g−
h∫
0
exp(sB)P
(
α1f
(∞),0
)
ds.
This implies, since B generates (exp (tB))t∈R , g ∈ D(B) with
Bg= P(α1f(∞),0). (85)
In particular
g1 ∈ ker A, g2 ∈ D
(
A∗
)
.
By (80) one also has g1 = 0 on G , whence g1 ∈ N1. From this one obtains
ω0 ⊂ N1 × D
(
A∗
)
. (86)
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accumulation point of (1− Q1)E(t) as t → ∞ with respect to the weak topology of X1. Together with
Lemma 4 this implies the assertion of Theorem 2.
In order to prove Theorem 3, assume (54). In particular q0 > 1. Then one has
∥∥J(s)∥∥q∗0
Lq
∗
0 (G)
 K2
∥∥E(s)∥∥q0Lq0 (G) for all s > 0.
Hence, Lemma 2 yields
J ∈ Lq∗0((0,∞), Lq∗0 (G)), (87)
whence f(∞) = 0 by (76) and (82). By (85) this yields
ω0 ⊂ N1 × ker
(
A∗
)⊂ ker B.
In particular zero is the only possible accumulation point of P2H(t) as t → ∞ whence
P2H(t)
t→∞−→ 0 in X weakly.
Again, by Lemma 4, this implies the assertion of Theorem 3.
Finally, in order to prove Theorem 4, assume (55) instead of (54). In particular q0 = 1. By
Lemma 3, (76) and (82) it follows easily that f(∞) = j(∞) ∈ L∞(Ω). Therefore, (61) and (85) yield
Bg= (α1j(∞),0). In particular,
−A∗g2 = j(∞) for all g ∈ ω0. (88)
By Lemma 4 one also has
(1− P2)g2 = (1− P2)H0 for all g ∈ ω0. (89)
Since (1− P2) is the orthogonal projection onto ker A∗ , (88) and (89) uniquely determine g2. Hence,
ω0 consists of a single point that satisﬁes (88) and (89). This implies the assertion of Theorem 4. 
By (60) one has
(1− P )(E(t),H(t))= (1− P )[w0 − (R(t),0)] (90)
with
w0
def= (E0,H0) and R(t) def= α1
t∫
0
J(s)ds. (91)
The following lemmas are used in the next sections regarding the strong convergence as t → ∞.
Lemma 5. Under the assumptions of Theorem 3 or Theorem 4 there holds
t−1
t∫
0
〈
E(s),R(s)
〉
X1
ds
t→∞−→ 0.
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∥∥R(t)∥∥
Lq
∗
0 (G)

t∫
0
∥∥J(s)∥∥
Lq
∗
0 (G)
ds
 t1/q0
( t∫
0
∥∥J(s)∥∥q∗0
Lq
∗
0 (G)
ds
)1/q∗0
 C2t1/q0 .
Now, assume (55). Then
∥∥R(t)∥∥L∞(G) 
t∫
0
∥∥J(s)∥∥L∞(G) ds C3t
which is the above inequality with q0 = 1. In any case one has, by assumption (45), Hölder’s inequality
and Lemma 2 again,
t−1
∣∣∣∣∣
t∫
T
〈
E(s),R(s)
〉
X1
ds
∣∣∣∣∣ C2t−1
t∫
T
∥∥E(s)∥∥Lq0 (G)s1/q0 ds
 C2
( ∞∫
T
∥∥E(s)∥∥q0Lq0 (G)ds
)1/q0
for all 0 < T < t . Finally,
limsup
t→∞
∣∣∣∣∣t−1
t∫
0
〈
E(s),R(s)
〉
X1
ds
∣∣∣∣∣= limsupt→∞
∣∣∣∣∣t−1
t∫
T
〈
E(s),R(s)
〉
X1
ds
∣∣∣∣∣
 C2
( ∞∫
T
∥∥E(s)∥∥q0Lq0 (G) ds
)1/q0
for each T > 0, which implies the desired result by letting T → ∞. 
Lemma 6. Suppose that the solution to (49)–(51) satisﬁes
t−1
t∫
0
〈
P1E(s),R(s)
〉
X1
ds
t→∞−→ 0 (92)
with R as in (91).
(i) Let the assumptions of Theorem 3 be satisﬁed. Then
t−1
t∫ ∥∥(1− P )(E(s) − Q1E0,H(s) −H0)∥∥2X ds t→∞−→ 0.0
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t−1
t∫
0
∥∥(1− P )(E(s) − Q1E0,H(s) −H(∞))∥∥2X ds t→∞−→ 0
with H(∞) as in (57).
Proof. Only part (ii) is proved, since (i) follows from similar arguments. For this purpose let
u(t)
def= (E(t) − Q1E0,H(t) −H(∞)).
By (90),
(1− P )u(t) = (1− P )(E(t),H(t))− (Q1E0, (1− P2)H(∞))
= c− (1− P )(R(t),0)
with a c ∈ X independent of t . Therefore,
∥∥(1− P )u(t)∥∥2X = 〈u(t), c〉X − 〈(1− P )u(t), (R(t),0)〉X
= 〈u(t), c〉X − 〈(1− P1)u1(t),R(t)〉X1
= 〈u(t), c〉X − 〈(1− P1)E(t),R(t)〉X1 . (93)
Here we use
(1− P1)
[
E(t) − u1(t)
]= (1− P1)Q1E0 = Q1E0,
since Q1E0 ∈ ker A. Furthermore, (Q1E0)(x) = 0 a.e. on G while R(t, x) = 0 a.e. on Ω \ G . Theorem 4
yields
〈
u(t), c
〉
X
t→∞−→ 0. (94)
From assumption (92), Lemma 5, (93) and (94) we obtain
t−1
t∫
0
∥∥(1− P )u(s)∥∥2X ds t→∞−→ 0,
which is the desired result. 
Remark 7. Condition (92) does not follow from the argument in the proof of Lemma 5. The proof of
Lemma 5 is based on an Lq0(G)-estimate for E(t) and an Lq
∗
0(G)-estimate for J(t). Under the general
assumptions of this section, Lq0 (Ω) and Lq
∗
0(Ω) are not invariant under P1. In particular, if q0 = 1,
there is no L1- or L∞-estimate for the orthogonal projection on the space of the divergence-free
ﬁelds. It is shown that condition (92) is fulﬁlled in Sections 6 and 7 using some kind of Poincaré
inequality for elements of D(A) ∩ Y1.
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∥∥(E(t) − Q1E0,H(t) − (1− P2)H0)∥∥2X t→∞−→ f∞ def= E∞ − ∥∥(Q1E0, (1− P2)H0)∥∥2X .
(ii) Under the assumptions of Theorem 4 there holds
∥∥(E(t) − Q1E0,H(t) −H(∞))∥∥2X t→∞−→ e∞ def= E∞ − ∥∥(Q1E0,H(∞))∥∥2X .
Here E∞ def= limt→∞ ‖(E(t),H(t))‖2X .
Proof of (ii). By the energy dissipation law (38) with F = 0 and the positivity assumption (6), the
function t → ‖(E(t),H(t))‖2X is non-increasing on (0,∞), whence
E∞ = lim
t→∞
∥∥(E(t),H(t))∥∥2X
exists. Therefore, by Theorem 4, one obtains
∥∥(E(t) − Q1E0,H(t) −H(∞))∥∥2X
= ∥∥(E(t),H(t))∥∥2X − 2〈(E(t),H(t)), (Q1E0,H(∞))〉X
+ ∥∥(Q1E0,H(∞))∥∥2X t→∞−→ E∞ − ∥∥(Q1E0,H(∞))∥∥2X = e∞. 
6. Strong convergence for bounded domains
In what follows let Y1 = (ker A)⊥ and Y2 = (ker A∗)⊥ with respect to the standard scalar products
in L2(Ω,CM) and L2(Ω,CN ), respectively. In this section it is assumed that
D(A) ∩ Y1 is compactly embedded in L2
(
Ω,CM
)
. (95)
Here, D(A) is endowed with the graph norm.
Remark 8. If Ω ⊂ Rd is a bounded spatial domain, this assumption is fulﬁlled in most physically
reasonable cases. In the case of Maxwell’s equations described in Remark 3 one has ∇ϕ ∈ ker A for
all ϕ ∈ C∞c (R3 \ Γ1), whence
∫
Ω
e∇ϕ dx = 0 for all e ∈ Y1 and ϕ ∈ C∞c
(
R
3 \ Γ1
)
, (96)
which is the weak formulation for dive = 0 on Ω and n · e = 0 on Γ2. By the result in [14] or [15],
a generalization of the results in [23,29,30], the space of all e ∈ D(A) that obey (96) is compactly
embedded in L2(Ω,C3). Thus, condition (95) is satisﬁed in this case. However, D(A) itself is not
compactly embedded in L2(Ω,C3), since ker A ⊂ D(A) is inﬁnite-dimensional because it contains all
gradient ﬁelds supported in Ω .
Condition (95) is also fulﬁlled for the system (5) supplemented by Dirichlet’s boundary conditions,
since D(A)
def= ◦H1(Ω) in this case.
The main result of this section is the strong convergence in Theorems 3 and 4.
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(51) satisﬁes
∥∥E(t) − Q1E0∥∥2L2(Ω) + ∥∥H− (1− P2)H0∥∥2L2(Ω) t→∞−→ 0.
(ii) Suppose that (95) and the assumptions of Theorem 4 are satisﬁed. Then the solution to (49)–(51) satis-
ﬁes
∥∥E(t) − Q1E0∥∥2L2(Ω) + ∥∥H−H(∞)∥∥2L2(Ω) t→∞−→ 0
where H(∞) is given by (57).
Recall that Y1 and Y2 are the orthogonal complements of ker A and ker A∗ with respect to the
weighted scalar products 〈·,·〉X1 and 〈·,·〉X2 , respectively.
Lemma 8. Suppose that (95) is satisﬁed. Then:
(i) D(A) ∩ Y1 and D(A∗) ∩ Y2 are compactly embedded in L2(Ω).
(ii) There exists a constant K ∈ (0,∞) depending only on Ω,α1 and α2 , such that
‖e‖L2(Ω)  K‖Ae‖L2(Ω) for all e ∈ D(A) ∩ Y1,
‖h‖L2(Ω)  K
∥∥A∗h∥∥L2(Ω) for all h ∈ D(A∗)∩ Y2.
(iii) Y2 = ran(α2A) =
{
α2Ae: e ∈ D(A)
}= {α2Ae: e ∈ D(A) ∩ Y1}.
Proof. First, it is shown that
D(A) ∩ Y1 is compactly embedded in L2
(
Ω,CM
)
(97)
which, by using a standard indirect argument and (ker A) ∩ Y1 = {0}, also implies the ﬁrst inequality
in (ii).
If e ∈ D(A) and e1 is its orthogonal projection onto Y1 with respect to the scalar product 〈·,·〉X1 ,
then e− e1 ∈ ker A ⊂ D(A) and Ae= Ae1. Therefore,
ran A = {Ae: e ∈ D(A) ∩ Y1}. (98)
Analogously,
ran A∗ = {A∗h: h ∈ D(A∗)∩ Y2}. (99)
If e ∈ Y1 then α−11 e ∈ Y1 and vice versa. Therefore, for any e ∈ Y1,
‖e‖2L2(Ω)  C1
〈
α−11 · e,e
〉
L2(Ω) = C1
〈P1(α−11 · e),e〉L2(Ω)
= C1
〈
α−11 · e,P1e
〉
L2(Ω), (100)
where P1 is the orthogonal projection onto Y1 with respect to the standard scalar product in
L2(Ω,CM). Suppose that (en)n∈N is a bounded sequence in D(A) ∩ Y1. Since P1en ∈ D(A) and
AP1en = Aen , the sequence (P1en)n∈N is also bounded in D(A). (Note that en −P1en ∈ ker A ⊂ D(A).)
By assumption (95), (P1en)n∈N is precompact in L2(Ω). By (100) there holds
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〈
α−11 · (en − em),P1(en − em)
〉
L2(Ω)
 C2
∥∥P1(en − em)∥∥L2(Ω).
This term tends to zero as n,m → ∞ after passing to a subsequence, which implies (97).
It follows from the ﬁrst inequality in (ii) and the closedness of A that ran A = {Ae: e ∈ D(A)∩ Y1}
is closed in L2(Ω), whence
Y2 =
(
ker A∗
)⊥ = (ran A)⊥⊥ = ran A. (101)
Here, the orthogonal complements are taken with respect to the standard scalar product in L2(Ω),
because A∗ is deﬁned with respect to the standard scalar product, too.
If h ∈ Y2 then α−12 h ∈ Y2 and vice versa. Together with (98) and (101) this implies (iii).
Suppose that (hn)n∈N is a bounded sequence in D(A∗) ∩ Y2. By (iii) there is a sequence (en)n∈N
that is bounded in D(A) ∩ Y1 with hn = α2Aen . Hence
‖hn − hm‖2L2(Ω)  C3
〈
α−12 · (hn − hm),hn − hm
〉
L2(Ω)
= C3
〈
en − em, A∗hn − A∗hm
〉
L2(Ω)  C4‖en − em‖L2(Ω).
By (97), this term tends to zero as n,m → ∞ after passing to a subsequence. This shows that
D
(
A∗
)∩ Y2 is compactly embedded in L2(Ω,CN) (102)
which, using an indirect argument and ker A∗ ∩ Y2 = {0}, also implies the second inequality in (ii). 
The ﬁrst step of the proof of Theorem 5 is the strong decay of P (E,H), which is in the case of
Maxwell’s equations the divergence-free part of (E,H).
Lemma 9. (i) Suppose that (95) and the assumptions of Theorem 3 are satisﬁed. Then
∥∥P(E(t),H(t))∥∥L2(Ω) t→∞−→ 0.
(ii) Suppose that (95) and the assumptions of Theorem 4 are satisﬁed. Then
∥∥P(E(t),H(t) −H(∞))∥∥L2(Ω) t→∞−→ 0.
Proof. First, it follows from (43) that
P1E
(h) ∈ L∞((0,∞), D(A) ∩ Y1) and P2H(h) ∈ L∞((0,∞), D(A∗)∩ Y2),
whence, by Lemma 8(i),
{
P
(
E(h)(t),H(h)(t)
)= (P1E(h)(t), P2H(h)(t)): t  0} (103)
is precompact in L2(Ω) for all h > 0.
Suppose that (95) and the assumptions of Theorem 3 are satisﬁed. Then Theorem 3 yields, since
(Q1E0, (1− P2)H0) ∈ ker B , i.e. P (Q1E0, (1− P2)H0) = 0,
P
(
E(t),H(t)
) t→∞−→ 0 in X weakly,
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P
(
E(h)(t),H(h)(t)
) t→∞−→ 0 in X weakly.
By (103), one obtains
∥∥P(E(h)(t),H(h)(t))∥∥L2(Ω) t→∞−→ 0,
which, by (42), implies assertion (i), since the convergence in (42) is uniform in t .
Now, suppose that (95) and the assumptions of Theorem 4 are satisﬁed. Then Theorem 4 yields,
since (Q1E0,0) ∈ ker B ,
P
(
E(t),H(t)
) t→∞−→ P(0,H(∞)) in X weakly,
from which we conclude (ii) using (42) and (103) again. 
Lemma 10. Suppose that (95) and the assumptions of Theorem 3 or Theorem 4 are satisﬁed. Then condition
(92) is satisﬁed.
Proof. Let
a(t) = a0 +
t∫
0
P1E(s)ds, (104)
where a0 ∈ D(A) ∩ Y1 is, by Lemma 8(iii), uniquely determined by
α2Aa0 = P2H0. (105)
Then, by Lemma 4 and (16), one has, for each g ∈ D(A∗),
∫
Ω
a(t) · A∗gdx =
∫
Ω
(Aa0) · gdx−
t∫
0
〈(
E(s),H(s)
)
, B(0,g)
〉
X ds
=
∫
Ω
α−12 [P2H0] · gdx+
t∫
0
[
d
dt
〈(
E(s),H(s)
)
, (0,g)
〉
X +
〈(
α1J(s),0
)
, (0,g)
〉
X
]
ds
=
∫
Ω
α−12
[
H(t) − (1− P2)H0
] · gdx = ∫
Ω
α−12 P2H(t) · gdx.
Hence a(t) ∈ D(A) and
Aa(t) = α−12 P2H(t). (106)
Only the proof under the assumptions of Theorem 4 will be given since the argument requires only
minor modiﬁcations under the assumptions of Theorem 3.
By Lemma 8(iii), there exists a uniquely determined a(∞) ∈ D(A) ∩ Y1 with
α2Aa
(∞) = P2H(∞) (107)
with H(∞) as in (57).
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def= a(t) − a(∞) .
Then Lemmas 8(ii), 9, (106) and (107) yield
∥∥a1(t)∥∥L2(Ω)  C1∥∥α2Aa1(t)∥∥L2(Ω)  C1∥∥P2(H(t) −H(∞))∥∥L2(Ω)
 C1
∥∥P(E(t),H(t) −H(∞))∥∥X t→∞−→ 0. (108)
From ∂ta1(t) = P1E(t), (23) and (108) one obtains
t−1
∣∣∣∣∣
t∫
0
〈
P1E(s),R(s)
〉
X1
ds
∣∣∣∣∣
= t−1
∣∣∣∣∣
t∫
0
∫
G
α−11 ∂ta1(s) · R(s)dxds
∣∣∣∣∣
= t−1
∣∣∣∣∣
∫
G
α−11 a1(t) · R(t)dx−
t∫
0
∫
G
a1(s) · J(s)dxds
∣∣∣∣∣
 C2
∥∥a1(t)∥∥L2(Ω) + C2t−1
t∫
0
∥∥a1(s)∥∥L2(Ω) ds t→∞−→ 0. (109)
Under the assumptions of Theorem 3, the same argument works if a1 is replaced by a. 
Proof of Theorem5. Only part (ii) is proved, since (i) follows from similar arguments. For this purpose
let
u(t)
def= (E(t) − Q1E0,H(t) −H(∞)).
Since (Q1E0,0) ∈ ker B , one obtains from Lemma 9
∥∥Pu(t)∥∥X = ∥∥P(E(t),H(t) −H(∞))∥∥X t→∞−→ 0. (110)
By Lemma 10, condition (92) is satisﬁed. Therefore, by Lemma 6(ii),
t−1
t∫
0
∥∥(1− P )u(s)∥∥2X ds t→∞−→ 0. (111)
Now, (110) and (111) yield
t−1
t∫
0
∥∥u(s)∥∥2X ds t→∞−→ 0. (112)
By Lemma 7(ii) we also have ‖u(t)‖2X
t→∞−→ e∞ , whence limt→∞ ‖u(t)‖2X = 0. 
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In this section, Bean’s model with displacement current on an exterior domain Ω ⊂ R3 is studied.
This system consists of the equations
ε∂tE= curlH− J, μ∂tH= − curlE, (113)
on R+ × Ω ,
(
E(t), J(t)
) ∈ S a.e. on (0,∞), (114)
supplemented by the initial–boundary conditions
n ∧ E= 0 on (0,∞) × ∂Ω, (115)
E(0, x) = E0(x), H(0, x) = H0(x). (116)
The physical meaning of (115) is that ∂Ω is perfectly conducting. After obvious minor modiﬁcations,
the results of this section also apply to the whole-space case without boundary condition (115).
The main goal of this section is to prove the spatially local strong convergence of E(t), H(t) as
t → ∞.
In what follows let Ω ⊂ R3 be an exterior domain such that R3 \Ω is a Lipschitz domain. Let ε(x)
and μ(x) be symmetric invertible matrices representing the dielectric and magnetic permittivities
such that α1
def= ε−1 ∈ L∞(Ω,R3×3) and α2 def= μ−1 ∈ L∞(Ω,R3×3) satisfy (10).
In this section, the subset G ⊂ Ω that occurs in condition (45) is assumed to be bounded. It is also
assumed that ε(x) = μ(x) = 1 outside G . This means that there is an R0 > 0 with
R
3 \ Ω ⊂ B(R0/2) def=
{
x ∈ R3: |x| < R0/2
}
, G ⊂ B(R0/2) and ε(x) = μ(x) = 1 on Ω \ G. (117)
Next, let, according to (113),
Ae
def= − curle for e ∈ D(A) def= ◦Hcurl(Ω)
where
◦
Hcurl(Ω) is the closure of C∞c (Ω,R3) in Hcurl(Ω). Here Hcurl(Ω) is the space of all f ∈ L2(Ω)
with curl f ∈ L2(Ω). This means that each f ∈ D(A) satisﬁes the boundary condition n ∧ f = 0 on ∂Ω .
With this choice there holds D(A∗) = Hcurl(Ω) and A∗h= − curlh.
Furthermore, since ∇ϕ ∈ ker A for all ϕ ∈ C∞c (Ω), one has
div(εe) = 0 on Ω for all e ∈ Y1. (118)
Theorem 6. (i) Suppose that (117) and the assumptions of Theorem 3 are satisﬁed. Then, for each a < 1, the
solution to (113)–(116) satisﬁes
∥∥(E(t) − Q1E0,H(t) − (1− P2)H0)∥∥L2(Ω∩Bat ) t→∞−→ 0.
(ii) Suppose that (117) and the assumptions of Theorem 4 are satisﬁed. Then, for each a < 1, the solution to
(113)–(116) satisﬁes
∥∥(E(t) − Q1E0,H(t) −H(∞))∥∥ 2 t→∞−→ 0.L (Ω∩Bat )
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curlH(∞) = −A∗H(∞) = j(∞) and (1− P2)H(∞) = (1− P2)H0.
In particular div(μH(∞)) = div(μH0).
In what follows let χ0 ∈ C∞(R3) with
suppχ0 ⊂ R3 \ B(R0/2) ⊂ Ω and χ0(x) = 1 on R3 \ BR0 . (119)
First it is shown that the convergence of the divergence-free part of (E,H) is strong on bounded
subsets of Ω .
Lemma 11. (i) Under the assumptions of Theorem 6(i) one has
∥∥P(E(t),H(t))∥∥L2(Ω∩BR ) t→∞−→ 0 for all R > 0.
(ii) Under the assumptions of Theorem 6(ii) one has
∥∥P(E(t),H(t) −H(∞))∥∥L2(Ω∩BR ) t→∞−→ 0 for all R > 0.
Proof. Each u ∈ (ker B)⊥ satisﬁes
div(εu1) = 0, div(μu2) = 0 and n(μu2) = 0 on ∂Ω (120)
in the sense that ∫
Ω
(εu1∇ϕ + μu2∇ψ)dx = 0 for all ϕ ∈ C∞c (Ω) and ψ ∈ C∞c
(
R
3). (121)
This follows from the fact that (∇ϕ,∇ψ) ∈ ker B . Since the support of ψ may overlap ∂Ω , a formal
partial integration in (121) shows that the normal component of μu2 must vanish on ∂Ω .
The compactness theorem in [14] and [15] or [29] and (120) imply that, for all R > 0,
(ker B)⊥ ∩ D(B) is compactly embedded in L2(Ω ∩ BR). (122)
Now, the result follows from Theorems 3, 4, (42) and (122) using the same arguments as in
Lemma 9. 
In what follows, let Z be the space of those functions deﬁned on Ω whose restrictions to Ω ∩ BR0
and R3 \ BR0 belong to L2(Ω ∩ BR0 ) and L6(R3 \ BR0), respectively. The space Z is endowed with the
norm
‖A‖Z def= ‖A‖L2(Ω∩B(R0)) + ‖A‖L6(R3\B(R0)), A ∈ Z.
Furthermore, let V be the space of all A ∈ Z with
curlA ∈ L2(Ω), (123)
n ∧ A= 0 on ∂Ω (124)
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∫
Ω
εAFdx = 0 for all F ∈ ker A with bounded support. (125)
The boundary condition (124) is meant in the sense that
∫
Ω
(A · curlh− curlA · h)dx = 0 (126)
for all h ∈ C∞c (R3) with bounded support. Since R3 \ Ω is assumed to be a Lipschitz domain, this is
equivalent to
χA ∈ D(A) = ◦Hcurl(Ω) for all χ ∈ C∞c
(
R
3).
Since ∇ϕ ∈ ker A for all ϕ ∈ C∞c (Ω), (125) implies that div(εA) = 0 on Ω for all A ∈ V .
By the boundedness of supp ∇χ0, it follows from (117) and (119) that curl(χ0A) = (∇χ0) ∧ A +
χ0 curlA ∈ L2(R3) and div(χ0A) = (∇χ0) ·A ∈ L2(R3) for all A ∈ D(A) ∩ Y1. Here χ0A is considered as
a function deﬁned on R3 after extending it by zero outside the support of χ0. By a classical result
this implies that, for any A ∈ D(A) ∩ Y1, χ0A ∈ H1(R3), whence, by Sobolev’s embedding theorem,
χ0A ∈ L6(R3). Therefore A ∈ L6(R3 \ BR0), and hence
D(A) ∩ Y1 ⊂ V ⊂ Z. (127)
Note that Z and V are not subsets of L2(Ω), because they contain vector ﬁelds that decay like |x|−1
as |x| → ∞. The aim of the following considerations is to prove the following Poincaré-type estimate
for V .
Lemma 12. There exists a constant K3 ∈ (0,∞), such that for all A ∈ V the estimate
‖A‖Z  K3‖ curlA‖L2(Ω)
holds. The space V is a Hilbert space endowed with the scalar product
〈A,B〉V def=
∫
Ω
curlA · curlBdx.
In the case where ε(x) = 1 on all of Ω , a similar inequality is proved in [16, Lemma 4.3]. The proof
of Lemma 12 for a variable ε that satisﬁes condition (117) requires only minor changes of the proof
of Lemma 4.3 in [16]. The ﬁrst step to prove Lemma 4.3 in [16] is Lemma 4.4 in [16], where Z is
denoted by L2(Ω ∩ BR0 ) ∩ L6(R3 \ BR0). In the proof of Lemma 4.4 in [16], (4.18) has to be replaced
by
∫
Ω
εAFdx = 0 for all F ∈ ker A with bounded support.
If this is satisﬁed then one has divA= 0 on R3 \ B(R0/2) by assumption (117) and, thus, the remaining
conclusions in the proof of Lemma 4.4 in [16] still hold. As the space WE,0 in [16] coincides with the
kernel of the operator A used here, one obtains
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curlA= 0. (128)
Then A= 0.
The next lemma is a variation of Lemma 4.5 in [16].
Lemma 14. Let {An}n∈N be a sequence in V , that is bounded in Z = L2(Ω ∩ B(R0))∩ L6(R3 \ B(R0)), such that{curlAn}n∈N is precompact in L2(Ω). Then {An}n∈N is precompact in Z .
Proof. As in the proof of Lemma 4.5 in [16] let Ω˜
def= B(2R0) ∩ Ω and choose χ1 ∈ C∞c (B(2R0)) with
χ1(x) = 1 on B(R0) . In particular, by (119),
χ1(x) = 1 onsupp(∇χ0). (129)
Now, it follows from the assumptions that
{χ1An}n∈N is bounded in
◦
Hcurl(Ω˜). (130)
By (125) one has also
{
div[εχ1An]
}
n∈N = {εAn∇χ1}n∈N is bounded in L2(Ω˜). (131)
Now, it follows from (130), (131) and the classical compactness result in [29] that the sequence
{χ1An}n∈N is precompact in L2(Ω˜) = L2(B(2R0) ∩ Ω). (132)
This compactness result does not require any regularity assumptions on ε. Proceeding as in the proof
of Lemma 4.5 in [16] one obtains the desired result. 
Now, Lemma 12 follows from Lemmas 13 and 14 using the same indirect argument as in the proof
of Lemma 4.3 in [16].
In analogy to Lemma 8(iii) one has
Lemma 15. There holds
Y2 =
{
μ−1 curle: e ∈ V}.
Proof. First it is shown that
U
def= {μ−1 curle: e ∈ V}⊂ Y2. (133)
Let e ∈ V and h ∈ ker A∗ , i.e. h ∈ D(A∗) = Hcurl(Ω) with curlh = 0. With χ0 as in (119) one has, by
(123) and (124), curl(χ0e) ∈ L2(Ω), curl[(1− χ0)e] ∈ L2(Ω) and
〈
h,μ−1 curl
[
(1− χ0)e
]〉
X2
=
∫
h · curl[(1− χ0)e]dx = 0. (134)
Ω
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bounded support contained in Ω and curlen = χ0 · (∇ψn) ∧ e + ψn · curl(χ0e). Since curlh = 0 one
has ∫
Ω
h · curl[ψnχ0e]dx = 0.
Thus, it follows from Hölder’s inequality that
∣∣〈h,μ−1 curl[χ0e]〉X2 ∣∣=
∣∣∣∣
∫
Ω
h · curl[χ0e]dx
∣∣∣∣
= lim
n→∞
∣∣∣∣
∫
Ω
ψnh · curl[χ0e]dx
∣∣∣∣
 lim
n→∞
∣∣∣∣
∫
Ω
h · curl[ψnχ0e]dx
∣∣∣∣+ limn→∞
∣∣∣∣
∫
Ω
χ0h · (∇ψn) ∧ edx
∣∣∣∣
= lim
n→∞
∣∣∣∣
∫
Ω
χ0h · (∇ψn) ∧ edx
∣∣∣∣
 lim
n→∞‖h‖L2(Ω)‖χ0e‖L6({|x|>n})‖∇ψn‖L3(R3)
 lim
n→∞‖h‖L2(Ω)‖χ0e‖L6({|x|>n})‖∇ψn‖L∞(R3)|B2n|
1/3 = 0 (135)
since ‖∇ψn‖L∞(R3)|B2n|1/3 is independent of n. Now, (134) and (135) yield
〈
h,μ−1 curle
〉
X2
= 0
which implies (133). By (98) and (127),
ran
(
μ−1A
)= {μ−1 curle: e ∈ D(A)}= {μ−1 curle: e ∈ D(A) ∩ Y1}⊂ U
whence
Y2 = μ−1
(
ker A∗
)⊥ = μ−1(ran A)⊥⊥ = ran(μ−1A)⊂ U .
Here, the orthogonal complements are taken with respect to the standard scalar product in L2(Ω),
because also A∗ is deﬁned with respect to the standard scalar product. By Lemma 12, U is closed in
L2(Ω), whence Y2 ⊂ U . Together with (133) this implies the desired result. 
Now, a statement similar to Lemma 10 is proved.
Lemma 16. Suppose that the assumptions of Theorem 6(i) or (ii) are satisﬁed. Then condition (92) is fulﬁlled.
Proof. Only the proof under the assumptions of Theorem 6(ii) is given. Let
a(t) = a0 +
t∫
P1E(s)ds (136)0
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−μ−1 curla0 = P2
(
H0 −H(∞)
)
(137)
with H(∞) as in (57). As in the proof of Lemma 10 one obtains
∫ t
0 P1E(s)ds ∈ D(A) ∩ Y1 and
curl
( t∫
0
P1E(s)ds
)
= μP2
(
H0 −H(t)
)
.
Hence, by (127), a(t) ⊂ V and
−μ−1 curla(t) = P2
(
H(t) −H(∞)). (138)
Note that, in contrast to the proof of Lemma 10, a(t) ∈ L6(R3 \ BR0 ) is not necessarily in L2(Ω).
Furthermore, there is only local compactness available for a(t) as t → ∞.
Now, Theorem 4 yields P2(H(t) −H(∞)) t→∞−→ 0 in L2(Ω) weakly, whence, by Lemma 12 and (138),
a(t)
t→∞−→ 0 in V weakly. (139)
From (123)–(125), (139) and a compactness argument similar to that in Lemma 11 one obtains
∥∥a(t)∥∥L2(Ω∩BR ) t→∞−→ 0 for all R > 0. (140)
Since G is assumed to be bounded, (140) yields ‖a(t)‖L2(G) t→∞−→ 0. Proceeding as in the proof of
Lemma 10 using ∂ta(t) = P1E(t) one obtains the desired result. 
The aim of the following considerations is to show decay of the local electromagnetic energy at
least in time mean, i.e. for all R > 0
t−1
t∫
0
∥∥(E(s) − Q1E0,H(s) −H(∞))∥∥L2(Ω∩BR ) ds t→∞−→ 0.
By Lemma 16, (E,H) satisﬁes condition (92). Therefore, one now obtains from Lemma 6:
Lemma 17. (i) Under the assumptions of Theorem 6(i), there holds
t−1
t∫
0
∥∥(1− P )(E(t) − Q1E0,H(t) −H0)∥∥2X ds t→∞−→ 0.
(ii) Under the assumptions of Theorem 6(ii),
u(t)
def= (E(t) − Q1E0,H(t) −H(∞)) (141)
satisﬁes
t−1
t∫
0
∥∥(1− P )u(s)∥∥2X ds t→∞−→ 0.
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Corollary 5. (i) Under the assumptions of Theorem 6(i), there holds, for each R > 0,
t−1
t∫
0
∥∥(E(t) − Q1E0,H(t) − (1− P2)H0)∥∥2L2(Ω∩BR ) ds t→∞−→ 0.
(ii) Under the assumptions of Theorem 6(ii), the function u deﬁned in (141) satisﬁes, for all R > 0,
t−1
t∫
0
∥∥u(s)∥∥2L2(Ω∩BR ) ds t→∞−→ 0.
In what follows let the multiplication operator S be deﬁned as Sw
def= (−x ∧ w2, x ∧ w1) for any
w ∈ X with x ∧ wk ∈ L2(Ω). Note that S is symmetric in L2(Ω) with respect to the standard scalar
product.
Lemma 18. Suppose g ∈ C∞c (R) with g(u) = 1 on a neighborhood of [0,1].
(i) Then, under the assumptions of Theorem 6(i),
v(t)
def= (E(t) − Q1E0,H(t) − (1− P2)H0)
satisﬁes
t−1
〈
S
(
g
(|x|/t)v(t)),v(t)〉X t→∞−→ f∞.
(ii) Under the assumptions of Theorem 6(ii), the function u deﬁned in (141) satisﬁes
t−1
〈
S
(
g
(|x|/t)u(t)),u(t)〉X t→∞−→ e∞.
Here e∞ and f∞ are deﬁned as in Lemma 7.
Proof. Only part (ii) is proved, since (i) follows from similar arguments. Let, for h > 0,
u(h)(t)
def= h−1
h∫
0
u(t + s)ds = (E(h)(t) − Q1E0,H(h)(t) −H(∞)). (142)
By (44) and (57) one has u(h)(t) ∈ D(B) and
Bu(h)(t) = B(E(h)(t),H(h)(t))− B(Q1E0,H(∞))
= ∂tu(h)(t) +
(
ε−1J(h)(t),0
)− (ε−1 curlH(∞),0)
= ∂tu(h)(t) +
(
ε−1
[
J(h)(t) − j(∞)],0).
Since, by (117), J(h)(t) and j(∞) are supported in B(R0/2) , one has χ0J(h)(t) = 0 and χ0j(∞) = 0 by (119).
Hence, by (117) again,
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(h)(t) = χ0Bu(h)(t) = χ0 ·
(
ε−1 curlu(h)2 (t),−μ−1 curlu(h)1 (t)
)
= χ0 ·
(
curlu(h)2 (t),− curlu(h)1 (t)
)
.
Now, for all h > 0,
Fh(t)
def= 〈S(g(|x|/t)χ0u(h)(t)),χ0u(h)(t)〉X
satisﬁes
F ′h(t) = 2
〈
S
(
g
(|x|/t)χ0u(h)(t)),χ0Bu(h)(t)〉X
− t−2〈S(|x|g′(|x|/t)χ0u(h)(t)),χ0u(h)(t)〉X (143)
since S is symmetric in L2(Ω) and, by (117) and (119), the scalar product 〈·,·〉X can here be re-
placed by the standard scalar product. By (117), one has ε(x) = 1 on Ω \ BR0 and ∇ϕ ∈ N1 for all
ϕ ∈ C∞c (Ω \ BR0). Hence, it follows from Lemma 4 that, for every ϕ ∈ C∞c (Ω \ BR0 ),
∫
Ω
E(t) · ∇ϕ dx = 〈E(t),∇ϕ〉X1 = 〈Q1E(t),∇ϕ〉X1
= 〈Q1E0,∇ϕ〉X1 =
∫
Ω
(Q1E0) · ∇ϕ dx.
Analogously, for all ψ ∈ C∞c (Ω \ BR0 ), we obtain from (57) and Lemma 4
∫
Ω
H(t) · ∇ψ dx = 〈H(t),∇ψ 〉X2 = 〈(1− P2)H(t),∇ψ 〉X2
= 〈(1− P2)H0,∇ψ 〉X2 = 〈(1− P2)H(∞),∇ψ 〉X2 =
∫
Ω
H(∞) · ∇ψ dx.
Hence,
divE(t) = div(Q1E0), divH(t) = divH(∞) on Ω \ BR0
which means that u satisﬁes
divu1(t) = divu2(t) = 0 on Ω \ BR0 . (144)
Of course, the same holds for u(h) . By (144), a calculation using the identity x ∧ curla = ∇(xa) − a−
(x∇)a yields
2
〈
S
(
g
(|x|/t)χ0u(h)(t)),χ0Bu(h)(t)〉X
= 2
∫
{|x|>R0/2}
χ20 g
(|x|/t)[u(h)1 (t) · (x∧ curlu(h)1 (t))+ u(h)2 (t) · (x∧ curlu(h)2 (t))]dx
= 〈[g(|x|/t)+ t−1|x|g′(|x|/t)]χ0u(h)(t),χ0u(h)(t)〉X
− 2t−1〈 S˜(g′(|x|/t)χ0u(h)(t)),χ0u(h)(t)〉 + f1,h(t) (145)X
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S˜w
def= |x|−1([x ·w1]x, [x ·w2]x) for any w ∈ X with x ·wk ∈ L2(Ω).
In (145), f1,h(t) is the sum of those terms that involve ∇χ0. Since ∇χ0 is supported in BR0 ,
∣∣ f1,h(t)∣∣ C
∫
Ω
∣∣g(|x|/t)χ0∇χ0∣∣∣∣u(h)(t)∣∣2 dx C∥∥u(h)(t)∥∥2L2(Ω∩BR0 ). (146)
Here, as in the following estimates, C denotes various constants independent of t and h.
From (143)–(145) it follows that
F ′h(t) =
∥∥u(h)(t)∥∥2X + e1,h(t) + e2,h(t) (147)
where
e1,h(t)
def= f1,h(t) +
∥∥χ0u(h)(t)∥∥2X − ∥∥u(h)(t)∥∥2X , (148)
and
e2,h(t)
def= 〈[g(|x|/t)− 1]χ0u(h)(t),χ0u(h)(t)〉X
− t−2〈S(|x|g′(|x|/t)χ0u(h)(t)),χ0u(h)(t)〉X
− t−1〈|x|g′(|x|/t)χ0u(h)(t),χ0u(h)(t)〉X
− 2t−1〈 S˜(g′(|x|/t)χ0u(h)(t)),χ0u(h)(t)〉X . (149)
Since also 1− χ0 is supported in BR0 , (146) and (148) yield
∣∣e1,h(t)∣∣ C∥∥u(h)(t)∥∥2L2(Ω∩BR0 ). (150)
By the assumptions on g there is a a > 1 such that g′(|x|/t) = 0 and g(|x|/t) = 1 if |x| at . Thus, by
(149),
∣∣e2,h(t)∣∣ C∥∥u(h)(t)∥∥L2({|x|at}). (151)
Passing to the limit h → 0 in (147), one obtains, by (150) and (151),
F (t)
def= lim
h→0
Fh(t) =
〈
S
(
g
(|x|/t)χ0u(t)),χ0u(t)〉X
= F (1) +
t∫
1
[∥∥u(s)∥∥2X + e1(s) + e2(s)]ds (152)
where
∣∣e1(t)∣∣ C∥∥u(t)∥∥2L2(Ω∩B ) and ∣∣e2(t)∣∣ C∥∥u(t)∥∥L2({|x|at}). (153)R0
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t−1
t∫
0
∣∣e1(s)∣∣ds t→∞−→ 0. (154)
It follows from (1), (117) and a standard energy estimate that, for all b > 1,∫
{|x|bt}
∣∣(E(t),H(t))∣∣2 dx t→∞−→ 0,
whence ∫
{|x|bt}
∣∣u(t)∣∣2 dx t→∞−→ 0 (155)
which basically says that, by (117), the propagation speed is equal 1 outside BR0 . Since a > 1, (153)
and (155) yield
t−1
t∫
0
∣∣e2(s)∣∣ds Ct−1
t∫
0
∥∥u(s)∥∥L2({|x|as}) ds t→∞−→ 0. (156)
Now, it follows from (152), (154), (156) and Lemma 7 that
lim
t→∞ t
−1F (t) = lim
t→∞ t
−1
t∫
1
∥∥u(s)∥∥2X ds = e∞.
Finally, since |x|(1− χ0(x)) is bounded,
∣∣t−1F (t) − t−1〈S(g(|x|/t)u(t)),u(t)〉X ∣∣= t−1∣∣〈(1− χ20 )S(g(|x|/t)u(t)),u(t)〉X ∣∣
 Ct−1
∥∥u(t)∥∥2L2(Ω) t→∞−→ 0. 
Proof of Theorem 6. Only part (ii) is proved, since (i) follows from similar arguments. Let β > 1 be
arbitrarily chosen. Choose g ∈ C∞c (R, [0,∞)) with g(y) = 1 on [0, β] and g(y) = 0 for all y > 2β .
Then one obtains from (155), and Lemma 18 that
lim
t→∞ t
−1〈Sχ{|x|βt}u(t),u(t)〉X = limt→∞ t−1〈Sg(|x|/t)u(t),u(t)〉X = e∞. (157)
Next ∫
Ω∩Bat
∣∣u(t)∣∣2 dx ∫
Ω∩Bβt
∣∣u(t)∣∣2 dx− β−1t−1 ∫
{at|x|βt}
|x|∣∣u(t)∣∣2 dx

∥∥u(t)∥∥2X − β−1t−1
∫
Ω∩Bβt
|x|∣∣u(t)∣∣2 dx+ β−1a ∫
Ω∩Bat
∣∣u(t)∣∣2 dx

∥∥u(t)∥∥2X − β−1t−1〈Sχ{|x|βt}u(t),u(t)〉X + a
∫
Ω∩B
∣∣u(t)∣∣2 dx
at
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(1− a)
∫
Ω∩Bat
∣∣u(t)∣∣2 dx ∥∥u(t)∥∥2X − β−1t−1〈Sχ{|x|βt}u(t),u(t)〉X .
Using (157) and Lemma 7 one gets
(1− a) limsup
t→∞
∫
Ω∩Bat
∣∣u(t)∣∣2 dx (1− β−1)e∞ for all β > 1.
By letting β → 1 this implies ‖u(t)‖L2(Ω∩Bat )
t→∞−→ 0. 
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