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Abstract. Human motion analysis methods have received increasing
attention during the last two decades. In parallel, data fusion technolo-
gies have emerged as a powerful tool for the estimation of properties of
objects in the real world. This papers presents a view of human mo-
tion analysis from the viewpoint of data fusion. JDL process model and
Dasarathy’s input-output hierarchy are employed to categorize the works
in the area. A survey of the literature in human motion analysis from
multiple cameras is included. Future research directions in the area are
identified after this review.
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1 Introduction
The recognition of human movements [1] has been studied by the computer vi-
sion community for more than twenty years. The developments made during
this period have enabled the creation of multiple systems. Automatic Surveil-
lance [2], Ambient Intelligence [8] or Human Computer Interaction [5] are some
of them. Abnormal behavior detection is employed in Video Surveillance Sys-
tems to detect suspicious behaviors that might be assessed as a thread. Smart
home environments analyze actions and mood of the inhabitants to adapt the
environment to their preferences, changing music or lighting conditions to make
it more comfortable. Commercial gaming platforms employ advanced sensors to
capture the real movements of the players, providing an enhanced and more
realistic experience.
The aim of human movement analysis systems is to transform the pixel in-
tensities in the input video sequences into a semantic intepretation of them. The
interpretation might be defined at different knowledge levels. Aggarwal and Cai
[1] propose a hierarchy of gestures, actions, interactions and group activities.
Gestures are dened as elementary movements of a persons body part, and are
the atomic components describing the meaningful motion of a person. Actions
are dened as single-person activities that may be composed of multiple gestures
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organized temporally. Interactions are human activities that involve two or more
persons and/or objects. Group activities are dened as the activities performed
by conceptual groups composed of multiple persons and/or objects. These levels
should not be interpreted as closed sets, as many times it is not clear at what
level operates a given system.
The first human motion analysis systems developed where limited to the us-
age of a single camera view. However, in recent years, with the aim of deploying
human movement analysis systems in the real world, human movement analy-
sis systems have incorporated multiple camera views, as they provide different
advantages:
– Viewpoint invariance. The appearance of actions changes according to the
orientation in the execution in the action with respect to the camera. Thus,
employing multiple views provides complementary information to achieve a
more robust recognition.
– Robustness towards occlusions. In real environments there is usually multi-
ple furniture, walls or other objects that produce partial occlusions in the
observed target. The way to overcome this limitation and not loss important
motion information is to observe the scene from multiple viewpoints.
– Wider scene coverage. A single camera has a very limited coverage. Multiple
cameras are needed to cover full scenes.
Data Fusion studies the efficient combination of measurements obtained from
multiple sensors or, alternatively, the temporal measurements obtained from a
single sensor, in order to achieve more specific inferences about the state of
one or more entities than the ones that could be achieved by using a single,
independent, sensor [14]. Human movement analysis systems are covered by this
definition, independently of the number of cameras employed and the level of
abstraction where the analysis is made. However, to the best of our knowledge,
the recognition of human movement has not been studied from the viewpoint of
data fusion. The purpose of this paper is to analyze human movement analysis
applications from the viewpoint of data fusion.
1.1 Contributions
The contributions of this paper might be summarized as:
– A review of relevant data fusion concepts and frameworks.
– A characterization of Human Action Recognition systems from the viewpoint
of the JDL process model.
– A survey of the literature of human action recognition from multiple cameras
employing the taxonomy provided by Dasarathy’s input-output framework.
1.2 Paper Organization
Paper is organized as follows. Section 2 presents the main concepts and frame-
works developed by the data fusion community. Section 3 studies the relationship
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between the different data fusion levels and human action recognition. Section 4
surveys the area of human action recognition from multiple cameras. Section 5
concludes the paper discusing about hypothetical ways of colaboration between
data fusion and human action recognition communities
2 Data Fusion
The Joint Directors of Laboratories Data Fusion Working Group currently de-
fines Data Fusion as The process of combining data or information to estimate or
predict entity states [23]. This definition is generic enough to cover a wide range
of data association and combination problems appearing on different domains.
Data fusion is not a discipline by itself, nor the combination of signal processing,
artificial intelligence, estatistica estimation or systems enginering to solve state
estimation problems.
Different frameworks have been developed to categorize data fusion systems:
the JDL process model and Dasarathy’s input-output model. These are comple-
mentary frameworks for the analysis of data fusion systems whose usage is widely
extended. Both are introduced in next paragraphs an will be later employed for
the analysis of human movement analysis systems.
2.1 The JDL Process Model
The JDL Data Fusion model [25] is the most widely used framework for the cate-
gorization of data fusion systems and algorithms. The first version was published
in 1985 by the US Joint Directors of Laboratories (JDL) Data Fusion Working
Group with the aim of providing a common framework to facilitate the com-
munication between the communication between data fusion stakeholders and
provide a conceptual framework for new developments. The JDL model is not
an architectural paradigm nor a process model for the creation of data fusion
system. Instead, it provides different levels of abstraction where the different
algorithms employed in data fusion systems might be accommodated according
to the kind of processing they perform.
The JDL data fusion model, after the 1998 revision [23], proposes five different
levels of abstraction where the data fusion functions are accommodated (figure
1. These levels are:
– Level 0. Signal/Feature Assessment. This level includes the algorithms em-
ployed to enhance or combine the input signals of the fusion systems. The
inferences made at this level do not make any assumption about the causes
originating the signals. Typical operations at this level include spatial and
temporal data alignment, data standardization and data preconditioning for
bias removal.
– Level 1. Entity Assessment. Algorithms employed for the estimation of the
current state of a individual entities are defined at this level. This includes
target detection, classification, location, tracking and identity estimation.
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Fig. 1. The JDL data fusion model (1998 revision)
Processing at this level usually implies the association of observations to the
corresponding responsible targets.
– Level 2. Situation Assessment. A situation is a set of entities, their attributes,
and relationships. Thus, the task at this processing level is to infer the ex-
istent relationships between the analyzed entities employing the individual
state estimations.
– Level 3. Impact Assessment. The purpose of the algorithms defined at this
level is to predict future situations derived from the current and past inferred
situations. This includes the computation of expected outcomes of actions
executed to alter the current situation or the projection of the current situ-
ation to the future to predict the possible evolution.
– Level 4. Process Assessment. This level includes the algorithms employed to
measure the real-time performance of the fusion system and improve it. This
includes the reconfiguration of the sensors employed or the replacement of
data fusion algorithms by others better adapted to the current or expected
scenario.
2.2 Dasarathy’s Input-Output Model
Dasarathy proposed an alternative categorization of Data Fusion systems accord-
ing to the level of abstraction of the information at the input and output of the
fusion system [6]. Three different levels of abstraction are defined: (1) data; (2)
features and (3) decisions. Data is the lowest level of abstraction, corresponding
to the raw measurements of the sensors, such pixel intensities or depth informa-
tion. Features are transformations of the data to enhance some property such
edges or curvature. Finally, decisions encode information about the certainty of
a fact, in the form, among others, of probability estimates or fuzzy sets.
Data fusion systems are characterized according to this abstraction of their
inputs and outputs as follows (figure 2):
– Data in-Data out (DAI-DAO) Fusion. At the lowest level of abstraction are
systems processing data and generating data. An example of this kind of fu-
sion systems are multispectral imaging devices: pixel intensities are captured
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at different wavelengths to compose an image better describing the reality.
High Dynamic Range (HDR) imaging is another example of a DAI-DAO fu-
sion system, combining images taken with different exposition configurations
to have a better representation of the details of dark and light regions of the
scene.
– Data in- Feature Out (DAI-FEO) Fusion. At the next level of abstraction in
the hierarchy are the systems processing data to generate igfeatures. Stereo
vision systems are located at this level, as they compute disparity maps
(features) from pixel intensities (data).
– Feature in-Feature Out (FEI-FEO) Fusion. At the mid level of the hierarchy
are located systems processing features. The conceptually simpler are those
generating features too. Due to the vague definition of what is a feature
at this category lie a wide variety of systems. Fusion systems combining the
measurements of the same state variable to provide a more robust estimation
of the real value belong to this category.
– Feature In-Decision Out (FEI-DEO) fusion. The next abstraction level is
related to pattern recognition systems, transforming features into decisions
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about the class of the phenomena being recognized. At this level are defined
those data fusion systems based on introducing a set of features computed
from multiple sources into a classifier.
– Decision In-Decision Out (DEI-DEO) fusion. The highest level of abstraction
includes the system that combine independent decisions about the phenom-
ena to study to make a global decision about it. Decisions might be defined
in different forms, such crisp values, probabilistic distributions or fuzzy sets.
3 Human Action Recognition and the JDL Process
Model
This section analyzes human action recognition applications from the view point
of the JDL process model. Next paragraphs analyze the relationship of JDL with
different human movement analysis applications. JDL levels are confronted with
the different abstractions presented at the introduction.
At JDL level 0 are image and video processing methods auxiliarly employed
to enhance specific properties of input video sequences, but its definition does
not allow to include any specificic method for human motion analysis.
Human movement analysis algorithms analyzing gestures and actions are de-
fined at JDL level 1. The state variable to infer is a label characterizing the kind
of action or gesture. This level contains most of the works defined for human
motion analysis, as gesture and action are the better studied abstraction levels.
JDL level 1 also includes group activities, as the group performing the movement
is considered as a whole.
The recognition of interactions is performed at JDL level 2. Interactions might
be human-human or human-object.
Level 3 in Human Action Recognition corresponds to the prediction of the
future actions that person is going to do. However, to the best of our knowledge
no applications at this level have been defined. The plan recognition problem
[13], where the objective is to infer what is goal of an observed agent would be
the closer sample to this level.
Levels 4 and 5 of the JDL process models have not been very exploited from
human the human action recognition perspective. Level 4 studies how the in-
formation is presented to the system operator. Commercial video surveillance
applications incorporate this capabilities, incorporating semantic information in
the reports. Commercial gaming platforms with visual inputs represent the mo-
tions performed by the player with avatars. Fitness trainers represent with them
how the player is performing a given exercise and how they should do it, in order
to correct their performance and prevent hurts.
Level 5 would study the adaption of the algorithms employed to new condi-
tions of the environment, such lighting or occlusions. However, to the best of our
knowledge, no works have been reported proposing such applications.
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4 Human Action Recognition from Multiple Cameras
and Dasarathy’s Input-Output Model
Dasarathy’s input-output model introduced in section 3 provides a framework
to categorize the works in Human Action Recognition employing multiple views
of the scene being analyzed.
Human Action Recognition methods employing multiple cameras are defined
at FEI-FEO, FEI-DEO and DEI-DEO levels. Although fusion at the data levels
might be employed for human action recognition, they are not considered, as
this kind of fusion is independent of the higher level task.
Diverse methods have been defined at the FEI-FEO data fusion level to com-
bine the information obtained from multiple cameras. Different strategies have
been defined at this level. It is possible to divide this works in three different
categories: (1) methods projecting 2D features to 3D; (2) methods combining
features in a subspace; (3) methods selecting the best available view.
Different 3D representation might be obtained from projecting 2D features to
3D. A popular approach is to recover the 3D shape projecting 2D silhouettes
and recovering the visual hull[7,18,17]. Visual hull reconstruction requires accu-
rate silhouette segmentation at the different available views. Recent works have
proposed alternatives based on the projection of optical flow to 3D [9], or the
projection of local interest points [10]. Other works recover the 3D star skeleton
by the correspondence of the corresponding 2D skeletons [3]. The correspon-
dence between action sketches might be computed from multiple views [27]. The
main drawback of all these approaches is that they need from accurate camera
calibration parameters to perform the projection of the features in 3D.
Alternative methods compute features for the 2D views available and combine
them employing some simple scheme. The averaging of the multiple features rep-
resenting pose, global and local motion has been proposed improving the results
with respect to other alternatives [15]. A joint Bag-of-Words histogram might
be constructed with the local feature descriptors obtained for each one of the
views [26], but a higher performance is obtained with other fusion strategies.
Projections maximizing the cross-covariance between the R-transform deriva-
tives computed at each view have been defined to learn a joint subspace where
the action recognition is performed [12]. Two level Linear Discriminant Anal-
ysis is employed to learn silhouette projections maximizing the separability of
the action classes [11]. Cilla et al. proposed variations of Canonical Correlation
Analysis to perform the fusion of the diferent motion descriptors computed from
the different views [4]. All this methods provide more flexible solutions for the
combination of the features obtained from multiple cameras. However, the ex-
perimental results show a lower performance than the methods based on 3D
reconstruction.
The last class of methods is based on computing a measurement of the quality
of each view available, in order to select the best and perform the recognition
with the data from that view. A first approach to the selection of the best view
is made estimating the orientation of the human with respect to the camera [21].
A measurement based on the properties of the silhouette has been proposed [15].
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Other proposed measure in the case of employing local features is to choose the
camera with the highest number of detections [26]. Different utility measures
have been proposed studying the saliency, concavity or variations of silhouette
stacks [20]. The main drawback of this approaches is that they do not exploit
the complementary information that might be present at each view.
The next category of works examined employing multiple views of the scene
for the recognition of human actions are those defined at the FEI-DEO level.
This works model the existing correlations among the multiple observations in
the structure of the classifier employed for the prediction of the actions. The
concatenation of the input features is the most straightforward procedure to
perform the fusion [26,15]. The Fused HMM [24] proposes to model correlations
among observations coupling the values of the hidden state chains of parallel
HMMs defined for each view. Histograms of local features have been fused ro-
tating the ordering of the inputs to account for the variations in the orientation
of the inputs [22]. The main drawback of this works is their lack of flexibility, as-
suming that the camera configurations remain unchanged between train and test
steps. A procedure for the alignment of camera views where the configuration
changes from train to test steps is defined in [19], but requiring the knowledge
of relative camera placement.
The last category of works employing multiple views performs the fusion at
the DEI-DEO level, combining the outputs of action classifiers applied to each
one of the camera views. Majority voting has been the most common technique
for the fusion of decisions [15,16]. A weighted voting strategy has been proposed
in [28], correcting each vote according to the value of the observed feature. Cilla
et al. [5] have proposed to learn an error model to weight the predictions made
from the different cameras, improving the overall result.
5 Conclusions
This work has analyzed human movement understanding applications employing
data fusion concepts and frameworks. The different levels of the JDL process
model have been compared to the different steps needed to perform human
action recognition. It has been shown that most of the human action recognition
algorithms are defined at JDL level 1. At level 2 are defined algorithms studying
interactions. Other levels have not been really exploited and they should be
targets of future research.
Dasarathy’s Input-Ouput hierarchy has been employed to categorize multi-
camera human action recognition applications. Existing works have been
categorized under three conceptual classes according to the data abstractions
employed.
It is clear from this work the existing relationships between data fusion and hu-
man movement analysis. However, human movement analysis applications have
not been developed according to data fusion practices. Future works will have to
exploit these potential sinergies to improve human movement analysis systems.
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