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Chapter 1 Introduction 
Our civilization is driven by energy. Various forms of energy are found in the 
nature and they can be converted from one form to another. One of the highly 
demanded forms of energy is the kinetic mechanical energy which serves us in 
transportation, construction, manufacturing, etc. Although humans have been 
utilizing heat energy for tens of millennia, by burning wood for example, ancient 
civilizations were not very skilled in converting it into mechanical form. They were 
mainly driven by muscles of humans and domestic animals or direct use of wind 
power and hydro energy in certain areas of activity such as milling and navigation. 
The situation remained unchanged till late 18th century when British inventor James 
Watt patented his 10-hoursepower steam engine [2] which ignited the first industrial 
revolution in Great Britain. The steam engine was able to convert the heat into 
constant motion, useful for driving manufacturing machinery, trains, ships, etc. 
Decades after our civilization enjoyed the comfort brought by Watt’s revolutionary 
invention, electricity just became visible for commercial use in 1831 [2] with the 
invention of the first dynamo, a crude electric power generator, by Michael Faraday. 
Faraday’s dynamo could then be run by steam engines or water turbines to generate 
continuous electricity. Soon after, light bulbs were commercialized to illuminate our 
civilization, but the use of electricity did not remain limited to illumination. Due to 
close similarity between electric generator and electric motor, the invention of 
electric motors was inevitable. Generators convert motion into electricity which 
drives motors, and motors convert the electricity back motion. This may seem 
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unremarkable at first, but the advantage comes from the easy transmission of 
electricity and convenient application of motors where direct application of steam 
engine or water turbine was impossible or costly. Electric motors of various types 
were invented and utilized in the industry and gradually replaced steam engines 
within decades.  
 Combustion engines which convert chemical energy of fuels directly into motion, 
were introduced later than electric motors and up to now, these two types of energy 
conversion devices are muscles of our civilization. Due to the lower cost, higher 
efficiency, and less environmental issues, electric motors are replacing combustion 
motors in most application except for where feeding with electricity is practically 
impossible, e.g. in airplanes. In most modern countries, the diesel locomotives which 
had already replaced steam locomotives in 20th century, have been replaced by 
electric trains. 
Electric energy and invention of electric machines not only replaced steam and 
diesel engines in heavy industries but they brought our civilization the information 
age. Computers, television sets, and communication devices, to name a few, are all 
running on electricity. The tasks of miniature electric motors found in our computers 
couldn’t have been done by steam or combustion engines. More importantly 
electrical energy can be transmitted virtually everywhere on Earth, including deep in 
ocean or underground, or can be generated from solar energy in deep space to 
energize space satellites.  
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Let’s have a look at electricity consumption of our civilization. Fig. 1.1-(a) shows 
the global electrical energy consumption and the consumption by end-use is shown in 
Fig. 1.1-(b).  
(a) (b)
Total: 18.9 Trillion kWh
Global electricity consumption in 2012 Consumption percentage of total energy 
by end-use in 2006.
 
Fig. 1.1. (a) Global electricity consumption by section in 2012, (b) consumption 
percentage of global electricity by end-use in 2006. Source: International Energy 
Agency. 
 
Although we focused our discussion of electrical machines on electric motor, 
there are other two categories of electrical machines; generators which are, in 
principle, similar to motors convert the mechanical energy into electric energy, and 
transformers are used as a device in power transmission and adjustment systems. We 
also place reactors in the third category as they have designs close to that of 
transformers.  
Electric apparatuses cover a wider range of devices from above-mentioned 
electrical machines to actuators and electromagnets to as far as magnetic guns (rail 
guns) and magnetic levitation.  
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Recently, electric motors have found their application in electric cars and hybrid 
vehicles. Since these motors run on batteries and has to be fit in small spaces such as 
in the wheels or attached to the engine, high efficiency and high torque/volume ratio 
is required. With such diverse application and rapid development of electrical 
machines, optimal design becomes essential. Even a marginal improvement in 
efficiency of electrical machines may result in significant reduction of energy 
consumption and relevant environmental issues. Fig. 1.2 shows explains the impact 
of a marginal improvement in the global average efficiency of motors.    
 
Shutting down 2 nuclear 
reactors of 500 MW capacity
0.1% Improved 
efficiency
8.69 billion kWh/year 
saved.
 
Fig. 1.2. Impact of a marginal improvement in the average efficiency of motors 
 
Earlier designs were trial and error approaches based on analytical study the 
designer’s deep understanding of the machine principles. Several prototypes may 
have been built and tested prior to confirming the performance. The process is time 
consuming and expensive and of course competition in marketplace demands more 
predictive designs in shorter period. With the introduction of high speed and low cost 
computers, more accurate analysis of complex geometries become possible and 
numerical methods such as finite element method ( FEM) were widely adopted for 
the design of electrical machines. The application of FEM reduces the time and cost 
of design and modifications. 
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As the design criteria of energy conversion machines become tighter, more 
accurate numerical modelling and simulation of the machines are required. As part of 
a worldwide effort to reduce energy consumption, CO2 emissions and the impact of 
industrial operations on the environment, various regulatory authorities in many 
countries have introduced or are planning legislation to encourage the manufacture 
and use of higher efficiency motors. Fig. 1.3 shows the tightening of standard of 
motor efficiency within two decades. 
 
 
 
Fig. 1.3. Minimum nominal full-load motor efficiency under federal standards. 
Efficiency percentage of totally enclosed, fan-cooled 1800 rpm motor. EISA is the 
Energy Independence and Security Act of 2007. EPAct is the Energy Policy Act of 
1992.  Source: U.S. Energy Information Administration. 
 
Permanent magnet motor with higher efficiency and higher torque/volume has 
found their way back in applications after the development of rare-earth magnets as 
the strongest type of permanent magnets made. These types of motor are often driven 
by inverter power supply to control the speed and also the starting current. 
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In addition to the energy standards, environmental noise standards of motors are 
also becoming tighter. As motors may run continuously in the same space as humans 
does, the design of low-noise machines become very important. Acoustic noise of 
machines is originated from either mechanical imperfectness such as bearing defects 
of rotor eccentricity or from the magnetic forces as well as a phenomenon known as 
magnetostriction. Noise calculation of electrical machines is an interdisciplinary field 
of research including magnetic field analysis, structural dynamic analysis and 
acoustic analysis. After such a long introduction, it is the time to discuss the research 
background and motivation in the following sections.   
 
1.1 Research Background 
Electrical machines such as motors and generators are designed to convert 
electric/mechanical energy into mechanical/electric energy respectively. Other 
electrical devices such as actuators, electromagnets, and electromechanical relays are 
designed to cause a desired displacement. In both classes of devices, motion often 
occurs due magnetic force caused by magnetic field in the device. On the other hand, 
devices such as transformers and reactors are not designed to create motion but to 
improve electrical characteristics of the device, yet due to magnetic field, magnetic 
force is present and the force causes small undesired deformation or vibration. The 
small displacements due to forces of magnetic origin or any other sources may be 
negligible but they can cause significant mechanical stress in the iron core and the 
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stress could in turn, cause a significant change in the magnetic property of the 
material which should be considered in the design of such devices [13]. 
 
Magnetic field
Magneto-mechanical problems:
Magnetic force Displacement
Desired: rotor motion, actuator 
displacement, etc.
Undesired: vibration of stator, 
transformer, reactor, etc.
Three phase reactor ActuatorElectric motor
 
Fig. 1.4. Flowchart of interactions between magnetic and mechanical quantities in 
magneto-mechanical problems. 
 
1.1.1 Considering Mechanical Stress in the Analysis of Electromagnetic 
Devices 
Mechanical stress can modify the magnetic permeability of ferromagnetic 
materials through a phenomenon known as the inverse magnetostriction effect (IME) 
[13]. It also affects the magnetostriction (MS) characteristic of the material [23]. 
Magnetostriction contributes to the deformation and vibration of electrical machines 
and apparatuses [24] whereas IME can modify the magnetic flux density distribution 
through modifying the permeability. Therefore, when the induced stress is relatively 
high, accurate calculation of the flux density and consequently the loss and vibration 
requires a coupled analysis of the problem which takes account of the dependence of 
magnetic and magnetostriction characteristics on the stress. 
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In addition to magnetically induces stress, there magnetic media might be under 
mechanical stress due to fitting or punching. In particular, the shrink -fit technique 
which is used to place the motor stator in the motor housing firmly, induces high 
compressive stress on the core which can deteriorate the magnetic property and 
increase the iron loss. Moreover, the vibration of devices can cause intolerable 
environmental noise and this is a big concern when humans and the device share the 
same space. Vibration analysis of devices also demands structural dynamic analysis. 
Thus the study of electrical machines and apparatuses is not complete without 
combining mechanical and magnetic field analyses. 
 
Fig. 1.5 Measured data showing the dependence of magnetic properties of 
non-oriented silicon steel. Source: Oita University. 
 
Due to complexity of device geometry, magnetic and mechanical analysis has to 
be done numerically and the finite element method (FEM) is the most appropriate 
method of choice [4]. Therefore, analysis and design of electrical machines demand 
coupled magneto-mechanical analysis using finite element method. 
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1.1.2 Vibration Analysis of Permanent Magnet (PM) Motor Taking 
Account of Magnetostriction 
 In ferromagnetic materials such as iron, there exists a phenomenon called 
magnetostriction (MS). Magnetostriction is the property of magnetic materials which 
manifests as change of dimension in presence of magnetic field [21]. This change of 
dimension is different from the deformation caused by the familiar magnetic forces. 
Although both deformation have the same nature, i.e. caused by magnetic forces in 
microscopic scale, in macroscopic Maxwell equations which are the governing 
equations of electrical devices, the microscopic magnetic forces cannot be taken into 
account. The effect of these forces appears as deformations in the macroscopic scale. 
Magnetostriction strain of the sample of material is often measured versus various 
levels of flux density and the measured data can be used in the analysis of electrical 
devices to obtain the deformation of the whole structure due to MS as well as to the 
classical magnetic forces [21]. 
B
B
magnetic material
Applying 
magnetic field
 
Fig. 1.6 Illustration of magnetostriction phenomena in a two dimensions. 
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Electric motors, which may be running in our environment continuously, should 
be designed to have low acoustic noise because the consequence of continuous high 
noise on human psychology could turn very serious.  
 
Fig. 1.7 Mechanical structure of a permanent magnet motor. 
 
Permanent Magnet (PM) motor has been proposed as a strong candidate of the 
driving source of electric vehicles, not only because of its high torque output and 
high efficiency, but also because they are easily controlled over a wide range of 
speeds [1].  It is expected that the development of electric machines, mostly PM 
machines and associated power electronics in the next few years will be stimulated 
by large scale applications such as computer hardware, residential and public 
applications, land, sea and air transportation and renewable energy generation [1]. In 
the last two decades new topologies of high torque density PM motors, high speed 
PM motors, integrated PM motor drives, and special PM motors have gained 
maturity. The largest PM brushless motor in the world rated at 36.5 MW, 127 rpm 
was built in 2006 by DRS Technologies, Parsippany, NJ, U.S.A. The use of PM 
brushless motors has become a more attractive option than induction motors. Rare 
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earth PMs can not only improve the motors steady-state performance but also the 
power density (output power-to-mass ratio), dynamic performance, and quality. The 
prices of rare earth magnets are also dropping, which is making these motors more 
popular.  
In general, rotary PM motors for continuous operation are classified into: 
• d.c. brush commutator motors 
• d.c. brushless motors 
• a.c. synchronous motors 
We are concerned with a.c. synchronous motors which have found application as 
the drives in electric cars. These motors are fed with three phase voltage and are 
often controlled by an SPWM inverter. Vibration and acoustic noises in such motor 
are considered a critical issue as the consumer is continuously and directly affected 
by the acoustic noise. There are several electromagnetic sources that affect the 
vibration of the motor: cogging torque, radial force, torque ripple, etc. These sources, 
once represented as forces, have specific harmonics. These harmonics, if fall close to 
natural frequency of the device structure, can cause large vibrations. Therefore, by 
computing natural frequencies of the device and the harmonics of such sources at the 
design stage, a considerable reduction in the vibration and acoustic noises can be 
achieved. Computation of natural frequencies of structures and determination of the 
participation of each mode on the total vibration of the structure is known as the 
modal analysis [32] which requires solving generalized eigenvalue problems with 
often very large matrices. Solving such problems are quite challenging and demands 
high amount of computer memory and computation time.  
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The vibration analysis of structures including those of electrical machine requires 
solving motion equation with large degrees of freedom. In case of devices powered 
with inverter power supplies, due to the high switching frequency of the inverter, 
small time steps are required to capture the vibration characteristics of the device. In 
addition to the study of natural frequencies and modes of vibration of the structure, 
the modal analysis method is also needed in modal decomposition method in solving 
motion equation. It is often common to consider a limited number of lowest natural 
frequencies in this method but while is some cases a limited number of modes gives 
very good approximations of the solution, in some problems the number of modes 
required to for a desired approximation is not known in priori. This is a serious issue 
because one may obtain totally wrong results. A details study on the solution 
methods of motion equation is also required to make sure the equation is solved 
efficiently and correctly. 
 
1.2 Research Purposes 
1.2.1 Coupled Magneto-Mechanical Analysis 
Several models have been proposed for the analysis of magneto-mechanical 
problems taking account of significant coupling terms in certain problems. To 
mention a few, in [18] and [19] IME is taken account of through measured 
permeability curves dependent on stress while MS is neglected. In [20] beside IME, 
MS is also poorly considered. In [21] IME is treated for the certain case of the body 
clamped on all sides. General models taking account of MS as well as IME are 
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proposed in [22] and [23] but the models assume MS to be independent of stress. A 
novel model which relies on a number of fitting parameters rather that magnetization 
and MS curves is proposed in [24], describing MS dependence on magnetic field and 
stress but it is unsuccessful in modeling magnetization behavior under stress [25]. 
In this thesis, motivated by the successful modeling of magnetostriction in [25], we 
propose a general model for solving coupled magneto-mechanical problems in 
isotropic materials. The model which takes account of MS and IME through a set of 
curves describing MS as a function of flux density and stress as in [25], and a single 
stress-free magnetization curve. The model initially assumes that the B and H fields 
remain parallel even under stress. The assumption is valid if the stress is dominantly 
applied along the direction of the magnetic flux density, which is often the case with 
the magnetically induces stress. The assumption however fails if there exists applied 
stress in the transverse direction. We further extend the method to consider the 
coupling under multi-axial stress. The proposed method are based on the energy 
balance between magnetic and mechanical stored energy in the structure.  
 
1.2.2 Vibration Analysis of Electric Motors 
Vibration analysis of PM motors has been an emerging topic of research in recent 
years as a result of the increased application of IPM motors in home appliances as 
well as electric vehicles [47], facing tighter criteria of low acoustic noise emission. 
Some authors have investigated the vibration characteristics of IPM motor [21] using 
the finite element method [17] (FEM), while others used less accurate analytical 
methods [42], but in their works, the magnetostriction (MS) is not considered. The 
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effect of the MS on the vibration of induction motor has been thoroughly 
investigated in 2-D [21], [41]. However, to our knowledge, vibration characteristics 
of IPM motor considering MS and with voltage-input has not been reported yet. A 
particular challenge in the analysis of IPM motors is that the input voltage usually 
has sinusoidal pulse width modulation (SPWM) waveform with high carrier 
frequency which requires very small time steps for the calculation of the magnetic 
field and the currents. These harmonics can affect the vibration of the motor through 
magnetic and MS forces. Some researchers have evaded the challenge of current 
calculation by using measured currents in the analysis, but for a motor in the design 
stage, this option is not available. In this study, a 2-D magnetic field analysis of an 
8-pole 36-slot IPM motor with SPWM input voltage is carried out and the coil 
currents are calculated. Next, the effect of the MS on the vibration characteristics of 
the motor is investigated using 3-D finite element structural dynamic analysis. 
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1.3 Organization of Thesis 
This thesis tries to cover the above mentioned topics from the numerical point of 
view, and it is organized as follows: 
Chapter 1 is the introduction to the thesis. It explains the research purpose, and the 
background. 
 In Chapter 2, the Maxwell’s equations are explained and the governing equations 
of magnetic field analysis coupled with circuits are derived. Then the finite element 
discretization in two and three dimensions using Galerkin method is discussed. 
Iterative matrix solvers for solving the system of finite element equations are 
introduced and finally the magnetic force calculation is explained. Afterwards, 
magnetostriction which is one of the key topics of this thesis is discussed and 
magnetostriction force calculation is explained. Finally the conventional core loss 
calculation method as well as a proposed method of core loss calculation taking 
account of stress are explained. 
Chapter 3 discusses static structural analysis and mechanical stress calculations. 
The chapter includes the calculation of the stress due to thermal contraction which is 
usually required to calculate the shrink-fit stress in the stator. 
Chapter 4 is dedicated to the coupled magneto-mechanical problems and the 
relevant solution methods. 
In Chapter 5 structural dynamic analysis which leads to motion equation is 
discussed. Then the solution methods of motion equation for the vibration analysis is 
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explained and finally numerical results are compared by applying them to two simple 
problems.  
In Chapter 6, the application of the magneto-mechanical analysis in the vibration 
analysis of an IPM motor is discussed. The magnetic field analysis results are 
presented first and then the core loss calculation are compared for two cases of 
neglecting and considering the shrink-fit stress. Next, the vibration analysis is carried 
out for three cases; MS and stress neglected, MS considered and stress neglected, and 
both MS and stress considered. In addition a comparison between the solution 
methods of motion equation is made to investigate the possibility of reducing the 
computational costs of the vibration analysis.  
Finally, Chapter 7 draws conclusions and sets forward recommendations on the 
methods. 
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Chapter 2 Magnetic Field Analysis 
2.1 Introduction 
From ancient times, electricity and magnetism have been described only 
qualitatively and nobody had any clue about their close connection. Later on, after 
Newton's big success with the mathematical description of mechanics, many people 
started to think about the electric forces and the magnetic forces and made models 
very similar to Newton's principle law governing the gravitational. 
In the early 19th century, when batteries were already available and to establish 
current in a circuit. Oersted incidentally observed that around a current-carrying wire, 
compass needles are moving similar to the same effect caused by a permanent 
magnet of the Earth's magnetic field [2]. Then again other physicists such as Weber 
and Ampere made models to describe this phenomenon, and the models in turn were 
checked with experiments and showed agreement. Faraday came up with a new idea 
to describe electromagnetic phenomena, namely the idea that there are not actions at 
a distance or instantaneous forces caused by electric charges and currents but that 
these sources are causes for electric and magnetic fields, and that these fields in turn 
are the cause of the forces of charged or magnetized bodies at their position in this 
field. In this way the picture of interactions became localized, i.e., the cause of forces 
is fields at the point where the body is located at this moment in time. Faraday also 
observed that magnetic fields, changing with time can cause electric fields curling 
around the changing magnetic fields (Faraday's law of induction), and Maxwell 
finally came up with a consistent model for the dynamics of the fields and the charge 
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and current distributions causing them and how the fields mediate the electric and 
magnetic forces of charged and magnetized bodies [2]. 
At one point, when combining a lot of observations, he came to the conclusion 
that Ampere's law, how to describe the magnetic fields as caused by electric current 
had some important flaw, and that he had also to assume that a time-varying electric 
field must also cause magnetic fields, very similar to electric currents. Thus Maxwell 
interpreted a time-varying electric field as a "displacement current", causing 
magnetic fields in the very same way as electric currents. This is called the 
Ampere-Maxwell Law. Also Faraday's Law of induction, of course, had been 
incorporated into Maxwell's beautiful equations. Combining all these finding we, in 
general, have time-varying magnetic fields that cause time-varying electric fields and 
these time-varying electric fields in turn cause magnetic fields. It turns out in this 
way that electric and magnetic fields make up one coupled set of quantities, 
nowadays called "the electromagnetic field", and that this field has its own existence 
as a dynamical entity in its own right as much as material bodies have their existence 
in everyday life. 
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2.2 Maxwell Equations 
The electromagnetic field follows the four Maxwell equations in differential form 
as follows [5-6]: 
  
t∂
∂
+=×∇ DJH  (2-1) 
  
t∂
∂
−=×∇ BE  (2-2) 
  ρ=⋅∇ D  (2-3) 
  0=⋅∇ B  (2-4) 
where B, H, J, D, E are the magnetic flux density, magnetic field intensity, 
)(⋅×∇ and )(⋅⋅∇  denote the rotation and divergence operators, respectively.  
The constitutive relations, which define the relationship between the field 
quantities are: 
  HB µ= , (2-5) 
  EJ σ= , (2-6) 
  ED ε= , (2-7) 
where µ, σ, and ε are the permeability, the conductivity and the permittivity, 
respectively.  
In electrical machines and magnetic devices, the displacement current in Eq. (2-1) 
is negligible as the operational frequency is relatively low. This is referred to as 
quasi-static case. So Eq. (2-1) becomes: 
  JH =×∇ . (2-8) 
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In this case, the displacement current D is removed from the Maxwell equations 
and the following equation for the continuity of current (derived by taking the 
rotation of Eq. (2-1) ) is considered instead of Eq. (2-3).  
  0=⋅∇ J  (2-9) 
Eqs. (2-1), (2-2), (2-4), and (2-9) can be combined altogether into two equations 
known as A-φ formulation explained in the following section.  
 
2.3 A−φ Magneto-Dynamic Formulation of Maxwell’s 
Equations 
Using the vector identity that “divergence of rotation of any continuous vector 
filed is zero”, Eq. (2-4) suggests that B is the rotation of a continuous field [8], [59]: 
   AB   ×∇= . (2-10) 
The vector field A is called the magnetic vector potential. It guarantees that the Eq. 
(2-4) is always satisfied if the flux density B is expressed in terms of an auxiliary 
continuous vector field A. 
The current density J in Eq. (2-8) is the sum of the exciting current density J0 and 
eddy current (induced current) Je, so Eq. (2-8) becomes: 
  e0 JJH +=×∇  .    (2-11) 
Substitute Eqs. (2-5) and (2-10) in Eq. (2-11), it becomes: 
  ( ) e0 JJA +=×∇×∇ ν , (2-12) 
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where ν is the magnetic reluctivity, i.e. the inverse of the magnetic permeability. 
Substituting Eq. (2-5) in Eq. (2-2) yields: 
  0=





∂
∂
+×∇
t
AE      (2-13) 
Since the rotation of gradient of any continuous scalar field is zero, E is expressed 
as: 
  φ∇−
∂
∂
−=
t
AE , (2-14) 
where φ is electric scalar potential and )(⋅∇  denotes gradient operator. Eq. (2-14) tells 
us that the scalar potential only describes the conservative electric field generated by 
electric charges. The electric field induced by time-varying magnetic fields is 
non-conservative, and is described by the magnetic vector potential A. 
 Using Eqs. (2-6) and (2-15), Eq. (2-12) becomes 
  ( ) 




 ∇+
∂
∂
−=×∇×∇ φσν
t
AJA 0  . (2-15) 
The second term on the right-hand-side of (2-15) is the eddy current density. Since 
the excitation current is definitely divergence free, According to Eq. (2-6) the eddy 
current should also be divergence free: 
   0=











 ∇+
∂
∂
−⋅∇ φσ
t
A
. (2-16) 
Eqs. (2-15) and (2-16) represents the A-φ formulation of magneto-dynamic 
Maxwell’s equations. In non-conductive regions σ =0, so φ and also Eq. (2-16) 
becomes irrelevant and the formulation takes the following simple form.  
  ( ) 0JA =×∇×∇ ν .   (2-17) 
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Reviewing Eqs. (2-13) to (2-16) reveals that for any arbitrary φ there is an A 
which satisfies all the equations. For example, by setting 0=∇φ , the A-φ formulation 
reduces to the A formulation (A-method) which also gives the same B and eddy 
current but the A-φ formulation turns to be advantageous from numerical points of 
view [60]. 
 
2.4 Field-Circuit Equations 
Solving equations in the previous section requires the knowledge of J0. Most 
electrical devices are powered through windings made up of tens or hundreds of 
turns of wire. If the current of the wire is known, the current density can be 
approximated in term of the current according to the following equations: 
 
ns
S: coil cross-section area
 
Fig. 2.1 Wire-wound coil in typical linear actuator. 
 
  tJ 0 S
NI
= , (2-18) 
where N is number of turns, I is the current passing through a single strand of wire, S 
is the coil cross-section area and t is a unit vector normal to the surface and pointing 
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to the direction that the current flows. However, electrical devices are often fed by a 
voltage source rather than a current source and the current cannot be calculated 
simply from voltage without solving the field equation. Fig. 2.2 shows the schematic 
diagram of field-circuit coupling. 
IRL
V
 
Fig. 2.2. Diagram of field-circuit coupling. 
 
At a given cross-section S of the coil, the same induced current flows in all loops of 
wires which are in series and if the wires cross-sections are equal, thus the eddy 
current densities are also equal. The eddy current density in each wire becomes 
  
k
kk
e t





 ∇+
∂
∂
−= φσ AJ  
where k is the wire index. If, in addition, σk are equal, the sums within the brackets 
for all wire become equal as well. Thus if the coil is densely wound, it is justified to 
approximate the potentials at each point on the cross-section with  average vector 
potential Aave, and average scalar electric potential φave over the coil cross-section:  
  ∫=
s
ave dsS
AA 1 , ∫=
s
ave dsS
φφ 1  
Thus, there is an average electric field as follows: 
  ave
ave
ave t
φ∇−
∂
∂
−=
AE  
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Integrating along one loop of the wire gives the induced electromotive force along 
the loop. The total induced electromotive force EMF then becomes:  
 llAlE dNd
t
NdNEMF
C
ave
C
ave
C
ave ⋅∇−⋅∂
∂
−=⋅= ∫∫∫ φ  
The second integral on the right-hand-side vanishes because the line integral of any 
gradient field over a closed path is zero. The first integral can be written as follows:  
 dV
tS
Ndd
tS
NEMF
VC S
t
AlSA ˆ∫∫ ∫ ⋅∂
∂
−=⋅
∂
∂
−=  
where tˆ  is a unit vector in the direction of current flow. Now according to the 
circuit law: 
  VEMFRI
dt
dIL =++ , 
where L is the sum of the external and leakage inductances and R is total resistance in 
the current path. Thus, the coupled circuit equations become 
  ( )











 ∇+
∂
∂
−
=×∇×∇
else
coils  strandedin ˆ
φσ
ν
t
S
NI
AJ
t
A
0
 (2-23) 
  VdV
tS
NRI
dt
dIL
V
=
∂
∂
−+ ∫ t
A
ˆ
.  (2-24) 
In (2-23), J0 the exciting current density in solid conductors if any. If all the coils 
are coupled with voltage sources, J0 is zero.                             
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2.5 Finite Element Discretization of Differential Equations 
It is simpler to explain the finite element method in the context of first order nodal 
elements. In this method, the domain of analysis is first discretized into a number of 
smaller volumes known as elements. Within each element, the continuous field, here 
A, or the continuous scalar filed, here φ, is considered unknown at element vertices. 
The field everywhere inside the elements is approximated by interpolating over the 
elements using interpolating functions more commonly known as shape functions. In 
this section the discretization is demonstrated in 3-D space and with hexahedral 
elements although there are a variety of element types to be chosen [46]. Tetrahedral 
elements are perhaps the most common type for 3-D discretization because the 
automatic mesh generation with tetrahedrons is simpler. Other types are 
pentahedrons and wedge elements. In 2-D space, triangular or quadrilateral elements 
are the most common while in 3-D discretization, tetrahedral and hexahedral 
elements most used. The hexahedral elements have a better accuracy but automatic 
generation is not as simple as the tetrahedral element.   
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triangle quadrilateral
 
(a) 
tetrahedron wedge element Pentahedron hexahedron
 
(b) 
Fig. 2.3. Some types of elements used in finite element discretization, (a) 2-D 
elements, (b) 3-D elements. 
 
A1 A2 A3 A4
A13 A14 A15
A16
A5 A6 A7 A8
A9 A10 A11 A12
e2 e3
e
1
 
Fig. 2.4 Discretization of 3-D field A by hexahedral elements. The unknowns are 
the field values at the nodes. 
 
Thus, the field in the middle element of Fig. 2.4 is interpolated as follows [10-12]: 
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1515141411111010776633222 AAAAAAAAA NNNNNNNNe +++++++= . (2-25) 
The continuous interpolating functions Nj (also known as shape functions) are 
such that their values are 1.0 at the corresponding node decay to zero at others nodes. 
Moreover Nj is zero inside all elements which do not share the corresponding node.  
It is common to write (2-25) in the following form: 
  ∑
=
=
8
1j
jjN AA  (2-26) 
However the subscript j here has a different notation. It refers to the so-called 
local numbering of the fields and the shape functions. It is obvious that if all the 
nodal values are equal, the interpolated field inside the element is also equal to the 
nodal values, thus 
  ∑
=
=
1
1
j
jN  (2-27) 
The interpolating functions depend on the element type, and they are not unique 
for a given element type either. After defining the shape functions and the discretized 
space, the weighted residual Galerkin method is used to obtain a set of linear 
equations whose solution are the unknown values of the field. The method is 
explained in the following section. 
 
2.5.1 Weighted Residual Galerkin Method 
The weighted residual method transforms the original differential equation into its 
weak form. The method is explained by applying it to (2-17) [10-12]: 
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 ( ){ } 0=−×∇×∇= ∫
V
i dVW 0i JAG ν , (2-28) 
where Gi , being a vector, is referred to as the weighted residual and V is the entire 
domain. As we can see, the differential equation has been multiplied by some weight 
functions Wi (associated with unknown i) and then integration over the entire domain 
of analysis is set to zero. The above equations are called the weak formulation. 
According to the fundamental lemma of calculus of variation, if Eq. (2-28) holds for 
every Wi, the integrant is identical to zero. If instead of every possible Wi, a limited 
number of weight function is chosen, they are called trial functions and the integrant 
may not be exactly but only approximately zero. By choosing Wi= Ni, (are the same 
function as in Eq. (2-25)), the method is called the weighted residual Galerkin 
method. 
Before breaking the entire integration into integrations over elements, Eq. (2-28) 
can be simplified. Recalling following vector identity: 
 ( ) BBB ×∇+×∇=×∇ ψψψ . (2-29) 
The first term in Eq. (2-28) can be simplified as follows: 
 ,, AB ×∇== iNψ  
 
( ){ } ( ) ( )∫∫∫ ×∇×∇−×∇×∇=×∇×∇
VVV
dVNdVNdVN AAA iii ννν  
 
( )∫∫ ×∇×∇−××∇=
VS
VdNdN ASA ii νν , 
where S includes the element interfaces as well as the boundary of V.  Generalized 
Stokes' theorem was used to convert the first volume integral on the right-hand-side 
into a surface integral. On the domain boundary, the magnetic field B is either zero or 
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known, normal to the surface in case of Neumann boundary condition, so the surface 
integrals associated with the domain boundary. As for the element boundary, 
since HA =×∇ν , and the tangential component of H is continuous, vanishes if A is 
the exact solution. Since the finite element gives the approximation of A, by setting 
the integral to zero, the boundary conditions mentioned above is weakly imposed in 
the formulation, so in this method the tangential component of H is not continuous 
exactly. However the boundary condition of B is satisfied exactly, i.e. the normal 
component of B is exactly continuous due to the continuity of the solution, A, on the 
element boundaries.  
Within each elements can also write: 
 ∑∑
==
×∇=






×∇=×∇
11 j
jj
j
jj NN AAA . (2-30) 
Hence 
 
( ) ∑∫∑∑∫
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=⋅=×∇×∇−
elel
e
N
i Ve
N
ie j V
jj NidVNdVNN
1
un0
1
 , ... 2, 1,   , JAi ν , (2-31) 
where Nel and Nun are number of elements and number of unknown nodal values, 
respectively and Ve denotes element volume. The exciting current J0 in the element is 
expressed as follows by using the vector. The unknowns are Aj. Eqs. (2-31) can be 
written in the block matrix form as follows: 
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, (2-32) 
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where ijG  are 2×2 or 3×3 matrices in 2-D or 3-D spaces, respectively given by the 
following equation: 
 
 ∑ ∫
=
−=
el
e
N
ie V
ijij dVHG
1
, (2-33) 
where Hij is some matrix which satisfies the following equation:   
 
 
( ) jijjj HNN AAi =×∇×∇ ν , (2-34) 
and bi is given as follows: 
 
 ∑∫
=
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
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
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=
elN
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i
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yi
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i dVN
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b
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1
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,
,
,
 Jb . (2-35) 
Eq. (2-32) is often written in a compact form as follows: 
 bA =K  (2-36) 
Were K is symmetric positive-definite matrix whose dimension is the number of 
unknowns. It is often referred to as the reluctance or magnetic stiffness matrix. By 
solving Eq. (2-36) A is found for all unknowns then B can be easily calculated as the 
rotation of A and using Eq. (2-30). However, knowledge of Ni is required for 
computation of H and b. In addition, the integrations in Eqs. (2-33) and (2-35) should 
be carried our numerically and efficiently. Both issues depend on the type of 
elements. We choose the hexahedral element type as the most general and most 
accurate one for 3-D discretization.  
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For easy definition of shape functions Ni and also easy implementation of 
numerical integration, the element is first transformed to a local coordinate system in 
the element becomes a cube with sides of 2.0 unit length centered at the origin. This 
element is referred to as the reference element. 
(a)
z
x
y
(1,1,1)
(-1,1,1)
(-1,-1,1) (1,-1,1)
(1,1,-1)
(-1,1,-1)
(-1,-1,-1) (1,-1,-1)
ζ
ξ
η
(b)
(x,y,z) (ξ,η,ζ)
 
Fig. 2.5. First-order hexahedral element. (a) Global coordinate system (x, y, z), (b) 
local coordinate system (ξ, ψ, ζ). 
It is easy to verify that the following first- order functions in the local coordinate 
system meet the requirement of shape functions mentioned earlier: 
  ( )( )( ) ( )81i111
8
1
～=+++= ζζηηξξ iiiiN   (3-37)  
where the local coordinates iii ζηξ ，，  of the nodes are given in the TABLE 2.1.  
 
  38 
TABLE 2.1 Local coordinates for nodes. 
1118
1117
1116
1115
1114
1113
1112
1111
−
−
−−
−
−−
−−
−−−
iii ζηξiNode number 
 
 
The relation between the global and local coordinate systems is given by: 
 ∑
=
=
8
1i
ii xNx , ∑
=
=
8
1i
ii yNy , ∑
=
=
8
1i
ii zNz . (2-38)     
The gradients in Eq. (2-34) should also be transformed into the local coordinate 
system, it can be shown that: 
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Where J is the Jacobian matrix expressed as: 
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Therefore the integration expressed by x，y，z in the global coordinate system, for 
example the xx-component Kij in (2-33), corresponds to that expressed by ξ ，η ，ζ  
in the local coordinate system as follows: 
  ∫ ∫ ∫∫
− − −
=
1
1
1
1
1
1
,,
),,( ζηξζηξ dddJKdVK xij
V
xij
e
,    (2-40) 
where | J | is determinant of J. The integration can be efficiently performed using the 
Gauss integration rule in each dimension. In this method, the integrals are replaced 
by summations of weighted values of functions at specific evaluation points [66]. In 
one dimension,  
  ∫ ∑
−
=
=
1
1 1
)()(
n
k
kk xfwdxxf . (2-41) 
TABLE 2.2 shows the integration points, xk, and weights, wk, for the Gauss 
integration rule. With n points, the method gives exact integration for integrands of 
orders up to 2n-1 and for higher orders, with some error.  
The integration in (2-40) becomes 
∑∑∑∫ =
ξ
ξ
η
η
ζ
ζ
ζηξζηξζηξ ζηξζηξ
n
k
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k
n
k
kkkkkkxijkkk
V
xij JKwwwdVK
e
),,(),,(
,,
. (2-42) 
It is easy to verify that for hexahedral elements, the determinant of the Jacobean 
matrix and also Kij are at most second-order in each dimension, therefore whole 
integrand is fourth-order, so if ν is constant within the element as in linear materials, 
n=3 is enough to calculate the integral exactly. In rectangular prism elements with 
edges parallel with the coordinate axes, the determinant becomes a constant, so n=2 
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gives the exact integration. In nonlinear materials n=3 often gives very good 
approximation of the integral. 
 
TABLE 2.2. Integration points and corresponding weights of the Gauss integration 
rule [66]. 
Number of points, n Point , xk Weight, wk 
1 0 2 
2 
3
1
      , =− ppp
 
1,1 
3 
5
3
      ,,0, =− ppp
 9
5
,
9
8
,
9
5
 
4 
5
6
7
2
7
3
   ,
5
6
7
2
7
3
  
 
   ,,0,,             
−=+=
−−
qp
pqqp
 
pqqp w,w,ww ,
36
3018
36
3018
+
=
−
=
q
p
w
w
 
 
Eq. (2-30) is recalled with distinction between the linear and nonlinear material 
property:  
 linear material bA =K   (2-43-a) 
 nonlinear material bAA =)(K  (2-43-b) 
For nonlinear materials, ν depends on B and thus on A. Therefore the coefficient 
matrix K depends on A and the equation is nonlinear. For linear case the equation can 
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be solved in one step using a proper method which shall be explained later. Nonlinear 
system of equations can be solved using Newton-Raphson method. In this method 
starts with and initial, at each step by linearizing around the previous solution, a next 
solution is found which is often closer to the exact solution.  
 
( )
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dKKK
dKKK
k
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+=
 (2-44) 
Thus   
 ( ) kkkk KdKK AAbAA )()( −=′+  (2-45) 
  k
k
k
KK A
A
A
∂
∂
=′
)(
  (2-46) 
The solution is improved to AAA dkk +=+1 . The procedure is repeated until dA 
or the difference between the two successive B becomes small enough.  
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2.5.2 Three-Dimensional Discretization Using Hexahedral Edge 
Elements 
Although in this thesis, no 3-D magnetic field analysis is carried out, the 
discretization of the fundamental equations of A-φ method, i.e. Eqs. (2-15) and 
(2-16) in 3-D space using hexahedral edge elements is explained due to its 
importance in this field. Traditionally node elements described above were used in 
the magnetic field analysis. Although in 2-D these type of elements are still used, 
with the introduction of edge elements in 3-D finite element, in which the unknowns 
are the rotation of field along the sides of elements, the node elements in 3-D 
magneto-dynamic analysis were outdated as the edge elements offer better accuracy.  
 The first-order hexahedral element with twelve vector edges in the local 
coordinate system (ξ, ψ, ζ) is shown in Fig. 2.6 [5-12].  
ζ
ξ
η
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A4
A5
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A7
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A9 A10
A11 A12
 
Fig. 2.6. First-order hexahedral edge 
element with numbered unknown 
edges vector. 
 
TABLE 2.3 Local coordinates for 
edges. 
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The vector shape functions edjN for edge j in the edge hexahedral finite element 
is defined in the local coordinate system and expressed as follows:   
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jN     (2-47) 
The local coordinates iii ζηξ ，，  of the edges are given in TABLE 2.3. 
The scalar φ in one hexahedral element for the magnetic field analysis is obtained 
using the φi on each node of the element as follows: 
  ∑
=
=
8
1i
ii φφ N  (2-48) 
The vector A within the element is obtained using the Αj on each edge of the 
element as follows: 
  ∑
=
=
12
1j
jj
ed ANA  (2-49) 
Note that unlike the nodal shape function, edjN has the unit of m-1. On the other 
hand, the unknown edge vectors are the line integral of A along the edge, i.e. the 
product with the edge length, so the product has the S.I. unit of magnetic vector 
potential. 
By applying the weighted residual Galerkin method, with vector shape functions 
ed
iN as test functions, to Eqs. (2-15) and (2-16), the following residual equations can 
be obtained [28-30]:  
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Gi and Gdi , being scalars, are the residuals corresponding to Eqs. (2-15) and 
(2-16) , respectively. The first term in Eq. (2-50) can be changed as follows: 
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where S is the boundary of V, n is the outward normal vector of S. In the proceeding 
above, the following vector operations and the Gauss theorem are used: 
 ( ) BAABBA ×∇⋅−×∇⋅=×⋅∇  (2-53) 
 ( ) ( ) ( )BACACBCBA ×⋅=×⋅=×⋅     (2-54) 
For the same reason mentioned in derivation of Eq. (2-31), the surface integral in 
Eq. (2-52) is set to zero to satisfy the weak boundary condition of H in the 
tangential direction, so Gi becomes:  
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We also have  
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  45 
 
( )∑∑
==
∇=






∇=∇
8
1
8
1 j
jj
j
jj NN φφφ .     (2-57) 
Substitute Eqs. (2-56), and (2-57) to Eq. (2-50), Gi becomes: 
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Eq. (2-27) is changed to:   
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In the proceeding above, the following vector operation and the Gauss theorem 
are used. 
 ( ) AAA ⋅∇+⋅∇=⋅∇ fff      (2-60) 
The second right term in Eq. (2-55) is set to zero to satisfy the electric 
conservation law weakly. So Gdi becomes: 
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The integrations are evaluated numerically as described in the previous section. 
By writing equations (2-58) and (2-61) in matrix form we have: 
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  46 
Where PT is the transpose of P. Using backward Euler method with constant time 
step size t∆ , the time derivatives are discretized as follows: 
  
tt
tttt
∆
−
=





∂
∂ ∆−AAA
 (2-64) 
Substituting Eq. (2-64) into Eqs. (2-62) and (2-63) results in the following 
equations: 
  
tttTt SPSK ∆−+=++ AbφA **)( , (2-65) 
  
ttt PQP ∆−=+ AφA * , (2-66) 
  
t
SS
∆
=
*
, tQQ ∆=* , 
which can be combined in a single matrix equation as shown graphically in Fig. 
2-7-a. The coefficient matrix is symmetric and positive definite. In the linear case 
one matrix solve per step gives the solution. In the nonlinear case, only H depends 
on A, and similar to the previous section, the equation can be solved using the 
Newton-Raphson iteration as explained in the previous section. The graphic 
illustration of the linearized equation is shown in Fig. 2-7-b and Fig. 2-7-c shows 
the algorithm of solving the nonlinear equation within period T of time. 
P
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Time-stepping 
loop
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Fig. 2.7. (a) Matrix equations for linear case, (b) nonlinear case, (c) solution 
algorithm for nonlinear case. T is the time period of analysis.  
Form Eq. (2-46) we have A
A∂
∂
=′
KK , so   
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j
j
ij
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=′
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ν
. (2-67) 
From Eq. (2-58) we have 
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or 
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and finally 
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2.5.3 Two-Dimensional Discretization Using Triangular Elements 
In this thesis, only two-dimensional magnetic field analysis with first order 
triangular elements was applied to the problem, thus we limit the discussion on to 
discretization with this type of elements. The domain of analysis is first discretized 
into a triangular mesh such as the one seen in Fig. 2.8. Similar to the 
three-dimensional case. In 2-D Cartesian coordinate system, the current source and 
the vector potential have only one comment, the z component, while the magnetic 
flux density lies on the 2-D plane. This simplifies the fundamental equations as 
follows. 
A1 A2 A3 A4
A5 A6 A7 A8
 
Fig. 2.8. Triangular elements in 2-D discretization. The unknowns are the field 
values at the nodes. 
A2
A3 A1
S1
S2
S3P
A2
A3 ξ
P
η
A1
(1,0)
(0,1)
y
x
(x,y) (ξ,η) reference 
element
 
Fig. 2.9. A triangular element its transformation (reference element) in the global 
reference coordinate systems. 
 
In first-order triangulate elements, referring to Fig. 2.9, the shape functions in the 
global coordinates are defined as follows: 
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3,2,1, == i
S
S
N ii . 
  321 SSSS ++= . 
The area of a triangle with is given by the following equation [4]: 
  








=
33
22
11
1
1
1
det
2
1
yx
yx
yx
S
 
where (xi,yi) are the coordinates of the triangle vertices.. In the local coordinate 
system, the shape functions take the following form: 
  




=−−
=
=
=
31
2
1
i
i
i
N i
ηξ
η
ξ
. 
The Gauss integration method discussed earlier for the hexahedral elements in 
local coordinates is not applicable to integration over triangle. Integration over 
elements has its own rule described in TABLE 2.3 [66].  
 
TABLE 2.3. Integration points and weights for integration over the reference 
element  
Number of 
points, n 
Points, (ξk, ηk) Weight, wk 
exact up to 
order  
1 (1/3,1/3) 1/2 1 
3 (1/2,0), (0,1/2),(1/2,1/2) 1/6,1/6,1/6 2 
4 (1/5,1/5), (1/5,3/5) (3/5,1/5) ,(1/3,1/3) 25/96, 25/96, 25/96,-27/96 3 
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Recall the fundamental coupled circuit-field equation, Eqs. (2-23) and (2-24). If 
the magnetic core is laminated and the coils are stranded, it is justified to neglect the 
eddy current term: 
 ( ) tMA )
S
NI
=+×∇×∇ ν , (2-74) 
 Vdv
tS
NRI
dt
dIL
Vc
=⋅
∂
∂
−+ ∫ t
A )
, (2-75) 
where M is the magnetization of the permanent magnet and it appears in the Ampere 
law from the definition of H, and Sc is the coil cross section. In 2-D, t
)
is constant 
and it is the unit vector along z-axis if the plane of analysis is x-y plane. We expect 
the equations to become simpler in 2-D and in fact they do but not in a 
straightforward way. The simplification is explained in the following proceedings:  
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Therefore the coupled equations become 
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Applying the weighted residual Galerkin method to Eqs. (2-76) and (2-77) 
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where S is the entire domain of analysis. By defining 





=
xx
yy
ν
ν
ν 0
0
ˆ , the equation 
can be written in a more compact form as follows: 
 
( ) dS
y
M
x
M
NdS
S
NIAN
S
xy
i
S
i ∫∫ 





∂
∂
−
∂
∂
=






+∇⋅∇ νˆ , (2-79) 
The left-hand-side can be simplified as follows: 
 
( ){ } ( ) ( )∫∫∫ ∇⋅∇−∇⋅∇=∇⋅∇
S
i
S
i
S
i dSANdSANdSAN ννν ˆˆˆ  (2-80) 
In the proceeding above, the following vector identity was used: 
 ( ) BBB ⋅∇+⋅∇=⋅∇ ϕϕϕ
 
For the same reason mentioned in the derivation of 3-D equations, the first 
integral becomes zero. therefore 
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or in a compact form: 
 ( ) ii
ie S
i FIQdxdyAN
e
=+∇⋅∇∑ ∫ νˆ , (2-82) 
where Qi and Fi and can be easily identified by comparing Eq. (2-82) to Eq. (2-81). 
In first order triangular elements we have 
 ∑
=
=
3
1j
jAA ,  
so the fully discretized equations becomes  
 i
t
i
t
jij FIQAK =+∑ ,   (2-83) 
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 tVdvAA
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In Eq. (2-83), Kij is given by the following equation: 
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The matrix form of Eqs. (2-83) and (2-84) can be seen in Fig. 2-10. 
 
Q
QT
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K At
It
F+QTIt-∆t
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X +∆−=
 
Fig. 2.10. Discretized field-circuit equations in matrix form for the linear case. 
 
In the nonlinear case, similar to the 3-D derivations in the previous section, the 
matrix equation for the Newton-Raphson method is obtained. The equation is shown 
in Fig. 2-11. 
 A
A
AA
A
AAA dHHHdHHH kkkkk 





∂
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+=
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It can be shown that 
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Fig. 2.11. Graphical illustration discretized field-circuit equation in nonlinear case 
The right hand side is known thus the system of equations to be solved.  
  bx =A  (2-88) 
Once the system is solved and the vector potential is found for all the unknown 
nodes. The magnetic flux density within each element can be simply computed 
according to the following equation: 
  AB ×∇=  (2-89) 
where ),0,0(
3
1
∑
=
=
j
jAA . 
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2.6 Iterative Sparse Matrix Solvers for Finite Element 
Equations 
The coefficient matrix is usually too large to reside in the computer memory as a 
regular matrix, but since it is sparse, i.e. most of the entries are zero, only the 
nonzero entries are stored. These way matrix-vector products are efficiently 
performed as the operation is done only on the nonzero entries [45]. The matrix is 
also positive symmetric and positive definite. Iterative methods are used to solve 
such matrices and methods based on the conjugate gradient method are the best. 
Although there exists other methods such as Jacobi and Gauss-Seidel which are also 
iterative, the time of conjugate gradient methods are much faster. In the following 
section, several methods which are used in finite element computation are 
explained. 
 
2.6.1 Conjugate Gradient (CG) Method 
The conjugate gradient method solves Eq. (2-88) by minimizing the following 
functional [15], [45]: 
  bxxx TT A −=
2
1φ  (2-90) 
The method starts from initial guess 0x  and creates the Krylov subspace as 
follows: 
 Кn(A, x0)=span{x0, Ax0, A2x0, …, An-1x0},  
so, at step n the solution is searched in the Krylov subspace. This is achieved by 
finding a set of conjugate directions in this subspace. The conjugacy condition is 
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  jiA jTi ≠= 0pp . (2-91) 
The solution x is approximated by a linear combination of these conjugate 
directions:  
  i
n
i
i p∑
−
=
≈
1
0
αx  (2-92) 
If pi were known, iα could be easily calculated by substituting x into Eq. (2-90). 
  bp =∑
−
=
i
n
i
i A
1
0
α  
  bppp TjiTj
n
i
i A =∑
−
=
1
0
α  
  
k
T
k
T
k
k App
bp
=α  (2-93) 
By choosing the search directions pk such that they are conjugates with respect to 
A, 
  kk Axbr −=  (2-94) 
  rbx −=−=∇ Aφ  (2-95) 
At each step, instead of searching in the direction of rk, a computed is made out 
of rk such that it is orthogonal to all previous searches.    
  jiA jTi ≠= 0pp  
  i
ki i
T
i
k
T
i
kk A
A p
pp
rp
rp ∑
<
−=  (2-96) 
  kkkk pxx α+=+1  (2-97) 
Now αk is given by Eq. (2-93). It can be shown that in the conjugate gradient 
method, the residuals of all steps are orthogonal and this guarantees that if the 
matrix has size N, after at most N iterations, the exact solution is found because in 
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N-dimensional space, maximum N orthogonal vectors orthogonal can be found and 
this means the next residual would be zero and this means the exact solution has 
been reached. In practice with much less number of iterations a good approximate of 
the solution is found.  
The resulting algorithm. 
00 : Ax−= br  
00 : rp =  
0:=k  
repeat 
k
T
k
k
T
k
k App
rr
=:α  
kkkk pxx α+=+ :1  
kkkk Aprr α−=+ :1  
If rk+1 is smaller than a desired criterion exit loop. 
k
T
k
k
T
k
k
rr
rr 11: ++=β  
k
T
k
k
T
k
kp
rr
rr 11: ++=  
kkkk prp β−= ++ 11 :  
1: += kk  
End repeat. 
Although the method converges theoretically and convergence is guaranteed in 
no more than N iteration, in practice for large matrices due to numerical error the 
convergence may not be achieved at all. This is determined by the condition number 
of a matrix which is defined as the ration of the largest to the smallest eigenvalues. 
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The closer to unity the condition number, the faster convergence. There is an 
improvement to the conjugate gradient method which help achieve a faster 
convergence by solving a system whose matrix has a lower condition number. The 
method is called preconditioned conjugate gradient method the specific precondition 
using the incomplete Cholesky factorization, the method is known as the incomplete 
Cholesky conjugate gradient (ICCG) method. The method is explained in the 
following section. 
 
2.6.2 Incomplete Cholesky Conjugate Gradient (ICCG) Method 
The symmetric positive definite matrix A can be factorized into the following 
form [45]: 
  
TLDLA =  (2-98) 
The algorithm is given as follows: 
  k
j
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ij DLLAD
L
1
1
1
 (2-100) 
Where L is a lower triangular with all diagonal elements being one, and D is a 
diagonal matrix. Since the matrix is positive definite all diagonal elements of D are 
positive. Thus A can also be written as follows: 
  
TT))(( MMDLDLA ==  (2-101) 
  bMM =Τ x   (2-102) 
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Since M is triangular, Eq. (102) can be solved with low cost in two steps using 
forward elimination and back substitution respectively: 
  bM =y  (2-103) 
 yx =ΤM  (2-104) 
The difficulty is that computing the complete Cholesky factorization of large 
matrices, even sparse, is not practical as it may result in too many fill-ins. One 
popular solution is to factor the matrix incompletely, i.e. if M has the same non-zero 
pattern as A by just setting the corresponding entries of M to zero without 
computing them. Now we have 
  
TMMA ≈  (2-105) 
The algorithm of factorization requires a minor change to ensure that the 
resulting matrix is still positive definite. This is done by the so-called shifting 
factor 1≥γ . In practice 05.12.1 ≥≥ γ  is a good choice. Large values reduce the 
effect of preconditioning.  
  k
j
k
jkjjj DLAD ∑
−
=
−=
1
1
2γ , (2-106) 
because the equality may not be held anymore. However this approximation is not 
going to affect the solution of the original system because the matrix is only used as 
preconditioned as follows: 
The original equation is pre-multiplied by the inverse of M: 
  bMAxM 11 −− =  (2-107) 
Note that there is no need to compute the inverse of the matrix. In order to 
preserve the symmetry,  
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We define xy M= , thus 
  bMAMM T 11 −−− =y  (2-108) 
It can be shown that TAMM −−1 has a lower condition number than A. In fact if 
the factorization is complete, the matrix becomes identity matrix and the system is 
solved. Since the factorization is incomplete, the CG method is applied to Eq. 
(2-108), bearing in the mind that for computing yx 1−= M , in practice system 
yx =M is solved and this is cheap as M is triangular. 
The resulting algorithm of ICCG method then becomes [45] 
00 : Ax−= br  
0
1
0 : rz
−
= M  
00 : zp =  
0:=k  
repeat 
k
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k
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k App
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=:α  
kkkk pxx α+=+ :1  
kkkk Aprr α−=+ :1  
If rk+1  is smaller than a desired criterion exit loop 
kk M zz
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k
k
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rz 11: ++=β  
k
T
k
k
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k
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rr 11: ++=  
kkkk prp β−= ++ 11 :  
1: += kk  
End repeat. 
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2.6.3 Complex Orthogonal ICCG (COICCG) Method 
The CG and ICCG methods are applicable to complex Hermitian positive matrix 
as well. For such matrices the Cholesky factorization takes the following form: 
  
HMMA ≈ ,  (2-109) 
where H denotes the Hermitian transpose or conjugate transpose. Accordingly the 
product in CG and ICCG algorithms become Hermitian product as the vectors and 
also the matrix are complex. This guarantees that products such as k
H
k rr  or 
k
H
k App  become real numbers. 
In the finite element method, when the system of equations is chosen to solved in 
the frequency domain, the system of equation may become complex symmetric. A 
necessary condition for the existence of Cholesky decomposition for a complex 
matrix is that the matrix has to be Hermitian. Furthermore the CG method does not 
converge if the matrix is not Hermitian. Although the problem is complicated, 
mathematicians have found an easy solution to the problem though understanding 
the trick is not straight forward [16]. The method is called which is called Complex 
Orthogonal ICCG (COICCG). The algorithm is very similar to the CG and ICCG 
algorithms only that the products such as k
T
k rr  or k
T
k App  may become complex 
numbers. In addition, for complex symmetric matrix A, the preconditioner M 
satisfies the following equation: 
  
TMMA ≈  
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2.7 Magnetic Nodal Force Calculation 
In motors, it is often required to calculate the torque. In addition in 
magneto-mechanical problems, definition and knowledge of nodal force calculation 
is essential. These are methods to calculate the total force over a body but for 
magneto-mechanical analysis, nodal force is required. One popular method of 
magnetic nodal force calculation is the use of Chu-type magnetic stress tensor. The 
stress tensor is given by the following equation [27]: 
  




⋅−⋅−= ∫
B
bhHB
0 0
dHBT ijjimij δ , (2-110) 
where T is the Chu-type Maxwell stress tensor, B is the flux density, H is the 
magnetic field strength, and δij is the Kronecker’s delta, The volume force density 
then becomes the divergence of the tensor: 
  
mT⋅∇=Ωf
 (2-111) 
In addition to the volume force density, there exists surface force density or 
surface traction force. This force is exerted on the material interface, iron-air 
interface for example.  
  Γ⋅−=Γ onTT mm nf )( 12  (2-112) 
Nodal force can be calculated by multiplying the volume force density by the 
nodal shape function Nn and the integration over the entire domain. 
  ∑ ∫ ⋅∇=
e
m
en
m
n dvTN
eV
F
 (2-113) 
Using divergence theorem and combining both volume and surface forces, Eq. 
(2-74) is simplified to the following form [27]: 
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   ∑ ∫ ∇−=
e
n
m
e
m
n dvNT
eV
F  (2-114) 
 However since the finite element shape functions associated with each node is 
only nonzero in elements that share the nodes, in practices the integration is only 
done over those elements. 
 
2.8 Magnetostriction 
Magnetostriction is a property of ferromagnetic materials that is observed as a 
change in shape or dimensions during the process of magnetization. The 
phenomenon was first identified in 1842 by James Joule when observing a sample 
of iron [2]. In principle the change of dimension (deformation) occurs as a result of 
orientation and expansion of magnetic domains. Since in macroscopic Maxwell 
equations the details in domain scale is not considered, the computation of the 
deformation is also impossible. The effect however, can be measured experimentally 
as a function of magnetic flux density. Magnetostriction is a three-dimensional 
phenomenon, i.e. the change of dimension happens in three dimensions even though 
the flux is applied in one dimension. In fact experiments reveals that the change of 
dimensions is, usually, such that the volume remain unchanged. For this reason, 
magnetostriction which such assumption is called isochoric magnetostriction [23]. 
The measurement is usually made in one dimension, i.e., in the dimension of the 
applied field. The ration of the increase of the dimension on the original dimension 
which has no dimension is often noted as )(Bλλ = [26]. 
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free boundary model
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Fig. 2.12. Magnetostriction strain in 2-D model 
 
When B is parallel with x direction, the strain components are: 
λλ =x  
If the magnetostriction is isotropic, we have zy λλ = . To have the volume 
unchanged, the condition is: 
 
2)1()1( yyxzyx lllll λλ ++= . 
Since the value of λ is very small, the following relation is obtained. 
 
2
λλλ −== zy . 
xl
zl
yl
)1( xxl λ+
)1( zzl λ+
)1( yyl λ+
B
 
Fig. 2.13. Magnetostriction strain in 3-D model 
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2.9 Magnetostriction Strain and Stress Tensors 
Assuming isotropic and isochoric magnetostriction [23], when B is along x axis, 
the MS strain tensor msε in Voigt notation is given by the following equation:  
  
Tms ]000
22
[ λλλ −−=ε , (2-115) 
where )( BB σλλ ,= is the MS strain in the direction of the flux density B under 
mechanical stress Bσ  (positive sign for tensile stress) applied in B direction, 
measured or modeled as in [28] and [26], respectively. For an arbitrary direction of 
B, using tensor transformation rule, the following expression is obtained: 
  Sεms λ= , (2-116) 
  
( )22 32
1 BBB
B
S ijjiij δ−= , (2-117) 
where S is called the MS direction tensor (it depends only on the direction of B), 
ijδ is the Kronecker delta, and 
msε  is in matrix form. (Throughout this paper, when 
a symmetric tensor appears in bold italic letter, it is in Voigt notation whereas italic 
font is used for the matrix form). 
The system may have both MS and elastic strains. This can be treated as if the 
body is first free to reach its new dimensions by MS strain and then other forces 
come into action and cause the elastic deformation elastε to the body that already has 
the inelastic strain msε . It is obvious that elastms εεε += , where ε  is the total strain. 
Only the elastic strain contributes to mechanical stress [26]. According to Hook’s 
law 
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mselast DDD εεεσ −== , (2-118) 
where σ is the stress tensor and D is the 6×6 stiffness tensor widely used in 
structural analysis. Now we define the following tensor [33]: 
  
msms DεT −= . (2-119) 
Therefore the stress tensor becomes 
  
msD Tεσ += . (2-120) 
We refer to msT  as the magnetostriction stress tensor which is the internal 
stress due to MS. After performing the matrix-vector multiplication in (2-119) we 
have [33] 
  SET
P
ms
)1( ν
λ
+
−
= , (2-121) 
where E and Pν are Young’s modulus and Poisson’s ratio respectively. 
 
2.10 Magnetostriction Anisotropy 
In the above derivations we assumed that magnetostriction is isotropic. However, 
measurements on electrical steel sheets reveals string anisotropy even in 
magnetically isotropic materials (Fig. 2.14). The anisotropy is explained by the 
effect of tensile stress during the rolling process of the sheets. The tensile stress 
usually reduces magnetostriction strain thus, magnetostriction strain in the rolling 
direction becomes less than in the transverse direction. 
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Fig. 2.14. Magnetostriction anisotropy in silicon-steel sheet. RD and RD stand for 
rolling and transverse directions respectively.  
 
2.11 Magnetostriction Dependence on Mechanical Stress 
Magnetostriction shows strong dependence on the mechanical stress. The stress 
could be applied externally of it could be induced by an applied magnetic field.  
Some measurements results are shown below. It is important to consider this 
dependence in the analysis, but if the stress is low, let’s say lower than 1.0 MPa, 
neglecting its effect could be justified. 
The measurements are often made in one direction, i.e., the stress is applied in 
the same direction the field. However, since the magnetostriction in other directions 
is also related to the longitudinal direction, these curves give some information 
about the effect of stress on the magnetostriction in the other two dimensions as 
well. 
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(a) Non-oriented 3% silicon steel (b) Grain-orientedsilicon steel measured along its rolling direction (1.5 T, 50 Hz).
(d) Pure iron(c) Durehete 1055 ( a grade of non-electrical steel)
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Fig. 2.15. Sensitivity of magnetostriction on the mechanical stress in various 
grades of iron.  
 
2.12 Magnetostriction Nodal Force Calculation 
The measured magnetostriction parameter is under uniform field and without any 
constraint. In typical electrical devices, the field inside the ferromagnetic core is 
usually non-uniform. In addition the core may be under constraints, for example 
fixed at some points. In this case, in other to known the deformation of the structure 
due to magnetostriction, a structural analysis using the finite element method is 
required which demands for the knowledge of nodal forces, i.e., forces applied at 
points whose displacements are to be known. We mentioned earlier that the 
magnetic force can be calculated from the magnetic stress tensor.  
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Fig. 2.16. Comparison between magnetostriction force calculation methods, (a) 
conventional method, (b) proposed method, (c) comparison of numerical results. 
 
In Chapter 3 we will show that the magnetostriction force can be calculated from 
the magnetostriction tensor exactly the same way the magnetic force is calculated 
from the magnetic stress tensor. Thus 
   ∑ ∫ ∇−=
e
n
ms
e
ms
n dvNT
eV
F , (2-122) 
  ( )22 32
1 BBB
B
S ijjiij δ−= , (2-123) 
where msnF is the magnetostriction force at node n and Nn is the shape function of the 
node [33]. Fig. 2.16 compares the proposed method with the conventional method 
described in [26]. 
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2.13 Core Loss Calculation 
The core loss characteristics of electrical steel of a particular grade can be 
measured by applying a uniform alternating sinusoidal flux density at a given 
frequency [62]. Such a measured data is shown in Fig. 2.17-(a).  
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Fig. 2.17. (a) Core loss characteristics of electrical steel of grade 50A400 v.s. peak 
value of alternating sinusoidal flux density at various frequencies, (b) core loss v.s. 
stress at 1.0 T, 400 Hz. 
 
Bertotti model of separation of core losses is widely used for the core loss 
estimation [62], [65]. In this model, all measured data in Fig. 2.17-(a) can be 
approximated with a function of peak value of flux density B and the frequency f 
with four parameters as follows:  
  fBkfBkBkf
fBw 2
e
5.1
ah
),(
++= α  (2-124) 
where kh, ka, and ke, are constants associated with the hysteresis, excess, and eddy 
current loss, respectively, and α is the exponent constant of the hysteresis part. The 
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constants, which are often considered independent of B and f, can be calculated 
from experimental data using curve fitting techniques [62]. The core loss also 
depends on the compressive stress as can be seen in Fig. 2.17-(b) [63]. To 
accommodate the effect of stress on the loss into Bertotti’s method, we assume that 
only the hysteresis loss depends on stress. The modified expression of the core loss 
then takes the following form:  
 fBkfBkBCkf
fBw 2
e
5.1
ah )1(
),,(
+++= ασ
σ
, (2-125) 
where Cσ , assumed independent of B and f, is stress-dependency coefficient and 
depends on σeq, and equivalent scalar stress, given by the following equation: 
 
ij
i j
ijeq S σσ ∑∑
= =
=
3
1
3
1
, (2-126)
 
where S is the magnetostriction direction tensor discussed in Section 2.9. The 
derivation and meaning of (2-126) will be presented in Section 4.3. Note that for 
hydrostatic pressure, σeq =0 according to (2-126). 
Equation (2-15) can be rewritten in the following form: 
 fBCkfBwfBw ασσ h)0,,(),,( += . (2-127) 
The parameter Cσ is defined by three parameters k1, k2, σ1, as shown in Fig. 2.18. 
Cσ
TensileCompressive Stress (MPa)
σ1
Cσ =−k1σ
Cσ =−k2(σ−σ1)+C1
0
C1
σ
 
Fig. 2.18. Piecewise linear approximation of stress-dependency coefficient. 
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The flux density is, in general, neither purely sinusoidal nor purely alternating but 
it contains both time and spatial harmonics. Fig. 2.19-(a) shows a typical locus of 
flux density at one of the tooth tip of a motor stator. Within the teeth and in the back 
iron, the flux is nearly alternative and has smaller time harmonics. For an elliptical 
locus, we use one of a conventional method and calculate the losses for minor and 
major axes of ellipse separately and sum up the results [64]. To this end, the actual 
locus is decomposed to its Fourier components where each component forms an 
elliptical locus (see Fig. 2.19-(b)). We also assume that the minor hysteresis loops 
has the same shape as the major loop and this allows us to calculate the loss due to 
harmonics by plugging the harmonic amplitudes into (2-124). This assumption 
might be disputable because the in practice the minor loops depend on the peak 
value of the main harmonic [64]. There are methods taking account of the effect the 
flux peak value on the minor loops [64] but needs extra experimental data which we 
lack.  
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Fig. 2.19 (a) a general locus of flux density with time and space harmonics, (b) the 
locus of 1st, 3rd and 5th harmonics of the same flux density. 
  72 
Chapter 3 Static Structural Analysis 
3.1 Introduction 
Consider the simple structure below. An elastic bar discretized into rectangles, 
fixed on one end and under a set of nodal force. We are interested in the 
displacement of each node due to the given force. 
 
If the elasticity is linear, we can write a relation between the force and the 
displacements in a general form as follows: 
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If all unknowns are ensemble in vector u, and all the force components in vector 
f, we have 
   fu A=  (3-1) 
If A is known, u can be easily computed. However in the finite element not A but 
its inverse can be computed. Most references introduce the discretized form of the 
static equation, without the derivation, as follows [46]: 
  fu =K  (3-2) 
where K are global mass, damping and stiffness matrices, respectively, u is the 
displacement, and f is the loading, The global stiffness matrix is constructed from 
element stiffness matrix. The equations for element stiffness matrix Keij is given as 
follows: 
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where Ni and Nj  are the nodal shape functions of nodes i and j, respectively. In the 
Cartesian coordinate system, u and f have the following forms  
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where subscripts x, y, and z denote the Cartesian components of the nodal force and 
displacements, and the superscripts (1) and (2) indicates the indices of unknown 
nodes. We would like to derive the equation from the continuum equation of 
equilibrium as it will reveal useful expressions for the calculation of magnetic, 
magnetostriction and thermal nodal forces. The following section describes the 
derivations in detail. 
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3.2 Equation of Static Equilibrium 
The equations of equilibrium in the continuum media is [22] 
 interface material
vf
sf
sf
 
Fig. 3.1. Mechanical domain of analysis, surface and volume force densities. 
  0
v
=+∇ ⋅ fσ , (3-6) 
  ( ) s21 fnn =−σ , (3-7) 
where σ is the stress tensor, and fv and fs are volume and surface force densities 
respectively, and n1 and n2 are outward normal unit vectors to interface of material 
interface from regions 1 and 2 respectively [16].  
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The stress has to be expressed with respect to a reference level. Every elastic 
body may have an initial stress corresponding to an initial strain. Since we calculate 
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the stress with respect to the initial state of stress, Hooke’s law is, in the tensor 
notation, expressed as follows [33]: 
   )( iniex εεεσ s −== :: CC . (3-10) 
Where C  is the tensor of elasticity (of order four), and εexs, ε , and εint are the 
excess, total and initial strain tensors, respectively. In the indicial notation, Hooke’s 
law can be written as follows: 
   
exs
klijklijσ εC= . (3-11) 
The total strain in (3-10) is linked to the displacement u by the geometric law 
[16]: 
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In the Cartesian coordinate system, we can write 
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which becomes 
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3.3 Finite Element Discretization of Equation of Static 
Equilibrium 
In the finite element method, the displacement inside an element is interpolated 
with nodal shape function and follows: 
   ∑=
j
jjN uu , (3-15) 
where the sum extends over the vertex nodes of the element. The strain tensor in 
Voigt notation then becomes 
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 (3-16) 
The arrow over the strain tensor indicates that the tensor is in the Voigt notation 
(vector form).  
   )( iniexs DD εεεσ −== , (3-17) 
where D is the tensor of elasticity in the Voigt notation given by the following 
equation: 
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where E is the Young’s modulus and is the ν is the Poisson’s ratio. The strain and 
stress tensors in the Voigt notation are as follows: 
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If the initial strain is the thermal strainε th and/or magnetostriction strain ε ms, we 
have 
   
msthini εεε += . (3-19) 
According to Eq. (3-10) implies that if a body is strained freely due to 
magnetostriction or due to thermal expansion, the state of stress of the body is zero. 
Substituting (3-19) in (3-10) and then in (3-6) results in the following equations: 
 ( ) ( ) 0)( vmsth =+⋅∇−⋅∇−⋅∇ fεεε ::: CCC . (3-20) 
Now we define the following tensor: [33] 
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thth
εT :C−= , (3-21) 
   
msms
εT :C−= , (3-22) 
where Tth and Tms are called the thermal  and magnetostriction stress tensors, 
respectively. The negative signs in (3-21) and (3-22) indicate that the tensors are not 
the initial strain tensors but sources of stress which caused the initial stress. Eq. 
(3-20) now becomes 
   .0)( vmsth =+⋅∇+⋅∇+⋅∇ fε TT:C  (3-23) 
The volume force density could be the magnetic, gravitational, or some external 
volume force densities. Namely 
   
m
vv fef += ggρ , (3-24) 
where ggeρ , and fvm are the gravitational, and magnetic force densities respectively. 
eg is a unit vector pointing to the center of Earth. 
Neglecting the dependence of the magnetic permeability on the stress, fvm is 
given by the following equation: 
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where Tm is the Maxwell stress tensor ( also known as the magnetic stress tensor). 
Eq. (3-23) can be discretized by nodal shape function as follows:  
 0)()( vmsth
VV
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From this point on, we limit the derivation to the 2-D case for simplicity. In 2-D 
plane strain we have  
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Using vector identity and the divergence theorem,  
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i,j=1,2,.. Nun 
where Nun stands for the number of unknown nodes. Discontinuity terms appeared 
in above equation but they cancelled by Eq. (3-7). 
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Thus, 
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e
ijK fu∑∑ = , (3-36) 
  i,j=1,2,.. n 
where f is the resultant nodal force. In the matrix form: 
  fu =K , (3-37) 
where K is the global stiffness matrix.  
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For rotary devices such as motor, it is more intuitive to carry out the deformation 
analysis in the cylindrical coordinate system where the z-axis is the axis of rotation. 
To this end, the forces and displacements should be represented in the cylindrical 
coordinate system. The above derivations where based on the Cartesian coordinate 
system, thus the nodal forces are also in that system. Knowing the coordinates of the 
node in the Cartesian coordinates, we can convert the force and the displacement 
from the Cartesian to the cylindrical coordinate system using the following 
transformation: 
  ff ˆR=  (3-38) 
  uu
)R=  (3-39) 
where fˆ and u) are the equivalents of f and u in the cylindrical coordinate system 
respectively, and R is the rotation matrix around z-axis given by the following 
equation: 
  









 −
=
100
0cossin
0sincos
θθ
θθ
R , (3-40) 
where )arctan(
x
y
=θ , with x and y being the coordinates of the node on x and y 
axes respectively. Substituting Eqs. (3-38) and (3-39) in Eq. (3-36) obtain: 
  ( ) iiN
e
N
j
jj
e
ij RRK
e n
fu ˆ=∑∑ )  (3-41) 
After pre-multiplying both sides by TiR we can write  
  
( ) iN
e
N
j
jj
e
ij
e n
K fu ˆ=∑∑ )
)
, (3-42) 
  82 
where 
  j
e
iji
e
ij RKRK
T
=
)
, (3-43) 
and finally by assembling the element matrices to form a global matrix, we have the 
static equation of equilibrium in the cylindrical coordinate system. 
  Fu
)))
=K . (3-44) 
 
3.4 Calculation of Mechanical Stress in Magnetostrictive 
Media 
It is important to note that if the dimensions changes uniformly by 
magnetostriction the stress is still zero. This is verified by Eq. (2-120). The equation 
is written here again for convenience:  
  
msD Tεσ += . (3-45) 
If the model is free and model is uniformly magnetized, then msεε = , and 
according to Eq. (2-119), msms DεT −= , thus the stress becomes zero. Fig. 3.2 
shows the stress due to magnetostriction caused by boundary conditions. 
0l 00 )( lBl λ+
zero stress
highly stressed
partially stressed
B
 
Fig. 3.2. Mechanical stress due to magnetostriction 
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3.5 Calculation of Shrink-Fit and Press-Fit Stress Using 
Thermal Force 
The construction process of motors includes a mounting process. A common and 
inexpensive way of mounting the stator in the housing is the heat to press approach, 
also known as shrink-fitting. The housing is fitted over the stator to retain it in 
position and to prevent it moving from the designed position as well as protecting 
the lamination. There are other methods too, such as gluing or press fitting. The 
shrink-fitting applies a high stress on the stator and the stress may alter the magnetic 
or magnetostriction property of the core. It may even change the mechanical 
property; therefore the stress must be calculated and considered in the calculations. 
Fig. 3.3 illustrates the fitting process and the radii change during the process. 
Initially, the stator outer radius rs,out is slightly larger than the housing inner radius 
rh,in. The difference is called the radial interference δr. Thus 
  inh,outs,r rr −=δ  (3-46) 
The heat-up temperature ∆T =T1- T2 required for the fitting is proportional to δr 
according to the following equation: 
  outs,inh, )1( rTr =∆+ α  (3-47) 
where α is the coefficient of linear expansion. The above equations give 
  
inh,
r
rα
δ
=∆T  (3-48) 
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In linear elasticity, the shrink-fir stress is proportional to ∆T; thus by knowing the 
level of required stress on the stator surface, we know ∆T and consequently δr. The 
housing is then designed based on the value of δr. 
heat-up
cool-down 
housing with inner diameter 
smaller than stator out diameter
housing inner 
diameter increases
stator is accommodated 
into housing easily
housing is tightly 
fitted over the stator
time
rs,out
rh,in
heat-up cool-down
rh,in
rs,out
 
Fig. 3.3. Shrink-fitting process 
The stress is considered to be zero at the moment when the radii become equal 
during the cool-down, in both stator and housing, and the finite element mesh is 
constructed based on the geometry at this moment. During the cooling process, the 
housing contracts till the final temperature. After cooling, the housing takes the 
thermal strain εth given by the following equation: 
  { }0 0, 0, 1, 1, 1,
in
th
r
rδ−
=ε . (3-49) 
Note that the εth is an internal strain and not an actual dimension change. We now 
define the thermal stress tensor Tth as follows: 
  
thth
εT D−= . (3-50) 
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The minus sign indicates that Tth is not the stress induced but the source of stress 
that causes εth, a concept similar to Eq. (2-119). The divergence of source stress 
tensor is equal to the volume force density, therefore, the nodal force method [27] 
can be used to calculate the equivalent thermal force: 
   ∑∫ ∇−=
e V
i
th
ei dvN
e
TF th   (3-51) 
 After performing the matrix-vector multiplication in (3-50), Tth are given by the 
following equations: 
  ijij
E
r
T δ
ν
δ
)21(h,in
rth
−
= .  (3-52) 
Once the force is known, the static equilibrium equation can be solved to find 
displacement: 
  )(tK thfu = , (3-53) 
Once u is known, ε can be calculated from Eq. (3-12). The stress in stator and 
housing is finally calculated using the following equation. 
  thTεσ −= D . (3-54) 
Subtracting Tth from the first term is to comply with the fact that the stress due to 
free and uniform thermal expansion/contraction is zero. Tth is zero in the stator.  
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Chapter 4 Coupled Static Magneto-Mechanical 
Analysis 
4.1 Introduction 
Coupled magneto-mechanical problems are a class of problems in which 
magnetic and/or mechanical states are affected by each other. In an actuator, as an 
example, the magnetic flux density is affected by the actuator displacement. In a 
weakly coupled analysis, only the dependence of the mechanical state on the 
magnetic state is considered, whereas in strongly coupled problems, mutual 
dependence is taken into consideration. The mechanical state can affect the 
magnetic state through large deformations or via stress dependency of the magnetic 
permeability. We are concerned with the latter, which is referred to as the Villari 
effect (VE) [30] (also known as the inverse magnetostriction effect (IME) [13]). VE 
in electrical steel is small for practical levels of induced stress [28]; thus, in most 
electrical devices, a weakly coupled analysis yields valid results. However, giant 
magnetostrictive materials which are being used in transducers [23] and recently in 
interior permanent magnet (IPM) motors [31] show significant VE, demanding a 
strongly coupled analysis. In addition, when the material is subjected to large 
external loading, VE becomes significant even in the electrical steel. A number of 
coupled analysis methods have been proposed in the past [18]–[34]. Mohammed 
[19] used a set of magnetization curves under uniaxial stress to take into account VE 
while in works of Eason et al. [20], Delaere et al. [21], and also Besbes et al. [22], 
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VE is linked to MS strain and the coupled equations of the system are derived by 
minimizing the discretized functional of the system. In these methods, VE appears 
as an equivalent current term in the magnetic equation which cannot represent the 
stress-induced anisotropy. Moreover, the current term, unless strictly 
divergence-free, poses serious threat to the convergence of conjugate-gradient (CG) 
matrix solver when 3-D edge elements are used. Fonteyn et al. [24] derive the 
constitute relation of the material by minimizing the Helmholtz-free energy. The 
method, which gives the magnetic field as a function of the flux density and strain 
tensor, relies on a few parameters to be measured and its prediction of the 
magnetization is poor for low fields. Daniel [32] takes a different approach and 
describes not only VE, but also the magnetization of isotropic materials by 
homogenizing the poly-crystalline structure based on the magneto-elastic behavior 
of single crystals, using Boltzmann’s statistics. Both Belahcen’s and Daneil’s 
method predict the stress-induced anisotropy but due to the complexity of the 
domain structure and its evolution in iron, the methods show significant 
discrepancies with the measurement, in particular at low fields. 
Following Besbes et al. [22], the authors of this paper have already proposed a 
method in which the measured MS characteristic is used for the prediction of VE 
[33], however, the method does not predict the stress-induced anisotropy. In this 
paper, the method is extended to predict the stress-induced anisotropy. Unlike [24] 
and [32], the proposed method does not try to model the material, but rather uses the 
measured MS for the prediction of VE. 
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4.2 Coupled Analysis under Longitudinal Stress 
By defining the magnetic field strength ),( σBH  as the partial  derivative of the 
total stored energy density of the coupled magneto-mechanical system with respect 
to B [8] and )0,(0 BHH = , the energy functional of the system in the static case, 
assuming that no external force is doing work on the system; can be defined as 
follows [8]: 
  
dvedveE mechmagt ∫∫ +=
Ω V
, (4-1) 
  ∫ ⋅−′⋅′=
B
BQBH
0
0 demag , (4-2) 
  
elast
meche εσ ⋅= 2
1
, (4-3) 
where Et , is the total energy of the system, mage  and meche  are the magnetic 
and mechanical energy densities, J is the source current density, A is the magnetic 
vector potential, and Ω  and V are the magnetic and mechanical domains, 
respectively. 
It can be demonstrated that 
  ∫∫
ΩΩ
⋅=⋅ dvdv BQAJ , (4-4) 
where Q is the current vector potential. Eq. (4-2) then becomes 
  ∫ ⋅−′⋅′=
B
BQBH
0
0 demag . (4-5) 
The stationary point of Et is the solution of the system. The underlying variables 
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of the system are the displacement field u and the magnetic fluxφ :  
  
0=
=constt
E
u
δ , (4-6) 
  
0=
=constt
E φδ . (4-7) 
Eq. (4-6) can be written as follows  
  0)( =+∫
Ω
umechmag
eeδ . (4-8)    
Note that we have extended the mechanical domain to Ω  and it costs us nothing 
because the mechanical energy is zero outside V. For the first term we have 
  BQH
u
δδ ⋅−= )( 0mage . (4-9) 
Constant u means constant ε  , hence mselast εε δδ −= . Thus 
  
SσSσεσεσ
u
δλδλδδδ ⋅−⋅−=⋅−=⋅= mselastmeche . (4-10) 
Here we assume that the stress does not change the direction of B, so the last 
term vanishes. Expanding δλ we have 
  B
BB
δλλδλ ⋅
∂
∂
∂
∂
+
∂
∂
= )( B
B
σ
σ
, (4-11) 
  B
B BB ∂
∂
=
∂
∂ λλ 1
. (4-12) 
It can be shown that
BB ∂
∂
+
−=
∂
∂ λ
ν )1( P
B Eσ
. Eq. (4-10) then becomes 
  
BB
u
δνδ ⋅= msmeche , (4-13) 
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where msν , given by the following equation, is referred to as the MS reluctivity in 
this paper:          
 
Sσ ⋅
∂
∂






∂
∂
+
−−=
Bσ
E
B BP
ms
λλ
ν
ν
1
11 . (4-14) 
Eq. (4-8) becomes 
  0)( 0 =⋅+−∫
Ω
dvdms BBQH ν , (4-15) 
 Using the fundamental lemma of the calculus of variation, the following 
equation is obtained from (4-15): 
  QBH =+ msν0 . (4-16) 
Taking the curl of both sides we obtain Ampere’s law as the energies were 
defined based on Ampere’s law. 
  JH =×∇ , (4-17) 
  BHHH B msνσ +== 0)( , . (4-18) 
Substituting BH B )( 0,0 ν=  and AB ×∇= , we obtain the magnetic equation of 
the coupled system in term of magnetic vector potential: 
  ( ) JA =×∇+×∇ )( msνν , (4-19) 
where )0(B,νν = is the magnetic reluctivity evaluated from the stress-free 
magnetization curve, and msν  is the coupling term representing the variation of 
reluctivity due to mechanical stress. Measurement would give the sum of the two 
reluctivity terms in (4-19) therefore Eq. (4-18) in fact calculates the magnetization 
curves under stress.  
The finite element discretization of (4-19) using the Galerkin weighted residual 
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method yields: 
   PA =M ,  (4-20) 
where M is the magnetic coefficient matrix, P is the current source term. The 
discretized static mechanical equation has the following form 
   
msmK ffu += ,  (4-21) 
where K is the global stiffness matrix,  and fm and fms  are the loading vectors of 
nodal magnetic and MS forces, respectively.  
Eqs. (4-20) and (4-21) are coupled and nonlinear demanding a coupled analysis 
algorithm. In this work, we adopted the indirectly coupled method outlined in [33]. 
 
calculating B 
(nonlinear analysis)
No
Newton-Raphson loop
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No
calculating B (linear analysis)
start
end
kmskm TT ,
kkk
,, σεu
structural 
analysis
fixed-point loop
kmskm FF ,
00 =msνinitialization
n: Newton-Raphson iteration number
k: fixed-point iteration number
nk
ms νν ,
conv.
conv.: convergence
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Fig. 4.1. Indirectly strong coupling procedure 
  92 
4.2.1 Numerical Results 
Using Eq. (4-14) in one dimension, two magnetization curves for stress levels of 
-5.23 MPa and 5.23 MPa were calculated. Fig. 4.3-(a) and (b) show the measured 
stress-free magnetization curve and a set of magnetostriction curves measured for 
isotropic non-oriented electrical steel [35] and the calculated curves are shown in 
Fig. 4.4. As can be seen, for the range of flux density shown in the graph, both 
compressive and tensile stress cause an increase in the reluctivity and this is 
consistent with the theory because in both cases stress and λ have opposite signs, 
increasing the micromagnetic potential energy and resulting a lower magnetization 
[35]. However validation of the curves requires accurate measurement of the curves 
which will be perused in future.  
The proposed model was then applied to a simple 2-D problem shown in Fig. 4.2. 
Model 2D Reactor
Air gap 4 mm
Coil current
Young’s 
modulus
Poisson’s 
ratio
3.0=v
Frequency Hz0
Plane strain 2DStructural 
analysis
Core 
material
isotropic NO
silicon steel
25 A/m107×=J
Pa101.2 11×=E
Symmetry plane:
10
0 
m
m30 mm
Mechanical boundary condition: uy=0
50 mm
200 mm
120 mm
2 mm
Magnetic boundary condition: Bx=0
Clamped point
O
y
x
10
0 
m
m
10
0 
m
m
 
Fig. 4.2. Analyzed model and the analysis condition. 
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An uncoupled analysis was carried out first to obtain the stress with the 
convergence criterion of 0.001 T for the nonlinear analysis. Fig. 4.5-(a) shows the 
flux density distribution. Fig. 4.5-(c), (d), and (e) show the three stress components 
respectively. The main cause of the stress is the magnetic force due to the air gap 
and the effect of MS on was on the stress was insignificant.  
Comparing the calculated stress against the calculated curves, one does not 
expect a significant modification of the flux density distribution by stress; 
nevertheless we performed a coupled analysis of the problem according to the 
flowchart in Fig. 4.1 with convergence criterion of 0.001 T for both loops. Fig. 
4.5-(b) shows the flux density distribution obtained from the coupled analysis. The 
stress has slightly modified the flux density distribution in the left leg of the core. 
Fig. 4.6 compares the y-component of the flux density in the left leg along line y=0 
for these analysis: uncoupled, coupled with the proposed model, and coupled based 
on the traditional method of using a set of magnetization curves as in [31] and [35]. 
However the curves were calculated using Eq. (4-17) in one-dimension (1D) and for 
thirty levels of stress linearly distributed between -5.23 MPa and 5.23 MPa. The 
error between the two coupled cases is due to the fact that the curves were 
calculated in 1D whereas in the proposed method, msν is calculated from the 3-D 
stress tensor. In plane strain analysis we have )( yyxxPzz σσνσ += . 
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Fig. 4.3. (a) Experimental magnetization curve, (b) magnetostriction curves of the 
material used in the analysis. 
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Fig. 4.4. Stress-free and two calculated magnetization curves 
 
  95 
(a) flux density, uncoupled analysis (b) flux density, coupled analysis
-4.34 MPa 3.51 MPa 
1.2 T0
(c) sress σxx (d) stress σyy (e) stress σxy
modified by stress
 
Fig. 4.5.  (a) and (b) flux density distribution obtained from uncoupled and coupled 
analysis using the proposed model, (c), (d) and (e)  stress components σxx, σyy, and 
σxy, respectively. 
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Fig. 4.6. y-component of flux density in the left leg of the reactor along line y=0, 
obtained from three analysis.  
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4.3 Coupled Analysis under Multi-Axial Stress 
A magneto-mechanical system is described by its magnetic and mechanical state 
variables. One can choose the magnetic flux B and mechanical strain tensor ε as 
state variables, and express the magnetic field H and stress tensor σ  by constitutive 
laws of the material in terms of the state variables: 
 ),( εBHH = , and ),( εBσσ = , 
where ε  is linked to deformation u by geometric law [22]:  
  ( ) )(
2
1 T
uu ∇+∇=ε . (4-22) 
 
),( σHB
),( σHε)(HB
)(σε
Magnetostrictive 
medium
 
Fig. 4.7. Coupled magneto-mechanical system. 
 
The Ampère law is valid in magnetostrictive media too: 
  JεBH =×∇ )( ,  (4-23) 
where j is the current density. By multiplying both sides of (4-23) by dA (an 
arbitrary variation of magnetic vector potential A) and integrating over the whole 
magnetic domain we have 
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  ∫∫
ΩΩ
⋅=⋅×∇ AJAεBH dd)( , . (4-24) 
The right-hand-side term of (4-24) is the variation of energy injected to the 
system by the current source. If the variation is under the constraint of constant ε, 
the energy is equal to w, the sum of stored magnetic and elastic energies. Using 
proper vector identity together with divergence theorem, the lefts-hand-side is 
simplified and the following equation is obtained: 
  ∫∫
ΩΩ
=⋅ dvwdvd )()( εBBεBH ,, δ , (4-25) 
which reveals the following equation between the h and w: 
  
B
εB
εBH
∂
∂
=
)()( ,, w . (4-26) 
An alternative, which is preferred in this paper, is to choose H and σ  as state 
variables. In this case ),( σHBB = , and ),( σHεε = .  
With a similar procedure one would arrive at: 
  
H
σHB
∂
∂
=
c),( w  (4-27) 
where wc is the co-energy (complementary energy) of the system  which can be 
written in the following form [22]. 
 
σσHεHHBσH
σH
′′′+′⋅′′= ∫∫
00
c :),()0,(),( ddw  (4-28) 
where the two-dot product is defined (using Einstein summation notation) as 
follows: 
  ijijσε=σ:ε . (4-29) 
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Note that the stress-free B-H curve is used in (4-28) and, luckily, the B-H curves 
available for materials are usually under zero stress. This is the reason behind our 
choice of H and σ as the state variables. 
The strain tensor in (4-28) is the sum of the magnetostriction strain tensor 
ms
ε and the excess strain tensor exsε [33].  
  )(),(),( σεσHεσHε exsms += . (4-30) 
The excess strain is the strain due to other sources than magnetostriction and is 
related to the stress tensor through the Hooke’s law [21], [22]: 
  
exsDεσ =
 (4-31) 
where D is the tensor of elasticity, which is constant in linearly elastic materials. 
Thus, restricting the discussion to linear elasticity, we have 
  
msexs
c dw εσεσHHBσH
H
::
2
1)0,(),(
0
++′⋅′′= ∫ , (4-32) 
therefore 
  
H
ε
σHBσHB
∂
∂
+=
ms
:)0,(),( . (4-33) 
Assuming an isotropic and isochoric MS, ε ms is given by the following equations 
[33]: 
  Sε λms =  (4-34) 
  
2,1,0,,
2
1
2
3
2 =





−= ji
H
HH
S ij
ji
ij δ  (4-35) 
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where λ is the magnetostriction parameter, S is the MS direction tensor, and δij is 
Kronecker’s delta. Eq. (4-31) can be written in the following form: 
  
msms DD σεεεσ −=−= )( , (4-36) 
with 
  Sεσ
P1 ν
ED msms
+
== , (4-37) 
where σ ms is the induced MS stress, and E and νP are Young’s modulus, and 
Poison’s ratio, respectively. σ ms can be thought of as a stress induced by a 
field-dependent local source of stress, similar to the Maxwell stress tensor, which 
balances with σ ms [33]: 
  SσT
P1 ν
Emsms
+
−
=−=  (4-38) 
where Τ ms is the MS stress tensor discussed in Section 2.9. The strain ε  depends on 
σ and H. If MS is neglected, the first term on the right-hand-side of (4-30) and the 
second term on the right-hand-side of (4-33) vanish, leaving B  and ε independent 
of σ  and H, respectively (See Fig. 4.7). 
From (4-33) and (4-34) we have 
  





∂
∂
+
∂
∂
+=
H
S
σ
H
SσHBσHB ::)0,(),( λλ . (4-39) 
The first term in the parentheses can be written as the products of a scalar and H, 
whereas the second term becomes the product of a tensor and H; thus 
  HµHBσHB )()0,(),( 21 msms ++= µ , (4-40) 
where 
  
HH
ms
∂
∂
=
λµ Sσ :1 , (4-41) 
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  ( )I||22 3 σHms −= σµ
λ
, (4-42)  
where H is the magnitude of H, σ|| is the longitudinal stress, given by (4-43) and I is 
the identity tensor. 
  
hσh ˆˆ T|| =σ , (4-43) 
where hˆ  is the unit vector in H direction. Thus 
 ),()],()0,([),( 21 σHµσHHσHµ msmsµ ++= I µ . (4-44) 
The total permeability can be written in the following form: 
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s λ
µ
µ
µ
σHµ , (4-45) 
where µs is given by the following equation: 
  ||2s
3:)0,( σ
HHH
µ
λλµ −
∂
∂
+=
SσH . (4-46) 
The double-dot product in (5-39) can be written in a more instructive form: 
  hσσhSσ ˆ)(
3
1
ˆ
2
3
: Teq






−== Itrσ , (4-47) 
Where σeq denotes the equivalent stress, tr(.) stands for the trace of a tensor and the 
term in the brackets is commonly known as the deviatoric part if the stress tensor 
[61]. It can be verified that for hydrostatic pressure both ms1µ and ms2µ  are zero, and 
this is the result of assuming MS to be isochoric. Eq. (4-47) was used Eq. in (2-126). 
The stress dependency of ms1µ and ms2µ  is not only through σ but also through λ 
which depends on σ. When the measurement data for λ is uni-axial, we use the 
longitudinal stress σeq , given by Eq. (4-43) for its evaluation. When multi-axial 
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measurement is available for λ , the method can readily take it into account through 
the evaluation of λ using the transverse stress as well as the longitudinal stress. 
In the magnetostatic case, the Ampère law now becomes 
  
( ) JAν σH =×∇×∇ ),( , (4-48) 
where ),(),( 1 σHσH µν −= is the magnetic reluctivity, and A and J are the magnetic 
vector potential and current density, respectively. 
The finite element discretization of (4-48) becomes 
  jaσa =),(M , (5-49) 
where M is the magnetic coefficient matrix, a is the solution vector (the circulation 
of A along edges in 3-D case), and j is the current source term. The 
Newton-Raphson linearization of (4-49) takes the following form: 
  
kk
k
MMM aja
a
ν
ν
−=∆


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







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

∂
∂
∂
∂
+  (5-50) 
where k is the iteration number. However, in the proposed model, due to the extra 
terms in the reluctivity, the derivative of ν with respect to a includes new terms 
arising from the second and third terms on the right-hand-side of (4-44). Using the 
indirectly coupled procedure [13], the stress remains constant during the 
Newton-Raphson iteration; thus σ is treated as a constant in the calculation of the 
derivative. The following equation serves as a guide to the calculation of the 
derivative:   
  
11
1
−−
−
∂
∂
=
∂
∂
=
∂
∂
µ
a
µ
µ
a
µ
a
ν
. (4-51) 
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4.3.1 Numerical Results 
4.3.1.1 Prediction of B-H Curves under Uni-Axial Stress 
The prediction of the model is first investigated by calculating two B-H curves of 
pure iron under compressive and tensile stresses of -11.1 MPa and 10.1 MPa, 
respectively.  In this case ms2µ has no effect on the calculated curves. The used data 
are three magnetostriction curves under -11.1 MPa, 0.0 MPa, and 10.1 MPa, 
respectively, the stress-free B-H curve available from the literature [36]. The used 
data and the calculated curves are shown in Fig. 4.9. When λ curves reach their 
maximum, their derivative with respect to h becomes zero, making the 
corresponding B-H curves cross over the stress-free curve (the Villari reversal [35]). 
At the cross over points ms2µ  reaches its maximum but it is negligible compared 
with the stress-free permeability because this happens near saturation; thus VE 
becomes effective only in low field regions. 
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Fig. 4.8. (a) Magnetostriction curves used as the input data, (b)  calculated 
B-H curves for -11.1 and 10.1 MPa using the proposed method. 
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4.3.1.2 Effect of Stress on Distribution Of Magnetic Flux Density 
For the case of multi-axial loading, the stress-induced anisotropy can be 
illustrated by calculating the flux distribution using a coupled analysis and 
observing the angle between b and h. To this end, the method is applied to a simple 
2-D model described in Fig. 4.9. The stress distribution within the core due to the 
applied stress is shown in Fig. 4.10. In this certain problem, the effect of the 
magnetic and magnetostriction forces on the stress is negligible. 
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24 A/m107×=J
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3.0νP = Symmetry plane
10
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Fig. 4.9. Analyzed 2-D problem. 
The result of the coupled analysis of the problem using the proposed method is 
shown in Fig. 4.11.  The flux density obtained from the uncoupled analysis is 
shown in Fig. 4.11-a while Fig. 4.11-b show the distribution obtained from the 
coupled analysis neglecting ms2µ . Finally the effect of 
ms
2µ  can be seen in Fig. 
4.11-c where both permeability terms have been taken into the analysis. In Fig. 
4.11-c, not only the direction but the magnitude of the flux has been affected by the 
stress. 
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Fig. 4.10. Stress distribution within the core due to the applied stress. 
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(b)
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Fig. 4.11. Flux density distribution; (a) uncoupled analysis, (b) coupled 
analysis neglecting ms2µ , (c) coupled analysis considering both msµ1 and ms2µ . Blue 
arrows in (c) indicate the direction of the magnetic field. 
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4.4 Summary 
In this chapter, we presented a model for the coupled analysis of 
magneto-mechanical systems taking account of magnetostriction and its inverse 
effect. The coupled equations of the continuum system were derived using the 
calculus of variation. In the proposed model, the permeability variation due to stress 
is calculated from the stress tensor and the magnetostriction curves measured under 
stress. The finite element formulation for the indirectly strong coupling procedure 
was presented and the stress and flux density distribution distributions in a simple 
reactor model were calculated. 
We extended our proposed method to describe the effect of multi-axial stress on 
the magnetic permeability when only uni-axial measurement equipment is available. 
Uni-axial B-H curves cannot describe the Villari effect under multi-axial stress, 
especially the stress-induced anisotropy, but we showed that uni-axial 
magnetostriction curves can be used to predict the variation in permeability due to 
multi-axial stress. Moreover, if the magnetostriction data measured under 
multi-axial stress is available, the model predicts the Villari effect more accurately. 
The permeability variation due to stress is given explicitly, making the 
implementation straightforward by a minor modification of the Newton-Raphson 
method.  
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Chapter 5  Dynamic Structural Analysis 
5.1 Introduction 
In Chapter 3, the discretized static equation of structures was derived. The static 
equation which is repeated here: 
  fu =K , (5-1) 
Where K, u and f are the stiffness matrix, the displacement vector and the loading 
term respectively. Eq. (5-1) is applicable when the loading is time invariant but can 
also be safely used under quasi-static loading in which the inertial and frictional 
forces are negligible. In this case, at each instance of time, the static equation can be 
used to find the solution at the specific instance of time and this makes the solution 
also quasi-static. 
Being quasi-static is a relative feature of the system. To be quantitative, if the 
highest significant time harmonic of the force is well below the lowest eigen 
-frequency of the system, the loading is quasi-static. One example of quasi-static 
loading is the defamation under thermal expansion. The temperature may increase 
with time but the variation is often slow with respect to the system.  
Electrical machine are often dynamic and the loading variation is often with 
harmonics of excitation source which is usually over 50 Hz. Devices which are fed 
driven by inverter power supply have harmonics of several thousands of Hz in 
addition to the base frequency of the excitation source. Nonlinearity of the cores 
also induce harmonics in the magnetic field and thus in the loading term. 
Furthermore, due to existence of the coil which is loosely connected to the core and 
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also due to the insulators between steel laminates, the structure often has a relatively 
large friction term. Therefore it is often necessary to consider the inertial and 
friction terms in the analysis.  
In the following section, the derivations in Chapter 3 are extended to take 
account of the inertial and friction term. This results in a second order differential 
equation of motion whose solution demands a more attention than in the static case. 
 
5.2 Equation of Equilibrium Including Friction and Inertia 
Terms 
In Chapter 3, the finite element equations of static structures were derived. In the 
dynamic case, the inertial and friction (damping) terms are also present in the total 
volume force density: 
  
m
vv fuef +++= &&& ρρ ucg g , (5-2) 
where u&&ρ and uc &  are inertial and friction terms of the total force density. 
 
5.3 Finite Element Discretization of Dynamic Equilibrium 
Equation 
Following the same procedure as in Chapter 3, the following equations are 
obtained: 
  108 
 ∑∑∑ ∑∑∫ +=++
ee N
e j
j
e
iji
N
e j
jj
j
jjgi dvNNcgN uMWuue &&&&& )(
eV
ρρ  (5-3) 
 dvwρM
eV
ij
ee
ij ∫=  (5-4) 
 dvwcC
eV
ij
ee
ij ∫=  (5-5) 
 





=
ji
jiie
ij NN
NN
w 0
0)(
 (5-6) 
Thus, 
 ( ) i
e j
j
e
ijj
e
ijj
e
ij MCK fuuu∑∑ =++ &&&& , (5-7) 
 i,j=1,2,.. n. 
In the matrix form: 
 fuuu =++ KCM &&&  (5-8) 
Similar to the derivation in Chapter 3, the cylindrical coordinate system we 
obtain: 
 
( ) iN
e
N
j
j
e
ijj
e
ijj
e
ij
e n
MCK fuuu ˆˆ =++∑∑ &&)
)
&&))
)
, (5-9) 
where 
 j
e
iji
e
ij RKRK
T
=
)
, (5-10) 
 j
e
iji
e
ij RCRC
T
=
ˆ , (5-11) 
 j
e
iji
e
ij RMRM
T
=
)
. (5-12) 
Finally by assembling the element matrices into global matrices we have the 
equation of motion in cylindrical coordinate system. 
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 fuuu ˆˆˆ =++ ))&&&)) KCM . (5-13) 
5.4 Solution Methods of Motion Equation 
Finite element space discretization of magneto-mechanical systems often results 
in a first order magnetic differential equation, coupled with a second order motion 
equation [17]. The magnetic equation which usually includes material nonlinearity 
has to be solved using a proper time integration method to obtain the magnetic flux 
density and consequently the magnetic forces. The motion equation is often linear 
and one way-coupled, so it can be solved using the modal decomposition method 
[46], [47] or a time integration method [37-39]. When the steady-state solution of 
the motion equation is sought, the frequency domain method [17] is also another 
choice. However, when motion equation is nonlinear or when it is two-way coupled 
with the magnetic equation, through large displacements for example, the modal and 
frequency domain methods are no longer applicable and one has to resort to time 
integration methods [38], [41].  
The time domain, frequency domain and modal decomposition methods are 
essentially different approaches but they yield very similar results. However they 
have different performances regarding computation time and accuracy and the right 
choice of method for the problem needs a deep understanding of the methods. 
 In this paper we discuss the three methods with the focus of the discussion on 
the modal decomposition method as it is often the fastest but the implementation is 
much more complicated.   
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5.4.1 Time Domain Methods 
The motion equation is often linear, and one way-coupled, so it can be solved 
using the modal decomposition method [A-8] or a time integration method [2-4]. 
When the steady-state solution of the motion equation is sought, the frequency 
domain method [17] is also another choice. However, when the equation is 
nonlinear or when it is coupled with the magnetic equation, through large 
displacements for example, the modal and frequency domain methods are no longer 
applicable and one has to resort to time integration methods [38], [41].  
Time integration methods (TIMs) are numerical methods for solving differential 
equation by integrating over time. Among the many available methods, some may 
not fit certain class of problems due to stability issues. Moreover, some TIMs are 
superior to others regarding the accuracy and/or computation costs.  
Recall the equation of motion derived in previous section: 
  fuuu =++ KCM &&&  (5-14) 
A TIM starts by firs discretizing the time interval of the analysis into time steps 
∆tk. The time steps do not need to be equal although it is often better to be. A TIM 
has to be stable otherwise the error grows large and arithmetic overflow of computer 
occurs [43]. The stability can be investigated quantitatively by first writing the 
relation between two successive solutions xn and xn-1 as follows: 
  nnn BA fxx += −1 , (5-15) 
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where A and B are matrices which depend on step size ∆t and if nonlinear on xn. 
With fn=0, we have xn=Anx0. In order to have bounded solution, the following 
conditions must be met: 
  
1)( ≤Aρ ,  (5-16) 
where )(Aρ  is spectral radius of A which is equal to the largest eigenvalue of A.  
The order of accuracy of a TIM is said to be q (or the method is said to be qth-order 
accurate) if the local truncation error, i.e. the error caused by one iteration, is 
proportional to (∆t)q .  
 
5.4.1.1 Backward Euler Method 
Without losing the generality of the method, we assume that the time step ∆t is 
equal for all the steps. Eq. (5-14) can be discretized straightforwardly using the 
Euler method: 
  )(1 ttttt t uuu −∆= ∆+∆+&   (5-17.a) 
  [ ]ttttttt t ∆−∆+∆+ +−∆= uuuu 2
1
2&&  (5-17.b) 
where ut  and ut-∆t are known values. Thus 
  ttttttt KttCtK ∆−∆+∆+ ∆+∆−∆= uufu 22* 2 , (5-18) 
where 
  KttCMK 2* ∆+∆+= .  (5-19) 
K* is symmetric and positive-definite, therefore it can be solved by incomplete 
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conjugate gradient (ICCG) method. By using the solution of each step as the initial 
value of the ICCG method in the next step, much faster convergence is achieved 
specially when ∆t is small and hence the successive solutions differ slightly.  
The method is not self-starting and needs the values of u at two previews 
time-steps. A reasonable choice is to use the static solutions for the initial steps. In 
addition, the method has one order of accuracy and introduces numerical damping, 
i.e. if the structure is given an initial value and with zero force, and then the 
constraint is removed the solution fades although it should keep oscillating 
according to analytic solution. The numerical damping decreases by choosing 
smaller ∆t and its effect of the steady state solution is not very significant but 
when transient solution is sought, the numerical damping may become intolerable. 
Mechanical and civil engineers often use an alternative method which does not 
entail the damping problem and has a higher accuracy without significant extra cost. 
The method is called the Newmark method which is explained bellow. We too use 
the Newmark method in this paper. 
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Fig. 5.1. Comparison of solution of mass-spring system under force of  
),4sin(5.0)2sin( ttf pipi +=  with two step size. Spring constant is 10 N/m, 
mass is 0.1 kg., the system is initially at rest. 
 
5.4.1.2 Newmark Method 
The Newmark method specifically developed for the second order motion 
equation can be described in the form of the truncated Taylor’s series of u and u&  as 
follows [9]: 
  uuuuu &&&&&& 32
2
1
ttt ttttt ∆+∆+∆+=∆+ β , (5-20.a) 
  uuuu &&&&&&& 2tt tttt ∆+∆+=∆+ γ ,  (5-20.b) 
where β  and γ  are the parameters of the method. Note that the third derivatives in 
(5-20.a) and (5-20.b) have been replaced with u&&& , given by (5-21), multiplied by 
4β  and 2γ  respectively. 
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  )(1 tttt uuu &&&&&&& −∆= ∆+ . (5-21) 
By substituting (5-21) in (5-20.a) and (5-20.b), the following equations are 
obtained: 
  ttttttt bbb uuuuu &&&&& 321 )( ++−= ∆+∆+ , (5-22.a) 
  ttttttt bbb uuuuu &&&& 654 )( ++−= ∆+∆+ , (5-22.b) 
βββ 2
11,1,1 3221 −=∆
−
=
∆
= b
t
b
t
b , )1(,1, 362514 γγγγ −+∆=∆+=∆= btbtbbtbb  
The unknown ut+∆t is found by substituting (5-22.a) and (5-22.b) in (5-14) and 
solving the resultant equation. The stability condition of the Newmark method for 
undamped linear motion equation is [15]: 
  βγω −<∆ 2/
1
max
t .  (5-23) 
With β=1/4 and γ =1/2, the method is second-order accurate and it is 
unconditionally stable. The computation cost of each step is nearly the same as in 
the Euler method; hence the method is very popular in structural dynamic analysis. 
 
5.4.2 Frequency Domain Method 
In the vibration analysis, we are not concerned with the transient but the 
steady-state response which is a periodic solution due to the periodic loading. The 
frequency domain method is applicable to linear motion equation to solve for the 
steady state solution. In this method, the loading with period T is first written in its 
Fourier representation: 
  115 
  
tjk
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k et
0ˆ)( ω∑
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= ff ,  (5-24) 
where 
T
pi
ω
2
0 =  , and kfˆ are the Fourier coefficients given by the following 
equation: 
     ∫
−
=
T
tjk
k dtetT 0
0)(1ˆ ωff ,  (5-25) 
Upon discretization, the integral in (11) is replaced with the following 
summation: 
  ∑
−
=
Ω−
=
1
0
0
1
ˆ
N
k
njk
nk eN
ff ,  (5-26) 
where
N
pi2
0 =Ω , and N is the number of time steps in one period ( tNT ∆= ). It is 
necessary to use a constant ∆t in this method. Multiplying both sides of (5-25) by 
mjk
e 0
Ω and summing from 0 to N-1, we obtain the following equation 
  ∑
−
=
Ω
=
1
0
0ˆ
N
k
njk
kn eff .  (5-27) 
The following relation was used in the derivation of (5-27). 
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  (5-28) 
It is more common to write (5-27) in the following form: 
  
njk
N
k
kn eN
0
1
0
1 Ω−
=
∑= Ff ,  (5-29) 
where kk NfF ˆ= is referred to as the discrete Fourier transform of f defined as 
follows: 
  
njk
N
k
nk e
0
1
0
Ω−
−
=
∑= fF   (5-30) 
Similarly we have 
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It can be shown that 
  
njk
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kn ejkN
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=
∑= Uu ω& ,   (5-32) 
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1 Ω−
=
∑−= Uu ω&& .  (5-33) 
Substituting the above equations in motion equation we obtain. 
  
( ) njkN
k
k
njk
N
k
k eeCjkMkK 00
1
0
1
0
0
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0
2 Ω
−
=
Ω
−
=
∑∑ =+− FUωω . (5-34) 
Eq. (5-34) is in fact N complex equations.  
  
( ) kkCjkMkK FU =+− 0202 ωω , k=0,1,…,N-1. (5-35) 
The coefficient matrix in (5-35) complex symmetric, so it can be solved using 
COICCG solver explained in Chapter 2. However if the damping is neglected, the 
complex equation is decupled into two systems of equations with real coefficient 
matrices:  
  
( ) imagkrealkMkK FU =− 202ω ,  (5-36.a) 
  
( ) imagkrealkMkK FU =− 202ω .  (5-36.b) 
Solving (5-35.a) and (5-35.b) is relatively cheaper than solving (5-35). Once U is 
found for all k, solution u can be calculated using (5-31). Fast Fourier transform 
(FFT) should be used to speed up the computation of (5-30) and (5-31). If the 
solutions for all k are sought, it is certainly costlier than time domain method, but 
we are often looking for a limited number of lowest harmonics. If the number of 
desired harmonics are much lower than N, the method could be significantly faster 
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than the time domain method.  In order to calculate FFT of force and also the 
inverse FFT of the solution, the values at all steps should be available in the 
memory and this demands a high amount of memory. It is possible to solve this 
problem by a proper read-write strategy but it may increase the overall computation 
time. From (5-30) we can verify that  
  
*
kkN UU =− ,  (5-37) 
where * stands for the complex conjugate. Thus, the highest harmonicas are also 
equally important and they should be included in Eq. (5-31). 
 
5.4.3 Modal Decomposition Method 
Consider the following equation which describes the free vibration of the 
undamped motion equation: 
   
0=+ uu KM && . (5-38) 
In frequency domain, (5-38) becomes 
 UU MK 2ω= ,  (5-39) 
which is a generalized eigenvalue problem. K is a N×N matrix, thus there are N 
independent solution to this problem known as eigenvectors associated with N 
values of ω which are called eigenvalues satisfying the following equation: 
   iii MK qq
2ω= ,  i=0,1,…,N-1.  (5-40) 
It is clear that the qi can be multiplied by any non-zero value. The eigenvectors, if 
scaled properly, have the following properties: 
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

 =
=
else
jiM iTj 0
1qq ,  (5-41.a) 
  


 =
=
else
jiK iiTj 0
2ωqq .  (5-41.b) 
Solving a generalized eigenvalue shall be explained in Appendix. For the 
moment, we assume that the eigenvectors and eigenvalues are given. The principal 
idea of the modal decomposition method is to expand the solution vector of motion 
equation, at any instances of time, in terms of the eigenvectors. This is perfectly fine 
because there are L independent eigenvectors. Thus we have 
  ∑
−
=
=
1
0
)()(
N
i
ii tpt qu .  (5-42) 
By substituting (5-42) into motion equation and multiplying by Tjq the following 
equation is obtained. 
  ( ) fqqqqqqq TjN
i
ii
T
jii
T
jii
T
j pKpCpM =++∑
−
=
1
0
&&& . (5-43) 
In the modal decomposition method, it is necessary to approximate the damping 
matrix as linear combination of M and K: 
  C=αM+βK,  (5-44) 
where α and β  are respectively, the mass term and stiffness term damping factors. 
This is referred to as proportional or Rayleigh damping. With this assumption, we 
can use (5-41.a) and (5-41.b) to simplify (5-43). The result is the following N scalar 
equations: 
  1,...,2,1 ,   )( 22 −==+++ Nippp Tiiiiii fqωβωα &&& . (5-45) 
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The right-hand-side of (5-45) is called the mode participation associated with 
mode j. Solving N decoupled scalar equation is very cheap. The general solution of 
(5-45) is 
 
tjtj
i
iiii eAeAtp )1(2
)1(
1
22)( ξξξξ −−−−+− += , (5-46) 
where the damping ratio iξ  is given by the following equation 
 
)(
2
1
i
i
i βωω
αξ += . (5-46) 
Thus the damping is proportional to α and β but at higher frequencies, the effect 
of β on damping increases while the effect of α  becomes smaller. 
For the steady-state solution, (5-45) can be solved in frequency domain to 
obtain kP . Then kU can be found by the following equation: 
 kk QPU = , (5-47) 
and finally we find the solution of motion equation using (5-31). Although the 
formulation of the method was based on the complete set of eigenvectors, we often 
need to consider a limited number of modes and this number is usually much less 
than the total number because according to (5-46), higher modes damp out rapidly 
and their contribution to the steady state solution becomes negligible.  
As can be seen, if the eigenvectors, qi, are available, the method has little cost. 
The computation cost of the method is dominated by the computation of 
eigenvectors. The cost depends on the number of the required eigenvectors as well 
as the on matrix size. 
The method has a weakness; it is not obvious as how many modes are required to 
give an acceptable approximation of the solution. In some problems, often when 
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there is a stiff part on the loading path, the required number is high such that the 
time domain method becomes faster and more accurate. 
Even for sparse matrices, the eigenvectors are, in general, dense. For small to 
moderate size matrices, i.e. up to 1000, the well-known QR method gives the whole 
eigenpairs (eigenvalues and eigenvectors). Matrices appearing in the finite element 
method usually have over tens of thousands DOF. Fortunately there is a method 
known as the subspace iteration method which gives a number of lowest 
eigenvalues of large sparse matrices. The subspace iteration method is based on the 
power iteration method and also uses the QR algorithm on small matrices in one of 
its subroutine. The methods are explained in the following sections. 
 
5.4.4 Model Order Reduction Using Proper Orthogonal Decomposition 
We come now to the last solution method of motion equation which is often the 
cheapest among the three. The method may serve two purposes, namely order 
reduction by projecting high-dimensional data into a lower-dimensional space and 
feature extraction by revealing relevant, but unexpected, structure hidden in the data 
[55]. The method uses a set of orthogonal basis vectors computed from the limited 
number of independent solutions known as snapshots. The orthogonal set fond such 
that the energy of the solution in the space snapshots by the set. For this reason, the 
method is called proper orthogonal decomposition (POD). The key idea of the POD 
is to reduce a large number of interdependent variables to a much smaller number of 
uncorrelated variables while retaining as much as possible of the variation in the 
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original variables. The method is also known as Principal Component Analysis, and 
the single value decomposition. The most striking property of the POD is its 
optimality in the sense that it minimizes the average squared distance between the 
original signal and its reduced linear representation. Although the method works on 
nonlinear equations as well, the optimality is only for the linear case. In addition, 
the cost for nonlinear case is significantly higher [56]. 
Before describing the method, the projection of the system of equations into a 
lower dimensional space is explained. Let u be the solution of the following motion 
equation. 
 )(tKCM fuuu =++ &&& , (5-48) 
with M, C and K matrices being N×N. The exact solution of the system, in general, 
can be written in terms of N orthogonal vectors of size N.  
 ∑
=
=
N
i
ii tat
1
)()( ψu . (5-49) 
 
=u Ψ
a
 
Fig. 5.2. Schematic diagram showing the transfer matrix Ψ  which links the 
low-dimension vector to the high-dimension. 
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Now suppose that we would like to approximate the solution in a lower 
dimensional space, i.e. with a limited number of the independent vectors. 
 ∑
=
=
D
i
ii tat
1
)()( ψu ,  (5-50) 
 )()( tt au Ψ= ,  (5-51) 
 [ ]Dψψψ K21=Ψ . (5-52) 
 )(tKCM faaa =Ψ+Ψ+Ψ &&& . (5-53) 
The unknown is a with size D. Eq. (5-53) is a system of N equations with D 
unknowns. Pre-multiplying the equation by TΨ : 
 )(TTTT tKCM faaa Ψ=ΨΨ+ΨΨ+ΨΨ &&& , (5-54) 
 ΨΨ= MM r
T
,  (5-55) 
 ΨΨ= CCr
T
,  (5-56) 
 ΨΨ= KK r
T
,  (5-57) 
 )()( T ttr ff Ψ= ,  (5-58) 
 )(tKCM rrrr faaa =Ψ+Ψ+ &&& , (5-59) 
where rM , rC , rK , and rf are the projections of the mass, damping and stiffness 
matrices and loading, respectively, onto subspace spanned by Ψ . Although the 
projection matrices could be dense, since D is usually small, solving reduced 
equation is very cheap. 
The proper orthogonal projection (POD) finds a proper set of basis, i.e. Ψ , to 
optimally approximate the solution. It works on the basis that the solution of the 
system contains information about the feature of the system. In the dynamic case, 
the optimal subspace can be computed from a set of solutions at different time 
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instances, which are referred to snapshots. In static case a set of independent 
solution under various loading serves as snapshots. For a set of D basis, D snapshots 
are required. Let X be an N×D matrix whose column are the snapshots.  
 
[ ]DX uuu K21= . (5-60) 
Applying the singular value decomposition (SVD), 
 
tWVX Σ=   (5-61) 
Where V and W are orthogonal N×N and D×D matrices respectively, and Σ  is 
an N×D diagonal matrix of non-negative singular values. The ith row of W 
represents the entries of the ith column of X projected in the reduced basis formed by 
the D vectors of ΣV . But 
  ΣV =XW,  (5-62) 
therefore, the columns XW, after normalization, are the proper orthogonal set. 
The cost of singular value decomposition could be prohibitively large due to the 
size of X.  
It can be shown that optimal set is the eigenvectors of the sample correlation 
matrix [56]: 
 
XX
D
R T1= ,  (5-63) 
because 
 
( ) WW
D
WVWV
D
R tTt 211 Σ=ΣΣ=
 (5-64) 
The right-hand-side is the eigen-decomposition of R, therefore W is the matrix of 
eigenvectors. Thus 
 XW=Ψ .  (5-65) 
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5.5 Numerical Simulations and Comparisons 
5.5.1 Vibration of Reactor 
Five solution methods described in Chapter 5, i.e. backward Euler, Newmark, 
frequency domain, modal decomposition methods, and model order reduction using 
POD method were applied to the vibration analysis of a three-phase reactor core. 
Fig. 5.3-(a) to (c) describes the model and current waveforms. The model is a 
three-phase reactor, with 50 turns per each coil. The magnetic and mechanical 
parameters of the model are typical with the electrical steel. A Three-dimensional 
magnetic field analysis was carried out and the magnetic force was calculated and 
stored for the vibration analysis. The number of elements and nodes for this model 
are 6320 and 8298 respectively. 
Motion equation was solved with step size ∆t=T/180 and the assumed damping 
factors α=β=10-3 in time domain and the modal method but in the frequency domain 
method was applies with zero damping to use (22) and (23). With this time step, 
only lower harmonics of displacement can be captured. In the modal method, 10 
lowest modes and in the frequency domain, 20 lowest harmonics were considered. 
In time domain methods, to ensure that the solution is not polluted with the transient 
error, the calculation was done for two periods and the solution of the second period 
was picked for comparison. For the other two methods, however, one period gives 
the steady state solution and this is a default advantage. Fig. 5.4-(a) shows the 
spectra of displacement at a point shown in 5.3-(a). The results show very good 
agreements between the methods. The discrepancy of the frequency method for 
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harmonics above 19 is because the higher harmonics were not considered as the 
frequencies of noise hearable by human ear is below 20 kHz. 
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Fig. 5.3. (a) Schematic diagram of three-phase reactor, (b) the current 
waveforms, (c) finite element model of one-quarter region in the structural 
dynamic analysis. Dimensions are in mm. 
Motion equation was solved with ∆t=T/180 and the assumed damping factors 
α=β=10-3 in time domain and the modal method but in the frequency domain 
method was applies with zero damping to use (22) and (23). In the modal method, 
10 lowest modes and in the frequency domain, 20 lowest harmonics were 
considered. In time domain methods, to ensure that the solution is not polluted with 
the transient error, the calculation was done for two periods and the solution of the 
second period was picked for comparison. For the other two methods, however, one 
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period gives the steady state solution and this is a default advantage. Fig. 5.4-(a) 
shows the spectra of displacement at a point shown in Fig. 5.3-(a). The results 
shows very good agreements between the methods. The discrepancy of the 
frequency method for harmonics above 19 is because the higher harmonics were not 
considered as the frequencies of noise hearable by human ear is below 20 kHz.  
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Fig. 5.4. (a) Spectra of y-component of the steady state displacement at point P 
( as shown in Fig. 5.3-(a)) obtained by the Newmark, modal and frequency 
domain methods, (b) the of CPU times. 
The CPU times, shown in Fig. 5.4-(b) and The Computer is Intel(R) Core(TM) i3 
CPU @ 3.07GHz with 4GB RAM. It is clear that the POD method is the fastest and 
very accurate even with 10 snapshots, but the modal method is also fast and the 
advantage of this method is more than what the numbers show because if the 
analysis needs to be done under different currents or with different damping factors, 
the eigenvalues need not to be recalculated, and this make the method very fast. The 
Euler method turned to be the slowest and also with the highest error. Thus it is 
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always justified to use the Newmark method if the equation has to be solved in time 
domain. Fig. 5.5 shows mode shapes and their corresponding frequencies obtained 
by the subspace iteration methods. 
4380.6 Hz
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4550.9 Hz
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4570.3 Hz
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Fig. 5.5. The 10 lowest symmetric modes (symmetries of problem), calculated 
by the subspace iteration method. 
 
5.5.2 Vibration of a Stiff Model 
This problem was solved to investigate the performance of the modal method 
with limited number of modes applied to larger and stiffer problems. The force is 
periodic but discontinuous. The model and the force direction is illustrated in Fig. 
5.6-(a) and (b). The number of elements and nodes of this model are 54600 and 
61152 respectively. Fig. 5.7-(a) shows the displacement of a selected point and Fig. 
5.7-(b) compares the computation times the solution methods. It is observed that the 
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modal method becomes useless here even with 100 modes used. It seems that in this 
problem, the method requires much higher number of modes are to yield acceptable 
results, while the frequency domain method with 10 harmonics is slightly faster than 
the time domain method in the original size of problem. If higher number of 
harmonics should be considered, the frequency domain method becomes costlier 
that the Newmark method. The POD, however, is still fast and accurate with the 
same number of snapshots used in the previous problem 
. 
 
Fig. 5.6. (a) The stiff model analyzed for comparison. Red arrows show the 
applied force, (b) the force waveform.  
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Fig. 5.7. (a) Spectra of y-component of the steady state displacement at point P 
( as shown in Fig. 5.6-(a)) obtained by the Newmark, modal and frequency 
domain methods, (b) the of CPU times. 
 
5.6 Summary 
In this chapter, the dynamic structural analysis was discussed and the 
semi-discretized finite element equation of motion was derived.  The 
semi-discretized motion equation which is a system of second order ordinary 
differential equation second order, has to be solved for the solution. There are a 
number of solution methods to solve the problem. In this thesis five methods were 
introduced including Euler and Newmark methods in domain, frequency domain 
method applicable for steady state solution, modal decomposition method, and 
proper orthogonal method (POD) as a model reduction method. Although all 
methods could be as accurate as the time domain methods, but due to the size of 
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matrix, applying some of the methods with their higher accuracy maybe become 
prohibitively large in term of both CPU time and computer memory. Thus there 
needs to be a compromised between accuracy and cost with methods other than the 
time domain with original problem (not the reduced model). The modal 
decomposition for problems in which the lower modes determine the solution, is 
fast and accuracy. Accuracy of frequency domain method is predictable as the 
number of harmonics to include in the analysis can be determined from the problem, 
while it is always possible to choose enough number of harmonics to obtain a 
desired accuracy, the computation cost may exceed the Newmark method. The POD 
method also requires a limited number of snapshots similar to the modes but since 
the snap, especially with several time steps between them, contain enough 
information about the solution and thus a relatively low number of snapshots is 
required. This is the reason that POD is accurate and fasters in both problems. Yet, 
the safest method to be used is the time domain method, in particular the Newmark 
method. Thus In problems were prediction solution is not easy; it is safest to use the 
Newmark method. 
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Chapter 6 Vibration Analysis of AC Permanent 
Magnet Motor 
6.1 Introduction 
Vibration analysis of electric motors has attracted considerable research attention 
recently as designers are facing tighter criteria of low acoustic noise emission. Due 
to higher torque density and lower loss, IPM motors are finding increased 
application in home appliances as well as electric vehicles and design of low-noise 
motors requires accurate calculation of vibration and in-depth understanding of 
vibration characteristics of the motor. A particular challenge in the vibration analysis 
of IPM motors is that the input voltage usually has sinusoidal pulse width 
modulation (SPWM) waveform with switching frequencies up to hundred times as 
high as base frequency. The switching frequency harmonics can affect the vibration 
of the motor through magnetic and MS forces. Calculation of the coil currents with 
such a high switching frequency requires very small time step size in conjunction 
with very small change in the rotor position. Some researchers have evaded the 
difficulty of current calculation by using measured currents in the analysis, but for a 
motor in the design stage, this option is not available. In this paper, a 2-D magnetic 
field analysis of an 8-pole 36-slot IPM motor with SPWM input voltage is carried 
out and the coil currents are calculated. Then the effect of the MS on the vibration 
characteristics of the motor is investigated by a 3-D finite element structural 
dynamic analysis. 
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(a) Designed dimensions
(b) Finite element mesh ( mechanical domain of analysis )
 
Fig. 6.1. Mechanical domain of analysis; (a) designed model, (b) Finite element 
mesh with wedge elements. 
 
6.2 Two-Dimensional Magnetic Field Analysis Coupled with 
Circuit Equation 
Fig. 6.1 shows the cutaway diagram of the 8-pole 36-slot IPM motor. Neglecting 
the edge effect, a 2-D magnetic field analysis coupled with circuit equations is 
carried out to obtain the coil currents. Exploiting the rotational symmetries of the 
magnetic model, only a region needs to be analyzed. The finite element model of the 
magnetic domain of analysis is shown in Fig. 6.2 and Fig. 6.3 shows the schematic 
circuit diagram of inverter and motor connections. 
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Fig. 6.2. Finite element model of magnetic domain of analysis. The rotor is rotated 
with discrete rotation steps of 0.05 degree. 
 
The analysis condition is give in TABLE 6.1, and Fig. 6.4-(a) to (d) show the 
SPWM waveform generation. The frequency of reference voltages Vra, Vrb and Vrb is 
100 Hz with 120 electrical degree phase differences. The frequency of the triangular 
waveform in the figure is shown one tenth of the actual value for better illustration 
of the SPWM waveforms.  
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Fig. 6.3. Circuit diagram of motor connected and inverter connections. 
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The field circuit equations can be written in the following forms: 
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and similar equations for Vφ  and Wφ . In above equations, ik is the current of either 
phase or depending on the point, it could be outward or inward, φ is the flux 
interlinking, Mx, and My are the components of the PM magnetization, ia, ib, and ic 
are the phase currents, L is the leakage inductance, R is the winding resistance, h is 
the stator length in the third dimension, A is the z-component of the vector potential. 
Subscripts + and – for the coils indicate that the coil currents in flowing are out of or 
in to the plane respectively. The above equations are discretized by triangular finite 
elements and are solved using the Newton-Raphson method as described in 
Subsection 2.5.3. The material magnetization data is shown in Fig. 6.5. It is 
noteworthy that the effect of stress on the flux density distribution was not 
considered in this study, therefore, an uncoupled magnetic field analysis was carried 
out. 
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Fig. 6.4. Mathematical modelling of SPWM inverter 
 
The mesh was constructed such that the rotor can be rotated by discrete rotation 
steps of 0.05 mechanical degree without deforming elements. The switching 
frequency is adjustable between 1 to 15 kHz but in this paper the calculations are 
carried out for the frequency of 7.2 kHz and with the time step size ∆t=50/9 micro 
seconds, equivalent of 0.05 mechanical degree which requires 1800 steps of rotation 
is in one electric cycle. The mesh consists of 20558 first order triangular elements 
out of which more than three quarter of the elements belong to the air gap region. 
Such a high density mesh in the air gap allows the rotation of the rotor by 0.05 
degree without deforming elements or using non-conforming techniques. 
In solving the coupled field-circuit equations we mainly followed the lines given 
in [48-50]. For a given torque and torque angle, the currents can be controlled by 
adjusting the level of the reference voltages Vra, Vrb and Vrb shown in Fig. 6.4-(a), 
while rotating the rotor with the synchronous speed. Fig. 6.6-(a) shows the 
calculated steady state currents under conditions specified in TABLE 6.1, and the 
current harmonics from 0 to 20 kHz is shown in Fig. 6.6-(b). Note that the spectrum 
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is based on the exponential Fourier expansion, therefore half the magnitude appears 
in the spectrum of positive frequency range. The magnetic flux distribution in the 
stator corresponding with rotor position of 45 degree is shown in Fig. 6.7-(a) and the 
instantaneous torque is shown in Fig. 6.7-(b). 
 
TABLE 6.1 
Motor specifications for magnetic field analysis 
Specification Unit Value 
Poles - 8 
Slots - 36 
Turn per slot - 62 
Magnetization of permanent 
magnets 
T 1.21 
Air gap mm 0.6 
Core material - 50A400 
Housing and shaft material - S45C 
Current A 6  
Nominal torque N.m 9.6 
Torque angle degree 0 
Frequency Hz 100 
SPWM carrier frequency Hz 7200  
Winding resistance Ω 0.6  
Leakage inductance mΗ 8 (assumed) 
Stator length mm 50 
Inverter DC voltage V 288 
 
  137 
 
0
0.5
1
1.5
2
0 2 4 6
H (kA/m)
B ( T) 50A400
S45C
50A400 S45C
H (A/m) B(T) B(T)
0 0 0.00
50 0.43 0.03
60 0.55 0.03
70 0.65 0.04
100 0.935 0.05
110 1 0.06
120 1.06 0.06
130 1.11 0.07
140 1.16 0.07
150 1.19 0.08
160 1.21 0.09
170 1.23 0.09
180 1.25 0.10
190 1.27 0.10
200 1.28 0.11
250 1.33 0.13
300 1.37 0.16
400 1.41 0.21
500 1.44 0.27
700 1.465 0.36
1000 1.5 0.49
2000 1.57 0.80
3000 1.62 1.01
5000 1.7 1.28
10000 1.8 1.60
20000 1.905 1.86
30000 1.98 1.98
40000 2.02 2.05
50000 2.05 2.10
100000 2.11 2.21  
Fig. 6.5. B-H data 50A400 (core) and S45C (shaft and housing). 
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Fig. 6.6. (a) Calculated currents under conditions specified in TABLE 6.1, (b) 
current harmonics in the range of 0 to 20 kHz. 
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Fig. 6.7. (a) Magnetic flux density in the stator corresponding to rotor position of 45 
degree, (b) instantaneous torque. 
As shall be explained in the next section, the rotor vibration becomes irrelevant 
to our study. The magnetic and MS forces affecting the housing vibration are those 
acting on the stator. Since the stator is laminated, it is best to calculate the forces in 
2-D and then map it onto the 3-D model considering the lamination space factor. 
The 2-D magnetic nodal force is calculated using the Maxwell stress tensor by the 
following equations [27]: 
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where Tm is the magnetic stress tensor, B and H are the magnetic flux density and 
magnetic field intensity respectively, and pm
 
is the magnetic pressure [27].  
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Magnetostriction in steel sheets used in manufacturing stator cores also show 
strong anisotropy even in magnetically isotropic materials. The MS in transverse 
direction could be several times larger than in rolling direction [67]. This 
phenomenon can be explained as the effect of stress; rolling the sheet results in a 
significant residual tensile stress in rolling direction which reduces the MS strain. To 
reduce this anisotropy, cores are made by transposing every other laminate, so the 
effective MS of the core can be approximated by the average MS of the rolling and 
transverse directions. Fig. 6.8 shows typical anisotropic λ curves for rolling and 
transverse directions and their average in the homogenized anisotropy. The assumed 
λ curves for three levels if stress, for use in this study is shown in Fig. 6.9.  
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Fig. 6.8. Magnetostriction anisotropy and the average magnetostriction of laminates. 
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Fig. 6.9. Assumed MS curve for the core under stress levels of 0, 50 MPa and 100 MPa. 
 
Since the flux distribution in the core is not uniform and also restrictions and 
boundary conditions may prevent free change of dimensions, the deformation of the 
core requires a structural analysis with equivalent MS nodal forces which is given 
by the following equations [33]:  
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where Tms , λ , E and νP are the MS stress tensor, MS parameter, Young’s modulus, 
and Poisson’s ratio, respectively. If the 2-D model is the plane stress approximation 
of the actual 3-D model  
  
P
P
1
21
ν
ν
−
−
=t , (6-12) 
and for the plane strain approximation t=2. In thin plates like electrical steel sheets 
as in stator core, the stress along the thickness is negligible, so the plane stress 
approximation is used.  
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The magnetic and total forces at one instance of time are shown Fig. 6.10-(a) and 
Fig. 6.10-(b), respectively. The significant magnetic nodal forces are mainly found 
on the stator teeth and they depend on the magnetic flux density in the air regions 
whereas those MS forces affecting the radial vibration are mainly found at rear of 
the slots. 
0 350 N/m 0 2400 N/m
(a) (b)
Magnetic force Total force
 
Fig. 6.10. (a) Magnetic force, (b) total force (sum of magnetic and MS forces). 
 
6.3 Shrink-Fit Stress 
With the dimensions given in Figs. 6.2, and 6.11, radial interference of δr=0.048 
mm was used in the thermal force calculation according to manufacturer. Only one 
segment of the stator-housing structure was analyzed due to the rotational symmetry, 
and a fine mesh was constructed to take account of the laminated structure. Model 
dimensions and mechanical parameters are listed in TABLE 6.2. Figs. 6.12-(a) and 
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106 mm
25 mm
4.5 mm
(b) show the circumferential and radial stresses, respectively. The stress level is high 
enough to affect the loss and magnetostriction significantly. 
 
TABLE 6.2 
Mechanical parameters  
Specification Uni Value  
laminate Young’s modulus Pa 2×1011 
insulator Young’s modulus Pa 1×1010 
housing Young’s modulus Pa 2×1011 
laminate thickness mm 0.5 
insulator thickness mm 0.02 
all Poisson’s ratios - 0.3 
 
Fig. 6.11. A segment of 
stator-housing structure. 
 
67 MPa-67 MPa 0
(a) Circumferential stress (b) Radial stress
116 MPa-116 MPa 0
 
Fig. 6.12. (a) Thermal force at x-y plane, (b) and (c), circumferential and radial 
shrink- fit stresses, respectively. 
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6.4 Core Loss of Stator 
The loss calculation method used in this study was discussed in Section 2.13. In 
this section, the method is applied to loss calculation of the motor. The loss 
characteristics of 50A400 (equivalent of M43) is shown in Fig. 6.13-(a) [62] and the 
hysteresis coefficient of Bertotti model is shown in Fig. 6.14-(a) [62]. Fig. 6.13-(b) 
shows loss vs. stress for various grade of steel at 1.0 T, 400 Hz [63]. The thinness of 
50A400 is 0.50 mm while the thickness samples in Fig. 6.13-(b) is 0.20 mm, but 
assuming that the hysteresis part of the specific loss does not depend on the 
thickness, we can use the data of Fig. 6.13-(b) to obtain coefficient of 
stress-dependency Cσ in the following equation: 
 fBCkfBwfBw ασσ h)0,,(),,( +=  (6-13) 
Since B=1.0 T, coefficient α become irrelevant. Assuming 2.5% Si for the 
material, Cσ  is estimated as described in Fig. 6.14-(b). It shall be shown that the 
stress due to magnetic and magnetostriction forces are too low to consider in the 
loss calculation, therefore the shrink-fit stress presented in Section 6.3 was used 
together with the loss data and parameters and the loss distribution and overall loss 
of the stator was calculated. The results are shown in Figs. 6.15-(a) and (b). It can be 
seen that the loss has risen significantly due to stress. The loss of the 3rd and 5th 
harmonics of the flux density are less affected by the stress because the flux in the 
stressed region, back-iron, is mainly sinusoidal and alternating. 
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Fig. 6.13. (a) Core loss characteristics of electrical steel of grade 50A400 under zero 
stress, (b) loss v.s. stress at 1.0 T, 400 Hz for various grades of steel labeled by 
silicon content. 
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Fig. 6.14. (a) Hysteresis coefficient of Bertotti model for 50A400, (b) estimated 
stress-dependency coefficient for steel of grade 2.5%. 
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Fig. 6.15. Distribution of specific loss in the stator (a) neglecting, (b) considering 
the shrink-fit stress, (c) overall stator loss for first three odd harmonics. 
 
6.5 Homogenization of Laminated Structure of Stator for 
Structural Analysis 
Stator has a laminate structure comprised of layers of electrical steel and very 
thin layers of insulator which is often much softer than iron and with a mass density 
lower than that of iron. Therefore it affects the stiffness, mass and also damping of 
the structure. It is impractical to construct a finite element model which takes 
account of the laminates and the insulators. Instead a homogenized model is 
assumed with material parameters reflecting the effect of inhomogeneity. Such 
tricks are known as homogenization techniques. 
The homogenized model of the stator is no more isotropic. It becomes 
orthotropic, i.e. the material properties are, in general, different along the three 
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perpendicular direction. The orthogonal parameters are calculated using the rule of 
mixtures [58]: 
 insinssteelsteelyx EfEfEE ** +==  (6-14) 
 insinssteelsteelxy ff ννν ** +=  (6-15) 
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where E, ν, and G are Young’s modulus, Poisson’s ratio, and Shear modulus, and 
fsteel and fins are the so-called filling factors of steel and insulator, respectively. The 
filling factors are defined according to the following equations: 
 
insulator of thickness steel of thickness
steel of thickness
+
=steelf  
 
insulator of thickness steel of thickness
insulator of thickness
+
=insf  
It is obvious that 1=+ inssteel ff . 
As for the shear modulus of isotropic materials we have 
 )1(2 steel
steel
steel
EG
ν+
= , (6-20) 
and similar equation for insulator. 
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6.6 Three-Dimensional Mechanical Modelling of the Motor 
A 3-D model of the motor was constructed by piling up on the 2-D mesh and 
adding front and rear covers, bearing housing, bolts and the bases. Fig. 6.16 shows 
half region of the mechanical FEM model. Neglecting small differences between the 
front and the rear, we can use the place symmetry and this reduces the domain of 
analysis into half-region. Mechanical parameters are given in TABLE 6.3. 
 
Fig. 6.16. Half-region finite element mesh with wedge elements. 
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TABLE 6.3 
Motor specifications for vibration analysis 
Specification Unit Value 
laminate Young’s modulus Pa 2×1011 
insulator Young’s modulus Pa 1.0×1010 
laminate and insulator Poisson’s ratio - 0.3 
laminate mass density kg/m3 7800 
insulator mass density kg/m3 1500 
housing Young’s modulus Pa 2×1011 
housing Poisson’s modulus - 0.3 
laminate thickness mm 0.5 
insulator thickness mm 0.02 
 
Since the 3-D model was constructed by piling up on the 2-D model, the forces 
calculated in 2-D model can be simply transferred to the 3-D model by multiplying 
the 2-D forces, which are in fact in units of N/m, by the thickness of the element 
layers and half the product goes to the nodes on each side of the layer the following 
equation:  
  D
lowerupper
D −− ∆+∆= 23 )(2
1 ff  (6-21) 
∆upper : thickness of upper iron element layer 
∆lower: thickness of lower iron element layer 
If not piled up, the force in 3-D model should be interpolated to obtain the force 
at 3-D nodes. Fig. 6.17 shows the force distributions in 3-D model. 
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Fig. 6.17. 2-D force transferred to the 3-D model. 
 
6.7 Vibration Analysis of Motor 
Recall the motion equation from Chapter 5: 
  fuuu =++ KCM &&& , (6-22) 
where M, C ,and K are the mass, damping and stiffness matrices , respectively, u is 
the displacement, and f is the total force, i.e. f = f m +f ms. The proportional damping 
is used for approximation of C [46]: 
  [ ] [ ] [ ]KMC βα += , (6-23) 
where α and β are the mass and stiffness proportional damping factors, respectively. 
The damping ratio ζk associated with mode k is linked to the damping factors 
according to the following equation [46]: 
  





+= k
k
k βωω
αζ
2
1
, (6-24) 
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where ωk is the angular frequency of mode k. The parameters can be measured by 
exciting two lowest natural frequencies of the structure and measuring the decay 
rate. However we carried out the investigation with assumed values. Since the 
modes of motor are in the range of thousands of Hertz and α and β are usually much 
smaller than unity, α is of no importance whereas the damping at higher frequencies 
strongly depends on β. In this paper we assume α=0 and β=10-5.  
Vibration analysis is carried out once with magnetic force only and once with the 
total force; the sum of magnetic and magnetostriction neglecting stress and once 
considering stress. For comparison of computation costs, only the Newmark and 
POD methods are compared. 
One electric cycle is 1800 time steps and for solving in time domain method, 
both original system and reduced order system (POD), the motion equation was 
solved for two cycles to reach the steady state solution and the second period 
solutions were included in the analyses and the comparisons.  
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6.8 Numerical Results and Discussions 
6.8.1 Comparison Between Solution Methods  
First a comparison between the solution methods in this specific problem is made. 
The frequency domain becomes costlier that time domain for the vibration analysis 
because 200 harmonics should be considered. The comparison is made between the 
Newmark and POD methods with 100 snapshots. The time step is 0.01/1800 
seconds, damping factors are α=0 and β=10-5, and the loading is the magnetic force. 
The results are shown in Fig. 6.18. It is obvious that enormous speed-up together 
with a good accuracy is gained by applying POD. Therefore the result of calculation 
is carried out using POD method.  
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Fig. 6.18. (a) Spectra of radial velocities at a point P, (b) comparison of 
computation times. The Computer is Intel(R) Core(TM) i3 CPU @ 3.07GHz 
with 4GB RAM. 
 
6.8.2 Comparison between MS-Considered and MS-Neglected 
Analyses  
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The radial displacements of a point on the housing surface are compared in Fig, 
6.19-(a), and a graphical comparison of enlarged deformation of is shown in Fig. 
6.19-(b). Although the effect of MS, when stress considered, on the radial 
displacement is significant, the difference is nearly time-invariant. Since the normal 
velocity of surface contributes to acoustic noise, the time-invariant term becomes 
irrelevant.  
(a) Comparison of radial displacements at point P.
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Fig. 6.19. Comparison of displacements due to magnetic and total forces at a point P, 
(b) an instant shot of enlarged (110000 times) deformations of the frame. 
 
To investigate the effect of MS and stress on the velocities more accurately, the 
spectra of radial and circumferential velocities are shown in Fig. 6.20-(a) and (b), 
respectively. Relatively large harmonics appear at inverter switching frequency and 
its second multiple, as expected. The circumferential velocity is one order of 
magnitude smaller the radial velocity. Moreover, only normal velocity (here radial) 
contributes to noise, therefore, only radial velocity is discussed. It is revealed that 
the MS under shrink-fit stress reduces higher harmonic of significant amplitudes 
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and since higher harmonics, as long as in the acoustic range, generate more pressure 
and hence more noise, it can be concluded that the MS under shrink-fit stress 
slightly reduces the acoustic noise of motor by partially cancelling the noise due to 
magnetic force. It should be note that these results are based on the assumed 
damping factor of 10-5. For higher damping factors, the harmonics of switching 
frequency are damped, therefore the effect of MS becomes less pronounced. Fig. 
6.20-(c) shows the A-weighting standard of human ear sensitivity to noise 
harmonics. The first harmonic of switching frequency then is heard almost without 
weakening, but the second harmonic is weighted by about -5 dB.   
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Fig. 6.20. Comparison of radial and circumferential velocity spectra. 
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6.8.3 Stress Distribution in Stator 
The shrink-fit stress was shown in Section 6.3. Similarly, the stresses due to 
magnetic and MS forces were be calculated from the solution of motion equation. 
The stress is time-dependent but instances of the stresses are shown in Figs. 6.21-(c) 
to (f) for comparison with the shrink-fit stress in Figs 6.21-(a) to (b). Different 
symmetries were used due to different loading symmetries. It is verified that the 
stresses due to magnetic and MS forces are negligible compared with the shrink-fit 
stress, our loss and vibration calculation based o shrink-fit stress is valid. 
1.14-1.14 01.37-1.37 0
(e) circumferential (f) radial
1-1 0 1
-1 0
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116-116 0 67
-67 0
(a) circumferential (b) radial
 
Fig. 6.21. Comparison of stresses (a) and (b) shrink-fit stress, (c) and (d) due to 
magnetic force, (e) and (f) due to MS force considering the shrink-fit stress 
 
  155 
6.9 Summary 
We carried out a 2-D magnetic field analysis of IPM motor for the calculation of 
loss and vibration. The loss was calculated using proposed method of taking account 
of the shrink-fit stress. It was observed that the stress gives rise to the stator loss by 
nearly 78%.  
Next, 3-D vibration analyses were carried for three cases of: MS and stress 
neglected, MS considered and stress neglected, and both MS and stress considered. 
With assumed typical MS parameter for the stator and assume damping for the 
motor, it was observed that the MS, especially under the effect of shrink-fit stress, 
slightly reduces the vibration of housing surface, hence the acoustic noise. It was 
also observed that the current harmonics can induce significant to large vibration 
harmonics for the assumed damping of the motor. According to the results, by 
applying more shrink-fit stress or by using materials with higher MS parameter, the 
acoustic noise can be reduces but the loss would increases. For situation where the 
loss is less important that the noise, this can be used to reduce the noise emission 
A comparison was also made between two solution methods of motion equations 
applied to the motor analysis; the Newmark method and the proper orthogonal 
decomposition (POD) method. It was observed that by adopting POD, enormous 
speed-up can be gained with good accuracy.  
  156 
Chapter 7  Conclusions and Recommendations 
In this thesis, the interdisciplinary topic of magneto-mechanical analysis was 
discussed thoroughly in the context of electrical machines and magnetic devices. 
The study involves not only the magnetic field analysis and loss calculation but also 
structural static and dynamic analysis. It goes as far as discussing solution methods 
of eigenvalue problem as it become relevant to vibration characteristics of magneto 
mechanical devices. 
One aim of the study is the investigation of the effect of stress on the 
performance of electrical machines and magnetic devices. Considering the effect of 
magnetically induced stress on the magnetic flux distribution in the device is 
challenging because the stress can alter the magnetic field and this makes the 
problem two way coupled. However, in most magnetic devices the level of stress is 
relatively low. In addition, in such devices there often exists air gaps in the magnetic 
path which determines the magnetic flux density. Thus a small variation of magnetic 
permeability has no practical effect on the magnetic flux distribution. Two methods 
were proposed to take account of stress in the coupled magnetic field analysis. In 
both methods, instead of measured magnetization data under stress, it requires with 
magnetostriction data under stress as well as the stress-free magnetization data. 
Using the balance of mechanical and magnetic energies, the method calculates the 
magnetic permeability of the material as a function of the magnetostriction and 
stress as well as the magnetic flux density.  
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Shrink-fitting of motor induces high levels of stress in the stator which affects the 
iron loss and vibration. The stress may also affect the flux distribution by altering 
the magnetic property of the stator core, but this was not investigated in this study. 
The vibration analysis in electrical devises was discussed in details as one of the 
aims of the study is the calculation of vibration in devices that are powered through 
inverter power supplies. In such cases, the voltage source and thus the magnetic flux 
density contains high harmonics which could be reflected in the vibration of the 
device. Taking account of such harmonics requires solving magnetic and structural 
dynamic analysis with very small time steps. This could add heavy computational 
cost. In this thesis, the possibility of reducing the cost was studied. A number of 
solution methods of motion equation, which is often linear in the vibration analysis, 
were applied to typical problems and comparison were made between them 
regarding the accuracy and cost. Advantages and drawbacks of each method were 
observed in the comparison. One is that the performance of modal decomposition 
method with limited number of modes, which is a popular method on structural 
dynamic analysis, is highly problem-dependent. The issue is that it may not be 
obvious before-hand whether the method gives good approximation of the solution. 
A relatively newer method known as the proper orthogonal decomposition proved to 
be superior to the modal method in terms of both accuracy and cost. The frequency 
domain method, with limited number of harmonics, is also valid and its accuracy is 
predictable but the cost may exceed that of time domain method. The time domain 
method, in particular the Newmark method, is the most accurate and thus safe to use 
in problems where the feature of solution is not known. 
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Core loss calculation of IPM motor taking account of stress was another aim of 
this study. We carried out a 2-D magnetic field and then the loss was calculated 
using proposed method of taking account of the stress. It was observed that the 
shrink-fit stress gives rise to the stator loss by nearly 78%.  
Investigating the effect of magnetostriction property of the material on the 
mechanical response of the device, namely the vibration, was another key topic in 
this thesis. The study carried out vibration analysis of a permanent magnet 
synchronous motor driven by an SPWM inverter power supply. Calculations were 
done for three cases; MS and stress neglected, MS considered and stress neglected, 
and both MS and stress considered. It was observed that the magnetostriction, when 
under shrink-fit stress, slightly reduces the vibration by partially cancelling the 
vibration due to magnetic force. 
It is important to note that several assumptions made in these analysis. The 
assumption, which may strongly affect the results and hence the conclusions, are 
listed below: 
• Effect of stress on the flux distribution was neglected. 
• Eddy currents were neglected. 
• Not actual but typical magnetostriction parameters was used. 
• Effect of frequency on magnetostriction parameter was neglected. 
• Only hysteresis part of core loss was considered stress-dependent. 
• Assumed damping factor of 10-5 used for the motor structure. Higher 
damping factors results in lower vibration. 
  159 
Appendix 
 
A.1 Solution Methods of Generalized Eigenvalue Problem 
Recall the undamped equation of motion: 
  )(tKM Fuu =+&& . (A-1) 
If the force is removed we have 
  0=+ uu KM && . (A-2) 
In frequency domain we have 
  UU MK 2ω=  (A-3) 
where )( ωjUU =  is the Fourier transform of u(t). Eq. (A-3) has the form of the 
generalized eigenvalue problem: 
  xx MK λ=  (A-4) 
where x=U, and λ=ω2. 
It can be proven that if K and M are symmetric, the eigenvalues are real. 
Furthermore, if they are positive definite, the eigenvalues are positive. When M is 
invertible we can multiply both side by its inverse and arrive at the standard 
eigenvalue problem: 
  xx λ=A , (A-5) 
where KMA 1−= . 
It can be shown that the values of λ satisfying (3-3) are the roots of the following 
equation: 
  160 
  0)det( =− IA λ , (A-6) 
where det(.) stands for the determinant of matrix and I is the Identity matrix. Eq. 
(A-6) has n roots where n is the size of A.  
Except for a very small n, finding roots of the polynomial is impractical and the 
computation of eigenvectors after finding the eigenvalues, is also exhausting. There 
are methods for the calculation of the eigenpairs of a matrix without the need to 
solve (A-6). Here we introduce three methods which are relevant to our study: 
1. Power iteration method  
2. QR algorithm 
3. Subspace iteration method 
 
A.1.1 Power iteration method 
The power iteration method gives the finds the largest eigenvalue. The standard 
eigenvalue problem has the following form: 
  xx λ=A , (A-7) 
where A is an n×n square matrix. The matrix has n independent eigenvectors qi 
(i=1,2,..,n)
 
corresponding to eigenvalues λi ( i=1,2,..,n) such that nλλλ ≥≥≥ ...21 , 
spanning the n-dimensional space, thus a random vector x can be written as a linear 
combination of these eigenvalues: 
  ∑
=
=
n
i
iic
1
qx . (A-8) 
By multiplying A by x we have the vector y1 as follows 
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  ∑∑
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ii cAc
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1 qqy λ  (A-9) 
If we keep pre-multiplying x by A, the product vector after kth multiplication 
becomes  
  ∑
=
==
n
i
i
k
ii
k
k cA
1
qxy λ . (A-10) 
As k becomes larger, the first term dominates the summation so 
  
∞→
=
k
k
k 11lim qy λ
, (A-11) 
thus  
 
∞→
=
−
k
k
k
11
lim
y
y
λ
, and   
∞→
=
k
k
k
y
yq lim1
. (A-12) 
Therefore the power iteration method gives the largest eigenvalue and its 
corresponding eigenvector. It is noteworthy that if the starting vector happens to be 
orthogonal to q1, then c1=0 and the power method gives the second largest 
eigenvalue.  
Akv1
1
1
v
v
k
k
A
A
=
Av1
A2v1Akv1Ak+1v1
Nq
 
The method can be slightly modified to give the smallest eigenvalue; by 
multiplying both sides of the standard eigenvalue problem by A-1, the following 
equation is obtained: 
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  xx λ
11
=
−A , (A-13) 
which is also in the form of the standard eigenvalue problem. The eigenvalues of 
(A-13) are the inverse of the eigenvalues of the original problem, thus the largest 
eigenvalue of (A-13) is the smallest eigenvalue of (A-7). In practice there is no need 
to inverse the matrix because, instead of calculating y=A-1x, we can solve Ay= x. 
The method can also be applied to the generalized eigenvalue problem which has 
the following form: 
  xx MK λ= .  (A-14) 
To this end, equation can be written in the following form: 
  xx λ
11
=
− MK . (A-15) 
To apply the power iteration method we need to calculate y= K-1Mx which is 
equivalent of solving the following equation: 
  xy MK =  (A-16) 
The QR algorithm and the subspace iteration method explained in the following 
sections are based on the power iteration method. QR algorithm calculates the 
whole and the subspace iteration calculates desired number of smallest eigenvalues. 
 
A.1.2 QR method 
The method is based on the QR decomposition of the matrix, i.e., writing the 
matrix as a product of an orthogonal matrix Q (QTQ=I) and an upper triangular 
matrix R, gives the complete eigenvectors and well as eigenvalue. The method 
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works by decomposing the matrix into Q and R and multiplying them in the reverse 
order and iterating until the product converge to a triangular matrix, the Schur form 
of the matrix. The algorithm is given bellow: 
 Let A be the matrix whose eigenpairs is to be calculated.  
A1=A 
P=I  
Repeat for k=1, 2,… 
1. Ak= Qk Rk (performing QR decomposition)  
2. Ak+1= Rk Qk 
3. P=PQk 
if convergence achieved then end. 
After convergence, the diagonal entries of Ak+1 are the eigenvalue of the original 
matrix A because  
 kk
T
kkkk
T
kkkk QAQQRQQQRA ===+1  (A-17) 
Thus all
 
Ak are similar matrices. In general B=P-1AP is the similarity 
transformations of A. Similar matrices have the same eigenvalues and the 
eigenvectors are related by the following equation: 
  AB PVV = , (A-18) 
where VA and VB are matrices whose columns are eigenvectors of A and B, 
respectively. 
In order to link the eigenpairs of A to those of Ak+1, we can write   
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 kk
TT
k
T
kk QQAQQQQA 11111 ...... −−+ = . (A-19) 
which can be written in the following form: 
  
APPA Tk =+1 , (A-20) 
where P= Q1Q2Q3…Qk is the transformation matrix which is computed in step 3. 
Thus the eigenvalues of A are the same as the eigenvalues of Ak+1 (the diagonal 
entries of Rk). If A is symmetric, Ak+1 converges to a diagonal matrix and the 
eigenvectors of a diagonal matrix are the columns of the matrix so 
  1+= kA PAV , (A-21) 
where VA is a matrix whose column are the eigenvectors of A.  
The QR decomposition in the QR algorithm can be performed using the 
Modified Gram Schmidt process. The QR algorithm involves several full matrix 
representations and the calculation times is of O(n3), making it impractical for 
matrices with size of several thousands. For large sparse matrices such as those 
faced in the finite element method, the Lanczos method or the subspace iteration 
method is used. These methods do not calculate all the eigenvalues but a desired 
number of the lowest eigenvalues. In addition, they don’t involve full matrices so 
they can be used for large matrices as well. The following section describes the 
subspace iteration method. 
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A.1.3 Subspace iteration method 
The subspace iteration method can be applied to both standard and generalized 
eigenvalue problem. For large matrices, the method is usually used to find a 
relatively small number of the eigenvalue (let’s say 100 out of 100,000). Several 
methods are incorporated in this method; the power iteration method, the reduction 
of the eigenvalue problem, and the QR method. However the QR method here does 
not handle the original matrices but matrices of much smaller size. 
Assume the generalize eigenvalue problem given below:  
  xx MK λ= , (A-22) 
where the K and M are D×D matrices and preferably sparse. Let p be the number of 
required eigenpairs (the p lowest eigenvalues) of the generalized eigenvalue 
problem. Choose m>p random starting vectors with length n and normalize them. 
m=2p is recommended. Construct n×m matrix X whose columns are the starting 
vectors and iterate as follows: 
Repeat the following steps for k=1, 2,… 
1. kk MXXK =+1  
2. 111 +++ = kTkk XKXK  
3. 111 +++ = kTkk XMXM  
4. Find the eigenpairs of Kk+1X=λΜ k+1X using the QR method (Kk+1 is a m×m 
matrix) and construct matrix Q whose columns are the eigenvectors. 
5. 11 ++ = kk XQX  
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6. If convergence achieved then the first p columns of X are the desired 
eigenvectors.  
Step 1 corresponds to the power method but instead of acting on a single starting 
vector, it acts on m vectors. If only step 1 is repeated by successively substituting 
the current candidate in the right –hand-side and solving the matrix equation to 
obtain the next candidate, the columns of X converge to the eigenvectors associated 
with the smallest eigenvalue unless at each iteration the solutions are othogonalized 
with respect to M, i.e. XTMX=I.  Step 2 to 5 describes the othogonaliziation process. 
In steps 2 and 3, the original matrices K and M are projected on the space of X. The 
projected matrices Kk+1 and Mk+1 are of size m×m and can be solved for the 
eigenvectors efficiently using the QR method. The q-dimensional eigenvectors are 
projected back to the D-dimensional space in step 5. Almost all the computation 
time is spent on step 1, because within each iteration m large systems of equations 
should be solved. Although the coefficient matrix is the same for all m equations, 
since we use ICCG solver, the method threats them as different matrices and the 
computation becomes roughly proportional to m. If matrix K can be inverted 
efficiently, the method might become considerably faster than what we have 
implemented in this study.    
A number of practical considerations need to be made in order to reduce the 
unnecessary cost of calculation. For example as the iteration of the method goes on 
lower eigenpairs start to converge and needs to be locked such that no more 
improvement is required on them. 
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