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1. INTRODUCTION 
For a self-adjoint operator A in Hilbert space, a spectral singularity is said 
to be in the essential spectrum of A if it is not an isolated eigenvalue of finite 
multiplicity (cf. Wolf [I]). S ome authors refer to it as a limit point of the 
spectrum (cf. [2, Section 1331). In 1909 H. Weyl [3] proved that the addition 
of a symmetric, completely continuous operator to A does not affect the 
essential spectrum. 
When A is not self-adjoint (but just assumed to be closed and densely 
defined in an arbitrary Banach space), there are several possible definitions 
for the essential spectrum. In analogy with Weyl’s theorem, one would like 
it to be invariant under arbitrary compact perturbations. The definition 
given above is not suitable in this respect. On the one hand some operators 
have point eigenvalues which are not isolated and are carried into the resol- 
vent under a compact perturbation. On the other, there are isolated eigen- 
values of finite multiplicity which remain invariant under any compact 
perturbation. To avoid this difficulty, Wolf [l, 41 changed the requirement 
that the eigenvalue h be isolated in order not to be in the essential spectrum 
to the requirement that the range R(A - A) of A - A be closed and have 
finite codimension. For a self-adjoint operator the two definitions are 
equivalent. This definition has the advantage that Weyl’s theorem 
generalizes, i.e., that an arbitrary compact perturbation leaves the essential 
spectrum unchanged. J. Schwartz [5] has given a definition equivalent to 
that of Wolf. The essentia1 spectrum given by this definition will be denotes 
by ocw(A). 
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mission, Contract No. AT(30-1)1480. Reproduction in whole or in part is permitted 
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However, there are applications in which one would like to know that 
certain types of singularities are not introduced under compact perturba- 
tions, even though such singularities lie outside the essential spectrum of 
Wolf. For instance one might not want the perturbed operator to have whole 
open sets in the point spectrum where there was only resolvent for the 
unperturbed operator. It is possible for the perturbed operator to have the 
whole plane in the point spectrum while the unperturbed operator had only 
a discrete spectrum. 
In considering such problems one might be tempted to enlarge the essen- 
tial spectrum. If one takes it to be the largest subset of the spectrum which 
remains invariant under arbitrary compact perturbations one obtains the 
following definition. A point X E a(A) is in the essential spectrum if it does 
not have all of the following properties 
(a) a(A - h), the multiplicity of h, is finite. 
(b) R(A - /\) is closed. 
(c) B(A - A), th e codimension of R(A - h), is finite. 
(d) cu(A - X) = /?(A - X). 
This definition has the same advantages as that of Wolf, but still may exclude 
open sets of the spectrum. Thus for the problems mentioned above, this 
definition does not always suffice. We denote the essential spectrum according 
to this definition by o,,(A). 
The next thing which suggests itself is to add to oem(A) all limit points of 
the spectrum. This is equivalent to replacing (d) by 
(d’) h is an isolated point of the spectrum. 
(Under conditions (a)-(c), property (d) is a consequence of (d’) (cf. [6, 7]).) 
This definition is equivalent to one given by Browder [S, p. 1071 (see the 
discussion at the end of this introduction). The resulting set will be denoted 
by (T&A). The advantage of this definition is that only a discrete set of a(A) 
is excluded from the essential spectrum, but it has the disadvantage that in 
general arbitrary compact perturbations do not leave ueb(A) unchanged. 
However, there are important instances when ueb(A) is invariant. Some of 
these are given in [8]. In this paper we give several more. 
The purpose of this paper is to give sufficient conditions for the invariance 
of each of the sets uew(A), u&A), ceb(A). We have found that in each case 
the compactness assumption on the perturbation can be weakened. For 
instance, if a,,(A) u u,,(A + B) d oes not contain the whole plane and B 
is &-compact, then u,,(A) = u,,(A + B). Similar statements hold for the 
other two. 
Browder’s definition of essential spectrum replaces (c) by 
(c’) p(h) = lim,,, or[(A - X)k] < co 
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as well as (d) by (d’). The equivalence of the two definitions follows from 
THEOREM 1 .l. If (Y(A - h) < co and R(A - h) is closed, any two of the 
following prope&es imply the third 
(1) points near X are in the resolvent set of A. 
(2) P(4 < a. 
(3) /3(A - A) = I+4 - A). 
PROOF. That (1) and (3) imply (2) as well as that (2) and (3) imply (1) 
are given by Theorem 2.1 of Kaniel-Schechter [9, p. 4251. That (1) and (2) 
imply (3) is given by Lemma 17 of Browder [S, p. 1 lo]. 
Our main theorems are stated in Section 2 and proved in Section 3. We 
intend to give applications of these criteria in the second part of this paper. 
2. INVARIANCE OF THE ESSENTIAL SPECTRUM 
Throughout the paper we shall assume that A and B are densely defined 
operators in a Banach space X with D(A) c D(B). The operator B is called 
A-bounded if 
II Bx II G const. (II x II + II Ax II) (2.1) 
for all x E D(A). It is called A-compact if for any sequence (xn} c D(A) 
satisfying 
II G II + II Ax, II < cons& (2.2) 
the sequence (Bx,) has a convergent subsequence. Clearly, a compact opera- 
tor is always A-compact, and an A-compact operator is always A-bounded. 
If A and B are closed, then B is A-bounded. 
DEFINITION. The operator B will be called A-closed if x, -+ x, Ax, -+ y, 
Bx, --f x for {xn} C D(A) * lm pl ies that x E D(B) and Bx = z. It will be called 
A-closable if x, -+ 0, Ax, -+ 0, Bx, + z implies z = 0. 
LEMMA 2.1. When A is closed, the following ‘are equivalent 
(1) B is A-bounded. 
(2) B is A-closable. 
(3) B is A-closed. 
DEFINITION. The operator B will be called A-pseudo-compact if 
II 2, II + II Ax, II + II BG II < cow. (2.3) 
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for {x~} c D(A) implies that {Bx,} has a convergent subsequence. It will be 
called AZ-pseudo-compact if 
II x, II t II Lht Ii I II B-G i + I/ A2xn 11 + /I Bdx,, 11 < const. (2.4) 
for {xn} _C D(A2) implies that {Bx~} has a convergent subsequence. 
We call A a Fvedholm operator (or @-operator) if it is closed and 
(a) a(A) < co. 
(b) R(A) is closed in X. 
(4 P(A) < a. 
The index of A is given by 
i(A) = a(A) - &A). 
For arbitrary A the Q-set, denoted by cD~ , is the set of those complex h for 
which A - h is a Fredholm operator. Of course QR may be empty. Well 
known properties of the @set are (cf. [6, 71) 
(i) Qa is open. 
(ii) if A is closed and B is A-compact, then @A = DA+s and 
;(A - h) = i(A + B - h) for hE@A. 
(iii) i(A - h) is constant on any component of di, . 
(iv) a(A - h) and /3(A - h) are constant on any component of Da 
except possibly on a discrete set of points at which they have larger values. 
We now define o,,(A) to be the complement of DA in the complex plane. 
The set o,,(A) contains, in addition, those points of @A with index f 0. 
To obtain u&A) we add to U,,(A) those points of u(A) which are not isolated. 
An important tool in our investigation will be the following generalization 
of a result due to Taylor [lo]. 
LEMMA 2.2. If Qa is not empty, then for any polynomial p(v), p(A) is a 
closed operator. 
The situations most frequently arising in applications can be handled by 
THEOREM 2.1. If B is A-compact, then 
&A + B) c 44 (2.5) 
and 
u,,(A + B) 2 ~,&9 (2.6) 
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Zf, in addition, one of the following holds 
(a) A is closable, 
(b) B is (A + B)-closable, 
(c) B is A-closed, 
then 
and 
u,& + B) = u,,(A) (2.7) 
uwn(A + 4 = ~&9 (2.8) 
COROLLARY 2.1. Zf B is A-compact and @A is not empty, then (2.7) and 
(2.8) hold. 
COROLLARY 2.2. Zf B is compact, then (2.7) and (2.8) hold. 
One shows easily that u,,(A) is the largest subset of u(A) which is inva- 
riant under compact perturbations. In fact, for any h $ u,,(A), one can con- 
struct a compact operator C such that h is in the resolvent of A + C. This 
may be done as follows. Let x1 , e**, xk , yr , **a, yk be bases for the null space 
of A - X and a direct complement of R(A - A), respectively, where 
k = a(A - h) = /3(A - h). 
Let fi , .a*, fk be bounded linear functionals on X such that 
fdxj) = 6ij 1 < i, j < k. 
Then the operator C given by 
cx = j;ffWYj 
i=l 
is of finite rank and hence completely continuous. Moreover one easily 
checks that A + C - h has a continuous inverse. 
We now consider some generalizations of Theorem 2.1. 
THEOREM 2.2. If B is A-closable and A-pseudo-compact, then (2.5) and 
(2.4) hold. If B is A-closed as well, then (2.7) and (2.8) hold. 
PROOF. If h E a4 , then A is closed by Lemma 2.2. Thus B is A-bounded 
(Lemma 2.1) and hence A-compact. By property (ii) h E aA+s and 
i(A - h) = i(A + B - h). This proves (2.5) and (2.6). Now assume in 
addition that B is A-closed. If X E Ga+s , then A + B is closed and we see 
by Lemma 2.1 that B is (A + B)-bounded. Thus the same is true of A. This 
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means that B is (A + B)-compact. Another application of (ii) shows that 
X E GA and the index relationship holds. This proves (2.7) and (2.8). 
THEOREM 2.3. If B is A-pseudo-compact and neither @A nor @a+B is 
empty, then (2.7) and (2.8) hold. 
PROOF. By Lemma 2.2, A and A + B are closed. Thus A + B is A 
bounded and the same is true for B. In this case B is A-compact and we 
can apply Theorem 2.1. 
THEOREM 2.4. Assume that h Ed n @a+R. If (2.3) implies that 
{(A - A)-’ Bx,] h as a convergent subsequence, then (2.7) holds. If, in addition, 
i(A + B - h) = 0, then (2.8) holds. The same is true when (A - X)-l B is 
replaced by B(A - h)pf. 
COROLLARY 2.3. If h Ed n @A+B, i(A + B - h) = 0, and either 
(A - h)-l B or B(A - X)-l is A-compact, then (2.7) and (2.8) hold. 
COROLLARY 2.4. If /\ E p(A) n p(A + B) and (A - A)-’ B(A + B - h)-l 
is a compact operator, then (2.1) and (2.8) hold. 
Corollary 2.4 exhibits a device employed by Birman [l I] and Wolf [4]. 
This fact was called to our attention by P. Rejto. 
THEOREM 2.5. Assume that h E DA n @A+B. If B is AZ-pseudo-compact, 
then (2.7) holds. If, in addition, i(A - X) = i(A + B - X), then (2.8) holds 
as well. 
As shown above, u&A) is not invariant under arbitrary compact perturba- 
tion. However in special circumstances it does remain invariant. Some are 
simple consequences of the preceding theorems. 
THEOREM 2.6. Suppose that B is A-pseudo-compact and that the comple- 
ment G,,(A) of u&A) is connected. If neither p(A) nor p(A + B) is empty, 
then 
44 + 4 = T&Q (2.9) 
PROOF, By Theorem 2.3, Co,,(A + B) = G&A), which is connected 
by hypothesis. This set contains points of p(A) and p(A + B) and hence by 
property (iv) cannot contain points of a,,(A) or u&A + B). Thus 
%(A) = %,(4 and us@ + B) = uem(A + B). 
THEOREM 2.7. Assume that h E p(A) n @A+B, that Cu,,(A) is connected, 
and that p(A + B) is not empty. If (2.3) implies that {(A - h)-l Bx,J has a 
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convergent subsequence, then (2.9) holds. The same is true if (A - X)-l B is 
replaced by B(A - X)-l. 
COROLLARY 2.5. If G,,(A) is connected, X E p(A) n o(A + B), and the 
operator (A - h)-l B(A + B - h)-l is compact, then (2.9) holds. 
THEOREM 2.8. Assume that X E (PA n QA+, , i(A - X) = i(A + B - h), 
and that p(A) and o(A + B) are not empty. If G,,(A) is connected and B is 
A2-pseudo-compact, then (2.9) holds. 
THEOREM 2.9. Let Sz be an open connected set containing no points of 
ueb(A). There is an E > 0 such that 
II Bx II d 4 x II + II Ax II>, x E WQ, (2.10) 
implies that U&A + B) n Sz is empty whenever B is weakly AZ-compact. 
THEOREM 2.10. If u,*(A) = u,,(A) and B is both A-compact and A-closed, 
there is at most a denumerable set S of complex numbers such that 
u,dA + 44 = 44 
Et! 4 s- If C%(A) consists of a jinite number of components, then S is dis- 
3. PROOFS 
Before proving the results of the last section we prove 
LEMMA 3.1. Let L and M be densely dejned operators on X. If M and LM 
are Fredholm operators, then the same is true of L. 
PROOF. The operator M-l is defined and a Fredholm operator from 
R(M) to D(M)/N(M), where N(M) is the null space of M and we equip 
D(M) with the graph norm of M. In addition LM is a Fredholm operator 
from D(M)/N(M) to X. Thus (LM) M-l is a Fredholm operator from R(M) 
to X ([7, Lemma 341, p. 2771). Since L is a finite dimensional extension of 
this operator, it too is a Fredholm operator ([6, Lemma 2.21). 
PROOF OF LEMMA 2.1. When A is closed, D(A) is a Banach space under 
the graph norm. Considering B as a linear operator defined on this space, the 
properties l-3 say that B is bounded, closable, closed, respectively. These 




PROOF OF LEMMA 2.2. Let F be a Fredholm operator and let 
X = N(F) @ T be a decomposition of X as the direct sum of N(F) and a 
closed subspace T of X. For x E D(F), write .Y := .r‘ + x”, where .T‘ E T, 
X” E N(F). The inequalities 
!I x’ /I < const. (1 Fx Ij (3.1) 
11 X” 11 < const. )/ x 11 (3.2) 
express the fact that R(F) and Tare closed as well as the fact that on D(A) C-I T 
the operator F has a closed inverse. 
Let n be the degree of p(q). We prove the lemma by induction on n. 
Clearly, it is true for n = 0; we assume that n > 1 and that the lemma is true 
for all polynomials of degree < n. Let h be any point of Qa . Then 
where q(v) is a polynomial of degree < n and r is a complex constant. Clearly 
p(A) is closed if and only if p(A) - r is closed. Hence we may assume r = 0. 
Let X = N(A - A) @ S be a decomposition of X, with S a closed subspace. 
For x E D@(A)) write q(A) x = w’ + w’, where w’ E S, w” E N(A - X). We 
claim that 
11 w’ 1) < const. jl (A - A) w’ II = const. jj p(A) x )/ (3.3) 
II wn II < const. (II @(A) x II + II x II). (3.4) 
The first inequality is just (3.1) applied to the Fredholm operator A - A. 
If the second were false, there would be a sequence {.Q} C D@(A)) such that 
p(A) xk -+ 0, xlc ---f 0 while I/ wk” 11 = 1. By considering a subsequence if 
necessary, we may assume that wk’ -+ wb E N(A - h). By (3.3) x2’ + 0. 
Hence q(A) x, = wk’ + wk” -+ w”. Since the degree of q(q) is < n, q(A) 
is closed by the induction hypothesis. Thus w” = 0. But this is impossible, 
since II w” II = lim II wtkn I/ = 1. Thus (3.4) holds. 
Now let {+} C D(An) b e any sequence such that xk -+ x, p(A) x2 + y. 
Write q(A) xb = wok’ + wk”, where wB’ ES, wk” E N(A -A). By (3.3), 
wIc’ - w’ E S and by (3.4) wkU + w“ E N(A - A). Thus q(A) x, -+ w’ + w”. 
Since q(A) is closed, it follows that x E D(q(A)) and q(A) = w’ + w“. Now 
(A - h)w,+ = p(A) X~ -+ y while wk’ + w’. Since A - h is a Fredholm 
operator, it is closed and hence w’ E D(A) and (A - A) w’ =y. This shows 
that q(A) x ED(A) and (A -A) q(A) x =y. Thus x E D&(A)) and 
p(A) x = y, and the proof is complete. 
In proving Theorem 2.1 we shall make use of the following two lemmas. 
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LEMMA 3.2. B is A-closed if and only if it is (A + B)-closed. 
PROOF. Obvious. 
LEMMA 3.3. If A is closable and A + B is closed, then B is A-closed. 
PROOF. Assume that x,-+ x, Ax, -+ y, Bx,-+ z. Then (A + B) x,,-+y + z, 
and since A + B is closed, x E D(A) and (A + B) x = y + x. Since A is 
closable, we must have Ax = y (since x, - x -+ 0 and A(xn - x) -+ y - Ax). 
Thus Bx = .z, which shows that B is A-closed. 
PROOF OF THEOREM 2.1. It suffices to show that lpA C @A+B and that 
i(A-A)=i(A+B-A)forXErP,.NowifhE@,,weseebyLemma2.2 
that A is closed. It then follows from property (ii) that h E @A+B and the 
index relationship holds. This proves (2.5) and (2.6). Conversely if h E QA+s, 
then A + B is closed. If (a) holds (i.e., A is closable), then Lemma 3.3 shows 
that B is A-closed and hence (A + B)-closed (Lemma 3.2). But then by 
Lemma 2.1, B is (A + B)-bounded (cases (b) and (c) are now included). 
Hence A is (A + B)-bounded. Since B is A-compact, it must be (A + B)- 
compact and we can apply property (ii) in reverse. 
PROOF OF THEOREM 2.4. We employ the identities 
(A + B - p) - (A - /L) (A - X)-l (A + B - X) = (/L - h) (A - 84-1 B 
(3.5) 
and 
(A + B - p) - (A + B - A) (A -p) (A - h)-l = @ - A) B(A - X)-l. 
(3.6) 
Since @A+B is not empty, A + B is closed, and hence A-bounded. This 
shows that the hypotheses imply that (A - X)-l B (or B(A - X)-l) is A-com- 
pact and hence (A + B)-compact. From (3.5) we see that if p E Qi,,, , 
then (A - p) (A - h)-l (A + B - h) is a Fredholm operator. Since the 
last two operators in the product are Fredholm operators, the same must 
be true of A - p (Lemma 3.1). Thus p E Qa. Conversely, if p E ipA we 
see that p E @A+B . Thus @A = @a+B . This proves (2.7). Now when p E aA , 
we have by (3.5), 
i(A + B - p) = i(A - p) + i(A + B - h) (3.7) 
which shows that (2.8) holds when i(A + B - h) = 0. Similar reasoning 
works for (3.6). 
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PROOF OF COROLLARY 2.4. Assume that (2.3) holds and set 
yn = (A + B ~ X) x, . Then Ii yn 1’ < const. showing that 
{(A ~ A)-l B(A ~I- B --- h)-ly,} = {(A --- h)-’ Bx,f 
has a convergent subsequence. We now apply Theorem 2.4. 
PROOF OF COROLLARY 2.1. If @* is not empty, then A is closed (Lemma 
2.2) and the situation reduces to case (a) of Theorem 2.1. 
PROOF OF COROLLARY 2.2. If B is compact, it is both A-compact and 
(A + B)-compact and we can apply the first part of Theorem 2.1 in both 
directions. 
PROOF OF THEOREM 2.5. Since both A and A + B are closed (Lemma 2.2), 
we see that A + B and (hence) B are A-bounded. Moreover A2 is closed and 
D(A2) becomes a Banach space under the graph norm (Lemma 2.2). By 
Hypothesis B is a compact operator from this space to X. If p E Da , then the 
operator (A + B - h) (A - p) is a Fredholm operator from D(A2) to X. 
From the identity 
(A + B - p) (A - X) - (A + B - h) (A - /L) = (p - /\) B (3.8) 
we see that the same is true of (A + B - p) (A - h). Since A - h is also a 
Fredholm operator we can apply Lemma 3.1 to obtain p E Qa+s . Conversely 
t.~ E Qa+s implies p E Da . Thus Qa = Qa+s and (2.7) holds. Moreover by 
(3.8) we have 
i(A + B - p) + i(A - h) = i(A + B - h) + i(A - p). (3.9) 
Thus (2.8) holds when i(A - h) = i(A + B - h). This completes the proof. 
PROOF OF THEOREM 2.7. All of the hypotheses of Theorem 2.4 are satis- 
fied. Hence (2.8) holds. Since h E p(A) and G,,(A) is connected, there can 
be no points of u,,(A) in CL,,(A) (property (iv)). Thus ceeb(A) = u&A). 
Since p(A + B) # q%, the same reasoning applies to A + B and hence 
oeb(A + B) = o,,(A + B) and the result follows. 
PROOF OF THEOREM 2.8. All of the hypotheses of Theorem 2.5 are ful- 
filled. Thus (2.8) holds and one reasons as above. 
PROOF OF THEOREM 2.9. By assumption, B contains points of p(A). Let h 
be any point in p(A) n a. Then there is an B’ > 0 such that 
II Bx II < ~‘(11 x II + II (A - 4 * II) (3.10) 
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implies that h E P(A + B) ([6, Theorem 2.51). If B is weakly &-compact, 
we see by Theorem 2.5 that DA = QjA+s. Thus Q c QA+s and by properties 
(iii) and (iv), .Q cannot contain any points of a,,(A + B). NOW for l > 0 
sufficiently small, (2.10) implies (3.10) and the proof is complete. 
PROOF OF THEOREM 2.10. By Theorem 2.1 
~0 + 4) = GM = cd4 
for any p. Let Q be any component of G,,(A) and A0 any point of Sz. By 
definition, there is a deleted neighborhood 0 < ] X - A, / < E in which 
X E p(A). Let Ai be any point in this neighborhood. For all p the operator 
A - A, + pB is a Fredholm operator and for p not in some discrete set 5’, , 
cx(A - h, + /LB) = /3(A - h, + /LB) = 0, 
i.e., A, E p(A + pB). Since D C @(A + @), it cannot contain any points of 
a&A + pB). Since Co,,(A) consists of at most a denumerable number of 
components, the proof is complete. 
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