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Abstract 
We present computational experiments for solving the max-cut problem using an eigenvalue 
relaxation. Our motivation is twofold - we are interested both in the quality of the bound, and 
in developing an efficient code to compute it. We describe the theoretical background of the 
method, an implementation of the algorithm, and its practical performance. The experiments 
have been done for various data sets, including random graphs of different densities, clustering 
problems, problems arising from quadratic O-l optimization, and some graphs taken from the 
literature. 
The basic algorithm is used to compute an upper and lower bound on the max-cut. The 
relative gap between these bounds is typically much less than 10%. We also present results 
where the basic algorithm is used in a “branch and bound” setting to find the exact value of the 
max-cut. The largest problems solved to optimality are dense geometric graphs with up to 100 
nodes. 
Keywords: The max-cut problem; Eigenvalues; Subdifferential optimization 
1. Introduction 
The max-cut problem consists of finding a decomposition of vertices of a weighted 
undirected graph into two parts (of not necessarily equal size) such that the sum of the 
weights on the edges between the parts is maximum. We denote by mc(G,w) the 
max-cut of a graph G with weights w. Since the problem is known to be NP-complete, 
it is of interest to investigate methods for finding approximate solutions. 
This paper reports on computational experiments using a continuous and nonlin- 
ear relaxation of the problem. This relaxation leads to an upper bound, denoted 
cp(G, w), on the max-cut. The number cp(G, w) is computed by minimizing a convex 
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function which involves the maximum eigenvalue of the Laplacian matrix of the 
graph with a variation of diagonal entries. This bound has been formulated and 
studied by Delorme and Poljak in [9-111. Our implementation of the algorithm 
relies on two existing software packages which we use as subroutines; (i) the 
eigenvalue routine DNLASO from Scott [42], and (ii) the bundle-trust-region algo- 
rithm of Schramm and Zowe from [41]. As a “by-product” of the upper bound 
computation we also get a lower bound, obtained by rounding a suitable eigenvector 
to a f l-vector. This enables us to provide a tight interval containing the value of the 
max-cut. 
It is interesting to note that the eigenvalue bound can also be applied if some of the 
vertices are preassigned to the two partition classes. This allows us to use the bound in 
a branch and bound framework to find the exact value of the max-cut. The computa- 
tion of the bounds in subproblems can be speeded up by using information from 
previous branching nodes. 
We have tested our algorithm on various data sets, ranging from random graphs to 
a collection of specific graphs taken from the literature. We also consider data arising 
from clustering problems, quadratic O-l-optimization, and certain geometrical 
graphs. 
Our code is written in FORTRAN, and all the reported experiments (with 
exception of those of Section 7) were done at a STARDENT ST3000 (with the 
UNIX operation system) at the Technical University of Graz. The code was also 
implemented at IBM 3081 at the institute of Discrete Mathematics, University of 
Bonn, and on a PC with 80386 processor plus mathematical coprocessor using MS 
DOS. 
The max-cut problem is one, and perhaps the simplest one, of the graph partition 
problems to which the eigenvalue approach has been applied. The first application of 
an eigenvalue bound is due to Donath and Hoffman [12] who formulated a lower 
bound on the bisection problem. Some computational experiments are reported in 
[6]. This bound has been later improved by Boppana [S]. Recently, the approach has 
been applied to the general graph partition problem by Rend1 and Wolkowicz [39]. 
The later authors also studied eigenvalue relaxations for the quadratic assignment 
problem in several papers [21,40]. Finally, let us mention that one of the early 
applications of eigenvalues in the graph partition is due to Fiedler [14] who for- 
mulated a lower bound on the graph connectivity. 
Our paper is organized as follows. Section 2 explains the theoretical background of 
the bound cp(G, w), and summarizes all the theoretical results necessary in the present 
context. Implementation details are contained in Section 3. Here we explain how the 
eigenvalues and the eigenvalue bound are computed with a help of the two above- 
mentioned procedures. We also address the question of generating cuts from eigenvec- 
tors. Section 4 describes the data sets used for the computational experiments. In 
Section 5 we report on our computational experience with the eigenvalue upper 
bound, applied to the test data described in Section 4. The performance of the 
eigenvalue bound in a branch and bound setting is investigated in Section 6. In 
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Section 7 we discuss both theoretical and practical comparisons with a polyhedral 
upper bound studied earlier in [2,3]. 
2. Theoretical background of the eigenvalue bound 
The purpose of this section is to give a brief overview of the theory behind the 
eigenvalue approach to the max-cut problem. We recall the concept of the eigenvalue 
bound cp(G, w), the use of a correcting vector u and its initial setting, and the 
combinatorial properties of the bound. In particular, the operations of contraction 
and switching are crucial for developing the branch and bound algorithm. 
2.1. Weighted graphs 
Let G = (V, E) be a graph with vertex set I/ = { 1,. . . , n} and edge set E. Let 
w: E H ‘93 be a weight function defined on the edges of G. A weighted graph will be 
denoted as a pair (G, w). It is convenient o extend the weight function w by setting 
w(i,j) = 0 for ij$E. It is also convenient o identify an unweighted graph G = (V, E) 
with the weighted graph (G, w) where 
w(i,j) = 
1, ijEE, 
0, ij#E. 
For our computational purposes we assume in addition that w is integer valued. 
2.2. The max-cut problem 
Let (G, w) be a weighted graph, where G is a graph and w a weight function on its 
edges. A cut is a partition (S, ‘v\S) of the vertex set V into parts S and V\S. The weight 
w(S, V\S) of a cut is given by 
w(S, V\S): = 1 w(U). 
ieS,jeV\S 
The cut of maximum weight is called the maximum cut (abbreviated as max-cut), and 
its weight is denoted by mc(G, w), i.e. 
mc(G, w): = max w(S, V\S). 
S&V 
Let us remark that we allow S = 8 of S = I/, i.e. one of the partition classes of (S, V/S) 
may be empty. Such a cut may be maximum e.g. when all the weights w(i,j) are 
negative. 
The max-cut problem is known to be NP-complete, see [28]. 
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2.3. Locally maximum cuts 
A cut (S, V\S) is said to be locally maximum when 
w(S, V\S) > max{w(Sui, V\(Sui)),w(S\i,(V\S)ui)} ViiE V, 
i.e. moving any single vertex i to the opposite class of the partition (S, V\S) does not 
increase the weight of the cut. Clearly, the weight w(S, V \S) of any locally maximum 
cut provides a lower bound on mc(G, w). In practice, a locally maximum cut can be 
found fast and easily by a local search, see [29]. However, the complexity of finding 
a local optimum is an important open problem, see [25]. 
2.4. The Laplacian matrix 
The Laplacian matrix LG, W of a weighted graph (G, w) is an n x n matrix with entries 
lij:= 
i 
wkj), ’ ‘, 
itEYw(i,t), :f:. 
In particular, when G is an unweighted graph, the Laplacian matrix has the form 
Lo = diag(d,, . . . , d,) - Ao, 
when dI, . . . , d, are the degrees of vertices of G, and AG is the adjacency matrix. 
We will use the Laplacian matrix to formulate an upper bound cp(G,w) on the 
max-cut mc(G, w) in Section 2.5. 
Let us remark that the notion of Laplacian matrix is useful in several other 
problems, see [31] for a survey. Several results on the Laplacian matrix applied to 
optimization problems on graphs can be found also in a recent survey article on 
eigenvalues in optimization [33]. 
2.5. The eigenvalue upper bound 
A correcting vector u for a weighted graph (G, w) is any vector u = (ui, . . . , u,) 
satisfying CiUi = 0. (The entries of a correcting vector correspond to the vertices 
1 , . . . , II of the graph.) Let 1,,,(M) denote the largest eigenvalue of a symmetric matrix 
M, and diag(u) the diagonal matrix formed from the vector u. We define 
cp(G, w):= inf : &,,,(Lo,,,, + diag(u)) : u correcting vector , 
where the infimum is taken over all correcting vectors U. The number cp(G, w) provides 
an upper bound on the max-cut mc(G, w) due to the following theorem. 
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Theorem 1. Ifu is a correcting vector for (G, w), then 
mc(G, w) < ! L,,(LG, w + diag(u)). 
This statement has been proved e.g. in [9]. Nonetheless we include a short proof 
because this theorem plays a central role in this paper. 
Proof. We identify a cut (S, V\S) with a vector y where yi = 1 if i E S, and yi = - 1 
otherwise, and note that 
WG V\S) = ; Wi j(Yi - Yj)” = d y’ Ly 
where L = LG,,, denotes the Laplacian. Moreover, with U : = diag(u), we have 
y’Uy = 0. 
Using the Rayleigh-Ritz theorem for Hermitian matrices M, 
&&bf) = max x’Mx, 
IlXll = l 
see e.g. [30] we get 
(3) 
:y’Ly = ay’(L + U)y < max 
IPII =@ 
bx’(L + U)x = fn,,,(L + U). 
Since this is true for any cut and any correcting vector, the theorem is proved. 0 
2.6. Choosing correcting vectors 
Consider the function f defined by 
f(u) : = i L&G,~ + diag(4). (4) 
Theorem 1 can be rephrased as mc(G, w) <f(u) for any correcting vector u. 
An arbitrary choice of u may produce rather bad bounds, exceeding a trivial upper 
bound given by 
C wki) 
w(i,j)>O 
(the total sum of positive weights). The following theorem shows that there always 
exists a good choice for u. 
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Theorem 2 (Delorme and Poljak [9, Corollary 43). Let (G, w) be a weighted graph. Set 
m : = Cijes w(i,j), di : = Cj w(i,j) and 
4m 
ui :=--2di. 
n 
Then 
Observe that in the case of unweighted graphs, m is the number of edges and di is the 
degree of vertex i. In the present context we are of course interested in finding a choice 
for u that minimizesf(u). 
Theorem 3 (Delorme and Poljak [9, Theorem 21). Thefunctionf(u) defined by (4) is 
convex and Lipschitzian. It attains the minimum for a unique correcting vector, unless 
w is identically zero. 
Hence the infimum in (2) can be replaced by the minimum. The unique correcting 
vector that minimizesf(u) is called the optimum correcting vector, and is denoted as 
r&t. 
We point out that the entries of uopt as well as q(G, w) may be irrational, even if w is 
an integer-valued function. This means that the exact minimum cannot be numerically 
computed in general. However the value q(G, w) and uopt can be efficiently computed 
with an arbitrary prescribed precision. 
Theorem 4 (Delorme and Poljak [9, Theorem 81). There is a polynomial-time algo- 
rithm which, for a given weighted graph (G, w) with rational weights w and a rational 
number 6 > 0, outputs a rational correcting vector ii and a rational number 1 such 
that 
cp(G, w) <f(u) < 2 < cp(G, w) + 6. 
Hence, 1 is a &approximation of cp(G, w), and it is simultaneously our upper bound 
on the max-cut problem, since 
mc(G, w) < cp(G, w) < I. 
The number 3 is also an upper bound on the valuef(ii), which may be irrational. 
The polynomial-time algorithm of Theorem 4 has only theoretical importance, 
because it is based on the ellipsoid method. A description of a practical method to 
approximate cp(G, w) is the subject of this paper. Our algorithm uses subdifferential 
optimization instead of the ellipsoid method. 
The following theorem provides information about the subgradients off(u). 
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Theorem 5 (Delorme and Poljak [ll], Donath and Hoffman [ 123). Thefunctionf(u) 
is difirentiable for all correcting vectors u for which Amax(LG,,, + diag(u)) is simple. In 
this case the gradient Vf = (fi,. . .,f.) is given by 
wherex=(xI,..., x,) is the normalized eigenvector corresponding to A,,,. 
One of the authors carried out some preliminary computational experiments on 
a PC based on Theorem 5. The experiments are reported in [l 11. However, a “pure” 
gradient method cannot be used to find good approximations of the minimum off(u). 
The reason is that 
&&G, W + diag(4) 
is not simple whenever mc(G, w) < cp(G, w). Some related questions concerning the 
multiplicity of A,,, are discussed in [lo]. 
2.7. Combinatorial properties of the eigenvalue upper bound 
The upper bound cp(G, w) has several properties which resemble the behavior of the 
actual value mc(G, w). In this section we recall some of them, which are important for 
developing our algorithm. Some additional properties have been described in 
[9-l 1,321. The operations needed in the present context are switching and contrac- 
tion. 
Let S E I/ be a fixed subset of vertices of a weighted graph (G, w). The switching ws 
of w is a weight function defined by 
S 
Wij: = 
- Wij, iES,jEV\S, 
wij* otherwise. 
(7) 
A well-known and easy fact is that the weight wS(T, V\T) of a cut (T, V\T) with 
respect o the new weight function ws is given by 
wS(T, V\T) = w(TdS, V\(TdS)) - w(S, V\S). (8) 
Hence, mc(G, w”) = mc(G, w) - w(S, V\S), which means that the max-cut with respect 
to w and any switching ws are related by the known constant w(S, V\S). 
Theorem 6 (Delorme and Poljak [lo, Theorem 1.51). Let (G, w) be a weighted 
and S E V. Then 
graph 
cp(G, w”) = cp(G, w) - w(S, V\S). (9) 
Moreover, the optimum correcting vectors u and us for (G, w) and (G, w’), respectively, 
are related by 
US = Ui - tW(S, V\S) + 2,.T+tw(i,j), i=l n ,..., 3 
‘.’ 
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where i - j (i 1-J’) denotes that vertices i and j belong to the same (opposite) partition class 
of (S, V \S). The eigenspaces of A,,, are related by 
x; = 
i 
- %7 i E S, 
xi2 i$S. 
(11) 
Let k and 1 be a given pair of vertices of (G, w). We construct a new weighted graph 
(Gk”‘, wk-I) a contraction of (G, w), by identifying k and 1, and summing up the weights 
on the identified pairs of edges. More precisely, we have 
V(G”“‘) = {l,...,n}\l, 
k-1 = w(i, 1) + w(i, k), j = k, 
wij 
wkih otherwise. 
(12) 
Clearly, mc(Gk”‘, wk”‘) < mc(G, w), since every cut of Gk”’ can be extended to G. The 
next theorem says that cp has the same property. 
Theorem 7 (Delorme and Poljak [lo, Theorem 1.81). Let (G, w) be a weighted graph, 
and (Gk”‘, wk”’ ) its contraction for some k, 1 E V. Then 
‘p(Gk”‘, wk”‘) < q(G, w). 
It is useful to produce a “good” correcting vector for (Gk”‘, wk*‘) from a correcting 
vector for (G, w). 
Lemma 8. Let u = uOpt be the optimum correcting vector for (G, w). Let zi E W-’ be 
a vector indexed by V(Gk”‘) and de$ned by 
&: = 
‘ui + Q(G.w)(& -i), i${k,l}, 
uk+4+4q(G,W)(&-z), i=k. 
(13) 
Then 
n-l 
~Lx&Yk-+v k-1 + diag(fi)) 6 cp(G, w). 
The proof of Lemma 8 immediately follows from the Theorems 1.7 and 1.8 from 
[lo] and their proofs. 
The computation of the optimum correcting vector can be simplified when we deal 
with a graph having some symmetries. For simplicity let us restrict for the rest of this 
section to unweighted graphs only. Let us recall that a bijection h: V H V is called an 
automorphism of G if h(i)h( j) E E whenever ij E E. A graph is called vertex transitive if for 
any pair i and j of vertices, there exists an automorphism h such that h(i) = j. The 
following theorem is an immediate consequence of the convexity off stated in Theorem 3. 
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Theorem 9. If G is an unweighted vertex transitive graph, then uopt = 0. 
More generally, the entries Ui and Uj of an optimum correcting vector are equal 
whenever i and j belong to the same orbit of the automorphism group of G. The 
theoretical properties of the eigenvalue bound cp enable its calculation for a great 
variety of graphs, see [9-l 1,321. 
2.8. Applying the bound in a branch and bound framework 
When we manage to find a cut (S, V\S) for which w(S, V\S) = [q(G, w)], we have 
a certificate that this cut is maximum. ([xl denotes the integer part of x.) When the 
lower and the (rounded) upper bound differ, we consider two subcases. 
Given a pair of nodes i and j, let mCi_j(G, w) (mci +j(G, w)) denote the max-cut of 
(G, w) under a constraint that i andj belong to the same partition class (to the opposite 
partition classes), i.e. 
mci-j(G, W) : = max w(S, V\S), 
i,jESGV 
WKi +,j(G, W) : = max w(S, V\S). 
iESGV\j 
Clearly, mc(G, W) = max(mci_j, mci+j}- Since the exact computation of mci-j and 
mci ~j is as difficult as the computation of mc(G, w), we need to find bounds vi-j and 
cpi +j on mci-j and mci +j, respectively, which are not worse than the original bound 
cp = cp(G, w) on me = mc(G, w). 
Such bounds are defined by 
n x’(L + diag(u))x 
cpi-j(G, W) : = min max 4 
x:x,=x, 
(14) 
x’x ’ 
and 
n x’(L + diag(u))x 
vi +,j(G, W) : = min max 4 
x:x,=x, x’x 
(15) 
where the minimum is taken over all correcting vectors u, and L = Lo,,,. Clearly, 
cp(G, W) > qi-j(G, W) and cp(G, W) > (Pi +j(G, w). Following the lines of the proof of 
Theorem 1, we get mci-j(G, W) d cpi-j(G, w), and mci ~j(G, w < Cpi f-j(G, w). 
An important fact for our approach is that both cpi-j and vi M can be expressed by 
means of cp for a modified instance as follows. The value cpi_j(G, w) can be expressed as 
cp of the contraction (G’“‘, wi”j ), and vi +,j(G, w) can be obtained by a combination of 
switching and contraction. First, we switch the weight function at c}, and then we 
contract i andj of the switched instance (G, w{j)). The “effect” of switching is that the 
constraint on i and j to belong to distinct classes is converted into the constraint on 
i and j to belong to the same partition class. The switching operation changes the 
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optimum value by a constant. The exact formulas for these two operations are given in 
the next theorem. 
Theorem 10 (Delorme and Poljak [lo]). We have 
qi_j(G, W) = q(G’“j, w'"') and Cpi 1Lj(G, w) = CJI(G’“‘,(W~‘))‘“‘) + i wjt. 
t=1 
The second operation, the combination of switching a contraction, is called a separ- 
ation, as a counterpart of a contraction. Thus, contraction is used on pairs i and 
j preassigned to the same class, while separation is used on pairs i andj preassigned to 
opposite classes. 
2.9. The quality of the bound 
The worst-case analysis of the behavior of cp(G, w) is not yet available for general 
graphs. In practice, the bound cp(G, w) seems to provide a very good estimate of 
mc(G, w) with an average error of about 5% for graphs having nonnegative edge 
weights w. Substantial computational results are contained in the subsequent sections. 
However there is some evidence, provided by special classes of graphs, indicating 
that the performance of the bound might be good in general. Perhaps the most 
important evidence is the performance of the bound on random regular graphs. Let us 
recall that, for an unweighted graph G,mc(G) is the size of a maximal bipartite 
subgraph of G. The following statement is based on results from [15, 261. 
Theorem 11 (Delorme and Poljak [lo, Corollary 4.43). (i) Let G,, 1,2 be a random 
graph on n uertices where each edge appears with probability l/2 independent of the 
other edges. Then 
cp(% ~2) ~ 1 
mc (Gn,1,2) 
with probability approaching 1 for n + co. 
(ii) Let G,,2a be a random 2d-regular graph on n vertices. Then we have with 
probability approaching 1 for n + 00. 
cp (%2d) 
mc(G,, 2d) 
< cd, 
where cd + 1 for d + CO. In particular cd < 918 for d > 3. 
The so far known worst-case ratio is obtained by the graph Cs (5-cycle), for which 
qo(C,)/mc(C5) x 1.131. (We also note that in a recent article Goemans and Williamson 
[16] show that for graphs with nonnegative dge weights the worst-case ratio is at 
most 1.1383. 
It has been shown that the above ratio 1.131 is preserved for some classes of graphs. 
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Theorem 12 (Delorme and Poljak [9]). Let G be a planar graph with nonnegative edge 
weights w. Then 
cp(G, w) - < 1.131. 
mc(G, w) 
Though cp(G, w) provides usually a tight bound on mc(G,w) the equality 
mc(G, w) = qo(G, w) is quite rare. The graphs satisfying this equality were called exact 
in [32]. One large class of exact graphs is given by bipartite graphs. 
Theorem 13 (Delorme and Poljak [9]). Every bipartite graph with nonnegative edge 
weights is exact. 
The complexity of recognizing exact graphs was studied in [lo]. 
Theorem 14 (Delorme and Poljak [lo, Corollary 2.31). The recognition of exact 
weighted graphs is an NP-complete problem. 
Let us mention that the complexity status of recognizing exact unweighted graphs is 
unknown to the authors. 
3. Implementation details 
In this section we describe how we approximate cp(G, w), or to put it differently, how 
we tackle the problem 
min{f(u) : u correcting vector} (16) 
where f is defined in (4). First we recall that f is convex and differentiable almost 
everywhere. Therefore it is natural to apply an iterative strategy to solve (16). Each 
function evaluation off amounts to the calculation of the largest eigenvalue of 
a symmetric matrix. Since we have to be prepared to carry out many function 
evaluations, this step has to be implemented efficiently. 
3.1. Calculating the largest eigenvalue 
There exist several publicly available software packages that are designed specifi- 
cally to find the extreme igenvalues of symmetric matrices, see [7,42]. In our context, 
the following issues become relevant. 
The largest eigenvalue may not be well separated from the remaining eigenvalues. 
This may occur in particular, as the approximation to uopt becomes fairly accurate. 
(Note that the eigenspace of A,,, corresponding to uopt is larger than one, unless the 
graph is exact, see [lo].) 
The possible sparsity of the graph should be reflected in the eigenvalue computation. 
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l Since we assume the weight function to be integer valued, the largest eigenvalue is 
needed only up to a certain predefined precision. 
We use the eigenvalue routine DNLASO from Scott [42]. It allows us to efficiently 
handle all the issues mentioned above. This routine finds the largest eigenvalues using 
a “block Lanczos” technique, see [18]. It is iterative and allows the user to specify 
several parameters controlling the computation. The essential parameters are the 
following: 
NFZG number of significant digits of accuracy for the largest eigenvalue, 
NBLOCK maximum block size allowed for the Lanczos routine, 
NZTER maximum number of iterations allowed. 
We have set NFZG = 6 in all our computations, unless otherwise stated. Initially we 
set the block size NBLOCK = 2 and NITER = 2n/3. Whenever the routine fails to 
find &,,, with the prescribed accuracy for the given blocksize and number of iter- 
ations, we increase the blocksize by one. The matrix is passed to DNLASO only 
indirectly through a routine that evaluates the product “matrix times vector”, there- 
fore we can take full advantage of the possible sparsity of the problem. The program 
also needs a starting vector for the eigenvector. Initially this starting vector is 
generated at random by the subroutine DNLASO. In later steps, we always pass on 
the eigenvectors from previous iterations to the subsequent i erations. 
3.2. Minimizing the upper bound function 
To carry out the actual minimization off we use the gradient information from 
Theorem 5. We have to take into account however, that (6) provides only an element 
of the subdifferential off; if ;1,,, is not simple. We use an implementation of the 
“bundle-trust-region” concept to make efficient use of the subgradient information, 
see [41]. This subroutine BT requires the user to specify certain parameters. 
RESET maximum bundle size, 
EPS tolerance for the norm of a subgradient, 
MAXZT maximum number of iterations allowed, 
MAXCOM maximum number of function evaluations allowed. 
We have set the maximum bundle size RESET = 10. We stop the minimization 
process whenever the program finds a subgradient of norm at most EPS = 0.1 or after 
MAXZT = 30 iterations, or after MAXCOM = 40 function evaluations. (The BT 
routine may perform more than one function evaluation within one iteration. In our 
experiments the number of function evaluations always was only slightly higher than 
the number of iterations.) Finally we start the BT iterations with the correcting vector 
from Theorem 2, see (5). 
3.3. Finding cuts from eigenvectors 
The eigenvalue bound (4) can be viewed as a relaxation of the max-cut problem, 
where the set Y : = {y: y E { - 1, 1)“) re p resenting all the cuts is extended to the 
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hypersphere S : = {x: x’x = n}. Maximizing over this later set yields the eigenvalue 
upper bound. As a byproduct we obtain a vector x E S for which the maximum is 
attained. In general this vector x will not have components equal to + 1 or - 1. We 
can however try to find some y E Y closest o x and hope that the corresponding cut is 
of reasonable quality. This amounts to the following problem: 
cut(x) := argmin{llx -yll: yE Y}. 
Setting 
(17) 
yi:= 4 
i 
Xi 3 02 
-1, Xi<0 
can easily be shown to be an optimal solution to this problem. 
After having an approximate solution to (16), the largest eigenvalues in general ie in 
an interval of very small size. We have therefore set up a postprocessing routine to 
generate good quality cuts based on the following ideas. 
Let x1 and x2 denote the (normalized) eigenvectors corresponding to the two largest 
eigenvalues, respectively. As pointed out before, these eigenvalues differ only by 
a small amount at an approximate optimum correcting vector. Therefore it is clear 
that for any linear combination z of xi and x2 the eigenvalue bound is “nearly” 
attained. Since z must have norm & we can set 
z = z(4) = cos(4)xi + sin(4)x2 
where I#J E [0,x]. We may now use any z(4) in (17) to generate the corresponding 
closest cut (18) as a lower bound on the max-cut. Formally this leads to 
max 
i 
icut(z(+))’ L cut(z(4)) : f$ E [0, rr]}. 
From (18) it is clear that cut(z(4r)) and cut(z(4,)) differ only if the sign pattern of the 
corresponding vectors z(@r) and ~(4~) differ. There are at most n different values of 
C#J where a sign change can take place and it is straightforward to calculate the value & 
where the ith coordinate changes its sign. Therefore problem (19) can be solved 
by considering at most n different vectors z(4i) in (18) and keeping the best cut 
found. 
The generalization of this approach to linear combinations of more than two 
vectors cannot be handled as easily. In our computational experiments we used the 
following heuristic approach to generate cuts: 
l After having approximated uopt we make a final call to DNLASO calculating the 
three largest eigenvalues with corresponding normalized and pairwise orthogonal 
eigenvectors. 
l We consider each pair of eigenvectors in (19) to find the corresponding best cut. 
l We apply a local improvement routine on each of the three cuts obtained in the 
previous step to make them locally maximum. 
l We output the best cut found this way. 
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The computational effort to carry out these steps amounts to the following. We 
look at 3n different cuts and apply the local improvement routine 3 times. Our 
computational experiments to be described in subsequent sections indicate that this 
heuristic usually finds very good quality cuts with little computational effort. 
4. Test problems 
In order to study the behavior of the eigenvalue bound in practice, we use the 
following sets of test data. 
Data set A: Random graphs. As a first set of data we generate random graphs on 
nonnegative integer edge weights. We have, somewhat arbitrarily, limited ourselves to 
graphs G = (V,E) with 
n < 500 and IEl < 13000. 
The graphs are generated by specifying n and a probability p. An edge is introduced 
between any pair of vertices with probability p, independent of the other edges. Table 
1 shows the combinations (p, n) that we considered. For each combination (p, n) in 
Table 1 indicated by an asterisk, we generated one unweighted graph and one graph 
with edge weights uniformly drawn from { 1, . . . , lo}. 
Data set B: Quadratic zero-one minimization. Minimizing 
X’QX + c’x over x E (0, l>“-1 
can be formulated as a max-cut problem on a graph on n vertices. One can assume 
Q to be strictly upper triangular and c E !R”- ‘, see [3,34]. We follow the experiments 
described in [3,34] to generate random instances. Depending on the relative magni- 
tude of the entries in Q versus those of c the difficulty of the problem greatly varies. 
Similar to [3] we choose qij and ci uniformly from some set { - qmax, . . . , qmax> of 
integers. In order to keep the numbers within reasonable size, we have set qmax = 100. 
We consider the combinations (p,n) for the size and density from Table 1 with 
n < 150. The linear term is always assumed to be dense. 
Data set C: Complete geometric graphs. As a third experiment we look at graphs 
where the edge costs have some distance structure. These graphs are generated as 
follows. We select a rectangle of specified size and generate n points uniformly distrib- 
uted in this rectangle. We take the complete graph K, underlying these points with edge 
weights given by the pairwise Euclidean distances rounded up to the nearest integer. 
The max-cut problem on this kind of graph amounts to separating V into two cliques of 
minimum total weight. Therefore this experiment has the flavor of a clustering problem. 
For given n we consider ectangles as described in Table 2. We have chosen the sizes 
of the rectangles o that the ratio 
area 
n 
is roughly f, $ and $, respectively. 
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Table 1 
Random graphs of given size and density 
n 
P 50 100 150 200 300 400 500 
0.1 * * * * * * * 
0.25 * * * * * 
0.5 * * * * 
0.75 * * * 
1.0 * * * 
Table 2 
Complete graphs on n points in the given 
rectangles 
n 
50 10x10 20x 10 40x 10 
100 14x 14 28 x 14 56 x 14 
150 17 x 17 34x 17 68 x 17 
Table 3 
Thin geometric graphs 
0.5 2 
15 0.6 
0.7 
z/i 
0.4 
20 0.5 P 
0.6 $ 
0.3 
0.4 
k 
25 0.5 
0.6 
Data set D: Thin geometric graphs. As a fourth group of graphs we take the integer 
lattice { 1, . . . , x,,,} x { 1, . . . , JJ,,,,~> and select each gridpoint with a certain probability 
p as a vertex of a graph. We introduce an edge of weight one between two points, 
whenever their Euclidean distance is at most a certain threshold a,,,. Table 3 shows 
the values for the parameters that we have used to generate the test problems. We 
have always set x,,, = y,,,. 
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Table 4 
Traveling salesman instances from the literature 
Graph Source n IEI 
t42 
t48 
hk48 
t57 
t70 
t96 
k124 
k125 
k126 
k127 
k128 
t120 
[8] 42 
[20] 48 
[22] 48 
[27] 57 
[13] 70 
[20] 96 
[13] 100 
Cl31 100 
Cl31 100 
Cl31 100 
[13] 100 
Cl91 120 
861 
1128 
1128 
1596 
2415 
4560 
4950 
4950 
4950 
4950 
4950 
7140 
Data set E: Graphs from the literature. Finally we apply our bound also to graphs 
from the literature that served as test instances for other combinatorial optimization 
problems, notably the Traveling Salesman Problem. In Table 4 we identify the 
instances that we consider, along with their source and some information on the 
graph. All these graphs are complete and the (nonnegative integer) edge weights have 
some underlying distance structure somewhat similar to the problems of set C. 
5. Computational experiences with the eigenvalue bound 
In the following tables we will display the following information: 
Columns or rows labeled cp represent our approximation of the upper bound, 
obtained as described in Sections 3.1 and 3.2, i.e. using DNLASO for the eigenvalue 
computation and BT to carry out the actual minimization. Whenever the data are 
integer valued, cp is rounded down to the nearest integer. We also use the eigenvector 
information to find good cuts, see Section 3.3. The best cut found by our heuristic is 
indicated by rows or columns labeled cut. The relative gap in percentage is calculated 
as 
q - cut 
-x 100. 
cut 
Before we present results on the test data described in the previous section, we 
briefly study the effect of the cost coefficient range on the quality of the bound. In our 
numerous experiments we found that the range of the edge costs has only little 
influence on the performance of the bound. To provide some numerical evidence for 
this claim we generated graphs on 100 vertices with 40% density. For 10 graphs with 
edge costs drawn uniformly from { 1, . . . , lOOO} and 10 unweighted graphs, the eigen- 
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Table 5 
The relative gap of the bound in percentage depending 
on the cost range. Averages are taken over 10 graphs on 
100 vertices with a density of 40%. 
Cost range Maximum Average Minimum 
wn.. = 1 4.1 3.4 2.5 
wnl., = 1000 4.4 3.6 3.1 
Table 6 
Random unweightd graphs of various sizes and densities. For each graph the number of edges, the 
upper bound, a cut generated from eigenvectors and the relative gap is given 
P n SO 100 150 200 300 400 500 
IEI 130 
0.1 cp 107 
cut 102 
gap 4.9 
IEI 301 
0.25 cp 213 
cut 203 
gap 4.9 
IEI 612 
0.5 cp 383 
cut 379 
gap 1.0 
IEI 905 
0.75 cp 523 
cut 517 
gap 1.2 
490 
371 
357 
3.9 
1231 
807 
771 
4.7 
2493 
1475 
1446 
2.0 
3712 
2058 
2026 
1.6 
1076 
774 
730 
6.0 
2868 
1794 
1742 
3.0 
5524 
3188 
3112 
2.4 
8350 
4556 
4483 
1.6 
2051 
1410 
1337 
5.4 
4976 
3050 
2940 
3.7 
9971 
5645 
5534 
2.0 
4411 7961 12381 
2911 5089 7156 
2775 4836 7423 
4.9 5.2 4.5 
11108 
6599 
6381 
3.4 
value bound was calculated under an identical parameter setting. The results are 
summarized in Table 5 and do not indicate a significant dependence of our bound on 
the range of cost coefficients. 
Results for set A. We first present in full detail our computational results for the 
unweighted graphs from set A. From Table 6 we conclude that our approach works 
very well on randomly generated unweighted graphs. We point out that we have done 
many more experiments imilar to those described with no significantly different 
results. The results for the weighted random graphs are similar to the unweighted case 
and we only provide the relative gap in Table 7. 
Our results on random unstructured graphs suggest hat the eigenvalue bound 
performs particularly well as the graphs get dense. On the other hand there is no 
evidence that the relative gap significantly increases, as n gets larger. It is also 
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Table 7 
The relative gap in percentage for random weighted graphs 
n 
P 50 100 150 200 300 400 500 
0.1 5.6 5.1 5.9 6.2 5.7 4.9 5.1 
0.25 3.3 4.7 4.3 4.2 4.1 
0.5 3.7 2.2 2.9 2.1 
0.75 3.1 1.6 2.1 
1.0 1.5 1.7 1.7 
Table 8 
Unconstrained quadratic zero-one minimization 
as a max-cut problem 
P n 50 100 150 
IEI 
0.1 cp 
cut 
gap 
IEI 
0.25 fj? 
cut 
gap 
IEI 
0.5 cp 
cut 
gap 
WI 
0.75 cp 
cut 
gap 
IEI 
1.0 cp 
cut 
gap 
171 562 
6073 11830 
5920 11056 
2.6 7.0 
313 1335 
6458 23 007 
6166 21552 
4.1 6.8 
622 2501 
7457 30372 
6966 28 120 
7.0 8.0 
942 3673 
13062 28 832 
12344 26 186 
5.8 10.1 
1224 4925 
16072 42 264 
15628 39 146 
2.8 7.9 
1234 
21835 
20 260 
7.8 
2872 
32431 
29 260 
10.8 
5604 
49 236 
45 756 
7.6 
8300 
57 908 
51238 
13.0 
11116 
60541 
52856 
14.5 
interesting to see that our heuristic generates very good cuts, since that gap is never 
more than 6%. We also note that the computational effort to get these cuts is neglible 
as compared to the eigenvalue computation. 
Results for set B. The second experiment deals with quadratic O-l minimization. 
We use the transformation from [3] that maps unconstrained quadratic O-l minimiz- 
ation problems in II - 1 binary variables to a max-cut problem in graphs on II vertices. 
We provide the corresponding max-cut results in Table 8. The resulting relative gaps 
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Table 9 
Complete geometric graphs on n points in the given 
rectangles 
n 
50 
100 
150 
Rectangle cp 
(lOSO) 4433 
(2OSO) 7531 
(40910) 7484 
(14314) 24 230 
(28314) 38 364 
(56314) 70625 
(17,17) 67304 
(34217) 108001 
(68,17) 199 526 
cut Gap (%) 
4341 2.119 
7525 0.080 
7482 0.027 
23711 2.189 
38 327 0.097 
70 565 0.085 
65831 2.238 
107 930 0.066 
199 501 0.013 
are not as good as in the first experiment. One possible explanation for this could be 
the presence of negative edge weights in these examples. We also point out that the 
“diagonal dominance” as discussed in [3] gets close to 0 as either n or p increases, so 
this effect becomes irrelevant on the larger problems. 
Results fir set C. Complete geometric graphs, where edge weights correspond to 
Euclidean distances of points, lead to max-cut problems that are somewhat easier to 
solve than general problems, because the underlying geometric point distribution 
provides some hints on how to choose good cuts. Basically, the max-cut problem asks 
to separate the points into two groups, so that the induced complete subgraphs have 
minimum total weight. If the points are uniformly distributed then this amounts to 
“separating” the points geometrically. From Table 9 we conclude that the eigenvalue 
bound is particularly efficient on this kind of graphs. The results also support the 
intuitive idea that the problem should become easier as the shape of the rectangle is 
stretched in one direction. 
Results for set D. The graphs in set D are sparse unweighted graphs where each 
vertex has by construction bounded degree. Even though these graphs are very “thin”, 
they are in general highly nonplanar. In Table 10 we summarize the computational 
results. We also provide the number of vertices and edges, since these are determined 
only indirectly by the probability p to accept lattice points, and the distance threshold 
6,,, to introduce an edge, see Table 3. The performance of the eigenvalue bound does 
not differ significantly from the sparse random unstructured graphs considered in set 
A, see Table 6 for p = 0.1. 
Results for set E. We now summarize the computational results for set E, the TSP 
instances from the literature (Table 11). Similar to the complete geometric graphs of 
group C, the eigenvalue bound performs extremely well. Due to the large numbers we 
have set the accuracy in DNLASO to 7 or 8, depending on the magnitude of the 
solutions found, to avoid errors from rounding. Most of the problems can be 
considered as being solved, since bound and best cut found often agree on 5 or 
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Table 10 
Thin geometric graphs on an underlying integer lattice 
&lax P n IEl cp cut gap 
W) 
0.5 124 353 262 252 4.0 
15 0.6 135 433 316 302 4.6 
0.7 159 401 310 299 4.3 
0.4 165 621 428 408 4.9 
20 0.5 193 530 398 380 4.7 
0.6 240 517 409 390 4.9 
0.3 178 715 487 465 4.7 
0.4 252 908 644 606 6.3 
25 0.5 311 894 677 637 6.3 
0.6 386 879 713 670 6.4 
Table 11 
Graphs from the literature 
Graph t42 t4s hk48 t57 t70 t96 
n 42 48 48 57 70 96 
cp 42 640 321816 771722 1090198 80 994 11676 677 
cut 42 638 320 277 771712 1089 463 79 303 11659 643 
gap WI 0.005 0.48 1 0.001 0.067 2.132 0.146 
Graph k124 k125 k126 k127 k128 t120 
n 100 100 100 100 100 120 
cp 5 897 369 5 763 055 5 890 761 5464081 5 987 127 2 157595 
CUt 5 897 368 5 763 020 5 890 745 5 463 250 5986587 2 155 847 
gap WI 0.001 0.001 0.001 0.015 0.009 0.081 
6 significant digits. We have rigorously solved these problems, see the subsequent 
section, and it turns out that the solutions found are indeed all optimal. 
Summarizing the computational results of this section we offer the following 
observations. 
Observation 1. The eigenvalue bound can be computed efficiently in practice. 
A rough estimate of the computational effort to get our bounds is obtained as 
follows. A single eigenvalue computation to get A,,,,, is done iteratively, where each 
iteration essentially is dominated by a “matrix times vector” multiplication done in 
blocks of size at most NBLOCK. We limited the number of iterations of 2n/3, and this 
limit was hardly ever reached. Therefore one eigenvalue computation can be bounded 
roughly by 
(243) 2 1~1. 
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Table 12 
Computation times in seconds on a PC. The times 
comprise 20 iterations plus lower bound computa- 
tion. The parameters refer to the weighted case of 
data set A. 
n 50 100 150 200 
P 1.0 0.4 0.15 0.1 
IJA 1225 1937 1625 1980 
CPU-sec. 90 150 220 250 
To carry out the actual minimization we have to count essentially how often we 
compute eigenvalues. In our setup this number was limited by MAXCOM = 40. So 
the overall estimate for the upper bound computation amounts to roughly 
(4n/3)40 lE1 = O(nlE1) 
double precision arithmetic operations. The computation of the lower bound was 
analyzed already in Section 3.3. We recall that our implementation requires no more 
than 3n cut computations plus three calls to the local improvement routine, for which 
no theoretical estimate is available. In practice the lower bound computation always 
took only a small fraction of the total computation time. 
To be specific we provide some idea on actual computation times in Table 12. The 
computation times provided are CPU seconds on a personal computer (MS DOS 
machine with an 80386 processor plus mathematical coprocessor, running 
33 Mhz), and comprise 20 BT-iterations plus the lower bound computation. 
with 
Observation 2. The eigenvalue bound is efficient. 
From our experiments we get the following empirical evaluation of the bound. On 
graphs with nonnegative dge weights the relative gap is never worse than 7%, with 
no significant dependence on structural properties of the graphs in question. We recall 
that the worst ratio known to the authors amounts to 13% for the 5-cycle. 
For graphs having also negative edges our results show that the gap may be larger. 
In our experiments it was never larger than about 15%. However, this does not mean 
that the bound becomes worse for graphs with possibly negative dges. The increase of 
the gap is due to the fact that the ratio cp/mc is not a good measure in this case, since 
mc may become zero, or arbitrarily close to it. 
A recent computational study devoted to the eigenvalue bound can be found in 
[37] and shows that even rather large graphs (with several thousand nodes) are 
manageable within reasonable computation times. Of course here one cannot expect 
optimality proofs for these large graphs, but the typical gap resulting after a limited 
number of eigenvalue calculations does not differ significantly from the results 
presented here. 
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6. The eigenvalue bound in a branch and bound setting 
We have implemented the following simple depth first branching strategy to 
enumerate all the cuts (S, V\S) of a graph G. Without loss of generality we assume 
n E S. Consider a complete binary rooted tree of height n. We number the levels from 
the leaves to the root consecutively from 1 to n, and associate with level j the vertex 
j from G. Edges joining level j and j + 1 obtain a label lj: = + 1 or lj: = - 1, 
depending on whether the node on level j + 1 is to the “left” or to the “right” of the 
node from level j. Then the sequence I,_ i, . . . , Z1 of labels on a path from the root to 
some leaf determines a cut (S, V\S) by setting 
S:= nu{j 1 lj = 11. 
Clearly the 2” different paths from the root to the leaves are in one-to-one correspond- 
ence with all 2” cuts (S, V\S), where n E S. Initial sections {1,_ 1, . . . , lj) of these paths 
represent cuts (S, V\S) where 
S1:={i:li= +l,i>j}GS, 
and 
Sz:={i:li= -l,i&j}Gv\S. 
In Sections 2.7 and 2.8 we have outlined the theoretical tools necessary to get 
bounds on the max-cut restricted to cuts (S, V\S), where for given S1 and SZ it is 
required that 
S1 CS and S,Z V\S. 
We recall that this is achieved essentially by applying first a “switching” to SZ and then 
a contraction on S1uSZ. We also recall that similar operations can be applied to 
correcting vectors so that optimum correcting vectors can be used to get good starting 
vectors for the subproblems. 
Starting at the root and traversing the binary tree from “left” to “right” therefore 
amounts to a depth first search branching process. This branching process is perhaps 
the easiest o implement. Given the subroutines for the bounds as described in the 
previous sections, it took us only 2 days of additional coding to set up a branch and 
bound routine implementing the depth first branching process described above. We 
realize that even though this strategy is easy to implement, one cannot expect a high 
quality performance, since no information from the actual data of the problem is used 
to guide the branching process. We consider the subsequent experiments therefore 
only as a very first step towards solving max-cut problems using the eigenvalue 
bound. (The computation times to obtain these bounds vary with the number of nodes 
visited in the branching tree, and range from less than a minute to half an hour on 
a personal computer.) 
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Table 13 
Optimal solutions to several max-cut problems 
Set n IEI Max-cut Nodes visited 
Al 50 612 
Al 50 905 
A2 50 297 
A2 50 1225 
B 50 171 
B 50 1224 
C 50 1225 
C 50 1225 
C 50 1225 
E t42 861 
E t48 1128 
E hk48 1128 
E t57 1596 
E t70 2415 
E t96 4560 
E k124 4950 
E k125 4950 
E k126 4950 
379 71 
517 385 
1016 689 
3130 621 
5920 149 
15628 91 
4341 327 
7525 25 
7482 13 
42638 9 
320 277 37 
771712 3 
1089 463 49 
79 303 295 
11965 643 189 
5 897 368 3 
5 763 020 5 
5 890 745 3 
In order to use at least partial information from the graph we preprocessed the 
problems as follows. After having generated an initial upper and lower bound we 
consider the eigenvector that has lead to the best cut and we rename the vertices of the 
graph according to increasing sizes of the eigenvector components. The rational 
behind this strategy lies in the expectation that separating vertices that are grouped in 
one partition by the sign pattern of the eigenvector should permit efficient pruning of 
the branching tree. 
In Table 13 we summarize our results with the preliminary version of the program. 
We were not willing to spend too much computation time on a program where we 
plan further refinements, o we considered only some of the problems from Section 4, 
where n < 100 and where the initial gap was less than 4%. For each problem we 
indicate from which data set it was taken, and give some characteristics of the 
problem. Further we provide the max-cut value and the number of subproblems 
visited in the branching tree. The unweighted graphs from set A are indicated by Al, 
while the weighted ones are indicated by A2. The TSP data instances are indicated by 
their name from the corresponding tables. It turns out that we are able to solve 
max-cut problems to optimality, that seemed intractable by other methods. We 
emphasize however, that the present approach has still a considerable potential for 
further improvements. Additional investigations in this direction are currently carried 
out. 
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7. Comparison with the metric relaxation 
This section is devoted to a brief comparison of the eigenvalue upper bound, 
considered in this paper, with another upper bound studied earlier - the polyhedral 
upper bound, derived by optimizing over the so-called metric polytope. This bound is 
obtained by solving a linear program resulting from a (partial) polyhedral description 
of the max-cut problem. We recall the formulation of the metric relaxation below. 
Mutual relations between the eigenvalue and polyhedral approach to the max-cut 
problem have been studied in [35]. 
Computational experiments with a polyhedral bound based on cycle inequalities 
have been reported in [2,3]. The former paper describes an implementation of the 
algorithm for computing the polyhedral bound, and reports on experiments with the 
max-cut problem for toroidal grids with f l-edge weights. The latter paper deals 
with the max-cut problems arising from quadratic O-l optimization problems for 
matrices with diagonal dominance. 
Unfortunately, we could not compare our code with the code from [2,3]. Instead, 
we use an equivalent formulation of the polyhedral bound which admits computation 
by a standard LP code. However, this in turn limits the size of instances for which we 
can evaluate the polyhedral bound. 
7.1. Polyhedral bound obtained from the metric relaxation 
Let (G, w) be a weighted graph. The polyhedral upper bound a(G, w) is defined as the 
optimum value of the following linear program: 
maxw’x s.t.x x,- c x,<IFI--1 and O<x<l 
eEF ,ZEC\F 
(20) 
where x = (x,: e E E) is a vector of variables corresponding to the edges of G, and there 
is a constraint for every pair C, F where C is a chordless cycle and F c C is of odd 
cardinal&y. 
It is not difficult to check that, for every subset S E I/, the vector xs defined by 
xs = 1 for e in the cut (S, V\S) and xf = 0 otherwise, is a feasible solution of the above 
linear program. Hence a(G, w) > mc(G, w). Conversely, any integer feasible solution of 
(20) is of the form xs for some S. 
The linear program (20) has relatively few variables but a huge number of con- 
straints. In [2, 33, the problems were solved by a cutting plane algorithm, where the 
new violated inequalities were generated by a combinatorial subroutine. Using this 
method, problems of up to 5000 variables (i.e. edges) were reported to be solved. We 
point out that one could use many more valid inequalities for the max-cut problem, to 
formulate stronger relaxations. In practice, most of the linear relaxations available 
build on the metric polytope, so it is plausible to compare the eigenvalue bound with 
this relaxation. 
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Table 14 
Comparing the polyhedral bound D and the eigen- 
value bound cp on random unweighted graphs 
with density p = 0.6 
No. u cp cut Max-cut 
1 44 44 44 44 
n=15 2 40 41 40 40 
p = 0.6 3 41 42 41 41 
4 44 44 44 44 
5 42 42 41 41 
1 18 76 75 15 
n=20 2 70 71 69 69 
p = 0.6 3 16 16 12 15 
4 II 16 73 14 
5 76 15 13 13 
1 120 114 112 112 
n=25 2 123 117 114 115 
p = 0.6 3 120 116 113 114 
4 118 115 112 112 
5 122 118 118 118 
7.2. Experimental comparison 
In order to compute the polyhedral bound by a standard LP code, we used an 
equivalent formulation (21) instead of (20). (The equivalence has been pointed out in 
[l], see also [35].) 
IllaX W’X S.t. Xij + Xik + Xjk < 2 and Xij - Xik - Xjk < 0 
for every triple i, j, k. (21) 
Hence the linear program consists of (‘J variables and 4(n3) constraints. We solved 
these linear programs by the OSL code on IBM 3081. The advantage of the compact 
formulation (21) consists in decreasing the number of constraints, but the number of 
variables is increased. The solution of one instance with n = 25 required about 
30-40 min. 
Table 14 summarizes our computational experiments with graphs on n = 15, 20 
and 25 nodes with edge density 60%. Each group of tests consists of 5 instances where 
the first column tells the initiation of the random number generator. The polyhedral 
bound o(G) and eigenvalue bound q(G) are given in the second and third column, 
respectively. (We use me(G), q(G) and o(G) instead of mc(G, w), rp(G, w) and a(G, w), 
respectively, when G is an unweighted graph.) The last column contains the actual 
value of MC(G), which was computed by our branch and bound code. The column 
labeled cut tells the size of our initial cut obtained from the eigenvectors correspond- 
ing to cp(G) by local optimization as described in Section 3.3. 
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Table 15 
Comparing the polyhedral bound r~ and the eigenvalue 
bound cp on random unweighted graphs with 25 nodes 
No. o cp cut Max-cut 
1 59 61 59 59 
n=25 2 62 63 62 62 
p=o.5 3 64 65 62 64 
4 63 64 61 62 
5 70 71 70 70 
1 153 138 135 135 
n=25 2 153 138 135 135 
p = 0.75 3 153 139 137 137 
4 148 135 131 133 
5 152 137 136 136 
Observe that the polyhedral and eigenvalue bound give comparable results for 
n = 15 and 20, but for n = 25 the eigenvalue bound is better. We have set the density 
to 60% in order to illustrate this trend for graphs with small number of nodes, because 
we were restricted by the size of linear programs. Table 15 also shows how a variation 
of the density effects the quality of the bounds. When the edge density is decreased, the 
polyhedral bound is slightly better. On the other hand, increasing the density makes 
the polyhedral bound poor. 
7.3. Theoretical comparison 
The comparison of the asymptotic performance of the bounds for random graphs is 
in favor of the eigenvalue bound. The asymptotic results for the eigenvalue bound 
were mentioned in Section 2.9. Let us consider the polyhedral bound. Clearly, we have 
a(G) 2 31El for any graph G = (V, E), since x = 3 is a feasible solution of (20). 
Combining it with a known fact that mc(G)/IEl + f for random graphs with n + 00, 
we get o(G)/mc(G) > 4 - o(1). This shows that the expected relative error on large 
random graphs is at least 30%. One might expect hat the polyhedral bound would do 
better for very sparse graphs. In contrary, it has been shown in [35] that 
o(G)/mc(G) + 2 for a class of sparse graphs. These results contrast with the asymptotic 
performance q(G)/mc(G) -+ 1 of the eigenvalue bound on random graphs. 
An important result is that the polyhedral bound provides the actual value for 
planar graphs with nonnegative weights. 
Theorem 15 (Barahona and Mahjoub [4]). Let (G, w) be a weighted planar graph and 
w 2 0. Then mc(G, w) = o(G, w). 
This theorem indicates that the polyhedral bound is good for graphs with almost 
planar structure. Finally, let us mention a result stating that the eigenvalue bound is 
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never worse than a small multiple of the polyhedral bound for any graph with 
nonnegative weights. 
Theorem 16 (Poljak [35]). Let (G, w) be a weighted graph and w > 0. Then cp(G, w) < 
l.l31a(G, w). 
The converse statement cannot hold with any constant c < 2. 
8. Summary and discussion 
We have presented computational results with an eigenvalue based upper bound on 
the max-cut problem. The bound is derived from a nonlinear relaxation of the 
max-cut problem. To conclude we summarize and discuss the following issues. 
Eficiency of the eigenvalue bound. We have shown by both theoretical consider- 
ations and computational experiments that the proposed eigenvalue bound consis- 
tently yields a reasonably small interval containing the weight of the maximum cut. 
The relative gap between our lower and upper bounds on graphs with nonnegative 
edge weights ranged from 0.001% to 7% on the data sets considered. Our results do 
not suggest a significant dependence of the gap on structural properties of the graph. 
This indicates a certain robustness of the eigenvalue bound. 
In the presence of negative edge weights the relative gap was never larger than 15%. 
We also showed that the computational effort as well as the space requirements to 
compute the bound are reasonably moderate. Perhaps more convincing than long 
tables of computation times is the fact that we are able to tackle problems with 
IV1 < 200 and IEl 6 2000 on a PC with computation times in the range of only a few 
minutes. 
Finally the bound also performs well in a branch and bound setting. We were able 
to solve problems to optimality by our naive branch and bound implementation, that 
seem intractable by other approaches. 
Comparison with other approaches. We are aware of at least two other approaches to 
tackle max-cut problems. We already mentioned the polyhedral approach, which 
corresponds to a linear relaxation of the problem. In the previous section we provided 
some limited comparisons with the eigenvalue bound. These results indicate that the 
eigenvalue bound is superior to the polyhedral bound, unless the graph is almost 
planar. We have to point out however, that substantial computational results with the 
polyhedral bound applied to broad classes of problems, matching our experiments of 
Section 5, are currently not available. Therefore further research is necessary to obtain 
a conclusive comparison of the two methods. 
Pardalos and Rogers [34] tackle quadratic O-l optimization problems directly as 
nonlinear problems. They provide computational results that do not differ signifi- 
cantly from the results with the polyhedral bounds described in [3]. They also 
describe test data that are particularly hard for their method. These instances have an 
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exponential number of discrete local minima. Applying the eigenvalue bound these 
problems turn out to be particularly easy in the sense that the upper bound rounded 
down was always equal to the lower bound found by our method, so the problem is 
solved to optimality without any branching. 
In summary the eigenvalue bound has to be considered as a new powerful tool to 
solve max-cut problems. Compared to existing approaches, our bound turns out to be 
extremely efficient, and often provides better results in much less time than existing 
approaches. 
Limitations. The experiments described in the present paper are far from the limits 
of the eigenvalue bound. We note however, that the computational effort to compute 
the eigenvalue bound grows essentially like 
O(lU Im 
Therefore we expect the polyhedral approach to be more efficient on extremely sparse 
graphs, since the computational effort for the LP-relaxation is independent of 1 VI, but 
depends heavily on [El. We also emphasize that our results are heavily dependent on 
rather involved techniques from numerical matrix analysis to compute extreme 
eigenvalues of symmetric matrices, and on methods from nonsmooth optimization 
dealing efficiently with minimizingf(u). New progress in either of these two areas 
might well provide a further improvement to compute the eigenvalue bound. 
Future research. The following issues deserve further research attention. In the 
present paper we have somewhat neglected the investigation of problems with nega- 
tive edge weights. We consider it a challenging research project to study theoretical as 
well as computational aspects of the eigenvalue max-cut bound in the presence of 
negative edge weights. Finally, much more effort has to be put in the design of branch 
and bound algorithms using the eigenvalue approach. More sophisticated branching 
strategies, see e.g. [24], could significantly reduce the number of nodes visited in the 
branching tree. One possibility to be further explored consists in using the available 
eigenvector information in a clever way to generate the subproblems. Further experi- 
ments are necessary to get a machinery for the eigenvalue bound, comparable to the 
wide range of results available for the polyhedral approach. 
Finally the present paper has demonstrated that a nonlinear approach to combina- 
torial optimization problems can be competitive with the by now classical polyhedral 
approach, which relies on linear programming. We also point out that very recently it 
has been shown that the eigenvalue relaxation can be interpreted as a linear relaxation 
of max-cut on the set of positive semidefinite matrices [36]. This new formulation 
allows a combination of polyhedral and nonlinear relaxations to strengthen any of the 
original bounds. 
A slightly improved version of our code has been used in the consecutive computa- 
tional study in [37] to compute the eigenvalue bound on the max-cut for instances 
with up to 50000 nodes and up to four million edges. A new promising approach is 
using an interior point method of [38] to compute the eigenvalue bound on a dual 
problem. 
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