An asymptotic model of isothermal catalyst is obtained from a well-known model of porous catalyst for appropriate. realistic limiting values of some non dimensión al paiameters. In tliís limit, the original model is a singularly perturbed m-D reactiondiflusion system. The asymptotic model consists of an oidinary difleiential equation coupled with a semilinear parabolic equation on a semi-infmite one-dimensión al interval.
where the reaction orders p and g and the activation energies y and y a are strictly positive. The reaction orders may be non-integers. Porous catalysts usually exhibit a large thermal conductivity and consequently ¡i is usually very small, the ratio a/v is large and v is either small or of order unity, depending on the size of the catalyst (see [ 1 ] ). In addition, L and ¡j> 2 vary in a wide range (from small to large valúes). Then, the limit The model (1.8)-(1.9) was obtained in [2] by means of formal, singular perturbation techniques. For a rigorous derivation of a slightly different model (namely, the boundary conditions in (1.1) and (1.8) being replaced by new ones of the Dirichlet type) see [3] . For the rigorous derivation of related simplified sub-models of general reaction-diffusion systems, see [4] [5] [6] [7] . As a by-product of the results below, a fairly direct derivation of (1.8)-(1.9) could be readily obtained by means of the ideas in this paper; but for the sake of brevity we shall omit that derivation. The steady states of (1.8)-(1.9) and their linear stability were analyzed in [2] for the particular case when / is as given in (1.4) with p=\; some global stability properties for more general, smooth nonlinearities were obtained in [8] , and the steady states for some non-Lipschitzian nonlinearities were analyzed [9] .
If ¡j> 2 is large and v is small then the limit (1.7) is much more interesting because the original model (1.1)-(1.2) is singularly perturbed. We shall consider the case when ¡j> 2 -> co but p<¡> is appropriately small. In this limit, the following sub-model of ( 1.1) •* -co with appropriate initial conditions, where V a , S a and V are given again by (1.10)-(1.11) and Ü is appropriatetely cióse to u. The new rescaled variables T and £ are x = <j) 2 t, £ = <j>n, (1.15) where r/ is a co-ordinate along the outward unit normal to dü. Let us now briefly explain (in loóse, physical terms, but following the main ideas in the derivation below) where this model comes from. Since ¡j> 2 is large, the chemical reaction is very strong and, after some time, the reactant is consumed and u becomes very small in Q except in a thin boundary layer near the boundary of Q. Since, in addition, /]</> and v are small, the temperature v becomes spatially constant (in first approximation) after some time. Finally, if/" > 0, after some time, the reactant concentration in the boundary layer depends only on time and on the distance to the boundary of Q (and not on transversal co-ordinates along dü if the spatial dimensión m is greather than one) in first approximation. Then (1.12) (1.13) gives the evolution of u in the boundary layer, and (1.14) provides the spatially averaged temperature in first approximation.
Notice that the sub-model (1.12) (1.14) consists of a 1-D semilinear PDE coupled with an ODE and thus is much simpler than the original model (1.1) (1.2); in particular, the sub-model is independent of the shape of the domain Q (it depends only on the overall quantities V a and S a ). A formal derivation of this sub-model, based on singular perturbation techniques, was given in [2] , along with the analysis of the steady states, their linear stability and local Hopf bifurcation, for the particular case when the nonlinearity/is as given in (1.4), withp = \.
If </) 2 is large but v is no longer small, then the temperature does not become spatially constant after some time and a third sub-model is obtained that consists of the m-D heat equation with appropriate nonlinear boundary conditions, coupled with infinitely many 1-D semilinear equations (one for each point of dü). This non-standard sub-model was derived in [10] via formal, singular perturbation techniques and will be rigorously justified elsewhere [11] . Besides its intrinsic mathematical interest, this sub-model exhibits a large variety of codimension two and three bifurcations that predict interesting dynamic behaviors (see [10] ).
The main object of this paper is to provide a rigorous derivation of (1.12) (1.14). More precisely, we shall prove that, after some time T, (i) u is very small except in a thin boundary layer and v is spatially constant in first approximation, and (ii) the concentration in the boundary layer and the averaged temperature satisfy (1.12)-(1.14), in first approximation, uniformly in t ^ T.
Let us now state precisely the assumptions to be made below. We shall consider the limit
The domain ü and the nonlinearity / will be assumed to be such that
is a bounded domain, with a connected, C 4 + "(for some a>0) boundary if m^2. Notice that then ü satisfies uniformly the interior and exterior sphere conditions: there are two constants, p x > 0 and p 2 > 0, such that for every point x oí dü, two hyperspheres, of radii p x and p 2 , S 1 and S 2 , are tangent to dü at x and satisfy S 1 c ü and S 2 n ü = {x} (overbars stand for the closure). (u,v) vnthp>l, then our results below still apply after some (unfortunately, not always obvious) changes, but we do not pursue this extensión for the sake of brevity. The first inequality in assumption (H.5) (namely, f u (u,v)^k 3 ) is essential in our derivation below; although we have some reasons to believe that the model (1.4)-(1.6) should still apply without this restriction, we do not see how to eliminate it completely (we are only able to replace it by k 3 u p~l < f u (u, v) withp > 1, but even this small extensión requires additional technicalities that are again omitted for the sake of brevity). The remaining restrictions in (H.5) are clearly satisfied by the nonlinearities (1.4)-(1.6) for all (positive) valúes of the parameters.
To end up this section let us state the main result of this paper, which is proved at the end of Section 2. 
(ii) e and T are such that
in the limit (1.16).
(iii) For all t^T we have In order to derive the asymptotic model (1.12)-(1.14) we shall first obtain, in Section 2.1, some estimates on related linear elliptic problems and on the solution of (1.1)-(1.3). Then, the asymptotic model will be derived in Section 2.2, under the assumptions (H.1)-(H.5). Finally, the asymptotic model will be analyzed in Section 3 and some concluding remarks will be drawn in Section 4.
In order to avoid too clumsy expresions, we shall only give the orders of magnitude (in the limit (1.16)) of the several constants that appear in this section.
Some Preliminary Estimates
Let us first prove some results concerning two singularly perturbed, linear elliptic problems, that will be systematically used in the sequel. LEMMA In addition QcQ 1 and w^u m^u at dü. As a consequence, máximum principies [12] readily imply that u^w in Q, and the first inequality (2.5) follows provided that
In order to obtain this inequality, let x 0 be a point where the minimum u m is attained. Then u = w = u m at x 0 and, since u ^ w in Q, we have dw/dn^du/dn at x 0 , i.e., ¿JÍ^^C^I -u m ) and (2.9) follows. Thus the first inequality (2.5) has been obtained. The second inequality (2.5) is obtained in a similar way. Let u M = max{«(x): xeü); notice that such máximum is attained at dü because Au> 0 in Q. For each x 0 edü, let S 1 be the inner hypersphere of radius p x that is tangent to dü at x 0 (assumption (H.l)), and let the function w be defined as w = u M cosh((5 2 r)/cosh((5 2 /7 1 ), where r is the distance to the center of S 1 and the constant 8 2 is as defined in Eq. (2.8). Then
and máximum principies imply that u < w in Í2j. But if x 0 is a point where the máximum u M is attained, then w(x 0 ) =u(x 0 ) and dw/dn^du/dn at x 0 , i.e., (5 2 M Af <cr(l -u M ), or «^<o-/(cr + (5 2 ). Since, in addition, u^w for all x 0 edü, the second inequality (2.7) follows when d(x)^p 1 .
In order to prove that this inequality also holds when xeQ 2 
Thus the second inequality (2.5) has been obtained.
In order to prove that (2.6) holds intégrate Eq. (2.3) in Q, intégrate by parts and take into account the boundary condition to obtain A 2 \ a u dx = a \ ga (1 -u) , and apply (2.5). Finally, the first inequality (2.7) is readily obtained via máximum principies when taking into account that eA 2 u>0 in Q. In order to obtain the second inequality (2.7), notice that the function v 1 =v -e(l-u) satisfies
and, since u^a/(a + d 1 ) at dü (see (2.9)) and a>v, máximum principies
Thus, the proof is complete.
Let us now prove some estimates on the solution of (1.1)-(1.3). In particular we show that, after some time, u becomes quite small except in a boundary layer near dü (Lemma 2.2) and \v -V\ also becomes quite small (Lemma 2.3), where V is the spatial average of v. 
LEMMA 2.2. Under the assumptions (H.1)-(H.4) and (H.6) (at the end of Section 1) there is a constant T, depending only on
at dü, (2.14)
with the constants k x >0 and k 2 >0 as defined in assumption (H.4).
Proof. Let a x >0 be the smallest eigenvalue of where S a and V a are as defined in (1.10). The proof proceeds in five steps.
Step Let A x = 1 +max{M 0 (x): xeü}, that satisfies (2.20) according to assumption (H.6). The function w, defined as w = A x -u, is readily seen to satisfy w > 0 in ü if t = 0, dw/dt -Aw > 0 in ü if t > 0 and dw/dn + aw > 0 in dü if t>Q and, consequently, máximum principies [12] imply that w > 0 in ü if t > 0. Then, the first inequality (2.19) follows.
In order to obtain the second inequality (2.19), let the function v 2 be defined as the unique solution of the linear problem
where the function g 1 is as defined in assumption (H.3). Máximum principies readily imply that 3 ) and the result follows.
Step 3. There is a constnat T 2 , depending only on the quantities (2.10), such that 0 < T 2 -T x = 0((¡>~2) in the limit (1.16), and
Let the constant A 4 >0 be defined as A 4 where u x and u 2 are as given by (2.13)-(2.14).
For the sake of brevity we shall only obtain the second inequality (2.27); the first inequality is obtained in a completely similar way. Let the function u 3 be the unique solution of the linear problem Step 5. There is a constant T, depending only on the quantities (2.10), 
Proof. Let us define the new time variable
Then the spatial average of v satisfies
as obtained upon integration of (2.2) in Q, integration by parts, substitution of the boundary condition and multiplication by V^1 • If (2.36) is substracted from (2.2) then we obtain
On the other hand, according to assumption (H.4) (at the end of Section 1) and Lemmas 2.1 and 2.2, we have
in the limit (1.16), where u 2 and v t are as given by (2.14) and (2.15). The proof proceeds in three steps.
Step 1 If (2.37) is multiplied by v-V, the resulting equation is integrated in Q, integration by parts is applied and (2.38) is substituted, then the following equation results Step 3. The result in the statement of this lemma holds.
For each positive integer k, let P k^0 and Q k^0 be defined as 
Derivation of the Asymptotic Model
Let us define the function U as the unique solution of the following semilinear parabolic problem 
In order to derive the asymptotic model (1.8)-(1.9) we shall first prove that there is a constant T" such that if t ^ T" then the following properties hold: (i) v>\ in Q, V> 1 and U is very small except in a boundary layer near the boundary of Q (Lemma 2.4); (ii) \u-U\ is appropriately small in the boundary layer (Lemma 2.5); and (iii) \VU\ is appropriately small in the boundary layer, where V is the spatial gradient along the hypersurfaces parallel to dü (Lemma 2.8). Then the asymptotic model will be obtained in Theorem 1.1 as follows. As a consequence of property (iii), U depends only on the distance to dü in first approximation and thus U satisfies a 1-D parabolic equation in first approximation. In addition, since \v-V\ is appropriately small (Lemma 2.3), u and v can be replaced by U and V in Eq. (2.62) in first approximation, and the model (1.12) (1.14) follows. Let us begin with property (i). 
LEMMA 2.4. Under the assumptions (H.1)-(H.4) and (H.6) (at the end of Section 1) there is a constant T'[ ^ 2T' such that T" -2T' depends only on the quantities (2.32) and satisfies T"-2T'= O(vL)^1 log[2 + v((f)+ a)/

(V a /L)(dV/dt)^vS a (l-V-l u)+pS a k 2^/ 2[^ + c7y^/2k¡l
where ¡i is as defined in Lemma 2.3. Then we only need to apply Gronwall's lemma and take into account that v -> 0 in the limit ( 
f(u,v)-f(U,v) = h(x,t)(u-U),
in Q, for all t^T". As a consequence, the functions
(t-T")/2~\ +(u-U)
are readily seen to satisfy
and máximum principies imply that
, where D is the diameter of the domain Q and \5 X --Jk 2 ¡2 (j>\ = 0{<¡>~l) as (¡> -> co (Lemma 2.1), the res follows. Thus, the proof is complete.
The following result gives a bound on the spatial derivatives of the solution of (2.60) Notice that although dü s n B' and the coefficient ea in the boundary condition depend on e, the constant K may be chosen to be independí of e because e is bounded above (see (1.16) ) and, as e -> 0, dü e n B' converges to a part of a hyperplane and ea remains bounded above. Now, when using (2.66) and (2.67) and taking into account that e¡j>^\ we obtain In order to bound the gradient of U along the hypersurfaces parallel to dü (i.e., orthogonal to the normáis to dü at each point) we first collect some facts from differential geometry. Let Q 1 be defined as
where p x is defined as in assumption (H.l) (at the end of Section 1) and, as above, d(x) is the distance from x to dü. According to assumption (H.l), the hypersurfaces parallel to dü are of class C 4 , and simply cover ü x . Notice that if x = x 0 (r/ 2 , ..., // m ) is a C 4 -regular parametric representation of a part of one of these hypersurfaces, H, and n = n(r/ 2 , ..., r/ m ) is the outward unit normal to H, then
defines a local C 3 -coordinate system of R m such that the hypersurfaces r/ 1 = constant are precisely those parallel to H (and to dü). Also, the covariant components of the metric tensor associated with these co-ordinate system are such that g n =n-n=\ and
where the dot stands for the inner product of R m . Then the contravariant components of the metric tensor satisfy
With these facts in mind we can prove the following result. (ii) t = t 0 at p, t-t= 1 in N and, for each qeN n£2 l , t(q) is tangent to the hypersurface parallel to d£2 passing through q . 
and t = (n x n n 2 + x an 2)l s fg^2.
No tice that t is a unit vector tangent to the hypersurfaces //^constant (that are parallel to H) along the parametric fines associated with the coordínate n 2 . Finally, a x , a 2 , b x and b 2 depend continuously onp and t 0 (see (2.82)-(2.83) and take into account that g tj , g ij and their first and second order derivatives depend continuously on p and í 0 ). Thus the proof is complete.
A bound to the gradient of U along the hypersurfaces parallel to dü is given in the following result But, according to the definition of Q x , in (2.73), one of the three cases, (i), (ii), or (iii) above, necessarily holds. Then a contradiction has been obtained and the proof is complete. Now we have the ingredients to derive the model (1.17) (1.19). The remainder \¡i, in (1.19), is such that \\¡i{t)\ is appropriately small, and C/and Fare appropriately cióse to u and v respectively, as stated in Theorem 1.1. ( -d(x) ), and G = | (1 -k 1 r/ 
if t^T", with initial conditions 
ANALYSIS OF THE ASYMPTOTIC MODEL
The asymptotic model (1.17) (1.19) will be considered now. We shall first analyze, in Section 3.1, the distinguished limit when all terms are of the same order and then we shall consider, in Section 3.2, other sub-limits leading to still simpler sub-models. Finally, in Section 3.3 we shall analyze the particular case when the non-linearity is as given by one of the expressions (1.4)-(1.6), and the activation energy y is large.
The Distinguished Limit
Let us consider the following sub-limit of ( 
^ -GO
Notice that condition (3.7) defines an invariant set of both (3.3)-(3.5) and (3.3)-(3.4), (3.5') (that is, if the first two inequalities in (3.7) hold at T = T 0 , then they also hold for all T^T 0 ), as readily seen when applying a máximum principie. Then we may consider only those solutions of both With that distance, the solution of both problems remain cióse to each other in finite time intervals, as readily seen by the argument leading to Eq. (2.112), in in the proof of Theorem 1.1. As a consequence, (with the distance associated with (3.9)) the exponential attractors, as % -> co, ofboth (3.3)-(3.5) and (3.3)-(3.4), (3.5') are cióse to each other; of course, nonexponential attractors need not be cióse. This is the sense in which the asymptotic behavior as x -> co of (3.3)-(3.5) (or that of (1.1)-(1.3), according to Remark (a) above) may be approximated by that of (3.3)-(3.4), (3.5'). Even with a fairly simple nonlinearity, such as that in (1.4), with p=\, the model (3.3)-(3.4), (3.5') exhibits at least múltiple steady states and Hopf bifurcations, see [2] . in the limit (3.10), (3.12) . Then, if the remainders \j/ 1 , ..., \¡/ 5 are ignored in (3.13)-(3.15), we obtain an asymptotic model that is seen to approximate the large time behavior in a sense similar to that described in Remarks (a) and (b), at the end of Section 3.1.
In the limit 5^00, with /^0 and Á^O fixed, 
