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Abstract---Calculation f the solutions to linear quadratic optimal control problems for infinite 
dimensional systems i considered. The sequence of solutions to a sequence of approximating finite- 
dimensional problems converges to the optimal control for the infinite-dimensional system if certain 
assumptions such as uniform stabilizability are satisfied. We use this result to calculate controllers 
for the infinite-dimensional system that are arbitrarily close to optimal. A one-dimensional heat 
equation and a problem of acoustic noise control are used to illustrate the algorithm. The numerical 
results are discussed. 
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1. INTRODUCTION 
The state of a system modelled by a set of linear ordinary equations lies in a finite-dimensional 
vector space. However, heating processes, tructural vibrations, and acoustic noise are all mod- 
elled by partial differential equations, and the state of such a system is in an infinite~dimensional 
Hilbert space. Systems with delays are another important class of infinite-dimensional systems. 
The optimal control for a linear quadratic finite-dimensional problem can be put into state- 
feedback form. The optimal control is calculated by solving a finite-dimensional Riccati equation. 
Similarly, the solution to a linear quadratic regulator problem for an infinite-dimensional system 
is obtained by solving an infinite-dimensional Riccati equation. In general, it is impossible to 
solve such an equation exactly. 
Suppose that a finite-dimensional system approximates the original system. It is plausible that, 
if the approximating system order is sufficiently high, then the solution to the finite-dimensional 
Riccati equation associated with the approximation is a good approximation to the exact solution. 
It  has been proven [1] that if an approximation scheme satisfies certain assumptions, tronger 
than those required for simulation of the open loop, then the approximating feedback operators 
do converge to the exact operators. 
However, the size of the matrices in the Riccati equations can get very large, and the mechanics 
of solving such equations are not straightforward. Such problems arise in problems with more 
than one space dimension, modelled by a partial differential equation. For instance, the nominal 
We are very grateful to H. T. Banks and R. C. Smith for the use of their model and code for the acoustic noise 
control problem; and also for several useful discu~ious. 
*Supported by the Natural Sciences and Engineering Research Council of Canada. 
Typeset by ~t~q-TEX 
99 
100 J .R .  GRAD AND K. A. MORRIS 
model for the space structure studied in [2] has 286 modes. The sequence of approximating 
optimal controls for the acoustic noise problem in [3] studied later in this paper did not converge 
with an approximation order less than 300. A large amount of computation time may be required 
for such calculations, and so, efficient algorithms are required. 
Methods for solving algebraic Riccati equations may be divided into direct and indirect, or 
iterative, methods. Direct methods uch as Potter's method [4] are based on determining the 
eigenvalues and eigenvectors of an associated 2n x 2n Hamiltonian matrix when the system has 
dimension . A related improved version of Potter's method, the Laub-Schur [5] method, com- 
putes the Schur vectors of the system. Unfortunately, the errors may be large for equations of 
large dimension. For approximations of high order, an iterative method is generally required. 
The error in an iterative method can generally be controlled by choosing an appropriate toler- 
ance. Many researchers, eg., [6-9] have described algorithms for the iterative solution of Riccati 
equations. Rosen and Wang [9] used uniform convergence of the Riccati operators to develop a 
multigrid scheme for large Riccati equations. Their results for a one-dimensional heat equation 
suggest hat if the Riccati operators converge uniformly, then this can be used to reduce the 
growth in computation time as the dimension is increased. 
It is difficult to determine, a priori, how large the approximation order must be so that the 
sequence of approximating solutions has converged. One approach is to calculate a sequence 
of controllers corresponding to increasing approximation order. Convergence is said to have 
occurred when no change in the controller is observed as the approximation order is increased. 
The disadvantage with this approach is that computation time increases quickly as the dimension 
is increased. 
The algorithm described in this paper is based on the convergence of the feedback operators 
for the finite-dimensional approximating systems mentioned above. Theoretical results presented 
in the next section give criteria under which the sequence converges to the infinite-dimensional 
solution. We use knowledge of the solution to the LQR problem for a smaller dimension space 
to compute the solution for the current larger dimension space. 
Of course, a high-order controller must generally be reduced in order. Possible techniques are 
balanced truncations [10] and Schumacher's method [11]. However, this is preferable to reducing 
the system before designing the controller for two reasons. The first reason is that reducing the 
system order before designing the controller introduces ystem uncertainty additional to that 
resulting from modelling errors. Also, the performance of a controller that is close to optimal 
provides a benchmark with which to evaluate the low-order controller that is implemented. 
In the next section, the required theory on the optimal control problem and convergence ofthe 
feedback operators i  reviewed. The algorithm is described in detail in Section 3. The algorithm 
is then tested on two examples. The first example involves a one-dimensional heat equation. The 
algorithm is verified by showing that the iterations converge to the exact solution to this problem. 
The second example is a considerably more complex problem of acoustic noise control [3]. The 
governing system is a beam equation coupled with a two-dimensional wave equation. While most 
of this paper is concerned with bounded control, the algorithm is tested on this example with both 
bounded and unbounded control. At the end of the paper, the numerical results are discussed 
and suggestions are made for future research. 
2. THE INF IN ITE-D IMENSIONAL LQR PROBLEM 
Consider control of systems of the following form: 
~(~) = Ax(t) + Bu(t), x(0) = xo, uCt) = ex(t). (2.1) 
The operator A generates a strongly continuous semigroup of operators T(t) on a Hilbert space ~/. 
(Strongly continuous emigroups are the generalization of the matrix exponential to infinite- 
dimensional Hilbert spaces. Details can be found in, for instance [12].) Assume that B E r(U, ~/) 
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and C E £(74, Y), where the control space U and the observation space Y are Hilbert spaces. 
For control functions u in L2(0, co; U), and initial conditions x0 in 74, the equations (2.1) have a 
mild solution 
y(t) = CT( t )x .  + C T ( t  - a,-. 
Many control problems where the system dynamics are described by a partial differential equation 
or a hereditary differential equation are modelled by (2.1). 
Choose a positive definite self-adjoint operator R E £(U, U). Define the cost functional 
/0 °° J (u, Xo) = <Cx(t), Cx(t)) + (u(t), Ru(t)) dr. 
The linear quadratic optimal control problem is 
Minimize : {J (u, xo) over u e L2 (0, oo; U)}, 
(2.2) 
(2.3) 
subject to (2.1). 
Linear quadratic optimal control theory for infinite-dimensional systems is identical to the 
well-known theory for finite-dimensional systems. 
DEFINITION 2.1. The strongly continuous emigroup T(t) is stable ff there exist constants M 
and a > 0 such that liT(t)][ _< Me -at, for all t >_ O. 
DEFINITION 2.2. The pair (A, B) is stabilizable ff there exists K E £(74, U) such that A - BK  
generates a stable semigroup. 
DEFINITION 2.3. The pair (A, C) is detectable ff there exists F ~ £(Y,74) such that A - FC 
generates a stable semigroup. 
Note that if C*C > 0, then the system is trivially detectable since we can always choose a 
large enough that A - ctC*C generates a stable semigroup. 
A proof of the following theorem may be found in [13, Chapter 4]. 
THEOREM 2.1. Assume that ( A, B) is stabilizable and ( A, C) is detectable. There exists a unique 
nonnegative seff-adjoint solution H of 
(A*rI + HA + C*C - HBR-1B*H) x = O, x E dom (A). 
Defin/ng 
K := R-IB*II, 
the un/que optimal control for (2.3) is given by 
fi(t) = -Kx( t )  
and 
z( t )  = s ( t )xo ,  
where S(t ) is the strongly continuous stable sera/group generated by A - BK. 
Thus, the solution of the infinite-dimensional LQR problem requires the solution of an infinite- 
dimensional algebraic Riccati equation. Such a Riccati equation cannot usually be solved. 
Instead, we consider a sequence of finite-dimensional problems. Assume a sequence of finite- 
dimensional subspaces 74n C 74. Define Pnx to be the orthogonal projection of x E 74 onto 
the finite-dimensional subspace 74,. The norm on 74, is that inherited from 74, and the natural 
injection 74, --* 74 will not be explicitly indicated. Indicate the restriction of C to 74, by Gin, and 
define B .  := P.B,  C. := C]n.. The corresponding adjoint operators are thus, B* = B*[n. and 
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C*  = PnC*. The operator An is an approximation toA that satisfies the assumptions (A2)-(A3) 
below. For each 7~n, the approximating system is 
~c.(t) = Anxn(t) + Bnu(t), z.(O) = zno, y(t) = Cnzn(t). (2.4) 
Note that the operators An, Bn, Cn and the semigroups Tn(t) generated by An are opera- 
tots on 7/n. Since 7~n is finite-dimensional, the operators Tn(t) have representations as matrix 
exponentials. The following is assumed: 
(A1) for all z E H, limn-.oo IlPnz - xl[ = 0; 
(A2) for some s E p(A) and for all z E ~, limn--.oo Ilen(s - A ) - I=  - (8  - An) - IPnz l l  = 0; and 
(A3) the semigroups Tn(t) generated by An are uniformly bounded. That is, there exist real 
numbers M, k, and an integer N such that 
Ilmn(t)ll < Me kt, for all n > N. 
Assumption (A3), uniform boundedness of the approximate s migroups, is generally referred to 
as "stability" in the numerical analysis literature. Assumption (A2) is usually referred to as "con- 
sistency" of the approximations. Assumptions (A1)-(A3) are satisfied by typical approximation 
methods. If they are satisfied, then the open loop response of the system (An, Bn, Cn) approxi- 
mates the response of (A, B, C). Examples in [14,15] show that they are not sufficient to ensure 
convergence of the closed loop response when the approximations are used in controller design. 
An approximation scheme used to design a controller must satisfy additional assumptions. 
(A4) If the original system is stabilizable, then there exists a uniformly bounded sequence of 
operators {Kn} such that for sufficiently large N, the semigroups generated by An-  BnKn 
are uniformly bounded by Me -at, for some M > 0, a > 0, and all n > N. 
(A5) If the original system is detectable then there exists a uniformly bounded sequence of 
operators {Fn} such that for sufficiently large N, the semigroups generated by An -FnCn 
are uniformly bounded by Me -at, for some M > 0, a > 0, and all n > N. 
If assumption (A4) holds, we say that the scheme is uniformly stabilizable and if (A5) holds, we 
say that the scheme is uniformly detectable. Many common approximation schemes for several 
important classes of systems do satisfy all these assumptions [15]. 
Define 
E Jn (u, Xno) := (Cnxn(t), Cnxn(t)) + (u(t), Ru(t)) dt. 
The approximating regulator problem is 
Minimize : {Jn (U, Xn0) over u E L2 (0, co; U)}, (2.5) 
subject o (2.4). 
If assumptions (A4) and (A5) hold, then for sumciently arge n the approximating systems are 
stabilizable and detectable, and the optimal control for (2.5) is 
u.(t) = -K .=. ( t ) ,  
where K .  := R-1B*IIn and IIn E £(Hn, H.) is the unique nonnegative self-adjoint solution of 
the algebraic Riccati equation 
A n. + n .A .  - n .B .R -1B*n .  + C ,C. = O. 
Banks and Kunisch [16] approximated the linear regulator problem by a sequence of problems 
defined on 7/n, and showed that the sequence l'In converged strongly to YI if certain assumptions 
were  satisfied. Their proof is a modification of the earlier work of Gibson [1] who required that 
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the approximating problems be defined on the original state-space 74. Let S(t) and Sn(t) indicate 
the semigroups generated by A - BR-1B*H on H, and An - BnR-1BN'Hn on Hn, respectively. 
Both results require assumptions of the following form: there exist positive constants M1, M2 
and w independent of n and t such that 
[ISn(t)[[ < Mle -~t, for t > 0 (2.6) 
and 
Iln, ll < M2. (2.7) 
These assumptions are usually difficult to verify directly. It is generally easier to show, instead, 
that a given scheme is uniformly stabilizable. Uniform stabilizability implies (2.6) and (2.7). 
The main convergence r sult is presented below in Theorem 2.2. In essence, if in addition to 
the assumptions (A1)-(A5), the adjoint semigroups S~, generated by A~, converge strongly to the 
semigroup S* generated by A*, then H, converges trongly to H, the solution of the original 
regulator problem. 
THEOREM 2.2. (See [17].) Assume that the original problem (2.3) is stabilizable and detectable. 
Also assume that (A 1 )-(A5) hold for some ao > O, and that the adjoint sere/groups T* ( t ) converge 
strong/y, uniformly on bounded intervals to T* ( t ). 
Then 
IInP, z --* IIz, for every z E H, 
and 
S,(t)P,z --* Sit)z, for every z E H. (2.8) 
The convergence in (2.8) is uniform in t on [0,oo). Also, for some Mx > 1, w > 0, IIS(t)ll _< 
Mxe -~'t, for t > 0. 
Strong convergence oftin to H (2.8), implies strong convergence ofthe approximating feedback 
operators K ,  := R-XB~,H, to the optimal feedback operator K := R-1B*H. If the control 
space U is finite-dimensional, s is generally the ease, then/ in converges uniformly to K. The 
proof of this is omitted since it is an easy consequence of Theorem 2.2, and the assumption that U 
is finite-dimensional. 
PROPOSITION 2.3. Assume that the hypotheses of Theorem 2.2 are satisfied. If U = R m for 
some m~ then 
lira I lK .  - KII  = 0. 
For the remainder of this paper, it is assumed that U = R m. 
If IlK. - KII ~ o, then it is easy to show that the semigroups generated by A - BK ,  con- 
verge uniformly in time, on [0, oo) to the semigroup generated by A - BK. Furthermore, the 
performance of the system (2.1) with the feedback -K ,  converges to the optimal performance. 
That is, performance arbitrarily close to optimal can be obtained with an approximating finite- 
dimensional feedback. 
This paper is concerned with the problem of calculating state-feedback. However, for the com- 
mon case where the entire state is not available, a state estimation problem also needs to be 
solved to obtain an optimal regulator. This problem is dual to that described above, and the 
required operator G is also calculated by solving a Riccati equation. Use of an approximation 
scheme yields sequences of state-feedback operators {Kn}, Kalman operators {Gn}, and hence, 
a sequence of approximating finite-dimensional compensators. It was shown in [18] that the per- 
formance of the original infinite-dimensional system with such a finite-dimensional compensator 
is arbitrarily close to optimal. 
Thus, an approximation scheme that satisfies the assumptions of Theorem 2.2 can be used to 
design controllers that will perform as predicted by computer simulation, when implemented with 
the original infinite-dimensional system. We now describe a procedure to calculate suboptimal 
feedback operators. 
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3. COMPUTATION OF THE OPT IMAL CONTROL 
We assume that the infinite-dimensionai control problem (2.3) is approximated by a sequence 
of finite-dimensional linear quadratic problems (2.5). In this section, we describe an algorithm 
to calculate the optimal control for problems atisfying the assumptions of Theorem 2.2 with 
U = R m. For these problems, the calculated feedback controllers converge uniformly to the 
optimal controller as the dimension is increased. As the approximation order increases, the 
Riccati operators 1-In converge strongly to the infinite-dimensional so ution II. 
The algorithm begins by computing the optimal control for an approximation ofgiven dimen- 
sion, say no. Then, the dimension is increased and the previously calculated control is used as an 
initial estimate to the optimal feedback for the current dimension. In other words, convergence of 
the feedback operators i used to decrease the computation time required as the system dimension 
is increased. 
A brief outline of the algorithm is given below. Details of each step follow. Note that there are 
three loops in our algorithm. Inside the main algorithm, solving a sequence of Riccati equations 
of increasing dimension, Steps (2)-(4) are a loop where a Riccati equation is solved iteratively. 
Within Step (3) there is an inner loop where a Lyapunov equation is solved iteratively. The 
accuracy of the solution in the innermost loop is tested by checking the residual of a Lyapunov 
equation, while the accuracy in the outer two loops is tested by checking the residual of a Riccati 
equation. 
Step: (0) 
Step: (1) 
Step: (2) 
Step: (3) 
Step: (4) 
Step: (5) 
Let the dimension of the approximation n be no to start. A stabilizing feedback 
operator Kno, and an estimate of l-lno is required. In the implementation f the 
algorithm, no is chosen small enough that Potter's method may be used. 
Increase the dimension of the approximation. Map the feedback operator and the 
Riccati operator for the previous dimension to the current space as initial estimates 
g ° and n ° 
Check the residual of the Riccati equation. If it is smaller than the tolerance, go to 
Step (5). Otherwise, go to the next step. 
Solve the resulting Lyapunov equation iteratively. 
Update II~ and K~. Return to Step (2). 
If a given criterion (such as convergence of Kn) is not satisfied, and the maximum 
dimension has not been reached, return to Step (1). 
3.1. Mapping of Estimates 
After increasing the dimension of the approximating space, the control problem for the new 
larger system is solved by using the solution for the previous dimension as an initial estimate. 
The feedback operator is K E £(~/, U). Recall that the control space U is assumed to be 
finite-dimensional. To simplify the development, assume, without loss of generality, that U --- R. 
For each approximating problem we have a finite-dimensional state-space T/n C ~/ and feed- 
back operator Kn E £(7"ln, R). In other words, Kn is a bounded linear functional. By Riesz's 
Representation Theorem, there exists a unique function kn in T/n, such that for all x E 7~, 
Kn(z) = (k~,, x). We refer to kn as the feedback gain. 
Let 7~p be the approximating Hilbert space for the previous Riccati iteration, and let kp E ?/p 
indicate the optimal feedback gain for this space. Similarly, let ~/c denote the approximating 
Hilbert space for the current Riccati iteration. An initial estimate for the optimal feedback 
gain kc, given the previously determined solution kp, is required. Let  {~i}P--1 and {~i}iC--_l be 
bases for 7~p and 7/c, respectively. The function kp is a linear combination of the basis elements 
spanning ?~p; that is, 
p 
kp -- Z kp,¢,. (3.1) 
i----1 
Linear Quadrat ic  Opt imal  Control Problem 105 
The values {kp,}, i = 1,. . .  ,p are known. The initial estimate for the current gain kc °, is 
c 
kc° = Z kc,¢,. (3.2) 
i l l  
The coordinates {kc, }, i = 1, c are determined by minimizing the distance between kp and k ° 
in the norm on 7-/: 
<kc ° -kp ,¢ i  > =0,  j = 1, . . . ,c ,  (3.3) 
where (., .) indicates the inner product on 7~. Substituting (3.1) and (3.2) into (3.3), we obtain 
<k°- kp,~j> = ko,¢,- ~] ~p,,,,~ 
i=1 i=1 
c p (3.4) 
= ~k~,  <~,, ~,.> - ~kp ,  <~,, ~j> 
i=1 i=1 
=0.  
Define the c x c matrix [Mc] and the c x p matrix [acp] as 
[Mc]j~ = (¢i, Cj>, [Gcp]ji = (¢~, Cj>. (3.5) 
Indicate the representation f kp E Hp with respect o the given basis as the vector 
[kp] = [~p, ...kp~]T, 
and indicate kc ° similarly. The linear system 
[Mc] [k °] = [Gcp] [kp], (3.6) 
can easily be solved for [kc°]. 
We also require an initial estimate of the Riccati operator for each dimension. Continuing in 
the same spirit of using any previously determined solutions for initial estimates, the previous 
Riccati operator lip is mapped to an operator in £(Tlc, ~/c). 
The mapping of lip E £(~/p, 7"/p) to an operator in £(Tlc, Tlc) is 
Let the matrix representation f an operator Q with respect o a given basis be indicated by [Q]. 
Clearly, 
[n °] = [Pcl~,] [npl [PpI~ol. 
It was derived above (3.5),(3.6) that 
[Pol~,] = [Mc] -1 [Gop] 
Thus, 
3.2. K le inman's  Method 
Once an initial estimate of the optimal feedback operator is obtained, the Riccati equation 
is solved using Kleinman's method [8]. This method is essentially Newton's method and it has 
quadratic onvergence. 
The subscripts indicating the approximation order are not indicated in this section, nor the 
next section. 
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THEOREM 3.1. (See Kleinman's Method [8].) Assume ( A,B ) is stabilizable, and ( A,C) is de- 
tectable. Let H i, i = 1,2,. . .  be the unique nonnegative definite solution to 
0 = I l iA  `  + (A') 1" 1-P + C T C + (K')  1 RK ' ,  (3.7) 
where A i and K i are defined recursively as 
A i = A - BK  i, K i = R-1BTH i- l ,  i = 1, 2, . . . .  
K ° is chosen, A -  BK  ° have eigenvalues with negative rea/parts. Then, {H i} is a monotone 
sequence with H i _> H ~+1 and 
lira H i = H, 
i--*oo 
where H is the unique nonnegative definite solution to 
0 = HA + ATI I  + C IC  + HBR-1BT I I .  
This theorem provides us with a simple way of using the previous optimal feedback to calculate 
the current solution. The closer we choose the initial estimate K ° to the optimal feedback, the 
fewer iterations this method will require. However, it is guaranteed to converge for any stabilizing 
initial estimate. 
3.3. Solut ion of  Lyapunov  Equat ions  
Equation (3.7) must be solved in iteration i of Kleinman's method. Define 
X := IP, 
S := A - BK  i, 
Z :=CTC + (R-1B~H'- I )  ~ R (R-1B~H'- I )  • 
Equation (3.7) can be rewritten as 
sT  x + XS  + H = O. (3.8) 
Thus, every iteration in Kleinman's method requires the solution of a Lyapunov equation. 
For some negative constant h define 
v = (h ,  + -1 (h i -  
r = -2h  (hi  + s* ) - '  H (hi  + s )  -1 . 
The Lyapunov equation (3.8) can be reformulated as the fixed point equation 
X = UXU T + Y. 
In the following theorem, X k indicates the k th iterate of X, not the k th power. 
THEOREM 3.2. (See Smith's Method [19, p. 294].) Let a sequence X k of matrices be generated 
by 
X k+l = UXkU T + Y, k = O, 1, 2, 3 , . . . ,  
where X ° is arbitrary. Then 
lira X k -- X, 
k-coo 
where X is the unique solution of (3.8). 
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Moreover, there are tea/numbers a, b w/th 0 < a < 1, such that 
II - x l l  <-- 
The rate of convergence of this algorithm isonly linear, and it is important that the parameter h 
be chosen so that the contraction factor a is as small as possible. In [19], it is shown that a = p2, 
where p is an upper bound on the eigenvalues of U. Let A~(S) indicate an eigenvalue of S, and 
define a and/~ so that for all Ai, 
_> IRe (A,(S))I 
>_ I Imag(AdS)) l  • 
Then, 
Choosing 
[~k(u)12 < (h - a) 2 + ~2 
-- (h + or)2 +/~2" 
(3.9) 
h = -~/~ + Z2, 
will minimize the right hand side of (3.9) [19, p. 297]. We avoided computing eigenvalues in the 
proposed algorithm since this would have introduced additional computation time. Also, such 
a calculation is impractical for large system dimension. The calculation of the eigenvalues of S 
was avoided for larger systems, by observing the pattern of h for smaller systems and using this 
pattern to interpolate h for larger systems. 
The iterations will converge ven if X ° is not close to X, and X ° is neither self-adjoint or 
nonnegative d finite. However, since the rate of convergence ofthe sequence {X ~} is only linear, 
many iterations may be required if X ° is not chosen close to X. Also, in general, as the approx- 
imation order is increased a --* oo and/or/~ --, c¢, and so the contraction factor for the fixed 
point problem approaches one. If 
l im IIl-I. - Pnnl l  = O, 
n- - - *oo  
then the slower convergence associated with the increase in the contraction factor as the approx- 
imation order increases, may be compensated for by an improvement in the initial estimate H°. 
This behaviour occurs in the heat equation problem solved in the next section, and in the one- 
dimensional heat equation problem solved by Rosen and Wang [9]. 
Rosen and Wang [9] studied solution of the algebraic Riccati equation which arises when the 
partial differential equation in the linear quadratic optimal control problem described in Section 2 
is replaced by a finite-dimensional approximation. They used Kleinman's method to solve the 
Riccati equation and Smith's method (with linear convergence) the resulting Lyapunov equa- 
tions. At each iteration of Kleinman's method, Smith's method is used with four approximations 
of increasing dimension. For their test problem this approach is more efficient hat a simple 
application of Smith's method. Their results uggest that this multigrid method can overcome 
the decreasing efficiency associated with the use of Smith's method for large dimensions. 
However, Theorem 2.2 only guarantees strong convergence of IIn to H, and so even though Kn 
converges uniformly to K,  IlIIn - PnIIII may not converge to zero, or it may converge very slowly. 
This is the case in the acoustic noise problem solved in Section 5. For this problem, Smith's 
method failed to converge after 1000 iterations even for approximation rder above 50. For such 
problems, another scheme to solve the Lyapunov equation is required. The Modified Smith's 
Method is simple to code and provides quadratic onvergence. 
108 J.R. GRAD AND K. A. MORRIS 
THEOREM 3.3. (Modified Sm/th's Method [20].) Define yo = y and let sequences {YJ}, {UJ} 
be generated by 
yj+l  _- UjYJ(Uj)V + y~, 
where 
Then 
V 0 U, V j+l (gJ) 2 = = , j = 1 ,2 ,3 ,  . . . .  
lim YJ = X, 
j--*oo 
where X is the unique solution of (3.8). The rate of convergence is quadratic. 
3.4. Convergence Analysis 
We claim, that by increasing the dimension, until no change in the optimal feedback operator 
is observed, the optimal control for the infinite-dimensional problem (2.3) may be calculated to 
any desired accuracy. 
Recall that the algorithm contains three loops: the outermost loop where n indicates the order 
of the approximation; a middle loop where i indicates the iteration number in the solution of 
the n-dimensional Riccati equation and the innermost loop where k indicates the iteration umber 
in the solution of a Lyapunov equation. 
The convergence of the feedback operators as the dimension , increases has already been 
established in Section 2. 
The iterations required to solve the Riccati equation (in the middle loop) are guaranteed 
to converge if the mapped initial estimate stabilizes CAn, Bn). The initial estimate always did 
stabilize (An, Bn) in the examples we tested. Since the approximations are uniformly stabilizable, 
this assumption should be valid as long as the approximation order is initially high enough, and 
the order is not increased too fast. However, a reliable code should include a "fail-safe" feedback 
to use if this assumption fails. For instance, if the system is stable, K ° could be set to the zero 
operator if the mapped initial estimate is not stabilizing. 
The innermost loop, solution of a Lyapunov equation, is guaranteed toconverge if either Smith's 
method or the modified Smith's method is used. 
Thus, while we do not provide a rate of convergence of the entire algorithm, the sequence is
guaranteed to converge to the correct feedback operator. Examples, discussed in the next section 
required surprisingly few iterations at each step. 
4. EXAMPLE:  ONE-DIMENSIONAL HEAT EQUATION 
This simple example was used primarily to test the algorithm. The system is modelled by 
a z(t ,z)= 02 -~ ~x 2 z(t,x) + u, t_>0, 0<x<l ,  (4.1) 
z(0, x) = fix), 
with boundary conditions 
Defining 
we wish to minimize 
0 z(t,O)= a z(t, 1)=O. 
ax 
Cz(t) = .(t, x) dx, 
J(u) = fo~° (ICz(t)12 + lu(OI2) dt, 
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subject o (4.1). The aim of the problem is to optimally control the heat distribution along the 
rod. The exact solution to this problem is known: k = -1  (see [6]). 
The equation (4.1) is discretized using the Galerkin approach with uniformly spaced linear 
splines as the basis elements. It is shown in [16] that this approximation scheme is uniformly sta- 
bilizable, and that all the other conditions of Theorem 2.2 are satisfied. Thus, the approximating 
feedback gains kn converge uniformly to the optimal feedback = -1. Also, for this problem, 
the Riccati operators converge uniformly: limn-.oo IIHn - PnHII = 0 (see [21]). 
The initial approximation order was chosen to be five. Two initial estimates were considered 
for the feedback gains: k0 = -0.001 and k0 = -10000. The results are shown in Tables 1 and 2. 
In both cases, the gains converged to the optimal gain k = -1 after only two increases in the 
dimension size to n = 7. 
Table 1. One-dimensional heat equation: k0 = -0.001 Vx E it. 
# of basis Current Riccati # of Lyapunov Current LQR 
elements iteration iterations problem solved? 
6 1 0 Yes 
7 1 0 Yes 
Table 2. One-dimensional heat equation: ko = -10000 Vx E ft. 
# of basis Current Riecati # of Lyapunov Current LQR 
elements iteration iterations problem solved? 
6 1 0 Yes 
7 1 0 Yes 
5. EXAMPLE:  ACOUSTIC  NOISE  CONTROL 
Control of the acoustic pressure in a two-dimensional cavity with a flexible boundary is consid- 
ered. The flexible boundary transmits noise to the interior cavity. The aim of the control problem 
is to cause a force or moment on the beam that reduces the interior pressure deviations. This 
is accomplished by applying voltage to piezoceramic patches on the beam which then produce 
bending moments. This problem has applications in such fields as noise reduction in airplanes. 
We first briefly describe the model and the approximation scheme. Although the control problem 
solved in this section is a simplification of a more realistic three-dimensional system, the model is 
still quite complex. Details of the mathematical model and the approximation scheme are in [3]. 
The model dynamics are discussed in [22]. 
5.1. Mathemat ica l  Model  
Three of the walls are fixed and the fourth wall is movable. This fourth wall is modelled by 
a clamped Euler-Bemoulli beam with Kelvin-Voigt damping. Let ft denote the cavity: ft - 
[0, a] x [0, l ], and let F indicate the three fixed boundary walls of ft. Let ¢ denote the velocity 
potential Pl, the equilibrium density of the fluid w(t, x), the transverse displacement ofthe beam, 
and F(x, t) the force applied to the beam. The acoustic pressure (the deviation from the mean 
pressure at equilibrium) is p(t,x,y) = pltt(t,x, y). The system is modelled by the following 
system of partial differential equations. 
~)tt = 02 ~72 @ -I" (@t, 
a 2 / a2w OSw 
pbWtt q" ~X 2 (EI-~x 2 + CDI o--~- )  = -pydpt(t,x,O) -+-F(x,t), 
(x,y) e~, t>O, 
O<x<a,  t>O.  
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The boundary conditions are 
V¢" h = O, 
o~ (t, ~, o) = -~( t ,  ~), 
Oy 
w(t, o) = o~o (t, o) = o, 
w(t, a) = Ow (t, a) = O, 
(x,y) ~ F, 
O<x<a,  
and the initial conditions are 
t>O,  
t>O,  
(5.2) 
¢(o, z, y) = Co(z, y), 
¢~(o, z, y) = el (z ,  y), 
w(o, z) = wo(z), 
wt(O, z)  = wl(z) .  
The values of the physical constants used in the example are in Table 3. The only difference 
between the above model and that in [3] is that in [3] the viscous damping parameter e, along 
with several other contributions to energy loss, was set to zero. In the above model, a very small 
amount of damping is included. This ensures that the approximations are uniformly stable. 
Table 3. Physical constants. 
a .6 m 
l 1. m 
1.2kg 
PY m 3 
105 m 2 
c 2 1.17649 X 
82 
1.35kg 
Pb 
m 
E I  73.96N m 2 
.001kgm s 
CDI 
s 
10 -s  m 
K B 1.576 x 
V 
T .0005 m 
cq .25m 
a2 .35 m 
1. 
8 
Let L2(ft) denote the quotient space of L 2 over the constant functions and define H = L2(f~) x 
L2(0, a), with inner product 
(5.3) 
Def ine  lf-II(f ~-) to be the quotient space of H 1 over the constant functions and 
Hg(o, a) = {¢ e H2(O, a) : ¢(z) = ¢(z )  = 0 at z = O, a}.  
Also define V ffi/~1(ft) x//02(0, a). The inner product on V is 
' v Oz~ ~ " (5.4) 
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Banks et al. [3] showed that the uncontrolled system (F(t, x) = 0) can be formulated as 
~,(t) = Az(t), 
where A generates a semigroup T(t) on the state-space 7~ = V x H with state 
{ o(t,.,.) 
/ 
= / (t,., .) / " 
\ ,.,,,is,-) ] 
The semigroup T(t) is uniformly bounded, so IIz(t)H _< M[[z(0)[[. 
In this example, the acoustic pressure is controlled via a piezoceramic patch attached to the 
beam. Let He denote the Heaviside function where 
f 0, if x < a, 
Heix a) / 1, i fx > a. 
Then, letting u(t) indicate voltage applied to the patch K B, a parameter which depends on the 
geometry and piezoceramic material properties, and v the patch thickness 
f(x,t)=-ff~x2 EI  [He(X-a l ) -He(x -a2) ]  u(t). (5.5) 
Note that the the second derivative of the Heaviside function appears in the above equation. 
Define the operator B as follows. For v = (vl,v2) E V, 
~0 a 02U2 (Buu, V)v.,v = EIKBr u [He (x - al) - He (x - a2)] ~ d'y 
= ~: '  E I  KB c92v2. 
u-ff~x2 a% 
The control operator B = [0, Bu] T, where 0 indicates the zero operator on V, is not a bounded 
operator on the state-space V x H. Let [dom (A*)] indicate the domain of A* endowed with 
the graph norm inherited from 7/.  The notation [.y indicates the space of all continuous linear 
functionals on [.]. The control system (5.1),(5.5) is a bounded control system with state in the 
larger state-space [dom (A*)]' [23]. 
We also consider a similar problem where the Heaviside functions are replaced with g(z), a 
twice ditferentiable function of x to ensure that the control is bounded into the usual state-space. 
Defining 
and 
we consider the control 
-25 ~ x3 1 g(X) ---- ~4-1 -  -- ~X 
f(x) = ~ EI  106g(x) , 
F( x, t) = f(x)uit ). (5.6) 
This control system can be formulated in the usual state-space first-order form (2.1) with state- 
space T/= V x H and a bounded control operator Bu = [O00fix)u(t)] T. 
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5.2. Finite-Dimensional Approximation 
Let N-  1 be the number of elements used to discretize the beam, Mz + 1 the number of elements 
used to discretize the cavity in the x-direction and My + 1 the number of elements used to discretize 
the cavity in the y-direction. To ensure that the set of functions is suitable as a basis for the 
quotient space, the constant function on the cavity is eliminated, and M = (Mx + 1)(M~ + 1) - 1 
is the dimension of the space used to approximate functions defined on the cavity. Let {~N,i}i_ 1N-1 
denote the one-dimensional basis functions used to discretize the beam, and let {r/M,k}M=l denote 
the two-dimensional basis functions used to discretize the cavity. The basis functions used are 
described briefly below and in detail in [3]. 
The N - 1 and M dimensional approximating subspaces for the beam and the cavity are 
N-1 HbN -~ span {~N,i}i=l and HcM= span {~M,k}M=I , respectively. Define a space of dimension 
M + N - 1, Hn, =gcM X HbN. The approximating subspace is 7-ln = Ha x Hn, and the order 
of the approximation is n = 2(M + N - 1). 
^ N+2 Cubic splines were used as a basis for HbN. Let {~N#}~=-I denote the standard cubic splines. 
The nodes are chosen uniformly on [0, a]. The basis functions {~Nj} for the beam discretization 
are then defined by 
~N.1 = ~. .0  - 2~.1  - 2 ~. . _1 .  
~. . . _ .  = ,~ . . .  - 2 ~.N- .  - 2 ~. .N+. .  
for i = 2 ,3 , . . . ,N -  2. 
Tensored one-dimensional Legendre polynomials were chosen as a basis for HeM as follows. 
Let pi(a, x) and pj(l, y) denote the standard Legendre polynomials caled to the intervals [0, a] 
and [0, l], respectively. The basis functions {~/M,k} for HcM are 
~lM,k(x,y)=pi(a,x)pj(l,y), fori=O, 1,...,Mx, j=O, 1,...,My, i+ j~0,  
where k = i + j. The basis functions are ordered by varying i for each fixed j. 
Approximate beam and cavity solutions can be written as 
N-1 
,,,~(t,x) = ~ ~N,,(t)~N,,(=), 
i=1 
M 
¢. ( t ,  x, y) = ~ CM,k(t)VM, k(x, y). 
(s.7) 
(5.8) 
k--1 
Now that the bases N-1 {~N,~}~=I and {Z/M,k}M=I are chosen, all operators can be replaced by 
suitable matrices. The components of all the matrices are found by considering the inner products 
defined in (5.3) and (5.4), in combination with the forms of the beam and cavity solutions given 
in (5.7) and (5.8). Details of the relation between operators and their matrix representations are 
in [3]. The dimensions used in the numerical experiments are given in Table 4. 
Table 4. Order of approximating systems. 
Mx = M~ N dim (An) 
4 7 60 
5 8 84 
6 9 112 
7 10 144 
8 11 180 
9 12 220 
lO is 264 
11 14 312 
12 15 364 
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5.3. Bounded Control  
The weights C and R in the infinite-dimensional control problem (2.3) were chosen to be I 
and 1, respectively. The weight on the state in the cost functional (2.3) is Q = C*C, and so 
here Q = I. In the approximating cost functional (2.5) Qn = Pnl~,.  
The system may be reformulated in terms of sesquilinear forms [3]. The choice of basis functions 
implies that projections onto the approximating spaces converge strongly to the identity [24], and 
so the Banks and Ito results in [25, Theorem 3.3] imply that the approximation scheme satisfies 
assumptions (A1)-(A3). A similar analysis yields that the adjoint semigroups converge strongly 
and uniformly on intervals of time. Furthermore, the approximations are uniformly stable, and 
hence, the assumptions of uniform stabilizability and detectability (A4) and (A5) are satisfied. 
Thus, all the hypotheses of Theorem 2.2 are satisfied, and we know that the feedback gains 
converge uniformly as the order of the approximation is increased. 
0 0 
X 
(a) 60 x 60 
y 0 0 
(b) 144 x 144 
¥ 0 O 
V.4 
x y 0 0 
(c) 264 x 264 (d) 364 x 364 
Figure 1. Bounded control: feedback gains. 
The results of our investigations are shown in Figures 1 and 2, and in Tables 5-7. Tables 5 
and 7 indicate that the Riccati operators are either not converging uniformly in the operator norm 
on 7-/or converging very slowly. The large change in the Riccati operator between dimensions 
meant hat the nonaccelerated version of Smith's method required more than 1000 iterations to 
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Figure 2. Bounded Control: cross-sections of feedback gains along beam (0 < z 
0.6, y = 0). Dashed line is mapped solution, solid line is actual gain. 
converge. Table 5 shows the results when Smith's accelerated method is used if the residual in 
the Riccati equation is greater than 100. (The value of 100 was found by trial and error.) 
The expected convergence of the feedback gains can be seen in Figures 1 and 2. Because of 
this convergence, fewer iterations were required as the dimension was increased (Table 5). 
5.4. Unbounded Control 
As explained above, the control problem with the piezoceramic patch (5.5) can be regarded as 
bounded control on the larger state-space [D(A*)]'. The theory of Section 2 applies. However, we 
are only guaranteed convergence of the feedback gains in the larger space; and this convergence 
is considerably weaker than that in 7~. 
There does exist some theory, similar to that described in Section 2 for systems with unbounded 
control operators, e.g., [26,27]. However, most of this theory only applies to systems with analytic 
semigroups and the semigroup associated with this system is not known to be analytic [23]. Also, 
before applying these results it must be shown that the system is well-posed in the sense of [28] 
on the original state-space. 
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Table 5. Bounded control: number of Lyapunov iterations required for each Riccati 
loop. Brackets around the iteration number indicates that the original version of 
Smith's method was used in this loop. No brackets indicates that Smith's accelerated 
method was used. Dashes indicate that the solution had already converged. 
dim (An) 
60 
4 
112 
144 
180 
220 
264 
312 
364 
Riccati loop iteration 
1 2 3 4 5 
14 14 14 (156) (129) 
14 14 14 (106) - 
14 14 14 (94) - 
15 15 15 (94) - 
15 15 15 (40) - 
15 15 15 (129) - 
14 14 14 (82) - 
14 14 14 - - 
14 14 14 - - 
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Table 6. 
mapped gain. 
d im (An) 
60 
84 
112 
144 
180 
220 
264 
312 
364 
Bounded control: difference between optimal feedback gain solution and 
I l k  ° - kc l loo  
242. 
378. 
304. 
243. 
193. 
141. 
106. 
92.8 
77.0 
IIn ° - rIcll~ 
1.75 x 104 
1.36 x 105 
1.06 x 105 
Table 7. Bounded control: difference between 
mapped solution. 
dim (An) 
6O 
84 
112 
144 
180 
220 
264 
312 
364 
current Riccati equation solution and 
8.48 x 104 
6.97 x 104 
5.77 x 104 
4.44 x 104 
4.14 x 104 
3.54 x 104 
In summary, no theoretical results guarantee the convergence of the feedback gains for this 
problem. However, encouraged by success with the bounded control problem we applied our al- 
gorithm to this problem. The weights used were the same as in the bounded control case: Q = I, 
R = I. Figures 3 and 4, as well as Table 8 show that the feedback gains are converging, and 
converging much more quickly than in the bounded control example discussed above. For each 
approximation, the calculations converged after one iteration of Kleinman's method. Further- 
more, the mapped feedback gain was identical to the actual gain. However, as in the bounded 
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y O0 X y 0 0 
(a) 60 x 60 (b) 144 x 144 
y 0 0 X y 0 0 
(C) 264 × 264 (d) 364 × 364 
Figure 3. Unbounded control: feedback gains. 
control case, the Riccati operators do not appear to converge in the operator norm on ~/. (See 
Table 9). 
Table 8. Unbounded control: number of Lyapunov iterations required for each Riccati 
loop. Smith's accelerated method was used. 
d im(An)  First R iccat i loop iteration 
60 15 
84 15 
112 15 
144 15 
180 16 
220 16 
264 15 
312 16 
364 16 
O J[ 
O~ 
eJ~ 
411 
(a) 6o x 60 
#.01 . . . . .  
!"/ 
X II~mON/tONG THE BE~ 
(c) 264 x 264 
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Figure 4. Unbounded control: cross-sections of feedback gains along beam (0 < z < 
0.6, y = 0). Dashed line is mapped gain, solid line is actual gain. The dashed lines 
axe not apparent because the two functions axe very close. 
Table 9. Unbounded control: infinity norm of difference between current Riccati 
equation solution and mapped solution. Unbounded control: infinity norm of differ- 
ence between current Riccati equation solution and mapped solution. The difference 
between the current optimal feedback gain and the mapped gain is zero for all di- 
mensions. 
dim (A . )  IIn ° - n~ll~o 
60 1.75 x los 
84 1.32 x 105 
112 1.04 x 10 s 
144 8.41 x 104 
180 6.96 x 104 
220 5.81 x 104 
264 4.48 x 104 
312 4.19 x 104 
364 3.55 x 104 
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6. CONCLUSIONS 
It is clear from the examples in Sections 4 and 5, that the algorithm described in Section 3 is 
a practical way to compute feedback gains for infinite-dimensional problems. 
The algorithm described in this paper has several distinct advantages over more conventional 
approaches to solving the LQR problem for infinite-dimensional systems. Like other iterative 
methods, the solution to the LQR problem may be determined to within a prespecified tolerance 
for an approximation of arbitrary order. However, the method described in this paper uses the 
previously determined approximating gain as an initial estimate for the current approximation. 
This not only improves the efficiency of the algorithm as the dimension increases; but also provides 
a natural way to determine when the approximating feedback gains are sui~ciently close to the 
optimal feedback gain. 
Kleinman's method for solving Riccati equations is easy to code. Also, it converged quickly. 
However, the performance of the algorithm would likely be improved if a more e~cient method to 
solve the Lyapunov equation was used. Smith's method has only linear convergence, and many 
iterations are required if the initial estimate is not very close to the solution. Smith's method 
with accelerated convergence is simple, and converged within 16 iterations on the examples tested. 
However, it does not use any initial estimate. Although this did not matter in the first Kleinman 
iteration for the acoustic problem, use of the previous Lyapunov matrix in subsequent iterations 
would probably have reduced the number of iterations required. A method that has at least 
quadratic convergence, and that uses an initial estimate, would likely shorten the time required 
to solve the Lyapunov equations. This is particularly important for problems such as the acoustic 
control problem discussed above where the Riccati operators do not converge quickly in operator 
norm on the state-space. 
The algorithm is based on the convergence of the approximating gains, and this basic premise 
could be applied to any sequence of approximating finite-dimensional control problems. For 
instance, the method could be used to calculate the grammian of a control system. 
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