We have developed a visualization system for dialog text exchanged in e-learning virtual classrooms. In this system, text-based online discussions among learners are effectively visualized as discussions held in a virtual classroom in cyberspace. Discussion participants are displayed as avatars. The virtual classroom maintains the interest of learners because it incorporates professional camerawork and switching know-how based on rules derived from an analysis of 42 TV programs. The gestures of the CG avatar depend on the dialog text. A series of virtual classroom experiments confirmed that elementary and junior high school students maintained an interest in using the system.
Introduction
Education in Japan has been dramatically changing since new government guidelines on learning were introduced in 2002. These guidelines call for the introduction of computer facilities and broadband connections in schools. Most elementary and junior high schools are becoming connection to the broadband Internet, and use the Internet for a diverse range of learning activities such as using search engines to find information, building home pages, and holding discussions by email. NHK, which has supported schools by providing educational broadcasting, is developing new educational broadcast services for new environments, and is starting to offer new Internet-based informational services for some school subjects [1] .
To build on these efforts, we have proposed a new model for educational broadcast services and have constructed a multimedia education support system based on this model [2] . This multimedia education support system is a new type of educational broadcast service that supports group learning by providing learning forums in which learners who watch broadcast programs can form a learning community around a common theme. Normally, when people use computer networks to hold discussions, they tend to use text-based communication tools such as chat rooms and bulletin boards. Although these communication tools are easy to operate, they lack a sense of reality because it is generally difficult to feel the presence of participants, so that learners often do not feel that they are participating in a real discus- sion. In particular, various measures are needed to maintain the interest of target users, especially elementary and junior high school students. We have therefore proposed a procedure for automatically adding stage directions to dialog text based on who is speaking and what they are saying, thereby turning the discussions into a combination of images and sound that learners find more interesting, and we have built a virtual classroom system using 3D CG (computer graphics). Using a teleconference system or a videophone is another good idea for creating a virtual classroom composed of remote places. However, having interest is a very important factor especially for elementary and junior high school students. Interest is the incentive and motive for study. Animation is said to be a good device to attract interest and enhance and maintain students' desire to learn [3] . It was the main reason for our adopting CG instead of real images. The second reason is that our CG system can be used on a narrow band network. Using this advantage, a virtual classroom can be used in various network environments. The other reason is that a CG teacher agent is easy to introduce into the system [2] . When learners have a question or topics to discuss, the CG teacher agent explains related topics without real teacher being present and promotes discussion.
There has been a lot of research on visualizing in cyberspace. Visualizations as comics from chats are reported in Refs. [4] - [6] . The system of [7] generates an animation from asynchronous discussion text like bulletin boards data. K. Sumiya's work changes the Web page into a TV Program [8] , and H. Kubota's transforms a text into a conversation by using a POC (Public Opinion Channel) system [9] . The systems of Refs. [4] - [6] generate not moving images but still images and the systems of Refs. [7] , [8] generate moving images using TVML technology [10] . The above systems are not real-time video output generation, so they are not suitable for virtual classrooms. Although the system of [9] is a real time question and answer system, it does not automatically create stage directions for the TV program.
To visualize text more attractively and increase the sense of reality, we have implemented the know-how of professional program directors, such as image composition and camera switching, based on abundant broadcast video resources.
At the NHK-sponsored "Learning Fair," elementary and junior high school students used this system for a week, and we confirmed that they remained interested in using the Copyright c 2005 The Institute of Electronics, Information and Communication Engineers system during the classes held with the system. Section 2 outlines the visualization system and process. Section 3 describes how to determine screen arrangement, camerawork, and switching, which are the most important aspects in visualizing text dialog. Section 4 discusses the addition of gestures to the CG avatars; these "bodily" movements help to make a discussion program look more natural to participants of group e-Learning. Section 5 describes the results of experimental lessons.
System Outline
In our system, text-based online discussions between learners are effectively visualized by replacing them with discussions held in a classroom in cyberspace. Figure 1 shows a screenshot of the virtual classroom, which consists of a computer-generated set in which the learners participating in a discussion are displayed as avatars. Statements made by the learners are transferred in real time as text data and depicted in video form as the utterances of avatars appearing in the virtual classroom. Figure 2 shows the visualization process of the system. First, the system analyzes the participant information (number of participants and handle name) and contents information (length of speech, names cited during the speech, the speaker's emotional expressions, etc.). TVML script is generated with participant information, a CG studio set, and dialog text. The script is then supplied to the TVML player, and the virtual classroom is visualized. The CG avatars talk by using voice synthesis. The script does not contain camerawork, avatar gestures, etc. These are supplied through the API of the TVML player in real time. Camerawork, switch timing, and CG avatar gestures are determined based on the results of analyzing the input text data. The camerawork generator and gesture generator supply data through the API. The data are used to add various visual effects to the virtual classroom.
If input data include URLs, the pertinent web page is shown on the screen by interrupting the TVML player. This function makes e-Learning more active, because participants can study a subject in detail with the search engine provided in the web page.
To achieve professional stage directions for camerawork and switching, we derived rules for adding stage directions by analyzing actual broadcasts of panel discussion programs from various angles and statistically calculating the frequency of these stage directions. Based on these rules, we added video stage directions to the visualization process of the virtual classroom.
In group e-Learning, it is essential to maintain learners' sense of participation and interest in the study target. We consider that the most important requirements are as follows:
I. Learners shouldn't feel isolated or excluded so they should be made directly aware of the presence of other learners. II. Individual speakers should be able to customize features such as handle name. III. It should be easy to recognize what each individual is saying. IV. Each participant should receive some form of response to his or her statements. V. The user interface should be highly consistent so that system operations can be learnt easily.
In our system, the statements made by each learner are visualized by mapping them to a discussion between computer-generated avatars in a virtual classroom, thereby satisfying the above requirements. Furthermore, by adding diverse stage directions such as screen composition, camerawork, and gesture instructions according to the characteristics of the input data, the system produces richly varying video images and keeps learners interested.
Our virtual classroom displays all acting participants. That is, each participant is in display and his/her image is the same in all the displays for all participants. There are two reasons why we adopt such a visualization. First, because the students are accustomed to role-play games, it is a fun for them that CG avatar conveys their messages and acts in accordance to their instructions. Second, we consider that there will also be many passive participants who only watch the discussion. For them, the TV program style is natural. Therefore, we used the same image for all displays.
In next sections, we describe the stage directions for achieving the TV program style display.
Automatic Camerawork
Normally, TV producers must ensure that their programs are easy to understand and interesting to viewers. In addition, each discussion program tends to be made from a third-person perspective so that viewers can remain objective about what they see. To maintain the viewer's interest, for instance, discussion participants are seated across from each other, and shots are inserted to provide clues as to the relationships among the speakers. These arrangements, which are based on TV producers' experience, are some of the most important factors in creating effective images.
To acquire these empirical factors and derive rules from them, we statistically analyzed 42 discussion programs (30 hours, 9,000 cuts) that had been actually broadcast. The programs included a variety of discussions. We mainly wanted to learn the positioning of participants and cameras, the probability of changing shots, and switching timing of the shots. From the results, we statistically obtained rules about each of them, which are all important factors for text visualization.
Positioning of CG Avatars and Cameras
The basic camerawork for a discussion program is to take one shot of the speaker each time he or she speaks. These speech-by-speech shots are then sequentially put together so that they follow the flow of the talk. To ensure objectivity for the TV viewer, it is important to take these shots at an angle to the speaker's front (i.e. the speaker does not directly face the camera).
To understand the flow of the talk, it is important that the shots are taken such that the positions of the participants are easy to see. For instance, shots can be taken from the same side of the axis of conversation (Fig. 3 (a) ), or taken such that there is space on the extension of the speaker's line of sight (imaginary line). Figure 3 (b) is an example in which these cautions are not taken. Viewers, watching these shots in the first and second frames, mentally invert the actual left/right relationship of male and female CG avatars. This makes the cut in the third frame look unnatural. By paying closer attention to the axis of conversation and the line of sight, we can produce a scene where viewers can easily imagine the relative positions of participants. As the maximum number of discussion participants is seven (if more participants are there, the screen would became crowded) in this system, their avatars, plus the main camera, are arranged in a regular octagon. The avatar as Teacher is positioned directly opposite the camera. If there are fewer than seven, the participants can simply sit closer together to make their relative positions easy to see (See Fig. 4) .
Bold lines in Fig. 4 are boundaries to camera's movement for each case. If the camera moves within these areas, the shots stay on the same side of the imaginary line.
Our system is designed such that these considerations are automatically taken for each of the CG avatars.
Probability of Changing Shots
As explained above, a discussion program is composed by switching the individual shots of speakers. However, if a single utterance is quite long, the viewer may get bored with a long fixed shot. To keep the viewer interested, we insert other shots from time to time that give movements and vari- ations to the scene on the screen. Using these shots unnecessarily, however, may confuse the viewer; unnecessarily short cuts should be avoided because they force the viewer to pay closer attention. Panning and other continuous camera movements should also be avoided as they disrupt the smooth flow of the discussion.
We thus need long shots (to show the viewer the overall situation), and shots that show the reactions of other discussion participants to the speaker and others that help clarify the relationships among the discussion participants, draw the viewer's attention, and give variations to the scene.
Types of shots can be classified by participant as follows: Speaker shot (S1), Group shot including the speaker (G with S), Participant shot (P1), Group shot not including the speaker (G without S), and dolly shots.
At the beginning of an utterance, the probability of an "S1" shot is 70%, "G with S" shot is 19%, "P1" shot is 5%, "G without S" shot is 1%, and dolly shot is 5%. These comprise the analysis results of the 42 TV programs.
We found there is a high correlation between one shot and the next shot. Table 1 shows the probability of transitions between one shot and the next. To determine the next shot, our system uses random numbers such that the frequency of each shot approximates these ratios.
Switch Timing
We also investigated the period of each shot, that is, the switch timing. To detect the dominant factors for determining the switch timing, we analyzed 42 TV programs by using multiple linear regression analysis. The analysis gave us rules for switch timing. The correlation coefficient between switch timing and these factors is 0.83, and the contribution ratio that is the square of the correlation coefficient is 69%. The detected dominant factors were listed in Table 2 as "Factors." Each "Factors" in an utterance is categorized by "Category." We determined these categories based on pre-analysis of target data. Specific criteria for categorizing the factors are listed below; Length of speech:
The "Length of speech" factor is categorized as shown in Table 2 by pre-analysis result. The speech length is calculated from a standard speech rate, 150 character/min. For example, if a utterance is 120 character, the length of speech is calculated as 48 seconds. Then it categorized as "from 30 seconds to 60 seconds."
Picture effect:
If the utterance is the first one for the specific participant, her/his name will be superimposed on the screen (the "superimpose" category). If a reference URL exists in the utterance text, the corresponding web page will be shown on the screen (the "flip" category). Other case is categorized as "no effect."
Types of shots:
One category of shots is assigned to each utterance by using the method described in Sect. 3.2.
Stage effect related to program process:
Chat beginnings or endings are categorized as "opening or ending." If the preceding shot is a dolly and the current shot is a speaker shot, the "Stage effect" factor is categorized as "dolly->S." If the preceding shot is dolly and the current shot is group shot, the "Stage effect" factor is categorized as "dolly->G." If there is a utterance that has expressive feeling (see Sect. 4.3), the "Stage effect" factor is categorized as "gesture." If other utterances or other participants' names are referred to, its category is set as "quotation."
Each category is assigned one variable X i j , as shown in the table. When a category is assigned to an input utterance, the corresponding X i j is set to 1. The X i j of non-assigned categories are then set to 0. The category coefficients of the factors are also shown. Using them, the switch timing t can be calculated with the formula below:
When the user sends a message, the system calculates the speech length and looks for quotation of the participants' names and speaker's emotional expressions. For example, if the length of speech (message) is 40 seconds, the message is not the first one, there is no reference URL, there is no name in quotation marks, there is no emotional expressions, and the shot decided according to the method described in Sect. 3.2 is "Speaker shot", this message is categorized as X 12 = 1, X 23 = 1, X 31 = 1 and X 48 = 1. The switch timing is thus: t = −0.0639 − 0.68935 + 2.219515 − 0.36744 + 9.88327
(seconds)
The timer is set to 0 at the beginning of a shot and counts up to the predetermined switching time. If the utterance is not finished by the predetermined switching time, the program will insert another shot based on the algorithm in Sect. 3.2. This procedure will be repeated until the utterance is finished.
Automatic Gestures
The gestures described below are added to CG avatars to make discussion programs more natural.
Speaker Gestures
The avatars speak using voice-synthesis technology. On detecting voice output, the system adds gestures to the corresponding avatar by using the presence of sound and sound-pressure information. The generated gestures may be upper-body movements, hand movements, head movements, and synchronized lip movements (lip-sync). Furthermore, if a name is mentioned during an utterance or if another speaker's remark is quoted, the speaker and the participant referred to will be made to face each other. If, however, no name or remark is quoted, the speaker will be made to face the previous speaker. In addition, when making a shot decision at such a time and deciding on a "speaker shot and others," "participant shot," or "participant shot and others," the shot must be prepared with the referenced participant or the previous speaker included. In this way, the relative positions of the participants can be implied to the viewer.
Addition of Gestures Urging a Speaker to Continue
In a face-to-face conversation, a participant will gesture by nodding or smiling or speak short utterances of encouragement to indicate that he or she is participating in the dialog. Seventy-seven percent of such gestures are made when the speech ends or near a grammatical break, and 80% of those gestures occur at least once every 15 words or so [11] . Accordingly, for speech consisting of 30 words or more, the system detects when the speech ends and when grammatical breaks occur by using 15 words as a guideline. It also gives CG avatars a nodding motion using a timing based on random-number variation.
Expressing Feelings
To eliminate artificial sensations when viewing, all avatars are made to blink appropriately using individually allocated parameters. To make the avatars vivid, we gave them the expressive feelings illustrated in Fig. 5 . The expressive feelings are indicated by a combination of eyebrow, eye, and mouth movements.
If the text dialog contains expressions of emotion, the speaker's avatar will demonstrate feeling using a particular combination of eyebrow, eye, and mouth movements. Special symbols used in chat and e-mail are used to indicate emotion as follows: Smiley: (Signs to show facial expressions.) When the input text contains a smiley, the CG avatar expresses the emotion corresponding to the smiley. For example, if the input text contains , the CG avatar expresses happiness. If the input text contains , the CG avatar expresses anger. Repetition or stretching: (Repetition of ! and ? or stretching of the last word's vowel or last part of the sentence. e.g. why???? Ohhhhhhhh!) When the input text contains repetition or stretching, the CG avatar opens its mouth and produces exaggerated upperbody movements, hand movements, and head movements. Diamond code: (e.g. <g>, <s>) When the input text contains a diamond code, the CG avatar expresses the emotion that the diamond code indicates. For example, when the input text contains <l> indicating laughter, the CG avatar expresses happiness. When the input text contains <s> indicating a sigh, the CG avatar expresses sadness.
Experimental Lessons
In November 2002, we held experimental lessons at the NHK "Learning Fair." Many elementary and junior high school students participated in group learning using our system. They learned about organic farming with those people who met first time each other in the "Learning Fair." They actively discussed what they had learned using the virtual classroom, although people usually hesitated to discuss with unknown people. The shots changes happened frequently, as the length of text dialog were short. Even if the sentence was long the system tended to select the dolly shots, and the camera moved continuously. The students stayed interested in the discussion, because there were various shots changes.
They enjoyed that the CG avatars acted and the scenes changed dynamically in accordance with their keyboard operations. Participants who were comparatively unfamiliar with keyboard input did not input much. Despite this problem, these students and the audience enjoyed watching the virtual classroom.
A TV producer, who has produced educational programs for more than ten years and knows the current situation of school education well, commented that the system could be quite useful as a notional classroom in which people share knowledge. He pointed out the advantage of this system as follows; many students including those who only hear participants' utterances can participate in the class and can share knowledge and opinions.
Our experiences with the experimental lessons convinced us that our system satisfies the most important requirement for an educational system, that is, "Interest is the incentive and motive for study."
Conclusion
We have developed a visualization system for dialog text exchanged in an e-learning virtual classroom. In this system, CG characters in the form of avatars are mapped to a virtual classroom and animated based on the statements made by the class participants. The classroom appealed to learners because the visualizations employed professional camerawork and switch timing and the CG avatars gestured in accordance with the discussion text of the participants. In particular, the system uses information about the speakers and the content of their statements to control the speech and actions of the CG avatars based on dialog text transferred in real time, and to control the camera switching based on information such as the length of statements, citation of the participant's name, and so on.
We realized professional stage directions for the camerawork and switching by analyzing 42 TV programs of discussion and deriving rules. We implemented CG avatar gestures that would express emotions based on the text of the dialog. This system's visualization procedure can provide video and audio content that help to make learners feel they are actually participating in group learning activities in cyberspace, and make it possible to visualize individual statements of participants.
We held experimental lessons for a week at the NHK "Learning Fair." Many elementary and junior high school students participated in classes using this system. They were very surprised that their utterances changed into CG animations, and they stayed interested in the system for the duration of the classes. We confirmed the effectiveness of our system.
In the future, we plan to expand the range of text that can be handled by the text-to-video conversion procedure to make it handle a wider range of statements such as explanatory sentences, and to find out what additional information is needed to convert text into video. In this way we hope to arrive at a comprehensive education support system that includes support for activities such as investigative learning and remote teaching.
