 section S1. Divergence of the potential implies divergence of the force  section S2. Repulsive forces  section S3. Distinction between electronic zero-point forces and vacuum-induced Casimir forces  section S4. Effect of the finite wire length  section S5. Evaluation of the standard Casimir force between capacitor plates  section S6. Calculation of level shifts induced in an SCQ  fig. S1 . Casimir forces induced by the electromagnetic vacuum in a transmission line circuit (see section S3).  References (51-53)
DIVERGENCE OF THE POTENTIAL IMPLIES DIVERGENCE OF THE FORCE
In the calculation of the van der Waals (vdW) or Casimir forces, it is often the case that the ultraviolet divergence encountered in the potential can be avoided by calculating directly the force, namely, by differentiating with respect to the coordinate ξ. This is since the diverging part does not depend on the coordinate ξ. For example, in the Casimir or vdW interactions, ξ is the distance between the interacting objects, whereas the divergence can be thought of as arising from the individual self-interaction of each objects with the vacuum, which does not depend on ξ [8, 9] .
In contrast, for the zero-point forces inside capacitors considered here, the same ultraviolet divergence of the potential also appears in the force. Intuitively, this is since the frequency-independent capacitance C does not determine the divergence of the potential. Therefore, a differential of this potential obtained by varying C should diverge in the same way. In turn, the same is true for a differential, or derivative, with respect to ξ, via the relation to C(ξ). This can be directly shown as follows. The force on ξ is f = −∂U/∂ξ = −(∂U/∂C)(∂C/∂ξ). Since ∂C/∂ξ should be finite, the convergence properties of the force are determined by ∂U/∂C, obtained from Eq. (4) in the main text as 
The integrand of Eq. (S1), excluding the function K(ω), is identical to that of the potential, Eq. (4) (up to a frequency-independent factor of C). Therefore, if we ignore K(ω), the force should exhibit the same convergence properties as the potential. Focusing now on K(ω), Eq. (S2), consider its effect on the convergence properties of the integrand at high frequencies.
Depending on the functions X(ω) and R(ω), either one of the three terms 1, X(ω)Cω or R(ω)Cω is the dominant one for ω → ∞. If it is 1, then K(ω → ∞) → 1 and if these are any of the other two, we have K(ω → ∞) → −1. In either case, the function K(ω) does not affect the ultraviolet convergence properties of the integral in (S1). Therefore, its convergence properties, and hence those of the force, exactly follow those of the potential.
REPULSIVE FORCES
As mentioned above, the force on an internal coordinate ξ of the capacitor is given by f = −∂U/∂ξ = −(∂U/∂C)(∂C/∂ξ), where repulsive forces have a positive sign. The sign of ∂C/∂ξ depends only on the specific realization and geometry of the capacitor (e.g. in a parallel-plate capacitor, ξ = y and C ∝ 1/y so that ∂C/∂ξ < 0), whereas the sign of ∂U/∂C depends on the circuit parameters. More specifically, Eqs. (S1) and (S2) show that the sign of ∂U/∂C at a given frequency, is exclusively determined by the numerator of the function K(ω), which is in turn determined by the relations between the circuit parameters R(ω), X(ω) and C. The overall sign, resulting from the integration over all frequencies, can therefore become both positive or negative, depending on the circuit parameters.
. S1 Casimir forces induced by the electromagnetic vacuum in a transmission-line (TL) circuit (see Sec. 3). (a) Two conducting plates (capacitor) in free space exhibit attractive Casimir forces. (b) The same plates connected to a semi-infinite TL exhibit a modified Casimir force. (c) The situation considered in this work is that of a capacitor inside a circuit. Physically, this amounts to two plates (capacitor) coupled to a scatterer with impedance Z, via the electromagnetic modes of the TL structure. The resulting vacuum-induced (Casimir) force between the plates can be divided to three contributions as per Eq. (S3), including the one accounted for by the circuit theory we use (that mediated by the TEM mode). (d) Two examples of TLs. (I) A coaxial line is a "closed" TL in the sense that only guided modes mediate the interaction/force. (II) A coplanar waveguide, extensively used in circuit QED systems [44] , supports mediating non-guided modes as well. The separation between the conductors of the TL is denoted by a.
DISTINCTION BETWEEN ELECTRONIC ZERO-POINT FORCES AND VACUUM-INDUCED CASIMIR FORCES
An important aspect of the possibility to measure the electronic zero-point forces as a function of circuit parameters is the ability to distinguish them from other forces that act between the capacitor plates. Such an ability naturally relies on the assumption that these other forces do not change with the circuit parameters Z, therefore yielding only a constant shift to the force as a function of Z. In the following we examine this assumption for dipolar-like forces, using the example of the Casimir force induced by the electromagnetic vacuum in a circuit environment.
A pair of parallel plates (the capacitor) in free space will exhibit an attractive force due to their interaction with the vacuum fluctuations of the plane-wave electromagnetic modes of free space, the well-known Casimir force (fig. S1a). Consider now that the two capacitor plates are embedded in an infinite transmission line (TL), namely, they are connected to infinitely-long circuit wires (fig. S1b). The electromagnetic modes supported by the TL environment are different than those of free space, and correspondingly may lead to a slightly modified vacuum-induced Casimir force, denoted f (0) C . The case that we are concerned with however is that of fig. S1c , where the capacitor is embedded in a TL of length d, terminated by a general impedance Z. The force between the plates in this case can be written as
Here f
C is the component of the force due the fact that the capacitor is embedded inside a TL (as in fig. S1b ), whereas δf C (Z, d) is the component due to the interaction between the capacitor and the scatterer Z, mediated by the the virtual photons of the electromagnetic modes supported by the TL structure. The latter component is in turn divided into its contribution mediated by the TEM mode and that mediated by all other transverse modes supported by the TL structure. The TEM mode is the fundamental transverse mode of a TL. It has a frequencyindependent transverse profile, characterized by a constant line impedance (equivalently, by an effective area), and a linear dispersion relation, so that it forms the 1d propagating plane waves that are taken into account by circuit theory [10] . The rest of the modes ("other") consist of an infinite series of guided modes which possess a cutoff frequency larger than c/a (a being the separation between the conductors that form the TL, see ig. S1d), and whose transverse profile and dispersion depend on the structure of the TL, such as the TE and TM modes of a coaxial line Let us now examine the role of each of the contributions to the force. The force that we calculated using our circuit theory is δf TEM (Z, d). The length d does not appear in our calculation since it can be absorbed into the impedance Z by using the transformation properties of impedances in TL theory [51] , or by simply assuming that the circuit is lumped, ω c/d for any relevant ω (namely, for all ω values below the effective cutoff of the converging integrals we calculate). The contribution due to the introduction of the vacuum of the TL modes, f (0) C , does not depend on Z, and hence only gives a constant shift to the measurement as a function of Z. The main question is then, whether the component δf other (Z, d) , which is not taken into account by our circuit theory and which does depend on Z, gives a contribution large enough to mask the "signal" δf TEM (Z, d) .
In order to answer this question, consider first the contribution to δf other (Z, d) which is mediated by the guided modes with a cutoff frequency. In Refs. [38, 52] , it is shown that the vdW potential mediated by these modes between two scatterers (the capacitor and Z in our case) is suppressed exponentially with the distance d scaled to the width a, so that for d a, they are negligible with respect to the TEM circuit-theory contribution. For TLs used in circuit QED experiments, a ∼ 1µm, which is much smaller than the relevant wavelengths λ = 2πc/ω, so that it should be natural to work in the regime λ d a, where δf other (Z, d), mediated by guided modes, is negligible and can be ignored. In a closed TL such as a coaxial line, these are the only "other" modes that exist apart from the TL, so thatour theory can be readily applied there. For an open TL, such as the coplanar waveguide [fig. S1d(II)], we should also consider the contribution to δf other (Z, d) from non-guided modes. These modes resemble free-space modes and therefore are expected to give an interaction δf other (Z, d) that decays as a power-law with distance, e.g. 1/d 7 for weak scatterers (force resulting from vdW interaction). Again, by choosing sufficiently long d, these forces can become negligible with respect to those mediated by the TEM modes (captured by our circuit theory), which e.g. in the vdW case decay much slower, as 1/d 4 [38] .
To conclude, we have considered the electromagnetic zero-point forces between polarized objects, which are not accounted for in our circuit theory. We have generally shown that by properly choosing the distance d, the dependence of these forces on Z [namely, the component δf other (Z, d)] can be effectively eliminated. The specific required length of d depends on the TL system we consider, and can range from a few microns (d a) in a closed TL to e.g. a few microwave wavelengths (d λ) in the planar open TL case (recall that in such a case the lumped circuit description is valid when Z absorbs the length d using impedance transformation properties of TL theory).
EFFECT OF THE FINITE WIRE LENGTH
As explained in the main text ("Renormalization and the relative force", Results section), microscopic details not accounted for by the lumped-circuit theory we use, may lead to the convergence of the results for the potentials and forces, without the need for renormalization. The price to pay is that these converging results will then depend on the cutoffs provided by the microscopic details, and hence to the loss of the generality allowed by the macroscopic approach. Microscopic details can be considered in several levels of resolution, from the description of the electronic states of the capacitor, all the way to arrangement and finite lengths of wires. The latter "microscopic" details are in fact rather macroscopic and can be taken into account by a slight modification of the lumped-element approach we take, still within the language of circuit theory. Nevertheless, they are microscopic enough to provide effective cutoffs that lead to convergence, as we show below by considering the finite length of wires.
The circuit theory from the main text considers both lumped-elements and a lumped-circuit, and is thus valid for frequencies ω c/l and ω c/d, respectively, l being a typical size of a circuit element and d a typical size of the circuit (fig. S1c ). For l d, we can consider the case of transmission-line circuit theory, where the elements are lumped but the circuit is not. Then, the impedance Z seen by the capacitor C, at distance d along the circuit wires, is modified due to wave phenomena: it is not simply given by Z(ω) anymore, but rather by [51]
Here Z 0 is the characteristic impedance of the TL formed by the wires/conductors, depending on their structure. Then, R(ω) and X(ω) in Eq. (4), for the zero-point energy on the capacitor (main text), should be replaced by the real and imaginary parts of the expression (S4). The resulting integral in Eq. (4) becomes sinusoidal with a period 2πc/d which may lead to converging results. A different way to account for the finite length of the wires would be to consider a configuration where the capacitance between the parallel wires/conductors is negligible, such that only the inductance L 0 associated with their length d is accounted for. The inductance is typically linear with the wire length [53], L 0 = µ 0 d/(8π), and is effectively connected in series to the impedance Z. This is accounted for by the replacement X(ω) → X(ω) − ωL 0 in Eq. (4), leading to converging results [as in circuit (II) of the main text]. For example, the energy of the RC-circuit case would now become finite since it is identical to that of the RLC-series example of circuit (II), with L = L 0 . Specifically, the convergence occurs for frequencies above (see Methods)
so that the resulting potential depends on d ∼ L 0 and becomes attractive. Likewise, considering the circuit (I) with the addition of L 0 in series, we obtain a finite attractive potential depending on d, without the need for renormalization. The convergence of the integral in (4), with X = 1/(ωC 0 )−ωL 0 , again begins for frequencies around ω conv = 1/ √ L 0 C. So here microscopic details allow to obtain the definite sign of the zero-point electronic potential in circuit (I), for which we previously got only the relative force. However, this result is valid provided that the rest of the microscopic details, such as the capacitance between the wires or the material of the capacitor, give rise to characteristic frequencies much higher than ω conv ∝ √ d. This may strongly depend on the details of the specific system in question. In contrast, we now show how the general relative forces, obtained in the main text, are related to "microscopic" results such as the above. Considering the two converging integral expressions for the RC circuit and circuit (I), obtained by Eq. (4) with the replacement X(ω) → X(ω) − ωL 0 , we subtract the former from the latter (both finite now), obtaining
with x = ωRC, r = C 0 /C and a = L 0 /(R 2 C). First, we note that for L 0 → 0 (a → 0) we indeed get Eq. (8) from the Methods section, obtained for the renormalized circuit (I). More specifically, the integral (S6) has two frequency scales, 1 and 1/a, corresponding to the effective cutoff frequencies 1/(RC) from Eq. (8) [resulting from the renormalization due to subtraction] and ω conv = 1/ √ L 0 C [resulting from the finite-wire inductance]. If the latter is much larger than the former, a 1, than the convergence of the integral (S6) is determined by our renormalization (subtraction) and should yield the same repulsive relative potential as in Eq. (8). This leads to the result (5) from the main text, which is independent of a and hence on microscopic details. Indeed, by numerically integrating (S6) with a = 0.1 for different values of r, we obtain the function from Eq. (5). This demonstrates that the results obtained by the renormalization scheme introduced in the main text, are valid provided that they begin converging at frequencies much lower than the frequencies associated with the microscopic details (and much lower than the lumped-element cutoff c/l).
To get an estimate for an upper bound on wire length, under which the wire inductance can be neglected, consider again circuit (I) with the condition a = L 0 /(R 2 C) 1, yielding the upper bound d 8πR 2 C/µ 0 . As in Fig. 4 , we take e.g. the parameters of the electromechanical capacitor from Ref. [31] , for which C ≈ 3 × 10 −14 F, and R = 5Ω, obtaining d 15µm.
EVALUATION OF THE STANDARD CASIMIR FORCE BETWEEN CAPACITOR PLATES
We use the Lifshitz formula in order to calculate the standard Casimir force between the parallel plates of the capacitor. For two identical plates, with a dielectric constant ε(ω), separated by vacuum, the zero-temperature Casimir force is given by [8]
where ε(iu) is evaluated on the imaginary-frequency axis u, s = p 2 − 1 + ε(iu), and y is the separation between the plates. The metallic character of the plates is captured, for simplicity, by taking a plasma model, ε(ω) = 1 − ω 2 p /ω 2 , with the plasma frequency of aluminium, ω p /(2π) ≈ 3 × 10 15 Hz. The plate area is A = π(d 0 /2) 2 , with d 0 being the plate diameter. Consider the circuit from Fig. 1d in the main text. It can be divided into two systems; namely, the circuit Z and the superconducting qubit (SCQ). Out of the many degrees of freedom that these systems may possess, and following the Hamiltonian description of circuits [36] , we focus on the two degrees of freedom that appear in Fig. 1d , that is, the circuit nodes a and J, belonging to the systems Z and J, respectively (J denoting the SCQ). Each circuit node is represented by a dynamical variable (operator), e.g. voltageV m (t) (m = a, J), or more commonly the "flux" defined byφ m (t) = t 0 dt V m (t ). Then, the interaction between the systems Z and J, coupled by the capacitor C g , is given by [36, 44] 
whereQ J is the canonical conjugate ofφ J and C J is the total capacitance of the SCQ (for a transmon qubit this capacitance includes that related to the Josephson junctions shunted by an additional large capacitance [44] ). For weak coupling C g C J , we can take the rest of the Hamiltonian as that of the two noninteracting systems. For the SCQ this Hamiltonian is [36, 44] 
with e the electron charge and E J the Josephson energy, and where |n are the eigenstates of H J with eigenenergies E n . The system Z is assumed to be a linear circuit which may include resistive elements (dissipation). In the Hamiltonian formalism, such a dissipative system can be described by the Hamiltonian H Z of a continuous spectrum of Harmonic oscillators. However, in order to describe the effect of this dissipative system on the SCQ, we would not need to use such a detailed model. Instead, we will treat the dissipative system as a reservoir to which the SCQ system is damped. This will allow us to use the tools of quantum open systems which do not depend on the structure of H Z , but rather only on the noninteracting statistics ofV a .
Effective Hamiltonian induced by the reservoir
Moving to an interaction picture with respect to the noninteracting part of the Hamiltonian, H J + H Z , the Hamiltonian becomes,
with the tilded operators in the interaction picture, and with β = C g /(C g + C J ) ≈ C g /C J 1. Assuming the weak-coupling regime between the system and the reservoir, we can derive a quantum master equation for the SCQ system damped by the reservoir Z. This can be done as usual by assuming a stationary state for the reservoir and using the Fourier expansionṼ a (t) = dω/(2π)V a (ω)e −iωt , where V a (ω) and V a (−ω) = V † a (ω) take the role of the harmonic oscillator lowering and rising operators of the reservoir. The result is a Markovian master equation from which we can deduce the effective non-hermitian correction to the SCQ Hamiltonian, induced by the reservoir,
Here the pairs of states n, m are either identical or degenerate, Q nn = n|Q J |n , ω nn = (E n − E n )/ , and
This is a general Markovian result for a system with a discrete spectrum {|n } coupled to a reservoir noise βV a (t) via a system operatorQ J . As usual, the only information we need about the reservoir is the noise spectrum S Va (ω) in the absence of interaction with the system (i.e., in the interaction picture). In our case, we can simply calculate it from Kirchhoff's laws, by finding the voltage V a (ω) induced by the quantum noise sources in the given circuit Z (calculated for C g = 0, where Z is disconnected from the SCQ).
6.3. Shift in a transmon qubit coupled to an RC circuit Consider now the specific case of a transmon SCQ, in the regime E J E C = e 2 /(2C J ), where the nonlinearity of the SCQ is weak. The matrix elements Q nn are then approximated by those of a harmonic oscillator, whereas the weak nonlinearity appears in the eigenenergies of the states n = 0, 1, 2, ... [44] ,
δ n ,n+1 n + 1 2 + δ n ,n−1 n 2 , E n+1 − E n = ω 0 − E C (n + 1), ω 0 = 8E C E J . (S13)
Noting also that these eigenstates are non-degenerate, the effective Hamiltonian can only give rise an energy shift and width of each state, induced by the reservoir. Considering the first two states, n = 0, 1, we use (S13) inside (S11) and obtain the general expressions for the energy shift of the transition, δ = Re{E
(2) 1 − E
(2) 0 }, and the correction to its width, γ = −2Im{E
(2) 1 }, as
where Z J = ( /e 2 ) E C /2E J and P is Cauchy's principal value.
Considering the specific case of the RC circuit in the bottom of Fig. 1d , we easily find V a (ω) = I N (ω)R/(1−iωCR), so that S Va (ω) = 2 ωR/(1 + ω 2 C 2 R 2 ) (for ω > 0). Inserting this into the expressions for δ and γ in Eq. (S14) and performing the integrations in δ, we obtain
We note that for a transmon we have x c 1, and if we further assume b 1, we obtain I 1 − I 2 ≈ −π/(2b) and γ ≈ β 2 ω 0 R/Z J as in the main text.
