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A secondary neutral mass spectrometric SNMS depth profile study of electrodeposited Co/Cu multilayers was performed. Depth
profile measurements were performed both in the conventional way i.e., starting the sputtering from the final deposit surface and
in the reverse manner i.e., detaching the multilayers from the substrate and starting the analysis from the substrate side, which was
very smooth as compared to the final deposit surface. The latter method could yield significantly larger intensity fluctuations in
the SNMS spectra. Surface roughness data were measured with atomic force microscopy AFM for multilayers with different
bilayer numbers but otherwise exhibiting the same layer structure as those used for the depth profiling. The experimental AFM
surface roughness evolution was used to calculate the result of the depth profile measurements quantitatively. An excellent
agreement was obtained between this calculation and the SNMS measurements. It was shown that the decrease in the intensity
fluctuations during the depth profile analysis stems mainly from the increase in surface roughness of the samples studied,
especially in the conventional sputtering mode. It was also concluded that the thickness fluctuation of the entire multilayer deposit
and that of each layer are strongly correlated.
 DOI: 10.1149/1.3133182 .Nanoscale magnetic/nonmagnetic multilayers are in the forefront
of materials research since the discovery of giant magnetoresistance
GMR in these nanostructures.1,2 Multilayers are mostly produced
by physical methods evaporation, sputtering, and molecular beam
epitaxy, some of them applying a fairly expensive high vacuum
system. The feasibility of the electrodeposition of metallic magnetic/
nonmagnetic multilayers with GMR was demonstrated3 a few years
after the discovery of the phenomenon. Although electrodeposition
has long been considered as a possible low cost alternative to the
physical sample preparation techniques, the quality of the electrode-
posited ED multilayers is still inferior to their physically produced
analogs. The literature of the ED multilayer films with GMR
amounts to some 140 papers,4-6 but very little is known about why
the sample quality, especially GMR, cannot achieve the properties
of the samples prepared by physical methods.
Although depth profile analysis is a very efficient tool for the
characterization of element distribution and the interface quality of
ED multilayer samples, only a few studies were published hitherto.
Basile et al.7 studied the depth profile of ED Co/Cu sandwiches by
Auger electron spectroscopy. They found that the observed interface
width of approximately 20 nm is an inherent feature of the sample
itself rather than the artifact of the sputtering method used for the
depth profiling although the sputtering also leads to some intermix-
ing at a smaller depth scale8,9. According to Tokarz et al.,10 the
interface width of ED Cu200 nm/Ni200 nm bilayers can also be
estimated as being 20–30 nm, as shown by their secondary-ion mass
spectrometric depth profile data. Later, Péter et al.11 and Katona et
al.12 published the depth profile analysis of ED Co/Cu and
Co–Ni/Cu multilayers. The interface width was estimated to be in
the same range as in the study of Basile et al. In the papers listed
above, the thickness of a single layer was within the 20–100 nm
range. Gupta et al. studied Co/Cu layers with a 6.8 nm bilayer pe-
riod with X-ray photoelectron spectroscopy XPS13 and found an
antiphase composition oscillation of Co and Cu; nevertheless, the
resolution was limited by the large probe depth of the XPS method.
The depth profile analysis of thinner ED layers still remained a
challenge with any technique.
The interface width on the order of 20 nm, as obtained in earlier
depth profile studies of ED multilayers, must surely be an apparent
value. All major reviews on ED multilayers4-6 agree that the elec-
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layer thicknesses is fairly easy. Electrical and magnetotransport
properties clearly indicate both the presence of a layer structure with
a much lower interface width as that shown by the depth profiles and
the dominance of regular parts over less ordered regions within the
samples. From a structural viewpoint, the occurrence of satellite
reflections in the large-angle X-ray diffractograms10,13-22 and peaks
in the small-angle X-ray diffractograms23-26 also underpins the as-
sumption that the real interface width in ED multilayers must be
small compared to the layer thickness itself, and the apparent 20 nm
interface width should be explained with something else. Neverthe-
less, the fairly weak control of the interface quality and the layer
thickness fluctuations on the large scale are clearly shown in rel-
evant literature by the large variation in the satellite reflection inten-
sity, the critical layer thickness above which satellites are observed
at all, and the number of satellite reflections observed. Transmission
electron microscopy TEM also revealed a clear layer structure for
ED multilayers16,19,22,26-32 with repeat lengths well below 10 nm.
In some cases, the observations were compared to model calcu-
lations concerning interdiffusion and interface roughness, too. It was
revealed by the comparison of low angle X-ray diffraction measure-
ments and calculated scattering intensities26 that the interface rough-
ness alone cannot be responsible for the features observed in the
diffractograms. Nallet et al. concluded for ED Co–Cu/Cu
multilayers29 that neither interdiffusion nor roughness should be re-
sponsible for an uncertainty larger than two atomic layers. There-
fore, there must be a chance to observe a sharp layer structure with
direct depth profiling, too.
Secondary neutral mass spectrometry yields the composition of
the surface layer removed, as opposed to several other methods
frequently used for the depth profile analysis. The advantages of
SNMS,33,34 the comparison with other depth profile analysis
methods,35 and future perspectives36 can be found in various re-
views. The high depth resolution capability of SNMS gives a chance
for detecting subtle features of ED multilayers, too.
In this work, we made an attempt to introduce a sample prepa-
ration technique for the depth profile analysis that makes it possible
to start depth profiling at a surface with a mean roughness below 1
nm. The results were correlated with a direct surface roughness
analysis by using the atomic force microscopy AFM technique at
different stages of multilayer electrodeposition.
D254 Experimental
Materials.— Substrates for all experiments were fabricated from
100-oriented n-type Si wafers. A 5–20 nm thick Cr adhesive layer
and then a 20 nm thick Cu conductive seed layer were evaporated
onto the Si wafer. These layers provided a good adhesion for the
duration of the electrodeposition procedures, but the detachment of
thick deposits from the substrate by a peeling-off process was also
possible.
All chemicals used were of analytical grade and purchased from
Reanal Hungary. Electrolyte solutions were prepared with double
distilled water. The solution for the deposition of Co–Cu/Cu multi-
layers contained the following components: CoSO4 0.80 mol/L,
CuSO4 0.015 mol/L, H3BO3 0.20 mol/L, and NH42SO4 0.20
mol/L.
Electrodeposition.— Electrodeposition was carried out by using
a tubular cell.21 The Si/Cr/Cu substrate was facing upward. The
tubular cell geometry provided an even current distribution over the
entire cathode surface. The nominal sample surface area was con-
stant 1.5 cm2, but the real surface area showed some 15% varia-
tion from sample to sample due to the difference in the compression
of the silicon rubber gasket between the body of the cell and the
substrate. The electrodeposition of the multilayer samples was al-
ways terminated with the Cu layer to reduce the corrosion of the
sample after finishing the deposition.
A Cu counter electrode was immersed into the electrolyte close
to the top of the cell. A saturated calomel electrode was connected as
a reference electrode to the cell via a liquid junction Luggin capil-
lary positioned at a fixed distance from the cathode. Potential val-
ues refer to this electrode throughout this work.
A computer-controlled Electroflex 453 potentiostat/galvanostat
was used to deposit the multilayers. This instrument enabled us to
apply either potential control or current control for the deposition of
the alternating layers of the samples. The Co-rich layers were de-
posited at a −60 mA/cm2 constant current density with a predefined
pulse duration, and the Cu layers were produced at a 0.6 V con-
stant potential by monitoring the charge passed through the cell. The
nominal layer structure of the samples is summarized in Table I. The
interface between the substrate evaporated layers and the ED
samples is marked with a double slash, whereas layers produced
with the same method are separated with a single slash only. The
current efficiency was 100% for the deposition of Cu, whereas it
was negligibly less than 100% during the deposition of Co, as
shown by the current efficiency calculation for a large set of samples
prepared from an electrolyte of identical composition.20
When the deposition of the multilayer samples was completed,
the bath used was removed from the cell as soon as it was possible
typically within 30 s. Then, the cell was repeatedly rinsed with
double distilled water, and the sample cleaning was finished by
washing it with small portions of ethanol three times. The fast
change of solution and the thorough rinse in ethanol prevented the
oxidation of the sample surface to a large extent, leading to a mir-
rorlike surface similar to the Si/Cr/Cu substrate by visual observa-
tion. After drying the samples in air, the sample surface was pro-
tected from mechanical contaminations to provide clean conditions
for either the surface roughness study or the depth profile analysis.
Table I. Layer structure of the samples prepared for the depth
profile analysis.
Sample
type
Layer
structure
A Si/Cr20 nm/Cu20 nm//Co5.4 nm/Cu4.4 nm  7
B Si/Cr5 nm/Cu20 nm//Co7.0 nm/Cu5.5 nm  7
C Si/Cr5 nm/Cu20 nm//Co8.7 nm/Cu7.8 nm  6
D Si/Cr5 nm/Cu20 nm//Co11.0 nm/Cu9.0 nm  5Multilayer samples intended for the reverse depth profile analysis
were coated with an ED Ni layer immediately after the deposition of
the multilayers. In this procedure, the electrolysis cell was not dis-
assembled; just the electrolyte was changed. The Ni cover layer was
produced by using a conventional Watts-type bath operated at a low
current density −6 mA/cm2, hence obtaining a relatively stress-
free, shiny deposit with uniform thickness. This Ni layer was strong
enough to prepare self-supporting samples if its thickness exceeded
2 m.
Surface roughness analysis.— The surface roughness parameters
were calculated from the analysis of AFM images. These measure-
ments were made with a MultiMode AFM from Veeco Metrology in
the noncontact mode with a resolution of 256  256 pixels. In a
few cases, the measurement was also carried out in the contact
mode, and the results were identical, with a little difference in the
noise level. The diameter of the end of the AFM tip was 20–30 nm
according to the manufacturer’s specification. The symmetry of the
height distribution curves was distorted, probably because the diam-
eters of the holes on our sample surface were in some cases less than
the radius of the AFM tip used for the measurements.37
For a comparison of the roughness of various samples, measure-
ments were taken over 5  5 m rectangular areas of the sample
surface. To check the independence of the roughness parameters
measured from the dimension of the area scanned,38 the edge of the
square scanned was varied from 2.5 to 20 m. The analysis of the
AFM picture was performed with the Gwyddion software.39
For the roughness calculation, a low pass two-dimensional Fou-
rier filter was first applied to remove the high frequency noise from
the pictures, and then the height distribution functions were calcu-
lated. These distributions can be perfectly fitted by a Gaussian func-
tion; hence, the full width at half-maximum fwhm is a relevant and
sufficient parameter to describe the roughness of the fitted curves.
Because the direction of the lateral motion of the AFM tip was not
necessarily parallel to the mean sample surface, the polynomial
background correction procedure of the analysis software was used
for this data correction where it was needed.
Depth profile analysis.— SNMS depth profile measurements
were carried out by an instrument of the type INA-X SPECS
GmbH, Berlin. Secondary neutral mass spectrometry is a destruc-
tive technique because the sample surface is sputtered by an ion
beam, which was Ar+ in this case. The material abraded by sputter-
ing consisted mostly of neutral atoms, which were detected after
postionization using electron cyclotron wave resonance plasma. As
opposed to several other surface analysis techniques, in the SNMS
measurements practically the total amount of the material removed
was analyzed, and neither the ionization probability during the sput-
tering itself like in secondary-ion mass spectrometry nor the dif-
ference in the bulk and surface layer compositions like in XPS was
important. This eliminates the matrix effect and makes it possible to
carry out an accurate quantitative elemental analysis.
The intensity vs sputtering time function i.e., the raw data set
obtained in the measurement was transformed into the molar frac-
tion vs depth curves in two steps. In the first step of the procedure,
the concentrations of the elements were calculated from these inten-
sities using the relative sensitivity factors of the elements. In the
second step, the time scale was converted into a depth scale by using
the sputtering rates of each element that were determined previously
by measuring the sputtering time and the resulting crater depth un-
der the same sputtering condition. Hence, a true depth scale can be
obtained for all compositions detected. The entire procedure is de-
scribed in detail in a previous work.11
Two opposite sputtering directions were applied in the present
depth profile measurements. First, for conventional depth profile
analysis where samples still on their substrate were studied as ob-
tained after the electrodeposition the sputtering of the sample was
started from the final surface; i.e., the last layer deposited was sput-
tered first “top-to-bottom” etching. Second, the reverse depth pro-
file analysis was carried out with the following protocol. The
D255 multilayer sample coated with the supporting Ni layer was detached
from the substrate. The back side of the Si wafer was scratched
parallel to the crystallographic axis. The sample was bent by press-
ing the wafer so that the deposit was at the concave side. Therefore,
the Si wafer could be broken, but the Ni support prevented the
sample from being damaged. After breaking the Si wafer, the sample
could be peeled off from the substrate very easily. The separation
took place at the Si/Cr interface at fairly large areas. Although the
evaporated Cr/Cu layer was damaged at some areas, it was always
possible to find a large enough spot on the sample where the Cr
layer entirely covered the multilayer deposit. By following this
sample preparation procedure, the depth profile analysis could be
started from the Cr layer “bottom-to-top” etching, whose surface
roughness was comparable to the polished surface of the Si wafer
1 nm.
The sputtering in the SNMS instrument was carried out for a
round-shaped area with a diameter of 2–3 mm. The calculation
method of the composition vs depth function from the detected in-
tensity vs time function was given elsewhere.11 The calculation of
the apparent interface width from the SNMS depth profiles was
performed in accordance with the method shown in Fig. 3b of Ref.
11. Briefly, the tangent line was drawn to the inflection point of the
concentration vs depth function, and the difference in the intercepts
with the previous and subsequent baselines was calculated.
Results
Comparison of conventional and reverse depth profile
analyses.— A conventional SNMS depth profile was obtained for a
type-A multilayer. The resulting intensity vs time curve is shown in
Fig. 1a. At the beginning of the sputtering, the fluctuation of the
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Figure 1. Color online Conventional depth profile of a type-A multilayer
sample.intensities related to the main components of the multilayer i.e., Co
and Cu can be seen, but the intensity fluctuation decays so fast that
the last bilayer closest to the substrate cannot be resolved. During
the sputtering of the multilayer structure, the intensity fluctuation of
the Cu signal is 38%, whereas it amounts to 10% only for Co. The
corresponding molar fraction vs depth function is displayed in Fig.
1b. The bilayer repeat distance established from the latter set of
curves is 9.9 nm, which is identical to the 9.8 nm nominal value well
within error. The thickness of the Cr layer as observed in the depth
profile also agrees with the nominal substrate layer structure. Below
a repeat distance of 10 nm, the conventional depth profile analysis
could not reveal the layered structure of the samples.
A multilayer with the same structure was also investigated by the
reverse depth profiling method. The result of the SNMS measure-
ment is shown in Fig. 2. The intensity fluctuation in Fig. 2a is much
higher than that for the conventional depth profiling method. The
intensity fluctuation of the Cu signal increased to 62% from 38%,
and a similar increase was observed for the Co signal as well 24%
instead of 10%.
It is evident from Fig. 1b that the layer structure is observed in a
faded manner because the apparent molar fraction in the middle of
the layers is still by far lower than 1. The apparent interface width as
a function of the sputtering depth is shown in Fig. 3. In the case of
conventional sputtering, the apparent interface width obtained is
comparable to the layer thickness itself; therefore, large SNMS in-
tensity fluctuations cannot be expected. While the apparent interface
width steadily increases with sputtering depth in the conventional
depth profile analysis, it achieves approximately 3 nm and remains
constant for the entire sputtering process in the reverse sputtering
method. This 3 nm apparent interface width is better than the 5 nm
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Figure 2. Color online Reverse depth profile of a type-A multilayer
sample.
D256 width found formerly for the conventional sputtering direction.11
Because in the reverse depth profiling the starting surface is almost
atomically smooth, the 3 nm apparent interface width can be attrib-
uted to the sum of the natural interface width produced by the elec-
trodeposition, the apparent interface width increment due to the
layer undulation, and the artifact of the sputtering process itself.
Reverse depth profile analysis of multilayers with various layer
thicknesses.— When the bilayer thickness was around 10 nm, the
periodicity of the multilayers could be easily elucidated from the
depth profile analysis performed by either the conventional or the
reverse method. However, the SNMS intensity fluctuation remained
well below the value that one can expect from either the electro-
chemical sample preparation parameters or the direct observation of
the layer structure with TEM. This can be caused by at least two
phenomena, namely, the loss in the interface sharpness and the
roughness of the sample surface or even both. Figure 4 illustrates
how the low interface sharpness and the increase in surface rough-
ness during the deposition may affect the depth profile observed
experimentally if one of the effects is predominant.
The scheme in Fig. 4 is valid only if the layer thickness is sig-
nificantly larger than the widening of the signal caused by the sput-
tering process itself. Hence, there is a chance that the lower-than-
expected intensity fluctuation can be attributed to one of the reasons
taken into account in Fig. 4 if multilayers with larger and larger
layer thicknesses are analyzed. For this reason, multilayers of types
B, C, and D were prepared for the reverse depth profile analysis see
Table I. The results are shown in Fig. 5. All depth profile curves
show a very sharp layer interface at the Cr/Cu boundary, and the
molar fraction of Cu is very close to or even equal to 1 when the Cu
seed layer of the substrate is being sputtered. However, the intensity
of both Cu and Co decays fast as the sputtering depth increases. The
qualitative evaluation of the depth profiles indicates that the shape of
the envelope curve of the depth profile functions agrees with the
assumption that the uneven layer thicknesses and the resulting layer
corrugation may be responsible for the loss of the SNMS fluctuation
intensity with increasing sputtering depth.
Surface roughness measurements.— To estimate the impact of
the increase in the sample surface roughness on the experimental
depth profile curves, AFM measurements were carried out for the
final surface of various ED samples. The saturation surface rough-
ness of both the Si wafer and the Si/Cr/Cu substrate was between
0.5 and 1.2 nm, which is the limit of the height resolution of the
AFM instrument.
The analysis of a series of AFM measurements for a B-type
multilayer sample is shown in Fig. 6. It can be seen in the curves of
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Figure 3. Color online Apparent interface width for type-A multilayer
samples analyzed in conventional and reverse manner as a function of the
sputtering depth.Fig. 6 that at the lateral length scales chosen for the AFM study, the
height distribution curve is independent of the length scale. All
curves could be fitted with a Gaussian distribution. The slight asym-
metry of the curves more likely deviation from the average at ex-
tremely large heights than in deep cavities could be detected for
practically all curves. However, this asymmetry amounts to about
1% of all points measured. The shapes of the height distribution
functions were all very similar to those published for ED Co and Cu
samples40 of similar thicknesses.
To estimate the rate of the surface roughness increment during
the electrodeposition, several samples were produced with identical
layer thicknesses as samples of the types B, C, and D but with
reduced bilayer numbers. Then, the surface roughness of the multi-
layers was measured as a function of the bilayer number. The sur-
face roughness of the samples increases with the sample thickness at
approximately the same rate for all three sample types. In the next
section, these roughness vs depth curves are displayed as functions
of the total thickness of the metallic coating on the Si wafer includ-
ing the sputtered Cr/Cu layer to bring AFM roughnesses and depth
profiles to the same depth scale.
AFM was also used to assess the surface roughness of the
samples investigated with the reverse depth profiling method. After
detaching the metallic coating seed layer  ED multilayer  ED
Ni layer from the Si wafer, the Cr surface of the detached sample
was studied. Figure 7 shows typical linescans obtained for both
Figure 4. Color online Impact of the fading of layer interfaces and that of
the surface roughening on the experimental depth profile data.
D257 smooth and damaged sample surfaces. When the seed layer on the Si
wafer was defective, the surface of the detached sample became
stepwise, and the step height was comparable to the nominal thick-
ness of the Cr/Cu seed layer. Only areas of detached samples with a
continuous Cr layer were appropriate for the reverse depth profile
analysis where the mean roughness was below 1 nm.
Calculation of the results of reverse depth profile analysis.—
For the estimation of the results of the depth profile analysis, it was
assumed that the decay in the SNMS signal intensity fluctuation was
caused solely by the undulation of the layer interfaces, which was
the consequence of the uneven layer thicknesses. The probability of
the distance of the layer interface from the substrate was described
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Figure 5. Color online Reverse depth profile of multilayer samples of
types B, C, and D.with a Gaussian function. This approximation was based on the
result of the AFM measurement. It was important to choose an ana-
lytical function for the calculation, with the help of which the nu-
merical integration could be performed easily. Then, the calculated
distribution of component i ycalc,i was obtained as a convolution of
the nominal depth profile function of the same component ynom,i
and the probability density function G
ycalc,ix = 
−

ynom,ixGx,x,xdx 1
The nominal molar fraction ynom is a square-wave function that
describes the depth profile as if all interfaces were planar and par-
allel to the original substrate surface. For instance, ynom,Cu = 1 when
dCr+Cu + kdCu + dCo  d  dCr+Cu + kdCu + dCo + dCu, where k
is an integer that counts the full periods from the substrate. There-
fore, all deviation of the shape of layer interfaces from planarity is
attributed to the surface roughness and is comprised of the function
G. By using the height distribution function G, the shape of the
surface does not need to be taken into account; it is enough to treat
its statistical description.
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Figure 6. Color online Height distribution curves for a B-type multilayer
deposit as elucidated from AFM measurements of various length scales.
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Figure 7. Color online Comparison of AFM line scans recorded for the
substrate side surface of a good and a damaged sample peeled off from the Si
wafer.
D258 In the argument of the Gaussian function G, x is the mean value
of the distribution, and the fwhm of the distribution is also taken as
a function of the mean value the latter is determined by the AFM
roughness vs sample thickness measurements. In the samples stud-
ied every other layer is Cu and the neighboring layers are composed
of a single element only Cr, Co, or Ni, therefore, the yCu + yother
= 1 condition is fulfilled for each transient region. The latter equa-
tion and the interchangeability of the addition and integration ensure
that i=1
N ycalc,i = 1 for all sputtering depth x. Therefore, it is enough
to display the depth profile function of Cu only for the assessment of
the feasibility of the calculation. The comparison of the experimen-
tal and calculated depth profile functions are shown in the bottom
part of Fig. 8a-c, while the corresponding surface roughness vs
sample thickness functions are displayed in the top part of the same
figures. The best agreement of the calculation and the experimental
data is obtained if the actual roughness is assumed to be different by
about 0.5–2 nm from the measured data points throughout the thick-
ness range. It is remarkable that the rate of roughness increment
with the sample thickness is identical in the data set measured and
that used for the calculation of the best fit.
Figure 8a shows that the surface roughness increment at the rate
measured is appropriate for the depth profile calculation, although
the initial roughness is somewhat different from that of the Si wafer.
However, in Fig. 8b and c the Cu molar fraction in the last layer
deposited seems to be abnormally low, and the loss of Cu cannot be
the consequence of any roughness increment. In these cases, the
SNMS intensity for Co also decays earlier than expected. It is be-
lieved that the weak agreement of the measurement and the calcu-
lation at the Cu/Ni interface is caused by the corrosion of the sample
when the acidic Ni bath already contacted the multilayer sample but
the deposition was not yet started. Although the Ni deposition was
started soon after filling up the cell with the electrolyte, the presence
of dissolved oxygen and the chloride content of the bath can cause
such a problem.
The agreement between the calculated and measured data can be
achieved only in the case when the Cu content of the Co layer is also
taken into account yCu
 . This value can be calculated from the
electrochemical sample preparation data with the following equation
yCu =
QCu + QCoyCu*
QCu + QCo
2
where yCu is the average Cu content of the entire deposit, yCu
 is the
Cu content of the Co layer, Q is the charge passed during the depo-
sition of the layer shown by the lower index, and  is the current
efficiency for the Co layer deposition. After rearranging Eq. 2, one
obtains
yCu
*
= yCu − 1 − yCu
QCu
QCo
3
Since yCu
 is obtained as a difference and its value is close to zero,
the uncertainty of the determination of yCu
 is very large. The current
efficiency can also be a function of the layer thickness. This is why
yCu
 was also a free parameter in finding the best approximation of
the trial function to the experimental depth profile data. If yCu
 was
neglected, the ratio of the Cu and Co layer thicknesses obtained
from the depth profile approximation was much larger than that
expected from the deposition parameters. The best fit was obtained
when yCu
 was 0.020 	 0.012, which agrees with both the SNMS
determination of the Cu content of thick Ni–Co layers prepared
under similar conditions11 and the determination of the Cu content
of the Co layer in a multilayer series prepared from the same bath.20
Despite the fact that the bilayer thickness 
 = dCo + dCu used
for the simulation of the depth profile measurement agreed with the
nominal repeat length, the Cu layer thickness always needed to be
overestimated to approach the experimental data with the simula-
tion. This discrepancy could not be resolved. Some possible reasons
are listed in the Discussion.Discussion
The length scales of the samples and of the measurements range
more than about 6 orders of magnitude. These characteristic dis-
tances are summarized in Table II.
Figure 8. Color online Comparison of the measured and calculated depth
profile data for various multilayers bottom parts. The top part of the figures
shows the mean AFM roughness measured at the same total sample thickness
with individual symbols, and the continuous line is the roughness vs depth
function used to achieve the best fit of the calculation to the experimental
“reverse” depth profile data.
D259 The periodicity i.e., bilayer thickness of the ED multilayers
studied in this work is around 20 nm, while the surface roughness
measurements were performed over areas equal to or larger than
2.5  2.5 m. Because the characteristic spot diameter for the sur-
face roughness assessment is much larger than either the multilayer
periodicity or the total deposit thickness, one can assume that the
surface roughness estimation at the length scale applied provides the
saturation value of the surface roughness. This is evidenced also by
the fact that very similar height distribution functions are obtained
for various surface areas scanned. It is of no importance for this
study whether the layer growth obeys the normal or the anomalous
scaling because for both cases the saturation roughness no longer
increases with the enlargement of the area under investigation.38 It
was also found for both ED41 and chemically deposited42 homoge-
neous metal films and multilayers43 that the saturation roughness
can be measured at a length scale of 1 m when the total deposit
thickness is smaller than about 300 nm. The total thickness of the
multilayer deposits in this study is only about one-third of the above
value.
The grain size of the ED nanoscale multilayers may vary, de-
pending on all deposition conditions temperature, electrolyte com-
position, deposition parameters, and total sample thickness and on
the substrate surface. The grain size estimation from large-angle
X-ray diffractograms yields the grain size in the growth direction;
hence, it cannot be compared to the correlation length of the surface
pattern. Direct TEM observations30,31,44-46 can often yield, however,
lateral granule diameters of a few hundred nanometers. The AFM
surface scan with the characteristic length scale of 2.5 m is surely
sufficient to yield the mean roughness of the surface of a 100 nm
thick film, ranging to a statistically large enough number of gran-
ules.
The surface area used for the depth profile analysis was about
105 times larger than the area used for the surface roughness esti-
mation. However, the roughness observed at the micrometer length
scale was appropriate for the estimation of the depth profile ob-
served at the millimeter length scale. This fact indirectly supports
the assumption that the AFM measurements gave information about
the saturation roughness; otherwise, the calculation could not yield a
good estimate of the experimental depth profile data.
The accuracy of the experimental depth profile data strongly de-
pends on whether the peel-off procedure can provide an ideally
smooth and defect-free Cr-capped sample. The Ni adlayer with a
thickness larger than 2 m has a large enough mechanical strength
to detach the metallic structure from the Si wafer entirely, i.e., with-
out fractures. In some cases the detachment of the Cr layer was not
complete, which is indicated by the presence of Cu and Si atoms at
the surface already at the beginning of the sputtering; nevertheless,
the AFM scan at a micrometer scale indicated a sufficiently smooth
surface. This mechanical damage is also a source of the surface
roughness that leads to an apparent widening of the interfaces, and it
can also be an explanation of why the probability distribution used
for the best fit has larger fwhm in some cases than the experimental
data. Nevertheless, in most of the cases it was easy to find a spot on
the detached sample surface where the depth profile analysis could
yield reliable results without the influence of the imperfection
caused by the peel-off procedure.
The height distribution functions obtained from the AFM mea-
Table II. Summary of the characteristic thicknesses and distances
related to the samples and the experimental methods.
Thickness of a single layer 5–11  10−9 m
Total multilayer thickness,
including the Cr/Cu
seed layer 1.1–1.5  10−7 m
Length scale of the AFM study 2.5–10  10−6 m
Diameter of the area used for depth
profile measurement 2  10−3 msurements exhibit a slight asymmetry. This is partly because of the
finite nonzero lateral tip size because it can properly image the
elevated areas of the surface peaks, but cannot follow the shape of
the cavities with the same accuracy. It is predicted by theoretical
calculations37 that as the ratio of the tip radius to the correlation
length of the surface features decreases, the AFM roughness tends to
underestimate the real value. This can be valid in the case of ED
multilayer samples too.
The opportunity for the calculation of the experimental depth
profile data is also evidence for one more fact. Namely, the fluctua-
tion of the total sample thickness is strongly correlated to the thick-
ness fluctuation of each layer deposited. If this were not true, then
the calculation of the experimental depth profile data could only be
performed with the sum of the surface roughness and the thickness
fluctuation of an individual layer. In this respect, the multilayer
growth pattern suggested in several previous works can also be ap-
plied to the multilayer samples of this study bottom of Fig. 4; see
also Fig. 11b of Ref. 32, Fig. 13a of Ref. 44, Fig. 2 of Ref. 45, Fig.
5 of Ref. 47, and Fig. 10.10b of Ref. 48. According to the latter
works, the columnar structure formed exhibits elevated areas close
to the middle of the crystals, while the shallow areas can be found
around the grain boundaries. Similar conclusions were drawn by
Shima et al.,22 and the presence of the grooved grain boundary was
also one of the explanations for the absence of the coupling between
the magnetizations of the neighboring magnetic layers. The direct
TEM observations on the columnar growth of the ED
multilayers31,45,46 agree with such assumptions, although the TEM
observations were usually obtained for deposits with much larger
total thicknesses than those reported in the present work.
The analysis performed in this study clearly showed that the
interface width of about 20 nm as observed in earlier studies for the
conventional depth profiles7,10-12 is an artifact that was caused, be-
sides the possible drawbacks of the depth profiling methods them-
selves, by the fairly large surface roughness developed during the
electrodeposition of the samples.
It is worthwhile to discuss the possible reasons why the layer
thicknesses in the simulated curves differ significantly from the
nominal ones, although the bilayer thickness agrees with the nomi-
nal value. When the sputtering front penetrates into the sample, it
will cross the layer boundaries because of the corrugation of the
layers; in the absence of corrugation, the layer boundaries and the
sputtering front would be parallel planes. This must lead to the situ-
ation that the surface being sputtered is laterally inhomogeneous,
and hence the sputtering rate also varies from spot to spot. However,
the calculation of the atomic fractions is based on the assumption
that the material studied is laterally homogeneous. Hence, this
source of error is the inherent feature of the calculation method that
could not be overcome so far. Therefore, one has to accept that the
simulation of the depth profile curves can yield a fairly exact value
of the bilayer thickness, but the individual layer thicknesses are
somewhat misestimated.
In spite of the success of the depth profile data calculation for the
reverse sputtering, the fast decay of the fluctuation corresponding to
the layered structure in the conventional depth profiling cannot be
the result of the initially higher surface roughness alone. It is easy to
show that if the fluctuation of the total sample thickness and that of
the layer thicknesses are correlated, the fluctuation should show the
same decay rate for conventional and reverse sputtering, provided
that the original surface profile is conserved during the sputtering
process. Instead, the inferior result for the conventional sputtering
should be a consequence of the higher starting roughness and the
sputtering process together. Hence, this is related to the processes
taking place during the sputtering rather than to the thickness fluc-
tuation alone.
Although the simulation of the reverse depth profile curve with
the help of the surface roughness evolution function was successful,
it could not account for the contribution of the interface roughness
to the resolution decay in any sense. We can only say that it is not
necessary to include a distortion factor due to the interface rough-
D260 ness, but there is no definite evidence to completely exclude its
impact on the measured data. It is expected that the occurrence of
both effects i.e., increase in the surface roughness accompanied
with the loss of interface sharpness would lead to a faster decay of
resolution with sputtering depth.
Conclusions
A depth profile method was elaborated by detaching the deposits
from their substrates. In this reverse depth profile analysis, the sput-
tering of the sample can be started from the layer that was deposited
first, hence eliminating the impact of the roughness of the final
surface on the depth profile data measured.
It was shown that the apparent interface width is lower for the
reverse depth profiling method than for the conventional one.
A calculation method was developed for taking into account the
increase in the surface roughness in the elucidation of the reverse
depth profile analysis. It was shown that the experimental depth
profile curves can be obtained with the simulation, too, if the rate of
the surface roughness increase with sputtering depth in the calcula-
tion is the same as that measured experimentally with AFM.
The complementary analysis of the experimental depth profile
data and the surface roughness evolution showed that the thickness
fluctuation of the entire multilayer sample has to be strongly corre-
lated to that of each layer within the multilayer. If these thickness
fluctuations were uncorrelated, the calculation of the depth profile
based on the surface roughness could not reproduce the experimen-
tal depth profiles.
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