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ABSTRACT
In order for a machine learning effort to succeed, an appropriate model must be
chosen. This is a difficult task in which one must balance flexibility, so that the
model can capture the complexities of the domain, and simplicity, so that the
model does not overfit to irrelevant characteristics of the training data. The op-
timal model is not only a function of the task to which it is applied, but also the
amount of training data available. Copious training data can justify a complex
model that includes many of the “true” domain interaction. But when training
data is limited, additional simplifications are necessary. Traditional model selec-
tion techniques, that require fitting each of a number of hypothesized models to
the training data before selecting one, apply in theory, but are not feasible when
the number of possible models is large.
In this thesis, we describe steps in a new direction for automatically adapting
model flexibility. Our approach leverages prior knowledge of two forms: 1) Qual-
itative knowledge statements, which describe positive and negative relationships
between domain variables, and 2) Structural metadata, which provide categorical
assignments for each training instance. In our approach, this prior knowledge is
used to implicitly construct a large space of alternative well-formed models. A
model adaptation procedure then utilizes the training data to conduct a directed
search through the space of possible models. The search requires that relatively
few models be fit to the data. Thus, the search is efficient and the risk of overfit-
ting in the model selection process is minimized. We demonstrate our approaches
on a variety of machine learning tasks, including military airspace safety predic-
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Having an appropriate model is crucial to the success of a machine learning en-
deavor. In supervised learning, our goal is to choose a model that maximizes
performance in the general case, given only a finite sized collection of training
data. In order to accomplish this, we need to balance two goals: 1) Choose a
“low bias” model that is flexible enough to capture the underlying patterns of the
domain (avoid underfitting), and 2) Choose a “low variance” model that does not
pick up on spurious patterns of the training data (overfitting). Satisfying both of
these goals is a difficult task. Furthermore, the choice of models for a machine
learning problem must not only be a function of the task, but also of the size of the
training data available to calibrate the model. With copious data we can reliably
calibrate complex models, but with limited data, complex models risk overfitting.
The real world is very complex, and when applying a machine learning ap-
proach to real world data, there is often a myriad of possible features and interac-
tions that the model can entertain. A priori choosing which are worth including in
the model for a particular amount of training data is a daunting task. Even when
performed successfully, this approach is limited. When confronted with a new
task, or even a different amount of training data for the same task, the procedure
must be repeated.
Instead, we can avoid repeatedly redesigning the model by entertaining a space
of alternative models and utilizing an automatic model selection procedure. Model
selection is a well studied field, and many general model selection criteria exist,
such as the Akaike Information Criterion (AIC) [1], the Bayesian Information cri-
terion (BIC) [2], and the minimum description length principle (MDL) [3]. In
these approaches, a complexity penalty is associated with each model based on
its number of free parameters and the number of training examples. Each model
is fit to the training data, and the the model that best balances maximum fit with
minimum complexity penalty is chosen. Another option is structural risk mini-
mization [4]. Here, we a priori specify a nested family of increasingly complex
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models. Again, each model is fit to the training data, and in this case, a maximum
bound on test error is computed for each model based on its complexity.
While these approaches specify a framework for us to compare a small number
of alternative models in order to select the most appropriate, they require calibrat-
ing each model’s parameters to the training data. Unfortunately, when there are
many modeling choices to be made and thus a large space of alternative models,
fitting all of them to the training data is computationally prohibitive.
This thesis describes steps in a new direction for automatically adapting model
flexibility to the distinctions that seem useful for a given amount of training data.
Our approach leverages qualitative knowledge and categorical metadata. This
consists of information and distinctions that experts through many years, or even
many generations, have discovered about the domain. This sort of knowledge has
the potential to provide far more information than can reasonably be extracted
from any training set.
In our approach, this knowledge is used to construct a structured space of al-
ternative models. The high-dimensionality of such a space makes it practically
incompatible with traditional model selection techniques. Instead, we utilize a
directed search through this space to find a high performance model while only
calibrating a fraction of the models to the training data. This allows for adaptation
to the kind of flexibility in addition to the level of complexity.
1.1 Overview
In this thesis, we present an approach to machine learning that uses domain knowl-
edge interacting with training data to improve model construction. This knowl-
edge is specified in simple formats and is allowed to be inconsistent or incom-
plete. We utilize domain knowledge in two forms: qualitative relationships and
structural metadata.
Qualitative relationships are short statements relating a change of one variable
to another. For example, the statement: “Turning up the stove will make the water
in the pot boil faster,” is a simple and efficient means of specifying knowledge
about thermodynamics. This type of knowledge is easy to process and can hasten
the process of learning. For even a simple case like this, attempting to specify the
relationship between stove setting and boil time quantitatively would require exact
knowledge of the thermodynamic properties of all entities involved (the water, pot,
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stove, and environmental factors). Such knowledge would be time consuming to
produce, difficult to understand, and specific to the particular context. Changing a
single aspect of the environment would necessitate recomputing the relationship.
Conversely, the simple qualitative statement is general, in that it is applies no
matter what specific stove and pot are used. It is readily quantified using training
data.
Structural metadata corresponds to categorical knowledge that accompanies
training instances. Humans have developed categorizations for all sorts of items,
including music and movie genres, consumer product categories, and business
sectors. These categorizations are often derivative. That is, movies and busi-
nesses are perfectly well formed without their genre and sector labellings. Still,
people find categorizations useful in order to make sense of these huge spaces of
items. This is because within these man-made categories, individuals often share
characteristics or behaviors.
We have found these types of prior knowledge to be simple, convenient, and
easily available. In our approach, the domain knowledge is used to construct
a structured space of alternative models. While each individual model makes a
commitment to particular distinctions and relationships within the domain, jointly,
they represent a spanning set of models consistent with the prior domain knowl-
edge.
When employing prior knowledge (either qualitative or structural metadata), we
explore the space of models by allowing it to interact with training data. Our al-
gorithm conducts a directed search through hypotheses, and performs better than
simply trying every possibility. In our approach, one model is trained and ana-
lyzed to suggest alternative model formulations that are likely to result in better
general performance. These suggestions guide a general search through the full
space of alternative model formulations, allowing us to find a high quality model
despite evaluating only a small fraction of the total number.
We demonstrate our approach on a variety of machine learning tasks:
• Military Airspace Management. In this domain, evaluation of safety is cru-
cial. This is a difficult task in which all possible contingencies must be con-
sidered with respect to the alignment of multiple airspaces. Furthermore,
the infrequency of air conflicts and the expertise required to evaluate them
make acquiring training data for this task expensive. Fortunately, expert
knowledge about the domain, describing which alignments and distances
3
are relevant to which factors is more readily available and can make up for
the lack of training instances. We show how qualitative prior knowledge
can be translated into a space of specially designed artificial neural network
structures. The nonlinear neural network accommodates a complex space of
functions, and constraining the network structure based on the prior knowl-
edge forces the learned regression function to be quantitatively compatible
with the expert knowledge. Selecting a high performance structure from
this space produces better predictions than a standard hidden-layer neural
network approach.
• Aircraft Flight Planning. In classical planning, operators must be complex
enough to capture the dynamics of the world while simple enough to accom-
modate efficient planning. We demonstrate how qualitative prior knowledge
can be combined with a logical inference mechanism to automatically con-
struct classical planning operators tailored to the distribution of planning
problems encountered. In this approach, qualitative explanation structures
are calibrated with real world experiences in order to characterize the rela-
tionship between initial and final states of the planning operator. We demon-
strate the approach in a simulated flight domain, and show how a complex
takeoff controller can be efficiently characterized by a handful of classical
planning operators for use by a general purpose planning algorithm.
• Athlete Performance Prediction. Constructing a model to predict the perfor-
mance of American football players is a difficult task due to the overwhelm-
ing number of factors involved, including the athlete’s previous perfor-
mance, opponent, position, injury status, interactions with teamates, etc...
Given a finite amount of training data, some generalizations need to be made
in order to avoid overfitting. We show how a space of generative models can
be explored with the interaction of structural metadata and training exam-
ples to find a model of appropriate complexity. We test our approach in the
context of fantasy American football, and show that it outperforms standard
regression approaches and a human expert.
• Product/Service Review Sentiment Analysis. Sentiment analysis, the task of
determining the opinion of a document’s author based on his writing, is a
difficult task, as documents are free form and diverse. The terminology and
style varies dramatically based on the forum, author, and subject matter.
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We show how categorical metadata can be combined with evidence from
the training data to develop a sentiment analysis topic model that makes
relevant distinctions based on each document’s subject matter categoriza-
tion. We apply the approach to two datasets, Amazon.com book reviews
and Yelp.com business reviews, and show that, when limited training data is
available, the approach outperforms alternative state-of-the-art approaches.
This thesis assumes a modest familiarity with the topics of artificial neural net-
works, classical planning, and Markov chain Monte Carlo. The appendix includes
brief background discussions of each of these topics.
1.2 Thesis Summary
Constructing a model for a machine learning task given an amount of training
data is difficult. We present a method of exploring a space of alternative models,
capable of incorporating prior knowledge with evidence from the training data,
and demonstrate: 1) It can direct us to a model that outperforms its peers while
evaluating only a small fraction of the available alternatives, 2) It is capable of
entertaining spaces of models not amenable to traditional machine learning ap-











Qualitative statements are a natural, convenient means of expressing knowledge
about a domain. Qualitative statements allow one to make meaningful assertions
without fully specifying the underlying quantitative relationships. For example,
the statement: “Pressing the gas pedal causes the car to accelerate,” is concise
and simple. Any person with a modest familiarity to driving could provide this
type of knowledge. On the other hand, explicitly specifying the exact relationship
between gas pedal position and acceleration (also a function of a myriad of other
factors including wind, vehicle load, engine size, grade, etc...) would be very
difficult, even for an expert in physics.
Despite this, “pressing the gas pedal causes the car to accelerate” along with
similar information about the brake pedal and stearing wheel can go a long way
toward guiding a learner to find important patterns. When a young person is taught
to drive they aren’t put in a driver’s seat and told to experiment. This strategy
would be frustrating, expensive, and dangerous. Similarly, new drivers aren’t
handed a textbook of differential equations. Instead, they are primed with quali-
tative notions of how a car behaves, which they then calibrate with actual driving
experience.
In cases where learning is expensive, such as when failures need to be avoided
(as in learning to drive) or examples are limited or costly to acquire, prior qualita-
tive knowledge can go a long way. In this part of the thesis, we outline an approach
to model adaptation in the presence of this type of qualitative information.
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2.2 Notation
We use a vocabulary of variables and relationships. Variables are real-valued
characteristics of the domain. Native variables are those observable within the
domain. Non-native variables are unobservable or latent values that the domain
expert finds useful to capture underlying regularities.
We utilize quantitative relationships and qualitative monotonic relationships
to specify the relationship between independent and dependent variables. Quan-
titative relationships specify the exact relationship between a set of independent
variables and a dependent variable. As mentioned earlier, quantitative relation-
ships cannot easily be expressed for all possible relationships between variables.
Accordingly, we allow for prior knowledge specification via qualitative mono-
tonic relationships [5]. These relationships can be increasing ( +−→) or decreasing
( −−→); x +−→ y means that, other things being equal, the dependent varaible y
will increase (decrease) as the independent variable x increases (decreases), while
x
−−→ y denotes the reverse: that y will generally decrease (increase) in response
to x increasing (decreasing). We call x the antecedent of the assertion and y the
conclusion.
For example, consider a relationship between cell phone antenna size (s) and
distance from the transmission tower (d) to cell phone signal quality (q). Although
we may not know the exact function a priori, we can be confident that, all other
things being equal, signal quality cannot decrease with increasing antenna size.
Likewise, signal quality cannot increase as the distance from the tower increases.
That is, s +−→ q and d −−→ q. Obviously, knowing a relationship analytically
sidesteps a possibly complicated learning problem. As for qualitative monotonic
relationships, the learning is still non-trivial.
Let V be a set of variables, and R be a set of relationships. K = (V,R) repre-
sents the domain knowledge. Note that K need not be consistent. That is, some
variables may be the dependent variable of multiple inconsistent relationships.
For example, decreasing air density may increase a car’s speed through decreased
air resistance or may decrease its speed through decreased engine efficiency.
Our domain knowledge allows larger structures to be composed by inference
(i.e., chaining through domain knowledge statements). We formalize an expla-
nation as a directed graph G = (VG, RG), such that VG ⊆ V and RG ⊆ R. VG
andRG are the subset of variables and relationships that compose the explanation.
Variables that are the conclusion of at least one relationship are called dependent
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Figure 2.1: A simple (a) and complex (b) explanation for the acceleration of a
car.
variables of the explanation. Other variables are called independent variables. We
deem an explanation G = (VG, RG) well-formed if the following conditions hold:
1. Completeness - All non-native variables in VG are the dependent variable of
at least one relationship in RG.
2. Consistency - Each dependent variable is the conclusion of:
One quantitative relationships, or
One or more qualitative relationships.
3. Acyclicity - There are no directed cycles in G. Thus, no variable has a
circular definition.
A particular knowledge base can admit many possible explanations at various
levels of complexity. Consider again the statement: “Pressing the gas pedal causes
the car to accelerate.” The explanation graph associated with this statement ap-
pears in Figure 2.1a. This explanation may be sufficient to capture the world
dynamics if the agent always finds itself in a well maintained automobile with
sufficient fuel, normal weather conditions, etc... However, if this is not the case,
the agent may find that the explanation is inconsistent with the world dynamics.
That is, sometimes pressing the gas pedal will not increase acceleration. Thus,
a more complex explanation may be necessary to capture the domain, in which
we introduce additional independent variables related to the state of the car and
weather, and new dependent variables related to the behavior of the car and roads.
Such an explanation graph appears in Figure 2.1b.
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Furthermore, the possible explanations need not be simple refinements of each
other. For example, a knowledge base could include qualitative relationships con-
sistent with both the particle and wave views of quantum mechanics. Given a
particular phenomenon, one set of statements or the other may be more useful for
explaining the observed behavior.
In Chapters 3 and 4, we demonstrate how qualitative explanation structures can
be used to hasten learning in two distinct domains: 1) Regression for airspace





3.1 Problem and Significance
One of the most important factors in military decision-making is that of safety,
i.e., whether a high-valued asset participating in a mission is safe or not, given
the enemy threats and our capabilities in that mission. Typically, there are a large
number of possible factors that affect the decisions and plans for carrying out a
military operation safely. For example, an airspace planner must take into account
the types of assets (i.e., aircraft) in the friendly and enemy airspace forces, their
possible configurations and orientations, the rules of engagement for the mission,
weather conditions, available logistic support, resource constraints, operational
and tactical objectives, mission priorities, and so on. The space of possible plans
is typically enormous, whereas the subset of plans leading to safe missions is
typically small. Furthermore, the infrequency of military combat and the expertise
required to analyze these situations means that training data for this domain is very
limited and expensive.
This section describes how qualitative explanation structures can be used to
help human military planners manage the complexity in developing safe mis-
sion plans. We utilize qualitative explanations to construct artificial neural net-
work (ANN) [6] predictors. Artificial neural networks are mathematical models
with a feed-forward structure, similar to the feed-forward nature of explanation
graphs. The structure of the ANN-based model is initialized with the domain
knowledge and updated using training examples (scenarios labeled with the de-
gree to which they are “safe”). As the ANNs are designed to be causaly consistent
with the background knowledge, their capacity to overfit is substantially reduced,
and training them requires fewer examples than the number required for a typical
ANN-based learning technique. Our learning system learns by using a standard
gradient-descent approach. Learning from the training examples converts the ini-
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Figure 3.1: An illustration of an airspace protection mission. Above, the dark
green rectangle is a high-value asset’s airspace (HVA). Light orange is an enemy
air threat. Red circles represent enemy missile launchers and their ranges. Blue
represents a combat air patrol (CAP) assigned to protect the HVA from the
enemy.
tially abstract qualitative relationships to a concrete quantitative relationship.
Experimental evaluation of our approach on a set of military reconnaissance
missions confirms that incorporating explanation consistency improves upon a
generic ANN approach.
3.2 Domain Theory for Airspace Operations
The domain knowledge has been simplified somewhat for the sake of tractability.
Notably, it omits the Rules of Engagement and weather. Kevin Van Sloten, a ex-
pert airspace manager at BlueForce LLC, provided qualitative domain knowledge,
as well as realistic but manageable scenarios to test our system.
In the presentation that follows, the colors and shapes refer to entities in Fig-
ure 3.1. A blue bar represents an airspace region for the combat air patrol (CAP)
of protective friendly fighters, a dark green bar represents the region of the high-
valued asset (HVA) which is to be protected, a red circle depicts the range (based
12
on intelligence) of a surface-to-air missile, and a light orange bar is the best es-
timate (also based on intelligence) of the location of one or more enemy aircraft
patrols.
Detailed explanations for a subset of the domain knowledge follows:
• The mission objective is to perform reconnaissance under five distinct ex-
ternal Threat Levels: low, low-med, medium, med-high, and high.
• As the general level of threat increases, the mission safety decreases:
Threat Level
−−→Mission Safety.
• There are three ordered levels of mission Priority (low, medium, high); the
same safety value is less acceptable the higher the mission priority:
Priority
−−→Mission Safety
• Every high-valued asset (HVA) must have a Combat Air Patrol (CAP) as-
signed to protect it.
• Aircraft always fly within a bar region in an orbit, i.e., they fly back and
forth. The length and angle of the rectangular bar indicates the direction and
distance of movement. Their orientations following their orbit influences
their sensing abilities.
• The angle from a CAP bar’s axis to a threat is measured as the cosine of its
nose-off angle to the threat. Increasing this measure increases the positional
protection ability. For example, for each surface-to-air missile site:
Angle CAP to Missile Threat
+−→ Position Safety from Missile
• Fighters fly in pairs: the head and the wingman, and there are either one or
two pairs in a CAP airspace. Similarly, either two or four enemy aircraft are
in an orange bar.
• Each fighter comes as a well-defined package: i.e., its capabilities (its ma-
neuverability, the amount and kinds of weapons it can carry) depends on the
aircraft type. Enemy aircraft do not vary, but CAP (blue) aircraft can be of
type FA16, F15, or FA18. These are ordered by increasing capability so that
the adequacy of an aircraft’s weapons is positively influenced by its type:
CAP Aircraft Type
+−→ Aircraft Weapon Adequacy
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Figure 3.2: An example of an explanation structure for the airspace-protection
mission depicted in Figure 3.1.
The most complete explanation graph for mission safety (using our entire cor-
pus of domain knowledge) is shown in Figure 3.2. As we shall see, this is not
necessarily the optimal explanation structure for the learning approach. Observ-
able variables compose the leaves or antecedents of the structure. The conclusion
is Mission Safety which is assigned by the classifier. Internal nodes are latent
variables introduced by the expert to capture domain distinctions.
3.3 Learning How to Predict Mission Safety From
Qualitative Knowledge
This section describes how predictions about the safety of airspace missions can
be made, given a qualitative domain theory and a set of training scenarios.
3.3.1 From Explanations to Neural Networks
Artificial neural networks (ANNs) [6] are mathematical models that consist of
groups of artificial neurons (nodes), connected in a directed network structure,
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and they define a function from the network’s input nodes to its output nodes
(See Appendix A.1). Given an explanation graph G based on domain theory K,
we define an artificial neural network representation of G, denoted as ν(G), as
follows. A neural network node is constructed for each variable in VG. Then
for each qualitative assertion x′ +−→ x or x′ −−→ x in RG, we add a weighted
directed edge in the neural network structure from x′ to x. Let w(x′, x) be the
weight associated with this edge. Assuming G is well-formed, our derived neural
network structure is a feed forward network, in which all non-native variables
have one or more incoming edges.
Mathematically, ν(G) operates as follows. Given a scenario, d, all native vari-
able nodes are set to the value of the corresponding variable in d. Each non-native
variable, x, is defined in terms of the variables (native or non-native) that have a









where pred(x) is defined as the set of variables, x′, for which there is an edge
x′ → x in G. o(x) is a variable specific offset weight.
We use the ANN representation of explanations in order to learn the definition
of Mission Safety as a function of the other variables that appear in a mis-
sion scenario. The parameters of ν(G) are the offset weights, o(x), and the edge
weights, w(x′, x). The learning procedure initializes the ANN representation of
G using the following weight function: For each edge in G: if the edge from x′
to x in G was created due to a qualitative assertion x′ +−→ x then w(x′, x) = 1;
otherwise, if it created due to an assertion x′ −−→ x then w(x′, x) = −1. These
weight settings ensure that the initialized neural network adheres to the qualita-
tive assertions. Offset weights are initialized such that the expected output of each
sigmoid unit is .5.
Given a set of training scenarios, the learning procedure uses the standard back-
propagation technique based on gradient descent [6] to update edge and offset
weights. In addition, the technique of “early stopping” [7] is used to avoid over-
fitting the data. Details appear in the evaluation section.
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3.3.2 Selecting the Explanation
We have described how to derive and train a neural network from a well-formed
explanation based on qualitative domain theory. However, given the set of qualita-
tive assertions, many well-formed explanations (based on different subsets of the
knowledge) are possible. Simply using all qualitative assertions in the background
knowledge may lead to an overly complex neural network overfitting and poor
generalization to test examples. In this section we describe an iterative greedy
procedure to select a single well-formed explanation, corresponding to a subset of
the available qualitative background knowledge.
Assuming that our complete set of qualitative assertions is well-formed, we can
construct a well-formed maximal explanation corresponding to all qualitative as-
sertions. This assumption holds in our case, leading to the maximal explanation
shown in Figure 3.2. The approach proceeds by iteratively training a neural net,
pruning off the quantitatively weakest well formed sub explanation of the explana-
tion structure, and repeating until all qualitative assertions have been eliminated.
Finally, the explanation structure that performed best on a set of withheld valida-
tion data is output.
1. G←maximal explanation
2. While G contains one or more edges:
(a) Construct and initialize neural network ν(G)
(b) Train ν(G) using back-propagation with training set D
(c) error(ν(G))← the error of ν(G) on validation data







(e) Remove edge arg minx′→x∈ν(G) effect(x′ → x) and subsequent edges
and variables required to make G well-formed.
(f) For any variable x with one incoming edge x′ → x remove x and
replace all edges x→ x′′ with x′ → x′′
3. Return ν(G)∗ = arg minν(G) error(ν(G))
where σ(x) represents the standard deviation of x across all training examples.
At step (d), we identify the edge in the neural network that has the least effect
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on the output value. We eliminate this edge (equivalent to eliminative the corre-
sponding qualitative assertion from our working set of background knowledge),
prune additional structure to restore it to a well-formed explanation (if non-native
features are left undefined, or if nodes are left unattached to the output value),
collapse redundant features, and repeat.
3.4 Evaluation
To evaluate our approach we utilize a set of 100 military air operations mission
scenarios. All scenarios have 6 fixed unfriendly missile locations (red). A random
automated procedure is used to place the relevant airspaces (Combat Air Patrol,
High Value Asset, Unfriendly Threat) within the region of interest. An example
placement was shown in Figure 3.1. These placements are subject to plausibility
constraints designed by our domain expert. Additional features such as threat
level, priority level, aircraft types, and number of aircraft are chosen uniformly at
random from the available options.
These scenarios are scored between 0 (very unsafe) and 1 (very safe) by our
domain expert. Before being presented to our learning algorithms, each of the
31 native features is normalized to have mean zero and variance one across all
examples.
3.4.1 Setup
We compare our approach to a standard hidden layer neural network (HLNN)
technique [6]. In HLNNs, a neural network is constructed consisting of three
layers: an input layer with one node per native feature, a hidden layer with some
number of nodes (2 to 15 in our experiments), and an output layer with one node
corresponding to Mission Safety. Each node in the input layer has an edge
to each node in the hidden layer, and each edge in the hidden layer has an edge
to output layer. The hidden layer neural nets are trained using the same back
propagation procedure as is used in our approach.
For training, we use cross validation to resolve the neural network/explanation
structure. In our approach, the full explanation structure is iteratively pruned
yielding a number of competing neural network structures from which one must
be chosen. In the HLNN approach, the number of hidden units must be chosen.
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Training Examples 20 40 60
Explanation-Based NN .0534 .0386 .0321
Hidden-Layer NN .0601 .0481 .0409
Table 3.1: Average squared error for our approach (Explanation-Based NN) and
the Hidden-Layer NN.
Cross validation is also used to avoid overfitting via the technique of early stop-
ping [7]. In this approach, during training, the neural network is continuously
evaluated against a validation set of data, and the neural network weights that
yielded the best score on the validation set are applied to the test data.
We accomplish both of these goals at once as follows. The training data is split
into 5 separate training/validation sets. Each candidate network structure is ini-
tialized (according to the qualitative domain knowledge for our approach, with
random weights from [-1,1] for the hidden layer approach), trained separately
on each split, and evaluated at each training iteration against the validation data.
Across all structures/training iterations, the network with the best average perfor-
mance across all five validation data sets is selected for application to the test data.
For the chosen network structure, each test example is labeled with the average
network output across each of the five trained network weight sets.
3.4.2 Results
We test the two approaches for 20, 40 and 60 training examples. The remaining
examples are used for evaluation. Data is randomly split between training/testing
sets and 10 trials are performed for each size. The average squared error of each
approach appears in Table 3.1.
Across all training set sizes, the explanation-based neural network approach
outperforms the hidden-layer approach by 16.3%. For each of 40 and 60 training
examples, a paired t-test reveals that the explanation-based approach outperforms
the hidden-layer approach with probability greater than .975. The data suggests
that the qualitative knowledge is worth roughly 30 training examples. This is a
significant fraction of the limited training data, and, given the cost associated with
acquiring labeled data, a substantial improvement.
In the most commonly selected explanation structure, all qualitative assertions
remain as depicted in Figure 3.2 except for those influencing Position Safety
from Aircraft. The original qualitative knowledge accounts for the subtle fact
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Figure 3.3: The most commonly selected sub-explanation for “Position Safety
from Aircraft.”
that when only two aircraft are assigned to the CAP, they fly together, and thus
must be in position to defend against a threat no matter where they are located in
the airspace. However when four aircraft are present, they split up into two sets,
and thus some aircraft is usually well positioned within the airspace to defend
against a threat. The learning procedure prunes away much of this knowledge,
settling on the sub-explanation that is appropriately complex given the training
examples. This sub-explanation is depicted in Figure 3.3. In this sub-explanation,
only the worst case distances are used, although aircraft number still positively
effects Position Safety from Aircraft as it should. This is still a coherent
knowledge structure, and the reduced complexity of the resulting neural network
structure leads to better generalization.
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CHAPTER 4
OPERATOR DESIGN IN AUTOMATED
PLANNING
4.1 Introduction
In the classical planning framework [8] (See Appendix A.2 for background dis-
cussion), an automated planner takes as input an initial state of the world, a desired
final state, and a set of actions, and attempts to find a plan (a sequence of actions)
that leads from the initial state to the final state. Actions are specified in an op-
erator format. An operator is defined by a set of preconditions that must hold
before an action can be performed, and a set of effects that result. For real world
domains, these operators typically represent some complex control problem of
their own. Whether we are moving a robotic arm to pick up and place blocks, or
navigating a mobile robot from one room to another, the task is non-trivial, and a
number of contingencies could arise, each affecting the applicability or outcome
of our action. The nuances of the real world necessitate that, in order to be ac-
curate, planning operators must be complicated. However, in order for planning
to be tractable, a planner requires that its operators be simple. Here we have a
conflict. By simplifying operators, we sacrifice the reliability of our plans. But by
specifying complex operators, we no longer have a means of solving our planning
problem.
So, how can we simplify our operators without paying a costly price in reliabil-
ity? Consider the blocks world, where we use a robotic arm to stack and unstack
blocks. Our stack action may fail if some obstacle obstructs the robotic arm, if a
motor burns out, if a block is glued to the table, etc. We take a risk by leaving out
any of these details from our operator definition. However, when we consider the
distribution of problems that our planner comes across, the risk is unlikely to be
uniform. Obstacles in the arm’s path may be likely if the arm is used in a crowded
environment, but unlikely otherwise. Motor failure may occur if our robotic arm
is poorly maintained, but, otherwise it is a detail that can be safely ignored.
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Figure 4.1: The Classical Planning Framework
Thus, there exists an opportunity to maintain reliability and simplicity in our
planning operators if we can identify those details of the world dynamics likely to
become relevant within our distribution of problems, and structure our operators
accordingly. In this chapter, we present a method to accomplish just this.
4.2 Overview
Standard classical planning proceeds as in Figure 4.1. A problem generator pro-
duces planning problems according to some fixed but unknown distribution. The
planner takes in the problems, along with a library of operators, and outputs plans,
which, when applied to the domain, result in some set of experiences. In this
framework, the operators are designed by a domain expert and are immutable. By
necessity, the domain expert has simplified the operators in order for the planning
phase to be manageable but without any knowledge of the distribution of problems
in which they will be applied. Thus, the specificity of the operators is likely mis-
placed. The operators may reference unimportant details of the domain, such as
the possibility of motor failure when, in fact, our robotic arm is well maintained,
or ignore important aspects, such as the presence of obstacles in the arm’s path, if
our tasks frequently take place in a crowded environment.
We supplement the planning process with a new operator design module, de-
tailed in Figure 4.2. Instead of planning with an a priori fixed set of operators,
specified by a domain expert, this module takes advantage of the observed world
experiences to tailor operator definitions to the particular distribution of planning
problems. This approach differs from other policy learning approaches, such as
reinforcement learning [9], in that instead of learning a policy applicable only for
the particular world, the output is a set of general first-order operators. The do-
main expert specifies only a general body of domain knowledge. The knowledge
can be of varying specificities, and need not be consistent. Some statements may
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Figure 4.2: Addition of Operator Design Module
detail fine properties of the domain, while others present broad simplifications of
the world dynamics.
Three submodules make up the operator design module. An explanation sub-
module is used to associate observed world dynamics with a consistent causal
model, calling on explanation graphs from the knowledge base. A calibration
mechanism associates precise numerical functions to the qualitative causal struc-
ture. Finally, the publication module assesses the capabilities of our operators
against the distribution of planning problems, and produces a minimal sufficient
set of operator definitions for use by the planner.
4.2.1 Explanation
Given experiences in the world, the explanation module searches the knowledge
base for the simplest consistent causal explanation of the observed phenomena. As
new data is experienced, it is tested for consistency against our current explanation
graph. When inconsistencies are discovered, the current model is discarded as
insufficient, and the online search identifies the simplest consistent alternative.
Thus, the complexity of the causal explanation graph is driven by the complex-
ity of the observed problems. When planning problems are difficult, forcing us to
experience the nuances of the world dynamics, the causal model is forced to be
complex to respect the observed data. On the other hand, when the planning prob-
lems are simple, our explanation graph can accurately portray the relevant world
dynamics in a succinct structure.
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4.2.2 Calibration
A qualitative explanation graph represents a family of numerical functions de-
tailing the effects of an operator. The calibration module inputs this qualitative
explanation graph and utilizes the quantitative data from our experiences to as-
sociate each underlying qualitative relationship with consistent analytic relation-
ships. The composition of these relationships, in turn, represents a family of pre-
decessor state to action effect functions. We introduce a sound method of infer-
ence for accomplishing this task.
4.2.3 Publication
After calibration of the explanation graph, the publication module weighs the pos-
sible effects of our actions against the estimated distribution of planning problems
observed, and constructs a minimal set of capable operators for use by the plan-
ner. By referencing the distribution of planning problems, the publication module
is able to unburden the planner by removing from the action schemas those con-
ditions unlikely to become relevant.
4.3 Operators and Controllers
Consider again the blocks world domain, and the operator for unstacking a block.
In the STRIPS planning language [10], the unstack operator can be defined as
follows.
Op(ACTION: Unstack(b, x),
PRECOND: On(b, x) and Clear(b),
EFFECT: On(b, Table) and Clear(x)
and !On(b, x))
The operator specifies the following: In order to unstack block b from block x,
block b must be on block x, with no other blocks on top of b. After unstacking,
block b is no longer on x but is now on the table, and block x is now clear (has no
blocks on top of it).
Consider, though, how the unstack operator is implemented with a real robotic
arm. Some controller, given block b as a parameter, completes the unstack opera-
tion by executing a series of arm motions:
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1. Raise the robotic arm to be above block b.
2. Move the gripper horizontally to be directly above b.
3. Open the gripper.
4. Lower the gripper around block b.
5. Clamp the gripper around block b.
6. Lift the gripper slightly.
7. Move the gripper above an open space on the table.
8. Lower the gripper to the table.
9. Open the gripper, releasing block b on the table.
Notice that there are some internal parameters to this controller, such as the
height to raise the arm, how tightly to clamp the gripper, where to place block b
on the table, etc. If possible, we prefer to keep these decisions “under the hood,”
abstracted from the operational definition, as the more details the planner must
observe, the more complex the planning process will be. If we are not concerned
with the amount of time the controller takes, or the amount of battery power used,
the planner can ignore these decisions without trouble. However, if the gripper is
used for extensive amounts of time without recharging, we may find that our plans
fail from time to time, when the battery runs out of energy. If this is the case, in
order to plan reliably, we must include details such as the distance to move the
gripper and the remaining battery power in the action schema.
In general, suppose our operator is implemented by some controller, c, with
internal parameters, Ac. When instantiated from a state s ∈ S with parameters
a ∈ Ac, the controller takes over until relinquishing control in a new state s′.
Some function, Tc, describes the transition (Tc(s, a) = s′). We aim to learn, with
knowledge and experience, the function Tc, such that the planner can confidently
schedule actions within the problems of interest. For real-world tasks, Tc will be
quite complex. However, we exploit the fact that few distributions of problems
will necessitate learning Tc precisely.
The basic effects of the unstack controller (those specified in the action schema
above), will take very few examples to determine. However, the more fine grained
effects, such as the energy consumption, the wear on the motors, etc, may take
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a very large number of examples to determine, as they are complicated relation-
ships dependent on a large number of factors (the height of the block stacks, the
horizontal distance to an open area on the table, the weight of the block to be
moved). If the energy consumption turns out to be irrelevant in the types of plan-
ning problems we see, though, we are perfectly happy for our planner to ignore
these details.
4.4 Prior Knowledge
Given a controller, c, expertly specified domain knowledge is used to help describe
Tc. However, for nontrivial tasks, this relationship can be quite complex, and very
little can be said directly about the relationship between initial state and final state.
Fortunately, in many domains, the introduction of intermediate variables allows us
to decompose Tc into a combination of simpler relationships, about which prior
knowledge can be expressed qualitatively and quantitatively.
Relationships are expressed in terms of four types of variables:
• Initial State Variables - Parameters of the state in which the controller is
initialized
• Controller Action Variables - Internal parameters of the controller
• Intermediate Variables - Observable parameters of the controller’s execution
path
• Final State Variables - Parameters of the state in which the controller termi-
nates
Our body of knowledge contains relationships in which the dependent variable
is either an intermediate variable or a final state parameter. Again, it is not nec-
essary for all statements to be consistent. That is, two knowledge statements can
share a dependent variable but reference distinct sets of independent variables, or
different qualitative/quantitative forms. Alternative statements like these provide
the basis by which the explanation module evaluates alternative causal structures
for the observed experiences.
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Figure 4.3: Learning the relationship between m (block mass in grams) and e
(energy consumed in Joules). With the qualitative knowledge that e is
monotonically increasing in m, observed data points (black dots) can be used to
rule out large regions of the (M, E) space (gray).
4.5 Function Learning with Qualitative Knowledge
Consider again the unstack operator, and suppose we aim to learn the function
between block mass (m) and energy consumed (e), assuming a fixed stack height.
We gather data by using our unstack operator on blocks of various masses. Sup-
pose our first data point is m = 5 g, e = 5 J. Without any additional knowledge
about the function f(m) = e, this data point is rather meaningless. Given any other
block mass, we have no means by which to predict the energy consumed. How-
ever, with the qualitative knowledge that the function f(m) = e is nondecreasing
(m +−→ e), our one data point makes a strong set of claims. We can immediately
rule out all points where m > 5 g, e < 5 J and those where m < 5 g, e > 5 J, as
they are inconsistent with the conjunction of our prior knowledge K and data D
(Figure 4.3). As we gather more data, we can rule out more regions of the (M , E)
space, maintaining a smaller and smaller set of (m, e) points consistent with K,
D.
When more than one independent variable is involved, function learning fol-
lows the same principle. Consider varying both the block’s mass (m) and stack
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height (h), with qualitative knowledge {m +−→ e, h +−→ e}. If our first data point
is m = 2 g, h = 10 cm, e = 4 J, we can immediately rule out all points where m
> 2 g, h > 10 cm, e < 4 J and those for which m < 2 g, h < 10 cm, e > 4 J as
inconsistent with K, D.
In general, suppose we have a function, f, mapping from independent variables
x1, x2, ..., xn, to dependent variable y, and we know that the function either mono-
tonically increases or decreases with each xi. Given a data point of the form x1 =
a1, x2 = a2, ..., xn = an, y = b, rule out those points, x1 = c1, x2 = c2, ..., xn = cn, y
= d, where either:
1) d > b, ∀i ((xi +−→ y, ci ≤ ai) or (xi −−→ y, ci ≥ ai))
2) d < b, ∀i ((xi +−→ y, ci ≥ ai) or (xi −−→ y, ci ≤ ai))
Theorem 4.1. The functional learning mechanism is sound
Proof Sketch: Suppose f(a1, a2, ..., an) = b. Now consider f(c1, c2, ..., cn). If:
1) ∀i (xi +−→ y, ci ≤ ai) or (xi −−→ y, ci ≥ ai)), consider the effect on f(x1, x2,
..., xn) of changing each xi from ai to ci. For each i, the above constraint requires
that the function output can only decrease if we fix all other inputs, but change the
ith input from ai to ci. If we do this for each i, 1 to n, the function output must be
non-increasing, and thus f(c1, c2, ..., cn) ≤ b.
2) ∀i (xi +−→ y, ci ≥ ai) or (xi −−→ y, ci ≤ ai)), consider the effect on f(x1, x2,
..., xn) of changing each xi from ai to ci. For each i, the above constraint requires
that the function output can only increase if we fix all other inputs, but change the
ith input from ai to ci. If we do this for each i, 1 to n, the function output must be
non-decreasing, and thus f(c1, c2, ..., cn) ≥ b.
4.6 Explanation Graphs for Planning Actions
Given a body of knowledge about individual relationships, we utilize explanation
graphs to capture the relationship between our initial state and controller parame-
ter choice and the terminal state. Suppose our state S is represented as a factored
set of components, {s1, s2, ..., sn}, and our action representation Ac factors to
{a1, a2, ..., am}.
Initial state nodes represent the state of the world when the controller is first
instantiated. Final state nodes represent the changes performed by the operator.
Not all of s1 to sn must be represented in the initial or final state nodes. Those
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Figure 4.4: Explanation graph for the Unstack operator.
factors unrepresented in the initial state nodes are assumed to be irrelevant to the
operator effects. Those not in the final state nodes are assumed to be unaffected
by the controller. Thus, the simplest possible explanation graph has no nodes at
all, representing that the controller does not depend on the initial state and makes
no changes to the world.
Explanation graphs are used to represent the function Tc. Each variable corre-
sponding to a dependent node is bound as the dependent variable in some func-
tional relationship. As there are no circular dependencies, assigning a value to
each independent node defines a value for each dependent node, and subsequently
a final state. Thus, the explanation graph utilizes intermediate variables to specify
a mapping (s, a) to s′. As each of s1, s2, ..., sn may appear twice in our ex-
planation graph (once as an initial state node and once as a final state node), we
distinguish the two occurrences with i and f subscripts, for initial state and final
state respectively.
The unstack operator can be represented using the simple explanation graph in
Figure 4.4. We introduce one intermediate variable, Success, to express whether
the action is performed or not. The value of Success is dependent on the value
of the preconditions (Oni(b, x), Cleari(b)) and defines the value of the relevant
final state parameters (Onf (b, TABLE), Clearf (x), Onf (b, x)). Should the un-
stack operator be executed in troublesome environments, with clutter/low battery
power/etc..., a more complex explanation graph that accounts for these factors
would be necessary.
As a knowledge base may admit many possible explanations, we define a notion
of complexity on explanation graphs. To do so, we consider the complexity of
learning with qualitative relationships. Suppose we have a dependent variable, y,
that is the conclusion of n qualitative statements (with independent variables x1
to xn). As in Section 4.5, each time a data point (x1, ..., xn, y) is observed, we
are able to rule out two orthants of the Cartesian space, or 1
2n
of the total space.
Accordingly, we define the complexity of learning y to be 2n. For an explanation
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graph with multiple dependent variables of qualitative relationships, we define its
overall complexity to be the sum of the complexities of learning each dependent
variables.
4.7 Explanation Module
The explanation module is the first submodule within the operator design mod-
ule. This module aims to produce, from our knowledge base, a consistent account
of the observed experiences. In order to simplify the calibration and publication
phases, and ultimately the published operator, when multiple explanation graph
structures are consistent with the observed experiences, the least complex is cho-
sen, and provided as a base for calibration and publication to take place.
We define an explanation graph G to be consistent with data set D if D is con-
sistent with all of the corresponding relational knowledge used to construct G.
That is, all data points must fall on the underlying quantitatively known relation-
ships, and no pairs of data points can be arranged in a manner inconsistent with
any of the qualitatively known relationships. The explanation module discards all
graphs that are inconsistent with the observed data, D.
4.7.1 Search
We aim to find the simplest explanation graph capable of accurately describing
the dynamics within our domain. Thus, the explanation graph search maintains a
queue,Q, of candidate explanation graphs at all times, along with a single simplest
explanation graph G. The search proceeds from simple to complex, and works as
follows.
1. Q← {null graph}
2. G← first element in Q
3. While G consistent with D, Wait
4. Q← (Q ∪ com(G)) - {G};
5. Sort Q
6. Go to 2
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where com(G) is the set of next most complex graphs, com(G) = {G′ | G less
complex than G′ and 6 ∃ G′′ s.t. G less complex than G′′ and G′′ less complex than
G′}.
Importantly, the search waits at step 3 until the planning agent’s execution in-
troduces new data that is inconsistent with G. As our goal is to find the least
complex explanation graph consistent with the data, Q is to be sorted from least
to most complex. Sorting based on complexity induces a uniform-cost search.
More directed searches are possible through the inclusion of a heuristic function,
which must estimate the number of amendments necessary for the explanation
graph to become consistent with the observed data. One simple heuristic is h(G)
= the number of qualitative relationships inconsistent with the observed data. The
heuristic is admissible because all violated qualitative relationships must be sup-
plemented with at least one more independent parameter to become consistent,
increasing the complexity measure by at least one.
The output of the explanation phase is the simplest consistent graph G. This is
the basis on which calibration proceeds.
4.8 Calibration Module
The second component of our system is the calibration module. This module
takes as input the qualitatively consistent explanation graph, G, produced by the
explanation module, and resolves it with the observed data, in order to assign
it an overall functional relationship S × Ac → S. This necessitates assigning
quantitative functions to those relationships represented qualitatively. The goal is
to as accurately as necessary represent Tc, but in general the conjunction of our
prior knowledge and experiences will not be sufficient to isolate a single consistent
function. There are several ways to resolve this problem. An appealing option
is to assume some model underlies each of the qualitative relationships and use
the observed data to regress to a best fit. Unfortunately, approximating the true
function means that we must give up any firm guarantees of accuracy. Thus,
we introduce the following notions, and assign our explanation graph a range of
possible functions.
Recall thatG = (VG, RG), where VG represents the set of variables inG andRG
represents the qualitative knowledge relating them. Without knowing Tc exactly,
taking into account the experiences in our domain, D, we can define a set of
30
Consistent Transition Functions, CTc(RG,D) = {Tc: S × Ac→ S | Tc consistent
with RG,D}. Given an initial state, s and an action a, we can define the set of
possible successor states for controller c as follows. succc(s, a) = {s′ ∈ S | ∃ Tc
∈ CTc(K,D) Tc(s, a) = s′}. In this manner we can be guaranteed that the true
Tc(s, a) is in succc(s, a), as long as RG is correct. In order to accomplish this, we
introduce the following inference procedure.
4.8.1 Explanation Graph Inference
Utilizing the mechanism above for function learning and the relation graph struc-
ture input from the explanation phase, graph G, the following method allows us
to propagate initial states and action choices to a possible range of final states,
defining succc(s, a). Given qualitative knowledge RG, data D, initial state s ∈ S,
and action choice a ∈ Ac:
1. Mark all nodes in G as unprocessed.
2. Assign the values from s and a to the associated initial state and action
nodes of G, mark these nodes as processed.
3. Select a dependent variable, v, from VG, such that v’s parents are all marked
as processed.
4. Assign a range of values for v based on the range of values associated with
its parents, consistent with RG, D.
5. Mark v as processed.
6. If unprocessed nodes exist in G, return to step 3.
7. Define succc(s, a) as the union of ranges of values from the final state nodes
of G.
Theorem 4.2. The above procedure will return a range of values for the final state
that includes Tc(s, a)
Proof Sketch: As the graph is acyclic, a sufficient dependent node must always
exist at step 3. Because the graph has a finite number of nodes, the inner loop will
repeat a finite number of times, and the procedure will terminate. Furthermore, as
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the functional learning mechanism is sound by Theorem 4.1, the range of values
produced for variable v at step 4 must include all possible values associated with
the values of v’s parents. Starting with the first dependent node and stepping for-
ward, by induction, the range of values associated with each dependent node must
include the corresponding variable’s actual value, defined by s, a. In particular,
the actual value of the final state associated with s, amust be included in the range
of values associated with the final state nodes.
Although sacrificing the benefit of simplicity in isolating a particular function,
this approach maintains the guarantee of accuracy. In general, the more data ac-
quired, the tighter the range of final states. With sufficient data, the module will
acquire enough data that it can guarantee success within the planning problems of
interest. This task is handled in the final stage of operator design.
4.9 Publication Module
In the calibration phase, each (action, state) pair is associated with a range of
final states, but we have yet to construct operators for use by our planner. The
publication module takes as input the calibrated explanation graph, and compiles
a set of one or more such operators. The general goal of publication is to supply
the planner with a set of simple operators capable of satisfying the planner’s needs
in the given distribution of problems.
When Tc is complex, many potential operators are possible, corresponding to
the varying effects of particular (state, action) pairs. However, many distributions
of planning problems are solvable with a limited set of these operators. In these
cases, publishing operators for all such contingencies unnecessarily complicates
the planning process. Instead, the publication module finds a small set of op-
erators, consistent with Tc, that are sufficient for solving the planning problems
encountered. While we do not offer a general solution for operator publication,
we demonstrate in the implementation section how, given a particular problem,
this can be efficiently accomplished.
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4.10 The Flight Domain
We demonstrate our method in a complex flight simulator domain. Flight is an
interesting domain for planning because, despite the complex world dynamics and
the large number of control settings to manage, a suite of simple flight operators
(takeoff, ascend, turn, fly straight, descend, land), can be used to create most
flight plans of interest. We focus on the takeoff operator. We are provided with a
stationary plane located on a runway. We must select control settings such that the
plane will takeoff and ascend in such a manner to safely clear an obstacle located
in the distance.
The relevant factors in the initial state are the presence of the plane on the run-
way (denoted with predicate OnRunway), the distance and height of the obstacle
(D,H), as well as the time that the controller is instantiated (Ti). Action choices
are made up of a (V, F,B) tuple. V (velocity) is the horizontal speed to which
we accelerate and which we maintain during ascent. It ranges between 75 and
100 knots. F ranges from 0 to 1, and denotes how far to extend the wing flaps
during takeoff. B is the back taxi distance, the distance that we taxi our plane
backwards down the runway before we begin the takeoff acceleration, and ranges
from 0 meters to 500 meters. The relevant factors in the final state include Clear,
a predicate indicating that our plane is clear of all obstacles in the vicinity, Tf , the
time when the takeoff controller terminates, and OnRunway, which is false after
a successful takeoff.
The operator is implemented as follows. If B > 0, the plane turns around and
taxis B meters backwards down the runway before turning forward again. Flaps
are then directly set to the value of F (via a knob in the cockpit). The throttle is set
to its maximum value, and the plane begins acceleration. When the plane reaches
velocity V , a PD controller is switched on to maintain the present velocity by
controlling the elevator (the throttle remains at maximum power). A separate PD
controller is used to maintain the heading of the plane down the runway. Control
is relinquished when the plane reaches the horizontal position of the obstacle.
The controller choices lead to an interesting set of flight dynamics. Increasing
V reduces the amount of time needed to reach the obstacle. However, flying at
a higher velocity necessitates pointing the nose of the plane down a bit to main-
tain a high level of thrust. This reduces the ascent angle, and thus may lead to
crashing into the obstacle. Extending the flaps increases the chord of the wing,
and thus produces more lift for a given velocity, meaning that the plane lifts off of
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the ground earlier with flaps than without. However, extending the flaps increases
the drag on the plane, causing the plane to struggle to maintain velocity, meaning
it must nose down and fly at a lower ascent angle after liftoff. Finally, increasing
B increases our distance from the obstacle, thus allowing us to clear taller obsta-
cles with a given (V, F ) setting. As this maneuver is slow, though, back taxiing
long distances increases the time duration of the takeoff operator substantially.
Regardless, it is necessary for clearing some obstacles.
4.10.1 Prior Knowledge
As demonstrated above, the effect of setting the controller parameters on the fi-
nal state is not immediately clear as the state and action parameters interact in
complex ways. Thus, we specify knowledge of varying levels of specificity. In
order to specify fine-grained knowledge, we introduce the following intermediate
variables:
• AS (Ascent Slope), the slope that the plane maintains after lifting off.
• LD (Liftoff Distance), the amount of ground (meters) covered during ac-
celeration before the plane reaches its goal velocity and lifts off.
• BT (Back Taxi Time), the amount of time (seconds) necessary to back taxi
the specified distance.
• LT (Liftoff Time), the amount of time (seconds) needed for the plane to
accelerate to its goal velocity and lift off.
• AT (Air Time), the amount of time (seconds) that the plane is airborne
before reaching the obstacle.
• TT (Total Time), The total amount of time (seconds) used by the operator
to reach the obstacle from its initial state, sitting on the runway.
Given these variables, we specify a body of domain knowledge, containing
knowledge of varying specificities. We include the following relational statements
in our knowledge base, along with the null relationship for all intermediate and
final state variables:
1. OnRunwayf = fOR().
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2. Clearf = fClear(D,H,AS, LD) = {true if (- LD + D) * AS > H , false
otherwise}.
3. Clearf = fClear(B,D,H,AS, LD) = {true if (B - LD +D) *AS >H , false
otherwise}.
4. Tf = fT (Ti, TT ) = Ti + TT .
5. TT = fTT ().
6. TT = fTT (BT,LT,AT ) = BT + LT + AT .
7. TT = fTT (V,D, LT, LD) = (D - LD) * c / V + LT . c is a conversion factor.
8. AT = fAT (V,B,D, LD) = (B - LD + D) * c / V .
9. V −−→ AS
10. F −−→ AS
11. V +−→ LD
12. F −−→ LD
13. B +−→ BT
14. V +−→ LT
15. F −−→ LT
4.10.2 Environment
To test our method, we use the freely-available open-source flight simulator Flight-
Gear [11] (www.flightgear.org). All trials are performed using the Cessna 172
aircraft. Our operator definition module and control loops are implemented exter-
nally and communicate with FlightGear via a socket connection.
4.10.3 Problem Distributions
We demonstrate our method on problem distributions of varying difficulties to
characterize the effect this has on the operator design module. The two distribu-
tions are:
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Figure 4.5: Taking off in FlightGear.
• Easy Distribution - In this distribution OnRunwayi = True, Cleari = False,
Ti = 0, D is distributed uniformly in distance from 3 to 4 kilometers, and the
height H is distributed uniformly from 150 to 200 meters. These problems
are all ”easy” in that all obstacles can be cleared in minimum time by vary-
ing just the V parameter, and defaulting F and B to their minimum values.
None of the obstacles are either close enough or tall enough to require the
use of back taxiing or flaps.
• Hard Distribution - Again, OnRunwayi = True, Cleari = False, Ti = 0, but
D is distributed uniformly in distance from .5 to 4 km, and H is distributed
uniformly from 0 to 400 meters. In some of these initial states, the obstacle
is very close and/or very tall, necessitating that we either back taxi in order
to gain more space to ascend, or when the obstacle is close but short, use
flaps to benefit from the shorter takeoff roll.
4.10.4 Search
Many potential explanation graphs are derivable from the knowledge base. The
explanation search procedure starts with the null graph, Gn, and moves towards
more complex graphs as the simpler models are found to be inconsistent with the
observed world dynamics. The details of the search procedure are dependent on
the specific sequence of problems encountered, but the search always terminates
with the simplest explanation graph consistent with the observed data.
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Figure 4.6: Graph G1, based on statements 1, 2, 4, 7, 8, 10, 13 from the appendix.
Figure 4.7: Graph G2, based on statements 1, 3, 4, 6, 8, 9, 10, 11, 12, 13, 14, 15
from the appendix.
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For each distribution, experiences are obtained as follows. An initial state is
drawn at random. An expert specifies an action setting (V, F,B) corresponding
to the minimum time to successfully clear the obstacle, or at random if no such
action setting exists. The takeoff controller is instantiated in the world with the
corresponding action setting, and the resulting experience is added to the data
set. After each trial, the search procedure is invoked, and the current explanation
model, G, is tested for consistency.
For the easy distribution of problems, the search terminates with graph G1 pic-
tured in Figure 4.6. The explanation graph implies that OnRunwayf is always
false, while Tf and Clearf can be traced back as functions of the initial state/action
parameters. Because all problems can be solved by varying just the value of the
velocity parameter, V , the expert never entertains the possibility of changing the
F and B settings from their default values, and thus the search never complicates
the explanation graph with their unobserved influence on the world dynamics. Of
the underlying relationships, three are qualitative and must be calibrated. Each of
these relationships has one independent variable, velocity in all cases, and thus
complexity(G1) = 6.
For the hard distribution, the expert suggests non-zero F and B settings for the
difficult initial states. Varying these controller parameters excites world dynamics
that are inconsistent with G1, and thus it is eventually rejected. Ultimately, a
more elaborate graph, G2, shown in Figure 4.7, is discovered and found to be
consistent with the experiences. Based on our knowledge, there are other derivable
explanation graphs that are also consistent with the world dynamics. However,
graph G2 has the lowest complexity measure (complexity(G2) = 14).
4.10.5 Learning Rate and Performance
Next we investigate the rate of learning accomplished by the calibration pro-
cedure. The calibration module takes as input an explanation graph structure,
and assigns its qualitative relationships quantitative meaning in order to estimate
Tc(s, a). However, the rate at which we learn Tc depends heavily on the com-
plexity of the graph. Tc is estimated based on the composition of all relationships
making up the graph, and thus, graphs with many qualitative relationships require
more data than those with few. In order to characterize this rate of learning, we
define the following quantities:
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Figure 4.8: Learning Rate on Easy Distribution
• Score - In the learning framework, we assign each experience a score. In
this case, we define the score as 1000 - Tf if Clearf is true, and 0 otherwise.
Thus, we aim to clear the obstacle in the minimum amount of time.
• Best Guaranteed Score - After calibration, each initial state/action pair is as-
sociated with a range of final states, which can be translated into a range of
scores. Given an initial state, for some action the lower bound on this range
is the greatest. As selecting the corresponding action guarantees obtaining
a score at least this high, we call this value the best guaranteed score. As
more is learned about the qualitative relationships making up the explana-
tion graph, these ranges will become more precise, and so we can expect to
see the best guaranteed score improve.
• Dominated Actions - Again, given an initial state, every action can be asso-
ciated with a range of possible scores. For some actions, the upper bound on
this corresponding range will be less than the best guaranteed score. That is,
selecting this action is guaranteed to result in a lower score than the action
associated with the best guaranteed score. We will call these action choices
dominated.
We first show the rate of learning on the easy distribution of problems. We
consider as input into the calibration module graphs G1 and G2. A training set of
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Figure 4.9: Learning Rate on Hard Distribution
30 initial states are drawn independently at random from the distribution, as is a
test set of 30. Training proceeds as follows. For each training state, each action
is associated with a range of scores, as described above. An action is chosen uni-
formly from those that are not dominated, and applied in the simulator, resulting
in an experience, which is added to our data set. After each training experience is
acquired, the current data set is used by the calibration module to associate each
of the test cases with a best guaranteed score, as described above. The mean of
these scores at each training step is charted in Figure 4.8.
For both graphs, with limited training experiences, the calibration mechanism
has trouble guaranteeing that any control parameter setting will successfully clear
any of the obstacles. As graph G1 has fewer qualitative relationships than G2,
fewer experiences are needed to start seeing guarantees of success over the test
set. Furthermore, as G1 is capable of representing the best action for each state in
the easy distribution, without having to calibrate qualitative relationships related
to the flaps and back taxi settings, G1 learns the optimal action choices and their
associated scores faster than G2.
The same procedure is followed with the hard distribution of problems in Figure
4.9. As in the easy distribution, the simplicity of graph G1’s underlying relation-
ships give it a head start in learning. However, its inability to find ways to clear
some of the more difficult obstacles means that its average guaranteed score levels
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off at a sub optimal value. Graph G2, on the other hand, although slower to learn
at first, is able to eventually find solutions to some of the more difficult problems
that G1 is incapable of representing, and ultimately surpasses G1 in performance.
4.10.6 Operator Publication
The publication module inputs the calibrated explanation graph, and determines a
minimal sufficient set of operators for the encountered planning problems. After
calibration, our explanation graph is associated with a function mapping S ×
A → S. Alternatively, we could consider our calibrated explanation graph to
represent a function A→ (S → S). That is, bounding the controller parameters,
we have a function mapping from the relevant parameters of the initial state (Ti,
D,H), to the relevant parameters on the final state (OnRunwayf , Clearf , Tf ). This
function is easily expressible and can be formalized as a planning operator. Thus,
our publication module will consider operators corresponding to each (V, F,B)
setting.
We illustrate the publication module in the following manner. Given the cali-
brated explanation graph, G2, and 30 initial states generated from the hard distri-
bution, we vary a real-valued time constraint parameter C. For an initial state i ∈
S and an operator o, we say that o satisfies i if o guarantees successfully clearing
the obstacle within time C. For each value of C, the publication module generates
a minimum set of operators capable of satisfying the maximal number of planning
problems. See Figure 4.10.
When C is very large, for example 300, only one operator is acquired because
we can safely back taxi the full distance without running out of time on any of the
obstacles. The corresponding operator has preconditions
1. H < .101(D - 88) and D < 7700
where all values are in meters. The first condition ensures that our trajectory will
clear the obstacle. The second guarantees that we will reach the obstacle in the
alloted time.
As C shrinks, the system finds that back taxiing the maximum distance no
longer allows us to reach the most distant obstacles in time, sparking the gener-
ation of a second operator which does not back taxi. At C = 150, we have two
operators, with the following preconditions.
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Figure 4.10: Published Takeoff operators for various time constraints (C). Light
gray represents the distribution of possible obstacles (H = height, D = distance),
and dark blue represents the region of obstacles clearable for a particular
(V, F,B) setting. Tighter time constraints necessitate the introduction of
additional operators.
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1. H < .101(D - 88) and D < 2000
2. H < .101(D - 802) and D < 5000
By forgoing back taxiing, the second operator is able to cover a greater distance
in the alloted time. However, the trajectory is shallower, meaning that obstacles
must be shorter and/or more distant.
Decreasing C further necessitates the introduction of another operator. When
C = 110, the following three operators are constructed.
1. H < .101(D - 710) and D < 2200
2. H < .101(D - 850) and D < 3700
3. H < .049(D - 800) and D < 4000
As C continues to decrease, fewer and fewer of the obstacles become clearable
in the given time constraint, culminating with no clearable obstacles, and thus no
published operators at C = 40.
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Part II






The world is full of structured data. Structures can be natural, such as the taxo-
nomic hierarchy of living animals, or derived, such as the hierarchy of book topics
at Amazon.com. Such prior knowledge is useful in finding and describing signifi-
cant patterns. Ignoring it when relevant may greatly increase the required amount
of data to essentially re-derive this expert knowledge. But blindly adopting it can
also lead to degraded performance. If the distinction is unnecessary for the task
or if there is insufficient data to confidently use it, performance will also suffer.
In this section, we present an approach to leverage structural metadata in order to
improve the performance of machine learning algorithms.
Traditional machine learning approaches do not naturally exploit this structural
data. Data is typically represented as a vector of features, and a functional pre-
dictor of those features is learned and applied. However, the roles that features
can play are very limited. They are generally assumed to be homogeneous infor-
mation bearers, and they all serve in the same capacity in the machine learning
algorithm.
While structural metadata could be processed into a set of features, this proce-
dure faces several difficulties. The simplest way to incorporate structural informa-
tion is to construct a feature for each possible class within the structural hierarchy.
Each of these features is boolean and corresponds to membership in that class.
However, with even a modestly complex structural hierarchy, the feature space
will explode. Alternatively, some generalizations can be made, but leaving po-
tential distinctions out of the model can hurt performance if these distinctions are
meaningful to the task at hand.
Furthermore, some distinctions may be relevant in some contexts, but not oth-
ers. For example, consider predicting future earnings for companies in various
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sectors based on features such as the prime interest rate and current price of
oil. For companies in different financial sectors {“Insurance,” “Banks,” “Credit
Services”} we expect that the value of the prime interest rate will have varying
effects, as businesses in each of these sectors deal with the prime interest rate in
slightly different ways. However, with respect to different manufacturing sectors
{“Construction,” “Metals,” “Textiles”}, the prime interest rate may have an ef-
fect, but that effect will likely be the same, regardless of what particular product
is being manufactured. Thus, our model may benefit by distinguishing the various
financial sectors with respect to prime interest rate, so as to correctly appreciate
the diverse effects. At the same time it would likely benefit by not distinguishing
the manufacturing sectors, in order to limit the model’s capability to overfit to the
data. With respect to a different feature, such as the price of oil, a completely
different set of distinctions would likely be optimal.
In such a domain, there are many such distinctions that could be made. For ex-
ample, we have Sector: {“Manufacturing,” “Service,” “Financial,” “Technology”}
which is a categorical multiset and Market Capitalization: {“Micro,” “Small,”
“Medium,” “Large”} which is ordinal. Distinctions may overlap, a company’s nu-
meric Beta and its Cyclicality: {“Cyclical,” “Non-cyclical,” “Counter-cyclical”}
represent different views of the same underlying property. As motivated above,
knowing which of these potential distinctions to incorporate in a model is depen-
dent on the task as well as the amount of training data available.
5.2 Notation
In order to describe our approach, we first introduce relevant notation. To do this,
we use as a running example the business earnings domain referenced in the pre-
vious section. Each data point is denoted d = 〈x, c, y〉. x = [x1, x2, ..., xN ] is a
feature vector. c is the example’s categorization. The categorization corresponds
to metadata about the data point. In the business earnings domain the categoriza-
tion is a size × sector pair. y is the example label, in this case the earnings of the
business over the next year. For simplicity, we will consider a linear predictor of
two features, the prime interest rate, xPI , and the price of oil, xOil, and only the
Financial and Manufacturing primary sectors.
We predict future earnings with a linear function of the features, xPI and xOil.
Thus, for parameter vector Φ = [φPI , φOil, φC ], each prediction takes the form
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Figure 5.1: Graphical representation of the possible distinctions that could be
made in the future business earnings domains with respect to the prime interest
rate (φPI), and price of oil (φOil) parameters. Each grid represents the domain of
applicability with respect to each of these parameters. The domains are
partitioned, and a different model parameter applies to each region.
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φPIxPI + φOilxOil + φc. One possibility is to learn a single vector Φ (see Figure
5.1a). Of course, the individual φi’s must still be estimated from training data,
but once learned, this single linear function will apply to all future examples.
Another possibility is to learn a different Φ for companies in different primary
sectors. Thus, we would learn one Φ for “Manufacturing,” and a different one
for “Financial” companies (Figure 5.1b). A new example company is then treated
according to its sector. We might choose to make further heterogeneous changes,
distinguishing the prime interest rate parameter with respect to the “Financial”
subsectors, and dististinguishing the oil parameter with respect to the “Manufac-
turing” subsectors (Figure 5.1c). Alternatively, we might find that in fact it is the
company’s size that is relevant instead of its sector (Figure 5.1d), or some mixture
of sector and size (Figure 5.1e).
Let Ψi ⊆ Φ represent a subset of the model parameters for which we entertain
making distinctions. Let ∆i be the space of distinctions we consider making with
respect to Ψi (here the entire space of categorizations, size × sector). We refer
to this space as the domain of applicability for Ψi. Each data point, dk projects
into the domain of applicability based on its categorization, ck. We denote this
proj∆ick ∈ ∆i.
The elements of ∆i represent the finest granularity distinctions that our model
can make, but, depending on the evidence, we may choose not to distinguish all
elements of ∆i. Instead, we may find that certain categories in ∆i behave simi-
larly in the training data, and choose instead to treat them equivalently. This has
the benefit of reducing the model complexity as now we need not have distinct
parameters corresponding to each of the two categories. In turn, this reduces the
model’s capacity to overfit.
The space of distinctions we can consider are the partitionings of the ∆i’s.
These form the alternative models that we must choose amongst. Generally, the
partitionings of ∆i form a lattice (as shown in Figure 5.2). If the classes are
unstructured, for example the set of business sectors {“Manufacturing,” “Service,”
“Financial,” “Technology”}, then we entertain the distinctions in lattice 5.2a. If
the classes are ordinal, for example business sizes {“Micro,” “Small,” “Medium,”
“Large”}, then we entertain only the partitions that are consistent with the class
ordering, 5.2b. That is, we would not consider grouping small and large businesses
while distinguishing them from medium businesses.
Let Pi represent an element from the lattice (a partitioning of ∆i). The lattice,
which we will refer to as Λ∆i , is ordered by the finer-than operator (a partitioning
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Figure 5.2: Lattices of distinctions for four-class sets.
P is said to be finer than partitioning P ′, if every elements of P is a subset of
some element of P ′). In turn, we can construct the Cartesian product lattice Λ =
Λ∆1×Λ∆2× ...×Λ∆N . Note that Λ can have a very large number of elements. For
example, if |N | = 4, and |∆i| = 4 for all i, then each lattice Λ∆i has 15 elements
and the joint lattice Λ has 154 = 50625 elements.
We formally characterize an instantiated model by 〈M, θM〉, where M = (P1,
P2, ..., PN) and Pi = (Si,1, Si,2, ..., Si,|Pi|) is a partition of ∆i, the domain of ap-
plicability for Ψi. θM = (φ1,1, φ1,2, ..., φ1,|Pi|, φ2,1, ..., φN,|PN |), where each φi,j is
the value of parameter i applicable to data points corresponding to Si,j ⊆ ∆i,
(dk|proj∆icdk ∈ Si,j). We refer to M as the model structure or model and ΘM as
the model parameterization.
Consider a model structure M = (P1, P2, ..., PN), Pi = (Si,1, Si,2, ..., Si,|Pi|).




N) as a refinement of
M if there exists a value j such that P ′j = (Sj,1, ..., Sj,k−1, Y, Z, Sj,k+1, ..., Sj,|Pj |),
(Y, Z) is a partition of Sj,k, and P ′i = Pi for all i 6= j. That is, a refinement of M
is a model which makes one additional distinction that M does not make.
Likewise, M ′ is a generalization of M if there exists a value j such that P ′j =
(Sj,1, ..., Sj,k−1, Sj,k ∪ Sj,k+1, Sj,k+2, ..., Sj,|Pj |), and P ′i = Pi for all i 6= j. That is,
a generalization of M is a model that makes one less distinction than M .
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5.3 Objective
Our goal is to find the instantiated model 〈M, θM〉 that best generalizes to new
data. This involves balancing simplicity with goodness of fit to the training data.
To accomplish this, we choose to use the minimum description length principle
[12, 3]. Consider training data D = {〈x1, c1, y1〉, 〈x2, c2, y2〉, ...}. In order to
evaluate the description length of the data, we use a two-part code combining the
description length of the model and the description length of the data given the
model:
L(〈M, θM〉,D) = DataL(D|〈M, θM〉) + ModelL(〈M, θM〉) (5.1)
DataL(D|〈M, θM〉) is a measure of the complexity of the data given the model
and its parameters, while ModelL(〈M, θM〉) is the complexity of the model it-
self. We assume that ModelL(〈M, θM〉) is a function only of the model struc-
ture M , ModelL(M). Thus, adding or removing parameters affects the value
of ModelL, but solely changing their values does not. We also assume that
DataL(D|〈M, θM〉) can be decomposed into a sum of description lengths for each





For a particular model structure, M , ModelL(M) is fixed. Thus, in order to
minimize the overall objective, we minimize DataL(D|〈M, θM〉). However, the
question of how to select the best model structure M remains.
5.3.1 Objective Estimation
In this section we describe a general method to objective estimation, in which
one model structure is fit to the training data and used to estimate the objec-
tive for alternative model structures. In this approach we assume that the func-
tion ExampleL(dk|〈M, θM〉) is twice differentiable with respect to the model pa-
rameters, φi,j , 1 ≤ i ≤ N ,1 ≤ j ≤ |Pi|. In an information theoretic sense,
DataL(D|〈M, θM〉) can be thought of as equal to the negative log likelihood of
the data given the model, and this condition holds for many standard probability
distributions, including normal and exponential distributions.
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Consider committing to a particular model structure M , and training the model
parameters θM so as to minimize the description length objective. At convergence,
∂L
∂φi,j
= 0 for all φi,j . As ModelL is fixed for a fixed M , and data description length





















Note that the inner summation (over each w) need not equal zero. That is, the
training data may suggest that for class w ∈ ∆i, parameter φi should be different
than the value φi,j . However, because the current model structure does not dis-
tinguish w from the other elements of Si,j , φi,j is the best value across the entire
domain of Si,j .
In order to determine what distinctions we might want to add or remove, we
consider the effect that each parameter has on each fine-grained class of data. Let







































The first two values are the first derivatives of the objective with respect to φi,j
and φg,h for the examples corresponding to w ∈ ∆i and v ∈ ∆g respectively. The
third equation is the second derivative taken once with respect to each parameter.
Note that the value is zero for all examples other than those that project to w
and v. Now, consider the model M∗ that makes every possible distinction (the
greatest element of lattice Λ). Computed over all 1 ≤ i, g ≤ N , w ∈ ∆i, v ∈ ∆j ,
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Figure 5.3: Example polynomial estimation of description length considering
distinctions based on business size. For no distinctions, description length is
minimized at point x. However, Taylor expansion estimates that the behavior of
“Micro” and “Small” businesses is substantially different than “Medium” or
“Large” businesses. This suggest that the distinction {{“Micro,” “Small”},
{“Medium,” “Large”}} should be entertained if the expected reduction in
description length of the data is greater than the cost associated with the
additional parameter.
these values allow us to construct a second order Taylor expansion polynomial
estimation for the value of L(〈M∗, θM∗〉) for all values of θM∗ ∈ ΘM∗.:

















where φˆi,jw is the value of φi,j , for w ∈ Si,j . Note that this polynomial is the same
polynomial that would be constructed from the gradient and Hessian matrix in
Newton’s method. By minimizing this polynomial, we can estimate the minimum
L for M∗. More generally, we can use the polynomial to estimate the minimum L
for any model structure M ′ in Λ. Suppose we wish to consider a model that does
not distinguish between classes w and w′ ∈ ∆i with respect to parameter i. To
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do this, we enforce the constraint φi,w = φi,w′ , which results in a polynomial with
one fewer parameters. Minimizing this polynomial gives us an estimate for the
minimum value of DataL of the more general model structure. In this manner, any
model structure can be estimated by placing equality constraints over parameters
corresponding to classes not distinguished. A simple one dimensional example is
detailed in Figure 5.3.
We can then estimate the complete minimum description length M ′:
min
θM′∈ΘM′
L̂(〈M ′, θM ′〉 = ModelL(M ′) + min
θM′∈ΘM′
D̂ataL(〈M ′, θM ′〉) (5.9)
5.3.2 Theoretical Guarantee
When considering alternative model structures, we are guided by estimates of their
minimum description length. However, if the domain satisfies certain criteria, we
can compute a lower bound for this value, which may result in greater efficiency.
Consider instantiated model 〈M, θM〉; let values dφi,j ,w be computed as de-
scribed above.
Theorem 5.1. Consider maximal model M∗. Assume DataL(D|〈M∗,ΘM∗〉) is
twice continuously differentiable with respect to elements of ΘM∗ Let H(θM∗) be
the Hessian matrix of DataL(D|〈M∗, θM∗〉) with respect to θM∗ . If yTH(θM∗)y ≥
b > 0 ∀ θM∗ ∈ ΘM∗, y st. ||y||2 = 1, then











is a lower bound polynomial on the value of DataL(D|〈M∗, θM∗〉).
Proof. The Hessian of DataL(D|〈M∗, θM∗〉) with respect to θ, H(θM∗), is equal
to b times the identity matrix. Thus ∀ θM∗ ∈ ΘM∗, y st. ||y||2 = 1, yTH(θM∗)y =
b. Let z = ((φ∗i,w1− φˆi,jw1 ), ..., (φ∗N,w|∆N |− φˆi,jw|∆N |)), and let y =
z
|z| . By Taylor’s
Theorem,












for some θ′M∗ on the line connected θM and θM∗. Thus, by our assumptions on
the Hessian matrix we know that,











When the condition holds, this derivation allows us not only to lower bound
the data description length of M∗, but the length for any model structure in Λ. In
the same manner as above, placing equality constraints on sets of φ∗i,j’s results in
a lower order polynomial estimation for DataL. In the same format as Equation
5.9, we can compute an optimistic lower bound for any model’s value of L. The
assumption, b > 0, is satisfied for all cases where the objective function is strongly
convex, however, the value is data and model format sensitive, so we can not offer
a general solution to compute it.
Note that as the first derivatives of DataL(D|〈M ′, θM ′〉) increase in absolute
value, the gap between the estimated lower bound on minθ′M L(〈M ′, θ′M〉) and its
true value will generally grow. That is, we will compute more meaningful lower
bounds of minθ′M L(〈M ′, θ′M〉) for models whose optimal parameter values are
close to our current values.
5.4 Model Search
Given a trained model, using the techniques described above, we can estimate and
lower bound the value of L and estimate the optimal parameter settings for any
alternative model, M ’. The question of how we use these estimates to drive the
search for a model through the potentially enormous space of alternatives models
remains. In this section, we present three alternative approaches.
5.4.1 Greedy Approach
We first present a model exploration technique that greedily searches the lattice
of models. In this approach, we iterate by training a model M , and then esti-
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mate L̂(〈M ′,ΘM ′〉) only for model structures M ′ that are neighbors (immediate
generalizations and specializations) of M in lattice Λ. These alternative model
structures are limited in number, making estimation computationally feasible, and
similar to the current trained model. Thus, we expect the optimal parameter set-
tings for these models will be “close” to our current parameter values, so that the
objective estimates will be reasonably accurate. At this point, we can transition to
and evaluate modelM ′ with the lowest estimated value of L̂(〈M ′,ΘM ′〉), from the
neighbors of M . This cycle repeats until no neighboring models are estimated to
decrease the description length, at which point the evaluated model with minimum
L is adopted.
The greedy approach has a potentially debilitating weakness though, that it will
converge to a local minimum, whether or not it is the global minimum. This
weakness is compounded by the fact that the model search must explore both the
space of model parameters given a model structure, as well as the space of model
structures itself. That is, even when the objective is convex given a particular
model structure, local minima may still exist in the model structure space.
5.4.2 Markov Chain Monte Carlo
In order to address this shortcoming we present a pair of stochastic approaches
based on Markov Chain Monte Carlo [13] to ensure that the model search does
not get stuck in a local minimum. In Markov Chain Monte Carlo methods, a
Markov chain is constructed with equilibrium distribution equivalent to a target
probability distribution. After a number of steps, the state of the chain can be
used to approximately sample from the probability distribution (See Appendix
A.3).
In our context, we define a probability distribution over models that favors high
quality models and use MCMC to find them. The first approach is a standard
MCMC approach which explores the lattice of model structures. The second ap-
proach, based on reversible jump MCMC [14], jointly explores the model struc-
ture lattice and the model parameter space.
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Standard Markov Chain Monte Carlo
We utilize the Metropolis-Hastings algorithm [15] to explore the space of models.
At each iteration, the current model is fit to the training data and the objective
change associated with all specializations and generalizations is estimated. We
then construct a proposal distribution for all models that can be reached via a
subset of these modifications, and sample a particular model from this distribution.
If certain criteria are met, the new model is adopted, otherwise the jump is rejected
and the current model is maintained.
MCMC will converge to a probability distribution over models. By making bet-
ter models (those with a lower objective) more probable, the MCMC chain will be
driven towards higher quality models. We use the shorthand notation L(M,D) to










At iteration t of MCMC, the proposal distribution, Q, assigns some proba-
bility to all candidate models that can be reached through a single set of inde-
pendent refinements (splits) and generalizations (merges) to the partitions of the
current model, M t. Suppose that partition Si,j has possible refinements Ri,j =
{r1, r2, ..., rl}. Consider a candidate model, M ′. Let R′ be the set of partitions in
M t that are refined in order to construct model M ′. In Q, the probability of model
M ′ is based on its estimated objective:











(i,j) s.t. Si,j∈R′ |Ri,j|
(5.15)
ZMt , the normalization factor, is computed over all candidate models. τ , 0 <
τ ≤ 1, is a smoothing factor that controls a balance between a uniform proposal
distribution and one proportional to the estimated probabilities. The factor of∏
(i,j) s.t. Si,j∈R′ |Ri,j| is included in the denominator to balance the probability of
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generalizations, refinements, and null changes to each partition.
The number of candidate models is exponential in the number of partitions in
M t. However, in working with the proposal distribution, we need not explic-
itly deal with each individual candidate model. By construction, refinements to
partitions that cannot be merged are independent. For example, again consider
partition Si,j , and suppose that Si,j cannot be merged to another partition. Let
MSi,j represent the subset of models where Si,j is not split, and Mri represent the
subset of candidate models where Si,j has been split with respect to category ri.














A new model, M ′, is sampled from Q and fit to the training data. If a value α
drawn from U(0, 1) satisfies:
α <
P (M ′)Q(M ;M ′)
P (M)Q(M ′;M)
(5.17)
thenM ′ is accepted as the new modelM t+1. OtherwiseM t+1 = M t. This guaran-
tees that the Markov chain will converge to the distribution P as t→∞. Because
the ratio P (M ′)/P (M) appears in Equation 5.17, the normalization factor ZP in
Equation 5.13 cancels out does not need to be computed.
Comparison to Greedy Approach on Synthetic Data
To demonstrate the standard MCMC approach and compare it to the greedy search
approach we utilize the simplified business earnings domain. Again, for this do-
main we assume that the output variable y is a linear function of two features,
fPI , the prime interest rate, and fOil, the current price of oil. Each example’s
categorization includes its size, sector, and subsector. To test our approach we
define a ground truth linear model for the data, which includes the relevant dis-
tinctions for each parameter and the corresponding parameter values. To generate
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synthetic data, we first sample feature values uniformly from [0, 1) and categoriza-
tions uniformly from the space of size× sector/subsector pairs. Next, we compute
the output value y based on the corresponding parameter values, and add N(0, 1)
Gaussian random noise.
We construct two ground truth models to demonstrate the strengths and weak-
nesses of the greedy and Markov Chain Monte Carlo model adaptation proce-
dures (Figure 5.4). In both cases the greedy approach initially makes the fastest
progress. In model a), MCMC makes slower progress but approaches the perfor-
mance of the greedy approach. In model b), the initial model is frequently locally
optimal, depending on the randomly generated data. Thus, despite the ground
truth model’s simplicity, the greedy approach frequently gets stuck and with suf-
ficient training the MCMC approach substantially outperforms it.
Reversible Jump Markov Chain Monte Carlo
The second approach is based on reversible jump Markov chain Monte Carlo [14,
16]. This approach generalizes Markov chain Monte Carlo (MCMC) to entertain
jumps between alternative spaces of differing dimensions. Using this approach, it
is possible to perform model selection based on the posterior probability of models
with different parameter spaces.
Here we associate a probability with each instantiated model, P (〈M, θM〉), un-
like in the previous section, in which we defined the probability distribution as a
function only of the model structure M . Again we use an exponential probability
model:














In this case e−ModelL(〈M,θM 〉) can be thought of as proportional to the prior prob-
ability for instantiated model 〈M, θM〉, whereas e−DataL(D|〈M,θM 〉) is proportional
to the probability of the data given 〈M, θM〉.
At iteration t, current instantiation 〈M t, θtMt〉 is used to generate a proposal dis-
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Figure 5.4: Performance of Greedy and standard Markov chain Monte Carlo
model adaptation on two synthetic business earnings models (averaged over 20
trials). In both cases, the model is initialized with no distinctions. At iteration i,
we chart the test error associated with the best (minimum objective) model
encountered during iterations 1 to i. In a), the greedy approach finds a high
quality model faster than MCMC. In b), the initial model is frequently a local
minimum, depending on the randomly generated data. Thus, the greedy approach
frequently converges to a suboptimal model, and its performance is surpassed by
the MCMC approach.
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tribution Q(〈M ′, θ′M ′〉; 〈M t, θtMt〉). Consider again maximal model 〈M∗,Θ∗M∗〉.
Recall that after training any particular model, we can construct a Taylor expan-
sion polynomial estimation on the objective (log probability), in the space ΘM∗ .
Any alternative model structure, M ′, induces a parameter space, ΘM ′ , that is a
subspace of ΘM∗ (subject to equality constraints across dimensions of ΘM∗).
This estimation of the log probability can be used directly to construct the pro-
posal distribution over all models in the neighborhood around M t:












〉 is a normalization factor. Z〈Mt,θt
Mt
〉 can be computed due
to the fact that Lˆ is a quadratic function of θM , implying that eLˆ is a Gaussian
function of θM , with a closed form integral.
In general, in order for the Metropolis-Hastings algorithm to converge to the
target probability distribution efficiently, care must be taken in constructing the
proposal distribution. In the non-reversible jump setting much research has ad-
dressed this issue [17]. In particular, a difficult balance must be struck between
taking small steps in the parameter space, yielding high acceptance rates but little
exploration, and large steps, where potentially very low acceptance rates negate
any benefits of longer range exploration.
A simple change can incorporate locality into our proposal distribution. We in-
troduce a tunable parameter into our proposal distribution that decreases the prob-
ability of proposing a distant instantiated model, where distance is measured in
maximal model parameter space, Θ∗M∗ . The key is to add the following quadratic






(φ′i,w − φti,w)2 (5.21)
The addition of this function is akin to combining the estimated posterior prob-
ability with a locality enforcing multivariate normal distribution with variance σ2.
The value of σ is to be tuned to minimize the Markov chain mixing time.
As in the standard MCMC setting, a sample, 〈M ′, θ′M ′〉 is drawn from this dis-




P (〈M ′, θ′M ′〉|D)Q(〈M t, θtMt〉; 〈M ′, θ′M ′〉)
P (〈M t, θtMt〉|D)Q(〈M ′, θ′M ′〉; 〈M t, θtMt〉)
(5.22)
Otherwise, no step is taken in the model space (〈M t+1, θt+1Mt+1〉 = 〈M t, θtMt〉).
Comparative Advantages
When constructing the proposal distribution, each approach uses the Taylor ex-
pansion estimation of the objective surface. In many dimensions, with many in-
teractions amongst the model parameters, this can be computationally expensive.
The standard MCMC approach performs a parameter optimization between each
MCMC step, while the reversible jump MCMC approach intertwines the two.
Thus, the standard approach may require fewer iterations of MCMC to find a
high quality model. For example, for some problems the reversible jump MCMC
approach may utilize many costly steps of MCMC (and the associated proposal
distribution construction) simply to optimize the parameters for a single model
structure.
However, when using the traditional MCMC approach, care must be taken to
avoid local minima in the parameter space. Otherwise, the search through model
structures could be derailed as well. Additionally, as the reversible jump approach
samples from the posterior distribution over model structures and parameter val-
ues, with sufficient sampling, Bayesian model averaging is possible [18], although
this can require a very large number of MCMC iterations.
Thus, the choice of approach is dependent on the domain and the quality of
solution necessary. For domains where models are high dimensional but the pa-
rameters can be optimized for a particular model relatively efficiently, the stan-
dard MCMC approach is preferable. For cases where parameter optimization for
a particular model is nearly as complex as proposal distribution construction, or
Bayesian model averaging needs to be implemented, the reversible jump MCMC
approach is superior.
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5.4.3 Universal Bounds Approach
The final approach is designed for cases where the number of model structures is
more manageable, but still too many to individually train each. Based on Equation
5.10, the approach is applicable when the assumptions of Theorem 5.1 (namely,
strong convexity) are satisfied. Here, we maintain an optimistic lower bound on
the value minθM′∈ΘM′L(〈M ′, θM ′〉) for all M ′. At each step, we select for train-
ing the model structure M ′ with the lowest optimistic bound for L. After train-
ing, we learn it’s optimal parameter values, θ′M , and associated description length
L(〈M ′, θ′M〉). We then use Equation 5.10 to generate the lower bounding Taylor
expansion polynomial around θM ′ . This polynomial is then used to update the
optimistic description lengths for all alternative model structures (increasing but
never decreasing each bound). We proceed until a model structure M ′ has been
evaluated whose description length is within  of the minimum optimistic bound
across all unevaluated models. At this point we adopt model M ′.
Of course, in order for the technique to be applied, the assumptions of Theo-
rem 5.1 must be satisfied, namely the objective function in the maximal model’s
parameter space must be strongly convex, and a lower bound on the second deriva-
tive must be known (with a tighter bound, fewer iterations of the algorithm will
be required). This depends on the structure of the objective function and will not
always be the case. For certain classes of objective functions, though, for exam-
ple ridge regression [19], these requirements are satisfied. In these cases, local
minima may exist in the lattice of possible models, and this approach will guar-
antee that we select a model that is within  of the optimal model available. This
makes up for the biggest shortcoming of greedy approach and sidesteps many of





Next, we apply our approach to a complex fantasy (American) football [20] pre-
diction task. In this task, one must predict the performance of professional Amer-
ican football players in their upcoming weeks’ games. This is a difficult task
with complex interactions amongst players and teams. In order to make pre-
dictions, various pieces of information are helpful, including team rosters, past
performances of players and teams, and injury status information.
Fantasy football is a popular game that millions of people participate in each fall
during the American National Football League season. The NFL season extends
17 weeks, in which each of the 32 real teams plays 16 games, with one bye (off)
week. In fantasy football, participants manage virtual (fantasy) teams composed
of real players, and compete in virtual games against other managers. In these
games, managers must choose which players on their roster to make active for the
upcoming week’s games, while taking into account constraints on the maximum
number of active players in each position. A fantasy team’s score is then derived
from the active players’ performances in their real-world games. While these
















The sum of points earned by the active players during the week is the fantasy
team’s score, and the team wins if its score is greater than its opponent’s. Thus,
being successful in fantasy football necessitates predicting as accurately as possi-
ble the number of points players will earn in future games.
Many factors affect how much and how effectively a player will play. For one,
the player will be faced with a different opponent each week, and the quality of
these opponents can vary significantly. Second, American football is a very phys-
ical sport and injuries, both minor and serious, are common. While we expect an
injury to decrease the injured player’s performance, it may increase the produc-
tivity of teammates who may then accrue more playing time.
American football players all play a primary position on the field. The positions
that are relevant to fantasy football are quarterbacks (QB), running backs (RB),
wide receivers (WR), tight ends (TE), and kickers (K). Players at each of these
positions perform different roles on the team, and players at the same position on
the same NFL team act somewhat like interchangeable units. In a sense, these
players are in competition with each other to earn playing time during the games,
and the team exhibits a preference over the players, in which high priority players
(starters) are on the field most of the game and other players (reserves) are used
sparingly.
6.2 Model
Our task is to predict the number of points each fantasy football player will earn in
the upcoming week’s games. Suppose the current week is weekw (let week 1 refer
to the first week for which historical data exists, not the first week of the current
season). In order to make these predictions, we have access to the following data:
• The roster of each team for weeks 1 to w
• For each player, for each week 1 to w − 1 we have:
The number of fantasy points that the player earned, and
The number of plays in which the player actively participated (gained
possession of or kicked the ball)
• For each player, for each week 1 to w we have the players pregame injury
status
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If we normalize the number of plays in which a player participated by the to-
tal number across all players at the same position on the same team, we get a
fractional number which we will refer to as playing time. For example, if a re-
ceiver catches 6 passes in a game, and amongst his receiver teammates a total of
20 passes are caught, we say the player’s playing time = .3. Injury statuses are re-
ported by each team several days before each game and classify each player into
one of five categories:
1. Healthy (H): Will play
2. Probable (P): Likely to play
3. Questionable (Q): Roughly 50% likely to play
4. Doubtful (D): Unlikely to play
5. Out (O): Will not play
In what follows we define a space of generative model structures to predict
fantasy football performance. The construction is based on the following ideas.
We assume that each player has two inherent latent features: priority and skill.
Priority indicates how much they are favored in terms of playing time compared
to the other players at the same position on the same team. Skill is the number of
points a player earns, on average, per unit of playing time. Likewise, each team
has a latent skill value, indicating how many points better or worse than average
the team gives up to average players. Our generative model assumes that these
values are generated from normal prior distributions N(µpp, σ2pp), N(µps, σ
2
ps),
and N(µts, σ2ts) respectively.
Consider the performance of player i on team t in week w. We model the







Pointsi,w = PlayingT imei,w × psi × ts(opp(t, w), pos(i)) (6.3)
where Rt is the set of players on team t’s roster, pos(i) is the position of player
i, injury(i, w) is a function mapping to the real numbers that corresponds to the
player’s injury’s effect on his playing time. We assume that each player’s expected
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Figure 6.1: The space of model distinctions. For each parameter, the domain of
applicability is carved up into one or more regions along the grid lines, and each
region is associated with a distinct parameter value.
playing time is dependent only on the priority and injury statuses of the players
on the same team at the same position. His expected points is then a function of
his playing time, skill, and the opposing team’s skill.
We assume, then, that the actual values are distributed as follows:
PlayingT imei,w ∼ N(PlayingT imei,w, σ2time) (6.4)
Pointsi,w ∼ N(Pointsi,w, P layingT imei,wσ2points) (6.5)
We do not know a priori what distinctions are worth noticing, in terms of vari-
ances, prior distributions, and injury effects. For example, do high priority players
have significantly higher skill values than medium priority players? Does a par-
ticular injury status have different implications for tight ends than for kickers? Of
course, the answer to these questions depends on the amount of training data we
have to calibrate our model. We utilize the greedy model structure exploration
procedure defined in Section 5.4 to answer these questions. For this domain, we
entertain alternative models based on the following parameters and domains of
applicability:
1. Ψ1 = injury(i, w) : ∆1 = Position× InjuryStatus
2. Ψ2 = σ2pp : ∆2 = Position (µpp is arbitrarily set to zero)
3. Ψ3 = (µps, σ2ps) : ∆3 = Position× Priority
4. Ψ4 = σ2time : ∆4 = Position
5. Ψ5 = σ2points : ∆5 = Position
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Figure 6.1 illustrates the space of distinctions. We initialize the greedy model
structure search with the simplest model, that makes no distinctions for any of the
five parameters.
Given a fixed model structure M , we utilize the expectation maximization [21]
procedure to minimize DataL(D|〈M, θM〉) = −log2P (D|〈M, θM〉). This pro-
cedure alternates between computing posterior distributions for the latent player
priorities, skills, and team skills for fixed θM , and then re-estimating θM based on
these distributions and the observed data. In learning these values, we limit the
contributing data to a one year sliding window preceding the week in question.
Additionally, because players’ priorities change with time, we apply an exponen-
tial discount factor for earlier weeks and seasons. This allows the model to bias
the player priority estimates to reflect the players’ current standings on their team.
We found that player and team skill features change little within the time frame of
a year, and so discounting for these values was not necessary.
ModelL(〈M, θM〉), the description length of the model, has two components,
the representation of the model structure M , and the representation of θM . We
choose to make the description length of M constant (equivalent to a uniform
prior over all model structures). The description length of θM scales linearly
with the number of parameters. Although in our implementation these values
are represented as 32-bit floating point values, 32 bits is not necessarily the cor-
rect description length for each parameter as it fails to capture the useful range
and grain-size. Therefore, this parameter penalty, along with the week and year
discount factors, are learned via cross validation. We utilize the greedy model
search presented in Section 5.4.1 to search for a high performance model. We
also implemented the Markov Chain Monte Carlo approaches presented in Sec-
tion 5.4.2, but obtained similar results, suggesting that local minima in the model
structure/parameter search are not a problem for this domain.
6.3 Evaluation
We construct a suite of experiments to demonstrate the following: First, given an
amount of training data, the greedy model structure exploration procedure suitably
selects a model (of the appropriate complexity), to generalize to withheld data.
Second, when trained on the full set of training data, the model selected by our
approach exceeds the performance of suitable competitors, including a standard
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support vector regression approach and a human expert.
We have compiled data for the 2004-2008 NFL (National Football League)
seasons. As the data must be treated sequentially, we choose to utilize the 2004-
2005 NFL season data for training, 2006 data for validation, and the 2007-2008
data for testing each approach.
First we demonstrate that, for a given amount of training data, our model struc-
ture search selects an appropriate model structure. We do this by using our vali-
dation data to select model structures based on various amounts of training data,
and then evaluate them in alternative scenarios where different amounts of data
are available.
Due to the interactions of players and teams in the fantasy football domain, we
cannot simply throw out some fraction of the players to learn a limited-data model.
Instead, we impose the following schema to learn different models corresponding
to different amount of data. We randomly assign the players into G artificial
groups. That is, forG = 10, each group contains (on average) one tenth of the total
number of players. Then, we learn different model structures and parameter values
for each group, although all players still interact in terms of predicted playing time
and points as describe in Equation 6.2.
For example, consider the value µps, the mean player skill for some class of
players. Even if no other distinctions are made (those that could be made based
on position or priority), we learn G values for µps, one for each group, and each
parameter value is based only on the players in one group. As G increases, these
parameters are estimated based on fewer players. As making additional distinc-
tions carries a greater risk of over-fitting, in general, we expect the complexity of
the best model to decrease as G increases.
In order to evaluate how well our approach selects a model tailored to an amount
of training data, we utilize the 2006 validation data to learn models for each of
Gtrain = 1, 4, and 16. In each case we learn Gtrain different models (one for
each group). Then for each week w in 2007-2008, we again randomly partition
the players, but into a different number of groups, Gtest. For each of the Gtest
groups, we sample at random a model structure uniformly from those learned.
Then, model parameters and player/team latent variables are re-estimated using
EM with data for the one year data window leading up to week w, for each of
the Gtest models. Finally, predictions are made for week w and compared to the
players’ actual performances. We repeat this process three times for each (Gtrain,
Gtest) pair and report the average results. We also report results for each value of
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Figure 6.2: Root mean squared errors for values of Gtest. Model structures are
learned from the training data for different values of Gtrain or sampled randomly
from Λ.
Gtest when the model structure is selected uniformly at random from Λ.
We expect that if our model structure selection technique behaves appropriately,
for each value of Gtest, performance should peak when Gtrain = Gtest. For cases
whereGtrain < Gtest the model structures will be too flexible for the more limited
parameter estimation data available during testing, and performance will suffer
due to overfitting. On the other hand, when Gtrain > Gtest, the model structures
cannot appreciate all the patterns in the calibration data. The root mean squared
error of each model for each test grouping is shown in Figure 6.2. In fact, for
each value of Gtest we see that performance is maximized when Gtrain = Gtest,
suggesting that our model structure selection procedure is appropriately balancing
flexibility with generalization, for each amount of training data.
Finally, we compare the prediction accuracy of our approach to those of a stan-
dard support vector regression technique and a human expert. For the support
vector regression approach we use the LIBSVM [22] implementation of -SVR
with a RBF kernel.
Consider the prediction for the performance of player i on team t in weekw. We
compare against four SVR’s with different feature sets, starting with a small set
of the most informative features and enlarging it to include less relevant teammate
and opponent features. The first SVR (SVR1) includes only the points earned by
player i in each of his games in the past year. Bye weeks are ignored, so f1 is the
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points earned by player i in his most recent game, f2 corresponds to his second
most recent game, etc. For SVR2, we also include in the feature set player i’s
playing time for each game, as well as his injury status each game (including the
upcoming game). SVR3 adds the points, playing times, and injury statuses for
each teammate of player i at the same position each game. Finally, SVR4 adds
for teams that player i has played against in the last year, as well as his upcoming
opponent, the total number of fantasy points given up by the team for each of their
games in the data window. At each week w, we train one SVR for each position,
using one example for each player at each week y, w−h ≤ y ≤ w−1 (an example
for week y has features based on weeks y−h to y). All features are scaled to have
absolute range [0,1] within the the training examples. We utilize a grid search on
the validation data to choose values for , γ, and C.
We also compare our accuracy against statistical projections made by the mod-
erator of the fantasy football website (www.fftoday.com) [23]. These projections,
made before each week’s games, include predictions on each of the point earning
statistical categories for many of the league’s top players. From these values, we
compute a projected number of fantasy points according to Equation 6.1. There
are two caveats, the expert does not make projections for all players, and the pro-
jected statistical values are always integral, whereas our approach can predict any
continuous number of fantasy points. To have a fair comparison, we compare
results based only on the players for which the expert has made a prediction us-
ing the normalized Kendall tau distance. For this comparison, we construct two
orderings each week, one based on projected points, the other based on actual
points. The distance is then the number of disagreements between the two order-
ings, normalized to the range [0,1] (0 if the orderings are the same, 1 for complete
disagreement). By considering only the predicted ordering of players and not their
absolute projected number of points, the expert is not handicapped by his limited
prediction vocabulary. We compute the Kendall tau distances for each method
each week, and present the average value across all weeks 2007-2008.
Table 1 shows that our approach compares favorably with both the SVR and the
expert. Again, note that because of the constrained vocabulary in which the expert
predicts points, the final column is the only completely fair comparison with the
expert. Of the candidate SVR feature sets, SVR2 (with player i’s points, playing
times, and injury statuses) and SVR3 (adding teammates’ points, playing times,
and injury statuses) perform the best.
Figure 6.3 shows the model structure learned when Gtrain = 1, as well as a
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All Data Expert Predicted Data
RMSE NKT RMSE NKT
Our Approach 4.498 .2505 6.125 .3150
Expert N/A N/A 6.447 .3187
SVR1 4.827 .2733 6.681 .3311
SVR2 4.720 .2674 6.449 .3248
SVR3 4.712 .2731 6.410 .3259
SVR4 4.773 .2818 6.436 .3323
Table 6.1: Performance of our approach versus human expert and support vector
regressors with various feature sets. RMSE: Root Mean Squared Error, NKT:
Normalized Kendall Tau
lower-complexity model learned when Gtrain = 16. For Gtrain = 1, the model
structure selection procedure observes sufficient evidence to distinguish σ2time and
σ2points with respect to each position. The model makes far more distinctions for
high priority players than their lower priority counterparts. This is likely due to
two reasons. First, the elite players’ skills are further spaced out than the reserve
level players, whose skills are closer to average and thus more common across
all players. Second, because the high-priority players play more often than the
reserves, there is more statistical evidence to justify these distinctions. The posi-
tions of quarterback, kicker and tight end all have the characteristic that playing
time tends to be dominated by one player, and the learned model structure makes
no distinction for the variance of priorities across these positions. Finally, the
model does not distinguish the injury statuses healthy and probable, nor does it
distinguish doubtful and out. Thus, probable appears to suggest that the player
will almost certainly participate at close to his normal level, and doubtful means
the player is quite unlikely to play at all.
In general, models learned for Gtrain = 16 contain fewer overall distinctions. In
this case the model is similar to its Gtrain = 1 counterpart, except that it makes far
fewer distinctions with regard to the priority skill prior.
71
Figure 6.3: Model structure learned for a) Gtrain = 1, and b) Gtrain = 16.
Distinctions made with respect to 1) injury weight, 2) priority prior variance, 3)






In this chapter we apply our automatic model adaptation approach to the natural
language processing task of sentiment analysis. In this task, the attitude or opinion
of the author is estimated from the text of a document. Sentiment analysis has
grown in popularity recently, as user generated product and service reviews have
proliferated on the Internet. These reviews have become important resources for
researchers, consumers, and providers.
Sentiment analysis provides a set of challenges to machine learning researchers
as the user reviews are free form and diverse. The content and style of writing can
vary significantly based on the forum, author, and product/service being reviewed.
If not properly appreciated, this diversity can disguise the class relevant patterns
in the domain.
In what follows, we introduce a topic modeling approach to sentiment analy-
sis for structured domains and apply the model adaptation approach described in
Chapter 5 to leverage categorical metadata in order to determine the number and
range of latent topics. We demonstrate our approach on Yelp.com business re-
views as well as Amazon.com book reviews, and show that our model adaptation
approach selects an appropriate model given a particular amount of training data,
and the resulting model is high quality relative to alternative regression and topic
modeling approaches.
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Figure 7.1: A subtree of the category tree, C, corresponding to the Amazon
Books domain.
7.2 Topic Modeling for Sentiment Analysis in
Structured Domains
For this task, the categorical metadata leveraged by our model adaptation approach
is hierarchical in nature. Formally, this hierarchy forms a tree structure, which we
refer to as C (See Figure 7.1). We will refer to individual nodes in the tree as
categories, for which we use notation c. For this domain, the categorization, c,
is a set of categories, c = {cd,1, cd,2, ...}. c can be thought of as metadata about
a product/service being reviewed. For example, with regard to a book review,
c could equal {“Fiction”, “Fiction\Drama”, “Fiction\Drama\Romance”, ... }.
c must be well formed. That is, if a node c ∈ C appears in categorization c,
all ancestors of c (in the tree C) must also appear in c. c can contain multiple
distantly related categories. For example, a particular book could belong to both
“Fiction\Poetry” and “Children\Humor.”
We will denote examples (documents) in this domain by d = 〈xd, cd, yd〉. xd
= [wd,1, wd,2, ..., wd,|xd|] is a vector of words. Each word is an element from the
vocabulary, V = {w1, w2, ..., w|V |}. cd is the document’s categorization. yd is a
numeric rating from a discrete space ({1, 2, 3, 4, 5} for our domains). The rating
is an overall score given by the document’s author to the product or service being
reviewed.
We are given a collection of documents, D, and our goal is to learn a function
f(〈x, c〉) to predict rating yˆ from an unlabeled document so as to minimize the
expected loss over the unknown distribution of documents:
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E (loss(y, f(〈x, c〉))) (7.1)
We use the squared error loss function.
7.2.1 Model Structure
We will start by presenting our generative document topic model. In this model,
each review is composed of a mixture of topics, and each word is generated from
a specific topic with some probability (although which topic is unobservable). We
use t ∈ T to denote a topic, and Pt to denote topic t’s distribution over words.
In many topic model approaches, such as latent Dirichlet allocation [24], topics
are learned in an unsupervised or weekly supervised fashion (as is the case with
supervised LDA).
In our model, we assume each document is generated according to a rigid topic
distribution. Each document is a mixture of three topics: 1) a positive topic (+), in
which the reviewer is speaking favorably about the product/service, 2) a negative
topic (-), in which the reviewer is speaking unfavorably, and 3) a subject topic (si)
corresponding to general text about the content/features of the product.
The proportion of positive words to negative words is a function of the rating
score. Subject topics reflect the language used when discussing a particular prod-
uct or group of products, and do not directly influence a document’s rating. Still,
learning these topics appropriately is crucial to the performance of the model.
When a word is indicative of either the positive or negative topic, it is important
to account for its probability in the subject topic. For example, the word “good”
may be less indicative of a book review’s rating if the review discusses a book
about ethics. Furthermore, if subject topics are not learned appropriately, words
related to the subject matter of products/services with a disproportionate number
of positive training reviews would be attributed to the positive word topic. This
will lead to poor performance on unseen data. On the other hand, if these words
are correctly attributed to the subject topic, then the high ratings will appropriately
be attributed to the unconditional positive words appearing in the reviews.
What constitutes a subject worthy of having its own topic? For books, should
we only make broad distinctions such as fiction vs. non-fiction? Should we learn
a unique subject topic for each book? Should we use something in between these
two extremes? In answering these questions, we need to balance goodness of fit to
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the training data with model simplicity. There is no optimal answer, it is a function
both of the domain (in that we need to make the most “significant” distinctions),
and the amount of training data available to calibrate our model (more training
data allows us to reliably learn the additional parameters introduced by making
additional distinctions).
There exists a many-to-one relationship between documents and subject top-
ics. The mapping from document to subject topic is a function of the document’s
categorization, si = g(cd), si ∈ T . We call the function g the topic mapping func-
tion. The range of g is the set of subject topics, {s1, s2, ..., sN} ⊂ T . In Section
7.2.2 we assume that g is fixed. In Section 7.2.3, we apply the model adaptation
procedure outlined in Chapter 5 to explore the space of topic mapping functions.
We assume that in expectation, a fixed but unknown fraction, α of each docu-
ment is composed of the subject topic. The remainder of the review is composed
of the positive and negative topics, and the positive/negative ratio is related to
the document’s rating. Let ymin and ymax represent the minimum and maximum
scores in the rating scale. For document d with score yd the expected fractional
breakdown into topics is as follows:
Positive: f+(yd) =(1− α) yd − ymin
ymax − ymin
Negative: f−(yd) =(1− α) ymax − yd
ymax − ymin
Subject: fs(yd) =α (7.2)
In total, a model is composed of the topic mapping function, the value α, and the
word distributions associated with each topic. M = 〈g, α, P+, P−, Ps1 , ..., PsN 〉.
7.2.2 Training
Expectation maximization [25] can be used to train our topic model. The proce-
dure works by iteratively updating 1) the assignment of words in each document
to latent topics (Expectation Step), and 2) the word distributions associated with
each topic (Maximization Step). EM proceeds as follows:
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Topic word distributions are updated so as to maximize the likelihood of the train-

















Given the trained topic models we use Bayes’ theorem to compute the probability
that an unlabeled document 〈xd, cd〉 is associated with a particular rating. Let
Td = {+,−, g(cd)}:

















For evaluation purposes, we output the expected value of y and compute the
squared error to the true value.
7.2.3 Model Adaptation
Recall the minimum description length objective used to compare models:
L(〈M, θM〉,D) = ModelL(M) + DataL(D|〈M, θM〉) (7.7)
Here, ModelL(M) is the function of the number of model parameters (≈ the
product of the number of topics and the vocabulary size) and DataL(D|〈M, θM〉)
is the negative log likelihood of the data given the model. Thus the goal is to
jointly minimize the complexity of the model and maximize the likelihood of the
data given the model, and the objective can be rewritten as:
L(〈M, θM〉,D) = β(N + 2)|V |+−log (l(D|〈M, θM〉)) (7.8)
where β is a complexity penalty constant, which is selected via cross-validation.
Topic Mapping Functions
The topic mapping function g maps from categorization c to subject topic si ∈ T .
For simplicity of implementation and exposition we limit topic mapping functions
to the space of binary partitioning trees, G. In a binary partitioning tree, each
internal node references a category c, and each leaf node references a subject
topic si. See Figure 7.2. Starting at the root, a categorization, c is recursively
assigned by each internal node to 1) the left subtree if the referenced category c is
in c, and 2) the right subtree otherwise, until a leaf (with associated subject topic)
is reached. For example, within the book review domain, a node may reference
the category “Computers.” In this case, computer books are recursively assigned a
subject topic by the left subtree, and all others by the right subtree. We allow only
well formed partitioning trees: Any node in g that references a category c with
parent category parent(c) ∈ C must have an ancestor that references parent(c).
For example, we do not allow a node in g to reference “Computers\Software”,
unless we have already conditioned on the “Computers” category. This constraint
guarantees that we partition the space of categorizations into coherent regions
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Figure 7.2: Two possible partitioning trees for the Amazon.com Books category
tree (Figure 7.1). Tree b) is formed by splitting s2 in a) based on membership in
the “Computer\Software” category.
(we would never assign “Computer\Hardware” and “Fiction” books to the same
subject topic while assigning “Computer\Software” to a different topic)1
The model adaptation outlined in Section 5 is applied to the topic mapping func-
tion to find the mapping from categorizations to topics that best balances simplic-
ity and fit to the training data. We are making distinctions with respect to the word
probabilities. Unlike in the fantasy football regression domain, we do not consider
individual sets of distinctions with respect to different model parameters. That is,
there is a single set of distinctions to be adapted Ψ = {P (w1), P (w2), ..., P (w|V |)},
we do not make different distinctions for different words within the vocabulary.
Model Search
In order to guide the search through G, we consider 2 types of modification op-
erations: We can 1) Split (refine) a leaf based on category c ∈ C, splitting one
partition into two, adding an additional subject topic to the model, or 2) Merge
(generalize) two leaves with the same parent, combining two partitions into one,
removing a subject topic from the model.
Given a particular g, there are a finite number of possible merge and split oper-
ations to the leaves. In our model search, we consider all topic mapping functions
accessible via at most one merge or split to each leaf in the current partitioning
1Note that by rearranging nodes in a partitioning tree, we can produce multiple partitioning
trees that correspond to the same topic mapping function. Thus the space of partitioning trees
forms a partial ordering, but not a lattice, as there is no single largest partitioning tree. However,
For simplicity of explanation, we describe and implement the approach in terms of partitioning
trees.
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tree. Although we could use the general Taylor expansion based adjacent model
objective estimation outlined in Section 5.3.1, using the latent topic distributions
assigned to each topic during expectation maximization, we are able to more di-
rectly estimate the change in objective that each of these modifications will cause,
and then combine these estimated changes to estimate the objective for an alterna-
tive model that makes multiple changes to distinct leaves. Consider merging two
subject topics si and sj:

























Now consider splitting subject topic si based on category c:





































These estimates are upper bounds on the change to the description length objec-
tive function. Incorporating these changes (and the associated word distributions)
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and then retraining the model with expectation maximization may further reduce
the objective. These bounds serve as a guide to estimate the objective for models
that have not been fit to the training data, which will drive our search through G
for the optimal topic mapping function.
We utilize the MCMC approach outlined in Section 5.4.2 to explore the space
of possible models. We choose not to use the reversible jump approach outlined
in Section 5.4.2 as the probability estimates are non-Gaussian with respect to the
model parameters, and sampling from this parameter space would prove problem-
atic.
7.3 Evaluation
We perform a set of experiments to demonstrate the following:
1) Given the topic model structure outlined in Section 7.2.1, the model adapta-
tion procedure in section 7.2.3 selects a high performing topic mapping function
while only evaluating a small fraction of the total number of funtions.
2) The topic model resulting from model adaptation is high quality relative to
alternative state-of-the-art approaches.
7.3.1 Data
We demonstrate our approach to two structured sentiment analysis datasets. First,
we gathered a collection of approximately 8,000 Yelp.com business reviews from
the greater New York area. For this data, businesses are assigned into categories
and subcategories based on the Yelp.com business hierarchy. There are 22 pri-
mary categories {Arts and Entertainment, Education, Financial Services, Restau-
rants,...}, each with 6 to 100 subcategories (restaurants have the most subcate-
gories, {Japanese, Barbeque, Cafe, Fast Food, Burgers, Ultra High Enc, Formal,
Full Bar,...}). Businesses can be assigned to multiple categories and subcategories
within the hierarchy.
Second, we utilize 20,000 Amazon.com book reviews, extracted from the data
set first presented in [26]. Categorical distinctions in this domain are related
to the Amazon.com product hierarchy. A small portion of the product hierar-
chy appears in Figure 7.1. Books can be assigned to multiple distantly related
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categories. For example, the book Six Wives of Henry VIII belongs to “His-
tory\Europe\England\Tudor and Stuart,” “Biographies and Memoirs\Specific
Groups\Women” and three other categories.
For each domain, we have at most one review corresponding to any particular
business/book. This allows for a broad coverage of the space of categorizations.
7.3.2 Results and Discussion
To compensate for extreme variations in the training data we apply two smoothing
steps. First, we found that for longer reviews, the assumption that each word is
drawn independently from the document’s topics is too strong, and so for reviews
with more than 35 words, we scale the term counts such that the total is 35. Sec-
ond, because of the large size of the vocabulary, after training, some rare words
have zero or near zero probability in some of the topics. When these words are ob-
served during inference, they have a very strong effect on the document’s expected
rating. We found that smoothing the subject topics with the overall word distribu-
tion across topics stabilizes the predicted ratings and improves performance. The
amount of smoothing could be optimized to maximize the likelihood of the test
data, but we found that performance varied little for a wide range of values and so
we choose a 1 to 1 smoothing.
From each dataset, we sample a subset of size 1000 for cross validation param-
eter tuning and use the remaining examples for experimentation. This data is used
to learn the values of α, the subject topic fraction, and β, the complexity penalty.
We found that setting τ , the MCMC smoothing factor, equal to .1 worked well
across our datasets.
First, we apply the greedy (Section 5.4.1) and standard Markov chain Monte
Carlo model adaptation (Section 5.4.2) procedures along with a random alterna-
tive to demonstrate the necessity of a directed and stochastic approach. For the
random approach, at each iteration we start with the simplest topic mapping func-
tion (mapping all categorizations to one subject topic), and uniformly at random
add distinctions until the model has the same number of subject topics as the op-
timal model found by the MCMC approach. We choose this instead of sampling
at random from all possible topic mapping functions as the vast majority of such
functions have nearly as many subject topics as training examples. For each ap-
proach, at iteration i, we chart the test mean squared error for the best (lowest
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Figure 7.3: Learning curves for three model sampling approaches on Yelp.com
data with 500 training examples (averaged over 20 trials).
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Figure 7.4: A representative partitioning tree learned from 500 training examples
on the Yelp.com data. The parent of “Food\Grocery” is “Health.”
objective) model observed during training in iterations 1 to i.
Figure 7.3 charts the per iteration mean squared error on the Yelp test data for
the three model adaptation approaches. The greedy approach initially makes the
fastest progress, but it is susceptible to local minima, and it levels off before being
overtaken by the MCMC approach. As the random approach does not leverage the
data in determining what distinctions to make, it fails to make progress at the rate
of the other approaches. Its poor performance is indicative of the importance of
having an efficient directed model adaptation approach, as high performing mod-
els are few and far between, even if we limit our search to models of the appropri-
ate complexity level (number of subject topics). Figure 7.4 shows a representative
partitioning tree learned from the Yelp.com dataset.
Next we compare our approach to alternative regression and topic modeling ap-
proaches. In order to implement regression, we 1) Form a vector of unigram (and
optionally bigram) occurrences normalized to length 1 (which we found to work




500 1000 2000 4000 6000
TMSD, MCMC 1.243 1.161 1.090 1.019 .981
TMSD, Simple 1.252 1.108 1.017 .951 .893
TMSD, Complex 1.284 1.123 —- —- —-
RR, Uni 1.319 1.182 1.103 1.020 .949
RR, Uni/Bi 1.285 1.164 1.059 .971 .903
SLDA 1.664 1.649 1.606 1.556 1.479
Amazon.com Data
Training Examples
500 1000 2000 4000 6000
TMSD, MCMC 1.243 1.161 1.090 1.019 .981
TMSD, Simple 1.300 1.256 1.158 1.075 1.027
TMSD, Complex 1.281 1.198 —- —- —-
RR, Uni 1.337 1.265 1.145 1.081 1.033
RR, Uni/Bi 1.310 1.237 1.119 1.041 1.001
SLDA 1.621 1.632 1.607 1.581 1.555
Figure 7.5: Mean Squared Error for 1) the presented topic model for structured
domains (TMSD) using Markov Chain Monte Carlo Model Adaptation
(MCMC), the simplest topic mapping function (Simple), or the most complex
topic mapping function (Complex), 2) ridge regression (RR) with unigrams (Uni)
or unigrams and bigrams (Uni/Bi), and 3) multiclass supervised latent Dirichlet
allocation (SLDA). Results are averaged over 10 trials, each with 1000 test
examples. Lasso, SVR and supervised latent Dirichlet allocation for regression
were also tested but produced worse results, so their results are omitted. The
presented approach with MCMC model adaptation significantly outperforms
ridge regression and sLDA in all cases (p < .01 for Yelp.com data and p < .05
for Amazon.com data).
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ing to categorical membership with one element for each node in category tree
C. For each example, we set each element in the vector to value γ if the example
belongs to the corresponding category, and 0 otherwise. The feature vector is the
concatenation of these two vectors. We tested three regression approaches: ridge
regression, lasso, and -support vector regression with a quadratic kernel [22]. In
each case, the cross validation dataset is used to tune the value of γ and the reg-
ularization parameter (for ridge regression and lasso) or  and the cost parameter
(for SVR). We found that in all cases, lasso and SVR were ouperformed by ridge
regression, and so omit their results.
For the supervised latent Dirichlet allocation approach, as the space of labels
is numeric and discrete, we can treat the task either as a regression problem [27],
or as a multiclass classification problem [28]. We used an open source imple-
mentation of each approach, [29] and [30], and found that utilizing the multiclass
approach and predicting the expected rating based on the posterior likelihood of
each class outperformed the regression approach, so we present these results. The
cross validation data is used to learn the number of latent topics and Dirichlet
distribution parameter.
For the Markov chain Monte Carlo approach, in order to hasten learning, start-
ing from the simplest topic mapping function, we perform a greedy model adap-
tation until reaching an estimated local minimum, and then apply 50 additional
iterations of MCMC model adaptation.
Figure 7.5 shows the average mean squared error for each approach for vari-
ous amounts of training data. Our topic model with model adaptation has lower
error than each of the alternatives. Paired t-tests reveal that the differences are
statistically significant in all cases (p < .01 for all Yelp.com and p < .05 for all
Amazon.com tests). Using MCMC model adaptation also outperforms using ei-
ther the simplest topic mapping function or the most complex mapping function
(which maps each distinct training categorization to a different subject topic).
Ridge regression with unigrams uses the same word and categorical represen-
tations as our approach. However, it is unable to entertain the nonlinear rela-
tionships between document categorizations and words and is outperformed in all
cases. Bigrams improve the performance of ridge regression, especially for larger
amounts of training data. This suggests that accounting for word ordering could
potentially improve the performance of our topic model as well. Supervised la-
tent Dirichlet allocation is unable to take advantage of the categorical information
during topic construction, and with the limited amounts of training data available,
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its performance significantly lags the regression approaches.
7.4 Conclusion
In this chapter, we presented an approach to sentiment analysis for structured
domains. In our approach, positive, negative, and subject topics are learned and
used to infer document labels. Partitioning tree based topic mapping functions
define the number and structure of subject topics. We utilize the Markov chain
Monte Carlo model adaptation procedure to explore the space of topic mapping
functions based on a minimum description length objective. We demonstrate the
approach on two sentiment analysis domains and show that the model adaptation
procedure efficiently finds a high performance model that leverages the categorical





In this chapter, we discuss related machine learning and statistical research. This
thesis has focused on incorporating domain knowledge into learning. Our ap-
proach leverages this knowledge in order to guide a model adaptation procedure
that selects a high quality hypothesis with significantly less data than knowledge
ignorant approaches. In the first of three sections we discuss other approaches to
learning when training data is limited or expensive. In these cases, some addi-
tional source of information is needed to ensure a reliable hypothesis is found. In
particular, we focus on approaches that leverage prior knowledge.
In the second part we explore other approaches to model and feature selection
in machine learning. As in our approach, with finite training data, a model that
balances goodness of fit to the training data with simplicity must be found to
ensure high quality generalization performance. This involves selecting which
features and interactions in the data should be incorporated into the model.
We have demonstrated our approach on a diverse set of application domains, in-
cluding military airspace safety, flight planning, athletic performance prediction,
and product/service review sentiment analysis. In the last section, we discuss
other research applications for these domains.
8.1 Learning with Limited Training Data
This thesis has focused on learning in data impoverished situations. A variety of
approaches to learning with limited or expensive data exist. We focus our com-
parisons on the approaches, like ours, that employ prior knowledge to augment
training data. However, there are other approaches that do not use explicit prior
knowledge. These include semi-supervised learning [31, 32], in which learning
leverages both labeled training data and unlabeled data. Semi-supervised learning
is generally employed in cases where significant amounts of unlabeled data ex-
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ist, but assigning labels to the data is costly. In active learning [33], the learning
algorithm requests labels for only the examples that it believes are most informa-
tive for hypothesis resolution. This approach can be employed with a human in
the loop, so that his efforts in labeling a subset of the data are computed to pay
the largest dividends. In transfer learning [34, 35, 36, 37] and domain adaptation
[38, 39], a learning algorithm uses information acquired in one task to expedite
learning in other related tasks.
In this thesis, domain knowledge helps to fill the gap. But ours is far from
the first; many other mechanisms for incorporating prior knowledge have been
introduced. Often, prior knowledge is incorporated to directly effect the objective
of the learning algorithm. This can be accomplished by translating knowledge
statements into constraints on the hypothesis space [40, 41, 42, 43, 44]. Alterna-
tively, additional information about the concept to be learned can be provided in
the form of soft constraints on the hypothesis, or “hints” [45]. [46] explores using
prior knowledge to construct kernels for support vector machines.
Prior knowledge is often used to construct the graphical structure of models.
In Bayesian networks, prior knowledge can be used to initialize or constrain the
network structure in the presence of relational knowledge (relational Bayesian
networks [47], probabilistic relational models [48], and object oriented Bayesian
networks [49]). Markov logic networks [50] utilize a similar approach to con-
strain the structure and parameterization of Markov random fields. The Knowl-
edge Based Artificial Neural Networks approach [51] defines a method of struc-
turing and initializing a neural network based on propositional domain knowledge.
In Explanation Based Neural Networks [52], previously trained neural networks
are used to assist in training a new neural network by estimating the shape of the
target function around each training example.
Another popular approach is to use prior knowledge about invariant properties
to generate additional “phantom” examples from the training data [53, 54, 55].
Based on the strength of the invariance assumptions, these examples can either be
treated equivalently to the “true” training examples, or discounted some amount
[56]. A benefit of this technique is that it is independent of the particular algorithm
used for learning from the training data, and so it can be applied generally.
In our approach, the domain knowledge can be looked at as placing hard con-
straints on a general hypothesis space, in that the model structure must be con-
sistent with structure of the domain knowledge. Our use of causally-consistent
explanation structures is similar to the other approaches that use prior knowledge
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to constrain the structure of graphical models, especially the KBANN approach,
which employs a similar knowledge to ANN structure translation. However, the
form of the prior knowledge is propositional instead of qualitative and we intro-
duce a novel explanation pruning procedure.
This work is inspired by explanation-based learning (EBL) [57, 58] in which
domain knowledge and examples are leveraged together to construct concept ex-
planations. Traditionally, EBL literature focused on using training experiences to
guide the deductive process through a very powerful but complex logical domain
theory. More recently, EBL has inspired learning mechanisms that take into ac-
count prior knowledge to limit or bias the search for a hypothesis to those that are
causally consistent. By only considering hypotheses that “work for the right rea-
son,” [55] EBL can guide the hypothesis search toward powerful models without
overfitting.
The field of qualitative reasoning [59, 60] focuses on creating representations
for complex and continuous notions, such as space and time, in order to draw
conclusions without precise quantitative information. The approach is motivated
by the fact that people can often draw meaningful conclusions about the physical
world without meticulous computation using the differential laws of physics. The
qualitative relationships used in Part I of this thesis match the qualitative propor-
tionality representations in the qualitative reasoning literature [5].
Finally, the multi-layer feed-forward qualitative explanation structures we con-
struct mesh well with the “Deep Learning Architectures” promoted in [61, 62, 63].
In Deep Learning, Lecun and Hinton argue that function-approximation learning
methods can be substantially improved by the judicious use of multiple hidden
layers, provided they possess certain invariance properties. This assures that the
model structure conforms to the needs of the domain.
8.2 Model and Feature Selection
Model selection is the process of using data to choose a statistical model from
a set of candidates. The goal is to select the model that best balances goodness
of fit to the training data (suggesting that the model is well suited to represent
the underlying pattern generating the data) with simplicity (reducing the models
capability to fit spurious patterns in the data). Often, this task is performed by
cross validation [64], in which the training data is split into two subsets, a training
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subset and a validation subset. Each model is trained on the training subset and
the model that performs best on the validation subset is selected. Alternatively,
the entire training set can be used to train the models and a criterion can be used
to select one. Popular criteria include the Akaike information criterion (AIC)
[1], the Bayesian information criterion (BIC) [2], and the minimum description
length principle (MDL) [12, 3]. The Akaike information criterion offers a relative
measure of the expected KL-divergence between candidate models and reality
[65]. It is termed an efficient measure, in that under certain conditions it can
be shown to converge to the model representing the most efficient code (in an
information theoretic sense) of the target distribution. On the other hand, the
Bayesian information criterion is consistent, in that under certain assumptions, if
the true model is included in the candidates, the probability that it will be selected
approaches one as the amount of training data increases.
Structural Risk Minimization (SRM) [66] is a general framework in which a
nested hierarchy of hypotheses is defined based on prior knowledge of the domain.
Each hypothesis is fit to the training data and a bound on generalization error is
computed, so that the hypothesis with the best guaranteed performance can be
selected. In order to compute the necessary generalization bounds, SRM calls on
the tools of probably approximately correct learning (PAC) [67], which character-
izes concepts that can be learned efficiently in examples, time and space. Much
progress has been made defining complexity measures for hypothesis classes and
generalization error bounds based on these measures. Particularly influential no-
tions include those of VC-dimension [68], in which flexible hypothesis spaces
translate into weaker generalization guarantees, and algorithmic luckiness [66], in
which hypotheses are ordered based on a luckiness criteria, and hypotheses with
large luckiness values carry stronger generalization guarantees.
Traditional hypothesis testing methods can be used in a model selection frame-
work as well. These procedures search through a space of related hypotheses by
iteratively updating a model after testing potentially explanatory variables [65].
Procedures can either build a regression function from the ground up (forward se-
lection), start with all candidates and delete those deemed insignificant (backward
elimination), or consider both operations (stepwise regression). In order to imple-
ment such an approach, a choice of hypothesis test (such as F-test or t-test) must
be chosen, as well as a significance level, and care must be taken to minimize the
bias associated with performing multiple hypothesis tests on the same data [69].
Nonparametric Bayesian approaches [70] provide an alternative to traditional
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model selection techniques. In these approaches, a prior distribution is defined
over an infinite-dimensional space. However, given a finite number of examples,
the posterior can be evaluated in a finite number of parameters. This number
grows with the number of training examples, so in this manner, the model com-
plexity adapts to the data. For example, nonparametric mixture models allow
for an infinite number of components in the mixture, but, given a finite data set,
only a finite number of components are present and modeled. Commonly, the
mixing distribution is modeled by a Dirichlet process [71]. In Gaussian process
regression [72], a distribution over continuous functions is defined in terms of a
Gaussian process, and the regression function is computed by conditioning on the
observations.
The proposed model adaptation methods select which features and relationships
are relevant, and at what granularity to consider them. This process is related to the
field of feature selection [73]. These techniques identify a subset of the available
features in order to maximize the performance of a machine learning technique
on withheld data. Feature selection approaches fall into several broad categories.
In filter approaches, features are added or deleted based on some measure, such
as correlation or information gain [74] with respect to the data label. These ap-
proaches are independent of the particular learning algorithm used. In wrapper
approaches, the search for the feature subset is guided by the performance of the
learning approach (considered a black box) on a validation set of data.
Some machine learning approaches integrate feature selection into the learn-
ing algorithm. In regression with Lasso [75], a parameter vector with a bounded
L1-norm is selected. When compared to regression with an L2-norm, this tends
to produce parameter vectors with many zero elements. A similar approach can
be applied when prior knowledge suggests that certain groups of features should
either jointly be relevant or irrelevant [76]. Decision trees [77] iteratively intro-
duce features to the model until sufficient performance is reached. These meth-
ods can be considered sparse learning methods, as they incorporate an inductive
bias toward models with few nonzero influences. Also, as these approaches yield
hypotheses with limited structural complexity the results tend to be more easily
interpretable.
Feature construction involves converting the “raw” features of the training ex-
amples into alternate features that are lower in dimension but maintain the infor-
mation content necessary to predict accurately or reconstruct the data. In cluster-
ing [78], groups of similar items are formed into clusters and represented by their
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cluster centroid. In principle component analysis [79], a set of possibly correlated
features is converted into a limited number of orthogonal uncorrelated compo-
nents that account for the maximum amount of data variability. Latent Dirichlet
allocation [24] allows data points from high dimensional spaces to be associated
with a limited number of latent topics.
Our work on learning model structure is related to general work on graphical-
model structure learning, including Bayesian networks. In cases where a Bayes
net is generating the data, a greedy procedure to explore the space of networks
is guaranteed to converge to the correct structure as the number of training cases
increases [80]. Friedman and Yakhini [81] suggest exploring the space of Bayes
nets structures using simulated annealing and a BIC scoring function. For cases
when training data is incomplete, Friedman proposes the structural EM procedure,
[82]. The general task of learning the best Bayesian Network according to a scor-
ing function that favors simple networks is NP-hard [83]. For undirected graphical
models such as Markov random fields, application of typical model selection cri-
teria is hindered by the necessary calculation of a probability normalization con-
stant, although progress has been made on constrained graphical structures, such
as trees [84, 85].
Our approach, in particular the model adaptation procedure in the presence
of structural metadata, is motivated by the same balance between simplicity and
goodness of fit employed by the model selection criteria. Our adaptation proce-
dure complements these criteria by allowing us to explore a complicated space
of alternative hypotheses in order to find a high quality model despite evaluating
only a small fraction of the possibilities. The mechanism by which we explore
the alternative model structures is similar to those employed for Bayesian net-
works and Markov random fields. Our approach differs most notably from these
approaches in that we not only consider the relevancy of each feature, but also its
relationship to other features and the granularity at which to consider it. We also
present search strategies for selecting model structure, and our approach applies
when variables are continuous and interactions are more complex than a Bayesian
network can capture. Our approach determines what relationships and distinc-
tions are worth entertaining and the preference for simple models is similar to
the preference towards sparsity in other approaches. Indeed, the structural model
adaptation procedure could be seen as selecting a sparse vector from a single pa-
rameter space that includes parameters for all possible partitions in all possible
partitionings of characterizations. The iterative model exploration procedure al-
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Previous work on developing prediction/learning systems for airspace operations
includes the Causal Analysis Tool (CAT) [86, 87] from the Air-Force Research
Laboratories (AFRL) for use in creating, modifying and analyzing causal models
of airspace operations. CAT’s basic function is to propagate local estimates of
uncertainty throughout large models, estimating the probability, as a function of
time, that particular events will be true.
Another system for airspace is the Generalized Integrated Learning Architec-
ture (GILA) [88]. This system is an ensemble planning and learning system de-
veloped as part of a large team effort, and funded by DARPA. The emphasis in
GILA is to develop an AI system that consists of loosely coupled learner/planner
components. The system presented in Chapter 3 grew from GILA’s learning and
model-checking system for safety constraints in airspace operations. See [89] for
details.
8.3.2 Planning in Airspace Operations
Much work relating machine learning to planning involves learning control knowl-
edge to guide the search for plans [90] [91]. Several works have studied the prob-
lem of learning action schemas from examples in deterministic planning domains,
including the LIVE [92], EXPO [93] [94], TRAIL [95], LOPE [96], and GIPO
[97] systems. These works use statistical and/or inductive techniques, but do
not take advantage of expertly specified domain knowledge. Fewer works have
focused on learning planning rules for nondeterministic domains. [98] clusters
similar experiences and induces decision trees that model the dynamics of native
actions. [99] learns STRIPS-like probabilistic planning rules with several levels
of search.
A number of previous works have applied learning to complex flight domains.
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[95] applies his work within the Silicon Graphics, Inc. flight simulator. PEGA-
SUS [100] has been applied to the task of autonomous helicopter flight [101]. It
is notable for its success in maintaining stable flight and maneuvering of a real
world helicopter. [102] uses flight logs from human piloted flights in order to
learn behavioral clones capable of flying precise maneuvers. [103] uses a flight
simulator to test an incremental correction model for reverse engineering human
control skills. Our approach is unique in applying explanation based learning with
qualitative domain statements to learn domain dynamics.
8.3.3 Sports Prediction
Sports prediction/rating systems have been implemented for many sports. These
systems have two roles, seeding individuals/teams for tournaments and aiding
sports gamblers. The first role is particularly important in sports with a large
number of competitors with diverse skill levels. In sports with this characteristic,
such National Collegiate Athletic Association football, judging participants solely
on number of wins and losses is inappropriate.
Many of these systems are based on the power rating approach, in which each
team is assumed to have a latent power value [104, 105]. The outcome of each
game (probability of win/loss or expected point differential) is a function of the
difference between the power values of the two teams involved. The Elo system
[106] of rating chess players is also based on this principle. Our system is similar
in that the predicted results are based on latent priority and skill values. We are
not aware of another sports prediction approach that automatically adapts model
structure based on structural metadata.
8.3.4 Sentiment Analysis
Many discriminative approaches to sentiment analysis have been studied, includ-
ing unigram models [107, 108], which independently consider each word in the
document but not their interactions. Higher-order n-gram models, which con-
sider interactions between adjacent sets of words, are explored in [109, 110]. Be-
cause of the large number of such sequences, these methods generally deal with
very high dimensional feature spaces and require much data to calibrate. In order
to combat this high dimensionality, approaches restricting features based on part
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of speech patterns [110] or opinion templates (root, modifiers, negation words)
[26] have been introduced. Some approaches have leveraged a variety of domain
knowledge sources, including polarity lexicons [110, 111], hierarchical lexical
resources [112], and discourse constraints [113].
Alternatively, topic models are generative models in which the words in a doc-
ument are assumed to be associated with one of a number of abstract “topics.”
Latent Dirichlet allocation [24] is a popular topic model in which the topic distri-
bution per document is assumed to have a Dirichlet prior. Supervised LDA [27],
in which the inferred distribution of document topics is used to predict a docu-
ment label, has been applied to sentiment analysis tasks as well. [114, 115, 116]
focus on topic modeling based approaches to aspect-based sentiment summa-
rization, identifying product features and the opinion associated with each. Our
topic modeling approach is distinct in that we expect a rigid distribution of pos-
itive/negative/subject topics in each document, and the number and structure of




CONCLUSION AND FUTURE WORK
In this thesis, we presented an approach to model adaptation in machine learning
that utilizes prior knowledge to explore a space of well-formed models and selects
a model of the appropriate complexity given the training experiences available.
We have demonstrated our approach on a variety of tasks, including regression
for military airspace safety, planning operator construction in a flight domain,
athlete performance prediction, and product/service review sentiment analysis.
In this chapter we summarize the main contributions of this work and discuss
possible future research directions.
9.1 Contributions
As evidenced in this work and many others, prior knowledge can improve the
performance of machine learning techniques. However, the difficulty associated
with translating expert knowledge about a domain into a machine usable format
has long hindered its potential benefits. In this work, we describe two general
methods in which prior knowledge can be specified and utilized:
• Qualitative relationships specify a positive or negative relationship between
two variables in a domain. We showed how a set of qualitative relationships
can be constructed into a well-formed explanation graph, and used to make
predictions, both in regression and planing domains.
• Structural metadata about each example is widely available in many do-
mains, and specifies the hierarchical structure of the example space. We
define a general framework in which structural knowledge implies a lattice
of general to fine models. Each particular model commits to a set of distinc-
tions, and the categorization associated with each example determines how
it is treated.
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Second, we describe several methods to automatic model adaptation when qual-
itative and structural prior knowledge is available. With respect to qualitative re-
lational knowledge, many explanation graphs may be derivable from a corpus of
qualitative relationships, and we provide two mechanisms to explore this space.
In regression with artificial neural networks, we present a greedy approach, which
iteratively simplifies the structure of the network until an appropriate model is
found. For planning operator construction, we find the simplest explanation graph
that is consistent with the training experiences.
The model search in the presence of structural knowledge is guided by a min-
imum description length objective. We present several lattice exploration strate-
gies, including a greedy approach, two approaches based on Markov chain Monte
Carlo, and an approach guaranteed to select a near optimal model. Each approach
is iterative and guided by estimates of the change to the objective for each possible
specification or generalization to the current model.
9.2 Future Work
We have presented a direction in machine learning research and empirical results
on a variety of challenging domains that support these ideas. This research opens
up many potential paths to follow, and in this section we present what we believe
to be the most interesting possibilities.
9.2.1 Convergence Results
We have introduced multiple deterministic and stochastic search strategies for ex-
ploring the space of potential models induced by qualitative and structural prior
knowledge. We would like to characterize when to use each strategy, that is, when
we can safely use a greedy approach, and when non-convexity forces us to use a
stochastic search procedure. This is a more complex notion than traditional con-
vex optimization [117]. In our case, we need not only prove that the objective
function for a particular model is convex in its parameters, but also that the lattice
of alternative models is free of local maxima. That is, given the dual nature of
our optimization (maximizing the objective based on the model parameters and
the model structure), a greedy search may be trapped by a locally optimal model
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structure (better than any of its neighbors), that is not the globally optimal struc-
ture, even if the objective function for each model structure is convex.
When the potential for local maxima forces us to adopt the stochastic Markov
chain Monte Carlo approach to exploring the space of models, we would like
to minimize the number of steps required to converge to the stationary posterior
model distribution. When using the Metropolis-Hastings approach, the construc-
tion of the proposal distribution will have a significant effect on this convergence
rate. Questions that must be explored include: How “local” should the proposal
distribution be, both with respect to the parameter space for a given model struc-
ture and the lattice of models? That is, should the proposal distribution make se-
lecting models that are distant from the current model in these spaces less likely?
How should this distance be measured? Can we characterize the properties of a
domain that make the reversible jump Markov Chain Monte Carlo approach more
computationally efficient than the standard MCMC approach?
9.2.2 Generalization Bounds
In addition, we would like to improve our theoretical results on the generalization
performance of our models. In the explanation graph search outlined in Section
4.7.1, as hypotheses are tested for consistency with the training data, we would
like to be able to compute a confidence for each explanation graph. That is, as data
is observed that is consistent with the qualitative assertions of the explanation,
we would like to characterize quantitatively the likelihood that the explanation
structure will generalize to future cases.
In the context of model adaptation with structural metadata, it is likely that the
PAC-Bayes framework [118] will be an ally. Here, a prior distribution, P , is spec-
ified over hypotheses. After observing the training data, a posterior distribution,
Q, is generated. Then, bounds on the risk of the weighted classifier (weighted by
Q) and the Gibbs classifier (where a hypothesis is sampled based on Q) can be
constructed in terms of the Kullback Leibler divergerge between P and Q. That
is, when our prior notion of “good” hypotheses is consistent with the data, we can
be more confident that these hypotheses will generalize well to new data.
This framework translates very well to our formalism. In our case, we have a
space of hypotheses defined by alternative structures and parameter values. The
minimum description length principle corresponds to one of many possible prior
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distributions, which is then transformed into a posterior distribution when the
training data is observed. The reversible jump Markov Chain Monte Carlo method
gives us a mechanism to sample hypotheses according to the posterior distribution
and thus a means of instantiating the Gibbs classifier. Of some difficulty is com-
puting the Kullback Leibler divergence between the prior and posterior distribu-
tions, as these are distributed across alternative spaces with different parameteri-
zations. Thus, an approximation to this value may need to be computed based on
the reversible jump MCMC sampling procedure, and the bound will need to be
adjusted to account for this potential approximation error.
9.2.3 Alternative Formalisms and Formulations for Prior
Knowledge
At the current stage, our research explores selecting from a large space of alter-
native models induced by a qualitative or structural knowledge base. This lessens
the burden on the domain expert’s shoulders, as instead of defining a particular
model, he merely outlines the format of model to be used. The knowledge he
provides induces a space of alternative models, and the significant patterns of the
data drive the selection of a particular model. Still, the formalism allows only for
a strict definition of plausible models, any model outside of this set is not consid-
ered. We would like to entertain generalizations to this formalism that allow for
specification of prior knowledge as soft constraints. This extension would make
our approach more resilient to incomplete or erroneous background knowledge,
as our approach could now be drawn to models that appear partially inconsis-
tent with the prior knowledge when the training data strongly suggests to do so.
This generalization would also allow for preferences across candidate models. In-
stead of penalizing models based solely on their number of parameters, we could
formalize a notion of description length given the prior knowledge. Models con-
sistent with the prior knowledge would then be associated with shorter description
lengths, incurring less penalty than models which are inconsistent.
Another interesting direction would be automatic detection of the prior knowl-
edge that implies the space of candidate models. For cases where a domain expert
cannot be employed to define the set of plausible models, we would like to au-
tomatically construct the model structure space based on whatever information
can be gathered, whether it be from structured knowledge bases (such as WordNet
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[119], ConceptNet [120], Cyc [121], or the Semantic Web [122]) or free-form text
sources such as Wikipedia.
9.2.4 Additional Application Domains
We have demonstrated our approach for automatic model adaptation in the pres-
ence of domain knowledge on a diverse set of tasks. This approach is applicable in
domains where qualitative and structural domain knowledge are readily available
and is able to unburden the expert of the requirement to precisely specify a model.
We feel that the approach has the potential to make the largest impact in domains
where many related tasks necessitate similar but unique models. In this context,
our approach is able to specialize the model for each task and potentially improve
performance over using a generic model universally.
These characteristics are common in natural language processing domains. As
in our approach for sentiment analysis, sources of domain knowledge are often
available, both with respect to the structure of sources/documents (as in the prod-
uct/business hierarchies) and the structure of words (for example WordNet [119],
FrameNet [123], and SUMO [124]). Furthermore, the learning system often has
access to a wide range of features of varying complexity (from part of speech tags
and words to coreference and named entity features). Selecting which of these
features and interactions to consider in the model and at what granularity is a
daunting task. Additionally, natural language processing consists of many related
tasks and applications for multiple corpora and languages. Each application will
have a unique amount of training data and require a unique model. Instead of
an expert laboriously selecting the model for each, an approach like ours may be
leveraged to automatically adapt the model for each.
Similarly, computer vision is composed of many related tasks. For example,
object recognition is applied to a large number of objects in a variety of contexts.
Furthermore, a wide variety of processed features can be leveraged for classifica-
tion. Each particular task will necessitate a different choice of features, and the
amount of training data will vary significantly. Many of today’s general object
recognition approaches utilize a very similar system to classify wide ranges of





A.1 Artificial Neural Networks
Artificial Neural Networks (ANNs) [6] are mathematical models that consist of
groups of artificial neurons (nodes), connected in a directed network structure.
The network defines a function from the network’s input nodes to its output nodes.
This function is decomposable into a composition of other functions, one per
node (excluding input nodes). Commonly, these functions take the form of non-
linear activation functions applied to a weighted sum of the node’s predecessors.










where pred(x) is the set of nodes, x′ with directed edges x′ → x. Each edge is
associated with an edge weight, w(x′, x), and o(x) is a node specific offset value.
These weights and offsets can be learned from training data in order to tune the
function. To do so, we define a cost function, C, which is a measure of how far
away we are from an optimal solution. A common choice for the cost function is
the expected squared-error defined as follows:
C = E[(f(d)− yd)2] (A.2)
where d is a data point, f(d) denotes the output of the neural network when ap-
plied to d, and yd is the true output value associated with d. Let D represent the








The weights and offset values can be tuned so as to minimize the value of C.
A common method used to accomplish this is backpropagation. Backpropagation
is a gradient descent approach in which the output error of the neural network on
each training example is computed, and then propagated backwards through the
network, such that the gradient of the cost function with respect to the network
parameters can be computed. Then, the parameters are adjusted in the direction
opposite the gradient by some step size. This process is repeated some number
of times or until reaching a local minimum (where the cost function cannot be
reduced through further local changes to the parameter values).
A.2 Classical Planning
Classical Planning [8], is the task in which an automated planner attempts to find
a plan (a sequence of actions) that makes certain desired changes to the world.
Formally, a planning problem includes an initial state of the world (si ∈ S), a
desired final state (sf ∈ S), and a set of actions definitions.
Actions are specified in an operator format in a formal language. A popular
language for defining planning actions is the STRIPS language [10]. In STRIPS,
an action is specified by a set of preconditions and postconditions. Preconditions
specify constraints on the world that must be satisfied in order for the action to be
applicable. Postconditions (effects) specify what changes are made to the world
by the action. For example, a hypothetical block stacking world could contain an
unstack action, with the following definition:
Op(ACTION: Unstack(b, x),
PRECOND: On(b, x) and Clear(b),
EFFECT: On(b, Table) and Clear(x)
and !On(b, x))
The operator specifies that in order to unstack block b from block x, block b
must be located on top of block x, and no block can be on top of block b. After
unstacking, block b is located on the table, block b is no longer on block x, and
block x is now clear (has no blocks on top of it).
This framework assumes that there are no random outcomes of actions, i.e.
the world is deterministic. Alternatively, a Markov decision process model of
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the world can account for probabilistic action outcomes, and a policy generation
approach (mapping from states to actions) can be utilized to reach goal states.
A.3 Markov Chain Monte Carlo
Markov Chain Monte Carlo (MCMC) methods [13], are iterative methods for sam-
pling from probability distributions. These approaches utilize Markov chains, a
system which iteratively steps between states, based on a transition probability.
This transition probability satisfies the Markov property: It is a function only of
the chain’s current state.
In MCMC, a Markov chain is constructed with equilibrium distribution equiva-
lent to a target probability distribution. After a large number of steps, the state of
the chain can be used to approximately sample from the probability distribution,
or to approximately compute an integral over the distribution.
We utilize the Metropolis-Hastings [15] approach. This approach can sample
from a probability distribution P (x) as long as some function proportional to the
probability density can be computed. In Metropolis-Hastings, at iteration t, based
on the current state xt, a proposal density Q(x′;xt) is constructed, and a proposed
state x′ is sampled. This proposal is accepted (xt+1 = x′) if a random value α





Otherwise, the Markov chain retains the current value (xt+1 = xt). This equation,
known as the detailed balance equation, ensures that the distribution of states of
the Markov chain converges to P (x) as t → ∞. Because only the ratio P (x′)
P (xt)
needs to be computed, a value proportional to each is sufficient. This is partic-
ularly helpful when the probabilities involve difficult to compute normalization
constants.
The rate at which the chain converges to P (x) (its mixing time) is related to the
construction of the proposal distribution, Q. The algorithm mixes immediately
if the proposal distribution matches the target distribution, P . However, this is
generally not possible, so a proposal distribution that utilizes an estimate of P (x)
and locality (proposing x′ close to xt) is often used. Considerable research has
addressed scaling of proposal distributions. See for example [17].
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