We prove that distortions in the FID and spin-echo due to magnetic eld inhomogeneity can be represented by the characteristic function of some probability distribution. In the special case that the distribution is Cauchy, the model reduces to the conventional Lorentzian model. We present a more general and exible representation using the Fourier transform of a logspline density, describe an algorithm for tting the model, investigate the performance of the model and algorithm in applications to real and simulated data sets, and compare the logspline approach to a previous Hermitian spline approach and to the Lorentzian model. The logspline model is more parsimonious than the Hermitian spline model, provides a better t to real data, and is much less biased than the Lorentzian model.
Introduction
In a homogeneous magnetic eld, the free induction decay (FID) is the sum of exponentially decaying complex exponentials, and the spectral peaks have a perfect Lorentzian form with widths proportional to 1=T 2 . In practical applications, magnetic eld inhomogeneity shortens the observed decay time, thus broadening spectral peaks. Furthermore, in an inhomogeneous eld the decay is not necessarily exponential, so the peaks depart from the Lorentzian shape.
Many previous authors have suggested tting NMR signals in the time or frequency domain by an exponential decay (Lorentzian) model with a relaxation time denoted by T 2 , where the star indicates the reduction due to inhomogeneity (1) (2) (3) (4) (5) . These models will lead to biased estimates of amplitudes if the true decay is not exponential and the spectral peaks overlap. Estimates of spin-spin relaxation times from multiple spin-echoes (where a separate T 2 model is t to each of the spin-echoes) also will be biased.
The HOGWASH (6) and QUALITY (7) methods convert non-exponential decay to exponential decay under the assumption that all components are distorted by the same multiplicative function. HOGWASH requires an isolated spectral peak, while QUALITY requires a high signal-to-noise ratio (SNR) reference signal with known (or precisely estimated) frequency, phase, and decay rate.
Webb, Spielman, and Macovski (8) proposed mapping the eld inhomogeneity and using this map to correct observed NMR signals, while Provencher (9) directly modeled the distortions by an arbitrary smooth function in the frequency domain. Webb, Collins, and Leach (10) represented spectral peaks as the sum of Lorentzian \spexels" selected using a stochastic algorithm.
Raz, Chenevert, and Fernandez (11), who we cite as RCF in the following, gave a heuristic justi cation for representing the distorting function as proportional to a probability density function in the frequency domain and as proportional to a characteristic function in the time domain. In section 2 of this article, we prove that the characteristic function representation is correct under very general conditions. RCF approximated the complex-valued distorting function in the time domain by two regression splines, one constrained to be an even function and the other to be an odd function, so that the resulting complex-valued function was constrained to be Hermitian. The primary disadvantage of this approach is that the Hermitian spline does not include the more restrictive constraint that a characteristic function be non-negative de nite. A secondary disadvantage is that in typical NMR data sets the phases of the components are constrained to vary linearly with the frequency, and the Hermitian spline model makes it di cult to enforce this constraint. A third limitation of the Hermitian spline model is that it requires very precise knowledge of the echo time ; RCF performed a grid search over values of in tting the model.
As an alternative to the Hermitian spline model, we propose a exible model in which the distorting function is proportional to a logspline density function in the frequency domain and thus constrained to be non-negative de nite in the time domain (section 3). The linear phase constraint is enforced as a natural feature of the model, and any errors in the pre-speci ed value of are absorbed into the phase parameter. Like many previous authors (6, 7, 8) , we assume a time domain model in which the sum of exponentially decaying complex exponentials is multiplied by the distorting function that represents inhomogeneity e ects. In contrast to the approach of Webb, Spielman, and Macovski (8), our method does not require additional mapping scans, and does include estimation of the true spin-spin relaxation time as part of the analysis.
In section 4, we describe maximum likelihood estimation of the model parameters. In sections 5 and 6, we report the results of applications of the logspline model to real and simulated spin-echoes, with an emphasis on estimation of the spin-spin relaxation time T 2 , and we compare the logspline model to the Hermitian spline model of RCF and the conventional Lorentzian model.
Models for the FID and Spin-Echo under Homogeneous and Inhomogeneous Magnetic Fields
In this section, we rst describe an idealized model for the FID under a homogeneous magnetic eld, then de ne a more realistic model that includes a function representing inhomogeneity e ects, and prove that this function is proportional to the characteristic function of an unknown probability distribution. We also give the extension of the model to spin-echo signals.
Let Y (t j ) denote the complex-valued FID at time t j (j = 1; : : : ; u with the t j equally spaced and t 1 = 0 denoting the time of the excitation pulse), and let N(t j ) denote a complex-valued Gaussian white noise process. In a homogeneous magnetic eld, the digitized FID will have the form:
k exp ? k t j + i ! k (t j + )] + N(t j ); j = 1; : : : ; u; 1] where k is the amplitude of component k, k is the decay rate (the inverse of the spin-spin relaxation time), ! k is the frequency, and ! k is the phase. The phase term arises from imperfect knowledge of the relationship between the start of data acquisition and the start of the NMR signal.
Magnetic eld inhomogeneity causes the frequency ! k to vary among the nuclei in the object. De Graaf et al. (7) , Webb, Spielman, and Macovski (8) and others assumed that B 0 inhomogeneity has the same e ect on every spectral component. Under this assumption we may replace ! k by ! k + !(r), where r = (r 1 ; r 2 ; r 3 ) is a vector of coordinates in three-dimensional space, and !(r) is the deviation of the true frequency at spatial location r from the average frequency. Then the FID results from integrating over the entire excited volume (7):
where, with V denoting the excited volume, The right hand integral is by de nition (t), so we have shown that (t) = jV j F (t), that is, (t) is proportional to the characteristic function of F .
Necessary and su cient conditions for a function (t) to be a characteristic function are that it be non-negative de nite and that (0) = 1 (12) . Since (t) is non-negative de nite, it is necessarily Hermitian, that is, the real part is an even function and the imaginary part is an odd function. RCF approximated (t) by a regression spline that was constrained to be Hermitian, but not necessarily non-negative de nite.
Two 11] where Y s (t js ) is the complex-valued signal acquired at times t js (j = 1; : : : ; u s ) in spin-echo data set s, s is the echo time in data set s, s is a factor giving the phase in data set s, N s (t) is the noise process, and S is the number of spin-echo data sets.
Researchers typically estimate spin-spin relaxation times from multiple spin-echo data sets acquired at distinct echo times. However, it is theoretically possible to estimate the decay rates 1 ; : : : ; K (and thus the spin-spin relaxation times, which are their reciprocals) from a single spin-echo, since in model 9] is a Hermitian function centered at t = ? , while the true spin-spin relaxation is centered at t = 0.
Logspline Representation of Characteristic Functions
The characteristic function representation of suggests a wide range of parametric models, such as the simple ones derived by assuming F is Cauchy or normal. However, the functional form of is typically unknown, and it will vary among NMR data sets. This suggests that we should develop a exible and parsimonious representation of an arbitrary characteristic function, insert this representation for in model 9] or 11], and t this model to spin-echo data.
Stone and Koo (14), Kooperberg and Stone (15) , and others suggested estimating unknown densities by tting a logspline model, which is a simple and exible representation of an arbitrary density function. We suggest representing an arbitrary characteristic function by the Fourier transform of a logspline density function. Let B 1 ( ); : : : ; B q ( ) be B-spline basis functions (16) , and let = ( 1 ; : : : ; q ) T be a vector of regression coe cients. Then the logspline representation of (t) has the form:
where the logspline density is These integrals can be evaluated analytically if the B m are basis functions for linear splines, but not if they are higher order spline basis functions. However, Fourier integrals can be closely approximated using the fast Fourier transform (FFT) with oversampling and an appropriate tapering function (17) . We approximated the integral in 12] by oversampling by a factor of 2 and applying a trapezoidal taper. The endpoint corrections given by Press et al. (17) were unnecessary, since the estimated logspline density functions decayed to very close to numerical zero near the endpoints. (If this were not true, it would mean that the magnetic eld inhomogeneity was so severe that peaks in the NMR spectrum would be blurred across the entire frequency band.)
The normalizing constant c( ) could be absorbed into the amplitudes k in equations 2], 9], and 11] but this leads to numerical di culties and should be avoided. Instead, we represent c( ) by the discretized form:
15]
If necessary for preventing numerical under ows or over ows, any constant may be multiplied by c( ). Since (t) is proportional, but not equal to a characteristic function, there is no need to accurately approximate the normalizing constant; the discretized c( ) is included in the model for numerical stability.
(But note that it is a function of the unknown parameter vector , which is updated in the iterative tting procedure; see section 4.) We refer to model 9] or model 11] with (t) de ned by 12] as the logspline model of the spin-echo. Note that the lineshape implied by this model is the convolution of the logspline density function with a Lorentzian function the Fourier transform of exp(? k t)].
We found that quadratic splines performed better in practice than linear or cubic splines. A potential advantage of the quadratic spline is that it can be considered a generalization of the normal distribution, which was used in a model of NMR spectra suggested by Barkhuijsen et al. (13) .
When (t) in model 9] or 11] is de ned by equation 12], the model is not identi able, since adding a constant to each frequency ! k is equivalent to shifting the location of the density f. For this reason, we treat one of the frequencies as a known constant when tting the model. Identi ability considerations also require that the spline function have zero intercept; this can be achieved by eliminating the rst basis function. We generated the basis functions using the S-plus function bs(), which by default assumes zero intercept (18) .
Model 2] speci es that (t) be evaluated at t j + rather than at the time points t j . This is achieved by de ning g (x; ) = e i x f(x; ) and writing the Fourier integral as (t + ; ) = Z e itx g (x; ) dx: 16] This integral is approximated by evaluating g (x; ) at discrete values of x and then applying the FFT and taper. Kooperberg and Stone (15) gave recommended values for the number of knots as a function of sample size, but their procedure does not apply to nonlinear regression models such as equation 2] with de ned in terms of a xed knot logspline. However, RCF found that model selection criteria such as the Akaiki Information Criterion (AIC) and the Schwartz Bayesian Criterion (SBC) performed well in selecting the number of knots in the Hermitian spline model, and we expect that they would perform well in the logspline model. The real data used in section 5 had a very high signal-to-noise ratio, so we selected the number of knots as the minimum number that gave a nearly perfect t.
Given the number of knots, we specify the knot locations using the following procedure. We always put knots at the points ?1; 0; 1, since the top of the spectral peak is very important in determining the shape of the time domain function (t). We obtain a preliminary estimate of f(x) with additional knots symmetrically arranged around 0. Placement of these knots can be determined by inspection of the observed spectrum of exp( t)y(t) where is set equal to a preliminary estimate of the decay rate of one of the components. For the nal estimate, we place knots at equally spaced quantiles of the preliminary estimate of f(x), with the rst knot at the quantile and the last at the 1 ?
quantile, where is :01 for a small number of knots and :005 or :001 for a large number of knots. In some applications, prior knowledge will be available that can be helpful in choosing knot locations. For example, the spectrum might show two peaks at frequencies for which only a single component is known to exist, indicating that f(x) is bimodal. In such a case, the knots can be chosen with the aid of a plot of the spectrum of exp( t)y(t).
Maximum Likelihood Estimation of Model Parameters
Given speci ed values of the echo time and the B-spline basis functions, the logspline model is a fully speci ed parametric model in terms of the parameter vectors = ( 17] Given and , the model is linear in the vector . The partial linearity may be exploited by \concentrating out" in a \concentrated" or \pro le" likelihood (19) ; algorithms based on this property, have been applied under the name \Variable Projection" to NMR data (4, 5) . We use a related but simpler algorithm that is similar to several procedures described by Seber and Wild (19) . Given starting values, we alternate a Levenberg-Marquardt update of and with a least squares computation of given the current values of and . This algorithm is the same as that used by RCF, except that here is treated as the linear parameter, while in RCF the vector of Hermitian spline coe cients was the linear parameter.
The Levenberg-Marquardt step requires the rst derivative of the expectation of Y (t) with respect to the parameters, and thus the rst derivative of (t + ; ) with respect to and . These derivatives are approximated by taking the derivatives under the integral in equation 16] and then approxi-mating the resulting Fourier integral. The derivative of f(x; ) is evaluated by taking derivatives of both the numerator and denominator in equation 13] with c( ) de ned by equation 15] . Each Levenberg-Marquardt update requires q +2 FFTs, one to approximate (t; ), one to approximate its derivative with respect to , and q to approximate its derivatives with respect to .
We also implemented an algorithm that ts the Lorentzian model 10] to a time domain spin-echo signal. The model and algorithm include the linear phase assumption and thus di er slightly from those used by RCF.
The algorithm for tting model 11] to multiple spin-echo data sets acquired at distinct echo times is the same as that for single spin-echo data sets, except that a separate phase parameter s is estimated for each echo.
When tting the logspline model to spin-echoes with two poorly separated spectral peaks, the optimization algorithm occasionally converges to a local minimum in which f(x) is bimodal, and one of the modes of f(x) explains part of one of the peaks. Re tting with di erent knot locations and/or a di erent number of knots solved this problem when we encountered it. In such cases, the model based on the local minimum had noticeably poor t, and the true minimum gave much smaller values of the objective function. We suspect that this problem also could arise in very noisy data with more than two peaks if all the peaks are arranged in pairs.
We de ne the starting values for the frequencies ! 1 ; : : : ; ! K to be the peak frequencies in the magnitude spectrum. For identi ability, we treat the frequency corresponding to the highest peak as a known constant in the iterative algorithm. To de ne starting values for the phase parameter , we compute the complex demodulate (20) of the data at these peak frequencies, and compute from the argument of the demodulate of the highest peak, remembering that the phase is actually ! k rather than itself. For k = 1; : : : ; K, we use weighted least squares to t ? k t ? jt ? + j to the logarithm of the magnitude of the kth demodulate to obtain a starting value for the decay parameter k . We de ne a preliminary estimate of (t) to be equal to e ? jt? j with set equal to the value computed from the demodulate of the highest peak. Then we compute amplitude parameters 1 ; : : : ; K by ordinary least squares. We compute starting values for by a linear t of the B-spline (with an intercept) to ? jt ? + j. The estimate of the intercept coe cient is not used, but it must be included in the model to account for the normalizing constant in the logspline density.
The value of can be computed from the timing of the data acquisition and is not updated in the iterative tting algorithm. Any error in will be absorbed into the estimate of . If the computed is far from the true value (so the estimated value of is large in absolute value) then re tting with an improved value of based on the estimate of may give a better t.
In tting multiple spin-echo data sets, we compute starting values for the decay parameters k from the peak heights of the spectra.
Applications to Phantom Data
We compared the t of the logspline model to that of the Lorentzian model and the Hermitian spline model of RCF in applications to hydrogen ( 1 H) spin-echoes acquired from six di erent chemical samples (\phantoms"). We also used these applications to demonstrate the feasibility of estimating the spin-spin relaxation time from a single spin-echo.
The rst set of three phantoms, which we denote by W5, W10, W20, contained distilled water with 50, 100, or 200 micromolar ( M) concentration of manganese chloride (MnCl 2 ) in solution. The spin-spin relaxation time of the hydrogen nuclei (protons) in the water decreases with increasing con-centration of MnCl 2 . There is one component in echoes acquired from these phantoms (K = 1). The second set of two phantoms, which we denote by D5 and D10, contained dioxane (C 4 H 8 O 2 ) mixed with a solution of 50 or 100 M MnCl 2 in distilled water. The W and D sets of water/manganese solutions were prepared at di erent times and probably contained slightly di erent molar concentrations of manganese, even when the nominal concentrations were the same. The nal phantom, which we denote by MeOH, contained pure methanol (CH 3 OH). Echoes acquired from the D5, D10, and MeOH phantoms have two components (K = 2). All signals comprised u = 1022 time points. (The data included 1024 points but the rst two contained artifacts.) Spinechoes were acquired from the W5 phantom with nominal echo times = 50, 100, 200 msec, and were digitized at 40000 Hertz. Spin-echoes were acquired from the other ve phantoms with nominal echo times = 50, 100, 200, 300 msec, and were digitized at 20000 Hertz. All the signals have a very high signal-to-noise ratio (SNR). Additional details concerning data acquisition are given in RCF.
RCF reported estimated spin-spin relaxation times for these data sets based on the Hermitian spline model and the Lorentzian model without the assumption of linear phase. The Hermitian spline model included a total of 16 spline coe cients, corresponding to 6 knots (which are used for both the real and imaginary parts of the Hermitian spline function). The total number of parameters in the Hermitian spline model was 23.
We t both the logspline model and Lorentzian model with linear phase to each of the single spin-echo data sets. The logspline models had 7, 11, or 15 knots (9, 13, or 17 spline coe cients; 15, 19, or 23 total parameters). When tting the 7 and 15 knot models, the iterative algorithm converged to excellent ts in most analyses, but to obvious local minima for a few of the echoes, while the 11 knot models seemed to give excellent ts in all cases. Furthermore, the 11 knot models gave considerably smaller values of the objective function than the 7 knot models, but the 15 knots models at best provided little additional improvement, and they generally gave point estimates close to those from the 11 knot models. For these reasons, we report results only from the 11 knot models.
In all analyses (a total of 23 spin-echo data sets), the t of the logspline model, as measured by the objective function, was much better than the t of the Lorentzian model. Furthermore, in 17 of the 23 analyses, the t of the logspline model was better than that of the Hermitian spline model, even though the 11 knot logspline model is more parsimonious than the 6 knot Hermitian spline model used by RCF. This result suggests that the more restrictive assumptions (non-negative de nite and linear phase) of the logspline model are justi ed. Figure 1 compares the tted logspline and Lorentzian models to the time domain signal and spectrum of a selected spin-echo. Figure 1 is very similar to Figure 3 of RCF, since the error in both the Hermitian spline and logspline models is very small, while the Lorentzian model with or without the linear phase assumption shows obvious model misspeci cation. Results for the other echoes are qualitatively similar.
We also computed \gold standard" T 2 estimates by tting model 11] with the logspline or Lorentzian de nitions of to all available echoes acquired from a particular phantom (three echoes for the W5 phantom, four for the other ve phantoms). These multi-echo estimates were almost identical to the Hermitian spline and Lorentzian estimates given by RCF. Table 1 shows the estimated spin-spin relaxation times (computed as the reciprocal of the estimated decay rates) of the W20, W10, and W5 phantoms, while Table 2 shows the estimated spin-spin relaxation times of the D10, D5 and MeOH phantoms. Two estimates, the reciprocals of the estimated 1 and 2 , are shown for each echo and model in Table 2 . For the D10 and D5 phantoms, the T 2 estimates are for water rst, then dioxane. For the MeOH phantom, the estimates are for hydroxyl protons given rst, followed by methyl protons.
We quanti ed the agreement between the single echo and multi-echo T 2 estimates using a quantity de ned by where x 1 ; : : : ; x B , are the logarithms of the multi-echo \gold standard" T 2 estimates (bold type in Table 1 or 2), x : = (1=B) P x b , and y 1 ; : : : ; y B are the logarithms of the single-echo estimates (roman type in Table 1 or 2). The quantity was recently proposed by Roy St. Laurent (personal communication), and is similar to the \concordance correlation coe cient" of Lin (21) . If there is in nite disagreement between x and y, then = 0; if x and y are iid normal variables and B is large, then is approximately 1=3; if x b = y b for b = 1; : : : ; B, then = 1. When is computed from the logarithms of the T 2 estimates, it is identical to computed from the logarithms of the k estimates. Based on the logarithms of the estimates in Tables 1 and 2 with the logspline multi-echo estimates as the gold standard, = :98 for the logspline single echo estimates and :90 for the Lorentzian single echo estimates. The performance of the Lorentzian model was even worse in applications to echoes with two components (Table 2, = :86), while the logspline model showed no di culty with two components (Table 2, = :98). This indicates the importance of correctly modeling the inhomogeneity distortions in separating overlapping spectral peaks. The logspline model also agreed more with the Lorentzian multi-echo gold standard estimates than did the Lorentzian single echo estimates ( = :99 vs. = :95).
The Hermitian spline estimates (RCF, Tables 1 and 2) gave = :98 when the logspline or Hermitian spline multi-echo estimates were the gold standard. Thus, the more parsimonious logspline model gave T 2 estimates that were just as good as those produced by the Hermitian spline model.
Applications to Simulated Data
The applications to phantom data suggested that the logspline model is much better than the Lorentzian model and gives somewhat better ts than the Hermitian spline model while using fewer parameters. However, the phantom data sets were nearly free of noise. To further compare the models, we analyzed simulated data with three di erent SNRs (in nite, 100, and 10, where SNR was de ned as in RCF) and known parameter values as in RCF (except that linear phase was assumed and the phase was set equal to zero). As in RCF, the simulated function was the characteristic function of a mixture of two stable distributions that are intermediate between the Cauchy and a normal. This function is similar to the estimated functions from the analyses of the phantom data and was not generated from a Lorentzian, Hermitian spline, or logspline model.
For each of two sets of parameter values (based on analyses of the water/dioxane and methanol data sets) and three SNRs, we simulated 100 spinechoes and analyzed them with each of ve models: Hermitian spline with 2 orphase (8 parameters). The knot locations for the Hermitian spline were as in RCF, while the knot locations for the logspline were chosen as described in section 3 using a preliminary t to the simulated spin-echo without noise. Thus, the simulations ignored the variability due to empirical selection of knots from a noisy data set. Tables 3 and 4 give the empirical root mean square error (RMSE) of the estimators of the two amplitudes ( 1 and 2 ) and two decay parameters ( 1 and 2 ), expressed as a percentage of the true parameter value. (The second amplitude in the Hermitian spline model is not explicitly modeled; instead, it is derived from the estimated spline function.) The Hermitian spline results di er slightly from those in RCF because the simulations used di erent phase parameters and di erent random number seeds. The Lorentzian results also di er because the model applied here assumes linear phase, while the model in RCF allowed separate phase parameters for each component.
Generally, the two spline models gave similar results. When the SNR was high, the spline models with 19 total parameters were much better than the Lorentzian model. None of the models was clearly best with low SNR. The logspline model with 15 parameters gave lower RMSE than the Hermitian spline model with the same number of parameters, except in the case of 2 in the water/dioxane simulations (Table 4 ) and 1 for the SNR=10 methanol simulations ( Table 3) .
As pointed out by RCF, in vivo NMR data commonly has much lower SNR than that used here, making estimation of the spin-spin relaxation time from a single spin-echo impractical. If we had assumed that some of the parameters were known, as in Webb, Spielman, and Macovski (8) and Spielman et al. (4), then we could have compared the models at lower SNRs.
Discussion
We have derived a representation of inhomogeneity distortions in NMR time series as characteristic functions, represented these distorting functions by the Fourier transform of a logspline density, and applied the resulting model to real and simulated NMR data. The logspline model is more parsimonious than the Hermitian spline model of RCF and much less biased than the conventional Lorentzian model. Further, the logspline model, unlike the Hermitian spline model, facilitates implementation of a linear phase assumption, and does not require precise knowledge of the echo time .
The Hermitian spline model with few knots resembles a polynomial, which can be quite unlike a characteristic function. The logspline model, in contrast, represents by a characteristic function regardless of the number of knots.
Our choice of B-spline basis functions is only one of many possible choices. We note that a similar method could be constructed by exponentiating any other set of basis functions.
We t the logspline model in the time domain, which avoids evaluating convolutions in the frequency domain, but which requires repeated FFTs. An alternative approach would be to t the logspline model in the frequency domain using a discrete convolution as proposed by Provencher (9) . This approach would di er from Provencher's in that the distorting function would be represented by a logspline rather than an arbitrary smooth function.
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