Abstract. We present a comparative evalua- 
Image Processing & Communications, vol. 21, no. 2, pp. 55-64 57 of fusion are independent of each other but are combined to give a more complete view of the verification (2) cooperative fusion where information is provided by sources of fusion that would not be available from a single source alone. (3) A third form of fusion, which is competitive fusion, is based on several independent assessments of the same input using different devices to mitigate errors from inputs of singular systems. In this paper, we exploited a form of redundancy that potentially makes use of complementary and competitive fusion. Classifiers were used to produce a positive outcome for one classifier and a negative one for all other cases under ideal conditions. Under lesser conditions, all results may be negative. However, the fusion of all the results may still provide a correct result as specific patterns of negative outcomes may still lead to a good identifications. In this paper we evaluate the performance of different machine learning algorithms to be used as fusion rules in the context of text dependent and text independent speaker identification. GMM-UBM implementations of single-mode classifiers used speaker specific models to generate scores, which were combined using a classifier to estimate the identity of an unknown input speaker. The choice of fusion algorithms for evaluation were primarily by popularity but also contain both generative and discriminative classifiers [5] . The remainder of the article is organized as follows. In Section 2, we present the methodology for speaker identity selection using a classification model. In Section 3, we describe the experimental setup that was followed and in Section 4, the evaluation results are presented. Finally, in Section 5, we conclude this work.
Speaker Identity Selection
The traditional speaker identification decision is based on the selection of the maximum score, i.e. the speaker model with the maximum likelihood to have produced the input speech observation is selected as the detected speaker identity. However, the underlying information between the per speaker scores is not exploited in this case and especially when the difference between the maximum score and the scores of the following top speaker models is not significant. Thus, instead of applying a maximum selection criterion, we investigate the use of a classification model as a speaker identity selector. A voice sample serves as input to the system shown in Fig. 1 and after preprocessing and feature extraction, the input is processed by a set of speaker models, which correspond to a closedset of speakers. Each model will produce a score indicating the probability or distance of the test utterance from it. These scores will be concatenated in a score vector and used by a classification algorithm to assign a speaker identity to the input test utterance. The method described forms the basis of our proposal for a fusion based speaker identification.
Let us denote the input test utterance after preprocessing and parameterization as X. A number of speaker models is used in order to estimate a score, i.e.
where M i is the model for the i th speaker, with 1 ≤ i ≤ N and S i is the corresponding score. Instead of selecting the maximum (or minimum) score, we concatenate the estimated scores in a single feature vector, V ∈ R N , which is used as input to a fusion classifier as
where f denotes the fusion classification model and d is the decision, i.e. the detected speaker identity. The fusion classification model will capture underlying information among the scores and in contrast to a simple maximum score selection, will provide a more robust estimation of the user's identity. 
Experimental setup
Based on the framework described in Section 2, the implementation details of the experiment are described here.
This includes the split of the speech corpus to form data inputs, the speaker-identification engine implementation, and the mechanics of the speaker identification.
Evaluated Speech Corpus
The speech corpus used to provide data for the ex- 
Speaker Identification Engine
For training speaker identification models, we relied on the GMM-UBM approach [27] . The speaker recordings had to be pre-processed first. The pre-processing provided a number of parameters that were used for training the speaker verification engine. The pre-processing compresses the speech data. An initial stage consists of removing the "silence" of the speech using a speech activity detector that discriminates speech to be retained using an energy threshold. A specific time window was used to capture the spectral characteristics of the speech that has a balance between statistical stationarity and information 
Speaker identity classification selection
In this evaluation, we present a set of results using the re- For the implementation of these algorithms, we used the WEKA toolkit [35] . For the SVM algorithm we used the radial basis function kernel, with empirically selected parameters of C=30 and gamma=0.01. These classification algorithms were trained with the scores estimated by the speaker recognition engine described in the previous subsection (B).
Experimental Results
In Section 2 the framework was described and Section 3 provided the implementation details. In this section, the results obtained by a 10-fold cross validation protocol used by the fusion will be described. The metric used for the speaker identification was the identification accuracy.
The experimental results for the evaluated classification algorithms for both text-dependent and text-independent modes of speaker identification operation are tabulated in Tab. 2. The identification accuracy using the maximum selection criterion is considered as the baseline methodology for speaker identity selection. As can be seen in Tab. 2. the best performing classification algorithm for selecting the speaker identity based on the scores generated by the use of speaker GMM-UBM models was the support vector machines, both for the textdependent and the text-independent case. Specifically and text-independent operation modes. We deem that this methodology can be used in real-world applications where speaker recognition systems are exposed to various types of interferences. Especially in the case of textindependent speaker identification, which is more often met in real-life applications, the presented significant improvement could be necessary.
Conclusion
Speaker identification accuracy when using clean speech is in general high, especially for a text-dependent scenario. However, the text-independent scenario is closer to realistic and everyday applications. In this paper, we pre- 
