




















. $\sqrt{}^{\text{ }}R$ , Martinsek(’83) . (’ )
,
. , Takada(’92) , -\beta |‘‘
stopping rule reget . Sriram $(’ 92)$
Takada
. , Martisek(’83) .
Martisek(’83) , Chow and Martinsek(’82), Chow, Robbins and
Teicher$(’ 65)$ .
2.
regret . $p\cross 1$
$X,$ $X_{1},$ $X_{2},$ $\cdots$ moment known pdf .
$\mathrm{E}(X)=\mu$ , (X) $=\Sigma(|\Sigma|\neq 0)$
. $\mu$ $\overline{X}_{n}=\sum_{i=1}^{n}X_{\dot{l}}/n$ . loss ,
$L_{n}=(\overline{X}_{n}-\mu)’(\overline{X}_{n}-\mu)+\mathrm{c}n$
. , $c>0$ . risk
$R_{n}= \mathrm{E}L_{n}=\frac{1}{n}\mathrm{t}\mathrm{r}\Sigma+\alpha[]$ .
sample size , $n_{c}=\sqrt{\frac{\mathrm{t}\mathrm{r}\Sigma}{c}}$ . risk
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$R_{n_{c}}=2cn_{c}$ . $\Sigma$ , n .
$N_{c}=N= \inf\{n\geq m|n\geq\sqrt{\frac{\mathrm{t}\mathrm{r}S_{n}}{c}}\}$
$= \inf\{n\geq m|n(\frac{\mathrm{t}\mathrm{r}\Sigma}{\mathrm{t}\mathrm{r}S_{n}})^{1/2}\geq n_{c}\}$ .
$S_{n}=\Sigma_{i=1}^{n}(X_{i}-\overline{X}_{n})(X_{\dot{l}}-\overline{X}_{n})’/n$ , $m$ $c$ ( . Stopping time $N$
risk
$R_{c}^{*}=\mathrm{E}\{(\overline{X}_{N}-\mu)’(\overline{X}_{N}-\mu)+cN\}$
, $\omega(c)=R_{c}^{*}$ -R c regret . $carrow \mathrm{O}$ , $\omega(c)$
. , $p=1$ , Robbins(’59) $\overline{X}_{n}$
$S_{m},$
$\cdots,$ $S_{n}(n=m, m+1, \cdots)$ , EN .
, Starr $(’ 66)$ $R_{c}^{*}/R_{n_{e}}arrow 1$ , Starr and Woodroofe $(’ 69)$
$\omega(c)=O(c)$ . Woodroofe $(’ 77)$ $\omega(c)=\frac{c}{2}+o(c)$ .
, $m$ $c$ . , Khan(’68), Rohatgi and O’Nei11(’73)
. -oe
, Ghosh, Sinha and Mukhapadyay $(’ 76)$ , Wang(’80) $l\mathrm{J}\omega(c)=O(c)$
. , Starr and Woodroofe $(’ 72)$ .
\mbox{\boldmath $\omega$}(c) $\leq O(c)$ $_{arrow}^{-}.\cdot$ -$\sqrt$‘R , Ghosh and Mukhopadhyay $(’ 79)$ , Martinsek
$(’ 83)$ . Rc*/R c\rightarrow l , t (c) second
order . Ghosh, Mukhopadyay and Sen $(’ 97)$ .
, Takffia and Nagao $(’ 01)$ Nagao $(’ 02)$ Linex loss
, . Nagao and Srivastava $(’ 02)$
fixed width confidence region .
3. stopping time
$U_{c}=N(\mathrm{t}\mathrm{r}\Sigma/\mathrm{t}\mathrm{r}S_{N})^{1/2}$ –n excess $U_{c}arrow U$
$\mathrm{E}(\overline{X}_{N}-\mu)’(\overline{X}_{N}-\mu)$
Aras and Woodroofe $(’ 93)$ $\mu=0$ $Z_{n}=$
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$*\in(\mathrm{t}\mathrm{r}\Sigma, \mathrm{t}\mathrm{r}S_{n})$ . Wald Lemma ,









$\{Y_{n}, F_{n}, 1\leq n<\infty\}$ . , $Y_{n}$ $\mathcal{F}_{n}$- , $\mathcal{F}_{0}=\{\phi, \Omega\},Y_{0}=$
$0,$ $Z_{n}=Y_{n}-Y_{n-1}$ . ,
4.1. (Chow, Robbins and Teicher). $Y_{n}\geq 0(n=1,2, \cdots)$ ,
stopping time $t$ [ ,
$\mathrm{E}(\dot{.}\sum_{=1}^{t}z.\cdot)=\mathrm{E}(\sum_{i=1}^{t}\mathrm{E}(z_{\dot{l}}|F_{-1}\dot{.}))$








, $n_{c}>(N-1)( \frac{\mathrm{t}\mathrm{r}\Sigma}{\mathrm{t}\mathrm{r}S_{N-1}})$ Taylar
$U_{c} \leq\frac{3}{2}n_{c}(N-1)^{-1}+\frac{3}{8}n_{c}(N-1)^{-3/2}$ .
$\frac{n_{c}}{N}$
$\mathrm{u}.\cdot$ . (uniformly integrable) .
. $\text{ }$ , Chow and Martinsek $(’ 82)$ .
42. $Q_{n}=\Sigma_{\dot{\iota}=1}^{n}X_{1}’.X_{\dot{l}}$ . , $Q_{0}=0$ . , $\delta c^{-1/4}\leq m=o(c^{-1/2})$
\mbox{\boldmath $\delta$} .
(1) $\mathrm{E}(X’X)<\infty$ , $q>0$ , $( \frac{n_{c}}{N})^{q}$ $\mathrm{i}.\mathrm{u}$ . .
(2) $t\geq 1$ , $\mathrm{E}(X’X)^{t}<\infty$ , $( \frac{N}{n_{c}})^{t}\#\mathrm{h}\mathrm{u}.\mathrm{i}$ . .
1’(3) $t\geq 1$ $\mathrm{E}(X’X)^{t}<\infty$ ,
$|_{\overline{n_{c}}}S_{N}^{*}S_{N}^{*}|^{t}$
$\mathrm{u}.\mathrm{i}$ . .
(4) $t\geq 2$ $\mathrm{E}(X’X)^{t}<\infty$ , $| \frac{1}{\sqrt{n_{c}}}(Q_{N}-N\mathrm{t}\mathrm{r}\Sigma)|^{t}$ $\mathrm{u}.\mathrm{i}$ . .
$\text{ },$ $I=-2\nu+o(1)$ .
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$\mathrm{t}\mathrm{r}V_{N}=Q_{N}-\frac{1}{N}S_{N}^{*}S_{N}^{*}’$ , 4.2, 4.3 , .











































































$\frac{1}{n_{c}^{2}}$ E\mbox{\boldmath $\alpha$}\Sigma N=l(\mbox{\boldmath $\alpha$}-l-(tr\Sigma )-lQ -1)2 $= \frac{1}{2}\mathrm{E}(1-(\mathrm{t}\mathrm{r}\Sigma)^{-1}X’X)^{2}+o(1)$ ,
$\frac{1}{n_{c}^{2}}\mathrm{E}\sum_{\alpha=1}^{N}(\alpha-1-(\mathrm{t}\mathrm{r}\Sigma)^{-1}Q_{\alpha-1})=o(1)$ .





4.1. $\epsilon>0$ , $\mathrm{E}((X-\mu)’(X-\mu))^{4+\epsilon}<\infty$ , $\delta>0$







$p$ regret $carrow \mathrm{O}$ \Sigma
Khan (68) Rohatagi and
O’Neill $(’ 73)$ \Sigma $=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(\sigma_{1}^{2}, \cdots, \sigma_{\mathrm{p}}^{2})$
$\text{ }$ regret $1\mathrm{h}$
$\omega(c)=\frac{c}{2}\frac{\sum_{i_{-}^{-}1}^{p}\sigma_{i}^{4}}{(\sum_{i=1}^{p}\sigma_{i}^{2})^{2}}+o(c)$.









$\Sigma$ p V k \chi 2
Z=U/$\sqrt$V/k\sigma ) $t$ Anderson (1984)
Var(Z’Z) $=2( \frac{k}{k-2})^{2}\{\frac{k-2}{k-4}\mathrm{t}\mathrm{r}\Sigma^{2}+\frac{1}{k-4}(\mathrm{t}\mathrm{r}\Sigma)^{2}\}$ .
$\mathrm{E}(Z’ZZ’)=0$
$\omega(c)=$ $c \{\frac{(k-10)}{2(k-4)}\frac{\mathrm{t}\mathrm{r}\Sigma^{2}}{(\mathrm{t}\mathrm{r}\Sigma)^{2}}-\frac{3}{2(k-4)}\}+o(c)$




$4<k<13$ k $p$ regret 11 negati
kn0 $p=1$ Martinsek $(’ 88)$
negative regret $p=1$ Ghosh, Mukhopadhyay
and Sen $(’ 97)$ I $t$ [ $k\leq 7$ negative
$\mathrm{A}$
$\mathrm{a}$
[1] Anderson, $\mathrm{T}.\mathrm{W}.(1984)$ An introduction to Multivariate Statistical Analysis.
$2\mathrm{n}\mathrm{d}$ Edi-
tion. John Wiley&Sons, New York.
155
[2] Chow, $\mathrm{Y}.\mathrm{S}$ . and Martinsek, $\mathrm{A}.\mathrm{T}.(1982)$ Bounded regret of a sequential procedure for
estimation of the mean. Ann. Statist., 10, 909914.
[3] Chow, Y.S., Robbins, H. and Teicher, H.(1965). Moments of randomly stopped sums.
Ann. Math. Statist. 36, 789799.
[4] Ghosh, $\mathrm{M}.$ and Mukhopadhyay, $\mathrm{N}.(1979).$ Sequential point estimation of the mean
when the distribution is unspecified. Commun. Statist. Theory Methods A., 8, 637-652.
[5] Ghosh, M., Mukhopadhyay, N. and $\mathrm{S}\mathrm{e}\mathrm{n},$ $\mathrm{P}.\mathrm{K}.(1997).$ Sequential Estimation. John
Wiley&Sons, New York.
[6] Ghosh, M., Sinha, $\mathrm{B}.\mathrm{K}.$ and Mukhopadhyay, N.(1976). Multivariate sequential point
estimation. Jour. Multivar. Anal., 6, 281-294.
[7] Khan, $\mathrm{R}.\mathrm{A}.(1968).$ Sequential estimation of the mean vector of amultivariate normal
distribution. $\mathrm{S}\mathrm{a}\mathrm{n}\mathrm{k}\mathrm{h}\mathrm{y}\overline{\mathrm{a}}$ Ser. A. 30, 331-342.
[8] Martinsek, AT.(1983). Second order approximation to the risk of asequential proce-
dure. Ann. Statist., 11, 827-836; Correction (1986), Ann. Statist., 14, 359.
[9] Martinsek, $\mathrm{A}.\mathrm{T}.(1988)$ . Negative regret, optional stopping, and the elimination of
outliers. Jour. Amer. Statist. Assoc. 83, 160163.
[10] Nagao, H.(2002) Sequential estimations of some vector in linear regression model
under alinex loss. To appear in Scien. Math. Japon.
[11] Nagao, H. and Srivastava, $\mathrm{M}.\mathrm{S}.(2002)$ . Fixed width confidence region for the mean
of a multivariate normal distribution. Jour. Multivar. Anal., 81, 259273.
156
157
[12] Robbins, H.(1959). Sequential estimation of the mean of anormal population. In
Probability and Statistics, H. Cram\’er Volume (ed. by U. Grenander), $23\mathrm{k}245$ . Uppsala:
Almquist and Wiksell.
[13] Rohatgi, $\mathrm{V}.\mathrm{K}$ . and O’Neill, $\mathrm{R}.\mathrm{T}.(1973)$ . On $\mathrm{s}\Re \mathrm{u}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{a}\mathrm{l}$ estimation of the mean of a
multinormal population. Ann. Inst. Statist. $\mathrm{M}\mathrm{a}\mathrm{t}\mathrm{h}.,25\backslash$ ’321-325.
[14] Starr, N.(1966). On the asymptotic efficiency of asequential procedure for estimating
the mean. Ann. Math. Statist., 36, 117&1185.
[15] Starr, N. and Woodroofe, M.(1969). Remarks on sequential point estimation. Proc.
Nat. Acad. Sci. USA, 63, 285-288.
[16] Starr, N. and Woodroofe, M.(1972). Further remarks on sequential estimation: The
exponential case. Ann. Math. Statist., 43, 1147-1154.
[17] Takada, Y. and Nagao, H. (2001). Sequential point estimation of amultivariate nor-
mal mean vector under alinex loss function. Submitted for publication.
[18] Wang, $\mathrm{Y}.\mathrm{H}.(1980)$ . Sequential estimation of the $\mathrm{m}\mathrm{e}\mathrm{m}$ of a multinomal population.
Jour. Amer. Statist. Assoc., 75, 977-983.
[19] Woodroofe, M.(1977). Second order approximations for sequential point and interval
estimation. Ann. Statist., 5, 984995.
157
