The seven participating laboratories received films of two different thicknesses of Sc203 and Rh. All samples of each material were prepared in a single deposition run. Brief descriptions are given of the various methods used for determination of the optical constants of these coating materials. The measurement data are presented, and the results are compared. The mean of the variances of the Sc20 3 refractive-index determinations in the 0.40-0.75-nm spectral region was 0.03. The corresponding variances for the refractive index and absorption coefficient of Rh were 0.35 and 0.26, respectively.
Introduction
There are numerous applications for optical multilayer interference coatings in science and technology. In the past years sophisticated designs based on use of both absorbing and nonabsorbing coating materials have become commonplace. For economic reasons the process still most commonly used for the preparation of such systems is based on thermal evaporation in a vacuum. It is common knowledge, however, that films produced by this process in different laboratories (or indeed, in different deposition systems of the same laboratory) have different optical constants. This is because different deposition geometries and conditions give rise to different film structures and compositions.
For the design and manufacture of multilayers a good knowledge of the refractive indices and absorption coefficients of the coating materials is essential. It is, therefore, not surprising that there exist hundreds of papers devoted to determination of these parameters. It almost seems that every laboratory has its own favorite method.
The Optical Materials and Thin Films Technical Group of the Optical Society of America organized a Symposium on the Characterization of the Optical and Mechanical Properties of Optical Coating Materials 1 2 at the 1983 Annual Meeting of the Society in New Orleans. In conjunction with this symposium it seemed appropriate to hold a panel discussion on the measurement of the optical constants of absorbing and nonabsorbing thin films. The panel consisted of R. M.
The intention of the panel discussion was to demonstrate that, even for nominally the same films, careful experimenters will obtain different values of the optical constants, depending on the method used and the model assumed for the films. To this end the panelists were asked to use their favorite method to determine the optical constants from two samples each of one metallic and one dielectric coating material supplied to them. They were requested to give a brief description of their method and to present their results in graphical or tabular form during the panel discussion. These results, and their intercomparison, resulted in a lively discussion. Many members of the audience requested that this work be made available in Applied Optics. This was made possible through the generous cooperation of the panelists and their colleagues.
It may be of interest to state briefly how this paper was written. Because it was deemed desirable that the contributions from the various laboratories cover the same ground, a brief set of instructions was prepared. Among other things, it was suggested that reference be made to a published description of the method with only a skeleton outline in the present text. Only if this were not possible should an adequate, but laconic, descrip-tion be given. The thin-film model and assumptions used in the calculations were to be clearly stated. The apparatus used, cleaning procedures employed, and the conditions prevailing during the measurements were to be described. Whenever possible, raw measurement data were to be included. Results were to be presented in graphical or tabular form together with an estimate of the sensitivity of the determination. The perceived advantages and disadvantages of the method were to be stated.
The paper was prepared for publication by J. A. Dobrowolski, who also wrote Secs. I and IV. C. K. Carniglia provided Sec. II. The texts from the participating groups were edited only to standardize nomenclature, units, and format. They are presented in Sec. III.A-III.H. (The letters A-H correspond to the groups in the byline.) The symbols adopted for this paper are defined in Table I . Some tables were merged, and one or two figures with data that also appeared in tabular form were omitted to reduce the length of the paper. Most figures were redrawn. The resulting manuscript was submitted to all participating laboratories for corrections and approval. The substrates used for the coatings were 38.6-mm (1.52-in.) diam by 3-mm (0.12-in.) thick Dynasil (fused silica) commercially polished to an 80/50 finish on both sides. Highly polished surfaces (bowl-feed polished, for example) would have provided better cosmetic quality-especially for the metal films-but they were not used, for reasons of economy and time, and because it was felt that commercially polished surfaces were more representative of standard laboratory practice.
The dispersion curve for fused silica is given by 2 for wavelengths measured in micrometers, 3 The transmittance of the Dynasil substrate was measured and found to agree with the values expected from the published dispersion curve to within 0.2% over the 300-900-nm range. At wavelengths shorter than 300 nm there is slight absorption with the beginning of the absorption edge in evidence at 220 nm. The substrates for the dielectric films measured by CECMC were provided by their laboratory and were 3.5 X 7 cm with a 150 wedge between the surfaces. All parts were cleaned using detergent and deionized water and then exposed to alcohol vapors to remove residual water.
The films were prepared in a diffusion-pumped box coating chamber measuring 1.2 m on a side. The parts were held in racks in a double-rotation planetary system. All the 38.6-mm parts of a given material and thickness were held in a single rack, while the corresponding CECM part was in a similar rack in the same run. Rack-to-rack variations in thickness were expected to be <1%. The variation in thickness over the surface of a part was measured for one of the dielectric films and found to be <0.5%. Thickness variation among parts in the same rack was expected to be negligible.
The dielectric coating material selected for this study was scandium oxide (Sc 2 0 3 ). The material was Cerac spectroscopic grade, 325 mesh powder of 99.99% purity.
This material has been used in the study of UV laser coatings, where it has proven to be relatively damage resistant. 4 The Sc 2 0 3 was evaporated from an electron gun source. The coating temperature was 1500C-one of the temperatures used in the laser coating study. 4 For the metal coating, rhodium (Rh) was used. 5 This metal is inert, so changes due to oxidation should be minimal. The Rh was from Cerac, 200 mesh of 99.9% purity, and was coated from a resistance source at ambient temperature. No adhesion or nucleation layers were used with the Rh because of the possible effect on the n and k values of the films. As a result, the films were relatively fragile and difficult to clean. Auger analysis of the metal films verified that they were Rh and did not show appreciable amounts of oxygen or carbon.
Coatings of two different thicknesses were made for each material. In each case, the thicker film was to be approximately twice as thick as the thinner one. Having two coatings with a known thickness ratio is helpful in the data analysis. For the metal coatings, the additional data act as a check against spurious solutions for n, k and thickness. For the dielectric coatings, the 2:1 ratio provides halfwave points from the thicker sample at quarterwave points of the thinner sample, again allowing for improved analysis techniques. An optical thickness of approximately three quarterwaves at 550 nm was chosen for the thinner Sc 2 0 3 coating. This, together with the thicker six-quarterwave sample, provided several turning points throughout the visible and near UV region of the spectrum. The thinner of the Rh samples had a transmittance of 0.18 at 550 nm.
This value was chosen so that the film would be thick enough to have well-defined optical properties yet allow a film twice as thick to still be slightly transparent (T = 0.07).
All the dielectric coatings were made in a single run.
Two racks of 38.6-mm parts and two racks with the CECM parts were included. The coating thickness was determined using a previously calibrated optical monitoring system. The two different thicknesses were achieved using movable masks. All the parts were coated with the thinner of the two films. After this film was complete, the evaporation was interrupted while the movable masks were used to cover one set of the 38.6-mm parts and one of the CECM parts. The evaporation was then continued using a fresh monitor chip, and a coating of identical thickness was deposited onto the remaining parts. Any deviation from a 2:1 thickness ratio would presumably be due to differences between the nucleation of the film material on the substrate and its nucleation on itself. These differences were expected to be small. A similar procedure was used for the coating of the Rh films, except that there were no CECM parts in the run.
It was desirable to include a sharp edge or step at some point on the film to facilitate thickness measurements by mechanical profiling instruments. This step in film thickness was required to be near the edge of the film so that optical measurements would not be obstructed. The step was achieved by pressing a thin tab of beryllium copper against the face of the part near one edge during the coating process. This small mask, which protruded -7.6 mm (0.3 in.) in from the edge of the substrate, provided a sharp edge between the uncoated and coated portions of the substrate.
After being coated, the 38.6-mm parts were placed into specially machined plastic shipping containers with lids which were recessed, so that the face of each part was contacted only in a narrow ring near the edge. The containers were sealed with plastic tape to keep out dust. Four coated parts-a thick and a thin sample of each material-together with an uncoated witness were shipped to each laboratory for measurement.
Ill. Determination of the Optical Constants
A.
R, T, t Method
The optical constants of the SC 2 0 3 and Rh films were calculated from measurements of the film thickness, normal incidence reflectance R, and transmittance T. Two different instruments were used for the R and T measurements.
A 50-mW Spectra-Physics model 171-19 argon-ion laser with a beam diameter of -2 mm was used to measure T at normal incidence and R at 10 incidence at wavelengths of 488.0 and 514.5 nm. Each film-coated sample had an additional fused quartz substrate oiled onto the back surface using an index matching fluid to eliminate interference effects of the laser beam in the 3.2-mm (0.125-in.) thick substrate. Both R and T were determined as ratios of sample-in to sample-out of the beam in the single beam instrument (see Table   II ). To eliminate the effect of source fluctuations, two Laser Precision pyroelectric detectors ratioed the signal from the sample, or from the beam at the sample position, to the incident beam. The precision (repeatability) of the R and T measurements was a few parts in the fourth decimal place, while the accuracy was approximately 0.001.
Normal incidence transmittance was also measured at eight wavelengths in the 450-800-nm wavelength range as the ratio of T, the film-coated sample transmittance, to T, the transmittance of an identical uncoated fused quartz substrate. The film-coated and uncoated substrates were alternately placed in front of the entrance slit of a spectrophotometer designed to measure the change in reflectance with temperature 6 The instrument had Perkin-Elmer Corp. source optics (tungsten source) and a P-E model 99 double-pass monochromator with a potassium bromide prism disperser. Since the source optics module was enclosed, the sample and bare substrate became slightly heated, but the temperature was not measured. The standard deviation of the twelve ratio measurements made at each wavelength was -0.06% of the C 2 0 3 ratio and '-0.03% of the Rh ratio. Since the ratios were quite different for the two materials (see Table III ), the absolute values of the standard deviations differed accordingly. The accuracy of the measurements was probably better than 0.1% and included factors such as the linearity of the detector and electronics and the wavelength calibration. All the measurements were made with the samples in room air.
Before the C 2 0 3 samples were measured, they were drag wiped once using Kodak lens tissue moistened with methanol (gas chromatography grade). An attempt was made to drag wipe the thick Rh sample, but the film became badly scratched. Fortunately we were able to obtain the sample that had been measured at OCLI. The normal incidence reflectance of the samples was not measured at NWC, except at the two argon wavelengths, because the absolute reflectometer 7 was not in operation. However, OCLI kindly provided absolute reflectance data for the Rh films measured on a Cary 17D spectrophotometer using a V-W attachment. Details of the measurements are given in Sec. III.D. The Rh films appeared to contain pinholes and possibly particulate contamination when observed under Nomarski illumination. These defects were avoided as much as possible when making the optical measurements described above.
Thicknesses of all four films were measured on a Talystep surface profiling instrument 8 at three positions The uncertainties in the Sc20 3 film thicknesses are primarily caused by the 3.27 and 1.63-nm digitization increments of the profile data for the thick and thin films plus small actual thickness variations between the three places measured. (Two measurements were made at each place.) The uncertainties in the Rh film thicknesses are caused by the -3.5-nm peak-to-valley roughness of the commercially polished fused silica substrates. The height calibration of the Talystep in-strument was checked at the time of the measurements using a 702.2-nm thick Ge film that had previously been measured on a FECO interferometer. 9 The instrument calibration was found to be good to -0.2% of the total film thickness. The thin Sc 2 0 3 and Rh films were intended to be half 'as thick as the thick films of the same materials. This is certainly true for the Rh films and probably also true for the Sc 2 0 3 films, although the difference is outside the quoted uncertainties.
The measured R and T data for all films and also the calculated optical constants are shown in Tables II and  III. Table II contains measurements taken with the  argon-ion laser, while Table III includes NWC transmittance data and OCLI reflectance data taken on spectrophotometer-type instruments. (The OCLI data are from a continuous wavelength scan while the NWC measurements were taken point by point.) In Table II the columns labeled T and R are the measured quan- tities for each sample, which include the effect of the back surface of the substrate and multiple reflections within the substrate. The columns labeled Tf and Rf are the corrected values of transmittance or reflectance from air, through the film, and into the substrate. These are used in the calculations of optical constants, as discussed in the next section. The measured sample reflectance and transmittance are summed in the column labeled R + T. The sum for the Sc 2 0 3 films is nearly unity, indicating that the residual absorption and scattering losses are small. The reflected scattering into a hemisphere was measured at a wavelength of 514.5 nm for these two films using the Optical Evaluation Facility (OEF) 1 0 ; the hemispherical scattering was 2.9 X 10-4 of the incident beam intensity, about an order of magnitude smaller than the differences from unity given in Table II . Because of the small depth of focus in the OEF, the measured scattering primarily occurred in the film. Some scattering could be seen in the index matching fluid when the samples were illuminated by the argon-ion laser. Scattering and absorption in the index matching fluid could probably account for all the difference from unity of the R + T values. Thus the Sc 2 0 3 films were assumed to be nonabsorbing and homogeneous, and the transmittance values were increased to make R + T = 1 in the calculations of the optical constants. The second entries in the T column at each wavelength give these values.
In Table III the columns under Transmittance give T/T, and T as previously mentioned. In the measured OCLI reflectance data Rf for the Rh films, the effect of the back surface of the substrate has been neglected.
The measured data for the Sc 2 0 3 films were corrected and the optical constants were calculated as follows.
Since k was assumed to be zero, n could be calculated from the measured transmittance and film thickness; reflectance data are not needed. To obtain T without the effect of the back surface of the substrate and multiple reflections within the substrate, the T values in Table II were corrected using Eq. (16) in Ref. 11 : 3 The Rh transmittance values T/T, in Table III were first multiplied by T as for the Sc 2 0 3 films. Then T in both tables was changed to T using Eq. (11) from Ref. 6 :
where Tobs is TIT, and A is the absorption in the film.
(Actually A is the absorption in the film when light is incident on the film from the substrate side. However, since Tf is so close to Tpbs, the small difference between Af and At is negligible.) Since Af is equal to 1 -Tf -Rf and T is nearly equal to Tf, T can be used in place of Tf to calculate At. No correction was necessary for the Rh reflectance data in Table III since Rf was measured directly. In Table II , the approximate relation Rf = R-T R(1 -Tf) (4) was used to correct the R values of the Rh films. Since the difference between R and Rf was very small, only -0.001, Rf in the second term on the right-hand side of Eq. (4) was assumed to equal R. The differences between T and Tf for the thin and thick Rh films were also only a few tenths of a percent. An iterative approach was used to obtain n and k for the Rh and n for the Sc 2 0 3 films. Equations similar to the form given by Hass on p. 6-120 of Ref. 3 were programmed into a Hewlett-Packard calculator. Guesses were made for n and k; Tf and also Rf (for the Rh films) were calculated and compared with the measured quantities. The values of n and k were adjusted until the calculated and measured quantities agreed within the limits of experimental error, and the results are given in Tables II and III. In some cases (asterisks) exact solutions were not possible, probably because of inhomogeneities in the films, so compromise solutions are given where the fits are closest for both n and k.
The optical constants calculated for the Sc 2 0 3 films show more variation than might be expected or desired. Specifically, the optical constants determined with the argon laser (Table II) do not agree for the two films and do not agree with values calculated from the spectrophotometer measurements in Table III . The optical constants for the two films in Table III do not agree with each other and, furthermore, have different wavelength dependences. Comparing the T values in Tables II and III for the two Sc 2 0 3 films at 488.0 and 514.5 nm, it is seen that two of the values agree almost exactly, but the two others differ by more than the combined assumed errors in the measurements. The worst agreement is for the 452.5-nm thick Sc 2 0 3 film at 488.0 nm where the T values differ by 0.0241. A possible explanation for these discrepancies is that the films are inhomogeneous-the optical constants may vary as a function of distance from the substrate or spatially across the substrate or both. Since different areas of the films were illuminated in the two instruments, spatial variations in film homogeneity could account for some of the observed effects. However, the fact that no single value of n could be used to predict the measured transmittance at 488.0 nm for the thinner film suggests that there is at least some inhomogeneity as a function of depth within the film. Another possible contributing factor would be a variation in film thickness as a function of position on the film, at least to the extent that it was different in the center where the transmittance was measured and at the edge where the thickness was measured. Spatial variation measurements were made at a wavelength of 488.0 nm on the show some inconsistencies. However, in Table III the values of n and k increase with increasing wavelength for both films as well as in Table II where solutions for n and k were found. Note that the Rf + Tf values for the thinner Rh film are nearly independent of wavelength, whereas they increase with wavelength for the thicker film. The absolute magnitude of Rf + Tf is larger for the thicker film, meaning that the absorption, 1 -Rf -Tf, is smaller. This latter conclusion is somewhat uncertain since the measurements were made on different thin Rh films but the same thick Rh film (although at different times). Also, aging effects were observed, as noted below.
Aging effects and spatial variations in the film properties were observed in the argon laser measurements on the thinner Rh film, as shown in Table IV .
These indicate that not only is the absorption changing with time but also there is a short range spatial variation of the absorption. Further measurements should be made to determine if this effect is general for Rh or simply a one-time occurrence for this particular film. With a precise instrument, variations of 0.02 such as seen here should be easily measured.
In conclusion, the advantage of the normal incidence R, T, and film thickness method is that high accuracy, t0.001, optical measurements can be made with a minimum of systematic errors, and the mechanical film thickness can be measured with a small percentage error as long as the substrates on which the films are deposited are smooth compared with the film thickness. The method cannot give information about film inhomogeneities unless additional assumptions are made. Either a solution for n and k is obtained which fits the measured data, or it is not. With a small diameter laser beam as an illuminating source, differences in film properties can easily be detected as a function of position on the sample.
B. Reflection Ellipsometry
In ellipsometry1 2 measurements of the polarization states of collimated monochromatic light before and after reflection from a surface permit determination of the ratio, p = Rp/R, = tan4 exp(iA), of the complex p and s reflection coefficients. A model of the reflecting sample is assumed (in the present case a homogeneous isotropic film with plane-parallel boundaries on a semi-infinite homogeneous and isotropic substrate), and the ratio of reflection coefficients is also computed. Model parameters (film complex refractive index nik and thickness t) are sought (and found) that best match the computed and measured values of p. Two-zone null measurements 1 3 were taken on a Gaertner L119XUV ellipsometer with a He-Ne laser (X = 632.8 nm) and also with a Hg/Xe-arc lamp filtered by a GS100 Schoeffel monochromator (1-mm slit width = 8.5 nm) to pass a few visible wavelengths ( = 404.7, 486.1, and 546.1 nm). At these wavelengths the Babinet-Soleil compensator settings for quarterwave retardation were already known. Measurements were made on all the samples as received (with no further cleaning) and in air.
To test the utility of multiple-angle-of-incidence ellipsometry (MAIE) for the determination of n, k, and t of the same film, data were initially taken on each sample at incidence angles 0 = 40 and 80° with X = 632.8 nm. Having found that inversion of the ellipsometric equations using MAIE (2-(k) data is inferior to inversion based on (2 -t) data obtained on the two different-thickness films of the same material, all subsequent measurements, at all other wavelengths, were made at 0 = 600 only.
For the bare fused silica substrate a pseudocomplex refractive index 1ii -ik 8 was determined at eachwavelength by ellipsometry. The value of n was consistently slightly less (by 0.01) than the corresponding value obtained by Malitson1 4 using a prism refraction method, and k 8 , which does not represent any real absorption, was generally <0.005. The Brewster angle of the fused silica substrate was also measured, and its tangent agreed with Malitson's index to within two decimal places at all wavelengths. The pseudocomplex refractive index i4 -ik, accounts for the effect of the presence of a polish layer and roughness on the surface of fused silica and is, in principle, the preferred index to use in subsequent inversion of the ellipsometric equations to obtain film properties. However, all indices mentioned above differ only very little numerically, and all lead to essentially the same film parameters.
The two-zone-averaged values of 4' and A measured at the central region of the thin and thick Sc 2 03 and Rh films are given in Table V. Besides assuming that each film is homogeneous and isotropic and has plane-parallel boundaries, the thin and thick films of the same material (Sc 2 0 3 or Rh) were presumed to have the same optical constants n and k. Film thicknesses are independently determined from ellipsometric data. The inversion method is an adaptation of one previously described.15 For the Sc 2 0 3 films, thicknesses t = 228.2 nm and t2 = 462.6 nm were determined from the X = 632.8-nm data (t 2 /tl = 2.03) and were kept constant at other wavelengths.
DISTANCE ALONG SLIDE (in)
The refractive index n of Sc 2 0 3 obtained by averaging the independently determined indices of the thin and thick films is also shown in Table V . In addition k was computed (k ranged from -0.07 to 0.001), but the results are considered unacceptable. Table VI gives the thicknesses tj and t 2 of the thin and thick Rh films, independently determined at each wavelength by inverting (',/A)1-2 data on both films at the same angle. The spread with wavelength of tj and t 2 of the Rh films is significantly less than that obtained for the Sc 2 03 films. (The Sc 2 03 films are shown elsewhere in this paper to be appreciably inhomo-
The values of n and k of the Rh films obtained (simultaneously with tj and t 2 ) by inversion of the thinand thick-film data at the same incidence angle are given in Table V . The computed intensity transmittances of the thin and thick Rh films using the optical constants at X = 546.1 nm are 16 and 5%, respectively.
These compare reasonably with 18 and 7% measured transmittances quoted by the OCLI team for X 550.0 nm. However, n is significantly higher and k lower than corresponding values determined for Rh by Coulter et al. 5 10 years ago.
To test the uniformity of one sample, measurements were made at fourteen equispaced points along a diameter (missing the clear notch area) on the thick Sc 2 0 3 film. The He-Ne laser was used at 0 = 600, and the illuminated spot size on the sample surface was '1 mm 2 . (Table V) is assumed throughout the film, these 4 and A profiles lead to the thicknessvariation profile of Fig. 3 . The film is reasonably uniform, excluding some edge effects.
Null ellipsometry has the advantage of involving only purely angular measurements (no absolute or relative photometry); hence it can be highly accurate. Furthermore, ellipsometry permits the simultaneous determination of film thickness and optical constants from the same data. Its sensitivity to ultrathin films (down to 1 A) is difficult to match. On the other hand, the ellipsometer is sometimes looked at (unfairly) as a complicated instrument. Certainly, data acquisition needs care, and subsequent inversion is not as simple or straightforward as one wishes. We obviously could not determine the extinction coefficient k of the Sc 2 0 3 films using this technique. The estimated accuracy of the ellipsometric determination of n and k is about +0.1.
C. Wideband Spectrophotometric Method
The technique1 6 -1 8 uses normal incidence measurements of Rf and T over a wide spectral range. We applied it to determination of the optical constants of the Sc 2 0 3 only. Each layer is assumed to be inhomogeneous with index varying from ni at the interface with the substrate to n 1 at the interface with air. Then n is the mean index given by (ni + nj)/2 and An = nj -ni.
For calculation, the variation of index between ni and n 1 is considered to be linear, and the laver is modeled by ten homogeneous sublayers of equal thickness. If j is the order of the sublayer, counted from the substrate, the jth index is given by n = n + An[(2j -11)/20]. In this system of notation, An/n is negative when the index of the layer decreases from the substrate. Layers that are absorbing are considered to have a constant value of k throughout the set of sublayers.
Both nj and k are functions of wavelength. Scattering losses are not taken into account separately, and the value obtained for the extinction coefficient simply assumes that all significant losses are due to absorption. -
The sample consists of a rectangular substrate coated over half of its area and slightly wedged so that beams reflected from the rear surface are deflected outside the instrumental aperture. It is placed in a goniometer carrying two receivers (silicon photodiodes were used for these measurements), one for Rf and one for T At an early stage a value for total film geometrical thickness is derived and is used in the later stages of the computations. It is convenient for subsequent calculations to put n and An/n in the form of Cauchy expressions such as n =A+2+ C . (5) The coefficients A, B, and C are automatically produced in a final stage. They were 1.85809, 6.55549 X 104 (A-2), 7.93018 X 1012 (A-4) for the thin and 1.8149, 1 .24223 X 106 (A-2), -1.67133 X 1012 (A-4) for the thick Sc 2 0 3 films, respectively.
The calculated values of n, n, and n are shown in Figs. 4 and 5. The error bars were based on the assumption that the errors in R and T are 0.3%. From the figures it can be seen that the inhomogeneities An/n at 320 and 900 nm are -13, -2% for the thin and -10, -3% for the thick Sc 2 0 3 films, respectively. The absorption coefficient was <0.0006 for both films in the visible part of the spectrum.
It is impossible in a short communication to reproduce all the values of R, T as a function of X, and so selected values only are in Table VII than 400 nm, and the tungsten-halogen lamp was used for wavelengths longer than 400 nm. The entire instrument was purged with dry nitrogen, and parts were allowed to equilibrate for at least an hour in the sample compartment prior to taking the spectra. Transmittance measurements were made by first scanning the transmittance Tw of an uncoated fused silica substrate and then scanning the transmittance T of the coated part to be measured. The transmittance Tobs was then calculated as follows:
Tob. = T/Tw. (6) By using the ratio of these two measurements, the effects of substrate absorption were minimized. The reflection losses for the uncoated substrate and for the coated part were calculated using the dispersion curve for fused silica given in Sec. II. These were taken into account in the analysis. The reflectance of the dielectric coatings was measured using a specially designed single bounce reflectance attachment. The spectrophotometer light beam was incident on the sample at an angle of 100, although this deviation from normal incidence was ignored. Only the reflectance from the first surface of the sample was measured. The reflectance of the second surface was eliminated by using an index matching fluid to attach a piece of fused silica to the back of the sample being measured. The second surface of this piece of fused silica was frosted to diffuse the reflected light. The reflectance Rf was determined using Rf = RobsRsc/Rs (7) where Robs is the measured reflectance of the coated part, RS is the measured reflectance of a fused silica witness, and R 8 ,c is the calculated Fresnel reflectance of fused silica.
The reflectance of the metal coatings was measured using the Strong (V-W) reflectance attachment' 9 provided with the Cary. This device measures Rf' since the light beam reflects twice from the surface of the part.
The angle of incidence was 8°, which was assumed to be equivalent to normal incidence. Because the reflectance of the metal coatings was relatively high and the transmittance was low, the effects of the second surface were expected to be small and were ignored.
Each measurement consisted of the appropriate background scan (e.g., with the uncoated part in the beam) followed by the scan of the coated part. This procedure was repeated a number of times for each scan, and the final values represent the average of two or three measurements. In this way, the effects of random fluctuations and drift of the spectrophotometer were minimized.
The dielectric coatings were cleaned with methyl alcohol and a soft towel prior to measurement. The metal coatings were not cleaned. However, care was taken to protect the central portion of the metal coatings where the Rf and T measurements were made.
The thickness and optical properties of the dielectric coatings were determined from scans of T at normal incidence and Rf at near normal incidence. The spectral scans for the thinner Sc 2 03 sample are shown in Fig.  6 . The upper solid curve is T (left scale), and the lower solid curve is Rf (right scale). Each of these curves represents the average of three scans. In addition, the scans have been smoothed using a least-squares fit technique. 2 0 The dashed curve is the theoretical Fresnel reflectance R 8 ,, of fused silica (right scale). We refer to the following analysis method as a turning point technique, because only the maxima and minima of the scans are used.
Each maximum of the transmittance curve Tmax corresponds to a halfwave point, i.e., to a wavelength X where the optical thickness of the coating is an integral number of halfwaves. In terms of the physical thickness t and the average refractive index of the film n, the halfwave points are given by
where m is the order number. The value of m is indicated in Fig. 6 for each of the transmittance maxima. Because the transmittance plotted in Fig. 6 was measured relative to an uncoated part [see Eq. (6)], one would expect the maximum values to be unity. Absorption would result in a maximum T less than one, which occurs for the m = 4 peak. The fact that Tma_, is greater than unity in several cases indicates that the film is slightly inhomogeneous. Note that the corresponding minimum values of Rf are less than the reflectance Rs,c of the uncoated substrate. The n and k determination was made using the method of Valeev. 2 " 2 2 This technique uses the transmittance values at the turning points and gives the optical properties only at the halfwave points. Valeev's method was extended to account for the inhomogeneity. The steps in the analysis were as follows:
(1) The transmittance values at the minima were interpolated to the wavelengths of the maxima. The resulting transmittance values Tint are denoted by pluses in Fig. 6 .
(2) The average index n and an approximate value of k were determined at the halfwave points from Tm8, Tint, , and m using the method of Valeev. 2 1 2 2 (3) A more accurate value of k was determined using k = nA/2irm, (9) where the absorption A is given by
Here Rmin is the reflectance [see Eq. (7)] measured at the minimum corresponding to the mth-order maximum of T, and Tf is the maximum transmittance of the coating only-compensating for the effects of the second surface of the substrate. This is given approximately by
(4) The degree of inhomogeneity was determined from the reflectance minima using An n(R 8 a, -Rin)/(4.4Rc). (12) This is an approximate expression which was arrived at empirically by modeling an inhomogeneous layer by several thin homogeneous ones and making calculations of reflectance for several cases using standard thin-film techniques. In terms of An, the index of the film at the substrate interface is given by ni = n + An/2 and at the air interface by nli = n -An/2.
(13a) (5) The mechanical or physical thickness t of the film was calculated at each halfwave point using Eq. (8).
The measured and calculated properties of the Sc 2 03 films are listed in Table IX . The first four lines contain the data for the thinner film, and the next eight are for the thicker film. The last line, labeled ±, indicates our estimate of the accuracy of the data. The wavelength and T and Rf values of the turning points were obtained by fitting the data to a parabola in the neighborhood of each extremum. The order numbers m were assigned to minimize the variation in thickness t.
The average calculated thickness of the thinner film was found to be 219 3 nm. The uncertainty in this value is due to the uncertainty in n. The variation in calculated thickness of the thicker film is somewhat larger, especially at the shorter wavelengths. This is probably due to the dispersive absorption which occurs at these wavelengths and which would tend to shift the calculated values to longer wavelengths. Using the values for wavelengths >290 nm, one finds the average thickness to be 447 5 nm.
Both films possess a significant degree of inhomogeneity for wavelengths shorter than 600 nm. It is peculiar that the films seem to be homogeneous at 800 nm.
The calculated inhomogeneity indicates that the index is decreasing toward the air interface. On this basis, one would expect the thicker film to have a lower average index than the thinner sample because the additional material on the thicker film will be of a lower index. From Table IX , this is seen to be the case. To further emphasize this point, the index data are plotted in Fig.  7 . The stars represent values of n, and the bars represent the index variation from n to n. Solid and dashed lines are used to connect the data for the thin and thick samples, respectively. It is clear that n is higher for the thinner sample. Note that the tops of the The advantages of the turning point method of determining optical constants are that (1) it does not require mechanical thickness measurements and (2) it uses the spectral data at the points of greatest sensitivity, accuracy, and simplicity of analysis. Specifically, the index is determined from the minimum value of T (interpolated to Tint), which is the most sensitive portion of the transmittance curve to index. The inhomogeneity is determined from Rmin, where the effects of absorption are negligible. The thickness is determined at the halfway points, whose positions are insensitive to dispersion and inhomogeneity. The determination of the four parameters n, An, k, and t are only weakly interdependent on each other in that if they are determined in the proper order, several iterations are not required.
One disadvantage of the turning point method is that data are obtained only at selected wavelengths over a given spectral region. If a sufficient number of data points are obtained, as in Fig. 7 , the results can be interpolated to intermediate wavelengths. The minimum thickness for a film analyzed by this technique would be three quarterwaves at a wavelength within the spectral range being scanned. A film this thin would yield data at one point. For best results one would like a film at least seven quarterwaves thick so that several halfwave points can be analyzed. Thus the major shortcoming of the method is that very thin films cannot be analyzed. This is a drawback for thin films which are expected to have radically different properties from thicker ones or in cases where some other factor, such as stress, prevents the growing of a thicker film for analysis. However, in the case of the scandia film analyzed here, the data on inhomogeneity are sufficient to predict the average index of much thinner films.
The thickness and optical properties of the thin metal coatings were determined from scans of T at normal incidence, Rf at near normal incidence, and T for ppolarized light incident on the sample at 60°. These provide three measured values which are sufficiently independent to determine the optical properties n and k and the t of the film. Since the equations for Rf, T, and Tp (60) cannot be solved explicitly for n, k, and t, it is necessary to use an iterative approach to solve for values of n, k, and t consistent with the measured values of Rf, T and Tp(60). We have used the method of Nestell and Christy. 2 3 Spectral data were obtained over the 400-900-nm range at 5-nm intervals. Wavelengths shorter than 400 nm could not be used because the Glan-Thompson polarizing prism used to make the Tp(60) scans was opaque at shorter wavelengths. The data represent the average of two scans. Data at 50-nm intervals for T, Tp (60), and Rf are listed in Table X . The upper set of data refers to the thinner film, and the lower set refers to the thicker film. The row of values at the bottom labeled ± contains our estimate of the accuracy of the data. The method of Nestell and Christy involves three steps:
(1) Solve for n, k, and t consistent with T, Tp(60), and Rf at each wavelength. Because the calculations at each wavelength are independent of each other, the calculated value of t may not be (in fact, is usually not) the same at all wavelengths. This is probably due to inhomogeneities in the film expected to be present in very thin metal films. Table X lists the values of t in nanometers calculated from the spectral data. They tend to increase at longer wavelengths. This behavior may be due to a slight oxidation of the outer surface of the film 2 4 or from effects of nucleation.
(2) A best average value of the thickness of the film is determined from the values obtained in the shortwavelength region of the visible spectrum. Over this spectral range, the uncertainty in the value of t is the smallest, and the variation due to oxidation effects is also minimal. Values of 17.2 + 1.2 and 30.1 ± 1.2 nm were obtained for the thicknesses of the thin and thicker films, respectively. These values were found by averaging t over the 400-650-nm range. The uncertainty in thickness of the thinner film is due to the variation in calculated values of t, while the uncertainty in the value for the thicker film results from our estimate of the accuracy of the spectral measurements. Note that the thicker film is slightly less than twice as thick as the thinner film. Table X. A graph of the n and k data for the two films is plotted in Fig. 8 together with Hass's previous data for Rh 5 which are indicated by crosses. The solid and dashed curves refer to the thin and thick Rh films, respectively. The lower two curves and lower set of Hass's data are the values for n (left scale). The upper two curves and upper set of Hass's data are the k values (right scale). From Fig. 8 , it is apparent that the present results are not in close agreement with Hass's earlier measure- ments. This may be due in part to the fact that Hass measured a thicker film. However, the difference may be due to actual differences in film properties resulting from different film preparation techniques.
A major difficulty with the Nestell-Christy method is obtaining spectral data with enough accuracy. The method is especially sensitive to small errors in T. In particular, errors in the measurement of T and Tp (60) result in a significant uncertainty in the calculated value of t, which then becomes the limiting factor in the determination of n and k. As indicated in Table X , an uncertainty of ±0.002 (0.2%) in the value of T results in an error of 1.2 nm in the value of t. These errors are relatively larger for thicker films, which have much lower transmittances. Thus the method is most useful for metal films with T in the range from 0.03 to 0.3 or so.
A second and potentially more serious drawback of the method is that the solution for n, k, and t is not unique, and incorrect solutions (or no solution) may be obtained if incorrect starting values are chosen. Having two similar films of different thicknesses is a distinct advantage here-especially if the ratio of the thicknesses is known, because the possibility of achieving similar spurious solutions for both films is very small.
A major advantage of the method is that only spectral data are required, and, in particular, the physical thickness need not be measured directly. With careful measurement techniques and a satisfactory computer code for data analysis, n and k data sufficiently accurate for optical coating design and analysis can be obtained.
E. Algebraic Inversion Method
A new analytical method 2 5 provides the basis for deriving optical constants presented in this paper. Although algebraic in content, the method permits lo- Within measurement accuracy, R + T = 1, and k = 0.
An based on AT = ± 1% and measured film thickness; an based on thickness error would be about 3 x as large.
Table Xli. Algebraic Inversion Method: Spectrophotometric Data and Optical Constants for Rh Films
These results both samples.
are based on transmittance and reflectance measured from the film side of consistent with the input data. In the present case, independent measurements of film thicknesses were used to narrow the range of solutions. Transmission and reflectance were measured with a Perkin-Elmer model 330 spectrophotometer and the data recorded on a Perkin-Elmer model 3600 data station. In our laboratory, the double-beam mode is employed routinely, ambient air from a clean room environment (50% relative humidity) filling the instrument. For reflectance, two plane mirrors are inserted, the first deflecting the incident beam onto the sample at an angle of 10° from normal and the second turning the reflected beam back down the instrument optical axis. Transmittance data are normalized to the transmission of an empty sample holder; reflectance data are normalized with respect to aged vacuum-deposited aluminum on glass (NBS Standard Reference Material 2003a). We estimate the accuracy of the transmittance and reflectance measurements at ±1.0%.
The samples were cleaned prior to measurement by These thickness results are 12 ± 2 and 27.5 ± 4.5 nm.
We call attention to a few simplifying assumptions in connection with the data analysis. A polarizer was not available for the photometric measurements, so normal incidence of light was assumed in all computations. We did not find that this approximation introduced errors comparable with the instrumental precision of the spectrophotometer. Also the sum of reflectance and transmittance measured for each Sc 2 0 3 film was within these same instrumental limits. Therefore we assumed the Sc 2 0 3 material to be nonabsorbing with negligible surface scattering. Finally, for both materials, we used as a model for computing optical constants a homogeneous film with planar parallel surfaces.
The refractive index of the bare substrate material (fused silica) was derived from transmission measurements at a number of wavelength points in the visible spectrum. These values are in excellent agreement with 
4:
Lw Fig. 10 . Algebraic inversion method. Example of data reduction. Two index solutions exist at the measured film thickness. However, the solution between n = 1.8 and 1.9 is believed to be the correct choice.
earlier work,'1 4 as shown in Table XIII . Measured transmittances for the two Sc 2 0 3 samples are presented in Fig. 9 , and each is compared with similar data for the uncoated substrate. The intersections of these curves present a problem in analysis as discussed below. Figure 10 shows one example of computer-generated output derived from input transmittance data for the thick Sc 2 0 3 film. The trace of solution points defines a locus of index and thickness values consistent with measured transmittance at 600-nm wavelength. Two of these solution points are compatible with our 450-nm thickness measurement. In general such solution traces exist in separate optical thickness ranges according to (m-1)X mX < nt< 2 I m = 1,2,.... 2 2 (14) and only the m = 3 output is shown in Fig. 10 .
Given the multiplicity of solutions at each wavelength, additional measurements are desirable, say transmittance at large angles of incidence. Nevertheless, only index values between 1.8 and 1.9 emerge as consistent with both Sc 2 0 3 films. All other solution paths were highly dispersive.
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In certain spectral regions, near 420-and 500-nm wavelength, the transmittance of a film sample exceeds that of the uncoated substrate (see Fig. 9 ). At these wavelengths, it is not' possible to model the film as homogeneous material with refractive index greater, than that of the substrate. Here our, computer program correctly outputs lower index solutions. We conclude that the Sc 2 0 3 films are somewhat inhomogeneous.
Sensitivity to measurement errors, and hence the precision in our results, was determined by examining the solution traces for inputs incrementally above and below our actual measurements. An example of error analysis is shown in Fig. 11 . Corresponding to our confidence limits in sample thickness t and transmittance T, respective sensitivities of the index n with respect to these measurement parameters are related by (-an AT.
Results of our analysis for the Sc 2 0 3 films are summarized in Table XI. The algebraic method for extracting optical constants is suitable also for absorbing films. An example of solution traces is shown for the thick Rh film in Fig. 12 .
Since the film absorbs, both reflectance and transmittance data were needed in the computer program to determine n and k. The solution traces depicted in Fig.  12 were generated using reflectance measured from the film side of the sample. All traces for the thick sample had a general S shape giving rise to three potential solutions in the vicinity of the measured thickness, 27.5 nm. However, only the low n and corresponding high k parts of the S curves (labeled 1 in Fig. 12 ) were consistent with both the thick and thin samples. These optical constants are listed in Table XII . Results are given for two different assumed thicknesses of the thin sample, emphasizing the option of thickness as a pa- rameter rather than a required measurement quantity. In this case, increased values of the thickness parameter correspond to reduced values of k (see Fig. 12 )-a trend consistent with the collective results listed in Table  XVIII .
Repeating the analysis with reflectance data measured from the substrate side only yielded n and k solutions in agreement with those in Table XII for film thicknesses significantly outside previously stated error margins. We conclude that the Rh material is also inhomogeneous.
Finding multiple solutions for n and k at the same film thickness is a direct consequence of inverting nonlinear optical equations. To resolve the ambiguity, we recommend additional measurements at different angles of incidence and polarization. Another possibility is to select those optical constants consistent with two or more thicknesses of the same material-the procedure followed in this paper.
C
In summary, we have applied a new algebraic method to extract thin-film optical parameters from spectrophotometric data. The method permits a determination of all n, k, and film thickness combinations at a single wavelength compatible with measured reflectance and transmittance. These solution points lie along continuous curves, easily mapped to any level of detail for purposes of exactness and error analysis. We believe that gaining this perspective on the total solution space is highly advantageous. 
F. Inverse Synthesis Method
This method is described at some length in Ref. 27 . It is a multiwavelength multiangle method in which the constants of suitable dispersion formulas are found by numerical refinement that simultaneously best fit many experimental measurements of transmittance, reflectance, and/or absorptance. The dispersion equations we employed for the current determinations were
where X is expressed in microns, and ABCBiCiDi are suitable constants. Many different thin-film models are possible. For the purpose of this determination we assumed that all films are homogeneous, absorbing, but scatter-free and that the optical constants for both the thin and thick films are the same. The samples were not cleaned prior to the measurements, and ambient atmospheric conditions and temperatures prevailed. The thicknesses of the metal films
were measured with a Sloan Dektak II profilometer. A Perkin-Elmer model 330 spectrophotometer was used for the spectral transmission and reflection measurements. For the latter a reflectance attachment was employed. Measurements on the uncoated substrates were consistent with the published optical constants for silica. 3 For transmission measurements at non-normal incidence, polarizers were placed in both beams of the instrument, and the spectrophotometer was zeroed prior to insertion of the sample.
For determination of the optical constants of Sc 2 0 3 we measured spectral transmission and reflection of each film at normal incidence and the transmission for light polarized parallel and perpendicular to the plane We also measured the normal incidence transmittance of the films after a quartz plate was contacted to each with a refractive-index matched liquid [Figs. 13(C),(D)].
We assumed that the optical constants of the films immersed in the contact liquid would be unchanged.
We thus obtained fourteen spectral transmittance and reflectance curves for effectively four different thin-film systems. From these curves we selected 196 equispaced points. (This is too large a number to present in tabular form in this paper.) Our computer program tried to fit all these data simultaneously by 
I n% I I varying the two thicknesses of the films and the constants of one set of dispersion equations. When the best fit was obtained, the departure between the calculated and experimentally measured points was 1.1%. This corresponds roughly to the accuracy of our spectrophotometric measurements. The dispersion equation constants A,B 1 ,C 1 ,Dj were 3.15, 0.212, 0.244, and 0.000287, respectively. B,C,B 2 ,C 2 , and D 2 were zero. The resulting refractive index of Sc 2 0 3 is shown in Fig. 14. In the same spectral region the calculated absorption coefficient was <2 X 10-4. We concluded that, within our experimental accuracy, the Sc 2 03 films are nonabsorbing.
We used the same type of measurement for determination of the optical constants of Rh (Fig. 15 ).
However, because the films are too thin to show marked fluctuations in the transmittance or reflectance due to interference effects in the spectral region examined, an independent measurement of the thicknesses of the films was essential. We selected 88 points from the curves of Fig. 15 for the calculations. After refinement of the constants of the dispersion equations, the average departure between the experimental and calculated points was 0.8%. The results of our determination of the optical constants of the Rh films are shown in Fig. 
The values of the dispersion equation constants
A,B,C,Bi,C,,D,,B 2 ,C 2 ,D 2 were 162.0, 5.57, -8.92, 208.0, 6.58, 95.9, 20.1, -110.0, and 23.6, respectively. We feel that the method of inverse synthesis has several advantages. It is equally applicable to absorbing and nonabsorbing materials. With it we can vary the complexity of the thin-film model almost at will. (For example, we could have assumed that the layers are inhomogeneous.) The computer calculations with this method do not cost much.
Because a larger number of measurement points are fitted, nonsystematic errors are averaged out. With this method it is hard to estimate the absolute accuracy of the determination. Still, we feel that even though the present determination was based on measurements taken on a convenient to use, but not very accurate, commercial spectrophotometer, the optical constants obtained are quite adequate for the design and construction of many types of reasonably complicated optical multilayer systems. Clearly the measurements were not adequate for determination of small absorption coefficients such as those of Sc20 3 in the visible part of the spectrum. But given more precise measurements, the inverse synthesis method should yield much better results even for this case.
G. Bennett and Booty Method
An iterative search technique similar to that described by Bennett and Booty 2 8 was used to determine the optical constants of the thin Rh film. In this method measurements at 80 off normal incidence of the front surface reflectance, the normal transmittance and physical thickness of the film are used in an iterative search of possible n,k values. The transmittance and reflectance are calculated using the matrix method described by Born and Wolf, 2 9 including coherent reflections in the film and incoherent reflections in the substrate. The calculation uses the approximation that the reflectance at 0 and 80 incidence is the same. The differences (R -R,)2 and (T -T) 2 are minimized in an univariate search; the back reflectance R' is used as a check on the results. The film was assumed to be homogeneous, and uniform in thickness and optical properties over a fairly large area, as a double-bounce measurement of the reflectance is used. Scattering was not included in the description, and the substrate was assumed to be nonabsorbing and to have a refractive index of 1.460.
The thickness of the film was measured with a Tencor Alpha-Step stylus profilometer. The average value of six passes was used in the calculation of n and k.
The spectral measurements were made on a Cary 14 spectrophotometer. The samples were measured in air without cleaning other than compressed gas removal of surface dust. Transmittance was measured in a single pass; the reflectance was measured using a V-W attachment and by taking two bounces off the sample. Table XIV shows the input data (R, R', and T) and results of the calculation (RcRcTcnk) .
The values of thicknesses measured at the Michelson Laboratory (Sec. III.A) were used in a comparative calculation to test the sensitivity of the routine to the input thickness, even though these thicknesses were outside the estimated error in our measurement. Results are shown in Fig. 17 .
The technique is most sensitive to errors in the front surface reflectance and least sensitive to errors in the thickness determination. Errors in the transmittance and changes in the initial search parameters also lead to differences in the iteratively determined values of n The great sensitivity to R occurs because these data take precedence in the iterative calculation; the transmittance data could be given greater weight if desired. The advantage of this technique is that it provides n,k information over a wide spectral range very quickly. It works best when n and k have dissimilar values, and the program used here was optimized for the case where n and k differ by a factor of 10. As in all iterative search procedures, there is a danger of selecting an incorrect (n,k) pair; this problem is worst when n and k have weak spectral variation and similar values. The technique is quite sensitive to measurement errors and to the initializing values of n and k for the search. It also requires that the film be uniform over a lateral distance of -5 cm (-2 in.).
H. Envelope Method
Our original intention was to use the method of Manifacier et al, 3 0 which requires measurements of normal incidence transmittance only, to determine the optical constants of the Sc 2 0 3 films. In this method the layer is assumed to be homogeneous and absorbing. Envelopes are drawn through the maxima and minima of the transmittance curve, and the calculation proceeds on the assumption that these envelopes correspond to the transmittance of integral halfwave and quarterwave thicknesses. Unambiguous determination of n, k, and t is possible. The method is useful for layers that have only slight absorption but breaks down in the presence of heavy absorption. The transmittance traces revealed the presence of considerable inhomogeneity, however, and so the method could not be used. The idea of envelopes was retained, but an inhomogeneous model was adopted for the layer, and measures were made of both R and T. The maxima and minima of R and T were then determined and assumed to correspond to quarterwaves and halfwaves. The remainder of the envelopes was found by linear interpolation or, where necessary, by extrapolation.
A nonabsorbing inhomogeneous layer, provided it is reasonably thick and there is appreciable index contrast at its boundaries, can be represented by the characteristic matrix: (18) where n 1 is the index at the outer interface of the film, ni at the inner, and is the phase thickness of the layer. We assume that the absorption is very small and that in such a case the layer can be represented by an expression of the form (18) with the absorption coefficient included in 6 only so that (19) = 2ir(n -ik)t/X = a + i, where n is the mean index of the film, i.e., t n = (d) a; n(z)dz = 0.5(n + n).
(ni/ni)112 COS6 i(sin5)Anjnj)1/ I , 1i(n1nj)1/2sin6 (nj/nj)1/2C0S5 j Here :3 is assumed to be sufficiently small for first-order expansions in :3 to be of acceptable accuracy.
We assume in the calculations that the quarterwaves and halfwaves are given by ar = m-r/2. We also assume that the same value of : applies to both halfwaves and quarterwaves at the same wavelength. We write Tmin, Rmax, Tmax, and Rmin for the transmittance and reflectance corresponding to quarterwave and halfwave thicknesses, respectively. If 
(a + fy) 2 = 4non, (Rmin/Tmax).
In the present case, y and q are negative, and so we take negative roots for R and positive for T. The iterative scheme for the calculation of nj, ni, and is then x = 2(nons/Tmin)1/2-fp', p = 2(nfos/Tmax.)/2 -'x', y = -2(nonsRmax/Tmiu) 1 /2 -/'q', (22) where /', p', etc. are the values obtained in the previous iteration. Then
If we assume that the optical thickness is given by (n, + ni)t/2, we can derive the geometrical thickness from the wavelengths corresponding to the extrema. The values measured from the transmittance curves are assumed for these, since the positions of the reflectance extrema may be slightly displaced by the small angle of incidence. The necessary expression is 2ir[(n, + ni)/21(t/X) = mir/2.
The order m, an integer, can readily be established from the range of extrema, and then a value of t can be found from each extremum. The final value of t is calculated as the mean of the individual values. Next k is given by
The derivations so far have used the single-surface reflectance and transmittance. The quantities that are actually measured include the effect of the rear surface and must be corrected. Also the index of the substrate n, must be known.
Incoherent multiple-beam summation that assumes absorption is confined to the surface coatings yields for the net transmittance T and reflectance R:
(1 -RRf) where T 8 , R, and Tf, Rf are the reflectances and transmittances of the two surfaces. If Tf, Rf refer to the coated surfaces in this case, (27) and these two expressions can be used in an iterative solution for Tf and RJ given T and R, the measured values, and T 8 and R, the values corresponding to the rear uncoated substrate surface. T and R, can be found from a separate measurement on an uncoated substrate. In this case we assume no absorption either at the interface or through the bulk and obtain
Tf=T,
Finally, n, can then be found from R, as
Measurements were made over the 300-700-nm range on a Cary 14 spectrometer. A V-W absolute reflectance attachment was used for the reflectance measurements.
Transmittance measurements were made at normal incidence but reflectance at 8°. The V-W attachment gives R 2 and uses two small neighboring areas of the sample so that errors in uniformity may lead to reflectance errors. Both coated and uncoated substrates were measured together with background and zero scans.
Although it is possible to obtain values over the entire wavelength region, the derivations in this example have been limited to the wavelengths corresponding to the extrema. Table XVI shows Table XVI also shows the derived values of n 1 , ni, k, and t. Note that k is negative for the final two wavelengths corresponding to the thick film. This is simply because the values of R and T sum to slightly greater than unity. Within the accuracy of the measurement (see below) we can simply say that k is virtually zero.
The consistency of the measurement is illustrated by the results in the last column of Table XVI , which are which is a precision in k varying from 2.5 X 10-4 at the short wavelength end to 5 X 10-4 at the long-wavelength end and ±0.5 nm in thickness for the thin film and 1 nm for the thick. The values quoted in Sec. IV were derived first by finding the mean index at each wavelength point and then interpolating or extrapolating. For the thin film, since the values are quite far apart, a Cauchy expression was used for interpolation, but for the thick film only linear interpolation was used.
IV. Summary of Results and Discussion
Tables XVII and XVIII list the average thicknesses and optical constants of the Sc 2 0 3 and Rh films obtained by the participating laboratories for the sample films prepared at OCLI (Sec. II). The tables also indicate the quantities measured and thin-film models used in the determinations. In addition, all groups assumed that the films were isotropic with plane-parallel boundaries and that they were deposited onto like substrates. They further assumed that the films and interfaces did not significantly scatter the incident radiation. This was established to be so by the Michelson Laboratory team (Sec. III.A). The final columns of the tables list the overall average values and variances of the thicknesses and optical constants.
The thicknesses of the films were determined by a variety of methods: by ellipsometry, with surface profilometers, by multiple-beam interferometry, from photometric and from spectrophotometric measurements. Only in the first two of the above methods is the thickness determined completely independently from the optical constants. Variation in thickness from one sample to another was expected to be negligible (Sec. II). OCLI's estimate that the thickness variation of the sample films was of the order of 0.5% was essentially confirmed by independent measurements at the Michelson Laboratory (0.7%) and at the University of New Orleans (0.4%).
The thicknesses of the Sc 2 0 3 films determined by the different methods were remarkably close to the average values, 222.2 3.9 and 451.5 ± 5.2 nm. Only the thicknesses determined by ellipsometry were somewhat higher, presumably because of the greater sensitivity of that method to inhomogeneities in the films. The remaining differences in the thicknesses can be explained by the variations in the refractive index: the variances of the determinations of the two thicknesses were 1.8 and 1.2 nm, and the average variance of the refractive-index determinations was 1.5%.
The average values of the Rh film thickness determinations were 15.5 2.1 and 29.6 i 2.2 nm. The agreement is satisfactory because these variances fall well within the 3.5-nm peak-to-valley roughness of the commercially polished fused silica substrates (Sec.
III.A.)
In the determination of the optical constants of Sc 2 0 3 many different models were assumed by the participating groups. Despite this, it will be seen from Table  XVII that the agreement between the average refractive indices is remarkable-the mean variance for the 550-750-nm wavelength range is 0.01.
Although all groups saw evidence of the inhomogeneity of the Sc 2 0 3 films, only three elected to measure the effect. A typical value of (nn 1 ) for X = 420 nm is shown in Table XVII . The effect is quite significant, and the agreement between the three laboratories is good. More graphic representations will be found in Figs. 4, 5, and 7. From these it will be seen that the inhomogeneity is both thickness and wavelength dependent. This latter fact is difficult to explain, and it may indicate that an even more complicated model might be needed to explain fully the behavior of the Sc 2 0 3 films. .E
1.
Coo CoO Five groups made separate determinations of the average refractive indices of the thin and thick Sc 2 0 3 films. The difference between these two refractive indices is much smaller than (ni -nO). It is of the same order of magnitude as the mean variance of the refractive-index determinations and was either negative or positive.
Some participating groups assumed at the outset that the SC 2 0 3 films were nonabsorbing. Those who did not found that the absorption coefficient of the SC20 3 films was so small that their methods were not able to yield significant values for it. Should it be important to measure this quantity, different methods must be employed, such as those based on calorimetry or on attenuation in lightguides.
The results of the determinations of the optical constants of the Rh films are less satisfactory. The average variances of the determinations of n,k in the 400-750-nm spectral region were 0.35, 0.26, respectively.
Expressed in percent, the variances are 13 and 8%.
Furthermore, these results differ greatly from published data. Probably many factors contribute to this situation.' It is possible that some of the determinations did not converge to the right values. As a rule, metal films are less stable than oxide layers. There is evidence that some oxidation and aging of the films occurred (Secs.
III.AIII.D,III.E). It is possible that after the preparation the Rh samples aged differently and that some of the differences in the values are real. The aging and oxidation may have given rise to a surface layer and/or an inhomogeneous film. Yet all the thin-film models in the present determinations assumed the existence of a single homogeneous film. It is likely that departures from this simple model will have different effects on different methods for the determination of n and k. Another contributing factor may have been the low percentage accuracy (14 and 7%) of the determination of the thicknesses of the Rh films. For example, the determination of the absorption coefficient often depends strongly on the accuracy of the thickness determination. Evidence that this may be so in the present case is the fact that the products kt are more constant than either k or t alone.
It is very likely that different starting materials and preparation conditions contributed to the large departure of the optical constants published in this paper from those in previous work. 5 The Michelson Laboratory team would like to thank D. L. Decker for helping design and build the laser apparatus to measure reflectance and transmittance and P. C. Archibald for making the scattering measurements on the SC 2 0 3 films.
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