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Resumen
Los sistemas con retardo aparecen frecuentemente en cualquier tipo de proceso
que involucre transmisio´n de datos a largas distancias y en procesos qu´ımicos, biolo´gi-
cos, ele´ctricos, etc. El modelo matema´tico que permite analizar este tipo de procesos
corresponde a un sistema dina´mico de control.
En este trabajo se estudia el caso en que los coeficientes del sistema var´ıan de
forma perio´dica y se analiza la influencia del retardo cuando e´ste afecta al estado del
sistema. Para ello, se obtiene la solucio´n del sistema y se construyen las matrices de
alcanzabilidad del mismo. Estas matrices se utilizan para caracterizar la propiedad de
alcanzabilidad de un sistema generalizado N -perio´dico en tiempo discreto cuando se
considera un retardo en el estado.
1. Introduccio´n
Algunos tipos de sistemas asociados a comportamientos impulsivos llamados sistemas
generalizados pueden aparecer en modelos biolo´gicos, econo´micos, ele´ctricos [4] o meca´nicos
[9], entre otros, en los que los impulsos son causados por la estructura singular de los
sistemas.
Frecuentemente el modelo matema´tico que se ajusta a un proceso real se realiza por
medio de un sistema dina´mico lineal invariante, [6, 7]. Sin embargo, en algunos casos la
naturaleza del proceso obliga a que los coeficientes del sistema dependan del tiempo. En
particular, cuando esta variacio´n es perio´dica aparecen los sistemas perio´dicos [3]. Por
otra parte existen algunas te´cnicas usadas para modelar sistemas de control en ingenier´ıa
que nos llevan a una representacio´n perio´dica. Este es el caso de la te´cnica conocida como
multifrecuencia, [1, 2].
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Desafortunadamente, el retardo temporal inherente que aparece en el comportamien-
to dina´mico de muchos procesos f´ısicos o de ingenier´ıa tiene un efecto adverso sobre el
comportamiento del modelo. Este hecho debe tenerse en cuenta a la hora de disen˜ar el
sistema, para que, de este modo, su comportamiento se ajuste de la forma ma´s real posible
al proceso [10].
Los problemas que involucran retardos han sido estudiados en los u´ltimos an˜os, siendo
publicados diferentes trabajos relacionados con el tema. Por ejemplo, la resolucio´n de
problemas relativos a la estabilidad de sistemas con retardo ha sido estudiada en [8, 11] y
las propiedades estructurales de dichos sistemas en [5].
En este trabajo se estudia la influencia que produce el retardo existente en los estados
en la solucio´n de los sistemas perio´dicos. En primer lugar se construye la forma expl´ıcita
de la solucio´n de este tipo de sistemas. Usando esta solucio´n se obtienen las matrices
de alcanzabilidad y se estudia el efecto de los retardos en esta propiedad estructural.
Finalmente, se caracteriza dicha propiedad en te´rminos matriciales.
2. Solucio´n de un sistema con retardos en el estado
En esta seccio´n se obtiene la trayectoria de un sistema discreto N–perio´dico cuyo
comportamiento var´ıa a causa de la influencia del retardo en los estados.
Un sistema N -perio´dico generalizado viene dado por la siguiente ecuacio´n en diferen-
cias,
E(k)x(k + 1) = A(k)x(k) +B(k)u(k), k ∈ Z
donde E(k+N) = E(k) ∈ Rn×n es una matriz singular, es decir det(E(k)) = 0, A(k+N) =
A(k) ∈ Rn×n, B(k + N) = B(k) ∈ Rn×m y x(k) ∈ Rn y u(k) ∈ Rm son los vectores de
estado y de entrada respectivamente. Este sistema se denota por (E(·), A(·), B(·))N .
Una te´cnica utilizada en los sistemas N -perio´dicos generalizados consiste en desacoplar
el sistema en dos subsistemas y analizarlos por separado. Estos subsistemas tienen la
siguiente estructura
x1(k + 1) = A1(k)x1(k) +B1(k)u(k),
N(k)x2(k + 1) = x2(k) +B2(k)u(k), k ∈ Z
donde






siendo N(k) una matriz nilpotente y n2 = n− n1. El subsistema progresivo se denota por
(In1 , A1(·), B1(·)) y el subsistema regresivo por (N(·), In2 , B2(·)).
En la solucio´n de este tipo de sistemas esta´n involucradas las matrices de transicio´n
de estados. La matriz de transicio´n de estados asociada al subsistema progresivo viene
definida por
φA1(k, k0) = A1(k − 1)A1(k − 2) · · ·A1(0), k > k0, φA1(k0, k0) = I
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y la matriz de transicio´n de estados asociada al subsistema regresivo viene definida por
ψN (k, k0) = N(k)N(k + 1) · · ·N(k0 − 1), k < k0, ψN (k0, k0) = I.
En concreto para s = 0, 1, . . . , N − 1, las matrices A1,s = φA1(s + N, s) y Ns =
ψN (s, s + N) se denominan matriz de monodromı´a progresiva y matriz de monodromı´a
regresiva, respectivamente.
La solucio´n de un sistema N -perio´dico progresivo-regresivo viene determinada por las
siguientes expresiones,
x1(k) = φA1(k, s)x1(s) +
k−1∑
j=s





ψN (k, j)B2(j)u(j), k ≥ s, (1)
donde q = max{ind(Ns), s = 0, 1, . . . , N − 1}, siendo ind(Ns) el ı´ndice de nilpotencia de
Ns.
Ahora se considera el sistema N -perio´dico generalizado con un retardo en el estado
dado por la siguiente ecuacio´n en diferencias,
E(k)x(k + 1) = A1(k)x(k) +Ad(k)x(k − 1) +B(k)u(k), k ∈ Z
donde Ad(k + N) = Ad(k) ∈ Rn×n, representa el retardo. Este sistema se denota por
(E(·), A1(·), Ad(·), B(·))N .
Si Ad(k) = diag (Ad1(k), On2) y se aplica a este sistema la misma te´cnica que en el
caso sin retardos vista anteriormente, se obtienen las siguientes ecuaciones,
x1(k + 1) = A11(k)x1(k) +Ad1(k)x1(k − 1) +B1(k)u(k), (2)
N(k)x2(k + 1) = x2(k) +B2(k)u(k), k ∈ Z. (3)
En este caso, el subsistema progresivo (2) se denota por (In1 , A11(·), Ad1(·), B1(·))N y el
subsistema regresivo (3) por (N(·), In2 , B2(·))N .
Antes de obtener la solucio´n del subsistema progresivo (2), se definen las siguientes
matrices N–perio´dicas.
En la notacio´n utilizada a continuacio´n, s sen˜ala el instante inicial, k indica el nu´mero
de pasos, mientras que j es un contador. Para s = 0, 1, . . . , N−1, k ≥ 0 y j = 0, 1, . . . , k−1,
las matrices Sjk(s) vienen dadas por las siguientes expresiones,
Sjj (s) = 0,
j = k − 1, Sjk(s) = B1(s+ j),
j = 0, 1, . . . , k − 2, Sjk(s) = A11(s+ k − 1)Sjk−1(s) +Ad1(s+ k − 1)Sjk−2(s).
Para s = 0, 1, . . . , N − 1, k ≥ 0 y j = 0, 1, las matrices Gjk(s), se definen como
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k = 1, G01(s) = A11(s) y G
1
1(s) = Ad1(s),
k ≥ 2, j = 0, 1, Gjk(s) = A11(s+ k − 1)Gjk−1(s) +Ad1(s+ k − 1)Gjk−2(s).
Sin pe´rdida de generalidad se considera s = 0. Usando las matrices Sjk(0), j =
0, 1, . . . , k − 1 y G0k(0), G1k(0), k ≥ 0, se obtiene la solucio´n expl´ıcita del subsistema pro-
gresivo dado en el siguiente resultado.
Teorema. Se considera el subsistema N–perio´dico progresivo con retardo en el estado
(In1 , A11(·), Ad1(·), B1(·))N , dado en (2). La solucio´n del sistema viene dada por






siendo Sk(0) = [S0k(0), S
1
k(0), . . . , S
k−1
k (0)].
Demostracio´n. Para k = k − 1, se reemplaza la solucio´n (4) en el sistema (2),
x1(k) = A11(k − 1)x1(k − 1) +Ad1(k − 1)x1(k − 2) +B1(k − 1)u(k − 1)
= A11(k − 1)(G0k−1(0)x1(0) +G1k−1(0)x1(−1) + Sk−1(0)[u(0)′, . . . , u(k − 2)′]′)
+A11(k − 1)(G0k−2(0)x1(0) +G1k−2(0)x1(−1) + Sk−2(0)[u(0)′, . . . , u(k − 3)′]′)
+B1(k − 1)u(k − 1),
donde M ′ denota la matriz transpuesta de M . Como,
(A11(k − 1)G0k−1(0) +Ad1(k − 1)G0k−2(0))x1(0) = G0k(0)x1(0),
(A11(k − 1)G1k−1(0) +Ad1(k − 1)G1k−2(0))x1(−1) = G1k(0)x1(−1)
y
A11(k − 1)Sk−1(0)[u(0)′, . . . , u(k − 2)′]′ +Ad1(k − 1)Sk−2(0)[u(0)′, . . . , u(k − 3)′]′
+B1(k − 1)u(k − 1) =
= (A11(k − 1)S0k−1(0) +Ad1(k − 1)S0k−2(0))u(0)
+(A11(k − 1)S1k−1(0) +Ad1(k − 1)S1k−2(0))u(1) + . . .
+(A11(k − 1)Sk−3k−1(0) +Ad1(k − 1)Sk−3k−2(0))u(k − 3)
+(A11(k − 1)Sk−2k−1(0)]u(k − 2), B1(k − 1)u(k − 1),
se tiene que
x1(k) = G0k(0)x1(0) +G
1
k(0)x1(−1) + Sk(0)[u(0)′, . . . , u(k − 1)′]′,
siendo Sk(0) = [S0k(0), S
1
k(0), . . . , S
k−1
k (0)]. ¤
Por otra parte, la solucio´n del subsistema regresivo (3) viene definida por (1).
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3. Alcanzabilidad de un sistema con retardo en el estado
En esta seccio´n se estudia la propiedad de alcanzabilidad para un sistema discreto
N–perio´dico con retardo en el estado. Para ello se necesita la matriz de alcanzabilidad que
se construye a partir de la solucio´n del sistema.
Un sistema es alcanzable, si existe una sucesio´n de controles que conduce dicho sistema
desde el origen hasta el estado final.
Para el susbsistema progresivo, la matriz de alcanzabilidad viene definida por,





, k ∈ Z (5)
y para el subsistema regresivo, la matriz de alcanzabilidad viene definida por,
Rb (N(·), In2 , B2(·), s) = fil [ψN (s, s+ j − 1)B2(s+ j − 1)]qNj=1 , (6)
q = max{ind(Ns), s = 0, 1, . . . , N − 1}. No´tese que un estado alcanzable x en el tiempo s
en k pasos es dado por la sucesio´n de controles u(s), u(s+ 1), . . . , u(k+ qN − 1) y por las
matrices (5-6).
Se define la matriz de alcanzabilidad en el instante s, s = 0, 1, . . . , N −1, en nN pasos
del sistema progresivo-regresivo (2-3), como una matriz diagonal por bloques dada por
RnN (E(·), A1(·), Ad(·), B(·), s) =
diag[Rfn1N (In1 , A11(·), Ad1(·), B1(·), s), Rb (N(·), In2 , B2(·), s)].
En el siguiente resultado, se consigue una caracterizacio´n sobre la propiedad de alcan-
zabilidad.
Teorema. Se considera el sistema N–perio´dico con retardo en el estado (E(·), A1(·),
Ad(·), B(·))N , dado en (2-3). El sistema es alcanzable en el tiempo s, s = 0, 1, . . . , N − 1
si, y so´lamente si
rg (RnN (E(·), A1(·), Ad(·), B(·), s)) = n.
En el siguiente ejemplo se comprueba el resultado dado en el teorema anterior para un
sistema discreto 2–perio´dico con retardo en el estado.
Ejemplo. Sea (E(·), A1(·), Ad(·), B(·))2 un sistema discreto 2–perio´dico con retardo
en el estado dado por
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E(0) = E(1) =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 0 0
 A1(0) =

1 2 0 0
1 0 0 0
0 0 1 0




2 0 0 0
0 4 0 0
0 0 1 0
0 0 0 1
 Ad(0) =

2 1 0 0
0 0 0 0
0 0 0 0




0 0 0 0
0 1 0 0
0 0 0 0














Se consideran las matrices de alcanzabilidad para cada subsistema, siendo s = 0, 1. Para
s = 0 se obtiene,










= [(A11(1)A11(0)A11(1) +A11(1)Ad1(0) +Ad1(1)A11(1))B1(0),
(A11(1)A11(0) +Ad1(1))B1(1), A11(1)B1(0), B1(1)]
=
[ −8 10 −2 3
−8 13 0 1
]
Por otra parte, como q = 1,







rg (R8(E(·), A1(·), Ad(·), B(·), 0)) = 4 = n.
Para s = 1 se obtiene,










= [(A11(1)A11(0)A11(1) +A11(1)Ad1(0) +Ad1(1)A11(1))B1(1),
(A11(1)A11(0) +Ad1(1))B1(0), A11(1)B1(1), B1(0)]
=
[
42 −2 6 −1
28 −4 4 0
]
y






rg (R8(E(·), A1(·), Ad(·), B(·), 1)) = 4 = n.
Y por el teorema anterior se concluye que el sistema es alcanzable para s = 0, 1.
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