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Several properties of two-dimensional ternating Turing machines are 
investigated. The first part of this paper investigates the relationship between the 
classes of sets accepted by space-bounded and finitely leaf-size bounded three-way 
two-dimensional alternating Turing machines and the classes of sets which are finite 
intersections of sets accepted by space-bounded three-way two-dimensional 
nondeterministic Turing machines. The second part of this paper investigates the 
accepting power and closure properties (under Boolean operations) of two- 
dimensional ternating Turing machines with only universal states. 
1. INTRODUCTION 
Alternating Turing machines were introduced in Chandra et al. (1981) as 
a generalization of nondeterministic Turing machines and as a mechanism to 
model parallel computation. In related papers (Ladner et aI., 1978; Ruzzo, 
1980; Paul et al., 1980; Paul and Reischuk, 1980; King, 1980, 1981; 
Sudborough, 1980; Gurari and Ibarra, 1982), investigations of alternating 
machines have continued. Many problems about alternating machines remain 
to be solved, however. 
In Inoue et al. (1982, 1983), the authors introduced two-dimensional ter- 
nating Turing machines, and gave several properties of these machines. This 
paper continues the investigation of fundamental properties of two- 
dimensional alternating Turing machines, whose input tapes are restricted to 
square ones. We also investigate some properties of three-way two- 
dimensional alternating Turing machines. The three-way restriction is the 
two-dimensional analogue of the one-way restriction for one-dimensional 
machines studied by Hopcroft and Ullman (1967) and others. We believe 
that these investigations will give the reader deep understanding of two- 
dimensional Turing machines and alternating Turing machines. 
Section 2 gives terminology and notation necessary for this paper. 
For each integer k>~ 1, and any space-bounded function L, let 
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Y[TAT(L(rn),k)] (resp. t[TNT(L(m))]) be the class of sets of square 
tapes accepted by L(m) space-bounded and k leaf-size bounded three-way 
two-dimensional lternating Turing machines (Inoue et aI., 1982, 1983) 
(resp. accepted by L(m) space-bounded three-way two-dimensional non- 
deterministic Turing machines (Inoue and Takanami, 1979)). Further, for 
each integer k~>l, let Yk[TNT(L(m))]={AI~... nA~l each Ai~ 
Y[TNT(L(m))] }. 
It seems interesting to us to investigate the relationship between 
Y[TAT(L(m), k)] and t~[TNT(L(m))]. The main purpose of Section 3 is 
to show that S*[TNT(L(m))] ff S[TAT(L(m), k)] for any integer k ~ 2 and 
any L such that L(m) ~ log m where for functions f(m) and g(m), we write 
f(m) ~ g(m) when limm~ [f(m)/g(m)] = O. 
From this result, we might say that a parallel machine with cooperative 
processors is in general more powerful than a mechanism with the same 
number of processors which run independently. 
Sections 4, 5, and 6 investigate fundamental properties of two-dimensional 
alternating Turing machines which have only universal states, and whose 
input tapes are restricted to square ones. It is a very important unsolved 
problem (Chandra et aL, 1981) whether AHPl (the class of sets accepted by 
one-dimensional ternating Turing machines with only universal states in 
polynomial time) is equal to NPTIME (the class of sets accepted by one- 
dimensional nondeterministic Turing machines in polynomial time). We 
cannot solve this problem, but in Section 4 we show that there exists a set 
accepted by L(m) space-bounded three-way two-dimensional nondeter- 
ministic Turing machines, but not accepted by any L(m) space-bounded 
three-way two-dimensional ternating Turing machine with only universal 
states (TUT(L(m))), for any L such that (i) L(m) ~ m, or (ii) L(m) ~ log m 
and L(m)~ m 2. From this result, for example, we may say that for any L 
such that L(m)~ m 2, TUT(L(m))s are less powerful than ordinary L(m) 
space-bounded three-way two-dimensional alternating Turing machines 
(TAT(L(m)) s). In Section 5, we investigate the accepting power of four-way 
two-dimensional ternating Turing machines, and show, for example, that 
for any L such that L(m)~ log m, L(m) space-bounded four-way two- 
dimensional alternating Turing machines with only universal states 
(UT(L(m)) s) are less powerful than ordinary L(m) space-bounded four-way 
two-dimensional alternating Turing machines (AT(L(m))s). Section6 
investigates closure properties of TUT(L(rn))s, where L(m)~ m 2, under 
Boolean operations. We show, for example, that for any L such that (i) 
L(m) ~ m, or (ii) L(rn) >~ log m and L(m) ~ m 2, the class of sets accepted by 
TUT(L(m)) s is not closed under complementation. 
We conclude this section by summarizing the main results of this paper. 
For any function L, let f[TDT(L(m))] (resp. f[DT(L(m))]) be the class of 
sets of square tapes accepted by L(m) space-bounded three-way two- 
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dimensional deterministic Turing machines (resp. accepted by L(m) space- 
bounded four-way two-dimensional deterministic Turing machines). 
(1) If L(m) ~ log m, then Sk[TNT(L(m))]~ f [TAT(L(m),  k)] for 
any k >~ 2 (Theorem 3.3). 
(2) If (i) L(m)~m,  or (ii) L (m) ) log  m and L(m)~ m 2, then 
S[TDT(L(m))]~ S[TUT(L(m))]~ f[TAT(L(m))] ,  and Y[TUT(L(m))] 
and f [TNT(L(m))]  are incomparable (Theorem 4.1). 
(3) If (i) L(m)~m,  or (ii) L(m)>~log m and L(m)~m 2, then 
S[TUT(L(m))] ~ S[UT(L(m))] (Theorem 5.2). 
(4) If L(m) ~ log m, then f [DT(L(m))]  ~ S[UT(L(m))] 
Y[AT(L(m))] (Theorem 5.1). 
(5) S[TUT(0) ]~ Y[TDT(m)], and space m is necessary for TDTs to 
simulate TUT(0)s (Theorem 4.2). 
(6) S [UT(0) ]~f [TDT(m2)] ,  and space m 2 is necessary for TDTs 
to simulate UT(0)s (Theorem 5.3). 
(7) S[TUT(L(m))] is closed under intersection (Theorem6.6), but 
not under union if L(m) ~ log m (Theorem 6.5), nor under complementation 
if (i) L(m) ~ m, or (ii) L(m) >i log m and L(m) ~ m 2 (Theorem 6.1). 
2. PRELIMINARIES 
DEFINITION 2.1. Let 2; be a finite set of symbols. A two-dimensional 
tape over 27 is a two-dimensional rectangular array of elements of 2;. 
The set of all two-dimensional tapes over X is denoted by 2;(2~. Given a 
tape x C 2;~2), we let ll(x ) be the number of rows of x and 12(x ) be the 
number of columns of x. The set of all two-dimensional tape x over 2; such 
that l l (x)=m and 12(x)=n is denoted by 2;m×L If 1 <~i<<, ll(x ) and 
1 ~j~</2(x), we let x(i,j) denote the symbol in x with coordinates (i,j). 
Furthermore, we define 
x[(i,j), (i',j')], 
only when 1 <~ i <~ i' <~ ll(x ) and 1 ~ j  <<j' ~ 12(x), as the two-dimensional 
tape z satisfying the following: 
(i) l l (Z)=i ' - - i+ 1 and 12(z)=j ' - - j+ 1; 
(ii) for each k, r [l <~ k ~ll(Z), l <~ r<~12(z)] , z(k,r)= x(k + i -  I, 
r + j -1 ) .  (We call x[(i,j), (i', j ')] the [(i,j), (i',j')]-segment of x.) For 
x C S m×" the ith row x[(i, 1), (i, n)] of x is simply denoted by x[i, *]. 
This paper assumes that the reader is familiar with two-dimensional 
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Turing machines (Inoue and Takanami, 1979) and one-dimensional ter- 
nating automata (Chandra et al., 1981, Ladner et al., 1978). 
Two-dimensional ternating Turing machines were introduced in Inoue et 
al. (1982, 1983). 
DEFINITION 2.2. 
a seven-tuple 
where 
(1) 
(2) 
(3) 
(4) 
(s) 
(6) 
(7) 
down, no 
A two-dimensional lternating Turing machine (AT) is 
M=(Q,  qo, U,F,X,F,d),  
Q is a finite set of states, 
q0 ~ Q is the initial state, 
U c Q is the set of universal states, 
F c Q is the set of accepting states, 
S is a finite input alphabet (# ~ 27 is the boundary symbol), 
_F is a finite storage tape alphabet (B E F is the blank symbol), 
t~c_ (Q x (XU {#}) XF)  × (Q x (F -{B})  X {left, right, up, 
move} X {left, right, no move}) is the next move relation. 
A state q in Q-  U is said to be existential. As shown in Fig. 1, the 
machine M has a read-only (rectangular) input tape with boundary symbols 
"#"  and one semi-infinite storage tape I initially blank. Of course, M has a 
finite control, an input ape head, and a storage tape head. A position is 
assigned to each cell of the read-only input tape and to each Cell of the 
storage tape, as shown in Fig. 1. A step of M consists of reading one symbol 
from each tape, writing a symbol on the storage tape, moving the input and 
storage heads in specified irections, and entering a new state, in accordance 
with the next move relation 6. Note that the machine cannot write the blank 
symbol. If the input head falls off the input tape, or if the storage head falls 
off the storage tape (by moving left), then the machine M can make no 
further move. 
DEFINITION 2.3. A configuration of an AT M = (Q, q0, U, F, 27, F, 6) is 
a pair of an element of 27~2) and an element of 
C~ = (NU {0}) 2 X S M, S M = Q × (F -  {B})* X N, 
where N denotes the set of all positive integers. The first component of a 
~The restriction to one semi-infinite storage tape entails no loss of generality, since we 
consider only space-bounded machines. 
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FIG. 1, Two-dimensional ternating Turing machine. 
configuration 2 c = (x, ((i,j), (q, a, k))) represents the input to M. The first 
component (i,j) of the second component of c represents the input head 
position, and the second component (q, a, k) of the second component of e 
represents the state of the finite control, nonblank contents of the storage 
tape, and the storage head position. An element of C M is called a semi- 
configuration of M and an element of S M is called a storage state of M. If q 
is the state associated with configuration e, then c is said to be a universa[ 
(existential, accepting) configuration if q is a universal (existential, 
accepting) state. The initial configuration of M on input x is 
IM(X ) = (X, ((1, 1), (q0, 4, 1))), 
where ~. is the null string. 
A configuration represents an instantaneous description of M at some 
point in a computation. 
DEFINITION 2.4. Given M = (Q, q0,/_7, F, 2;, F, 6), we write c ~--M c' and 
say c' is a successor of c if configuration c' follows from configuration c in 
one step of Mr, according to the transition rules 6. The relation ~-v is not 
necessarily single valued, since 6 is not. ~M denotes the reflexive transitive 
closure of ~--M" A computation path of M on x is a sequence co ~--M Cl ~--M "'" 
~-MCn (n/> 0), where c 0=IM(x) .  A computation tree of M is a finite, 
nonempty labeled tree with the properties 
2We denote that O<~i~11(x )+1, O<~j<~12(x )+ 1, and l~k~<ia J+ 1, where for any 
string w, Iwl denotes the length of w (with 121 = 0). 
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(1) each node rc of the tree is labeled with a configuration l(7r), 
(2) if rc is an internal node (a non-leaf) of the tree, l(rc) is universal 
and {c l l (T r )~c}  = {cl ..... cg}, then zc has exactly k children PI ..... Pk such 
that l(Pi ) = c r 
(3) if z~ is an internal node of the tree and l(7r) is existential, then zr has 
exactly one child p such that l(zr) ~-M l(p). 
An accepting computation tree of M on an input x is a computation tree 
whose root is labeled with IM(x ) and whose leaves are all labeled with 
accepting configurations. We say that M accepts x if there is an accepting 
computation tree of M on input x. Define 
T(M) = {x E X (2) Im accepts x}. 
We next recall the definition of a three-way two-dimensional alternating 
Turing machine (Inoue et al., 1982, 1983)). 
DEFINITION 2.5. A three-way two-dimensional alternating 
machine (TAT) is an AT M = (Q, q0, U, F, Z', F, 3) such that 
c (Q × (zw {#}) × F) × (Q x (F -  {B}) X {left, right, down, 
no move} X {left, right, no move}). 
Turing 
(That is, a TAT is an AT whose input head can move left, right, or down, 
but not up.) 
In this paper, we shall investigate the properties of ATs and TATs whose 
input tapes are restricted to square ones and whose storage tapes are 
bounded (in length) to use. 
Let L : N ~ R be a function with one variable m, where R denotes the set 
of all nonnegative real numbers. With each AT (or TAT)  M we associate a 
space complexity function SPACE which takes configurations to natural 
numbers. That is, for each configuration c=(x , ( ( i , j ) , (q ,a ,k ) ) ) ,  let 
SPACE(c) ----lal. We say that M is L(m) space-bounded if for all m and for 
all x with 11 (x) = 12(x)  = m, if x is accepted by M then there is an accepting 
computation tree of M on input x such that for each node zr of the tree, 
SPACE(I(Tr))<~ [L(m)] 3. By "AT(L(m))"  ( "TAT(L(m))")  we denote an 
L(m) space-bounded AT (TAT) whose input tapes are restricted to square 
ones? Define 
f [AT(L (m)) ]  = {T I T= T(M) for some AT(L(m))  M}, 
f [TAT(L (m)) ]  = {T I T= T(M) for some TAT(L(m))  M}. 
3 Fr ] means the smallest integer greater than or equal to r. 
4 In Inoue et aL (1982, 1983), an L(m) space-bounded AT (TAT) whose input tapes are 
restricted to square ones is denoted by 2-ATMS(L(m)) (TR2-ATMS(L(m))). 
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By using the well-known technique, it is easily proved that for any constant 
k ~> 0, S[AT(k) ]  = f IAT(0) ]  and S[TAT(k) ]  -- 1[TAT(0)] .  In 
particular, we denote an AT(0) (TAT(0)) by "AF" ("TAF"). An AF (TAF) 
is an alternating version of a two-dimensional finite automaton (Inoue and 
Nakamura, 1977; Rosenfeld, 1979; Blum and Hewitt, 1967) (three-way two- 
dimensional finite automaton (Inoue and Takanami, 1979; Rosenfeld, 1979) 
whose input tapes are restricted to square ones. 
Two-dimensional deterministic and nondeterministic Turing machines 
(three-way two-dimensional Turing machines) (Inoue and Takanami, 1979) 
are special cases of ATs (TATs). For example, a two-dimensional nondeter- 
ministic Turing machine is an AT which has no universal state, and a two- 
dimensional deterministic Turing machine is an AT whose configurations 
each have at most one successor. By NT(L(m)) (DT(L(m)), TNT(L(m)), 
TDT(L(m))) we denote an L(m) space-bounded 5 two-dimensional nondeter- 
ministic Turing machine (two-dimensional deterministic Turing machine, 
three-way two-dimensional nondeterministic Turing machine, three-way two- 
dimensional deterministic Turing machine) with square input tapes. (See 
Inoue and Takanami, 1979 for definitions of these machines.) Furthermore, 
by NF (DF, TNF, TDF) we denote a two-dimensional nondeterministic 
finite automaton (two-dimensional deterministic finite automaton, three-way 
two-dimensional nondeterministic finite automaton, three-way two- 
dimensional deterministic finite automaton) with square input tapes. (See 
Inoue and Takanami, 1979; Blum and Hewitt, 1967 for definitions of these 
automata.) Let S[NT(L(m))]={TIT=T(M) for some NT(L(m))M t. 
f [DT(L (m)) ] ,  f [NF] ,  etc., are defined similarly. 
3. ACCEPTING POWER OF LEAF-SIzE BOUNDED TATs 
In Inoue et al. (1982, 1983), we introduced a new concept, called "leaf- 
size bounded computation," of alternating Turing machines. 6 
Basically, the "leaf-size" used by a TAT on a given input is the number of 
leaves of an accepting computation tree with fewest leaves. Leaf-size, in a 
sense, reflects the minimum number of processors that run in parallel in 
accepting a given input. 
DEFINITION 3.1. Let Z:N~R be a function. For each tree t, let 
LEAF(t) denote the leaf-size of t (i.e., the number of leaves of t). We say 
that a TAT M is Z(m) leaf-size bounded if for all x with l~(x) = 12(x) = m, if 
5 In Inoue and Takanami (1979), the term "L(m) tape-bounded" is used instead of the term 
°'L(m) space-bounded." 
6 King(1981) independently introduced the same complexity measure as "leaf size." In 
King (1981), the term "branching" is adopted instead of the term "leaf-size." 
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x is accepted by M then there is an accepting computation tree t of M on x 
such that LEAF(t)~< [Z(m)]. 
By TAT(L(m), Z(m)), we denote a Z(m) leaf-size bounded TAT(L(m)). Let 
TAF(Z(m)) denote a Z(m) leaf-size bounded TAF. Define 
S[TAT(L(m),  Z(m))] = {TI T= T(M) for some TAT(L(m), Z(m)) M}. 
f [TAF(Z(m)) ]  is defined similarly. 
DEFINITION 3.2. For any integer k/> 1 and for any L : N ~ R, define 
fk [TNT(L(m)) ]  
= f [TNT(L (m))  l, i fk = 1, 
= IA1 ~. . .  ~AkIA i E Y[TNT(L(m))],  1 4 i ~< k}, otherwise. 
fk [TNF] ,  etc., are defined similarly. 
It will be interesting to investigate a relationship between 
f [TAT(L(rn) ,  k)} and Sk[TNT(L(m))] .  The main purpose of this section is 
to show that Sk[TNT(L (m)) ]~ f [TAT(L (m) ,  k)] for any integer k ) 2 and 
any L : N~ R such that L(m) < log m. 
We first show that tk [TNT(L (m)) ]~ Sk+l[TNT(L(m))]  for any k ~>1 
and any L such that L(m) ~ log m. 
LEMMA 3.1. For any integer k >/1 and for any L : N-~ R, 
fk [TNT(L(m)) ]  _ S[TAT(L(m),  k)]. 
Proof For k= 1, the 1emma is obvious. For any k~> 2, let A in 
fk[YNT(L(m))]  be equal to A1 ~ ... ~Ak,  where for each i (1 ~ i <<, k), A i 
is accepted by some TNT(L(m)) M i. We consider a TAT(L(m), k) M' which 
acts as follows. Given an input x, M' first universally branches to directly 
simulate the actions of M 1 ..... Mk_ 1, andM k on x. M' enters an accepting 
state if an only if M i, 1 ~< i ~< k, enters an accepting state. It is obvious that 
T(M') = A. Q.E.D. 
LEMMA 3.2. For each integer k>~ 1, let T[k] = {x~ /0, 1}mXmlm ~ 
k & (there exist exactly k ls on thefirst row of x) & x[1, *] = x[2, *] }. Then 
(1) T[k] Efk [TDF] ;  
(2) T[k+I]q~f*[TNT(L(m))]  for any L :N~R such that 
L(rn) ~ log m. 
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Proof (1)For each k>/1 and each r(14r<,k), let Tr[k]= 
tx ¢ {0, 1 }mxm Ira >/k & (there exist exactly k ls both on the first and on the 
second rows of x) & (the symbol (on the second row) just below the rth 1 
(counting from left to right) on the first row of x is 1)}. It is easily seen that 
for each k >/1 and for each r(1 ~< r ~< k), Tr[k ] C S[TDF]. From this and 
the fact that T[k]  = Tl[k]~... ~Tk[k], it follows that part (1) of the 
lemma holds. 
(2) Below, we show that T[k+ 1] ¢ f [TAT(L (m) ,  k)] for any k >/1 and 
any L such that L(ra)~ log ra. From this and Lemma 3.1, it follows that 
part (2) holds. 
Suppose that there is a TAT(L(ra), k) M (with L(m) ~ log m) accepting 
T[k + 1]. We assume without loss of generality that M enters an accepting 
state only on the bottom boundary symbol #. Let s and r be the numbers of 
states (of the finite control) and of storage tape symbols of M, respectively. 
For each accepting computation tree t of M, let SC(t) be a "multi-set" of 
semi-configurations of M defined as follows (see Definition 2.3 for semi- 
configurations): 
SC(t) = {((2,j), (q, a, i))l e = (x, ((2,j), (q, a, i))) is a node label of t, and e 
is a configuration of M just after the input head reached the second row of 
x}, where x is the input associated with t. For each input x, let ACT(x) be 
the set of all accepting computation trees of M on x whose leaf-sizes are at 
most k. Furthermore, for each m >/k + 1, let 
V(ra)= {xC T[k+ 1]lll(x)=12(x)=m&x[(3 , 1), (m,m)] C {0} {2,} 
and for each x in V(m) let C(x)= {SC(t)lt C ACT(x)}. (Clearly, each tape x 
in V(m) is accepted by M, and so it follows, since we assumed that M enters 
an accepting state only on the bottom boundary symbol #, that for each x in 
V(m) C(x) is not empty.) Then, it is easily seen that for any two different 
tapes x, y ~ V(m), C(x) 0 C(y) = 0. 
Let p(m) be the number of possible semi-configurations of M just after the 
input head reached the second rows of tapes in V(ra). Then 
p(m) <~ s(m + 2) L(m) r L(m). 
Since for each x in V(m) and for each t in ACT(x) LEAF(t) is at most k, it 
follows that for each x in V(m) and for each t in ACT(x) 
r sc(t) j  ~ k. 7 
v For any set A, IA ] denotes the number of elements ofA. 
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Therefore, letting S(m)= tSC(t)lt ~ ACT(x) for some x in V(m)}, it follows 
that for some constants c and c', 
IS(m)l ~ cp(m) k<~ c'mkL(m) k s~L(m). 
As is easily seen, V (m)=(k~ ). Since L(m)<logm,  we have ]S(m)l < 
[ V(m)l for large m. Therefore for large m there must be different apes x, y in 
V(m) such that C(x) N C(y) 4= 0. This is a contradiction. Q.E.D. 
From Lemma 3.2, we can get 
THEOREM 3.1. For any integer k >/1 and for any L : N~ R such that 
L(m) < log m, 
(I) f*[TNT(L(m))]~fk+~[TNT(L(m))], and 
(2) t k[TDT(L(m))]~ Sk+I{TDT(L(m))]. 
COROLLARY 3.1. for any integer k >~ 1, 
(1) Sk[TNF]~Sk+1[TNF] ,  and 
(2) f~[TDF]~ fk+I [TDF] .  
As shown in the next theorem, if L(m)>/log m, then a situation which 
differs from Theorem 3.1 emerges. 
FACT 3.1 (Inoue and Takanami, 1979). f [TNT(L (m)) ]  and 
Y[TDT(L(m))]  are closed under finite intersection for any L such that 
L(m) >/log m(m >~ 1). 
THEOREM 3.2. For any integer k>/1 and for any function L(m)>/ 
log m(m >/1), 
(1) S~[TNT(L(m))] = S~[TNT(L(m))] = f[TNT(L(m))], and 
(2) fk [TDT(L(m)) ]  = S ' [TDT(L(m)) ]  = Y[TDT(L(m))] .  
Proof The theorem follows from Fact 3.1. Q.E.D. 
Remark 3.1. It is easily seen that t [NT(L (m)) ]  and f [DT(L (m)) ]  are 
closed under intersection for any L. From this fact, it follows that 
Yk[NT(L(m))] = t [NT(L (m)) ]  and Sk[DT(L(m))]  = S[DT(L(m))]  for 
any integer k >/1 and any L. 
We next derive the main theorem of this section. We need the following 
two lemmas. 
LEMMA 3.3. f [TNT(L(m))]~Uc>oS[TDT(mL(m)cL(m))]  for any 
function L : N ~ R. 
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Proof Let M be a TNT(L(m)), and s and r be the numbers of states (of 
the finite control) and storage tape symbols of M, espectively. We construct 
a TDT(mL(m)e L(m)) M' accepting the set T(M), where mL(m)eL(~)> 
(m +2)sL(m)ra(m)(m)1).  Suppose that an input tape x with / l (x)= 
/2(x) = m (m >~ 1) is presented to M'. Let C be the set of possible storage 
states of M on x. Clearly, [C[=(m+2)sL(m)r  L(m). For each 
i ( l~ i~ l~(x)+l=m+l) ,  let H(i) be a subset of {0,1 ..... m+I}XC 
defined as follows: 
H(1) = {(1,Po)}, where Po is the initial storage state of M (i.e., P0 is the 
storage state component of the initial configuration of M on x). 
H(i), i ) 2, = {(j,p)lI~4(x ) ~M (x, ((i - 1,j),p')) K- M (x, ((i,j),p)) for some 
p 'E  C, i.e., there exists a computation path (of M on x) leading to the 
configuration (x, ((i,j),p)) such that (x, ((i,j),p)) is the configuration just 
after the input head of M has reached the ith row of x}. M' simulates the 
action of M on x by successively generating H(1), H(2),.,.., H(i),..., on the 
storage tape, in such a way that for each i/> 1, M' replaces H(i) with 
H(i + 1) on the storage tape. Note that, since, by assumption, mL(m)e L{~) > 
(m+2)sL(m)rL(m)>/[H(i)] for each l< , iKm+ 1, M' can store each 
element of H(i} on the storage tape. It will be easy to see that M' can 
generate H(i + 1) from H(i) for each 1 ~< i ~< m. The details are left to the 
reader. 
M'  enters an accepting state if and only if it finds out that for some 
i ( l<~iKm+l) ,  H(i) contains at least one element (j, p) such that 
0 ~<j ~< m + 1 and p is a storage state whose state-component is an accepting 
state of M. It will be obvious that T(M')= T(M). Q.E.D. 
LEMMA 3.4. Let T 1 = tx E la, b, e}ZmxZmlm ~ 2 & ~i (1 <~ i ~ m)[x(i + 
re, l) = e & Vj(2~j<,2m)[x( i , j )  C {a,b} & x ( i+m, j )  ~ {a,b}]& 
Vr(i + m + 1 <. r <~ 2m)[x(r, 1) C {a, b}] & x[(i, 2), (i, 2m)] ¢ x[(i + m, 2), 
(i +m, 2m)]]}. Then 
(1) T 1 e f [TAF(2) ] ;  
(2) T 1 ~ Sk[TNT(L(rn))] for any integer k >~ 1 and for any L : N~ R 
such that L(m) ~ log m. 
Proof. (1): The set T 1 is accepted by a TAF(2) M which acts as follows. 
Given an input x (ll(x) = 12(x) = 2m, m >/1), starting on the upper left-hand 
corner of x, M existentially chooses some i, j(1 ~< i ~< 2m, 2 ~<j ~< 2m), to 
pick up the symbol x(i,j), and to store it in the finite control. Then M enters 
a universal state to choose one of two further actions : 
(a) One action is to check whether the segment x[(i, 2), (i, 2m)] does 
not contain the symbol e. If so, M moves right until it reaches the right 
boundary symbol #. Then M continues to move its input head H one cell 
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down for every two left moves of H. If H meets the symbol c on the leftmost 
column, M then checks that the segment (on the leftmost column) below this 
cell does not contain the symbol e. M enters an accepting state, if this check 
is successful. 
(b) The other action is to existentially choose one of the following two 
actions, each time H meets a symbol which differs from the symbol x(i, j) 
stored in the finite control: 
(i) One action is to continue to move down along thejth column, 
seeking for another symbol different from x(i,j). (In this case, M will not 
enter an accepting state on the way.) 
(ii) The other action is to move H to the left, and to check that H 
meets the symbol e. If this check is successful, then M checks that just the 
same row does not contain e except he leftmost cell, and that the segment 
(on the leftmost column) below the leftmost cell does not contain c. M enters 
an accepting state, if M succeeds in these checks. 
It will be obvious that M accepts T 1 . 
(2) Suppose that T1 is in L#k[TNT(L(m))] for some k>/1, where 
L(m) ~ log m. Let T 1 =A 1 ~ ... ~A k, where each A i E S[TNT(L(m))] .  
Since mL(m) h L{m) ~ m 2 for any constant h > 0, it follows from Lemma 3.3 
that each A i is in f [TDT(L ' (m) ) ]  for some function L ' (m) such that 
L '(m) >1 m (m >/1) and L '(m) ~ m 2. Therefore, from Fact 3.1, it follows that 
T 1 is in f [TDT(L ' (m) ) ] .  On the other hand, by using the same technique as 
in the proof of Lemma 3.5 (2) in Inoue and Takanami (1980), we can easily 
show that T1 is not in f [TDT(L ' (m) ) ] ,  which is a contradiction. Q.E.D. 
From Lemma 3.1 and 3.4, we get the following main theorem. 
THEOREM 3.3. For any integer k >~2 and for any L : N -*R  such that 
L(m) ~ log m, 
Yk[TNT(L(m))] ~ t [TAT(L (m) ,  k)]. 
COROLLARY 3.2. For any integer k >>. 2, 
tk [TNF]  ~ t [TAF(k ) ] .  
Remark 3.2. It is shown (Inoue et al., 1982, 1983) that 
t [TAT(L (m) ,  k)] = f [TNT(L (m)) ]  for any k >~ 1 and any L(m) >~ log m. 
From this and Theorem 3.2, it follows that dk[TNT(L(m))]  = 
f [TAT(L (m) ,  k)] for any k >/1 and any L(m) >~ log m. 
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4. THE ACCEPTING POWER OF TUTs  
We denote by TUT (TUF) a TAF (TAF) which has only universal states. 
For any function L :N-~R,  we denote by TUT(L(m)) an L(m) space 
bounded TUT, and let S[TUT(L(m))]  = {T IT= T(M) for some 
TUT(L(m)) M}. Y[TUF]  is defined in a similar way. 
In this section, we investigate the relationship between the accepting power 
of TUTs and TATs (TNTs or TDTs). 
The following lemma says that there exists a set accepted by a TNF, but 
not accepted by any TUT(L(m)) for any L such that L(m) ~ m. 
LEMMA 4.1. Let T2= {x~ {a,b}m×mlm>/2&x[1, *]=x[2, *]}. Then 
(1) T z E f [TNF]  8, and 
(2) T 2 ~ f[TUT(L(m))] for any L :N-4 R such that L(m) ~ m. 
Proof We only give the proof of (2), since (1) is easy to prove. Suppose 
that there exists a TUT(L(m)) M accepting T2, where L(m) ~ m. Let s and r 
be the numbers of states (of the finite control) and storage tape symbols of 
M, respectively. For each m ~> 3, let 
V(m)= {x E {a,b} mxmlx[1, "1 =x[2,  *] & x[(3, 1), (m,m)] ~ {a} (2'}. 
For each x in V(m), let S(x) and C(x) be sets of semi-configurations of M 
defined as follows: 
S (x )= {((2,j), (q, a, i)) I there exists a computation path of M on x, 
l~t(x) ~:a (x, ((1,j), (q', a', i'))) ~-~t (x, ((2,j), (q, a, i))) (that is, (x, ((2,j), 
(q, a, i))) is a configuration of M just after the input head reached the second 
row of x)}, 
C(x) = {o E S(x)] when, starting with the configuration (x, o), M proceeds 
to read the segment x[2, *], there exists a sequence of steps of M in which M 
never enters an accepting state}. 
(Note that, for each x in V(m), C(x) is not empty, since x is not in T~, 
and so not accepted by M.) Then the following proposition must hold. 
PROPOSITION 4.1. For any two different tapes x, y in V(m), C(x)(~ 
c(y)=o. 
Proof For otherwise, suppose that x4=y (x,y~ V(m)), C(x)~ 
C(y) ~ 0, and o E C(x) ~ C(y). Consider the tape z (with ll(z ) = 12(z) = m) 
satisfying the following (i) and (ii). 
(i) z[1, *] =x[1, *]; 
(ii) z[(2, 1), (m, m)] =y[(2, 1), (m, m)]. 
s If T~.~_ ~ '(2), then define T=X (21 -- T. 
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From (i) and the assumption that a E C(x), it follows that there exists a 
computation path of M on z, IM(z ) ~M (z, a). Further, from (ii) and the 
assumption that a EC(y) ,  it follows that when, starting with the 
configuration (z, a), M proceeds to read the segment z[(2, 1), (m, m)], there 
exists a sequence of steps of M in which M never enters an accepting state. 
This means that z is not accepted by M. (Note that all states of M are 
universal.) This contradicts the fact that z is in T 2 = T(M). Q.E.D. 
Clearly, [ V(m)l = 2 m, and p(m) <<, s(m + 2) L(m) r L(m), where p(m) denotes 
the number of possible semi-configurations of M just after the input head 
reached the second rows of tapes in V(m). Since L(m)~ m, we have 
[ V(m)[ > p(m) for large m. Therefore, it follows that for large m there must 
be two different tapes x, y in V(m) such that C(x)~C(y)~O.  This 
contradicts Proposition 4.1 and completes the proof of (2). Q.E.D. 
The following lemma says that there exists a. set accepted by a 
TNT(log m), but not accepted by any TUT(L(m)) for any L such that 
L(m) ~ m 2. 
LEMMA 4.2. Let T3={xE{a,  b l2mx2mlm~l&x[(1,1) , (m, 2 )J = 
x[(m+ 1, 1), (2m, 2m)]}. Then 
(1) T 3 ~ f [TNT( log m)], and 
(2) T~ ~ f [TUT(L(m)) ] fo r  any L :N~R such that L(m) ~ m 2. 
Proof The proof of (1) is given in the proof of Theorem 5.3 in Inoue and 
Takanami (1979). The proof of (2) is quite similar to that of Lemma 4.1(2). 
So the proof is left to the reader. Q.E.D. 
We need the following two lemmas. 
LEMMA 4.3. Let T 2 be the set described in Lemma 4.1. Then 
(1) T 2 ~ f [TUF] ,  and 
(2) T 2 ~ f[TNT(L(m))]  for any L : N-~ R such that L(m) ~ m. 
Proof The proof of (1) is easy. The proof of (2) is given in the proof of 
Lemma 3.1 (2) in Inoue and Takanami (1979). Q.E.D. 
LEMMA 4.4. Let T 3 be the set described in Lemma 4.2. Then 
(1) T 3 E f [TUT( log m)], and 
(2) T 3 ~ S[TNT(L(m))]  for any L : N ~ R such that L(m) ~ m 2. 
Proof The set T 3 is accepted by a TUT(Iog m) which, given an input 
x ~ {a, b} 2mx2m, simply checks by using universal states that for each i, j 
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(1 ~< i ~< m, 1 ~<j ~ 2m) x(i,j) = x(m + i,j). The proof of (2) is given in the 
proof of Lemma 3.2(2) in Inoue and Takanami (1979). Q.E.D. 
From Lemmas 4.1-4.4, we can get 
THEOREM 4.1. Let L :N~R be a function such that (i) L(m)~m,  or 
(ii) L(m) >>. log m(m ~ 1) and L(m) ~ m 2. Then 
(1) S [TUT(L (m)) ]~ f [TAT(L(m)) ] ,  
(2) S[TUT(L(m))]  is incomparable with S[TNT(L(m))] ,  and 
(3) S [TDT(L (m)) ]~ Y[TUT(L(m))].  
COROLLARY 4.1. (1) t [TUF]~ S[TAF] .  (2) f [TUF]  is incomparable 
with S[TNF] .  (3) S [TDF]  ~ S[TUF] .  
By using a technique similar to that in the proof of Lemma 3.3, we can 
show that, given a TUF M, one can construct a TDT(m) accepting the set 
T(M). (The proof is easy.) Thus it follows that f [TUF]  _c f [TDT(m)} .  On 
the other hand, as is easily seen, T 2 E-~[TDT(m)],  where T 2 is the set 
described in Lemma4.1. From these facts and Lemma4.3, we can get the 
following result. 
THEOREM 4.2. (1 )S[TUF]~S[TDT(m)} .  (2) m space is necessary 
and sufficient for TDTs and TNTs to simulate TUFs. 
Remark4.1. It is shown (Inoue et al., 1982, 1983)) that m 2 space is 
necessary and sufficient for TDTs to simulate TAFs. 
5. THE ACCEPTING POWER OF UTs  
We denote by UT (UF) an AT (AF) which has only universal states. For 
any function L :N~R,  we denote by UT(L(m)) an L(m) space bounded 
UT, and let f [UT(L (m)) ] - -{T IT= T(M) for some UT(L(m))M}.  f [UF]  
is defined in a similar way. This section first investigates a relationship 
between the accepting powers of UTs and ATs (NTs or DTs). 
We first give several preliminaries to get the desired result. Let 27 be a 
finite alphabet. For each m ~> 2 and each 1 ~< n ~ m-1 ,  an (m, n)-ehunk 
over Z" is a pattern x over 22 as shown in Fig. 2, where x 1 E Z (2), x 2 ~ z~ (2), 
ll(xl) = m -- 1, 12(xl) = n, I1(x2) = m, and 12(x2) = m -- n. Let M be a UT(I). 
Note that if the numbers of states and storage-tape symbols of M are s and r, 
respectively, then the number of possible storage states of M is slr t. Let Z be 
the input alphabet of M, and let # be the boundary symbol of M. For any 
(m, n)-chunk x over Z, we denote by x(#) the pattern (obtained from x by 
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surrounding x by #%) as shown in Fig. 3. Below, we assume without loss of 
generality that for any (m, n)-chunk over Z (m >~ 2, 1 ~< n ~< m - 1), M has 
the property (A) 9 : 
(A) M enters or exists the pattern x(#)  only at the face designated by 
the bold line in Fig. 3, and M never enters an accepting state in x(#). 
Then the number of the entrance points to x(#)  (or the exit points from 
x(#))  for M is n + 3. We suppose that these entrance points (or exit points) 
are numbered 1, 2 ..... n + 3 in an appropriate way. Let P --- { i, 2 ..... n + 3 } be
the set of these entrance points (or exit points). Let C = {ql, q2 ..... qu} be the 
set of possible storage states of M, where u = sl/ .  For each i C P and each 
qC C, let Mu,q)(x(#)) be a subset of PX  C U {L} which is defified as 
follows ( t  is a new symbol) :  
( I)  ( j ,p) C Mu,q)(X(#)) ¢> when M enters the pattern x(#)  in storage 
state q and at point i, there exists a sequence of steps of M in which M 
eventually exists x(#)  in storage state p and at point j. 
(2) L E Ma,q)(x(#))¢> when M enters the pattern x (#)  in storage 
state q and at point i, there exists a sequence of steps of M in which'M never 
9 Note that for any UT(I) M', we can construct a UT(I) M with the property (A) such that 
T(M) = T(M'). : 
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exits x(#). (Note the assumption that M never enters an accepting state in 
x(#).) 
Let x, y be any two (m, n)-chunks over £'. We say that x and y are M- 
equivalent if for each (i, q) E P × C, M(i,q)(X(#)) = M(i,q)(y(#)). For any 
(m, n)-chunk x over 27 and for any tape v E 27~×", let x[v] be the tape in X (2) 
consisting of v and x as shown in Fig. 4. 
The following lemma means that M cannot distinguish between two 
(m, n)-chunks which are M-equivalent. 
LEMMA 5.1. Let M be a UT(1) with the property (A), and X be the input 
alphabet of M. Let x and y be M-equivalent (m, n)-chunks over 27 
(m/> 2, 1 ~< n ~< m - 1). Then, for any tape v ~ 271×~, x[v] is accepted by M 
if and only if y [v ] is accepted by m. 
Proof. The lemma follows from the observation that there exists an 
accepting computation tree of M on x[v] if and only if there exists an 
accepting computation tree of M on y[v], since x and y are M-equivalent. 
Q.E.D. 
Clearly, M-equivalence is an equivalence relation on (m, n)-cbunks, and 
we get 
LEMMA 5.2. Let M be a UT(1) with the property (A) above, and 27 be the 
input alphabet of M. Then there are at most 
(2(n+3)u+ l)~,+3)u 
M-equivalence classes of (m, n)-chunks over 27, where u = sir l, s is the 
number of states of the finite control of M, and r is the number of storage 
tape symbols of M. 
Proof The proof is similar to that of Lemma 2.1 in Inoue and Takanami 
(1978). Q.E.D. 
We are now ready to prove the following key lemma. 
vI 
X 
F 
Fm. 4. xlv }. 
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LEMMA 5.3. Let T4={xE{a,b}m×mlm>~2&~i (2~i~m)[x[ i , * ]= 
x[1, *]]}. Then 
(1) T 4C f [AF] ,  and 
(2) T 4 ~ f [UT(L(m))]  for any L : N ~ R such that L(m) ~ log m. 
Proof The set T 4 is accepted by an AF M which acts as follows: Given 
an input x (l~(x) = I2(x ) = m >/2), M existentially (i.e., in existential states) 
chooses some row, say the ith row, of x. Then M universally tries to check 
that for each j(1 <~j<, m)x( i , j )=  x(1,j).  M enters an accepting state if this 
check is successful. (The details of the action of M are left to the reader.) 
Below, we prove (2). Suppose that there is a UT(L(m))  M '  accepting T4, 
where L(m)~ log m. Let s and r be the numbers of states (of the finite 
control) and storage tape symbols of M' ,  respectively. We assume without 
loss of generality that when M'  accepts a tape x in 7"4, it enters an accepting 
state only on the upper left-hand corner of x and that M '  never falls off an 
input tape out of the boundary symbol  #. (Thus, M '  satiesfies the property 
(A).) For each n ) 1, let 
V(n) = {x E {a, b}(2"+l)×~z"+l)lx[(l, 1) (2" + 1, n)] 
C {a,b} (2) &x[(1,  n + 1), (2 n + 1, 2" + 1)] 
Y (n )= {y6  {a, b}~X"}, 
and 
R(n) = {row(x)tx E V(n)}, 
where for each x in V(n), row(x)= {y E Y(n)] y = x[(i, 1), (i, n)] for some i, 
2 <~ i <~ ll(x ) = 2" + 1 }. Since t Y(n)l = 2", it follows that IR(n)l = the number 
of nonempty subsets of Y(n) = 2 2" - 1. Note that B = {plfor some x in V(n), 
p is the pattern obtained from x by cutting the part x[(1, 1), (1, n)] off} is 
the set of all (2" + 1, n)-chunks. Since M' can use at most L(2" + 1) cells of 
the storage tape when M'  reads a tape in V(n), from Lemma 5.2, it follows 
that there are at most 
E(n)  = (2(n+ 3)u[nl+l) (n+ 3)u[nl 
M'-equivalence classes of (2n+ 1, n)-chunks, where u[n]=sL(2"+ 1) 
r L~2"+I). We denote these M'-equivalence classes by C1, C2 ..... Ce(n). Since 
L(m) ~ log m (by assumption), it follows that L(2 n + I) ~ log(2 n + 1), and 
so L(2" + 1) ~ n. By using this fact, we have IR(n)l > E(n) for large n. For 
such n, there must be some Q, Q ' (Q¢Q' )  in R(n) and some C i 
(1 ~ i <, E(n)) such that the following statement holds: 
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There exist two tapes x, y in V(n) such that 
(i) for some row p in Q but not in Q', x[(1, 1), (1, n)] =y[(1,  1), 
(1, n)] =p,  
(ii) row(x) = Q and row(y) = Q', and 
(iii) both Px and py are in Ci, where Px(Py) is the (2 n + 1, n)-chunk 
obtained from x (from y) by cutting the part x[(1, 1), (1, n)] (the part 
y[(1, 1), (i, n)]) off. 
As is easily seen, x is in T 4, and so x is accepted by M'. Therefore, from 
Lemma5.1, it follows that y is also accepted by M', which is a 
contradiction. (Note that y is not in T4.) This completes the proof of (2). 
Q.E.D. 
Further, we need 
LEMMA 5.4. Let 
T 5 = {x C {a, b} (2m+l)×(2m+l) Im >~ 0 & x(m + 1, m + 1) = b 
(that is, the center symbol of x is b)}. Then 
(1) T, C f [TUF]  c f [UF] ,  and 
(2) T 5 ~ S[DT(L(m))]  for any L :N~ R such that L(m) ~ log m. 
Proof. (1) The set T 5 is accepted by a TUF M which acts as follows. 
Suppose that an input x with ll(x ) = 12(x ) = 2m + 1 (m/> 0) is presented to 
M. On each symbol x(i, i), 1 ~< i ~< 2m + 1, M enters a universal state to 
choose one of two further actions. One action is to simply move to the next 
symbol x(i + 1, i + 1) by moving along the diagonal. In this case, i fM meets 
the rightmost and lowermost boundary symbol #, then M enters an 
accepting state. The other action is to pick up and store the symbol x(i, i) in 
the finite control, to make a 90 ° right turn, and to move toward the border. 
In this case, if the symbol stored above is "a" and M meets the leftmost and 
lowermost boundary symbol #, then M never enters an accepting state, and 
otherwise M enters an accepting state. It will be obvious that T(M)= T 5 . 
(2) The proof of (2) is given in the Appendix. Q.E.D. 
From Lemmas 5.3 and 5.4, we get 
THEOREM 5.1. Let L : N ~ R be a function such that L(m) ¢ log m. 
Then, t [DT(L (m)) ]  ~ S[UT(L(m))]  ~ f [AT(L(m)) ] .  
Remark 5.1. We conjecture that f [NT(L (m)) ]  is incomparable with 
f [UT(L (m)) ]  for any L such that Lm) ~ log m. But we have no proof of 
this conjecture. It is also unknown whether or not Y [DT(L(m)) ]~ 
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f [UT(L(m))]~ f[AT(L(m))] for any L(m) >~ log m. By using a technique 
similar to that in the proof of Theorem 4.2 in Chandra et aL (1981), we can 
show that f[UT(L(m)] ___ f[DT(L(m)2)] for any L(m) ~ log m. 
As a corollary of Theorem 5.1, we get 
COROLLARY 5.1. f [DF]~ S[UF]~ f [AF] .  
We then investigate relationships between the accepting powers of UTs 
and three-way Turing machines. 
LEMMA 5.5. Let T 2 be the set described in Lemma 4.1. Then 
(1) T 2 ~ f [DF] ,  and 
(2) T 2 ~ f[TUT(L(m))] for any function L :N~R such that 
L(m) ~ m. 
Proof. Part (1) is obvious. Part (2) is given in Lemma 4.1 (2).  Q.E.D. 
LEMMA 5.6. Let T 3 be the set described in Lemma 4.2. Then 
(1) T 3 C f[DT(logm)], and 
(2) T 3 ~ S[TUT(L(m))] for any L :N~ R such that L(m) ~ m 2. 
Proof. Part (1) is obvious. Part (2) is given in Lemma 4.2(2). Q.E.D. 
From Lemmas 5.5 and 5.6, we get 
THEOREM 5.2. Let L : N-~R be a function such that (i) L(m) ~ m, or 
(ii) L(m)~logm(m>~l)  and L(m)~m z. Then, f [TUT(L(m))]~ 
f[UT(L(m))]. 
COROLLARY 5.2. f [TUF]~ f [UF] .  
Remark 5.2. From Lemmas 5.4 and 5.5, it follows, for example, that for 
any L such that L(m) ~ log m, 
(1) f[DT(L(m))] and f [DF]  are incomparable with [TUT(L(m))], 
and 
(2) f [TUF]  is incomparable with S[DT(L(m))]. 
We conjecture that f[UT(L(m))] is incomparable with f[TAT(L(m))] for 
any L such that L(m) ~ log m. But we have no proof of this conjecture. (Let 
T6={xC {a,b}m×mlm>/2&3i(l<~i<~m--1)[x[i,*]=x[m,*]] }. It is 
shown in Inoue et al., (1982, 1983) that T O ~ f [TAF] .  On the other hand, 
by using the same technique as in the proof of Lemma 5.3(2), we can show 
that T 6 ~ S[UT(L(m))] for any L such that L(m) ~ log m.) 
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We finally give the necessary and sufficient space for TDTs to simulate 
UFs. 
LEMMA 5.7. Let Tv={xC{a,b ,c}2mx2mlm) l&3 i (m+2~i<~2m) 
Ix[i, *] C {c} (2) & Vi' (1 ~ i' <~ 2m, i' 4= i)[x[i', *] C {a, b} (z)] & x[ i -  1, *] = 
x[ i -m-  1, *]]}. 
(1) T7 C S [UF] ,  and 
(2) T 7 ~ f [TDT(L (m)) ]  for any L :N~ R such that L(m) ~ m 2. 
Proof. (1) The set T 7 is accepted by a UF M which acts as follows: 
Given an input x with ll(X ) = I2(x ) = 2m (m >/1), M first checks that for one 
and only one i (m + 2 ~< i ~< 2m), the ith row of x consists of only e's, and 
that other rows do not contain the symbol c. If this check is successful, then 
M moves toward the leftmost symbol, x(i - m - 1, 1), of the ( i -  m - 1)th 
row of x. After that, M universally (i.e., in universal states) checks that for 
each j (1 ~ j  <~ 2m), x(i - m - 1,j) = x(i - 1,j). M enters an accepting state 
only if this check is successful. (The details of the action of M are left to the 
reader.) It will be obvious that T(M) = T 7. 
(2) The proof of (2) is quite similar to that of Lemma 3.5(2) in Inoue and 
Takanami (1978). So the proof is omitted here. Q.E.D. 
Let M be a UF, and s be the number of states of M. Given an input x with 
ll(X ) = 12(x) = m, the number of possible configurations of M is s(m + 2) 2, 
which is bounded by cm 2 for some constant c. From this, it is easily seen 
that if the input x is accepted by M, then there is an accepting computation 
tree of M on x whose computation paths from root to leaves each are of 
length at most cm 2. From this observation, it is easily ascertained that we 
can construct, by using the same idea as in the proof of Theorem 3.2 in 
Chandra et aI. (1981), a DT(m 2) M'  which, given an input with I t (x)= 
12(x ) = m, generates every computation path (of M on x of length at most 
cm 2) in a systematic way, and checks whether there is an accepting 
computation tree of M on x. This implies that _~[UF] _~ f /DT(m2)] .  In 
Inoue and Takanami (1979), it is shown that S[DT(mZ)] = f [TDT(m~)] .  
Therefore f [UF]c f [TDT(m2) ] .  Let T4 be the set described in 
Lemma 5.3. From Lemma 5.3(2), it follows that T 4 ~ f [UF] .  On the other 
hand, as is easily seen, T4 C d[TDT(m2)] .  From these observations and 
Lemma 5.7, we get 
THEOREM 5.3. (1) f [UF I~L#[TDT(m2) ] ,  and (2) m z space is 
necessary and sufficient for TDTs to simulate UFs. 
Remark 5.3. We conjecture that Y [UF]~ Y[TNT(m)],  but we have no 
proof of this conjecture. 
214 ITO ET AL. 
6. CLOSURE PROPERTIES OF TUTs 
This section investigates closure properties of TUTs under Boolean 
operations. In the one-dimensional case, it is an important open problem 
(Chandra et al., 1981; Hopcroft and Ullman, 1979) whether or not ~° 
AH~ (=co-NPTIME) is closed under complementation. We cannot solve this 
problem, but we show here that f [TUT(L (m)) ]  is not closed under 
complementation for any L such that L(m) ~ m 2. 
THEOREM 6.1. Let L : N-+R be a function such that (i) L(m) ~ m, or 
(ii) L(m) >/log m (m/> 1) and L(m) ~ m 2. Then S[TUT(L(m))]  is not 
closed under complementation. 
Proof The theorem follows from Lemmas4.1(2), 4.2(2), 4.3(1), and 
4.4(1). Q.E.D. 
Next we investigate closure properties of leaf-size bounded TUTs under 
complementation. Let L : N ~ R and Z : N ~ R be any function. We denote 
by TUT(L(m),Z(m)) (TUF(Z(m))) a Z(m) leaf-size bounded TUT(L(m)) 
(TUF), and let 
L#[TUT(L(m), Z(m))] = {T I T= T(m) for some TUT(L(m), Z(m))M}. 
f [TUF(Z(m)) ]  is defined in a similar way. Let T[k] be the set defined in 
Lemma 3.2. 
THEOREM 6.2. Let L :N~ R be a function such that L(m) ~ log m. 
Then, for any Z: N-~ R such that Z(m)>/2 (m >~ 1), f [TUT(L (m) ,  Z(m))] 
is not closed under complementation. 
Proof It is obvious that T[2] ~ f [TUF(2) ]  = t [TUT(0 ,  2)]. Therefore, 
in order to prove the theorem, it is sufficient to show that 
T[2] ~ t [TUT(L (m)) ]  for any L such that L(m)~ log m. To show this, 
suppose that there exists a TUT(L(m)) M accepting T[2], where 
L(m) ~ log m. Let s and r be the numbers of states (of the finite control) and 
storage tape symbols of M, respectively. For each m >~ 3, let 
V(m) = {x E T[2]]ll(X ) = 12(X ) ---- m & x[(3, 1), (m, m)] C {0}(2)}. 
For each x in V(m), let S(x) and C(x) be sets of semi-configurations of M 
which are defined in the same way as S(x) and C(x), respectively, in the 
proof of Lemma 4.1(2). Then, by using the same technique as in the proof of 
Proposition 4.1, we can show that the following proposition must hold. 
10 See Introduction. 
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PROPOSITION 6.1. For any two different tapes x, y in V(rn), C(x) 
c(y )  = 0.  
Clearly, [ V(m)l = (r;), and p(m) <~ s(m + 2) L(m) r L(m), where p(m) denotes 
the number of possible semi-configurations of M just after the input head 
reached the second rows of tapes in V(m). Since L(m)~ log m, we have 
] V(m)l > p(m) for large m. Therefore, it follows that for large m there must 
be two different tapes x, y in V(m) such that C(x)N C(y)4= 0. This 
contradicts Proposition6.1. Thus, it follows that T[2] ~S[TUT(L (m)) ] .  
This completes the proof of the theorem. Q.E.D. 
COROLLARY 6.1. For each integer k >~ 2, t [TUF(k ) ]  is not closed under 
eomplementation. 
In Theorem4.2 in Inoue et al. (1982,1983), it is shown that 
L/[TAT(L(m), k)] = t [TNT(L (m)) ]  for any L(m) >~ log m and for any 
integer k>/1. Similarly, we can easily show that f [TUT(L(m) ,k ) ]  = 
_~[TDT(L(m))] for any L(m)>/log m and for any integer k~> 1. On the 
other hand, it is shown (Inoue and Takanami, 1979) that f [TDT(L (m)) ]  is 
closed under each of Boolean operations for any L(m)>~ log m. Therefore, 
we get 
THEOREM 6.3. For any function L(m) >~ log m (m >~ 1) and for any 
integer k>/1, S[TUT(L(m),  k)] is closed under complementation, union, 
and intersection. 
We need the following two definitions for the next theorem. 
DEFINITION 6.1. A function E:N~ R is log-space countable if there is a 
one-dimensional deterministic Turing machine M which, when given a string 
of length m, halts after its read-write head has written down the k-adic 
notation of the number IZ(m)], for some k >~ 2, by using at most Ilog m] + 1 
cells of the storage tape, where M has a read-onl3~ input tape with end 
markers and one semi-infinite storage tape (Hopcroft and Ullman, 1979). 
DEFINITION 6.2. Let x be a two-dimensional tape with ll(x ) = l 2 (x) = m. 
As shown in Fig. 5a, let each tape cell of x be numbered 1, 2 ..... m 2 from top 
to bottom and from left to right on the same row. Then, for each 
1 <~i<~j<~ m 2, let x((Lj)) be the segment of x enclosed by the heavy solid 
line as shown in Fig. 5b. 
THEOREM 6.4. Let L : N-~ R and Z : N-~ R be any functions uch that 
(i) L(m) >1 log m (m ~> 1), 
(ii) L is fully space constructible, 
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FIG. 5. (a) The numbering oftape cells of x, (b) illustration of x((i,j)). 
(iii) Z is log-space countable, 
(iv) IL(m)]fZ(m)] <~ m2/2 (m >/1), and 
(v) 1,~ Z(m). 
Then, f [TUT(L(rn) ,  Z(m))] is not closed under eomplementation. 
Proof Let T[L, Z] be the following set, which depends on the functions 
L and Z in the theorem, 
T[L,Z]= {xe {0, 1}2m×2mlm>~ 1 
& X((1, [L(2m)][Z(2m)])) =x((2m 2+ 1, 2 
m 2 + [L(Zm)J[Z(2m)]))}. 
(Note that, from condition (iv) in the theorem, this set is well defined.) The 
set T[L,Z] is accepted by a TUT(L(m), Z(m))M which acts as follows. 
Suppose that an input x with ll(x) = 12(x) = 2 m (m ~> 1) is presented to M. 
While moving on the first row of  x, M first marks off exactly IL(2rn)] cells 
of the storage tape by using the number 2m of columns. While again moving 
on the first row, M then writes down the k-adic notation (for some k ~> 2) of 
the number [Z(2m)] on one track of the storage tape by using the number 
2rn of columns. (These actions are possible because of conditions (i)-(iii) in 
the theorem.) After that, M universally tries to check that, for each 1 ~ i ~< 
[Z(2m)], x(((i-- 1)[L(2m)] + 1, i[L(2m)]))= x((2m 2 + (i-- 1)[L(2rn)] + 1, 
2m2+i[L(2m)])). The remaining proof is left to the reader as an 
exercise. To complete the proof, we now show that T[L,Z] 
t [TUT(L(m) ,Z(m)) ] ,  where L and Z are the functions described in the 
theorem. The proof technique is similar to that of Lemma4.1(2). Suppose 
that there exists a TUT(L(m), Z(m)) M' accepting T[L, Z]. Let s and r be 
the numbers of states (of the finite control) and storage tape symbols of M', 
respectively. For each rn >/ 1, let 
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V(m) = {x E {0, 1}2m×2mlx ((1, [L(2m)]IZ(2m)])) 
= x((2m 2 + 1, 2m 2 + [L(2m)]IZ(2m)])) 
& (both x(([L(2m)]rz(zm)] + 1, 2m2)) 
and x((2m 2 + rL(zm)] 
IZ(2m)] + 1, 4m2)) consist of only O's)}. 
For each x in V(m), let S(x) and C(x) be sets of semi-configurations of M 
defined as follows: 
S(x) = {((2m z + 1,j), (q, a, i))[ there exists a computation path of M' on 
x, IM,(x ) ~ ,  (x, ((2m2,j), (q', a', i'))) ~-~, (x, ((2m 2 + 1,j), 
(q,a,i))) (that is, (x,((Zm 2 + 1,j), (q, ct, i))) is a 
configuration of M' just after the input head reached the first 
row of the bottom half of x)}, 
C(x)= laES(x)l  when, starting with the configuration (x, a), M' 
proceeds to read the bottom half of x, there exists a sequence 
of steps of M' in which M' never enters an accepting state/. 
(Note that, for each x in V(m), C(x) is not empty, since x is not in T[L, Z], 
and so not accepted by M'.) By using the same technique as in the proof of 
Proposition 4.1, we can easily show that the following proposition must 
hold. 
PROPOSITION 6.2. for any two different tapes x, y in V(m), 
C(x) m c(y )  = o. 
As is easily seen, ] V(m)] = 2 [/42m)llz~2m)1, and p(m) <~ s(2m + 2) L(2m) r L~2m~, 
where p(m) denotes the number of possible semi-configurations of M' just 
after the input head reached the first rows of the bottom halves of tapes in 
V(m). From conditions (i) and (v) in the theorem, it follows that 
I V(m)l > p(m) for large m. Therefore, it follows that for large m there must 
be two different tapes x, y in V(m) such that C(x)~ C(y)~O.  This 
contradicts Proposition 6.2. Thus, T[L,Z] ~_ S[TUT(L(m), Z(m))]. This 
completes the proof of the theorem. Q.E.D. 
We then investigate closure properties of TUTs under union. 
LEMMA 6.1. Let T l = {x ~ {0, 1 }m ×m t m ~> 2 & (there exist exactly two 
l's on the first row of x) & (the symbol (on the second row)just below the 
left 1 on the first row of x is 0)} and Tr= {xC {0, 1}mXmlm>/2& (there 
exist exactly two ls on the first row of x) & (the symbol (on the second row) 
just below the right 1 on the first row of x is 0)}. Then 
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(1) Tt, T r C t [TDF]  = S[TUT(0,  1)], and 
(2) TIUTr~.g#[TUT(L(m))] for any L:N--+R such that 
L(m) ~ log m. 
Proof. We only give the proof on (2), since (1) is easy to prove. Suppose 
that there exists a TUT(L(m)) M accepting TlU Tr, where L(m)~ log m. 
Let s and r be the numbers of states (of the finite control) and storage tape 
symbols of M, respectively. For each m >~ 3, let n 
V(m)= {xC T[2] l l~(x)=12(x)=m&x[(3 , 1),(m, m)l C {0}'z~}. 
For each x in V(m), let S(x) and C(x) be sets of semi-configurations of M 
which are defined in the same way as S(x) and C(x), respectively, in the 
proof of Lemma 4.1(2). (Note that for each x in V(m), C(x) is not empty, 
since x is not in T l U T r, and so not acepted by M.) 
Clearly, IV(m)l = (7), and p(m)~s(m + 2)L (m)r  L~m), where p(m) 
denotes the number of possible semi-configurations of M just after the input 
head reached the second rows of tapes in V(m). Since L(m) ~ log m, we have 
I V(m)l > p(m) for large m. Therefore, it follows that for large m there must 
be two different apes x, y in V(m) such that C(x) N C(y) 4: 0. We consider 
the tape z (with ll(z) = 12(z ) = m) satisfying: 
(i) z[1, *] =x[1, *]; 
(ii) z[(2, 1), (m, m)] =y[(2, 1), (m, m)]. 
Then, by using the same manner as in the proof of Proposition 4.1, we can 
show that z is not accepted by M. This contradicts the fact that z is in 
T t U T r = T(M). This completes the proof of (2). Q.E.D. 
From Lemma 6.1, we can get 
THEOREM 6.5. Let L : N-+ R be a function such that L(m) ~ log m. 
Then, (1) S[TUT(L(m))]  is not closed under union, and (2) 
S[TUT(L(m),  Z(m))] is not closed under union for any Z:N~ R such that 
Z(m)>~ 1 (m >~ 1). 
COROLLARY 6.2. For each k >~ 1, f [TUF(k ) ]  is not closed under union. 
It is unknown whether or not S[TUT(L(m)]  is dosed under union for 
any L such that L(m) ~ log m and L(m) ~ m 2. 
We finally investigate closure properties of TUTs under intersection. 
THEOREM 6.6. For any L : N-~ R, t [TUT(L (m)) ]  is closed under inter- 
section. 
~ TI2 ] is the set defined in Lemma 3.2. 
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Proof The proof is left to the reader as an easy exercise. Q.E.D. 
LEMMA 6.2. Let Tr[k ] be the set defined in the proof of Lemma 3.2(1). 
Then, for each integer k >/1 and each 1 <, r <, k + i, 
(1) Tr[k+ 1] ES[TDF]  =t [TUT(0 ,  1)] and 
(2) ,nk + l Ts[k + 1] q~ f [TUT(L(m), k ) ] for any L : N ~ R such that 
L(m) ~ log m. 
Proof. The proof of (1) is omitted here. To prove (2), we first note that 
1Ts[k+ 1], where T[k+ 1] is the set defined before T[k + 11 = (") ~+=~ 
Lemma3.2. It is shown in the proof of Lemma3.2(2) that T[k+ 1] 
f [TAT(L (m) ,  k)] for any L such that L(m) ~ log m. Part (2) of the lemma 
directly follows from this observation. Q.E.D. 
The following theorem follows from Lemma 6.2. 
THEOREM 6.7. Let L :N-~ R be a function such that L(m) ~ log m. 
Then, for each k ~> 1, f [TUT(L (m) ,  k)] is not closed under intersection. 
It is unknown whether or not [TUT(L(m), Z(m))] is closed under inter- 
section for any L and Z such that L(m) >~ log m and 1 ~ Z(m). 
APPENDIX:  THE PROOF OF LEMMA 5.4(2) 
For each n>/ 1, let U(n)={xC {a,b}nXn}. Then any tape in U(n) is 
called an n-chunk. Let M be a DT(l). Note that if the numbers of states and 
storage tape symbols of M are s and r, respectively, then the number of 
possible storage states of M is slr I. Let {a, b} be the input alphabet of M. 
The number of the entrance points to an n-chunk x (or the exit points from 
x) for M is 4n. We suppose that these entrance points (or exit points) are 
numbered 1, 2,..., 4n in an appropriate way. Let P = {1, 2,..., 4n} be the set of 
these entrance points (or exit points). Let C= {ql, q2,..., qu} be the set of 
possible storage states of M, where u=s l r  t. For each x E U(n), let 
M x : P × C ~ P X C U {L } be a mapping which is defined as follows (L is a 
new symbol) : 
(1) Mx(i, q) = ( j ,p) if and only if when M enters the n-chunk x in 
storage state q and at point i, it eventually exits x in storage state p and at 
point j. 
(2) Mx(i, q) = L if and only if when M enters the n-chunk x in storage 
state q and at point i, it does not exit x at all. 
Let x, y be any two n-chunks. We say that x and y are M-equivalent if for 
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any (i, q) @ P × C, Mx(i, q) = My(i, q). Thus, M cannot distinguish between 
two n-chunks which are M-equivalent. Clearly, M-equivalence is an 
equivalence relation on n-chunks, and we easily see that the following 
proposition holds. 
PROPOSITION A. Let M be a DT(I), whose input alphabet is {a, b}. There 
are at most 
(4nu + 1) 4"u 
M-equivalence classes of n-chunks, where u = slr l, s is the number of states 
of the finite control of M, and r is the number of storage tape symbols of M. 
We are now ready for the 
Proof of Lemma 5.4(2). The proof is similar to that of Theorem 1 in 
Blum and Hewitt (1967). Suppose that there is a DT(L (m))M accepting Ts, 
where L(m)~ log m. Let s and r be the numbers of states (of the finite 
control) and storage tape symbols of M, respectively. We assume without 
loss of generality that when M acccepts an input x in Ts, it halts on the 
upper left-hand corner of x. For each n ~> 0, let 
V(n)= {x~ {a,b}12n+l)x(zn+l)}. 
Since M can use at most L(2n + 1) cells of the storage tape when M reads a 
tape in V(n), from Proposition A, there are at most 
E(n) = (4nu[n] + 1) 4"ut"l 
M-equivalence classes of n-chunks, where u[n] =sL(2n+ 1)r L~2n+l) We 
denote these M-equivalence classes by C 1, C 2 ..... Ce(n). Clearly, the total 
number of n-chunks is 2 "2. Since L(m)~logm (by assumption), 
L(2n+l )~ log(2n+ 1), and so L(2n+ 1)~logn .  By using this fact, it 
follows that for large n, 2"2> E(n). For such n, there must be some C i 
(1 ~< i<~E(n)) such that ]c,I >/2. Let x, y be two different n-chunks in C i 
and suppose without loss of generality that for some rl, r 2 (1 ~< r l, r 2 ~< n), 
x(r 1, r2) = b and y(rl, r2) = a. We consider the the two tapes z, z '  E {a, b} ~2) 
satisfying the following three conditions: 
( i )  l l (z)  = 12(z)  = l~(z') = 12(z') = 2n + 1; 
(ii) z [ (n - r l+2 ,  n - r2+2 ), (2n- r l+ l ,  2n- r2+l ) ]=x  and 
z'[(n -- r I + 2, n -- r 2 + 2), (2n - -  r I + 1, 2n - -  r 2 q -  1)] =y;  
(iii) z and z'  are equal except the segment described in (ii). 
2-D ALTERNATING TURING MACHINES 221 
As is easily seen, z is in T 5, and so z is accepted by M. Since x and y are 
M-equivalent ,  it fol lows that z '  is also accepted by M, which is a 
contradict ion.  (Note that z '  is not in Ts. ) This completes the proof  of  the 
Lemma 5.4(2). Q.E.D.  
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