Abstract. Let m be a unidimensional measure with dimension d. A natural question is to ask if the measure m is comparable with the Hausdorff measure (or the packing measure) in dimension d. We give an answer (which is in general negative) to this question in several situations (self-similar measures, quasi-Bernoulli measures). More precisely we obtain fine comparisons between the mesure m and generalized Hausdorff type (or packing type) measures. The Law of the Iterated Logarithm or estimations of the L q -spectrum in a neighborhood of q = 1 are the tools to obtain such results.
Introduction
For a given probability measure m in R D we define as usual When the equality dim * (m) = dim * (m) is satisfied, we say that the measure m is unidimensional and we denote by dim(m) the common value. In this situation, the measure m is carried by a set of dimension d = dim(m) while m(E) = 0 for every Borel set E satisfying dim(E) < d.
For such a unidimensional measure, it is natural to try to compare the measure m with the Hausdorff measure H d and to ask the following question : Question 1.1. Does there exist a set E 0 ⊂ supp (m) and a constant C > 0 such that for every Borel set A, m(A)
Or in a weaker form : Question 1.2. Does there exist a set E 0 ⊂ supp (m) and a constant C > 0 such that for every Borel set A, definition) it is well known that the Hausdorff dimension of the compact set K is the unique positive real number δ such that k i=1 r δ i = 1. A way to obtain this result is the following. Let p = (p 1 , · · · , p k ) be a probability vector and m be the unique probability measure such that
The measure m is unidimensional with dimension
We can refer to [9] or [12] for a proof of this formula. The maximal value of dim(m) in (1.4) is obtained when p i = r δ i for all i. In that case, dim(m) = δ and it is possible to show that m(A) ≈ H d (A ∩ K) for all A. That is the reason why in particular dim(K) = δ. As we will see in Section 3, this situation is exceptional. For any other choice of the probability vector p, the measure m is singular with respect to the Hausdorff measure H dim(m) . More precisely, using the Law of the Iterated Logarithm, we will obtain in Theorem 3.1 precise logarithm corrections in the comparison between the measure m and Hausdorff type measures.
Similar quantities involving the packing measure P s and packing dimension Dim can be defined They are respectively called the lower and upper packing dimension of the measure m. For more details on packing dimension and packing measures, we can refer to [8] or to the original paper of Tricot [22] .
There are two fondamental ways to compute or to estimate the dimension of a measure.
On one hand, the calculation of the dimension of measures may be a consequence of some independance properties and the use of the strong law of large numbers. This is in particular the case for self-similar measures under some separation condition.
On the other hand, in a more abstract and general context, it is well known that the quantities defined in (1.1) and (1.5) are strongly related to the derivatives τ ′ − (1) and τ ′ + (1) of the L q -spectrum at point 1 (see [11] or [20] for example). In particular, if τ ′ (1) exists, the measure is unidimensional and we have
This is in particular the case for the so called quasi-Bernoulli measures (see Section 4 or [6] for a precise definition and [11] where it is proved that the L q -spectrum is differentiable in this situation).
There are numerous works dealing with the comparison between measures and Hausdorff measures or packing measures. This can be done in an abstract context ([6] , [11] , [3] , [14] ), in a dynamical context ( [16] , [23] ) or for concrete measures as harmonic measures ( [2] , [4] , [5] , [17] , [18] ). Logarithmic corrections are also proposed in several situations. In particular, Makarov and Makarov-Volberg obtained such corrections for the harmonic measure, respectively in Jordan domains ( [17] ) and in self-similar Cantor sets ( [18] ). Using a dyadic martingale that approximates the logarithm of the densities of the measure at different scales, Llorente and Nicolau [15] also obtained some abstract (and in general non explicit) logarithmic corrections in the case of doubling measure.
In this work we pursue such studies and we try to obtain logarithmic corrections in several situations, using the following two ideas. On one hand, the Law of the Iterated Logarithm, which is more precise than the Strong Law of Large Numbers, can be used in the case where some independance properties are satisfied. On the other hand, estimations of τ (1 + q) − qτ ′ (1) near q = 0 where τ is the L q -spectrum of the measure m allow us to derive more precise comparisons beetwen m and generalized Hausdorff or packing measures. In particular, logarithm or iterated logarithm corrections may be obtained in some situations.
The paper is organised as follows. In Section 2, we study the case of Bernoulli products and give fine comparisons with Hausdorff type or packing type measures. In particular such a Bernoulli product m is singular with respect the the Hausdorff measure H d but absolutely continuous with respect to the packing measure P d where d is the dimension of the measure m. This elementary fact, which is a consequence of the Law of the Iterated Logarithm seems not to be very present in the litterature. The motivation in studying such a toy example is that it contains the fundamental ideas that will be developped in the next sections. In Section 3 we generalize the results of Section 2 to the case of self-similar measures like (1.3), when the Open Set Condition is satisfied.
Finally, the last section is devoted to the study of quasi-Bernoulli measures. Of course, in such a general situation we do not have independance properties which allow to use the Law of the Iterated Logarithm. Nevertheless, in a large situation we obtain upper bounds of type LIL (Section 4.1) and we prove that fine comparisons between the measure m and Hausdorff (or packing) type measures in the reverse sens are strongly related to the behaviour of the L q -spactrum near the point q = 1 (Sections 4.2 and 4.3). In particular, in much situations, a quasi-Bernoulli measure is already singular with respect to the Hausdorff measure H dim(m) but absolutely continuous with respect to the packing measure P dim(m) .
Bernoulli products
We begin by the study of a classical example. Let (F n ) n≥0 be the family of ℓ-adic cubes of the n th generation on [0, 1) D , in other words :
Suppose for simplicity D = 1 and ℓ = 2. Let m be the Bernoulli product on [0, 1) with parameter 0 < p < 1.
It is defined as follows. If ε 1 · · · ε n are integers in {0, 1}, and if
It is well known that the measure m is unidimensional with dimension
This is an easy consequence of the strong law of large numbers applied to the sequence of independent Bernoulli random variables (ε n ) n≥1 . Here, the space [0, 1) is equipped with the probability measure m (see for example [9] or [12] ).
It is then natural to think that the Law of the Iterated Logarithm gives a more precise result. Curiously this elementary fact is not very present in the litterature. Let us only mention [21] in which the law of the iterated logarithm is used in a weak form in order to prove that the measure m is singular with respect to the Hausdorff measure H d .
Proposition 2.1. Let m be a Bernoulli product with parameter 0 < p < 1 satisfying
and denote Θ(t) = 2 √ 2 log 2 (1/t) ln ln log 2 (1/t) .
For all ε > 0 we have :
Remark 2.2. Bernoulli products are particular cases of the self-similar measures described in (1.3). We have k = 2, S 1 (x) = x/2, S 2 (x) = (1 + x)/2, and p = (1 − p, p). The self-similar compact set K is the unit interval [0, 1] with dimension 1. The case p = 1/2 corresponds to the Lebesgue measure : it is the natural self-similar measure on the compact set K. In the other cases, the measure m is singular with respect to the Hausdorff measure H dim(m) .
Remark 2.3. In a famous paper ( [17] ), Makorov proved that the harmonic measure of a Jordan domain is unidimensional with dimension 1 and obtained similar iterated logarithm corrections.
Proof of Proposition 2.1. We first prove (1). Let
where I n (x) denotes the unique interval in F n containing x and I n (x) = I ε1···εn . The random variables X n are independant and identiquely distributed. An easy calculation gives
where d and σ are the quantities introduced in the proposition. Derive from the Law of the Iterated Logarithm that, dm-almost surely,
Furthermore, S n = − log 2 (m(I n (x))). Therefore, we get
where |I n (x)| = 2 −n is the length of the interval I n (x). It is classical to deduce (see for example [19] ) that for every set E,
where
Moreover, the measure m is carried by the set lim inf n B n and the result yields.
We now prove (2). Let ε > 0. A consequence of (2.2) is also that dm-almost surely,
The full measure set E 0 which is just described satisfies H Ψ (E 0 ) < +∞ where
Using that ε is arbitrary small, we can deduce that m is singular with respect to H Ψ for every ε > 0. In particular, t d ≪ Ψ(t) when t goes to 0, so that m⊥H d and the proof of Proposition 2.1 is complete.
The Law of the Iterated Logarithm also says that dm-almost surely,
This asymptotic behavior is deeply related to comparisons between the measure m and packing measures. That is what is shown in the following twin proposition.
Proposition 2.4. The notations are the same as in Proposition 2.1. For all ε > 0 we have :
In particular, Dim * (m) = Dim
Proof. The relation (2.3) implies that dm-almost surely
and assumption (1) holds with similar arguments as in Proposition 2.1 (using packing instead of coverings). More precisely, for every set E, one has
and the sets B n are such that m (lim sup n B n ) = 1.
In particular,
On the other hand, we have dm-almost surely
.
It is clear that
−(σ+ε) and P ψε is the pre-measure related to the packing measure P ψε (see [8] for the link between P ψε and P ψε ). It follows that P ψ2ε (E n0 ) = 0 and P ψ2ε n0 E n0 ≤ n0 P ψ2ε (E n0 ) = 0. Moreover, m n0 E n0 = 1. This implies (2) (ε is arbitrary small).
A more general situation : self-similar measures
The results established in the previous section are particular cases of the more general situation of self-similar measures. We can prove the following general theorem.
Theorem 3.1. Let K be the attractor of a family of similarity transformations
where S i has similarity ratio 0 < r i < 1. Suppose that the Open Set Condition is satisfied and let δ = dim(K) be the Hausdorff dimension of K. Recall that δ is the unique positive solution of the equation
be a probability vector and m be the self-similar probability measure such that
Suppose that d = δ (which is equivalent to σ > 0) and let
In particular, m⊥H d .
Recall that the Open Set Condition states that there exists a non-empty and bounded open set
Proof of Theorem 3.1. We give the complete proof in the particular case where the strong separation condition is satisfied (i.e. in the case where the S 1 (K), · · · , S k (K) are disjoint compact sets) and then say a few words in the general case.
In the case where the strong separation condition is satisfied, the application
is an homeomorphism between the symbolic Cantor set {1, · · · , k} N * and the selfsimilar set K. Moreover, the measure m is nothing else but the image of a multinomial measure on {1, · · · , k} N * through this homeomorphism. Let
For every x ∈ K there exists a unique sequence i 1 (x), · · · , i n (x), · · · such that x ∈ K i1(x)···in(x) for all n. Moreover, the random variables i 1 , · · · , i n , · · · are independant and uniformly distributed with distribution
and R n (x) = |K n (x)| where |A| denotes the diameter of the set A.
We may suppose without lost of generality that |K| = 1 and we define for every n ≥ 1 the random variable
with the convention S 0 = 0.
The random variables X n are independant, uniformly distributed and take the value − ln p i + d ln r i with probability p i . An easy calculation gives
The Law of the Iterated Logarithm states that almost surely,
On the other hand, ln R n = ρ 1 + · · · + ρ n where the ρ j are independant, uniformly distributed and such that for all i ∈ {1, · · · , k}, m({ρ n = ln r i }) = p i . The strong law of large numbers says that almost surely,
Combining (3.2) and (3.3), we deduce that dm-almost surely,
Let ε > 0. Using the notation introduced in the theorem, we conclude that almost surely
The size of the K n (x) are exponentialy decreasing in the sense that
It is then well known that Hausdorff measures of subsets of K computed with coverings using the K n (x) are comparable to the genuine ones. In the same way as in Section 2, we can then conclude that for all ε > 0,
and the proof is finished in the case where the strong separation condition is satisfied.
In the general case we have to adapt the argument. The difficulty is that the function π defined in (3.1) is always surjective but not one to one. We will use the following lemma which was proved by Graf in [10] . 
We define the following families of subsets of K. If n ≥ 1 and
n , is constituted of k n disjoint G δ subsets of R D and satisfies :
∀j ∈ {1, · · · , k} .
Moreover for every x ∈ K 0 , there exists a unique sequence (i 1 (x), · · · , i n (x), · · · ) such that for every integer n ≥ 1, x ∈ K 0 i1(x)···in(x) . We can extend the applications i 1 , · · · , i n , · · · in a mesurable way and define for every x ∈ K K n (x) = K i1(x)···in (x) such that x ∈ K n (x). Moreover the random variables i 1 , · · · , i n , · · · are independant, uniformly distributed and such that m({i n = i}) = p i . We can already use the Law of the Iterated Logarithm and obtain (3.4) which is the key to prove Theorem 3.1. Remark 3.4. It is classical to establish that the L q -spectrum of the measure m is given by the implicit equation
We can refer to [1] or [9] where this formula is obtained and where the link with multifractal formalism is shown. The function τ is analytic and an easy calculation gives τ ′ (1) = −d and τ ′′ (1) = σ 2 . In other words,
We will see in Section 4 that such an estimate is the key to obtain quite similar results for quasi-Bernoulli measures.
Of course a similar result involving packing measures is also true. For all ε > 0 we have :
In particular, P d (E) < +∞ ⇒ m(E) = 0.
Quasi-Bernoulli measures
Natural generalisations of Bernoulli products or self-similar measures are the so called quasi-Bernoulli measures.
The notations are the same as in Section 2. Suppose that the ℓ-adic cubes in F n are coded I ε1···εn , 0 ≤ ε i < ℓ D in such a way that
If I = I ε1···εn ∈ F n and J = I εn+1···εn+p ∈ F p , we note IJ the ℓ-adic cube
obtained by the concatenation of the words ε 1 · · · ε n and ε n+1 · · · ε n+p . We say that the probability measure m is a quasi-Bernoulli measure on [0, 1) D , if we can find a constant C ≥ 1 such that
Quasi-Bernoulli property appears in many situations. In particular, this is the case for the harmonic measure in regular Cantor sets ( [7] , [18] ) and for the caloric measure in domains delimited by Weirstrass type graphs ( [5] ). The L q -spectrum τ is defined as usual by τ (q) = lim sup n→+∞ τ n (q) with τ n (q) = 1 n log ℓ log 
We can see [6] , [11] or [12] for more details. It is well known that quasi Bernoulli measures satisfy the multifractal formalism (see [6] ) and it is proved in [11] that the L q -spectrum is of class C 1 on R. In particular, according to (1.6), quasi-Bernoulli measures are unidimensional measures
The L q -spectrum τ and the dimension d of the measure m have the following probabilistic interpretations which are detailed in [12] . If I n (x) is the unique cube in F n containing x, let
In other words, S n n = log (m(I n (x))) log (|I n (x)|) where |I n (x)| = ℓ −n is the "length" of the cube I n (x). The asymptotic behavior of the sequence of random variables S n /n is then deeply related to the local behavior of the measure m and the dimension d of the measure m is the almost sure limit of the sequence of random variables S n /n. Moreover,
are related to the log-Laplace transform of the sequence S n . Finally, (4.2) can be rewritten
where the constant C is independant of n and independant of q, provided q stays in a bounded set. Inequalities (4.3) will be usefull in the following sections. There exists a symbolic counterpart µ to the quasi-bernoulli measure m which is defined on the symbolic Cantor space {0, · · · , ℓ D − 1} N * as the image of m through the application
Carleson observed in [7] that such a quasi-Bernoulli measure µ on the Cantor set {0, · · · , ℓ D − 1} N * is strongly equivalent to a mesureμ (that is 1 C µ ≤μ ≤ Cµ for some constant C ≥ 1) which is shift-invariant and ergodic, where the shift operator S is defined by
Coming back to m, it follows that m is strongly equivalent to a quasi-Bernoulli measurem which is T -invariant and ergodic where T is the "shift" operator on [0, 1) D defined by
This will be a key in Section 4.2 and 4.3. Let us finally describe the closed support of the quasi-Bernoulli measure m. If G n is the set of ℓ-adic cubes I ∈ F n such that m(I) > 0, it is clear that
More precisely, let
Quasi-Bernoulli property ensures that
In other words, in the symbolic counterpart, the associated measure µ is constructed on the smaller Cantor set G N * . Let g = ♯(G) be the cardinal of the set G. Define the homogeneous probability measure m 0 on supp (m) by the formula :
Elementary properties of the measure m 0 allow us to conclude that the dimension δ of the compact set supp (m) satisfies δ = log ℓ g and that there exists a constant C > 0 such that for every set Borel set A,
4.1.
A bound of type LIL. According to Remark 3.4, it is natural to think that the quadratic term in the development of τ (1 − q) near q = 0 gives logarithmic corrections in the comparison between m and Hausdorff types measures. We are able to establish such estimations in the case of quasi-Bernoulli measures. Suppose that there exists a real σ ≥ 0 such that
Remark 4.2. Theorem 4.1 remains true when σ = 0. In that case, the conclusion is lim n→+∞ S n − nd n log ℓ log ℓ n = 0 dm-almost surely.
Remark 4.3. In general, we do not know if τ ′′ (1) exists. Nevertheless, an important class of quasi-Bernoulli measures is constituted of Gibbs measures associated to an Hölder potential. In such a case, the L q -spectrum is known to be analytic (see for example [24] ) and the hypothesis in Theorem 4.1 are satisfied.
Remark 4.4. Return to the case of Bernoulli products described in Section 2. An easy calculation gives
Here, ℓ = 2 and the coefficient ln 2 is due to the fact that functions Θ are not similarly normalised in Section 2 and in Theorem 4.1.
In order to prove Theorem 4.1, we need the following lemma, which is some kind of maximal lemma adapted to the situation .
Lemma 4.5. Let ε > 0, a > 0 and n 0 < n 1 be two integers. Then, for a n 1 (σ + ε) 2 small enough, one has 
where C is a constant independent of all parameters.
Proof. For n 0 ≤ k ≤ n 1 , let
We have to estimate m n1 k=n0 A k . Observe that A k is the union of some cubes in F k and denote by
Let 0 < q < 1. According to (4.3), we have
The constant C can change from line to line but is independant of k, n 1 and
Remember that τ is convex and d = −τ ′ (1). We can finally find a constant C > 0, such that
Let ε > 0. If q is small enough, we get
which concludes the proof of Lemma 4.5.
Proof of Theorem 4.1. The proof of Theorem 4.1 is quite standard. Fix ε > 0 and choose α > 1 such that
An easy calculation proves that (σ + 2ε) 2n k log ℓ log ℓ n k n k+1 (σ + ε) 2 goes to 0 when k → +∞, so that we can apply Lemma 4.5 when k is large enough. We get Corollary 4.6. Let Θ(t) = ℓ √ 2 log ℓ 1/t log ℓ log ℓ log ℓ 1/t . Then, for all ε > 0,
Proof. The arguments are the same as in Section 2. Suppose that there exists a real σ > 0 such that
Remember that the mesure m is strongly equivalent to a quasi-Bernoulli measurem which is "shift" invariant and ergodic (see the introduction of the section). The L q -spectrum is the same for the two measures. Moreover, with obvious notations, there exists a constant C > 0 independant of n and x such that |S n −S n | ≤ C. It follows that the asymptotic behavior of the quantity Sn−nd √ n is the same for the measure m and the measurem. We can then assume, without lost of generality, that the measure m is "shift" invariant and ergodic.
Let A > 0 and 0 < q < 1,
According to (4.3), we have
So, if ε > 0 and q is small enough,
We can choose λ large enough such that c 1 ℓ
It follows that there exists a constant c > 0 such that for sufficiently large n,
Recall that S n = − log ℓ (m(I n (x))). Quasi-Bernoulli property implies that for dm-
where T is the "shift" operator described in (4.4). Finally, the set
is shift invariant and we can conclude that
The real A being arbitrary large, we obtain the first part of Theorem 4.7. We can prove the second part of Theorem 4.7 is a similar way, using estimations of E[ℓ qSn ] with q < 0. Proof. Let a ∈ R. Theorem 4.7 naturally implies that dm-almost surely, infinitely often,
which gives the conclusion with similar arguments as in Section 2.
In particular we can deduce :
Corollary 4.9. The measure m satisfies the following properties :
4.3. More general estimations. As remarked in the previous section, in the general case, we do not know if τ ′′ (1) exists and is strictly positive. Nevertheless, in the general case we can obtain the less precise following result. 
Then, dm-almost surely,
where θ(t) = 1 χ −1 (1/t) and χ −1 is the inverse fonction of χ on [0, χ(1)]. As a consequence, for all 0 < a < 1 we have
In particular, m is absolutely continuous with respect to P d .
Remark 4.11. Hypothesis (4.6) states that function χ is not flat when q → 0, q > 0. We know that χ is a continuous convex function such that χ(0) = 0. It follows that χ(q) ≥ 2 χ(q/2). It is then easy to check that under hypothesis (4.6), there exists α > 1 and C > 0 such that when q > 0 is small enough
Whe can then deduce that θ(t) ≤ C t 1/α for some C > 0 and we can replace θ(t) by t β with β = 1/α in Theorem 4.10.
Of course, we can obtain a similar type result if we have some information on χ(q) when q → 0 and q < 0. In particular, m is singular with respect to H d .
Remark 4.13. As observed in Remark 4.11 we can replace θ(t) by t β for some β < 1 in the conclusions of Theorem 4.12.
We now give the proof of Theorem 4.10. The proof of Theorem 4.12 is similar. Theorem 4.10 and Theorem 4.12 can be applied in the important case where the function τ is analytic. This is in particular the case when the measure m is a Gibbs measure associated to an Hölder potential (see [24] ). or (ii) d < δ of the measure m is singular with respect to H d but absolutely continuous with respect to P d .
Proof. As in the introduction of the section, denote by m 0 the homogeneous measure on supp (m). The measure m 0 is strongly equivalent to the Hausdorff measure H δ on supp (m). Using a similar argument as in [12] Corollary 5.5, it is classical to prove that, if the quasi-Bernoulli measure m is not strongly equivalent to the measure m 0 , its dimension d satisfies d < δ. On the other hand, we know that τ (0) = dim(supp(m)) = δ. In the case where d < δ, we can then conclude that τ (1 − q) ≡ dq. If τ is analytic, we obtain that there exists a smallest integer n ≥ 2 such that τ (n) (1) = 0. Moreover τ is convex. It follows that n = 2k is even and τ (n) (1) = λ is a strictly positive real number. We can then write
in a neighborhood of q = 0. Finally, the hypothesis of Therorem 4.10 and Theorem 4.12 are satisfied.
