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Abstract
Planning in flexible manufacturing systems must take into account
both the multiprocessing environment and the dynamically changing
states. This paper uses a knowledge-based approacn to handle such a
planning system, where three levels—i.e., the control, data, and pro-
cedural levels—constitute its manufacturing knowledge. The construc-
tion of plans for multiple manufacturing jobs requires four steps:
(1) linear plan generation, (2) conflict detection, (3) plan synthe-
sis, and (4) plan revision. To achieve goals, these steps will search
for planning operators using a backward chaining inference procedure.
To perform the scheduling and sequencing of the multiple jobs
within a flexible manufacturing cell, the planning system modifies the
nonlinear planning approach and adds resources and durations infor-
mation to the action formalism. Because the plan-generation process is
goal-directed, the dynamically adjustable plan can be constructed in
real time. A prototype of this automatic planning system has been
implemented in Franz LISP, an artificial intelligence programming
language, and is applied to solve the real-time scheduling problem in
flexible manufacturing cells.
1. Introduction
Flexible automation—automation that can handle a large and con-
stantly changing variety of produced items—has played an increasingly
important role in the efforts to improve the productivity of the manu-
facturing industry (Hutchingson [12 J , Merchang [14]). The recent
progress in computer technologies has accelerated the realization of
flexible automation. The use of computers in manufacturing, such as
the numerically controlled (NC) machines, adds programmability and
thus versatility into manufacturing systems. More important, com-
puters also provide on-line execution of manufacturing planning and
decision making. These two capabilities, computerized control and
on-line planning, are integrated into a well-orchestrated, automated
manufacturing system that can produce wide-ranging items efficiently.
Characterized by dynamically changing states and a multiprocessing
environment, a flexible manufacturing system requires a planning ap-
proach adapted to distributed environments with interactive processes.
Generally, a planning system develops a course of action or a "plan"
for the processors that reaches the goals desired; the plan will then
be used to guide the execution of activities. In such flexible manu-
facturing, the processors—which may be robots, computerized machine-
centers, or the host computer of a flexible manufacturing cell—can
carry out a variety of activities, including various types of machining,
workpiece routing, loading, and unloading operations. The planning
approach developed in this paper is designed to derive and coordinate
manufacturing steps in real time to fulfill the goals of efficiently
transforming raw material into finished products.
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Within such a planning framework, the manufacturing process corres-
ponding to each job is modeled by state-changing transformations.
Since the system usually works on several different jobs at once,
proper coordination is essential. If the manufacturing processes for
different jobs are independent, then, in principle, they can be executed
in parallel. In reality, however, workpieces usually have to share
machines, tools, and other resources. Therefore, the manufacturing
processes operating on them must interact. The idea is to coordinate
the planned activities for each job so that each manufacturing opera-
tion is performed by the most capable machine available, thereby making
efficient use of the machines.
Time Is an important parameter for the planning system, and it must
include not only the time span of the plan but also the times at which
each activity occurs. Usually, the objective for such planning is to
minimize the total time taken for completing the jobs (Baker [1]).
To take this objective into account, the planning system represents
time explicitly in the knowledge base and uses sensitivity analysis to
ensure that due dates are satisfied. Finally, the planning system con-
siders alternative operations and revises existing plans if any bottle-
necks are detected.
The remainder of this paper is organized as follows. Section 2
characterizes the planning and scheduling problem in flexible manu-
facturing systems and discusses the approaches used in earlier research.
Section 3 lays out the framework of the knowledge-based approach for
real-time planning and scheduling in flexible manufacturing systems,
lastly, Section A shows the extensions to the planning approach,
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including the due-date consideration, dynamic scheduling and the
two-level planning problem in computer integrated manufacturing
systems.
2. The Planning and Scheduling in Manufacturing Cells
2.1 The Problem
As a flexible manufacturing system, a manufacturing cell is
usually a modular unit in a computer-integrated manufacturing system
(Cutkosky [6], Shaw and Whinston [20], [22]). A typical manufacturing
cell has several computer-controlled machines and robots, with an
automatic handling system transporting parts between machines. Such
integrated systems are characterized by their ability to make differ-
ent parts and to perform a wide range of operations.
The problem may be stated thus: A certain number, say n, parts are
assigned to the manufacturing cell; each part requires a given set of
linearly sequenced operations to be performed by the m machines.
Since the machines have varying efficiencies for different operations,
each part is routed among the machines so that every operation it needs
is performed by the most appropriate machine available.
The objective of the problem is to schedule the n parts concurrently
by developing a schedule for each part traveling among the machines;
the makespan—the duration taken for completing all the required
operations—should be minimized, while avoiding any conflicts arising
from assigning parts to busy machines.
The scheduling problem in the flexible manufacturing cell has these
characteristics
:
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(1) Jobs consist of linearly ordered operation sequences (as a
result of process planning).
(2) A given operation can be performed on several alternative
machines with different processing durations.
(3) Each machine, while capable of performing a variety of
operations, can execute only one operation at a time.
This scheduling problem can be formulated as an integer programming
problem which captures all these characteristics:
Decision Variables:
X. ., : the completion time of operation j of job i on machine k.
Y = 1 if operation q of job p precedes operation j of job i;ijpq
otherwise.
Z = 1 if operation j of job i precedes operation q of job p;ijpq
= otherwise.
Constants
:
t : The processing duration of operation j of job i on machine k.
M: a very large positive number.
£(i): the last operation of job i.
(A) Minimize Z X.
1=1 U(i)k
Subject to
(B) X, ., - X. . > t.ijk i,j-l,h - ijk
(C) X
,
- X.
.,
+ M-Y,
. > t
pqk ijk ijpq - pqk
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(D) X - X , + M-Z. . > tKUJ ijk pqk ijpq ~ ijk
(E) Y, . + Z > 1ijpq iJPq _
(F) X,
,
> 0; Y,
.
,Z.
.
= or 1
v
' ijk - ijpq* ijpq
1 < i, p_<n; 1 <. j » q .< maxi(i); 1< h, k _< m
i
The objective function described in (A) is to minimize the average
duration needed for each job to complete. An alternative objective is
to minimize the total duration of the schedule, i.e., the time when all
the jobs are completed. This objective function can be described as:
Minimize Maximize {X /-\ i_}
The constraint set (B) represents the linear ordering of operations
in a job. These constraints also impose the condition that an opera-
tion may not begin until its predecessors are completed.
Constraints (C), (D) , and (E) are used to regulate the mutually
exclusive condition of machine sharing. For a pair of manufacturing
operations consisting of operation j of job i and operation q of job p,
one of the following three situations may occur:
(i) they are performed on the same machine; operation j of job i
precedes operation q of job p.
(ii) they are performed on the same machine; operation q of job p
precedes operation j of job i.
(iii) they are performed on different machines. In this case, there
is no constraint on their precedence ordering.
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In the formulation, condition (i) is represented by Z. . =1 andijpq
Y, . =0; similarly, condition (ii) is represented by Z. . =0 andijpq ijpq
Y, = 1; lastly, condition (iii) is represented by Z. . = Y. . = 1.ijpq ijpq ijpq
2.2 Related Research
In the operations research literature, the methods that have been
applied to the planning and scheduling problems can be categorized into
two types: (1) mathematical programming (Baker [1], French [11 J), or
(2) myopic dispatching heuristics determined by simulation (Moore and
Wilson [15 J , Rochamadugu [17]). Both methods have been applied to the
flexible manufacturing environment. Chang et al. [4] tested various
dispatching rules for dynamic scheduling in a flexible manufacturing
system and reported the performance of these rules produced by
simulation programs. However, the simulation method has a critical
restriction: it does not give any solutions. Rather, it only tests
the resulting performance so that the best heuristic rule of the given
system can be selected. In an effort to apply mathematical program-
ming techniques, Stecke [ 23 J argued that the planning problem in a
flexible manufacturing system consists of five problems: (1) part-
type selection, (2) machine grouping, (3) production ratio, (A) re-
source allocation, and (5) machine loading. Stecke uses linearized
mixed integer programming methods to solve these problems. The
results indicate that the linearization of the problem significantly
reduces the computational complexity without seriously degrading the
quality of the solution. She suggested that large problems cannot be
feasibly handled by this method and may require the use of heuristics.
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The inability of the operations research methods to handle such
dynamic environments as the flexible manufacturing system can be
remedied by the knowledge-based planning method. The STRIPS system,
an early planning system developed in the artificial intelligence
discipline (Fik.es and Nilson [7], [8]), used an inference procedure to
construct plans that can guide the robot's motions in accomplishing
specified goals. Sacerdoti [18 J , Tate [24] , and Nilson [16J extended
the planning method used by STRIPS to deal with more complex
situations where the planning system has to satisfy multiple goals.
Since, in these situations, there are interactions between planning
activities for the different goals, some mechanism is needed to
account for these interactions (to avoid any potential conflicts); the
planning system, in turn, establishes constraints between the activi-
ties involved. Because such plans are only partially ordered, these
methods are referred to as nonlinear planning .
Vere [25J applied the nonlinear planning approach to scheduling
space shuttles by a dynamic control scheme. In it, the time of the
activities is described formally as a parameter in the planning system,
and the goals are posted as functions of their ending times. Wilkins
([26], [27]) developed a domain-independent planning system featuring
explicit resource coordination. For such planning domains as those in
the flexible manufacturing system, where the detection of conflicts in
resource assignment is essential, Wilkins' method can be more effi-
cient than ordinary planning methods. Fox ([9], [10]) developed a
planning and scheduling system by a constraint-directed approach for a
large manufacturing system. In it, the key part of the search for
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machine schedules is the application of constraints to reduce the
search space, thus speeding up the planning process. Although his
target system is a large-scale job shop, the environment actually
resembles that of a flexible manufacturing system since it is auto-
mated and computer-controlled.
In our approach, an n-part-m-machine scheduling problem can be
decomposed into n subproblems, with each subproblem defined as the
routing of one part. The nonlinear planning method discussed above
can thus be utilized to generate a plan for the n subproblems; the
primary "interactions" between these subproblems are their sharing of
the m machines. The objectives of the scheduling problem—to minimize
makespan and to avoid conflicting assignments—can be translated into
the criteria for the plan-generation problem: to maximize the
parallelism and to avoid harmful interactions among the subplans.
Specifically, our planning system uses a knowledge-based approach, as
explained in the next section.
3. Knowledge-Based Planning
3.1 The Framework
The planning system, when organized as a knowledge-based system,
treats knowledge on three levels: data, knowledge base, and control.
By contrast, conventional programs treat knowledge on only two levels:
data and program. At the data level a knowledge-based system stores
declarative knowledge about the goals, the current situation of the
world, and the semifinished plan. At the knowledge-base level is
stored the domain-specific, procedural knowledge. This knowledge
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models the actions of the world, and it is often represented by pro-
duction rules or operators. Finally, at the control level the know-
ledge about the strategy of plan construction is stored; this is the
control knowledge indicating how to select operators, and when to apply
them.
Because planning involves exploration of alternative sequences of
actions, a symbolic model of the real world, the "world model," repre-
sents the environment as the plans evolve. For any given planning
problem, the initial condition and the stated goal condition are both
treated as instances in the world model. The generation function of a
planning system, then, is to construct a course of action that trans-
forms one state of the world model, which contains an initial con-
dition, to a state which satisfies the goal condition. Thus the
planning system we have developed has three basic components:
(1) the world model, which contains a symbolic description of the real
world. This world model is represented by the collection of first-
order predicates in a database. Any instance of the database is
called a state of the world model. Examples of such- database
elements in a world model are shown in Table 1.
Insert Table 1 Here
(2) The action model, which describes the transformational effects of
actions that map states to other states. Such transformations are
usually modeled by operators similar to the STRIPS operators
defined in Fikes and Nilson [7]. In such an action model, each
operator can be specified
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< Action - name >
< Precondition >
< Add list >
< Delete list >
< Resource >
< Duration >
< list-of-arguments >
< list-of-precondition-literals >
< list-of-add-list-literals >
< list-of-delete-list-literals >
< resource-name >
< length-of-duration >
In addition to the standard STRIPS formalism—which specifies an
action by the add list, delete list, and preconditions—we have also
included two more descriptions for each action—the "resource" used
during the action, and the "duration" of the action. There are two
advantages to this addition: the increased representational power
of the action model and the resulting acceleration of conflict
detection and conflict resolution. An example is shown in Figure 1.
Insert Figure 1 Here
(3) The inference engine, which directs the plan generation process.
It selects a sequence of operators to achieve the goal state from
a given initial state.
The linear plans can be generated by any STRIPS-like plan genera-
tion system (Fik.es and Nilson [7] , [8]). Such a planning system can
use a backward-chaining method in searching for the best actions
—
i.e., it works backward from the goal state and find a sequence of
actions that could produce this goal state from the initial state.
The process of pian generation, then, can be viewed as finding the
solution path in a search tree. The root of the tree is the goal
state, and instances of operators define the branches. The solution
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path starts with the root (the goal state) and leads to the leaves
(the initial state), thereby defining the plan. An example of the
search trees generated by the planning system are depicted in Figure 2,
Insert Figure 2 Here
Within this planning framework, the manufacturing process cor-
responding to each task is modeled by state-changing transformations,
represented by operators. If the manufacturing processes for different
tasks are independent, then, in principle, they can be executed in
parallel. In reality, however, different tasks usually are competing
for machines, tools, and other resources; therefore, the planning
system must take into account the interactions among the processes. In
the planning literature, this interaction problem between tasks have
been treated by imposing constraints between planning steps to avoid
any potential conflicts (Sacerdoti [18], Vere [25], Wilkins [27]).
Two kinds of schemes have been used for this purpose: the "critic"
mechanism (Sacerdoti [16]), and the "reasoning about resource" scheme
(Wilkins [27]). Because the plans generated by these methods are par-
tially ordered, these methods are called "nonlinear planning."
3.2 The Conflict-Detection Mechanism
After a linear plan is constructed for each subgoal , the next step
is to identify problematic interactions between parallel actions.
The primary cause of such interactions is the potential conflicts in
using resources. There are two possible approaches in this step: (1)
a "critic mechanism," or (2) a "reasoning about resources" scheme. Let
us consider each in turn.
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The critic mechanism comes from the method used in NOAH (Sacerdoti
[18]) and DCOMP (Nilson [16]). In these, the interaction-detection
mechanism—called the "critic"—of the planning system identifies
potentially harmful interactions between planning steps by checking the
effects of the operators involved. If the preconditions of one opera-
tor are deleted by another, earlier operator, these preconditions must
be added back by yet another operator, which will come between the two
original operators. Thus, to test for potential conflicts facing an
operator, two kinds of information are crucial: those operators in the
plan that can delete its preconditions, and those operators in the plan
that can result in its preconditions; the former are recorded in an
"adder list," the latter are recorded in a "deleter list." These two
lists are parts of a table kept by the planner, referred to as the
table of multiple effect s (TOME).
For instance, with the scheduling problem shown in the Appendix,
if the plan developed so far is as follows:
pi p2 + p3 + p4
ql * q2
According to the linearly-sequenced plan for the "q" process, the next
operator to apply is q3. However, by checking with TOME, p3 , in a
parallel branch, deleted the preconditions of q3; thus, there is a
risk of conflict between these two operators' actions if we do not
restrict their invocations. And q3 must not be applicable until p5 is
finished; otherwise, there would be a conflict. This can be explicitly
-13-
represented by imposing a precedence constraint stating that q3 be a
successor of p5, denoted by p5 q3. Accordingly, the plan will
include a precedence ordering between p5 and q3:
+ pi p2 p3 + p4 * p5 p6
+ ql * q2 + q3 +
In the flexible manufacturing environment, the major cause of
conflicts is the sharing of resources between jobs. The preceding
approach using TOME is one way to construct the resource sharing con-
straint. Alternatively, the planning system can utilize the resource
information explicitly in coordinating activities and synthesizing
subplans. In a broader sense, a "resource" can be defined as an object
used by the action during its application. A resource cannot be shared
by more than one action. The declaration of resource information by
an action imposes the condition that the requested resource must be
available for the action to be applicable and that the resource will be
occupied by the action during its application.
With the resource information, the first step for the inference
engine is to identify critical sections of each subplan. A critical
section is defined as a set of consecutive actions that must be exe-
cuted as an indivisible planning step. When consecutive actions in a
subplan declare the same resource, these actions form a critical sec-
tion.
-14-
Mutual exclusion between critical sections can be enforced by
semaphors, as used for concurrency management in multiprocessing
operating systems (Brinch Hansen [3]). A semaphor is an integer
variable shared by subplans; each resource is associated with one
semaphor. The value of a semaphor, either zero or one, is used to
signal the status of the resource. When the semaphor is one, the
resource is available; when the semaphor is zero, the resource is
occupied. Using such a semaphor mechanism, a conflict-detection pro-
cedure based on resource reasoning can be implemented by a program
module called "resource manager."
3.3 Application to Real-Time Scheduling
For the flexible manufacturing environment, Shaw and Whinston
[19], [ 20 J used a plan-generation scheme, similar to the nonlinear
planning approach, to derive the desired production plans within each
cell. The scheme requires four steps:
The Nonlinear Planning Scheme
Step 1. Generate a linearly-sequenced plan for each task.
Step 2. Identify problematic interactions between the planning
steps.
Step 3. Use precedence constraints to avoid conflicts.
Step 4. Identify alternative planning steps to improve the
performance.
An example of the partially ordered plan resulting from the scheme is
shown in Figure 3, where each of the nodes represents a manufacturing
planning operator.
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Insert Figure 3 Here
In step 1 of the planning scheme, the inference engine calls upon
a backward chaining procedure to search for the best planning steps in
constructing the manufacturing plan for each part. In our program,
this is carried out by a procedure, called OPERATOR-SEARCH, based on
"means-ends analysis" heuristic (Nilson [16]). The search tree
generated by this step, as shown in Figure 2, results in a set of
linearly ordered planning operators (some examples are shown in the
Appendix)
.
"PLAN-AHEAD," as we have termed a plan-generation procedure that
executes steps 2 and 3 of nonlinear planning for conflict detection
and resolution, dynamically decides the precedence relationship be-
tween two conflicting actions. The underlying principle—based on the
least commitment strategy—is not to impose any precedence constraint
unless it is absolutely necessary, so that the parallelism among the
subplans is maximized. Information about resources and duration of
actions is crucial to the inference engine in making these decisions.
The flow-chart of PLAN-AHEAD IS shown In Figure 4.
Insert Figure 4 Here
Step 4 of the nonlinear planning scheme employs a method that
reassigns waiting jobs to alternative resources so as to achieve
better utilization and performance as much as possible. This proce-
dure, called Plan-Revision, can be described as follows.
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The Plan-Revision Scheme
step 1. Identify the resource for which this job is waiting.
step 2. Locate the section of the subplan that would use this resource,
step 3. Evaluate the expected waiting time vs. the additional pro-
cessing time by an alternative, idle resource.
step 4. Find out the initial conditions and the ending conditions of
this section.
step 5. Generate a plan that can transform the initial conditions to
the goal conditions, using another idle resource.
step 6. Modify the subplan by replacing the section identified in
step 2 with the newly generated plan from step 4.
The planning steps embedded in the plan-revision scheme are shown
in Figures 5 and 6. Specifically, they correspond to steps 4 and 5 of
the scheme.
Insert Figures 5 and 6 Here
The functional organization of the knowledge-based program that
executes the four-phased nonlinear planning procedure is summarized in
Figure 7. This program has been implemented with Franz LISP, an arti-
ficial intelligence programming language, in VAX 11/780.
Insert Figure 7 Here
This approach displays some desirable characteristics for real-
time planning and scheduling in the flexible manufacturing environ-
ment. First, it is goal-directed, i.e., users only need to specify
the goals of the manufacturing process and the planning system would,
-17-
accordingly, derive the necessary steps on-line. Second, it is dyna-
mically adjustable. New goals can be accommodated while the current
production plan is still being executed; also, plans can be modified
when unexpected events occur (e.g., tool or machine breakdowns). A
plan-revision scheme is initiated when bottlenecks are detected; the
scheme, in turn, seeks to use alternative resources to improve the
throughput. Additional considerations should be given to the travel
paths taken by guided carts or the arm movements of neighboring robots
so that any potential conflicts or harmful interferences are avoided
(Bourne and Fussell [2], Lozana-Perez [13]).
4. Extensions to the Planning System
4.1 Priority Scheduling with the Due-dates Consideration
If the jobs are ordered by their priorities, then EVENT-LIST can
function as a priority queue. For every moment in time, every planned
action holds a priority number. Whenever a resource becomes idle,
PLAN-AHEAD will assign the resource to the action with the highest
priority. When the due-date is critical, the planning system must per-
form such priority scheduling to determine the final plan.
First, a preliminary plan, a partially ordered network of actions,
must be made for the jobs. Then, working backward from the due date,
priority scheduling enables the planning system to assign the "latest
starting time" for each action. Next, the planning system compares the
actual starting time of an action with the latest starting time just
calculated. The priority number of the job expresses how close it is
to the due-date. In general, the more urgent a job is, the higher its
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priority will be, thereby ensuring its on-time completion. Accordingly,
the machine will start a low priority job only if no jobs of higher
priority are present. And, to keep everything in order, once the
machine is assigned a job, under the non-preemptive assumption, it is
committed to serve that job to completion even if jobs of higher
priority arrive in the meantime.
4.2 Dynamic Scheduling
In flexible manufacturing systems, jobs arrive at a manufacturing
cell dynamically, each requiring a variety of operations. For such
systems, the knowledge-based planning approach works best because of
its structured knowledge representations and the conflict-resolving
inference capability. The current status of the cell, the progress of
the on-going plan, and the utilization of the machines are all included
and updated in the world model. When new jobs need to be scheduled
during the execution of existing jobs, a simple plan-modification pro-
cedure, such as the following one, can be invoked to accommodate the
new jobs.
Step 1. Establish plans for the new jobs based on the currently
available machines.
Step 2. Use the conflict-resolution scheme to coordinate the actions
for the new jobs and the remaining actions for the old jobs.
Step 3. Improve the modified plan by the same plan-revision scheme.
Because previously generated plans are stored in the data base with
structured knowledge representation, new jobs change plans only where
they interact with the new jobs. This concept originated in the STRIPS
-19-
planning system, where macro-operators and structured plan-representation
assisted both in the solution of similar problems and also in the
intelligent monitoring of the plans' execution (Fike and Nilson [9]).
Dynamically adjustability, in short, is one of the primary advantages
of the knowledge-based planning approach,
4.3 The Generalized Planning Problem in the Computer
Integrated Manufacturing System
An emerging architecture for computer integrated manufacturing
systems is the cellular system which consists of a collection of
flexible manufacturing cells, each of which serves a specific part
family. The planning and scheduling system discussed in the present
paper is executed by each cell's host computer, its control unit. The
planning problem for the whole CIMS is itself a two-level problem:
the first-level planner distributes jobs among cells according to the
capabilities and the set-up of each individual cell; the second-level
planner— the one described in this paper—in turn performs the
planning and scheduling within each cell. To achieve good perfor-
mance, flexible manufacturing cells must coordinate and communicate
with each other through a local area network. Shaw and Whinston [19]
analyzed distributed task allocation and modeled the first level plan-
ning problem by a distributed bidding algorithm. That paper developed
a variant of the knowledge-based system that, guided by augmented
Petri nets, acts as the first-level planner. Integration of the two
planning systems can thus result in a distributed knowledge-based
system, with the knowledge for both the job allocation and the inter-
cell scheduling incorporated into the knowledge base in each cell.
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5. Conclusion
In this paper, planning in the flexible manufacturing environment
has been investigated in the context of a knowledge-based approach in
order to handle the dynamically changing environment, interactions
between manufacturing processes, and the versatility of processors.
The nonlinear planning method developed in artificial intelligence has
been extended so that the duration and resource information of each
action is immediately derivable. The planning system can effectively
schedule jobs in a flexible manufacturing cell and dynamically deter-
mine the routing of workpieces among the processors. The resulting
plan, a partially ordered network, demonstrates maximal parallelism and
shortest duration.
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Appendix
Shaw and Whinston [20] shows the application of the nonlinear
planning approach to the scheduling problem in a three-machine manu-
facturing cell. To simplify the situation, suppose there are two
independent jobs to be scheduled. The first job, requiring operations
0P1, 0P2, and 0P3, is assigned the following routing by step 1 of
nonlinear plan construction-linear planning:
pi ENTER
p2 EXECUTE( LOAD, DOCK)
p3 TRANSFER(D0CK,M1)
p4 EXECUTE(M1,0P1)
p5 TRANSfER(Ml,M2)
p6 EXECUTE(M2,OP2)
p7 TRANSFER(M2,M3)
p8 EXECUTE(M3,0P3)
p9 UNL0AD(M3,D0CK)
plO EXIT
Similarly, job 2, requiring operations 0P1, 0P3, will be assigned the
following linear routing
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ql ENTER
q2 EXECUTE(LOAD, DOCK)
q3 TRANSFER(DOCK,Ml)
q4 EXECUTE(M1,0P1)
q5 TRANSFER(M1,M3)
q6 EXECUTE (M3,OP3)
q7 UNLOAD(M3,DOCK)
q8 EXIT
A portion of the planning steps generated by PLAN-AHEAD is shown
in Figure A.l. The resulting schedule and the corresponding machine
loading is depicted in Figure A. 2. After plan revision, the sechedule
is improved to the one shown in Figure A. 3.
Insert Figures A.l, A. 2, and A. 3 Here
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TRANSFER(M, M\ PT, t) : Transfer part FT from machine M to machine M*
at time t.
Precondition : FTNISH-OP(M, OP, PT, t)
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Duration : 2
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PT-NEXTOF(OP, OF, PT)
MACH-OPfM, OF)
Add-list : MACH-PT(M, OF, PT, t)
Delete-list : FINISH-OP(M, OP, PT, t)
Resource : M
Duration :
Figure 2
UNLOAD
TOOL
(DOd.lo*d,t-)
MACH-PT
(DOCX,lo«d.c,>
ENTOl
rt-rasj-or
(PI. load,
t
g
)
LDLZ
(DOCX.tg)
Figure 3
f START )
Figure 4
Initialization
1. (Pi ,T) 1st entry
^1 on E-L
2. TNOW » T
Y(r)
Call CONFLICT-DETECTION
to check applicability
1. Apply P 1
2. Schedule its successor
on EVENT-LIST
*<r JVENT-LIST p»^-
„empty
->
>
1. Activate a
blocked action
2. Add a precedence
constraint
put P* on
a resource queue
00
c
o
•H
00 »->
C -H
"O C
C O
a
B
c
4-1
"U
•H C
c oM C_5
IT)
0)
H
a
en
ai
o £
<4-e w c
05 ffl
c o
05 <w 00 •
o
cH £
c CO
C o 3 41
a? •H a
U W « V-
»H as 3
-C TJ c O
u C o 05
•H o H 11£ o •u U
? •H
1—
i
T3 (U
* a C >
(X T-S o H
u u uH a
c C 00 c
a? H c «H •H 0)
a at
-o Jj
™C c iH
tt 4_> <3J T3
flU ^s
o <*^H 0-X O
'jJ •2 <N
1 flu
H O
a. *-»
<i">
a- >r
o *-»
-
CO flu
CH OZ *
HU CM
cx r
a
<
HO /
m y x
Figure 7
OPERATOR-
SEARCH
(Planner)
CONFLICT-
DETECTION
(Resource
Manager)
user
inputs ^
PLAN-AHEAD
(Plan
Generator)
The
Planning
System
Final Plans7
Data
Base
Knowledge
Base
Figure A.l
15. TNCW = 19 E-L : ( q8 . 22 )
Plan : pi -» p2 -» p3 -» p4 -* p5 -» p6
-» ql -* q2 * q3 - q4 * q5 -* q6 -» q7
queae(M3) : p7
16. TNOW = 22 E-L : ( p8 , 24 )
Plan : pi -» p2 -» p3 -» p4 -• p5 -» p6 * p7
-» ql -» q2 -» q3 -» q4 -* q5 -» q6 -* q7 -» q8
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Table 1
IDLE(M,t): Machine M Is idle at time t
MACH-PT(M,OP,PT,t): Machine M begins operation OP on part PT at time t
FINISH-OP(M,OP,PT,t) : Machine M completes operation OP on part PT at
time t
DIFFERENT(M,M'): Machine M is a machine different from machine M'
MACH-OP(M,OP): Machine M is capable of performing operation OP
PT-FIRST-OP(OP.PT): Operation OP is the first operation on part PT
PT-NEXTOP(OP,OP' ,PT): Operation OP' should be performed on part PT
immediately after operation OP
DONE(PT,t): All operations on part PT are completed at time t
T0OL(M,0P,t): The tool for operation OP is available to the machine M
at time t
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