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1. Introdution
This thesis onerns with the theoretial and numerial study of the distributed
optimal ontrol of a ow of two inompressible, immisible uids.
From the mathematial point of view, the studied problems an be formulated as
an abstrat optimal ontrol problem with the following struture
Problem 1.1. Find y¯ ∈ Y, u¯ ∈ U suh that
J (y¯, u¯) =
{
min
(y,u)∈Y×U
J (y, u) subject to e (y, u) = 0, c (y) ∈ K, u ∈ Uad
}
,
where J : Y × U → R is the objetive funtion, e : Y × U → Z, c : Y → R
are operators, Y, U, Z,R are real Banah spaes, K ⊂ R is a losed onvex one
and Uad ⊂ U is a losed onvex set. Furthermore, e (w) = 0 stands for a general
equality onstraint and the ondition c (y) ∈ K represents an abstrat inequality
onstraint. In these settings, the variables u ∈ U, y ∈ Y represent, respetively, the
ontrol and the state of the system. For a general introdution about optimization
problems, we refer the reader to [68℄.
In the problems onsidered in the present thesis, W,Z and R are funtion spaes
and the state equation e(y, u) = 0 represents a system of Partial Dierential Equa-
tions (PDEs).
Optimal ontrol problems where the solution is onstrained by partial dierential
equations, are very interesting from mathematial point of view and have impor-
tant and pratial appliations in many disiplines suh as physis, engineering,
mehanis, hemistry, mediine, nane and industry in general. For a general
overview about PDEs-onstrained optimal ontrol problems, we refer the reader
to [58℄. For examples and appliations, we refer to [65℄, where are olleted sev-
eral papers whih desribe the eieny of the optimal ontrol strategies to deal
with radio frequeny ablation, eletro-mehanial smart strutures, freezing of li-
ving ells, nanosale partiles prodution, radiative heat transfer, shape of artiial
blood pumps.
The standard approah to solve problems like Problem 1.1 above, is to use the tools
of Mathematial Programming in Banah spaes, see [58℄, [70℄, [87℄. If the map-
pings J, e, c are ontinuously Fréhet dierentiable and the onstraints e (y, u) = 0,
c (y) ∈ K satisfy a regularity ondition alled onstraint qualiation at the solution
(y¯, u¯), then the following rst order optimality onditions or Karush-Kuhn-Tuker
(KKT) onditions hold true at (y¯, u¯):
There exists Lagrange multipliers p¯ ∈ Z∗, λ¯ ∈ R∗ suh that
e (y¯, u¯) = 0,(1.1)
c (y¯) ∈ K,(1.2)
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u¯ ∈ Uad,(1.3)
λ¯ ∈ Ko, 〈λ¯, c (y¯)〉R∗,R = 0,(1.4)
Ly (y¯, u¯, p¯) + c
′ (y¯)∗ λ¯ = 0,(1.5)
〈Lu (y¯, u¯, p¯) , u− u¯〉U∗,U ≥ 0, ∀ u ∈ Uad,(1.6)
where the Lagrangian funtion L : Y × U × Z∗ → R is dened as
(1.7) L (y, u, p) := J (y, u) + 〈p, e (y, u)〉Z∗,Z ,
Ly, Lu are its partial Fréhet derivative and
(1.8) Ko = {λ ∈ R∗ : 〈λ, r〉R∗,R ≤ 0, ∀ r ∈ K} .
In the present work the set of PDEs whih represents the onstraints
e (y, u) = 0, c (y) ∈ K,
of the optimal ontrol problems under investigation is the Cahn-Hilliard-Navier-
Stokes system whih models the ow of two immisible, inompressible uids.
The inompressible Navier-Stokes and Stokes equations represent the entral mo-
dels in uid mehanis. They an be derived onsidering a Newtonian uid with
onstant visosity oeients and assuming mass onservation, proper evolution of
linear momentum and total energy and divergene-free veloity eld (see [20℄, [67℄,
[81℄ and the referenes therein for further details). We refer to [20℄, [58℄ (Setion
1.8), [80℄ for analytial results and to [37℄, [73℄, [80℄ for numerial approahes.
The Cahn-Hilliard equations [21℄, [22℄, [23℄, is a model whih was originally derived
to desribe phase transition in binary alloys. In this rst approah, the model
onsider a uid where there is oexistene of two speies A and B. If the tempe-
rature of the system is greater than a ritial temperature Tc, the uid manifests a
state where the two speies, alled phases, are uniformly mixed. When one perform
a deep quenhing (rapid redution of the temperature), the system performs a
spinodal deomposition, i.e. it moves towards a state where the two speies are
spatially separated and the interfae, the surfae whih separates the two phases,
has a minimum area. In order to desribe this behaviour, onsidering a uid in
a spatial domain Ω and denoting by x and t the spae and time oordinates, the
Cahn-Hilliard model use a funtion y (x, t). This variable is alled phase-eld or
order parameter and it has the following struture
(1.9) y (x, t) =
cA (x, t)− cB (x, t)
cA (x, t) + cB (x, t)
,
where cA and cB are the onentrations of the two speies. Then, if T > Tc, the
order parameter is onstant, uniform and suh that −1 < y < 1; onversely, when
T < Tc, y (x, t) onverges to a state where it assumes its extremal values −1, 1 in
the major part of the domain
y(x, t) = 1 ⇒ cB(x, t) = 0 pure phase A,
3y(x, t) = −1 ⇒ cA(x, t) = 0 pure phase B,
with a thin interfae where −1 < y (x, t) < 1 and the two speies are mixed.
Subsequent to its original formulation, Cahn-Hilliard model was used to deal with
other physial systems showing analogous phase separation behaviour, inluding,
for example, problems in image proessing [14℄, [24℄ and in uid mehanis [5℄.
Furthermore, Cahn-Hilliard model have provided an eient option, from mathe-
matial point of view, to deal with interfaes dynamis (see [77℄ for a review and
also [8℄, [11℄). The struture of the Cahn-Hilliard system is the following
yt − γ∆w = 0,(1.10a)
y(0) = y0,(1.10b)
w + ε2∆y ∈ ∂Φ(y),(1.10)
∂y
∂n
∣∣∣
Ω
=
∂w
∂n
∣∣∣
Ω
= 0.(1.10d)
It is a fourth order system of paraboli type with Neumann boundary onditions.
The funtion w is the hemial potential and 1
γ
= Pe > 0 is the Pélet's number
whih is related to the mobility of the uid. ε is a onstant parameter whih is
tipially small 0 < ε << 1: its value is onneted with the thikness of the interfae
whih is of order O (ε). The funtion Φ = Φ (y) is the homogeneous free energy
density and ∂Φ stands for its generalized derivative [28℄ (see also Setion 2.4.4 in
[58℄). This generalized derivative is single-valued if Φ is dierentiable at y. For this
reason, in general, equation (1.10) is a variational inlusion. The Cahn-Hilliard
system (1.10) above, omes from the minimization [17℄ of a Ginzburg-Landau type
energy funtional Eε (y), whih is suh that
Eε (y) =
ε2
2
∫
Ω
|∇y|2 dx+
∫
Ω
Φ(y) dx.
Then, the analytial form of the homogeneous free energy density Φ (y) is ruial
in order to establish the proper behaviour of the system. Basially, the hoie of Φ
depends on the ontext of appliation of the model but, in general, the free energy
density Φ is suh that it penalizes the deviation from the physially meaningful
values [−1, 1]. In literature, several types of Φ has been onsidered. A widely
studied version for the homogeneous free energy density is the double-well potential
(1.11) Φ(y) =
1
4
(
1− y2
)2
,
for example in [32℄, [34℄, [71℄. Also the ase where Φ is an arbitrary polynomial
is analysed in [69℄, [76℄, [79℄, [82℄. A logarithmi form of the homogeneous free
energy density is studied in the original paper of Cahn and Hilliard [22℄ and in [4℄.
We emphasize that the logarithmi potential bounds the phase-eld in the interval
(−1, 1), while the double-well does not. However, they are both dierentiable and,
in these ases, equation (1.10) is an equality. In order to deal with the ase of
a deep quenh of a binary alloy, in [72℄ it is proposed the following form of the
homogeneous free energy density
(1.12) Φ(y) :=


1
2
(
1− y2
)
, if y ∈ [−1, 1],
+∞, otherwise,
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that is the so-alled double-obstale potential. This form of Φ allows a better desrip-
tion of the underlying physial phenomena, beause it bounds the order parameter
in the meaningful interval [−1, 1]. Conerning the Cahn-Hilliard equations with
Φ equal to the double-obstale potential, we refer the reader to [17℄, [54℄, [61℄ for
analytial results and to [7℄, [8℄, [9℄, [10℄, [15℄, [18℄, [38℄, [39℄, [49℄ for numerial and
disrete approahes.
The ow of two immisible, inompressible uids an be desribed by oupling
the Cahn-Hilliard system with the Navier-Stokes system
vt − ν∆v + (v · ∇)v +∇p+ ρ y · ∇w = u,(1.13a)
v|Ω = 0,(1.13b)
v(0) = v0,(1.13)
∇ · v = 0,(1.13d)
yt − γ∆w + v · ∇y = 0,(1.14a)
y(0) = y0,(1.14b)
w + ε2∆y ∈ ∂Φ(y),(1.14)
∂y
∂n
∣∣∣
Ω
=
∂w
∂n
∣∣∣
Ω
= 0.(1.14d)
In the Navier-Stokes system (1.13), p represents the pressure, u is an external
volume fore and Re = 1
ν
is the Reynold's number. The mean veloity eld v, is
dened [62℄ to be
v =
1 + y
2
vA +
1− y
2
vB,
where vi, i = A,B, is the veloity eld of the uid omponent i. The onstant
parameter ρ is the apillarity number. Equations (1.13), (1.14) represent a model
whih is related to the so-alled model `H' in the nomenlature of Hohenberg and
Halperin [42℄, [45℄, [59℄, [64℄. Conerning the analysis of this model, we refer the
reader to [1℄, [2℄, [3℄, [19℄, [25℄, [33℄, [35℄, [41℄, [43℄, [44℄, [48℄, [60℄, [62℄, [63℄ and the
referenes therein. In partiular, among the referenes above, [35℄ and [62℄ ontain a
omprehensive of analyti and numerial results, for the double-well potential in the
Cahn-Hilliard part. In [48℄, the authors onsider the CahnHilliard-NavierStokes
system with a double-obstale homogeneous free energy density. Then, they per-
form a MoreauYosida regularization of the double-obstale potential and nd a
solution of the regularized system. In this way, the phase-eld is not onned to
the physial interval [−1, 1], but may overshoot the values ±1 by a small amount
whih depends on a regularization parameter.
In this thesis we study the following type of optimal ontrol problem
Problem 1.2. Let Ω ⊂ R2 be an open and bounded domain and
yd : ΩT := Ω× (0, T )→ R be given. Let α > 0 and T > 0 be xed. Find a ontrol
u : ΩT → R
2
and a state y : ΩT → R suh that
J(y,u) =
∫ T
0
[
1
2
∫
Ω
(y − yd)
2 dx+
α
2
∫
Ω
|u|2 dx
]
dt,
5is minimized subjet to the Cahn-Hilliard-Navier-Stokes system (1.13), (1.14).
Problem 1.2 an be lassied as a distributed optimal ontrol problem. Indeed, the
ontrol u, i.e. the external volume fore in the Navier-Stokes equations (1.13), is
distributed on the whole domain. The ontrol ats on the system with the purpose
of driving the state y, that is the phase-eld in Cahn-Hilliard equation (1.14), as
lose as possible to a desired state yd. The struture of the objetive funtion J is
standard: the rst term in J measure the distane between the state y and the de-
sired state yd; the seond is a regularization term whih guarantees well-posedness
of the problem. The onstant parameter α is usually small (α ∈ [10−5, 10−3]).
In literature, optimal ontrol problems involving multiphase uids ow, are studied
in relatively few papers. In several works, the authors onsider just the optimal
ontrol of the Cahn-Hilliard system without any oupling with the Navies-Stokes
equations: in [29℄, [30℄ a boundary ontrol problem with Φ equal to the double-
obstale potential (1.12) is studied; in [84℄, [86℄ a distributed optimal ontrol prob-
lem, where the free energy density orrespond, respetively, to a general polynomial
and to the double-well potential (1.11) is analysed; in [85℄, the ontrol of a visous
Cahn-Hilliard system is onsidered; in [54℄ a distributed optimal ontrol problem
with Φ equal to the double-obstale potential is assessed; in [31℄, the authors study
a problem involving non-loal interations.
Conerning the ontributions to the analysis of the optimal ontrol of the om-
plete Cahn-Hilliard-Navier-Stokes system, in [50℄, [55℄, a mathematial analysis of
a semi-disrete (in time) problem is performed. In [57℄, the authors study a fully
disretized version of the model, where the free energy density orresponds to the
double-obstale potential: they perform a Moreau-Yosida regularization of the re-
sulting state equations and then they obtain the solution of the problem applying
the instantaneous ontrol [26℄, [56℄ strategy. In [78℄, a distributed optimal ontrol
problem is onsidered, taking into aount the eet of a disturbane whih desta-
bilizes the ontrol eets. In [36℄, the ase of non-loal interations is onsidered.
In the mathematial analysis of Problem 1.2, the main issue is the struture of the
homogeneous free energy density Φ in the Cahn-Hilliard equations. From physial
point of view, the most meaningful analytial form for the funtion Φ orresponds
to the double-obstale potential. Unfortunately, that makes the problem very hal-
lenging. Indeed, due to the non-smooth nature of the double-obstale potential, in
this ase equation (1.14) in the Cahn-Hilliard system is a variational inequality.
Optimal ontrol problems with variational inequalities are related to the mathe-
matial programs with equilibrium onstraints (MPECs), whih do not satisfy any
kind of onstraints qualiations [51℄, [52℄, [54℄. Then, in Problem 1.2, if Φ is the
double-obstale potential, it is not possible to apply the standard tools of mathe-
matial programming in Banah spaes.
Below we give an overview of the struture of the thesis and briey explain how to
overome the diulties that arise in the optimal ontrol of onsidered problems.
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1.1. Struture of the Thesis
The thesis is organized in two main parts. In the rst part, whih inludes Chap-
ters 2 and 3, we onsider the distributed optimal ontrol problem of the non-smooth
Cahn-Hilliard-Stokes system. We assume that the homogeneous free energy density
in the Cahn-Hilliard equations, orresponds to the double-obstale potential (1.12).
The analysis is performed at ontinuous level in Chapter 2 and by a nite dimen-
sional approah in Chapter 3. In the seond part, whih enompasses Chapters
4 and 5, we study the distributed optimal ontrol problem of the smooth Cahn-
Hilliard-Navier-Stokes system. In this ase the homogeneous free energy density
is equal to the double-well potential (1.11). We assess this problem onsidering
innite dimensional settings in Chapter 4 and a disrete approah in Chapter 5.
In Chapter 2, we perform a mathematial analysis of Problem 1.2 above, replaing
the Navier-Stokes equations (1.13) with the Stokes equations
vt − ν∆v +∇p = u,(1.15a)
v|Ω = 0,(1.15b)
v(0) = v0,(1.15)
∇ · v = 0,(1.15d)
Hene, we do not onsider the eets of the inertia term and furthermore, we set
the apillarity number ρ = 0, negleting the surfae tension in equation (1.13a).
As a onsequene, the two state equations of the problem are deoupled. The rst
assumption does not ompromise the results we establish in the thesis, i.e., they
remain valid for the Navier-Stokes system. The seond assumption is ruial: on-
sidering ρ 6= 0 ause severe diulties onerning the derivation of the optimality
onditions of the optimal ontrol problem. For this reason, the ase ρ 6= 0 with Φ
equal to the double-obstale potential remains an open problem.
The optimal ontrol problem under investigation is hallenging. Indeed, as we ex-
plained in the previous setion, it has a lak of onstraints qualiation. Then, it
is not possible to solve it applying diretly the tools of mathematial programming
in Banah spae. In order to overome this diult, we adapt the idea from [54℄:
we regularize the problem, so that it is possible to apply the tools of mathematial
programming in Banah spaes; we derive the optimality onditions of the regu-
larized problem; we obtain the optimality onditions of the original problem as
a limit with respet to the regularization parameter of the optimality onditions
of the regularized problem. This last result is an original ontribution of this thesis.
In Chapter 3, at disrete level, we study the optimal ontrol problem following
the same proedure applied in Chapter 2. In this way, we derive three new results:
a set of optimality onditions of the problem; the onvergene of the disrete op-
timality onditions to the ontinuous optimality onditions, as the disretization
parameters go to zero; an eient algorithm for the solution of the disrete opti-
mality onditions. Finally, in order to show the eetiveness of our approah, we
perform some omputations.
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In Chapter 4, we assess the Cahn-Hilliard-Navier-Stokes optimal ontrol Prob-
lem 1.2, where we assume the homogeneous free energy density Φ equal to the
double-well potential (1.11).
Compared to problem analysed in Chapter 2, there are three main dierenes.
First, we onsider in the Cahn-Hilliard equation a smooth free energy density. This
assumption simplies the study of the problem, beause, in this way, the onstraints
qualiation is satised and it is possible to apply the tools of mathematial pro-
gramming in Banah spaes. Seondly, we do not neglet the eet of the inertia
term in the Navier-Stokes equations. Finally, we take into aount the surfae
tension eets (ρ 6= 0). Consequently, the Navier-Stokes equations and the Cahn-
Hilliard equations (as well as the orresponding system of optimality onditions)
ontain rather ompliated nonlinear terms whih ompliate the analysis of the
problem.
In this hapter, we get original ontributions of the thesis: the rst order optimality
onditions of the problem and regularity properties for the adjoint variables.
In Chapter 5 we propose and analyse a fully disrete approximation of the Cahn-
Hilliard-Navier-Stokes optimal ontrol problem. We establish new results: the di-
srete rst order optimality onditions, the onvergene of the disrete optimality
onditions to the ontinuous optimality onditions, as the disretization parame-
ters go to zero. Finally, we onstrut a pratial algorithm for the solution of the
disrete optimality onditions and perform some numerial experiments.
In Appendix A, we present the notation and the basi results used in the thesis.
In Appendix B, we show some of the longer proofs of the results established in
the thesis.

2. Optimal Control of the
Non-Smooth
Cahn-Hilliard-Stokes System
2.1. Introdution
In this hapter, we study the optimal ontrol problem whih onerns the ow of
a mixture of two inompressible, immisible uids. The evolution of the system is
desribed by the Stokes equations (1.15) and the Cahn-Hilliard equations (1.14),
where the free energy density orresponds to the double-obstale potential (1.12).
In order to state the problem under investigation properly, we make some preli-
minary assumptions. We denote by: Ω ∈ R2 an open, bounded, onvex polygonal
domain; T > 0 a xed time horizon; ΩT = Ω × (0, T ); α > 0 a positive small
onstant. The setting and the notation used throughout this Chapter is presented
in Appendix A.2.1, A.2.2. In partiular, we onsider L20, the spae of the L
2
-
funtions with zero mean, H0 = L
2
0 ∩H
1
and the assoiated Bohner's spae
W0 =
{
y ∈ L2 (H0) : yt ∈ L
2 (H∗0 )
}
.
In addition, we assume that D is the spae of the vetor-valued, divergene-free,
H10-funtions and we onsider the assoiated Bohner's spae
W0 =
{
v ∈ L2(D) : vt ∈ L
2(D∗)
}
.
We dene the following spae,
(2.1) X = W0 ×W0 × L
2
(
H1
)
,
with element
x = (v, y, w) .
The spaes X and X× L2 (L2) are endowed with the following norms,
‖x‖X =
[
‖v‖2W0 + ‖y‖
2
W0
+ ‖w‖2L2(H1)
] 1
2
,
‖ (x,u) ‖X×L2(L2) =
[
‖x‖2X + ‖u‖
2
L2(L2)
] 1
2
.
Moreover, we dene the following set
(2.2) K =
{
θ ∈ L2
(
H1
)
: −1 ≤ θ ≤ 1, a.e. on ΩT
}
.
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We onsider the following objetive funtion
(2.3) J : X× L2
(
L2
)
→ R,
suh that
(2.4) J(x,u) :=
∫ T
0
[
1
2
∫
Ω
(y − yd)
2 dx+
α
2
∫
Ω
u2 dx
]
dt,
where we assume yd ∈ C ([0, T ] ;L20). Then, we onsider the following optimal
ontrol problem:
Problem 2.1. Given v0 ∈ D ∩H
2
, y0 ∈ L
2
0 ∩H
2 ∩ K, nd (x¯, u¯) ∈ X× L2 (L2),
suh that
min
(x,u)∈X×L2(L2)
J (x,u) = J (x¯, u¯) ,
subjet to ∫ T
0
[(vt,ψ) + ν (∇v,∇ψ)− (u,ψ)] dt = 0,(2.5a)
v(0) = v0, in Ω,(2.5b)
∫ T
0
[〈yt, η〉H1∗,H1 + γ (∇w,∇η)− (y,v · ∇η)] dt = 0,(2.6a)
y(0) = y0, in Ω,(2.6b) ∫ T
0
[
− (w, θ − y) + ε2 (∇y,∇θ −∇y)− (y, θ − y)
]
dt ≥ 0,(2.6)
y ∈ K,(2.6d)
for all ψ ∈ L2 (D) , η ∈ L2 (H1) , θ ∈ K.
In Problem 2.1 above, (2.5) are the weak form of the non-stationary Stokes
equations for inompressible uid (1.15) and (2.6) are the weak form of the Cahn-
Hilliard system (1.14), where (1.14) is reformulated as a variational inequality.
Indeed, if Φ orresponds to the double-obstale potential (1.12), we an write
Φ(y) =
1
2
(
1− y2
)
+ I[−1,1],
where I[−1,1] is the indiator funtion of the interval [−1, 1]. Then, if ∂Φ (y) is the
generalized derivative of Φ alulated in y, we have
∂I[−1,1](y) = {v : v(θ − y) ≤ 0, ∀θ : −1 ≤ θ ≤ 1} ,
for all y suh that −1 ≤ y ≤ 1. Hene, (1.14) an be reformulated in the following
equivalent form
yt − γ∆w + v · ∇y = 0, in ΩT ,(2.7a)
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y(0) = y0, in Ω,(2.7b)
−
(
w + ε2∆y + y
)
(θ − y) ≥ 0, ∀θ : −1 ≤ θ ≤ 1, in ΩT ,(2.7)
−1 ≤ y ≤ 1, in ΩT ,(2.7d)
∂y
∂n
∣∣∣
Ω
=
∂w
∂n
∣∣∣
Ω
= 0, in ∂Ω× [0, T ],(2.7e)
Therefore, (2.6) is just a weak formulation of (1.14).
We stress a property of the Cahn-Hilliard system (2.7). Assuming y, w,v smooth
enough and integrating in Ω in (2.7a), we get∫
Ω
yt dx = γ
∫
Ω
∆w dx−
∫
Ω
v · ∇y dx.
Thus, using the boundary onditions (2.7e) and the divergene theorem, we derive
d
dt
∫
Ω
y dx = −γ
∫
∂Ω
∂w
∂n
dσ +
∫
∂Ω
y v · n dσ +
∫
Ω
y ∇ · v dx = 0.
Therefore, the Cahn-Hilliard system (2.7) is mass preserving∫
Ω
y (x, t) dx =
∫
Ω
y0 (x) dx = m.
Hene, if given v, y0, the solution of (1.14) are y, w, then denoting with yˆ0 = y0−
m
|Ω|
,
the funtions yˆ = y − m
|Ω|
, w are solution of
yˆt − γ∆w + v · ∇yˆ = 0, in ΩT ,(2.8a)
yˆ(0) = yˆ0, in Ω,(2.8b)
w + ε2∆yˆ ∈ ∂Φˆ (yˆ) , in ΩT ,(2.8)
∂yˆ
∂n
∣∣∣
Ω
=
∂w
∂n
∣∣∣
Ω
= 0, in ∂Ω× [0, T ],(2.8d)
where
Φˆ (yˆ) = Φ
(
yˆ +
m
|Ω|
)
.
Thus, the dierene between the systems (1.14) and (2.8) is just a translation in the
free energy density Φ. So, in order to simplify the analysis of the problem, without
loss of generality, we assumed the following zero mass ondition on the initial data
(2.9)
∫
Ω
y0 (x) dx = 0.
The optimal ontrol Problem 2.1 is very hallenging. Indeed, it does not fulls
any kind of onstraint qualiation and this fat prevents the appliation of the
standard theory of mathematial programming in Banah spaes [51℄, [52℄, [54℄.
It means that it is not possible to derive, diretly, a set of rst order optimality
ondition to solve the problem. Therefore, to deal with Problem 2.1, we regularize
the double-obstale potential in the onstraint (2.6), by introduing a regularization
parameter δ. In this way we dene a regularized version of Problem 2.1 whih satisfy
the onstraint qualiation. Then, we derive the rst order optimality onditions
of Problem 2.1 as a limit of the rst order optimality onditions of the regularized
problem, for the regularization parameter δ → 0+.
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2.2. Regularized Optimal Control Problem
This setion is devoted to the analysis of the regularized version of the non-smooth
optimal ontrol Problem 2.1: we show that this problem is well-posed and then we
derive the rst order optimality onditions.
The regularization of Problem 2.1 is dened as follows. We onsider a parameter
δ ∈
(
0, 1
4
)
and a funtion Φδ(r) ∈ C2(R) suh that
(2.10) Φδ(r) :=
1
2
(
1− y2
)
+ fδ(y),
where
(2.11) fδ(r) :=


1
2δ
[
r +
(
1 +
δ
2
)]2
+
δ
24
if r ≤ −1 − δ,
−
1
6δ2
(r + 1)3 if − 1− δ < r < −1,
0 if − 1 ≤ r ≤ 1,
1
6δ2
(r − 1)3 if 1 < r < 1 + δ,
1
2δ
[
r −
(
1 +
δ
2
)]2
+
δ
24
if r ≥ 1 + δ.
Diret alulation shows
(2.12) f ′δ(r) :=
1
δ
βδ (r) :=


1
δ
[
r +
(
1 +
δ
2
)]
if r ≤ −1− δ,
−
1
2δ2
(r + 1)2 if − 1− δ < r < −1,
0 if − 1 ≤ r ≤ 1,
1
2δ2
(r − 1)2 if 1 < r < 1 + δ,
1
δ
[
r −
(
1 +
δ
2
)]
if r ≥ 1 + δ,
and
(2.13) f ′′δ (r) :=
1
δ
β ′δ (r) :=


1
δ
if r ≤ −1 − δ,
−
1
δ2
(r + 1) if − 1− δ < r < −1,
0 if − 1 ≤ r ≤ 1,
1
δ2
(r − 1) if 1 < r < 1 + δ,
1
δ
if r ≥ 1 + δ.
The funtion Φδ dened in (2.10) is, for any xed δ ∈
(
0, 1
4
)
a regularization of the
double-obstale potential (1.12) (see [17℄ for a piture of it). It is suh that
Φδ(r)→ Φ(r) as δ → 0
+, ∀r ∈ R,
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Φδ(r)→ +∞ as r → ±∞, ∀δ ∈
(
0,
1
4
)
and furthermore there exists a positive onstant C0, suh that
(2.14) Φδ(r) ≥ −C0 δ, ∀δ ∈
[
0,
1
4
)
.
By the denition of fδ it follows that
(2.15) fδ(r) ≥
1
2δ
βδ(r)
2,
and from its onvexity
(2.16) fδ(r) ≥ fδ(s) +
1
δ
βδ(s)(r − s),
for all r, s ∈ R. Moreover βδ is a Lipshitz ontinuous funtion
(2.17) 0 ≤ β ′δ ≤ 1,
suh that
(2.18) |β ′δ (r)− β
′
δ (s) | ≤
1
δ
|r − s|.
for all δ ∈
(
0, 1
4
)
and r, s ∈ R.
In order to represent the regularized version of the non-smooth optimal ontrol
Problem 2.1 in a more ompat, general form, we onsider the following map
(2.19) eδ : X× L
2
(
L2
)
→ Z =
[
L2 (D)× L2 (H0)× L
2
(
H1
)
× S × L20
]∗
,
where the spae S is dened in (A.3). The map eδ is suh that, for all p =
(ψ, η, θ, ξ, ϕ) ∈ Z∗,
〈p, eδ (x,u)〉Z∗,Z = 〈a (v,u) ,ψ〉L2(D∗),L2(D) + 〈b (v, y, w) , η〉L2(H∗0),L2(H0)
(2.20)
+ 〈cδ (y, w) , η〉L2(H1∗),L2(H1) + (ξ,v (0)− v0)
+ (ϕ, y (0)− y0) ,
where
〈a (v,u) ,ψ〉L2(D∗),L2(D) =
∫ T
0
[(vt,ψ) + ν (∇v,∇ψ)− (u,ψ)] dt,
〈b (v, y, w) , η〉
L2(H∗0),L2(H0)
=
∫ T
0
[(yt, η) + γ (∇w,∇η)− (y,v · ∇η)] dt,(2.21)
and
〈cδ (y, w) , η〉L2(H1∗),L2(H1)(2.22)
=
∫ T
0
[
(w + y, θ)− ε2 (∇y,∇θ)−
1
δ
(βδ (y) , θ)
]
dt.
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Moreover, with z = (z1, z2, z3, z4, z5) ∈ Z, we dene the norm
‖z‖Z =
[
‖z1‖
2
L2(D∗) + ‖z2‖
2
L2(H∗0)
+ ‖z3‖
2
L2(H1∗) + ‖z4‖
2
S + ‖z5‖
2
L20
] 1
2
.
So, the regularized version of the non-smooth optimal ontrol Problem 2.1 is the
following:
Problem 2.2. Given v0 ∈ D ∩H2, y0 ∈ L20 ∩H
2 ∩ K, nd (x¯, u¯) ∈ X× L2 (L2),
suh that
min
(x,u)∈X×L2(L2)
J (x,u) = J (x¯, u¯) ,
subjet to
(2.23) eδ (x,u) = 0.
Using the denition (2.19), (2.20) of the map eδ, we note that the regularization
proess ats just on the Cahn-Hilliard equations, where the generalized derivative
of the non-smooth double-obstale potential (1.12) is replaed by the standard
derivative of the potential Φδ (2.10).
2.2.1. Properties of the Regularized State Equations
From the denition (2.19), (2.20) of the map eδ, we derive that the weak form of
the state equations (2.23) of the regularized optimal ontrol Problem 2.2 read as
follows: ∫ T
0
[(vt,ψ) + ν (∇v,∇ψ)− (u,ψ)] dt = 0,(2.24a)
v(0) = v0, in Ω,(2.24b)
∫ T
0
[〈yt, η〉H1∗,H1 + γ (∇w,∇η)− (y,v · ∇η)] dt = 0,(2.25a)
y(0) = y0, in Ω,(2.25b) ∫ T
0
[
(w, θ)− ε2 (∇y,∇θ) + (y, θ)−
1
δ
(βδ (y) , θ)
]
dt = 0,(2.25)
for all ψ ∈ L2 (D) , η, θ ∈ L2 (H1). In the next Lemma 2.3, we derive existene,
uniqueness and regularity properties of the solution of (2.24), (2.25).
Lemma 2.3 (existene, uniqueness, regularity). For any xed δ ∈
(
0, 1
4
)
,
v0 ∈ D ∩H2, y0 ∈ L20 ∩H
2
, −1 ≤ y0 ≤ 1 a.e. in Ω, u ∈ L2 (L2) the system (2.24),
(2.25) has a unique solution
(v, y, w) ∈
(
H1 (S) ∩ L∞ (D)
)
×
(
W0 ∩ L
∞ (H0) ∩ L
2
(
H2
))
× L2
(
H1
)
,
whih satises
(2.26) ‖vt‖
2
L2(S)+‖v‖
2
L∞(D)+‖y‖
2
W0
+‖y‖2L∞(H0)+‖y‖
2
L2(H2)+‖w‖
2
L2(H1) ≤ C (u) ,
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(2.27)
∂y
∂n
∣∣∣
∂Ω
= 0, a.e. on (0, T ) ,
(2.28)
∥∥∥1
δ
βδ (y)
∥∥∥2
L2(L2)
≤ C (u) ,
where the onstant C (u) depends ontinuously on ‖u‖L2(L2) and data problem (ini-
tial onditions and onstant parameters ), but it is independent of δ.
The proof of the Lemma is given in Appendix B, Setion B.1.
Remark 2.4. It is obvious that the solution y ∈ W0. In fat setting η = χ[0,t] in
(2.25a), where
χ[0,t] (s) :=
{
1 if s ∈ [0, t] ,
0 otherwise
and integrating by parts in time, we have
(y (t) , 1) = (y (0) , 1) = 0, ∀ t ∈ (0, T ].
As a onsequene of the results of Lemma 2.3, assoiated to the state equations
of the regularized optimal ontrol Problem 2.2
eδ (x,u) = 0,
we an dene a bounded solution operator sδ : L
2 (L2)→ X, whih suh that
(2.29) eδ (sδ (u) ,u) = 0, ∀ u ∈ L
2
(
L2
)
.
2.2.2. Well-Posedness of the Regularized Optimal Control
Problem
We note that the map J : X × L2 (L2) → R, dened in (2.4), in the regularized
optimal ontrol Problem 2.2 is ontinuous, onvex and bounded from below. Thus,
it is weakly lower semiontinuous. We use the weakly lower semiontinuity of J to
get the following result, whih ensures that Problem 2.2 is well posed.
Theorem 2.5 (existene of minimizers). For any xed δ ∈
(
0, 1
4
)
, the regulari-
zed optimal ontrol Problem 2.2 admits a solution.
Proof. For any u ∈ L2 (L2), Lemma 2.3 ensures the existene and the uniqueness
of the solution x = (v, y, w) ∈ X. Therefore the feasible set
Fad =
{
(x,u) ∈ X× L2
(
L2
)
: eδ (x,u) = 0
}
,
is not empty. Then there exists
inf
(x,u)∈Fad
J (x,u) = Jˆ > −∞.
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and a sequene {(xn,un)}n∈N ⊂ Fad, suh that
(2.30) J (xn,un)→ Jˆ .
By the denition (2.4) of the ost funtional J , the sequene {un}n∈N is bounded
in L2 (L2) and so, by Lemma 2.3, there exists a onstant C suh that
‖xn‖X ≤ C,
and furthermore
‖vn‖L∞(D) + ‖yn‖L∞(H0) ≤ C.
Then, we an extrat a subsequene (labelled with index m), suh that
vm ⇀ v, in W0,(2.31)
vm
∗
⇀ v, in L∞ (D) ,(2.32)
vm → v, in L
2 (S) ,(2.33)
ym ⇀ y, in W0,(2.34)
ym
∗
⇀ y, in L∞ (H0) ,(2.35)
ym → y, in L
2
(
L20
)
,(2.36)
wm ⇀ w, in L
2
(
H1
)
,(2.37)
um ⇀ u, in L
2
(
L2
)
,(2.38)
where (2.33) and (2.36) follow, respetively, from (2.31) and (2.34), using the Aubin-
Lions-Simon Theorem (see for example Theorem II.5.16 in [20℄). So, we have
(xm,um) ⇀ (x,u) , in X× L
2
(
L2
)
.
The subsequene {(xm,um)}m ⊂ Fad, therefore eδ (xm,um) = 0. We show in the
following that eδ (x,u) = 0. From (2.31), (2.34), (2.37) and (2.38), we get
〈a (vm,um) ,ψ〉L2(D∗),L2(D) → 〈a (v,u) ,ψ〉L2(D∗),L2(D),∫ T
0
[(ymt, η) + γ (∇wm,∇η)] dt →
∫ T
0
[(yt, η) + γ (∇w,∇η)] dt,∫ T
0
[
(wm + ym, θ)− ε
2 (∇ym,∇θ)
]
dt →
∫ T
0
[
(w + y, θ)− ε2 (∇y,∇θ)
]
dt.
as m → +∞, for all (ψ, η, θ) ∈ L2 (D) × L2 (H0) × L2 (H1). Conerning the
remaining term in the funtional b (2.21), we have that
∣∣∣ ∫ T
0
(ym,vm · ∇η)− (y,v · ∇η) dt
∣∣∣
≤
∫ T
0
| (ym − y,vm · ∇η) | dt+
∫ T
0
| (y, [vm − v] · ∇η) | dt = D1 +D2,
where using the inequalities (A.17), (A.18) and (2.33), (2.36), we derive
D1 ≤ C
∫ T
0
‖y − ym‖
1
2 ‖y − ym‖
1
2
H0
‖vm‖
1
2 ‖vm‖
1
2
D
‖η‖H0 dt
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≤ C ‖y − ym‖
1
2
L∞(H0)
‖vm‖
1
2
L∞(D) ‖y − ym‖
1
2
L2(L2) ‖vm‖
1
2
L2(S) ‖η‖L2(H0) → 0,
D2 ≤ C
∫ T
0
‖y‖
1
2 ‖y‖
1
2
H0
‖vm − v‖
1
2 ‖vm − v‖
1
2
D
‖η‖H0 dt
≤ C ‖y‖
1
2
L∞(H0)
‖vm − v‖
1
2
L∞(D) ‖y‖
1
2
L2(L2) ‖vm − v‖
1
2
L2(S) ‖η‖L2(H0) → 0,
as m→ +∞. In order to manage the remaining term in cδ (2.22), from (2.17), we
note that βδ is a Lipshitz funtion and therefore∫ T
0
| (βδ (ym)− βδ (y) , θ) | dt ≤ ‖ym − y‖L2(L2) ‖θ‖L2(L2) → 0,
as m→ +∞. So, we an laim that
〈a (v,u) ,ψ〉L2(D∗),L2(D)+〈b (v, y, w) , η〉L2(H∗0),L2(H0)
+〈cδ (y, w) , η〉L2(H1∗),L2(H1) = 0,
for all (ψ, η, θ) ∈ L2 (D) × L2 (H0) × L2 (H1). With ψ = ξ (1− t/T ) , ξ ∈ S and
η = ϕ (1− t/T ) , ϕ ∈ L20, integrating by parts and using the previous results, it is
easy to realize that
(vm (0)− v (0) , ξ) = −
∫ T
0
(vmt − vt,ψ) dt−
∫ T
0
(vm − v,ψt) dt→ 0,
(ym (0)− y (0) , ϕ) = −
∫ T
0
〈ymt − yt, η〉H∗0 ,H0 dt−
∫ T
0
(ym − y, ηt) dt,→ 0,
as m → +∞. Furthermore, for all m, we have vm (0) = v0 and ym (0) = y0.
Therefore
v (0) = v0, y (0) = y0.
Thus, we have
eδ (x,u) = 0,
that is (x,u) ∈ Fad. Then, using that J is weakly lower semiontinuous, we an
write
J (x,u) ≤ lim inf
m→+∞
J (xm,um) = Jˆ .
Hene, (x,u) is a solution of the optimal ontrol Problem 2.2.
2.2.3. Optimality Conditions of the Regularized Optimal
Control Problem
In this setion, we show that Problem 2.2 satises the onditions needed to apply the
standard theory of mathematial programming in Banah spaes (see Assumptions
1.47 in [58℄). Subsequently, we derive the rst order optimality onditions of the
regularized optimal ontrol Problem 2.2 (see Theorem 1.48, Corollary 1.3 in [58℄).
We need to verify that the regularized optimal ontrol problem satises the following
onditions:
• the ontinuous Fréhet dierentiability of the ost funtional J : X×L2 (L2)→
R dened in (2.4);
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• the ontinuous Fréhet dierentiability of the onstraint eδ : X×L2 (L2)→ Z
dened in (2.19), (2.20);
• the existene of the inverse of the mapping eδx (sδ (u) ,u), where sδ is the
bounded solution operator dened in (2.29).
It is easy to realize that the mapping J : X× L2 (L2)→ R is ontinuously Fréhet
dierentiable. Indeed, the Fréhet derivative
J ′ : X× L2
(
L2
)
→ L
(
X× L2
(
L2
)
,R
)
,
and J has partial Fréhet derivatives
〈 Jv (x,u) ,dv 〉W∗0 ,W0 = 0,
〈 Jy (x,u) , dy 〉W ∗0 ,W0 =
∫ T
0
(y − yd, dy) dt,
〈 Jw (x,u) , dw 〉L2(H1∗),L2(H1) = 0,
(Ju (x,u) ,du)L2(L2) =
∫ T
0
(α u,du) dt,
suh that
〈 J ′ (x,u) , (dx,du) 〉(X×L2(L2))∗,X×L2(L2) =
∫ T
0
[(y − yd, dy) + α (u,du)] dt,
for all (dx.du) ∈ X× L2 (L2). Therefore∣∣∣J (x+ dx,u+ du)− J (x,u)− 〈J ′ (x,u) , (dx,du) 〉(X×L2(L2))∗,X×L2(L2)
∣∣∣ = 0
i.e., J is Fréhet dierentiable. Moreover, J is ontinuously Fréhet dierentiable,
sine ∣∣∣〈J ′ (x+ dx,u+ du)− J ′ (x,u) , (hx,hu)〉
(X×L2(L2))∗,X×L2(L2)
∣∣∣
=
∣∣∣ ∫ T
0
[(dy, hy) + α (du,hu)] dt
∣∣∣
≤ ‖dy‖L2(L2)‖hy‖L2(L2) + α‖du‖L2(L2)‖hu‖L2(L2)
≤ ‖ (dx,du) ‖X×L2(L2)
[
‖hy‖L2(L2) + α‖hu‖L2(L2)
]
→ 0,
as (dx,du)→ 0 in X× L2 (L2), for all (hx,hu) ∈ X× L2 (L2).
The dierentiation properties of the map eδ are summarized in the following lemma.
Lemma 2.6. For any xed δ ∈
(
0, 1
4
)
, the map eδ : X×L2 (L2)→ Z is ontinuously
Fréhet dierentiable.
Proof. We have
e′δ : X× L
2
(
L2
)
→ L
(
X× L2
(
L2
)
,Z
)
,
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with partial Fréhet derivatives
〈
p, eδv (x,u)dv
〉
Z∗,Z
=
∫ T
0
[(dvt,ψ) + ν (∇dv,∇ψ)− (y,dv · ∇η)] dt+ (ξ,dv(0)) ,
〈
p, eδy (x,u) dy
〉
Z∗,Z
=
∫ T
0
[
〈dyt, η〉H1∗,H1 − (dy,v · ∇η)− ε
2 (∇dy,∇θ)
+ (dy, θ)−
1
δ
(β ′δ (y) dy, θ)
]
dt+ (ϕ, dy(0)) ,
〈
p, eδw (x,u) dw
〉
Z∗,Z
=
∫ T
0
[γ (∇dw,∇η) + (dw, θ)] dt,
〈
p, eδu (x,u)du
〉
Z∗,Z
= −
∫ T
0
(du,ψ) dt,
where p = (ψ, η, θ,ψ, ϕ) ∈ Z∗. We have Fréhet dierentiability if∥∥ eδ (x+ dx,u+ du)− eδ (x,u)− e′δ (x,u) (dx,du)∥∥Z = o (‖ (dx,du) ‖X×L2(L2)) ,
as ‖ (dx,du) ‖X×L2(L2) → 0. It is easy to realize that∣∣∣ 〈 p, eδ (x + dx,u+ du)− eδ (x,u)− e′δ (x,u) (dx,du) 〉Z∗,Z
∣∣∣
≤
∣∣∣ ∫ T
0
(dy,dv · ∇η) dt
∣∣∣+ ∣∣∣ 1
δ
∫ T
0
(βδ (y + dy)− βδ (y)− β
′
δ (y) dy, θ) dt
∣∣∣
= E1 + E2.
With p = (ψ, η, θ,ψ, ϕ) ∈ Z∗, we have, using the embeddings (A.5), (A.6),
E1 ≤ C
∫ T
0
‖dy‖
1
2 ‖dy‖
1
2
H0
‖dv‖
1
2 ‖dv‖
1
2
D
‖η‖H0 dt
≤ C ‖dy‖
1
2
C([0,T ];L20)
‖dv‖
1
2
C([0,T ];S) ‖dy‖
1
2
L2(H0)
‖dv‖
1
2
L2(D) ‖η‖L2(H0)
≤ C ‖η‖L2(H0) ( ‖dy‖W0 + ‖dv‖W0)
(
‖dy‖L2(H0) + ‖dv‖L2(D)
)
≤ C ‖η‖L2(H0) ‖ (dx,du) ‖
2
X×L2(L2).
Next, we note that
1
‖dy‖W0
∫ T
0
(βδ (y + dy)− βδ (y) , θ) dt→
1
‖dy‖W0
∫ T
0
(β ′δ (y) dy, θ) dt,
as dy → 0 in W0. Hene, for all (dx,du) ∈ X× L2 (L2), we derive
E2
‖ (dx,du) ‖X×L2(L2)
≤
|1
δ
∫ T
0
(βδ (y + dy)− βδ (y)− β ′δ (y) dy, θ) dt|
‖dy‖W0
→ 0,
as (dx,du) → 0 in X × L
2 (L2). Thus, we have shown that eδ is Fréhet dieren-
tiable.
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Next, we show that eδ is ontinuosly Fréhet dierentiable, i.e. for all (x,u) , (dx,du) ∈
X× L2 (L2),
‖e′δ (x + dx,u+ du)− e
′
δ (x,u) ‖L(X×L2(L2),Z) → 0,
as (dx,du)→ 0. We have,∣∣∣ 〈 p, [ e′δ (x+ dx,u+ du)− e′δ (x,u) ] (hx,hu) 〉Z∗,Z
∣∣∣
=
∣∣∣ ∫ T
0
[
(dy,hv · ∇η) + (hy,dv · ∇η) +
1
δ
(β ′δ (y + dy)− β
′
δ (y) , hy θ)
]
dt
∣∣∣
= F1 + F2 + F3,
for all p = (ψ, η, θ,ψ, ϕ) ∈ Z∗. As well as in the estimate for E1, we derive
F1 ≤ C ‖dy‖
1
2
C([0,T ];L20)
‖hv‖
1
2
C([0,T ];S) ‖dy‖
1
2
L2(H0)
‖hv‖
1
2
L2(D) ‖η‖L2(H0) → 0,
F2 ≤ C ‖hy‖
1
2
C([0,T ];L20)
‖dv‖
1
2
C([0,T ];S) ‖hy‖
1
2
L2(H0)
‖dv‖
1
2
L2(D) ‖η‖L2(H0) → 0,
as (dx,du)→ 0. Moreover, using the property (2.18) of β ′δ,
F3 ≤
C
δ2
∫ T
0
‖dy‖ ‖hy‖H0 ‖θ‖H0 dt ≤
C
δ2
‖dy‖C([0,T ];L20)
‖hy‖L2(H0) ‖θ‖L2(H0) → 0,
as (dx,du)→ 0. It follows that eδ is ontinuously Fréhet dierentiable.
Theorem 2.7. For any xed δ ∈
(
0, 1
4
)
, u ∈ L2 (L2), we have that
eδx (sδ (u) ,u) ∈ L (X,Z) ,
has a bounded inverse.
The proof of the Theorem is given in Appendix B, Setion B.1
Note that, by Theorem 2.7, we have that for all u ∈ L2 (L2),
(2.39) [ eδx (sδ (u) ,u) ]
−1 ∈ L (Z,X) .
The ontinuous Fréhet dierentiability of the ost funtional J : X×L2 (L2)→ R,
Lemma 2.6 and Theorem 2.7 guarantee that all the solutions (x.u) of the regularized
optimal ontrol Problem 2.2 satisfy, together an adjoint variable q ∈ Z∗, a set of
rst order optimality onditions (see Theorem 1.48 and Corollary 1.3 in [58℄). To
derive the rst order optimality onditions, it is onvenient to dene the Lagrange
funtional Lδ : X× L
2 (L2)× Z∗ → R,
(2.40) Lδ (x,u,q) = J (x,u) + 〈 q, eδ (x,u) 〉Z∗,Z,
where q = (qv, qy, qw,qv0, qy0) ∈ Z∗. Thus, the optimality onditions of Problem
2.2 an be formulated as follows: nd (x,u,q) ∈ X× L2 (L2)× Z∗ suh that
Lδq (x,u,q) = 0, in Z,(2.41)
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Lδx (x,u,q) = 0, in X
∗,(2.42)
Lδu (x,u,q) = 0, in L
2
(
L2
)
.(2.43)
It is easy to realize that (2.41) are the state equations eδ (x,u) = 0. Relation (2.42)
orresponds to the so-alled adjoint equations and (2.43) is a further optimality
relation.
In the following lemma, we show that given a solution x = sδ (u) of the state
equations (2.41), the adjoint equations (2.42) have a unique solution q ∈ Z∗.
Lemma 2.8. Let u ∈ L2 (L2) and x ∈ X suh that x = sδ (u) be given. Then, the
adjoint equations (2.42) have a unique solution q ∈ Z∗, for any xed δ ∈
(
0, 1
4
)
.
Proof. For all dx ∈ X, we have〈
Lδx (x,u,q) ,dx
〉
X∗,X
=
〈
Jx (x,u) ,dx
〉
X∗,X
+
〈
q, eδx (x,u)dx
〉
Z∗,Z
,
thus the adjoint equations (2.42) are equivalent to
eδx (x,u)
∗
q = −Jx (x,u) , in X
∗.
Then, if x = sδ (u), q = q (u) is given by
q (u) = − [eδx (s (u) ,u)]
−∗ Jx (sδ (u) ,u) .
By Theorem 2.7, we know that [eδx (sδ (u) ,u)]
−∗ ∈ L (X∗,Z∗). So, the proof is
omplete.
The rst order optimality onditions (2.41)-(2.43) are written in terms of the
abstrat variables (x,u,q) ∈ X×L2 (L2)×Z∗. In the following Corollary 2.9, from
the denitions of the spaes X in (2.1) and Z in (2.19), we write these optimality
onditions expliitly, using the state variables
(v, y, w) ∈W0 ×W0 × L
2
(
H1
)
,
and the adjoint variables
(qv, qy, qw,qv0, qy0) ∈ L
2 (D)× L2 (H0)× L
2
(
H1
)
× S × L20.
Corollary 2.9 (optimality onditions). For any given δ ∈
(
0, 1
4
)
, the rst order
optimality onditions (2.41)-(2.43) of the regularized optimal ontrol Problem 2.2
read as follows: ∫ T
0
[(vt,ψ) + ν (∇v,∇ψ)− (u,ψ)] dt = 0,(2.44a)
v(0) = v0, in Ω,(2.44b) ∫ T
0
[〈yt, η〉H1∗,H1 + γ (∇w,∇η)− (y,v · ∇η)] dt = 0,(2.44)
y(0) = y0, in Ω,(2.44d) ∫ T
0
[
(w, θ)− ε2 (∇y,∇θ) + (y, θ)−
1
δ
(βδ (y) , θ)
]
dt = 0,(2.44e)
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for all ψ ∈ L2 (D) , η, θ ∈ L2 (H1),∫ T
0
[−〈qvt,ψ〉D∗,D + (∇qv,∇ψ)− (y,∇qy ·ψ)] dt = 0,(2.45a)
qv (T ) = 0, in Ω,(2.45b)∫ T
0
[
〈ηt, qy〉H∗0 ,H0 − ε
2 (∇qw,∇η) + (qw, η)− (v · ∇qy, η) + (y − yd, η)
]
dt
+ (qy0, η (0))−
1
δ
∫ T
0
(β ′δ (y) qw, η) dt = 0,(2.45) ∫ T
0
[ (qw, θ) + γ (∇qy,∇θ) ] dt = 0.(2.45d)
for all ψ ∈ L2 (D) , η ∈ W0, θ ∈ L2 (H1),
(2.46)
∫ T
0
(αu− qv,ϕ) dt = 0,
for all ϕ ∈ L2 (L2).
Proof. Diret alulation shows that equations (2.44) and (2.46) an be derived,
respetively, from (2.41) and (2.43). From (2.42), we get (2.45), (2.45d) and the
following equation
(2.47)
∫ T
0
[〈ψt,qv〉D∗,D + (∇qv,∇ψ)− (y,∇qy ·ψ)] dt+ (qv0,ψ (0)) = 0.
In (2.47), we have qv ∈ L2 (D) and qv0 ∈ S. If we assume qv ∈W0 and integrate
by parts in time, from (2.47) we obtain∫ T
0
[−〈qvt,ψ〉D∗,D + (∇qv,∇ψ)− (y,∇qy ·ψ)] dt(2.48)
+ (qv (T ) ,ψ (T ))− (qv (0) ,ψ (0)) + (qv0,ψ (0)) = 0.
Thus, setting qv (T ) = 0 and qv (0) = qv0 in (2.48), we get that qv satises∫ T
0
[−〈qvt,ψ〉D∗,D + (∇qv,∇ψ)− (y,∇qy ·ψ)] dt = 0,(2.49)
qv (T ) = 0, in Ω
for all ψ ∈ W0. In (2.49), qy ∈ L2 (H0) and from (2.26), y ∈ L∞ (H0). Therefore,
it is easy to prove that
(2.50)
∣∣∣ ∫ T
0
(y,∇qy ·ψ) dt
∣∣∣ ≤ C ‖y‖L∞(H0) ‖qy‖L2(H0) ‖ψ‖L2(D), ∀ ψ ∈ L2 (D) .
Thus, from (2.50), using a density argument, we obtain that (2.47) is equivalent to
(2.45a), (2.45b), with test funtions ψ ∈ L2 (D). In fat, equations (2.45a), (2.45b)
have a unique solution qv ∈ W0 whih is, by Lemma 2.8, the unique solution of
(2.47).
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We onlude this setion with Lemma 2.10, that provides regularity results and
δ−independent stability estimates for the adjoint variables
qv ∈ L
2 (D) , qy ∈ L
2 (H0) , qw ∈ L
2
(
H1
)
, qy0 ∈ L
2
0.
These results will be used in the next setion, where we perform the limit of the
optimality onditions system (2.44)-(2.46) for the regularization parameter δ → 0+.
Lemma 2.10. For any xed δ ∈
(
0, 1
4
)
, let us assume that
v ∈W0, y ∈ W0, w ∈ L
2
(
H1
)
,
u ∈ L2
(
L2
)
,
qv ∈ L
2 (D) , qy ∈ L
2 (H0) , qw ∈ L
2 (H0) , qy0 ∈ L
2
0,
are a solution of the optimality onditions (2.44)-(2.46). Then, the adjoint variables
have improved regularity properties
qv ∈ H
1 (S) ∩ L∞ (D) ,(2.51)
qy ∈ L
∞ (H0) ∩ L
2
(
H2
)
,(2.52)
qy0 ∈ H0.(2.53)
(2.54)
∂qy
∂n
∣∣∣
∂Ω
= 0, a.e. on (0, T ) ,
and
‖qvt‖
2
L2(S) + ‖qv‖
2
L∞(D) + ‖qy‖
2
L∞(H0)
+‖qy‖
2
L2(H2) + ‖qy0‖
2
H0
+ ‖qw‖
2
L2(H0)
+
∥∥∥1
δ
β ′δ (y)
∥∥∥2
W ∗0
≤ C (u) ,(2.55)
where the onstant C (u) depends ontinuously on ‖u‖L2(L2) and data problem (ini-
tial onditions and onstant parameters), but it is independent of δ.
The proof of the Lemma is shown in Appendix B, Setion B.1.
2.3. Non-Smooth Optimal Control Problem
Using the results obtained in Setion 2.2, we study the non-smooth optimal on-
trol Problem 2.1. In partiular, we derive the rst order optimality onditions of
Problem 2.1 as a limit of the rst order optimality onditions (2.44)-(2.46) of the
regularized Problem 2.2, for the regularization parameter δ → 0+.
2.3.1. Properties of the State Equations of the Non-Smooth
Optimal Control Problem
In this setion, we onsider the state equations (2.5), (2.6) of the non-smooth
optimal ontrol Problem 2.1. In Theorem 2.11 below, we get that these equations
an be derived as limit of the state equations (2.24), (2.25) of the regularized optimal
ontrol Problem 2.2, for the regularization parameter δ → 0+. Next, in Lemma
2.12, we show existene, uniqueness and regularity properties of the solution of
(2.5), (2.6).
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Theorem 2.11. Consider a sequene {δn}n∈N ⊂
(
0, 1
4
)
suh that δn → 0+, a
bounded sequene {un}n∈N ⊂ L
2 (L2) and the orresponding sequene of solutions
{(vn, yn, wn)}n∈N ⊂W0×W0×L
2 (H1) of the state equations (2.24), (2.25) of the
regularized optimal ontrol Problem 2.2. Then, there exists a subsequene (labelled
by index m), suh that
um ⇀ u, in L
2
(
L2
)
,(2.56)
vm ⇀ v, in H
1 (S) ,(2.57)
vm
∗
⇀ v, in L∞ (D)(2.58)
vm → v, in L
2 (S) ,(2.59)
ym ⇀ y, in W0,(2.60)
ym
∗
⇀ y, in L∞ (H0)(2.61)
ym ⇀ y, in L
2
(
H2
)
,(2.62)
ym → y, in L
2 (H0) ,(2.63)
wm ⇀ w, in L
2
(
H1
)
.(2.64)
Moreover, there exists a onstant C, suh that
(2.65) ‖vt‖
2
L2(S) + ‖v‖
2
L∞(D) + ‖y‖
2
W0
+ ‖y‖2L∞(H0) + ‖y‖
2
L2(H2) + ‖w‖
2
L2(H1) ≤ C.
Furthermore (v, y, w,u) satises the state equations (2.5), (2.6) of the non-smooth
optimal ontrol Problem 2.1 and
(2.66)
∂y
∂n
∣∣∣
∂Ω
= 0, a.e. on (0, T ) ,
Proof. The results (2.56)-(2.65) and (2.66) are diret onsequene of the Lemma
2.3. Indeed, sine the sequene {un}n∈N is bounded in L
2 (L2), we an extrat a
subsequene (labelled with an index l) {ul}l, suh that
ul ⇀ u, in L
2
(
L2
)
.
Hene, onsidering the orresponding sequene of solutions {(vl, yl, wl)}l of the
regularized state equations (2.24), (2.25) and using the δ−independent estimate
(2.26), we infer that there exists a further subsequene (labelled by an index m)
{(vm, ym, wm)}m whih fulls (2.57), (2.58), (2.60)-(2.62), (2.64) and (2.65). Then,
the strong onvergene results (2.59) and (2.63) are given by the Aubin-Lions-Simon
Theorem (see for example Theorem II.5.16 in [20℄). Furthermore, from (2.27), it
holds
∂ym
∂n
∣∣∣
∂Ω
= 0, a.e. on (0, T ) .
for all m. Thus (2.66) follows from (2.62). Next, we show that (v, y, w,u) satises
the state equations (2.5), (2.6) of the non-smooth optimal ontrol Problem 2.1. We
have that (vm, ym, wm,um) in (2.56)-(2.64) is suh that∫ T
0
[(vmt,ψ) + ν (∇vm,∇ψ)− (um,ψ)] dt = 0,(2.67a)
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vm(0) = v0, in Ω,(2.67b) ∫ T
0
[〈ymt, η〉H1∗,H1 + γ (∇wm,∇η)− (ym,vm · ∇η)] dt = 0,(2.67)
ym(0) = y0, in Ω,(2.67d) ∫ T
0
[
(wm + ym, θ)− ε
2 (∇ym,∇θ)−
1
δm
(βδm (ym) , θ)
]
dt = 0,(2.67e)
for all ψ ∈ L2 (D) , η, θ ∈ L2 (H1). As m → +∞ the onvergene of (2.67a)
to (2.5a) is straightforward. The same holds onerning the onvergene of the
linear terms in (2.67) to the orresponding terms in (2.6a). The onvergene of
the nonlinear term in (2.67) to the orresponding term in (2.6a), is derived noting
that, as → +∞,
∣∣∣ ∫ T
0
(ym,vm · ∇η) dt−
∫ T
0
(y,v · ∇η) dt
∣∣∣
≤
∣∣∣ ∫ T
0
(ym − y,vm · ∇η) dt
∣∣∣+ ∣∣∣ ∫ T
0
(y, [vm − v] · ∇η) dt
∣∣∣
≤ C
[
‖ym − y‖
1
2
L∞(H1)‖vm‖
1
2
L∞(D)‖ym − y‖
1
2
L2(L2)‖vm‖
1
2
L2(S)
+ ‖y‖
1
2
L∞(H1)‖vm − v‖
1
2
L∞(D)‖y‖
1
2
L2(L2)‖vm − v‖
1
2
L2(S)
]
‖η‖L2(H1) → 0,
where we used (2.58), (2.59), (2.61) and (2.62). Next, given θ ∈ K, by the denition
(2.12) of βδ, we have βδ (θ) ≡ 0. Then, by the property (2.17), we get∫ T
0
[
− (wm + ym, θ − ym) + ε
2 (∇ym,∇θ −∇ym)
]
dt
=
1
δm
∫ T
0
[(βδm (θ)− βδm (ym) , θ − ym)] dt ≥ 0,(2.68)
for all θ ∈ K. Hene, using the onvergene properties of ym, wm, from (2.68), we
derive (2.6b). In order to show (2.6), we dene a funtion fˆ : R→ R,
(2.69) fˆ (r) = lim
δ→0+
βδ (r) =


r + 1, if r ≤ −1,
0, if |r| ≤ 1,
r − 1, if r ≥ 1.
We note that fˆ is a Lipshitz funtion suh that
(2.70) |fˆ (r)− βδ (r) | ≤
δ
2
, |fˆ (r)− fˆ (s) | ≤ |r − s|, ∀r, s ∈ R.
From (2.28) in Theorem (2.3) we have that
‖βδm (ym) ‖L2(L2) ≤ C (um) δm ≤ C1 δm,
and therefore
(2.71) lim
m→+∞
‖βδm (ym) ‖L2(L2) = 0.
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Thus, using (2.70) and (2.71), it holds
∣∣∣ ∫ T
0
(
fˆ (y) , θ
)
dt
∣∣∣
≤
∫ T
0
[
‖fˆ (y)− fˆ (ym) ‖+ ‖fˆ (ym)− βδm (ym) ‖+ ‖βδm (ym) ‖
]
‖θ‖ dt
≤ C
[
‖y − ym‖L2(L2) + δm
]
‖θ‖L2(L2).
for all θ ∈ L2 (L2). Therefore, from the strong onvergene result (2.62), we derive
(2.6d). Finally, as well as in the proof of Theorem 2.5, we an realize that
v (0) = v0, y (0) = y0.
So, the proof is onluded.
In Lemma 2.12 below, we show the properties of the solution of the state equa-
tions (2.5)-(2.6) of the non-smooth optimal ontrol Problem 2.1.
Lemma 2.12. For any given u ∈ L2 (L2), the state equations (2.5)-(2.6) of the
non-smooth optimal ontrol Problem 2.1 have a unique solution (v, y, w), whih is
suh that
(2.72) v ∈ H1 (S)∩L∞ (D) , y ∈ W0∩L
∞ (H0)∩L
2
(
H2
)
∩K, w ∈ L2
(
H1
)
,
and satises the estimate
(2.73) ‖vt‖
2
L2(L2)+‖v‖
2
L∞(D)+‖y‖
2
W0
+‖y‖2L∞(H0)+‖y‖
2
L2(H2)+‖w‖
2
L2(H1) ≤ C (u) ,
where C (u) is a onstant that depends ontinuously on ‖u‖L2(L2) and data problem
(initial onditions and onstant parameters).
Proof. Applying Theorem 2.11 in the ase of a sequene {un}n∈N ⊂ L
2 (L2), suh
that
un (t) = u ∈ L
2
(
L2
)
, ∀n ∈ N, ∀t ∈ (0, T ) ,
we derive the existene of a solution (v, y, w) of (2.5)-(2.6) whih satises (2.72) and
(2.73). Next, we show the uniqueness of this solution. From the same arguments
used in the proof of Lemma 2.3 (see Appendix B), we get that v ∈ H1 (S)∩L∞ (D)
is unique. Then, we prove the uniqueness of y ∈ W0 ∩ L∞ (H0) ∩ L2 (H2) ∩ K and
w ∈ L2 (H1). We assume that for a given v, there are two solutions (y1, w1), (y2, w2)
of (2.6). Therefore, dy = y2 − y1 and dw = w2 − w1 satisfy
−γ
∫ T
0
(∇dw,∇η) dt =
∫ T
0
[〈dyt, η〉H1∗,H1 − (dy,v · ∇η)] dt,(2.74)
dy (0) = 0,
for all η ∈ L2 (H1) and
(2.75)
∫ T
0
e−µt
[
− (dw, dy) + ε
2‖∇dy‖
2
]
dt ≤
∫ T
0
e−µt‖dy‖
2 dt,
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where (2.75) is obtained setting in (2.6b), respetively, θ = e−µtdy + y1 ∈ K when
the solution is (y1, w1) and θ = −e−µtdy + y2 ∈ K when the solution is (y2, w2)
and then adding the equations obtained. Above µ > 0 is a onstant. From (2.74),
(2.75) we an prove the uniqueness of y as well as in the proof of Theorem 2.3. In
order to show the uniqueness of w, i.e. dw = 0, we set η = dw in (2.74). In this
way, we get
(2.76) ‖∇dw‖L2(L2) = 0.
Then, following [17℄, we an dene a.e. in (0, T ),
Ω0 (t) = {x ∈ Ω : |y (x, t) | < 1} .
As (y, 1) = 0, Ω0 (t) is not empty. Given φ ∈ C∞c (Ω0 (t)) we onsider θ± = y ± σφ,
with σ suh that θ± ∈ K. Substituting θ = θ± in (2.6), we derive that
(2.77) ε2
∫ T
0
(∇y,∇φ) dt =
∫ T
0
(w + y, φ) , ∀ φ ∈ C∞c (Ω0 (t)) ,
and (2.77) holds for w = w1 and for w = w2. Hene,
(2.78)
∫ T
0
(dw, φ) dt = 0, ∀ φ ∈ C
∞
c (Ω0 (t)) .
From (2.76), we know that dw is a onstant. Then, using (2.78), we infer that
dw = 0.
2.3.2. Minimizers of the Non-Smooth Optimal Control
Problem
In Theorem 2.13 below, we show an essential property of the solutions of the non-
smooth optimal ontrol Problem 2.1: there exists a sequene of solutions of the
regularized optimal ontrol Problem 2.2, whih onverges to a solution of the non-
smooth Problem 2.1, for the regularization parameter δ → 0+.
Theorem 2.13. Consider a sequene {δn}n∈N ⊂
(
0, 1
4
)
suh that δn → 0+ and the
orresponding sequene of solutions of the regularized optimal ontrol Problem 2.2,
{(x¯n, u¯n)}n∈N = {(sδn (u¯n) , u¯n)}n∈N ⊂ X× L
2
(
L2
)
.
Then, it is possible to extrat a subsequene (labelled by index m), suh that as
m→ +∞
(x¯m, u¯m) ⇀ (x¯, u¯) , in X× L
2
(
L2
)
,
where (x¯, u¯) is a solution of the non-smooth optimal ontrol Problem 2.1.
Proof. Given the sequenes {δn}n∈N, {(sδn (u¯n) , u¯n)}n∈N and some u ∈ L
2 (L2), by
the denition of the ost funtional J and the results of Lemma 2.3
α
2
‖u¯n‖
2
L2(L2) ≤ J (sδn (u¯n) , u¯n) ≤ J (sδn (u) ,u) ≤ ‖yd‖
2
L2(L2) + C (u) +
α
2
‖u‖2L2(L2),
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for all n ∈ N. Therefore the sequene {u¯n}n∈N is bounded in L
2 (L2) and using
Theorem 2.11, we an onsider a subsequene (labelled by index m) suh that
(sδm (u¯m) , u¯m) = (x¯m, u¯m) ⇀ (x¯, u¯) , in X× L
2
(
L2
)
,
where (x¯, u¯) is a solution of the state equations (2.5)-(2.6) of the non-smooth opti-
mal ontrol Problem 2.1. It remains to prove that (x¯, u¯) solves the optimal ontrol
Problem 2.1. Let (x∗,u∗) be a solution of Problem 2.1. Considering the sequene
{(sδm (u
∗) ,u∗)}m, by theorem 2.11, there exists a further subsequene (labelled by
index l), suh that
(sδl (u
∗) ,u∗) ⇀ (x∗,u∗) , in X× L2
(
L2
)
,
as l → +∞. Then, using that (x∗,u∗) is a solution of (2.1) and the weak lower
semiontinuity of J, we have
(2.79)
J (x∗,u∗) ≤ J (x¯, u¯) ≤ lim inf
m→+∞
J (sδm (u¯m) , u¯m) ≤ lim sup
m→+∞
J (sδm (u¯m) , u¯m) .
Obviously
lim sup
m→+∞
J (sδm (u¯m) , u¯m) = lim sup
l→+∞
J (sδl (u¯l) , u¯l) ,
and furthermore
J (sδl (u¯l) , u¯l) ≤ J (sδl (u
∗) ,u∗) ,
beause {(sδl (u¯l) , u¯l)}l is a sequene of minimizers for the regularized optimal
ontrol Problem 2.2. So
(2.80) lim sup
m→+∞
J (sδm (u¯m) , u¯m) ≤ lim sup
l→+∞
J (sδl (u
∗) ,u∗) = J (x∗,u∗) .
Using together (2.79) and (2.80), we infer
J (x∗,u∗) ≤ J (x¯, u¯) ≤ J (x∗,u∗) ,
whih means that J (x¯, u¯) is a solution of the non-smooth optimal ontrol Problem
2.1. This onludes the proof.
In the following, we state an equivalent formulation of the non-smooth optimal
ontrol Problem 2.1. We introdue two Lagrange multipliers βr, βl ∈ L2 (L2) in the
state equations so that we obtain a problem whih has the form of a mathematial
program with omplementarity onstraints. In the next setions we will observe
that the Lagrange multipliers βr, βl will be linked to the adjoint variables whih
satisfy the rst order optimality onditions for the non-smooth Problem 2.1.
We dene the spae
R = X× L2
(
L2
)
× L2
(
L2
)
,
with elements
r = (x, βr, βl) ,
and
K+ =
{
ϕ ∈ L2
(
L2
)
: ϕ ≥ 0 a.e. on ΩT
}
.
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Furthermore, we onsider the ost funtional J˜ : R× L2 (L2)→ R, suh that
J˜ (r,u) ≡ J (x,u) .
Thus, we onsider the following problem:
Problem 2.14. Find (r¯, u¯) ∈ R× L2 (L2) suh that
min
(r,u)∈R×L2(L2)
J˜(r,u) = J˜ (r¯, u¯) ,
subjet to ∫ T
0
[(vt,ψ) + ν (∇v,∇ψ)− (u,ψ)] dt = 0,(2.81a)
v(0) = v0, in Ω,(2.81b)
∫ T
0
[〈yt, η〉H1∗,H1 + γ (∇w,∇η)− (y,v · ∇η)] dt = 0,(2.82a)
y(0) = y0, in Ω,(2.82b) ∫ T
0
[
− (w + y, θ) + ε2 (∇y,∇θ) + (β, θ)
]
dt = 0,(2.82)
y ∈ K,(2.82d)
β = βr − βl, with βr, βl ∈ K
+,(2.82e) ∫ T
0
(βr, 1− y) dt = 0,(2.82f) ∫ T
0
(βl, 1 + y) dt = 0.(2.82g)
for all ψ ∈ L2 (D) , η, θ ∈ L2 (H1).
Lemma 2.15. Problem 2.1 and Problem 2.14 are equivalent.
Proof. We proeed in the following way: we show that (2.81)-(2.82) an be obtained
as limit of the state equations (2.24), (2.25) of the regularized optimal ontrol
Problem 2.2, for the regularization parameter δ → 0+. Using Theorem 2.11, we
need just to prove that there exist y, w whih together βr, βl satisfy (2.82), (2.82e)-
(2.82g). We an write the regularized state equation (2.25) in the following way
(2.83)
∫ T
0
[
− (w + y, θ) + ε2 (∇y,∇θ) +
1
δ
(βrδ (y)− βlδ (y) , θ)
]
dt = 0,
where,
(2.84)
1
δ
βrδ (s) :=


0, if s ≤ 1,
1
2δ2
(s− 1)2 , if 1 < s < 1 + δ,
1
δ
[
s−
(
1 +
δ
2
)]
, if s ≥ 1 + δ.
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(2.85)
1
δ
βlδ (s) :=


−
1
δ
[
s+
(
1 +
δ
2
)]
, if s ≤ −1− δ,
1
2δ2
(s+ 1)2 , if − 1− δ < s < −1,
0, if − 1 ≤ s,
and
βδ (s) = βrδ (s)− βlδ (s) ,
βrδ (s)βlδ (s) = 0,
βrδ (s) ≥ 0, βlδ (s) ≥ 0, ∀s ∈ R, ∀δ ∈
(
0,
1
4
)
.
As in Theorem 2.11, given u ∈ L2 (L2), we onsider a sequene {δn}n∈N ⊂
(
0, 1
4
)
suh that δn → 0+ and the orresponding sequene of solution of the regularized
state equations {(vn, yn, wn)}n∈N ⊂W0 ×W0 × L
2 (H1). By (2.28) in Lemma 2.3,
there exists a subsequene (labelled with index m), suh that
1
δm
βrδm (ym) ⇀ βr, in L
2
(
L2
)
,(2.86)
1
δm
βlδm (ym) ⇀ βl, in L
2
(
L2
)
,(2.87)
βr, βl ∈ K
+,(2.88)
ym → y, in L
2
(
L20
)
,(2.89)
wm ⇀ w, in L
2
(
H1
)
,(2.90)
y ∈ K,(2.91)
and (y, w, β) satises (2.82). In order to prove (2.82f), (2.82g), using (2.86), (2.87),
(2.89), we note that,
1
δm
∫ T
0
(βrδm (ym) , 1− ym) dt →
∫ T
0
(βr, 1− y) dt,(2.92)
1
δm
∫ T
0
(βlδm (ym) , 1 + ym) dt →
∫ T
0
(βl, 1 + y) dt(2.93)
as m→ +∞. Furthermore, from (2.88), (2.91), it follows that
(2.94)
∫ T
0
(βr, 1− y) dt ≥ 0,
∫ T
0
(βl, 1 + y) dt ≥ 0.
Conversely, from the denitions of βrδm , βlδm in (2.85), (2.84),
(2.95)
1
δm
∫ T
0
(βrδm (ym) , 1− ym) dt ≤ 0,
1
δm
∫ T
0
(βlδm (ym) , 1 + ym) dt ≤ 0.
Thus, from (2.92)-(2.95), we obtain∫ T
0
(βr, 1− y) dt = 0,
∫ T
0
(βl, 1 + y) dt = 0.
Hene, the proof is onluded.
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2.3.3. Optimality Conditions of the Non-Smooth Optimal
Control Problem
In this setion we show the main result in this Chapter: we derive the rst order
optimality onditions of the Problem 2.14 (and hene for the equivalent non-smooth
optimal ontrol Problem 2.1) as limit of the optimality onditions (2.44), (2.45),
(2.46) of the regularized Problem 2.2, for the regularization parameter δ → 0+.
Theorem 2.16. Let {δn}n∈N ⊂
(
0, 1
4
)
be a sequene suh that δn → 0+ and
{(xn,un)}n∈N = {(vn, yn, wn,un)}n∈N ⊂ X× L
2
(
L2
)
.
the orresponding sequene of solutions of the regularized optimal ontrol Problem
2.2. Further, let
{qn}n∈N = {(qvn, qyn, qwn,qvn (0) , qy0n)}n∈N ⊂ Z
∗,
be the sequene of the adjoint variables suh that triple xn,un,qn satises the op-
timality onditions (2.44), (2.45), (2.46) of the regularized optimal ontrol Problem
2.2 for all n ∈ N. Then, there exists a subsequene (labelled by an index m)
{(xm,um,qm)}m, a solution of the non-smooth optimal ontrol Problem 2.14
(r,u) = (v, y, w, βr, βl,u) ∈ R× L
2
(
L2
)
,
and a set of variables
(qv, qy, qw,qv (0) , qy0, λ) ∈ Z
∗ ×W ∗0 ,
suh that, as m→ +∞,
vm ⇀ v, in H
1 (S) ,(2.96)
vm
∗
⇀ v, in L∞ (D)(2.97)
vm → v, in L
2 (S) ,(2.98)
ym ⇀ y, in W0,(2.99)
ym
∗
⇀ y, in L∞ (H0)(2.100)
ym ⇀ y, in L
2
(
H2
)
,(2.101)
ym → y, in L
2 (H0) ,(2.102)
wm ⇀ w, in L
2
(
H1
)
(2.103)
qvm ⇀ qv, in H
1 (S) ,(2.104)
qvm
∗
⇀ qv, in L
∞ (D)(2.105)
qvm → qv, in L
2 (S) ,(2.106)
qym
∗
⇀ qy, in L
∞ (H0)(2.107)
qym ⇀ qy, in L
2
(
H2
)
(2.108)
qy0m ⇀ qy0, in H0,(2.109)
qwm ⇀ qw, in L
2
(
H1
)
,(2.110)
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um ⇀ u, in H
1 (S) ,(2.111)
um
∗
⇀ u, in L∞ (D)(2.112)
um → u, in L
2 (S) ,(2.113)
1
δm
βδm (ym) ⇀ β = βr − βl, in L
2
(
L2
)
(2.114)
1
δm
β ′δm (ym) qwm
∗
⇀ λ, in W ∗0 .(2.115)
Furthermore
(v, y, w, βr, βl,u,qv, qy, qw, λ) ,
satises the following system of optimality onditions
∫ T
0
[(vt,ψ) + ν (∇v,∇ψ)− (u,ψ)] dt = 0,(2.116a)
v(0) = v0, in Ω(2.116b) ∫ T
0
[〈yt, η〉H1∗,H1 + γ (∇w,∇η)− (y,v · ∇η)] dt = 0,(2.116)
y(0) = y0, in Ω(2.116d) ∫ T
0
[
− (w + y, θ) + ε2 (∇y,∇θ) + (βr − βl, θ)
]
dt = 0,(2.116e)
y ∈ K,(2.116f)
βr, βl ∈ K
+,(2.116g) ∫ T
0
(βr, 1− y) dt = 0,(2.116h) ∫ T
0
(βl, 1 + y) dt = 0,(2.116i)
for all ψ ∈ L2 (D) , η, θ ∈ L2 (H1),
∫ T
0
[− (qvt,ψ) + (∇qv,∇ψ)− (y,∇qy ·ψ)] dt = 0,(2.117a)
qv (T ) = 0,(2.117b) ∫ T
0
[
〈ηt, qy〉H∗0 ,H0 − ε
2 (∇qw,∇η) + (qw, η)
− (v · ∇qy, η) + (y − yd, η)] dt+ (qy0, η (0))− 〈λ, η〉W ∗0 ,W0 = 0,(2.117) ∫ T
0
[ (qw, θ) + γ (∇qy,∇θ) ] dt = 0,(2.117d)
for all ψ ∈ L2 (D) , η ∈ W0, θ ∈ L2 (H1), and
(2.118)
∫ T
0
(αu− qv,ϕ) dt = 0.
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for all ϕ ∈ L2 (L2). Moreover, if 1
δm
β ′δm (ym) qwm is bounded in L
2 (H1∗), then for
all Lipshitz funtions g : R→ R suh that g (−1) = g (1) = 0, we get
lim
m→+∞
∫ T
0
(
1
δm
β ′δm (ym) qwm, g (ym)
)
dt = 0,(2.119a)
lim
m→+∞
∫ T
0
(
1
δm
βδm (ym) , qwm
)
dt = 0,(2.119b)
lim inf
m→+∞
∫ T
0
(
1
δm
β ′δm (ym) qwm, qwm
)
dt ≥ 0,(2.119)
Proof. Given the sequene of solutions {(vn, yn, wn,un)}n∈N of the regularized opti-
mal ontrol Problem 2.2, we an onsider the sequene of the adjoint variables
{(qvn, qyn, qwn)}n∈N, suh that vn, yn, wn,un,qvn, qyn, qwn solve, for all n ∈ N, the
optimality onditions (2.44)-(2.46) of the regularized optimal ontrol Problem 2.2.
From the results of Lemmas 2.3, 2.10, Theorem 2.11, Lemma 2.12, Theorem 2.13
and Lemma 2.15, we derive the existene of a onvergent subsequene (labelled
by an index m) {(vm, ym, wm,um,qvm, qym, qwm)}m and a set of limit variables
v, y, w, βr, βl,u,qv, qy, qw, suh that
• the funtions vm, ym, wm,um,qvm, qym, qwm are, for all m, solution of the op-
timality onditions (2.44)-(2.46) of the regularized optimal ontrol Problem
2.2;
• the limits (2.96)-(2.114) above are satised;
• the state variables v, y, w, βr, βl,u,qv satisfy the optimality onditions (2.116),
(2.118) above.
Next, we show that there exists λ ∈ W ∗0 as a result of the limit (2.114) and that
v, y, βr, βl,u,qv, qy, qw, λ are solution of the optimality onditions (2.117). It hold,
for all m, ∫ T
0
[− (qvmt,ψ) + (∇qvm,∇ψ)− (ym,∇qym ·ψ)] dt = 0,(2.120a)
qvm (T ) = 0,(2.120b)∫ T
0
[
〈ηt, qym〉H∗0 ,H0 − ε
2 (∇qwm,∇η) + (qwm, η)− (vm · ∇qym, η)
+ (ym − yd, η)−
1
δm
(
β ′δm (ym) qwm, η
)]
dt + (qy0m, η (0)) = 0,(2.120) ∫ T
0
[ (qwm, θ) + γ (∇qym,∇θ) ] dt = 0,(2.120d)
for all ψ ∈ L2 (D) , η ∈ W0, θ ∈ L2 (H1) ,ϕ ∈ L2 (L2). From (2.96)-(2.110) we infer
that all linear terms in (2.120) onverge to the orresponding limits in (2.117). For
the nonlinear terms, we derive that they onverge observing that,
∣∣∣ ∫ T
0
(ym,∇qym ·ψ) dt−
∫ T
0
(y,∇qy ·ψ) dt
∣∣∣
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≤
∣∣∣ ∫ T
0
(ym − y,∇qym ·ψ) dt
∣∣∣+ ∣∣∣ ∫ T
0
(y, [∇qym −∇qy] ·ψ) dt
∣∣∣
≤ C ‖ym − y‖
1
2
L∞(H1) ‖qym‖L∞(H0) ‖ym − y‖L2(L2) ‖ψ‖L2(D)
+
∣∣∣ ∫ T
0
(y, [∇qym −∇qy] ·ψ) dt
∣∣∣ → 0,
∣∣∣ ∫ T
0
(vm · ∇qym, η) dt−
∫ T
0
(v · ∇qy, η) dt
∣∣∣
≤
∣∣∣ ∫ T
0
([vm − v] · ∇qym, η) dt
∣∣∣ + ∣∣∣ ∫ T
0
(v · [∇qym −∇qy] , η) dt
∣∣∣
≤ C ‖vm − v‖
1
2
L∞(D) ‖qym‖L∞(H0) ‖vm − v‖L2(S) ‖η‖L2(H0)
+
∣∣∣ ∫ T
0
(v · [∇qym −∇qy] , η) dt
∣∣∣ → 0.
as m → +∞. From the onvergene of the terms in (2.120), we infer that there
exists λ ∈ W0, suh that
1
δm
β ′δm (ym) qwm
∗
⇀ λ,
and that the optimality ondition (2.117) above holds. Furthermore, with ψ =
t/T · ξ, ξ ∈ S, using integration by parts in time and (2.120b), we an write
(qv (T ) , ξ) =
∫ T
0
(qvmt − qvt,ψ) dt+
∫ T
0
(qvm − qv,ψt) dt→ 0,
as m→ +∞. Then qv (T ) = 0. Finally, we prove the omplementarity onditions
(2.119a)-(2.119). We dene the following metri projetion operator
(2.121) Ps =


− 1 if s < −1,
s if − 1 ≤ s ≤ 1,
1 if s > 1.
Then, with g Lipshitz and suh that g (−1) = g (1) = 0, we derive∫ T
0
(
1
δm
β ′δm (ym) qwm, g (ym)
)
dt
=
∫ T
0
(
1
δm
β ′δm (ym) qwm, g (ym)− g (Pym)
)
dt+
∫ T
0
(
1
δm
β ′δm (ym) qwm, g (Pym)
)
dt =
= I1 + I2.
From the properties of β ′δ and g, it is easy to realize that I2 = 0. Furthermore using
the boundedness of
1
δm
β ′δm (ym) qwm in L
2 (H1∗) and the strong onvergene of ym
to y in L2 (H1) (stated in (2.102)),
I1 ≤
∥∥∥ 1
δm
β ′δm (ym) qwm
∥∥∥
L2(H1∗)
‖g (ym)− g (Pym) ‖L2(H1) → 0,
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as m→ +∞. This proves (2.119a). We have
βδ (s) = lδ (s)β
′
δ (s) ,
where
(2.122) lδ(s) :=


s+ 1 +
δ
2
, if s ≤ −1− δ,
1
2
(s+ 1) , if − 1− δ < s < −1,
0, if − 1 ≤ s ≤ 1,
1
2
(s− 1) , if 1 < s < 1 + δ,
s−
(
1 +
δ
2
)
, if s ≥ 1 + δ.
Thus
(2.123)
∫ T
0
(
1
δm
βδm (ym) , qwm
)
dt =
∫ T
0
(
1
δm
β ′δm (ym) qwm, lδm (ym)
)
dt.
lδ is a Lipshitz ontinuous funtion with onstant 1. Furthermore lδm (y) = 0, for
all m. Then,
‖lδm (ym) ‖L2(L2) = ‖lδm (ym)− lδm (y) ‖L2(L2) ≤ ‖ym − y‖L2(L2) → 0,
as m→ +∞. Moreover (see Theorem 4.6 in [54℄),
‖∇lδm (ym) ‖L2(L2) = ‖l
′
δm
(ym)∇ym‖L2(L2) ≤ ‖fˆ
′ (ym)∇ym‖L2(L2) ≤
≤ ‖∇fˆ (ym) ‖L2(L2) = ‖∇ (ym − Pym) ‖L2(L2) → 0,
as m → +∞, where fˆ is the funtion dened in (2.69). So, lδm (ym) strongly
onverges to zero in L2 (H1). Then, using the boundedness of 1
δm
β ′δm (ym) qwm in
L2 (H1∗) in (2.123), we have (2.119b). Finally, by denition∫ T
0
(
1
δm
β ′δm (ym) qwm, qwm
)
dt ≥ 0,
for all m. Consequently (2.119) holds.
Remark 2.17. The omplementarity onditions (2.119a)-(2.119) establish a on-
netion between the state variables βr, βl and the variable λ. We will show that, at
disrete level, these omplementarity onditions will be essential for the numerial
solution of the non-smooth optimal ontrol problem.
Remark 2.18. Equations (2.116)-(2.119) in Theorem 2.16, are a set of rst op-
timality onditions for the non-smooth optimal ontrol Problem 2.1 and they re-
present a funtion spae version of the so-alled C-Stationarity onditions [75℄ (see
also [51℄, [54℄).

3. Optimal Control of the Disrete
Non-Smooth
Cahn-Hilliard-Stokes System
3.1. Introdution
In this Chapter, we study the fully disretized version (in spae and time) of the
non-smooth optimal ontrol Problem 2.1. We adapt the analysis from Chapter 2 to
the disrete setting and show that the disrete problem onverges to the ontinuous
one, as the disretization parameters go to zero.
Tehnial details of the disretization are olleted in Appendix A.3. In partiular,
we denote with h, k = T/N , respetively, the spae and time disretization param-
eters, whih are dened in Appendix A.3.1. Also the denitions of the disrete
funtion spaes Sh,Vh,Dh, Ph, Yh are given in Appendix A.3.1. Moreover, if Zh
is a disrete funtions spae, given Zn ∈ Zh for n = 1, . . . , N , we denote by the
orresponding alligraphi letter the assoiated vetor variable
Z = (Zn)Nn=1 ∈ Z
N
h ,
and with dtZ
n
the disrete time derivative at time level n,
dtZ
n =
Zn − Zn−1
k
.
We use (·, ·)h to denote the mass-lumped salar produt dened in (A.29). We
dene the following disrete spaes
(3.1) Xh,k = V
N+1
h × P
N
h × P
N+1
h × Y
N
h ,
with elements
(3.2) X = (V,P,Y ,W) ,
and
(3.3) Kh = {Z ∈ Yh : −1 ≤ Z ≤ 1} .
Given h, k, we onsider the following disretized version of the objetive funtion
J stated in (2.4),
Jh,k : Xh,k × L
2
(
L2
)
→ R,
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where
(3.4) Jh,k (X ,U) :=
N∑
n=1
[
k
2
‖Y n − ynd,h‖
2 +
α
2
∫ tn
tn−1
‖U‖2 dt
]
.
where the funtions ynd,h ∈ Ph and tn = n · k for n = 1, . . . , N . Then, we study the
following disrete non-smooth optimal ontrol problem:
Problem 3.1. Given h, k, v0,h ∈ Dh, y0,h ∈ Ph ∩Kh, ynd,h ∈ Ph for n = 1, . . . , N ,
nd
(
X¯ , U¯
)
∈ Xh,k × L2 (L2) suh that
min
(X ,U)∈Xh,k×L2(L2)
Jh,k (X ,U) = Jh,k
(
X¯ , U¯
)
,
subjet to
(dtV
n,ψ) + ν (∇Vn,∇ψ)− (P n,∇ ·ψ)−
1
k
∫ tn
tn−1
(U ,ψ) dt = 0,(3.5a)
V0 = v0,h,(3.5b)
(∇ ·Vn, φ) = 0,(3.5)
(dtY
n, η)h + γ (∇W
n,∇η)−
(
Y n−1Vn−1,∇η
)
= 0,(3.6a)
Y 0 = y0,h,(3.6b)
−
(
W n + Y n−1, θ − Y n
)
h
+ ε2 (∇Y n,∇θ −∇Y n) ≥ 0,(3.6)
Y n ∈ Kh(3.6d)
for all ψ ∈ Vh, φ ∈ Ph, η ∈ Yh, θ ∈ Kh, n = 1, . . . , N .
We emphasize that Problem 3.1 orresponds to a fully disretized version of the
ontinuous non-smooth Problem 2.1. Indeed, equations (3.5), (3.6) are disrete
versions, respetively, of the state equations (2.5), (2.6) of Problem 2.1.
Optimal ontrol Problem 3.1, as well as Problem 2.1, does not satisfy any kind of
onstraint qualiation, So, even in the disrete settings, it is not possible to diretly
derive a system of rst order optimality ondition to solve the problem. Hene, to
deal with it, we follow the same proedure applied in Chapter 2. We onsider a
disretized version of the regularized optimal ontrol Problem 2.2 studied in Setion
2.2. Then, we derive the rst order optimality onditions of the non-smooth disrete
Problem 3.1 as limit of the rst order optimality onditions of the regularized
disrete problem, for the regularization parameter δ → 0+. Then, we show that
these optimality onditions onverge to the optimality onditions of the non-smooth
ontinuous Problem 2.1, for the disretization parameters h → 0, k → 0. Finally,
we formulate an algorithm for the numerial solution of the non-smooth disrete
problem and we perform some omputation studies.
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3.2. Regularized Disrete Optimal Control Problem
This setion is devoted to the analysis of the fully disretized version of the regula-
rized optimal ontrol Problem 2.2. For this problem, we show that it is well-posed
and then we derive the rst order optimality onditions.
In order to represent the problem under investigation in a more ompat, general
form, we dene the following map
(3.7) eδ,h,k : Xh,k × L
2
(
L2
)
→ Xh,k,
where, for all Z = (ψ, φ, η, θ) ∈ Xh,k,
〈Z , eδ,h,k (X ,U)〉X∗
h,k
,Xh,k = 〈ψ, a1,h,k (V,P,U)〉+ 〈φ, a2,h,k (V)〉(3.8)
+ 〈η, bh,k (V,Y ,W)〉+ 〈θ, cδ,h,k (Y ,W)〉
+
(
ψ0,V0 − v0,h
)
+
(
η0, Y 0 − y0,h
)
,
with
〈ψ, a1,h,k (V,P,U)〉 =
N∑
n=1
[k (dtV
n,ψn) + kν (∇Vn,∇ψn)
−k (P n,∇ ·ψn)−
∫ tn
tn−1
(U ,ψn) dt
]
,
〈φ, a2,h,k (V)〉 =
N∑
n=1
k (∇ ·Vn, φn) ,
〈η, bh,k (V,Y ,W)〉 =
N∑
n=1
[k (dtY
n, ηn)h + kγ (∇W
n,∇ηn)
−k
(
Y n−1,Vn−1 · ∇ηn
)]
,
〈θ, cδ,h,k (Y ,W)〉 =
N∑
n=1
k
[(
W n + Y n−1 −
1
δ
βδ(Y
n), θn
)
h
− ε2 (∇Y n,∇θn)
]
.
Thus, we onsider the following regularized disrete optimal ontrol problem:
Problem 3.2. Given h, k, v0,h ∈ Dh, y0,h ∈ Ph ∩Kh, ynd,h ∈ Ph for n = 1, . . . , N ,
nd
(
X¯ , U¯
)
∈ Xh,k × L2 (L2) suh that
min
(X ,U)∈Xh,k×L2(L2)
Jh,k (X ,U) = Jh,k
(
X¯ , U¯
)
,
subjet to
(3.9) eδ,h,k (X ,U) = 0.
We note, by the denition (3.8) of the map eδ,h,k, that the state equation (3.9)
in Problem 3.2, represents just a disretized version of the state equations (2.24),
(2.25) of the ontinuous regularized optimal ontrol Problem 2.2.
Remark 3.3. In the setting of the optimal ontrol Problem 3.2, we hoose U ∈
L2 (L2) for the ontrol variable. However, as a onsequene of the rst order opti-
mality onditions of the problem, that we will derive in Setion 3.2.3, we will get
U ∈ VNh . For this reason, we prefer denote the ontrol variable as a fully disrete
funtion, using a alligraphi apital letter.
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3.2.1. Properties of the Regularized Disrete State
Equations
By the denition (3.8) of the map eδ,h,k, the state equations for the regularized
disrete optimal ontrol Problem 3.2 read as follows:
(dtV
n,ψ) + ν (∇Vn,∇ψ)− (P n,∇ ·ψ)−
1
k
∫ tn
tn−1
(U ,ψ) dt = 0,(3.10a)
V0 = v0,h,(3.10b)
(∇ ·Vn, φ) = 0,(3.10)
(dtY
n, η)h + γ (∇W
n,∇η)−
(
Y n−1Vn−1,∇η
)
= 0,(3.11a)
Y 0 = y0,h,(3.11b)
(W n, θ)h − ε
2 (∇Y n,∇θ) +
(
Y n−1, θ
)
h
−
1
δ
(βδ(Y
n), θ)h = 0,(3.11)
for all ψ ∈ Vh, φ ∈ Ph, η, θ ∈ Yh, n = 1, . . . , N . We observe that equation (3.11a)
is mass preserving, that is
(3.12) (Y n, 1)h = . . . = (Y
0, 1)h = (y0,h, 1)h = 0, ∀n = 1, . . . , N.
In the following Lemma 3.4 we derive existene, uniqueness of the solution of state
equations (3.10), (3.11) of the regularized disrete optimal ontrol Problem 3.2.
Lemma 3.4 (existene, uniqueness). For any xed h, k, δ ∈
(
0, 1
4
)
, U ∈ L2 (L2),
the system of the disrete, regularized state equations (3.10), (3.11) has a unique
solution (V,P,Y ,W) ∈ VN+1h × P
N
h × P
N+1
h × Y
N
h .
Proof. Using standard arguments, it is possible to prove that (3.10) has a unique
solution (V,P) ∈ VN+1h × P
N
h .
We follow [62℄ to prove the existene and the uniqueness of the solution (Y n,W n) ∈
Ph × Yh at a time level n: we demonstrate that, given n, the state equations
(3.11) are equivalent to a stritly onvex optimization problem whih has a unique
solution.
Let us suppose that Y n,W n are solutions at the time step n of (3.11). Setting
W n = Wˆ n+ 1
|Ω|
(W n, 1)h in (3.11a) and integrating by parts in the advetion term,
we have
(3.13)
(
∇Wˆ n,∇η
)
= −
1
γ
(
∇ ·
[
Y n−1Vn−1
]
, η
)
−
1
kγ
(
Y n − Y n−1, η
)
h
.
By the denitions of the disrete Green's operators dened in (A.32), (A.33), from
(3.13), we derive
(3.14) Wˆ n = −
1
γ
Gh
[
∇ ·
(
Y n−1Vn−1
)]
−
1
kγ
Gˆh
[
Y n − Y n−1
]
.
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So, from (3.14), we an write (3.11) in the following way
1
kγ
(
Gˆh
[
Y n − Y n−1
]
, θ
)
h
+
1
γ
(
Gh[∇ ·
(
Y n−1Vn−1
)
], θ
)
h
+ ε2 (∇Y n,∇θ)
−
(
Y n−1, θ
)
h
+
1
δ
(βδ (Y
n) , θ)−
1
|Ω|
(W n, 1)h (θ, 1)h = 0.(3.15)
If in (3.15) θˆ ∈ Ph, it holds
1
kγ
(
Gˆh
[
Y n − Y n−1
]
, θˆ
)
h
+
1
γ
(
Gh[∇ ·
(
Y n−1Vn−1
)
], θˆ
)
h
+ ε2
(
∇Y n,∇θˆ
)
−
(
Y n−1, θˆ
)
h
+
1
δ
(
βδ (Y
n) , θˆ
)
= 0.(3.16)
From (3.16), we infer that Y n is a solution of the following minimization problem
Y n = arg min
Z∈Ph
[
ε2
2
‖∇Z‖2 + (fδ (Z) , 1)h +
1
2kγ
∥∥∥∇Gˆh (Z − Y n−1) ∥∥∥2
−
(
Y n−1 −
1
γ
Gh
[
∇ ·
(
Y n−1Vn−1
)]
, Z
)
h
]
.(3.17)
Thus, we have shown that, if Y n,W n are solutions at a time step n of (3.11), then
Y n is solution of (3.17).
Conversely, let us suppose that Y n is solution of (3.17) above. Then, Y n satises
(3.16). By denitions of operators Gˆh,Gh, we have
Z ∈ Ph =⇒ Gˆ
hZ, GhZ ∈ Ph,
and furthermore for all θ ∈ Yh, we an dene
θˆ = θ −
1
|Ω|
(θ, 1) ∈ Ph.
Therefore, if Y n satises (3.16), it holds
1
kγ
(
Gˆh
[
Y n − Y n−1
]
, θ
)
h
+
1
γ
(
Gh[∇ ·
(
Y n−1Vn−1
)
], θ
)
h
+ε2 (∇Y n,∇θ)−
(
Y n−1, θ
)
h
+
1
δ
(βδ (Y
n) , θ)
= −
(
Y n−1,
1
|Ω|
(θ, 1)h
)
h
+
1
δ
(
βδ (Y
n) ,
1
|Ω|
(θ, 1)h
)
,(3.18)
for all θ ∈ Yh. Then, we dene
W n = Wˆ n +
1
|Ω|
[
−
(
Y n−1, 1
)
h
+
1
δ
(βδ (Y
n)h , 1)
]
,
where Wˆ n ∈ Ph is suh that
(3.19) Wˆ n = −
1
γ
Gh
[
∇ ·
(
Y n−1Vn−1
)]
−
1
kγ
Gˆh
[
Y n − Y n−1
]
,
42 3. Optimal Control of the Disrete Non-Smooth Cahn-Hilliard-Stokes System
and
(3.20) (W n, 1)h = −
(
Y n−1, 1
)
h
+
1
δ
(βδ (Y
n)h , 1) .
In this way, from (3.19), integrating by parts, we have(
Y n − Y n−1, η
)
h
+ kγ (∇W n,∇η)− k
(
Y n−1Vn−1,∇η
)
= 0,
for all η ∈ Yh. Finally, using (3.19), we have that (3.18) reads as
−
(
Wˆ n, θ
)
h
+ ε2 (∇Y n,∇θ)−
(
Y n−1, θ
)
h
+
1
δ
(βδ (Y
n) , θ)
=
[
−
(
Y n−1, 1
)
h
+
1
δ
(βδ (Y
n) , 1)h
]
1
|Ω|
(θ, 1)h ,
for all θ ∈ Yh. Then from (3.20), we get
− (W n, θ)h + ε
2 (∇Y n,∇θ)−
(
Y n−1, θ
)
h
+
1
δ
(βδ(Y
n), θ)h = 0,
whih is (3.11). Thus, we have shown that if Y n is solution of (3.17), then Y n and
W n are solutions at the time step n of (3.11).
We onlude that the equations (3.11) and the minimization problem (3.17) are
equivalent. The latter is a stritly onvex minimization problem and then it has a
unique solution. The same holds for the equations (3.11).
As a onsequene of Lemma 3.4 above, assoiated to the disrete state equations
of Problem 3.2,
eδ,h,k (X ,U) = 0,
we an dene a solution operator sδ,h,k : L
2 (L2)→ Xh,k, whih is suh that
(3.21) eδ,h,k (sδ,h,k (U) ,U) = 0, ∀ U ∈ L
2
(
L2
)
.
In the following Lemmas 3.5, 3.6, 3.7, 3.8 we derive stability estimates for the solu-
tion of the state equations (3.10), (3.11) of the regularized disrete optimal ontrol
Problem 3.2. These estimates are independent of the disretization parameters h, k
and also of the regularization parameter δ.
Lemma 3.5. Let us assume that there exists a onstant C˜ independent of h, k, δ ∈(
0, 1
4
)
, suh that
‖∇v0,h‖ ≤ C˜,
Then, for any xed U ∈ L2 (L2) the solution (V,P) ∈ VN+1h ×P
N
h of (3.10) satises
sup
n=0,...,N
‖∇Vn‖ ≤ C (U) ,(3.22)
N∑
n=1
k ‖dtV
n‖2 ≤ C (U) ,(3.23)
N∑
n=1
‖∇Vn −∇Vn−1‖2 ≤ C (U) ,(3.24)
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N∑
n=1
k ‖∆˜hV
n‖2 ≤ C (U) ,(3.25)
sup
n=1,...,N
∥∥∥ n∑
i=1
k P i
∥∥∥ ≤ C (U) ,(3.26)
where the onstant C (U) depends just on ‖U‖L2(L2) but it is independent of h, k, δ ∈(
0, 1
4
)
and ∆˜h is the disrete Laplaian operator dened in (A.37).
The proof of the Lemma is shown in Appendix B, Setion B.2.
Lemma 3.6. Let us assume that there exists a onstant C˜ independent of h, k, δ ∈(
0, 1
4
)
suh that
‖∇v0,h‖ ≤ C˜,
Then, for any xed δ ∈
(
0, 1
4
)
and U ∈ L2 (L2), the solution (Y ,W) ∈ PN+1h × Y
N
h
of (3.11) satises
Eδ(Y
n) +
ε2
2
‖∇Y n −∇Y n−1‖2 +
1
2
‖Y n − Y n−1‖2h + k
γ
2
‖∇W n‖2(3.27)
≤ Eδ(Y
n−1) + k C (U) ‖∇Y n−1‖2,
for all n = 1, . . . , N , where
(3.28) Eδ(Y
n) =
ε2
2
‖∇Y n‖2 + (Φδ(Y
n), 1)h ,
and the onstant C (U) depends just on ‖U‖L2(L2) but it is independent of h, k, δ ∈(
0, 1
4
)
.
Proof. At a time level n, setting η = W n and θ = Y n − Y n−1 in (3.11), we derive
kγ‖W n‖2 − k
(
Y n−1,Vn−1 · ∇W n
)
+ ε2
(
∇Y n,∇Y n −∇Y n−1
)
−
(
Y n−1, Y n − Y n−1
)
h
+
1
δ
(
βδ(Y
n), Y n − Y n−1
)
h
= 0.(3.29)
Expanding the third and the fourth term in (3.29) and using the onvexity of fδ
(2.16), we have
kγ‖W n‖2 − k
(
Y n−1,Vn−1 · ∇W n
)
+
ε2
2
‖∇Y n‖2 −
ε2
2
‖∇Y n−1‖2
+
ε2
2
‖∇Y n −∇Y n−1‖2 +
1
2
‖Y n−1‖2h −
1
2
‖Y n‖2h +
1
2
‖Y n − Y n−1‖2h
+
(
fδ(Y
n)− fδ(Y
n−1), 1
)
h
≤ 0,
whih an be rewritten as
ε2
2
‖∇Y n‖2 + (fδ(Y
n), 1)h −
1
2
‖Y n‖2h + kγ‖W
n‖2 +
ε2
2
‖∇Y n −∇Y n−1‖2(3.30)
+
1
2
‖Y n − Y n−1‖2h ≤
ε2
2
‖∇Y n−1‖2 +
(
fδ(Y
n−1), 1
)
h
−
1
2
‖Y n−1‖2h
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+ k
(
Y n−1,Vn−1 · ∇W n
)
.
Adding
1
2
(1, 1)h to left and right hand sides of (3.30) and using the denition (2.10)
of Φδ, we an write
Eδ (Y
n) + kγ‖W n‖2 +
ε2
2
‖∇Y n −∇Y n−1‖2 +
1
2
‖Y n − Y n−1‖2h(3.31)
≤ Eδ
(
Y n−1
)
+ k
(
Y n−1,Vn−1 · ∇W n
)
= Eδ
(
Y n−1
)
+ I1.
From the generalized Holder's inequality (A.14), (A.17), Poinaré's inequality (A.15),
Young's inequality (A.13) and the result (3.22) in the previous Lemma (3.5), we
derive that I1 in (3.31) satises
I1 ≤ k ‖Y
n−1‖L4‖V
n−1‖L4‖∇W
n‖ ≤ k C (U) ‖Y n−1‖H1‖∇W
n‖
≤ k C (U)
1
2σ
‖∇Y n−1‖2 + k
σ
2
‖∇W n‖2.
Therefore, with σ small enough
(3.32) I1 ≤ k
γ
2
‖∇W n‖2 + k C (U) ‖∇Y n−1‖2.
Then, using together (3.31), (3.32), we obtain the nal result (3.27).
Lemma 3.7. Let us assume that there exists a onstant C˜, independent of h, k, δ ∈(
0, 1
4
)
, suh that
(3.33) ‖∇v0,h‖
2 + ‖∇y0,h‖ ≤ C˜,
Then, for any xed δ ∈
(
0, 1
4
)
and U ∈ L2 (L2), the solution (Y ,W) ∈ PN+1h × Y
N
h
of the state equations (3.11) satises
sup
n=0,...,N
‖Y n‖H0 ≤ C (U) ,(3.34)
N∑
n=1
k
∥∥∥∇GdtY n∥∥∥2 ≤ C (U) ,(3.35)
N∑
n=1
k ‖∆ˆhY
n‖2h ≤ C (U) ,(3.36)
N∑
n=1
∥∥Y n − Y n−1∥∥2
H0
≤ C (U) ,(3.37)
N∑
n=1
k ‖W n‖2H1 ≤ C (U) .(3.38)
where the onstant C (U) depends just on ‖U‖L2(L2) but it is independent of h, k, δ ∈(
0, 1
4
)
, G is the Green's operator dened in (A.20) and ∆ˆh is the disrete Laplaian
operator dened in (A.36).
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Proof. In the estimate (3.27) in Lemma 3.6 we sum on the index n. We derive
Eδ(Y
m) +
ε2
2
m∑
n=1
‖∇Y n −∇Y n−1‖2 +
1
2
m∑
n=1
‖Y n − Y n−1‖2h +
γ
2
m∑
n=1
k ‖∇W n‖2
≤ Eδ(y0,h) + C (U)
m∑
n=1
k ‖∇Y n−1‖2,(3.39)
for all m = 1, . . . , N . By the denitions of the disrete energy Eδ (3.28) and the
funtion Φδ (2.10), we have
(3.40) Eδ (y0,h) =
ε2
2
‖∇y0,h‖
2 +
1
2
(
1− y20,h, 1
)
h
+ (fδ (y0,h) , 1)h .
Sine −1 ≤ y0,h ≤ 1, the funtion fδ (2.11) is suh that fδ (y0,h) ≡ 0. Hene, from
(3.40), we get
Eδ (y0,h) =
ε2
2
‖∇y0,h‖
2 +
1
2
(1, 1)h −
1
2
(
y20,h, 1
)
h
(3.41)
≤
ε2
2
‖∇y0,h‖
2 +
1
2
‖1‖2h ≤
ε2
2
‖∇y0,h‖
2 + C|Ω|.
Then, inserting (3.41) in (3.41) and using the assumption (3.33), we have
(3.42) Eδ (Y
m) =
ε2
2
‖∇Y m‖2 + (Φδ (Y
m) , 1)h ≤ C (U)
m∑
n=1
k
[
1 + ‖∇Y n−1‖2
]
.
Using the property (2.14) of the potential Φδ, from (3.42), we an write
(3.43)
ε2
2
‖∇Y m‖2 ≤ C (U)
m∑
n=1
k
[
1 + ‖∇Y n−1‖2
]
.
Applying the disrete Gronwall's Lemma (see for example Lemma 1.4.2 in [73℄) to
(3.43), we obtain
(3.44) ‖∇Y m‖ ≤ C (U) ,
for all m = 0, . . . , N . Hene, from Poinaré-Wirtinger inequality (A.15), we have
that the result (3.34) holds. From (3.34) together (3.39), we derive the further
result (3.37) and moreover
(3.45)
m∑
n=1
k ‖∇W n‖2 ≤ C (U) ,
for all m = 1, . . . , N . Setting θ = 1 in (3.11), we have
(3.46) (W n, 1)h =
1
δ
(βδ (Y
n) , 1)h .
Sine |βδ (r) | ≤ βδ (r) r, from (3.46), we derive
(3.47) | (W n, 1)h | ≤
1
δ
(βδ (Y
n) , Y n)h .
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Substituting θ = Y n in (3.11), we have
(3.48)
1
δ
(βδ (Y
n) , Y n)h = (W
n, Y n)h − ε
2‖∇Y n‖2 +
(
Y n−1, Y n
)
h
.
Hene, using together (3.47) and (3.48), we an write
(3.49) | (W n, 1)h | ≤ (W
n, Y n)h − ε
2‖∇Y n‖2 +
(
Y n−1, Y n
)
h
.
From the denition (A.32) of the disrete Green operator Gˆh, Cauhy-Shwarz in-
equality and (A.35), we have
(Y n,W n)h =
(
∇GˆhY
n,∇W n
)
≤ ‖∇GˆhY
n‖‖∇W n‖ ≤ C ‖Y n‖h‖∇W
n‖.
Hene, from (3.49), we get
| (W n, 1)h | ≤ C ‖Y
n‖h‖∇W
n‖ − ε2‖∇Y n‖2 +
(
Y n−1, Y n
)
h
,
whih implies, using the equivalene between the L2 norm and the h-norm, Cauhy-
Shwarz and Young's inequality (A.13),
(3.50) | (W n, 1)h | ≤ C
[
‖Y n‖2 + ‖Y n−1‖2 + ‖∇W n‖2
]
.
Summing on the index n in (3.50), taking into aount of the result (3.34) and
using (3.45), we derive
(3.51)
m∑
n=1
k | (W n, 1)h | ≤ C (U) .
for all m = 1, . . . , N . Therefore, from (3.45), (3.51) and the disrete Poinaré's
inequality (A.50), we infer that the result (3.38) holds.
By the denition of the Green's operator G in (A.20), the rst state equation in
(3.11) and the denition of the projetion operator Qh in (A.41), we have
(∇GdtY
n,∇η) = (dtY
n, η) =
(
dtY
n, Qhη
)
h
= −γ
(
∇W n,∇Qhη
)
+
(
Y n−1,Vn−1 · ∇Qhη
)
,(3.52)
for all η ∈ H1. Using in (3.52) the generalized Holder's inequality (A.14), (A.17)
and the property (A.42) of the projetion operator Qh, we derive
(∇GdtY
n,∇η) ≤
[
γ‖∇W n‖+ ‖Y n−1‖L4‖V
n−1‖L4
]
‖∇Qhη‖
≤ C
[
‖∇W n‖+ ‖Y n−1‖H1‖∇V
n−1‖
]
‖∇η‖,
whih implies, setting η = GdtY n and taking into aount the results (3.22), (3.34),
(3.38), the desired estimate (3.35).
Setting θ = −∆ˆhY n in the seond state equation in (3.10), we get(
W n + Y n−1,−∆ˆhY
n
)
h
+ ε2
(
∇Y n,∇∆ˆhY
n
)
+
1
δ
(
Ihβδ(Y
n), ∆ˆhY
n
)
h
(3.53)
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= (∇W n,∇Y n)− ε2‖∆ˆhY
n‖2h +
(
∇Y n−1,∇Y n
)
−
1
δ
(∇ [Ihβδ(Y
n)] ,∇Y n) = 0,
where Ih is the interpolation operator dened in (A.27). Using the following prop-
erty (see inequality (4.3) in [41℄),
(3.54) ε2 (∇Y n,∇Ihβδ (Y
n)) ≥ 0,
from (3.53), we an write
(3.55) ε2‖∆ˆhY
n‖2h ≤ (∇W
n,∇Y n) +
(
∇Y n−1,∇Y n
)
,
whih implies, multiplying by k, using Young's inequality (A.13) and summing on
the index n
ε2
m∑
n=1
k ‖∆ˆhY
n‖2h ≤
1
2
m∑
n=1
k
[
‖∇W n‖2 + 2‖∇Y n‖2 + ‖∇Y n−1‖2
]
,
for all m = 1, . . . , N . Hene from the previous results (3.34) and (3.38), we obtain
the estimate (3.36).
Lemma 3.8. Let us assume that there exists a onstant C˜, independent of h, k, δ ∈(
0, 1
4
)
, suh that
‖∇v0,h‖
2 + ‖∇y0,h‖ ≤ C˜,
Then, for any xed δ ∈
(
0, 1
4
)
and U ∈ L2 (L2), the solution Y ∈ PN+1h of the state
equations (3.11) satises the following estimate
(3.56)
N∑
n=1
k
∥∥∥1
δ
βδ (Y
n)
∥∥∥2
h
≤ C (U) ,
where the onstant C (U) depends just on ‖U‖2L2(L2) but it is independent of h, k, δ ∈(
0, 1
4
)
.
Proof. Setting in (3.11) θ = Ihβδ (Y
n) ∈ Yh, where Ih is the interpolation operator
(A.27), we derive
ε2
(
∇Y n,∇Ihβδ (Y
n)
)
+
1
δ
‖Ihβδ(Y
n)‖h =
(
W n + Y n−1, βδ (Y
n)
)
h
(3.57)
≤ ‖W n + Y n−1‖h‖I
hβδ (Y
n) ‖h ≤
[
‖W n‖h + ‖Y
n−1‖h
]
‖Ihβδ (Y
n) ‖h
≤ δ
[
‖W n‖2h + ‖Y
n−1‖2h
]
+
1
2δ
‖Ihβδ (Y
n) ‖2h,
where we used the useful inequality
(a+ b) c ≤ µ
(
a2 + b2
)
+
1
2µ
c2, ∀µ ≥ 0.
Rearranging (3.57), we get
ε2
(
∇Y n,∇Ihβδ (Y
n)
)
+
1
2δ
‖Ihβδ(Y
n)‖2h ≤ δ
[
‖W n‖2h + ‖Y
n−1‖2h
]
.
whih implies, using (3.54),
(3.58)
1
2δ
‖Ihβδ(Y
n)‖2h ≤ δ
[
‖W n‖2h + ‖Y
n−1‖2h
]
.
In (3.58), we divide by δ, multiply by k and sum on the index n. In this way, using
the estimates (3.34), (3.38) in Lemma 3.7, we get the result (3.56).
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3.2.2. Well-Posedness of the Regularized Disrete Optimal
Control Problem
The regularized disrete optimal ontrol Problem 3.2 has the form of an abstrat
optimal ontrol problem and it is straightforward to prove, in the following Lemma
3.9, the existene of solutions.
Lemma 3.9 (existene of minimizers). For any xed h, k, δ ∈
(
0, 1
4
)
, the regu-
larized disrete optimal ontrol Problem 3.2 admits a solution.
Proof. The map Jh,k : Xh,k×L
2 (L2)→ R is ontinuous, onvex and bounded from
below. Thus, it is weakly lower semiontinuous. Then, the proof of the Lemma is
analogous to the one of Theorem 2.5 in Chapter 2.
3.2.3. Optimality Conditions for the Regularized Disrete
Optimal Control Problem
As in Chapter 2, we show that the regularized Problem 3.2, satises the onditions
needed to apply the standard theory of mathematial programming in Banah
spaes (see Assumptions 1.47 in [58℄) and next, we derive the rst order optimality
onditions (see Theorem 1.48 and Corollary 1.3 in [58℄).
We need to verify that the disrete regularized optimal ontrol Problem 3.2 satises
the following onditions:
• the ontinuous dierentiability of the ost funtional Jh,k : Xh,k × L2 (L2)→
R;
• the ontinuous dierentiability of the onstraint eδ,h,k : Xh,k×L2 (L2)→ Xh,k
dened in (3.7).
• the existene of the inverse of the map
∂eδ,h,k
∂X
(sδ,h,k (U) ,U).
It is straightforward to hek that the rst two onditions above are satised. Then,
we skip the proofs. In the following Theorem 3.10, we prove that also the last
ondition is veried.
Theorem 3.10. For any xed h, k, δ ∈
(
0, 1
4
)
and U ∈ L2 (L2), the operator
∂eδ,h,k
∂X
(sδ,h,k (U) ,U) ∈ L (Xh,k,Xh,k)
is invertible.
Proof. We need to prove that for all Z ∈ Xh,k there exists a unique dX ∈ Xh,k
suh that
(3.59)
∂eδ,h,k
∂X
(sδ,h,k (U) ,U)dX = Z .
Equation (3.59) is equivalent to demonstrate that given (ZV, ZP , ZY , ZW ) ∈ V
N+1
h ×
PNh × P
N+1
h × Y
N
h , the following system of equations(
dnV − d
n−1
V ,ψ
)
+ kν (∇dnV,∇ψ)− k (d
n
P ,∇ ·ψ) = (Z
n
V,ψ) ,(3.60)
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(∇ · dnV, φ) = (Z
n
P , φ) ,(3.61)
d0V = Z
0
V,(3.62) (
dnY − d
n−1
Y , η
)
h
+ kγ (∇dnW ,∇η)
−k
(
dn−1Y V
n−1 + Y n−1dn−1V ,∇η
)
= (ZnY , η)h ,(3.63) (
dnW + d
n−1
Y , θ
)
h
− ε2 (∇dnY ,∇θ)−
1
δ
(β ′δ(Y
n)dnY , θ)h = (Z
n
W , θ)h ,(3.64)
d0Y = Z
0
Y ,(3.65)
where n = 1, . . . , N , has a unique solution (dV, dP , dY , dW ) ∈ V
N+1
h ×P
N
h ×P
N+1
h ×
Y Nh , for all (ψ, φ, η, θ) ∈ Vh×Ph×Yh×Yh. By standard arguments, it is possible to
derive that (3.60), (3.61), (3.62) have a unique solution (dV, dP ) ∈ V
N+1
h × P
N
h . It
remains to show the existene and the uniqueness of the solution dY , dW of (3.63),
(3.64), (3.65). At eah time level n, rearranging (3.63), (3.64), we have
ε2 (∇dnY ,∇θ) +
1
δ
(β ′δ(Y
n)dnY , θ)h − (d
n
W , θ)h = − (Z
n
W , θ)h +
(
dn−1Y , θ
)
h
,
(dnY , η)h + kγ (∇d
n
W ,∇η) =
(
ZnY + d
n−1
Y , η
)
h
+ k
(
dn−1Y V
n−1 + Y n−1dn−1V ,∇η
)
.
We write last two equations in a matrix-vetor form. In this way, they read
E dnY −Mh d
n
W = f
n
1 ,(3.66)
Mh d
n
Y + k γ A d
n
W = f
n
2 ,(3.67)
where
dnY i = d
n
Y (xi), d
n
W i
= dnW (xi),
Aij = (∇ηj ,∇ηi) , Mij = (ηj, ηi) , Eij =
1
δ
(β ′δ(Y
n)ηj , ηi)h + ε
2 Ai,j ,
fn1 i = − (Z
n
W , ηi)h +
(
dn−1Y , ηi
)
h
,
fn2 i = (Z
n
Y , ηi)h +
(
dn−1Y , ηi
)
h
+ k
(
dn−1Y ,V
n−1 · ∇ηi
)
+ k
(
Y n−1,dn−1V · ∇ηi
)
,
for i, j = 1, . . . , Nh, using the Lagrange basis {η1, . . . , ηNh} of Yh. The solution of
(3.66), (3.67) is given by the following Shur-omplement based sheme
dnW = M
−1
h
(
E dnY − f
n
1
)
,
dnY =
(
Mh + k γ A M
−1
h E
)−1 (
k γ A M−1h f
n
1 + f
n
2
)
,
whih is well-posed if the matrix
(
Mh + k γ A M
−1
h E
)−1
exists. In order to show
that, we note that Mh is diagonal with positive elements and A is symmetri and
positive semi-denite. Moreover
E =
1
δ
diag (. . . , β ′δ(Y
n)(xj), . . .)Mh + ε
2 A,
with β ′δ(Y
n)(xj) ≥ 0, ∀j = 1, . . . , Nh.
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Therefore E is symmetri and positive denite. ObviouslyM−1h AM
−1
h is symmetri
and positive semidenite and M−1h A M
−1
h E is positive semi-denite (see Prop.
6.1 in [?℄). Noting that
Mh + k γ A M
−1
h E = Mh
(
I + k γ M−1h A M
−1
h E
)
,
and using the previous onsiderations, we infer that I + k γ M−1h A M
−1
h E is
positive denite. Then, we onlude that Mh
(
I + k γ M−1h A M
−1
h E
)
is positive
denite too. Hene, the matrix
(
Mh + k γ A M
−1
h E
)−1
exists and the proof is
ompleted.
The ontinuous dierentiability of the maps Jh,k : Xh,k × L
2 (L2) → R, eδ,h,k :
Xh,k × L2 (L2) → Xh,k and Theorem 3.10 guarantee that all the solutions of the
regularized optimal ontrol Problem 3.2 an be derived solving a set of rst order
optimality onditions (see Theorem 1.48 and Corollary 1.3 in [58℄). As in Chapter
2, for any xed h, k and δ ∈
(
0, 1
4
)
, we dene the disrete Lagrange funtional
Lδ,h,k : Xh,k × L
2 (L2)×Xh,k → R,
(3.68) Lδ,h,k (X ,U ,Q) = Jh,k (X ,U) + 〈Q, eδ,h,k (X ,U)〉X∗
h,k
,Xh,k ,
where
Q = (QV ,QP ,QY ,QW) ∈ Xh,k.
Thus, the rst order optimality onditions of the disrete regularized optimal ontrol
Problem 3.2 orrespond to nd (X ,U ,Q) ∈ Xh,k × L2 (L2)×Xh,k suh that
∂Lδ,h,k
∂Q
(X ,U ,Q) = 0,(3.69)
∂Lδ,h,k
∂X
(X ,U ,Q) = 0,(3.70)
∂Lδ,h,k
∂U
(X ,U ,Q) = 0.(3.71)
Equations (3.69) are just the disrete state equations eδ,h,k (X ,U) = 0 of Problem
3.2, (3.70) orresponds to the disrete adjoint equations and (3.71) is another opti-
mality relation.
In the next Lemma 3.11, we prove that given a solution X = sδ,h,k (U) of the
disrete state equations (3.69), the disrete adjoint equations (3.70) have a unique
solution Q ∈ Xh,k.
Lemma 3.11. Let h, k,U ∈ L2 (L2) and X = sδ,h,k (U) ∈ Xh,k be given. Then, the
disrete adjoint equations (3.70) have a unique solution Q ∈ Xh,k, for any xed
δ ∈
(
0, 1
4
)
.
Proof. As a result of Theorem 3.10, we have that the map[
∂eδ,h,k
∂X
(sδ,h,k (U) ,U)
]−1
∈ L (Xh,k,Xh,k) ,
exists. Thus, the proof of the Lemma is analogous to the one of Lemma 2.8 in
Chapter 2.
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The rst order optimality onditions (3.69)-(3.71) are written in terms of the
abstrat variables (X ,U ,Q) ∈ Xh,k × L2 (L2) ×Xh,k. Using the denition of the
disrete spae Xh,k = V
N+1
h ×P
N
h ×P
N+1
h ×Y
N
h we write these optimality onditions
expliitly, using the state and the adjoint variables
(V,P,Y ,W) = X ,
(QV ,QP ,QY ,QW) = Q.
Corollary 3.12 (optimality onditions). The rst order optimality onditions
(3.69)-(3.71) of the regularized optimal ontrol Problem 3.2 read as follows. For all
n = 1, . . . , N :
(dtV
n,ψ) + ν (∇Vn,∇ψ)− (P n,∇ ·ψ)− (Un,ψ) = 0,(3.72a)
(∇ ·Vn, φ) = 0,(3.72b)
V0 = v0,h,(3.72)
(dtY
n, η)h + γ (∇W
n,∇η)−
(
Y n−1Vn−1,∇η
)
= 0,(3.72d)
(W n, θ)h − ε
2 (∇Y n,∇θ) +
(
Y n−1, θ
)
h
−
1
δ
(βδ(Y
n), θ)h = 0,(3.72e)
Y 0 = y0,h,(3.72f)
for all ψ ∈ Vh, φ ∈ Ph, η, θ ∈ Yh,
(−dtQ
n
V,ψ) + ν
(
∇Qn−1V ,∇ψ
)
+
(
Qn−1P ,∇ ·ψ
)
− (Y n∇QnY ,ψ) = 0,(3.73a)
QNV = 0,(3.73b) (
∇ ·Qn−1V , φ
)
= 0,(3.73)
(−dtQ
n
Y , η)h − ε
2
(
∇Qn−1W ,∇η
)
+ (QnW , η)h(3.73d)
− (∇QnY ·V
n, η)−
1
δ
(
β ′δ (Y
n)Qn−1W , η
)
h
+
(
Y n − ynd,h, η
)
= 0,
QNY = 0,(3.73e) (
Qn−1W , θ
)
h
+ γ
(
∇Qn−1Y ,∇θ
)
= 0.(3.73f)
QNW = 0,(3.73g)
for all ψ ∈ Vh, φ, η ∈ Ph, θ ∈ Yh,
(3.74) αUn −Qn−1V = 0.
Proof. By diret alulation, equations (3.72b)-(3.72f) and (3.73), an be derived,
respetively, from (3.69) and (3.70). From (3.71), we have that
N∑
i=1
∫ tn
tn−1
(
αU −Qn−1V ,ϕ
)
dt = 0,
for all ϕ ∈ L2 (L2). Thus, we get U ∈ VNh ,
U (t) = Un ∈ Vh, ∀t ∈ (tn−1, tn) ,
and onsequently (3.74) and (3.72a).
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Remark 3.13. As a onsequene of the optimality onditions (3.73f), we infer that
QnW ∈ Ph, for all n = 0, . . . , N − 1.
In the following Lemma 3.14, we derive δ-independent stability estimates for the
adjoint variables (QV ,QP ,QY ,QW) ∈ V
N+1
h ×P
N
h ×P
N+1
h × Y
N
h . These estimates
are used in the next setions, where, to deal with the disrete formulation of the
non-smooth optimal ontrol Problem 2.1, we perform the limit of the optimality
onditions system (3.72)-(3.74) for the regularization parameter δ → 0+.
Lemma 3.14. Let us assume there exists a onstant C˜ independent of h, k and
δ ∈
(
0, 1
4
)
, suh that
(3.75) ‖∇v0,h‖+ ‖∇y0,h‖+
N∑
n=1
k ‖ynd,h‖
2 ≤ C˜.
Then, if (X ,U ,Q) ∈ Xh,k × L2 (L2) × Xh,k is a solution of the adjoint equations
(3.72)-(3.74) for xed h, k and δ ∈
(
0, 1
4
)
,
sup
n=0,...,N
‖∇QnV‖ ≤ C (U) ,(3.76)
N∑
n=1
‖dtQ
n
V‖
2 ≤ C (U) ,(3.77)
N∑
n=1
‖Qn−1V −Q
n
V‖
2
H10
≤ C (U) ,(3.78)
N∑
n=0
k ‖∆˜hQ
n
V‖
2 ≤ C (U) ,(3.79)
sup
n=0,...,N−1
∥∥∥ n∑
i=0
k QiP
∥∥∥ ≤ C (U) ,(3.80)
sup
n=0,...,N
‖QnY ‖H0 ≤ C (U) ,(3.81)
N∑
n=1
‖Qn−1Y −Q
n
Y ‖
2
H0
≤ C (U) ,(3.82)
N∑
n=0
k ‖∆hQ
n
Y ‖
2
H0
≤ C (U) ,(3.83)
N∑
n=0
k ‖QnW‖
2
H0
≤ C (U) ,(3.84)
and
(3.85) 0 ≤
N∑
n=1
k
(
1
δ
β ′δ (Y
n)Qn−1W , Q
n−1
W
)
h
≤ C (U) .
where the onstant C (U) depends just on ‖U‖L2(L2) but it is independent of δ, h, k
and ∆˜h, ∆h are the disrete Laplaian dened, respetively, in (A.37), (A.36).
3.2. Regularized Disrete Optimal Control Problem 53
Proof. For a given n = 1, . . . , N , we set η = kQn−1W ∈ Ph, θ = k
(
Qn−1Y −Q
n
Y
)
in
(3.73d), (3.73f). In this way, we derive two relation that, used together, produe
γ
2
‖∇Qn−1Y ‖
2 −
γ
2
‖∇QnY ‖
2 +
γ
2
‖∇
(
Qn−1Y −Q
n
Y
)
‖2 + kε2‖∇Qn−1W ‖
2
+
k
δ
(
β ′δ(Y
n)Qn−1W , Q
n−1
W
)
h
= −k
(
Vn · ∇QnY , Q
n−1
W
)
+ k
(
QnW , Q
n−1
W
)
h
+ k
(
Y n − ynd,h, Q
n−1
W
)
= I1 + I2 + I3.(3.86)
Regarding I1, I2, I3 in (3.86), we derive:
•
I3 ≤ k ‖Y
n − ynd,h‖‖Q
n−1
W ‖ ≤ k C ‖Y
n − ynd,h‖‖∇Q
n−1
W ‖
≤ k σ ‖∇Qn−1W ‖
2 + k C(σ) ‖Y n − ynd,h‖
2,
using Cauhy-Shwartz, Poinaré-Wirtinger inequality (A.15) and Young's
inequality (A.13);
•
I2 = −k γ
(
∇QnY ,∇Q
n−1
W
)
≤ k γ ‖∇Qn−1W ‖‖∇Q
n
Y ‖
≤ k γ σ ‖∇Qn−1W ‖
2 + k γ C(σ) ‖∇QnY ‖
2,
setting θ = kQn−1W in (3.73f) evaluated at n, using the generalized Holder's
inequality (A.14), (A.17) and Young's inequality (A.13);
•
I1 ≤ k C ‖∇V
n‖‖∇QnY ‖‖∇Q
n−1
W ‖ ≤ k σ ‖∇Q
n−1
W ‖
2+k C(σ) C1 (U) ‖∇Q
n
Y ‖
2,
from the generalized Holder's inequality (A.14), (A.17), Young's inequality
(A.13), Poinaré-Wirtinger inequality (A.15) and the estimate on ‖∇Vn‖
(3.22) derived in Lemma 3.5.
Inserting the estimate of I1, I2, I3 in (3.86), with σ small enough, we get
γ
2
‖∇Qn−1Y ‖
2 −
γ
2
‖∇QnY ‖
2 +
γ
2
‖∇Qn−1Y −∇Q
n
Y ‖
2 + k C1(σ) ‖∇Q
n−1
W ‖
2
(3.87)
+
k
δ
(
β ′δ(Y
n)Qn−1W , Q
n−1
W
)
h
≤ k C2(σ,U) ‖∇Q
n
Y ‖
2 + k C3(σ) ‖Y
n − ynd,h‖
2,
where C2(σ,U) is a onstant whih depends on σ and ‖U‖L2(L2). Summing over
the index n = N, . . . ,m in (3.87), we derive
γ
2
‖∇Qm−1Y ‖
2 +
γ
2
m∑
n=N
‖∇Qn−1Y −∇Q
n
Y ‖
2 + C1(σ)
m∑
n=N
k ‖∇Qn−1W ‖
2
(3.88)
+
m∑
n=N
k
δ
(
β ′δ(Y
n)Qn−1W , Q
n−1
W
)
h
≤ C2(σ,U)
m∑
n=N
k
[
‖∇QnY ‖
2 + ‖Y n − ynd,h‖
2
]
,
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for all m = 1, . . . , N . In (3.88), by the denition (2.13), 0 ≤ β ′δ ≤ 1. Therefore(
β ′δ(Y
n)Qn−1W , Q
n−1
W
)
h
≥ 0, ∀n = 1, . . . , N.
Moreover, from the assumption (3.75) and the estimate (3.34) in Lemma 3.7 of
‖Y n‖, the last term on the r.h.s. in (3.88) is suh that
m∑
n=N
k ‖Y n − ynd,h‖
2 ≤ C (U) .
Thus, we an apply to (3.88) the disrete Gronwall's Lemma (see for example
Lemma 1.4.2 in [73℄). In this way, we derive the results (3.81), (3.82), (3.84) and
(3.85). The optimality ondition (3.73f) is equivalent to the following
Qn−1W = γ∆˜hQ
n−1
Y , ∀n = 1, . . . , N.
Hene, the result (3.83) is just a onsequene of the result (3.84).
Setting ψ = −kdtQ
n
V in the optimality ondition (3.73a), we derive
k‖dtQ
n
V‖
2 +
ν
2
‖∇Qn−1V ‖
2 −
ν
2
‖∇QnV‖
2 +
ν
2
‖∇Qn−1V −∇Q
n
V‖
2
(3.89)
= −k (Y n,∇QnY · dtQ
n
V) .
Using the generalized Holder's inequality (A.14), (A.17), interpolation inequality
(A.51) and Young's inequality (A.13), we an estimate the r.h.s. in (3.89). We
have
k |
(
Y n,∇QnY · dtQ
n−1
V
)
| ≤ k ‖Y n‖L4‖∇Q
n
Y ‖L4‖dtQ
n
V‖(3.90)
≤ k C‖Y n‖H0 [ ‖∇Q
n
Y ‖+ ‖∆hQ
n
Y ‖ ] ‖dtQ
n
V‖
≤ k σ‖dtQ
n−1
V ‖
2 + k C (σ) ‖Y n‖2H0
[
‖∇QnY ‖
2 + ‖∆hQ
n
Y ‖
2
]
.
Hene, using (3.90) with σ small enough, from (3.89) we get
k C1 (σ) ‖dtQ
n
V‖
2 +
ν
2
‖∇Qn−1V ‖
2 −
ν
2
‖∇QnV‖
2 +
ν
2
‖∇Qn−1V −∇Q
n
V‖
2
(3.91)
≤ k C2 (σ) ‖Y
n‖2H0
[
‖∇QnY ‖
2 + ‖∆hQ
n
Y ‖
2
]
.
Summing over the index n = N, . . . ,m in (3.91), we derive
C1 (σ)
m∑
n=N
k‖dtQ
n
V‖
2 +
ν
2
‖∇Qm−1V ‖
2 +
ν
2
m∑
n=N
‖∇Qn−1V −∇Q
n
V‖
2
(3.92)
≤ C2 (σ)
m∑
n=N
k ‖Y n‖2H0
[
‖∇QnY ‖
2 + ‖∆hQ
n
Y ‖
2
]
,
for all m = 1, . . . , N . Then, from the estimate (3.34) in Lemma 3.7, (3.82), (3.83),
we realize that the results (3.76)-(3.78) hold.
We set ψ = kAhQn−1V in (3.73a), where A
h
is the disrete Stokes operator (A.40).
In this way, we have
k ν‖AhQn−1V ‖
2 = k
(
dtQ
n
V,A
hQn−1V
)
+ k
(
Y n,∇QnY ·A
hQn−1V
)
(3.93)
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= M1 +M2.
From generalized Holder's inequality (A.14), (A.17), interpolation inequality (A.51)
and Young's inequality (A.13), we derive
|M1| ≤ k σ‖A
hQn−1V ‖
2 + C (σ) k ‖dtQ
n
V‖
2,
|M2| ≤ k ‖Y
n‖L4‖∇Q
n
Y ‖L4‖A
hQn−1V ‖
≤ k C ‖Y n‖H0 [ ‖∇Q
n
Y ‖+ ‖∆hQ
n
Y ‖ ] ‖A
hQn−1V ‖
≤ k σ‖AhQn−1V ‖
2 + k C (σ) ‖Y n‖2H0
[
‖∇QnY ‖
2 + ‖∆hQ
n
Y ‖
2
]
.
Then, using the estimates for M1,M2 in (3.93), with σ suiently small and sum-
ming on the index n = 1, . . . , N , we get
C1 (σ)
N∑
n=1
k ‖AhQn−1V ‖
2
(3.94)
≤ C2 (σ)
N∑
n=1
k ‖dtQ
n
V‖
2 + C3 (σ)
N∑
n=1
k ‖Y n‖2H0
[
‖∇QnY ‖
2 + ‖∆hQ
n
Y ‖
2
]
.
The results (3.34) in Lemma 3.7, (3.82), (3.83), (3.77), guarantee that the r.h.s in
(3.94) is bounded. Hene, it hold
N∑
n=1
k ‖AhQn−1V ‖
2 ≤ C (U) .
Then, following [46℄ as in the proof of Lemma 3.5, we derive the result (3.79).
The proof of the last estimate (3.80) is analogous to the one given in Lemma 3.5.
3.3. Disrete Non-Smooth Optimal Control
Problem
In this setion, we study the non-smooth disrete optimal ontrol Problem 3.1,
whih represents a disretized version of the non-smooth optimal ontrol Problem
2.1. Using the results obtained in Setion 3.2, we derive a system of rst order
optimality onditions of this problem as limit of the rst order optimality ondi-
tions (3.72)-(3.74) of the regularized disrete optimal ontrol Problem 3.2, for the
regularization parameter δ → 0+.
3.3.1. Properties of the State Equations of the Disrete
Non-Smooth Optimal Control Problem
In the next Lemma 3.15, we show that the state equations (3.5),(3.6) of the the
non-smooth disrete optimal ontrol Problem 3.1 an be derived as limit of the
state equations (3.10), (3.11) of the regularized disrete Problem 3.2, for the regu-
larization parameter δ → 0+. Next, in Lemma 3.16, we show that the equations
derived have a unique solution.
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Lemma 3.15. Let us assume that there exists a onstant C˜ independent of h, k
and δ ∈
(
0, 1
4
)
suh that
‖∇v0,h‖+ ‖∇y0,h‖ ≤ C˜.
For any xed h, k, onsider a sequene {δl}l∈N ⊂
(
0, 1
4
)
suh that δl → 0+, a
bounded sequene {Ul}l∈N ⊂ L
2 (L2) and the orresponding sequene of solution
{(Vl,Yl,Wl)}l∈N of the state equations (3.10) (3.11) of the regularized disrete op-
timal ontrol Problem 3.2. Then, there exists a subsequene (labelled by index m),
suh that
Um ⇀ U , in L
2
(
L2
)
,(3.95)
Vm → V, in V
N+1
h ,(3.96)
Pm → P, in P
N
h ,(3.97)
Ym → Y , in P
N+1
h ,(3.98)
Wm →W, in Y
N
h .(3.99)
and the limit variables satisfy
sup
n=0,...,N
‖Vn‖D ≤ C (U) ,(3.100)
N∑
n=1
k ‖dtV
n‖2 ≤ C (U) ,(3.101)
N∑
n=1
‖Vn −Vn−1‖2D ≤ C (U) ,(3.102)
N∑
n=1
k ‖∆˜hV
n‖2 ≤ C (U) ,(3.103)
sup
n=1,...,N
∥∥∥ n∑
i=1
k P i
∥∥∥ ≤ C (U) .(3.104)
sup
n=0,...,N
‖Y n‖H0 ≤ C (U) ,(3.105)
N∑
i=1
k ‖∇GdtY
i‖2 ≤ C (U) ,(3.106)
N∑
i=1
k ‖∆ˆhY
i‖2h ≤ C (U) ,(3.107)
N∑
i=1
∥∥Y i − Y i−1∥∥2
H0
≤ C (U) ,(3.108)
N∑
i=1
k ‖W i‖2H1 ≤ C (U) .(3.109)
where the onstant C (U) depends just on ‖U‖L2(L2) but it is independent of h, k, δ ∈(
0, 0
4
)
. Furthermore, (V,P,Y ,W,U) satises the state equations (3.5), (3.6) of the
disrete non-smooth optimal ontrol Problem 3.1.
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Proof. The statements (3.95)-(3.109) are a diret onsequene of the results ob-
tained in Lemma 3.5 and Lemma 3.7. We prove that the limit variablesV,P,Y ,W,U
satisfy the state equations (3.5), (3.6) of the disrete non-smooth optimal ontrol
Problem 3.1. Considering the subsequenes in (3.95)-(3.99), we have
(dtV
n
m,ψ) + ν (∇V
n
m,∇ψ)− (P
n
m,∇ ·ψ)−
1
k
∫ tn
tn−1
(Um,ψ) dt = 0,(3.110a)
V0m = v0,h,(3.110b)
(∇ ·Vnm, φ) = 0,(3.110)
(dtY
n
m, η)h + γ (∇W
n
m,∇η)−
(
Y n−1m V
n−1
m ,∇η
)
= 0,(3.110d)
Y 0m = y0,h,(3.110e)
−
(
W nm + Y
n−1
m , θ
)
h
+ ε2 (∇Y nm,∇θ) +
1
δm
(βδm (Y
n
m) , θ) = 0,(3.110f)
As m → +∞, the onvergene of the equations (3.110a), (3.110) to equations
(3.5a), (3.5) is straightforward. This is true also about the onvergene of the
nonlinear term in (3.110d), (3.110f) to the orresponding terms in (3.6a), (3.6).
We show the onvergene of the nonlinear terms. Regarding the third term in
(3.110d), we note that
O1 =
∣∣∣ N∑
n=1
k
(
Y n−1m ,V
n−1
m · ∇η
n
)
−
N∑
n=1
k
(
Y n−1,Vn−1 · ∇ηn
) ∣∣∣
≤
N∑
n=1
k
∣∣ (Y n−1m − Y n−1,Vn−1m · ∇ηn)+ (Y n−1, [Vn−1m −Vn−1] · ∇ηn) ∣∣
≤ C
N∑
n=1
k
[
‖Y n−1m − Y
n−1‖H0‖V
n−1
m ‖H10 + ‖Y
n−1
m ‖H0‖V
n−1
m −V
n−1‖H10
]
‖∇ηn‖.
Then, using Ym → Y in Y
N+1
h and Vm → V in V
N+1
h , we infer that
(3.111) O1 → 0,
as m→ +∞. Therefore (3.110d) onverges to (3.6a) as m→ +∞. We set θ ∈ Kh
in (3.110f). Then, as in the proof of Theorem 2.11, using the denition (2.12) and
the property (2.17) of the funtion βδ, we an write
−
(
W nm + Y
n−1
m , θ − Y
n
m
)
h
+ ε2 (∇Y nm,∇θ −∇Y
n
m)
=
1
δm
(βδm (θ)− βδm (Y
n
m) , θ − Y
n
m) ≥ 0.
Last equation yields (3.6) as m → +∞. Finally we prove that (3.6d) holds, i.e.,
−1 ≤ Y n ≤ 1, for all n = 1, . . . , N . From (3.56) in Theorem 3.8, we have
N∑
n=1
k
∥∥∥βδm (Y nm)∥∥∥2 ≤ C δ2m
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and onsequently
lim
m→+∞
N∑
n=1
k
∥∥∥βδm (Y nm) ∥∥∥2 = 0.
Then, using the funtion fˆ dened in (2.69), we an write
∣∣∣ N∑
n=1
k
(
fˆ (Y n) , θn
) ∣∣∣
≤
N∑
n=1
k
[
‖fˆ (Y n)− fˆ (Y nm) ‖+ ‖fˆ (Y
n
m)− βδm (Y
n
m) ‖+ ‖βδm (Y
n
m) ‖
]
‖θn‖ ≤
≤ C


(
N∑
n=1
k ‖Y n − Y nm‖
2
) 1
2
+ T
1
2 δm


(
N∑
n=1
k ‖θn‖2
) 1
2
→ 0,
as m→ +∞, for all θn ∈ Yh, n = 1, . . . , N . Therefore
fˆ (Y n) ≡ 0, ∀n = 1, . . . , N.
Hene, from the denition (2.69) of the funtion fˆ , we infer that (3.6d) holds.
In the next Lemma 3.16, we derive the properties of the solution of the state
equations (3.5), (3.6) of the disrete non-smooth optimal ontrol Problem 3.1.
Lemma 3.16. For any xed h, k, U ∈ L2 (L2), the system of the state equations
(3.5), (3.6) has a unique solution (V,P,Y ,W) ∈ VN+1h × P
N
h × P
N+1
h × Y
N
h . Fur-
thermore, if there exists a onstant C˜ independent of h, k, suh that
(3.112) ‖∇v0,h‖+ ‖∇y0,h‖ ≤ C˜,
there exists a onstant C (U) whih depends just on ‖U‖L2(L2) but it is independent
of h, k, suh that (V,P,Y ,W) satises the estimates (3.100)-(3.109) in Lemma
3.15.
Proof. As a onsequene of Lemma 3.15, the system of equations (3.5), (3.6) has a
solution (V,P,Y ,W) ∈ VN+1h × P
N
h × P
N+1
h × Y
N
h . Moreover, if the assumption
(3.112) above holds, this solution satises the estimates (3.100)-(3.109) in Lemma
3.15. It remains to show the uniqueness of the solution. Given U ∈ L2 (L2), using
the linearity of the equations (3.5), it is straightforward to prove that (V,P) ∈
VN+1h ×P
N
h is unique. To prove the uniqueness of (Y ,W) ∈ P
N+1
h ×Y
N
h , we proeed
by indution. Let us suppose that, given a time level n, the solution (Y n−1,W n−1)
of (3.6) at the time level n − 1 is unique. Then, at the time level n, we onsider
two possible solutions (Y n1 ,W
n
1 ) , (Y
n
2 ,W
n
2 ) ∈ Ph × Yh of (3.6) and we dene
SnY = Y
n
2 − Y
n
1 , S
n
W = W
n
2 −W
n
1 .
We subtrat (3.6a) with Y n = Y n1 to (3.6a) with Y
n = Y n2 . In this way, we get
(3.113) (SnY , η)h + kγ (∇S
n
W ,∇η) = 0.
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We add (3.6) with Y n = Y n1 ,W
n = W n1 , θ = Y
n
2 to (3.6) with Y
n = Y n2 ,W
n =
W n2 , θ = Y
n
1 . Thus, we have
(3.114) − (SnW , S
n
Y )h + ε
2‖∇SnY ‖
2 ≤ ‖SnY ‖
2
h.
Substituting η = GˆhSnY in (3.113), we have(
SnY , GˆhS
n
Y
)
h
= −k γ
(
∇SnW ,∇GˆhS
n
Y
)
,
whih is equivalent, by the denition (A.33) of the disrete Green's operator Gˆh, to
(3.115) ‖∇GˆhS
n
Y ‖
2 = −kγ (SnY , S
n
W )h .
Multiplying (3.114) by kγ and using (3.115), we an write
(3.116) ‖∇GˆhS
n
Y ‖
2 + kγε2‖∇dnY ‖
2 ≤ kγ‖SnY ‖
2
h.
By Young's inequality and the denition (A.33) of the disrete Green's operator
Gˆh, we infer that
(3.117) ‖SnY ‖
2
h =
(
∇SnY ,∇GˆhS
n
Y
)
≤
ε2
2
‖∇SnY ‖
2 +
1
2ε2
‖∇GˆhS
n
Y ‖
2.
Hene, using (3.117) in (3.116), we have that, for all k
‖∇GˆhS
n
Y ‖
2 ≤ k
γ
2ε2
‖∇GˆhS
n
Y ‖
2.
Therefore ∇GˆhSnY = 0, whih means S
n
Y = Y
n
2 −Y
n
1 = 0. Moreover, setting η = S
n
W
in (3.113), we derive
∇SnW = 0,
i.e., SnW is equal to some onstant. In order to show that this onstant is indeed
zero, we onsider ξ ∈ Yh, suh that
Y n(xj) = ±1 ⇒ ξ(xj) = 0,
for all xj vertices of Th. Then, we substitute θ± = Y
n±ρξ in (3.6), with ρ onstant
and small enough so that −1 ≤ θ ≤ 1. In this way, we get
ε2 (∇Y n,∇ξ) ≥
(
Y n−1 +W n, ξ
)
h
,
− ε2 (∇Y n,∇ξ) ≥ −
(
Y n−1 +W n, ξ
)
h
,
whih imply
(3.118) (∇Y n,∇ξ) =
(
Y n−1 +W n, ξ
)
h
.
Subtrating (3.118) with W n = W n1 to (3.118) with W
n = W n2 , we have
(SnW , ξ)h = S
n
W (1, ξ)h = 0.
Thus, we infer SnW = W
n
2 −W
n
1 = 0. We have shown that, if (Y
n−1,W n−1) is the
unique solution of (3.6) at a time level n − 1, then (3.6) have a unique solution
(Y n,W n) even at a time level n. Hene, using the initial ondition Y 0 = y0,h, by
indution, we derive that the solution (Y ,W) ∈ PN+1h × Y
N
h of (3.6) is unique.
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3.3.2. Minimizers of the Disrete Non-Smooth Optimal
Control Problem
As in Chapter 2, in the next Lemma 3.17, we prove the existene of solutions of
the disrete non-smooth optimal ontrol Problem Problem 3.1.
Lemma 3.17 (existene of minimizers). For any given h, k, the optimal ontrol
Problem 3.1 admits a solution.
Proof. The proof is analogous to the one of Theorem 2.5 in Chapter 2.
In the next Theorem 3.18 we show the relationship between the solutions of the
regularized disrete optimal ontrol Problem 3.2 and the solutions of non-smooth
disrete optimal ontrol Problem 3.1: there exists a sequene of solutions of the
regularized Problem 3.2, whih onverges to a solution of the non-smooth Problem
3.1, for the regularization parameter δ → 0+.
Theorem 3.18. Let us assume that there exists a onstant C˜ independent on
h, k, δ ∈
(
0, 1
4
)
, suh that
(3.119) ‖∇v0,h‖+ ‖∇y0,h‖+
N∑
n=1
k ‖ynd,h‖
2 ≤ C˜.
Furthermore, for any xed h, k, let us onsider a sequene {δl}l∈N ⊂
(
0, 1
4
)
, suh
that δl → 0+ and the orresponding sequene of solutions of the regularized disrete
optimal ontrol problem 3.2,{(
X¯l, U¯l
)}
l∈N
⊂ Xh,k × L
2
(
L2
)
.
Then, it is possible to extrat a subsequene (labelled with an index m), suh that,
as m→ +∞,
X¯m → X¯ , in Xh,k,
U¯m ⇀ U¯ , in L
2
(
L2
)
,
where
(
X¯ , U¯
)
is a solution of the disrete non-smooth optimal ontrol Problem 3.1.
Proof. Given the sequenes {δl}l∈N and
{(
X¯l, U¯l
)}
l∈N
=
{(
sδl,h,k
(
U¯l
)
, U¯l
)}
l∈N
,
where sδ,h,k : L
2 (L2) → Xh,k is the solution operator (3.21) assoiated to the
state equations of the regularized Problem 3.2, we onsider U ∈ L2 (L2) suh that
U (t) = u ∈ L2, ∀ t ∈ [0, T ] .
Then, by the denition (3.4) of the disrete ost funtional Jh,k, the results of
Lemma 3.7 and the assumption (3.119), there exists a onstant C (U), suh that
‖U¯l‖
2
L2(L2) ≤ Jh,k
(
sδl,h,k
(
U¯l
)
, U¯l
)
≤ Jh,k (sδl,h,k (U) ,U) ≤ C (U) +
α
2
‖U‖2L2(L2).
The onstant C (U) depends just on ‖U‖L2(L2) and it is independent of h, k, δl ∈(
0, 1
4
)
. Therefore, the sequene
{
U¯l
}
l∈N
is bounded in L2 (L2) and by the estimates
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established in Lemmas 3.5, 3.7, the sequene
{(
sδl,h,k
(
U¯l
)
, U¯l
)}
l∈N
is bounded in
Xh,k × L2 (L2). Hene, by Theorem 3.15, there exists a subsequene (labelled by
index m), whih is suh that(
sδm,h,k
(
U¯m
)
, U¯m
)
=
(
X¯m, U¯m
)
⇀
(
X¯ , U¯
)
, in Xh,k × L
2
(
L2
)
,
and
(
X¯ , U¯
)
is a solution of the state equations (3.5), (3.6) of the disrete non-
smooth optimal ontrol Problem 3.1. Then, using the same proedure applied in
the proof of Theorem 2.13, it easy to prove that
(
X¯ , U¯
)
is also a minimizer of
Problem 3.1.
As we have done in Chapter 2, in the following we present an equivalent formu-
lation of the disrete non-smooth optimal ontrol Problem 3.1. In this formulation,
we introdue two Lagrange multipliers in the state equations
Br,Bl ∈ Y
N
h .
In this way, the optimal ontrol Problem 3.1 will assume the struture of a mathe-
matial program with omplementarity onstraints. In the optimality onditions for
this problem, the Lagrange multipliers Br,Bl will be related to a variable Λ ∈ Y
N
h .
Then, just the relationship between Br,Bl and Λ will be one of the key issue for
the numerial solution of the optimality onditions of non-smooth optimal ontrol
Problem 3.1. We dene the spaes
Rh,k = Xh,k × Y
N
h × Y
N
h ,
with elements R = (X ,Br,Bl) and
K+h = {Z ∈ Yh : Z ≥ 0} .
Furthermore we onsider the ost funtional J˜h,k : Rh,k × L2 (L2) → R, whih is
suh that
J˜h,k (R,U) ≡ Jh,k (X ,U) .
Then, we onsider the following problem:
Problem 3.19. Find
(
R¯, U¯
)
∈ Rh,k × L2 (L2), suh that
min
(R,U)∈Rh,k×L2(L2)
J˜h,k (R,U) = J˜h,k
(
R¯, U¯
)
,
subjet to
(dtV
n,ψ) + ν (∇Vn,∇ψ)− (P n,∇ ·ψ)−
1
k
∫ tn
tn−1
(U ,ψ) dt = 0,(3.120a)
V0 = v0,h,(3.120b)
(∇ ·Vn, φ) = 0,(3.120)
(dtY
n, η)h + γ (∇W
n,∇η)−
(
Y n−1Vn−1,∇η
)
= 0,(3.121a)
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Y 0 = y0,h,(3.121b)
−
(
W n + Y n−1, θ
)
h
+ ε2 (∇Y n,∇θ) + (Bn, θ)h = 0,(3.121)
Y n ∈ Kh,(3.121d)
Bn = Bnr −B
n
l , with B
n
r , B
n
l ∈ K
+
h ,(3.121e)
[Bnr (1− Y
n)] (xj) = 0,(3.121f)
[Bnl (1 + Y
n)] (xj) = 0,(3.121g)
for all ψ ∈ Vh, φ ∈ Ph, η, θ ∈ Yh, j = 1, . . . ,Nh, n = 1, . . . , N .
Lemma 3.20. Problems 3.1 and 3.19 are equivalent.
Proof. We need to show the equivalene between the state equations (3.5),(3.6) and
the state equations (3.120),(3.121).
First we prove that every solution of (3.5),(3.6) is also a solution of (3.120),(3.121).
Given U ∈ L2 (L2), we onsider a sequene {δi}i∈N ⊂
(
0, 1
4
)
, suh that δi → 0+ and
the orresponding sequene of solutions of the regularized disrete state equations
(3.10), (3.11),
{(Vi,Pi,Yi,Wi)}i∈N = {Xi}i∈N = {sδi,h,k (U)}i∈N .
By Theorem 3.15, we know that there exists a subsequene (labelled with index m)
suh that
Xm → X ∈ Xh,k,
where X = (V,P,Y ,W) is the unique solution of (3.5),(3.6). It easy to realize
that X , together some Br,Bl ∈ Y Nh satisfy (3.120),(3.121). Indeed, using the result
(3.56) in Lemma 3.8, there exist Br,Bl ∈ Y Nh , suh that
1
δm
βrδm (Y
n
m) (xj) → B
n
r (xj) ≥ 0,(3.122)
1
δm
βlδm (Y
n
m) (xj) → B
n
l (xj) ≥ 0,(3.123)
as m → +∞, for all j = 1, . . . ,Nh, n = 1, . . . , N , where the funtions βrδ, βlδ
are dened in (2.84), (2.85). Furthermore (Y ,W,B) satises (3.121). In order to
prove that (3.121f) is satised, using Y n ∈ Kh, we note that
(3.124)
1
δm
[βrδm (Y
n
m) (1− Y
n
m)] (xj)→ [B
n
r (1− Y
n)] (xj) ≥ 0,
as m→ +∞, for all j = 1, . . . ,Nh, n = 1, . . . , N . Noting
βrδ (1) = 0,
and that βrδ is monotone inreasing funtion, we get
(3.125) [βrδm (Y
n
m) (1− Y
n
m)] (xj) = − [βrδm (1)− βrδm (Y
n
m)] [(1− Y
n
m)] (xj) ≤ 0.
So, by omparison between (3.124) and (3.125), we infer that (3.121f) holds. In the
same way, it is possible to derive that (3.121g) is satised.
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We perform the seond step of the proof demonstrating that every solution (V,P,Y ,W,B)
of (3.120),(3.121) is also a solution of (3.5),(3.6). We need to prove just that (Y ,W)
solves (3.6). Setting in (3.121) θ = θ˜ − Y n, with θ˜ ∈ Kh, we have
(3.126) −
(
W n + Y n−1, θ˜ − Y n
)
h
+ ε2
(
∇Y n,∇θ˜ −∇Y n
)
= −
(
Bn, θ˜ − Y n
)
h
,
where, using a quadrature formula with weights ωj ≥ 0,
−
(
Bn, θ˜ − Y n
)
h
= −
Nh∑
j=1
ωj B
n (xj)
[
θ˜ − Y n
]
(xj) .
From (3.121f), (3.121g), we get that for all xj vertices of Th
− Bn (xj)
[
θ˜ − Y n
]
(xj) =


Bnl (xj)
[
θ˜ (xj) + 1
]
≥ 0, if Y n(xj) = −1,
0, if − 1 < Y n(xj) < 1,
− Bnr (xj)
[
θ˜ (xj)− 1
]
≥ 0, if Y n(xj) = 1.
Hene, in (3.126) −
(
Bn, θ˜ − Y n
)
h
≥ 0 and equation (3.6) holds.
3.3.3. Optimality Conditions for the Disrete Non-Smooth
Optimal Control Problem
In this setion we derive the rst order optimality onditions of the disrete non-
smooth Problem 3.1 as limit of the optimality onditions (3.72)-(3.74) of the regu-
larized disrete Problem 3.2, for the regularization parameter δ → 0+.
Theorem 3.21. Let us assume that there is a onstant C˜, independent of h, k, δ ∈(
0, 1
4
)
, suh that
(3.127) ‖∇y0,h‖+ ‖∇v0,h‖+
N∑
n=1
k ‖ynd,h‖
2 ≤ C˜.
Let {δi}i∈N ⊂
(
0, 1
4
)
be a sequene suh that δi → 0+ and
{(Xi,Ui)}i∈N = {(Vi,Pi,Yi,Wi,Ui)}i∈N ⊂ Xh,k × L
2
(
L2
)
,
be the orresponding sequene of solution of the regularized disrete optimal ontrol
Problem 3.2. Let
{Qi}i∈N = {(QVi,QPi,QYi,QWi)}i∈N ⊂ Xh,k,
be the sequene of adjoint variables suh that the triple Xi,Ui,Qi satises the op-
timality onditions (3.72)-(3.74) of the regularized Problem 3.2, for all i ∈ N.
Then, there exists a subsequene (labelled by the index m) {(Xm,Um,Qm)}m, a
solution of the disrete non-smooth optimal ontrol Problem 3.19,
(R,U) = (V,P,Y ,W,Br,Bl,U) ∈ Rh,k × L
2
(
L2
)
,
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and a set of variables
(QV ,QP ,QY ,QW ,Λ) ∈ Xh,k × Y
N
h ,
suh that, as m→ +∞,
Vm → V, in V
N+1
h ,(3.128)
Pm → P, in P
N
h ,(3.129)
Ym → Y , in Y
N+1
h ,(3.130)
Wm →W, in Y
N
h .(3.131)
QVm →QV , in V
N+1
h ,(3.132)
QPm → QP , in P
N
h ,(3.133)
QYm → QY , in P
N+1
h ,(3.134)
QWm → QW , in Y
N
h .(3.135)
Um → U , in V
N
h ,(3.136)
1
δm
[βδm (Y
n
m)] (xj) → B
n (xj) = B
n
r (xj)−B
n
l (xj) ,(3.137)
1
δm
[
β ′δm (Y
n
m)Q
n−1
W
]
(xj) → Λ
n−1 (xj) ,(3.138)
for all j = 1, . . . ,Nh, n = 1, . . . , N . Furthermore
(V,P,Y ,W,Br,Bl,U ,QV ,QP ,QY ,QW ,Λ) ,
satises the following system of optimality onditions
(dtV
n,ψ) + ν (∇Vn,∇ψ)− (P n,∇ ·ψ)− (Un,ψ) = 0,(3.139a)
V0 = v0,h,(3.139b)
(∇ ·Vn, φ) = 0,(3.139)
(dtY
n, η)h + γ (∇W
n,∇η)−
(
Y n−1Vn−1,∇η
)
= 0,(3.139d)
Y 0 = y0,h,(3.139e)
−
(
W n + Y n−1, θ
)
h
+ ε2 (∇Y n,∇θ) + (Bn, θ)h = 0,(3.139f)
Y n ∈ Kh,(3.139g)
Bn = Bnr −B
n
l , with B
n
r , B
n
l ∈ K
+
h ,(3.139h)
[Bnr (1− Y
n)] (xj) = 0,(3.139i)
[Bnl (1 + Y
n)] (xj) = 0,(3.139j)
for all ψ ∈ Vh, φ ∈ Ph, η, θ ∈ Yh, j = 1, . . . ,Nh, n = 1, . . . , N ,
− (dtQ
n
V,ψ) + ν
(
∇Qn−1V ,∇ψ
)
+
(
Qn−1P ,∇ ·ψ
)
− (Y n∇QnY ,ψ) = 0,(3.140a)
QNV = 0,(3.140b) (
∇ ·Qn−1V , φ
)
= 0,(3.140)
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− (dtQ
n
Y , η)h − ε
2
(
∇Qn−1W ,∇η
)
+ (QnW , η)h(3.140d)
− (∇QnY ·V
n, η) +
(
Y n − ynd,h, η
)
−
(
Λn−1, η
)
h
= 0,
QNY = 0,(3.140e)
QNW = 0,(3.140f) (
Qn−1W , θ
)
h
+ γ
(
∇Qn−1Y ,∇θ
)
= 0.(3.140g)
for all ψ ∈ Vh, φ, η ∈ Ph, θ ∈ Yh, n = 1, . . . , N ,
(3.141) αUn −Qn−1V = 0,
for all n = 1, . . . , N . Moreover for all Lipshitz funtions g : R→ R, with onstant
Lg, suh that g(1) = g(−1) = 0,[
g (Y n) Λn−1
]
(xj) = 0,(3.142a) [
BnQn−1W
]
(xj) = 0,(3.142b) [
Λn−1Qn−1W
]
(xj) ≥ 0,(3.142)
for all j = 1, . . . ,Nh, n = 1, . . . , N . Finally there exists a onstant C, independent
on h, k, suh that the following estimates are satised
sup
n=0,...,N
‖Vn‖H10 ≤ C,(3.143a)
N∑
n=1
k ‖dtV
n‖2 ≤ C,(3.143b)
N∑
n=1
‖Vn −Vn−1‖2
H10
≤ C,(3.143)
N∑
n=1
k ‖∆˜hV
n‖2 ≤ C,(3.143d)
sup
n=1,...,N
∥∥∥ n∑
i=1
k P i
∥∥∥ ≤ C,(3.143e)
sup
n=0,...,N
‖Y n‖H0 ≤ C,(3.143f)
N∑
n=1
k
∥∥∥∇GdtY n∥∥∥2 ≤ C,(3.143g)
N∑
n=1
k ‖∆ˆhY
n‖2h ≤ C,(3.143h)
N∑
n=1
∥∥Y n − Y n−1∥∥2
H0
≤ C,(3.143i)
N∑
n=1
k ‖W n‖2H1 ≤ C,(3.143j)
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N∑
n=1
k
[
‖Bnr ‖
2 + ‖Bnl ‖
2
]
≤ C,(3.143k)
‖U‖L2(L2) ≤ C,(3.143l)
and
sup
n=0,...,N
‖QnV‖H10 ≤ C,(3.144a)
N∑
n=1
‖dtQ
n
V‖
2 ≤ C,(3.144b)
N∑
n=1
‖QnV −Q
n−1
V ‖
2
H10
≤ C,(3.144)
N∑
n=0
k ‖∆˜hQ
n
V‖
2 ≤ C,(3.144d)
sup
n=0,...,N
∥∥∥ n∑
i=0
k QnP
∥∥∥ ≤ C,(3.144e)
sup
n=0,...,N
‖QnY ‖H0 ≤ C,(3.144f)
N∑
n=1
‖QnY −Q
n−1
Y ‖
2
H0
≤ C,(3.144g)
N∑
n=0
k ‖∆hQ
n
Y ‖
2
H0
≤ C,(3.144h)
N∑
n=0
k ‖QnW‖
2
H0
≤ C,(3.144i)
N∑
n=0
k (Λn, QnW )h ≤ C.(3.144j)
Proof. Given a sequene of solutions {(Vi,Pi,Yi,Wi,Ui)}i∈N of the regularized dis-
rete optimal ontrol Problem 3.2, we onsider the sequene {(QVi,QPi,QYi,QWi)}i∈N
of the adjoint variables, suh that Vi,Pi,Yi,Wi,Ui,QVi,QPi,QYi,QWi is, for all
i, a solution of the optimality onditions (3.72)-(3.74) of the regularized disrete
optimal ontrol Problem 3.2. Then, from the results in Lemmas 3.5, 3.7, 3.8, 3.14,
Theorem 3.18 and Lemma 3.20, we realize that there exist a onvergent subsequene
(labelled by an index m) {(Vm,Pm,Ym,Wm,Um,QVm,QPm,QYm,QWm)}m and a
set of limit variables {(V,P,Y ,W,Br,Bl,U ,QV ,QP ,QY ,QW)} suh that:
• the variables Vm,Pm,Ym,Wm,Um,QVm,QPm,QYm,QWm are, for all m, a
solution of the optimality onditions (3.72)-(3.74) of the regularized disrete
optimal ontrol Problem 3.2;
• the limits (3.128)-(3.137) stated above hold;
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• the limit variables V,P,Y ,W,Br,Bl,QV ,QP ,QY ,QW satisfy the estimates
(3.143a)-(3.144i);
• the state and ontrol limit variables V,P,Y ,W,Br,Bl,U are a solution of
the non-smooth optimal ontrol Problem 3.19 and the optimality onditions
(3.139), (3.141) hold.
In order to show that (3.140) are satised, we onsider that for all m,
− (dtQ
n
Vm,ψ) + ν
(
∇Qn−1Vm ,∇ψ
)
+
(
Qn−1Pm ,∇ ·ψ
)
− (Y nm∇Q
n
Y m,ψ) = 0,(3.145a)
QNVm = 0,(3.145b) (
∇ ·Qn−1Vm , φ
)
= 0,(3.145)
− (dtQ
n
Y m, η)h − ε
2
(
∇Qn−1Wm,∇η
)
+ (QnWm, η)h(3.145d)
− (∇QnY m ·V
n
m, η)−
1
δ
(
β ′δm (Y
n
m)Q
n−1
Wm, η
)
h
+
(
Y nm − y
n
d,h, η
)
= 0,
QNYm = 0,(3.145e)
QNWm = 0,(3.145f) (
Qn−1Wm, θ
)
h
+ γ
(
∇Qn−1Y m ,∇θ
)
= 0.(3.145g)
As m → +∞, all the linear terms in (3.145) onverge to the orresponding terms
in (3.140). Conerning the nonlinear term in (3.145), we need to show that, as
m→ +∞,
N∑
n=1
k (Y nm∇Q
n
Y m,ψ
n)→
N∑
n=1
k (Y n∇QnY ,ψ
n) ,(3.146)
N∑
n=1
k (∇QnY m ·V
n
m, η
n)→
N∑
n=1
k (∇QnY ·V
n, ηn) .(3.147)
We have that:
• using the generalized Holder's inequality (A.14), (A.17), the onvergene and
the boundedness of Ym and QYm in P
N+1
h ,
∣∣∣ N∑
n=1
k (Y nm∇Q
n
Y m,ψ
n)−
N∑
n=1
k (Y n∇QnY ,ψ
n)
∣∣∣
≤ C
N∑
n=1
k [‖Y nm − Y
n‖H1‖∇Q
n
Y m‖+ ‖Y
n
m‖H1‖∇Q
n
Y m −∇Q
n
Y ‖] ‖∇ψ
n‖ → 0,
as m→ +∞;
• using the generalized Holder's inequality (A.14), (A.17), the onvergene and
the boundedness of QYm and Vm, respetively in P
N+1
h and V
N+1
h
∣∣∣ N∑
n=1
k (∇QnYm ·V
n
m, η
n)−
N∑
n=1
k (∇QnY ·V
n, ηn)
∣∣∣ ≤
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≤ C
N∑
n=1
k [‖∇QnYm −∇Q
n
Y ‖‖∇V
n
m‖+ ‖∇Q
n
Y ‖‖∇V
n
m −∇V
n‖] ‖ηn‖ → 0,
as m→ +∞.
Hene (3.146), (3.147) hold. From the onvergene of the other terms in (3.145d),
we infer that there exists
Λ ∈ Y Nh ,
suh that, as m→ +∞,
(3.148)
N∑
n=1
k
(
1
δm
β ′δm (Y
n
m)Q
n−1
Wm, η
n
)
h
→
N∑
n=1
k
(
Λn−1, ηn
)
h
,
where
Λn−1 (xj) = lim
δm→0+
1
δm
[
β ′δm (Y
n
m)Q
n−1
Wm
]
(xj) ,
for all j = 1, . . . ,Nh, n = 1, . . . , N . Therefore V,Y ,QV ,QP ,QY ,QW ,Λ solve
the optimality onditions (3.140) above. Furthermore from the estimate (3.85) in
Lemma 3.14, we infer that the result (3.144j) holds. Finally, we prove (3.142). We
observe that for all η ∈ Yh,∣∣ (g(Y nm)− g (Y n) , η)h ∣∣ ≤ ‖g (Y nm)− g (Y n) ‖h‖η‖h ≤ Lg ‖Y nm − Y n‖h‖η‖h → 0,
as m → +∞. So, in this limit, we have [g (Y nm)] (xj) → [g (Y
n)] (xj). Then, using
the projetion operator P, dened in (2.121),
(3.149)
∣∣ [g(Y n)Λn−1](xj) ∣∣ = lim
δm→0+
∣∣∣ [ 1
δm
β ′δm (Y
n
m)Q
n−1
Wm g(Y
n
m)
]
(xj)
∣∣∣,
and furthermore ∣∣∣ [ 1
δm
β ′δm (Y
n
m)Q
n−1
Wm g(Y
n
m)
]
(xj)
∣∣∣
=
∣∣∣ [ 1
δm
β ′δm (Y
n
m)Q
n−1
Wm
]
[g(Y nm)− g(PY
n
m) + g(PY
n
m)] (xj)
∣∣∣
≤
∣∣∣ [ 1
δm
β ′δm (Y
n
m)Q
n−1
Wm g(PY
n
m)
]
(xj)
∣∣∣+ ∣∣∣ [ 1
δm
β ′δm (Y
n
m)Q
n−1
Wm
]
[g(Y nm)− g(Y
n
m)] (xj)
∣∣∣
= M1 +M2.
From the denition (2.13) of the funtion β ′δ and the properties of g, it easy to
hek that the term M1 is zero. Moreover,
M2 ≤
∣∣∣ [ 1
δm
β ′δm (Y
n
m)Q
n−1
Wm
]
(xj)
∣∣∣ · Lg ∣∣∣ [Y nm − PY nm] (xj)∣∣∣→ 0,
as m → +∞. Thus, from (3.149), we have that [g(Y n)Λn−1] (xj) = 0, for all
j = 1, . . . ,Nh, n = 1, . . . , N . Hene, (3.142a) hold. In order to prove (3.142b), we
observe that
(3.150)
[
BnQn−1W
]
(xj) = lim
δm→0+
[
1
δm
βδm (Y
n
m)Q
n
Wm
]
(xj).
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Therefore, as well as in the proof of Theorem 2.16, we an write[
1
δm
βδm (Y
n
m)Q
n−1
Wm
]
(xj) =
[
1
δm
β ′δm (Y
n
m)Q
n−1
Wm lδm (Y
n
m)
]
(xj),
where the funtion lδ is dened in (2.122): it is a Lipshitz funtion with onstant
1 and suh that lδ (Y
n) (xj) = 0, for all j = 1, . . . ,Nh, n = 1, . . . , N . Hene,∣∣∣ [ 1
δm
β ′δm (Y
n
m)Q
n−1
Wm lδm (Y
n
m)
]
(xj)
∣∣∣
∣∣∣ [ 1
δm
β ′δm (Y
n
m)Q
n−1
Wm (lδm (Y
n
m)− lδm (Y
n))
]
(xj)
∣∣∣
≤
∣∣∣ [ 1
δm
β ′δm (Y
n
m)Q
n−1
Wm
]
(xj)
∣∣∣ · ∣∣∣ [Y nm − Y n] (xj) ∣∣∣→ 0,
as m→ +∞. Thus, from (3.150), we get that (3.142b) holds.
Finally, we show (3.142). We have, as m→ +∞,
0 ≤
[
1
δm
β ′δm (Y
n
m)Q
n−1
Wm
]
(xj) ·Q
n−1
Wm(xj)→ [Λ
n−1Qn−1W ](xj),
for all for all j = 1, . . . ,Nh, n = 1, . . . , N . Then, (3.142) is satised.
3.4. Convergene of the Solutions of the Disrete
Optimal Control Problem
In this setion we study, as h, k → 0, the onvergene of the solution of the optimal-
ity onditions (3.139)-(3.142) of the disrete non-smooth optimal ontrol Problem
3.19, to the solution of the optimality onditions (2.116)-(2.119) of non-smooth
Problem 2.14.
We introdue some notations. If Zh is a disrete funtions spae, given a disrete
vetor funtion
Z = (Zn)Nn=0 ∈ Z
N+1
h ,
we use Zh,k to generially denote the following three dierent kinds of time inter-
polated variable
Z•h,k (t) :=
t− tn−1
k
Zn +
tn − t
k
Zn−1, t ∈ [tn−1, tn] ,(3.151)
Z+h,k (t) := Z
n, t ∈ (tn−1, tn] ,(3.152)
Z−h,k (t) := Z
n−1, t ∈ [tn−1, tn) ,(3.153)
where
tn = nk, n = 0, . . . , N.
Conerning the initial onditions v0,h, y0,h and the desired state y
n
d,h, n = 1, . . . , N ,
in the disrete non-smooth optimal ontrol Problem 3.19, given
v0 ∈ D ∩H
2, y0 ∈ H0 ∩H
2 ∩ K, yd ∈ C
(
[0, T ] ;L20
)
,
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we assume
(3.154) v0,h = Q
h
sv0, y0,h = Q
hy0, y
n
d,h = Q
h
0 yd (tn) .
In (3.154), the projetion operator Qhs , Q
h, Qh0 , are dened, respetively, in (A.48),
(A.41), (A.43). It is easy to realize that there exists a onstant C, independent of
h, k, suh that
(3.155) ‖∇v0,h‖+ ‖∇y0,h‖+
N∑
n=1
k ‖ynd,h‖
2 ≤ C.
Hene, from Theorem 3.21, we have that the estimates (3.143), (3.144) hold.
Remark 3.22. In the following we onsider sequenes {hn}n∈N , {km}m∈N of the
disretization parameters suh that
hn → 0
+, km → 0
+,
as n,m→ +∞. In order to make the reading more uent, we skip the indies n,m
and we simply write
(3.156) h, k → 0.
Even in the ase of extrated subsequenes, we use the notation (3.156), without
relabelling.
Theorem 3.23. Consider a sequene h, k → 0 and let
{(Vh,k,Ph,k,Yh,k,Wh,k,Br,h,k,Bl,h,k,Uh,k)}h,k ,
be a orresponding sequene of the time interpolation of the solutions of the disrete
optimal ontrol Problem 3.19. Then, there exist funtions
v ∈ H1
(
L2
)
∩ L∞
(
H10
)
,
∫ t
0
p (s) ds ∈ L∞
(
L20
)
y ∈ W0 ∩ L
∞ (H0) , w ∈ L
2
(
H1
)
, βr, βl ∈ L
2
(
L2
)
and a subsequene (not relabelled), suh that,
V•h,k ⇀ v, in H
1
(
L2
)
,(3.157)
V
•,±
h,k
∗
⇀ v, in L∞
(
H10
)
,(3.158)
V
•,±
h,k → v, in L
2
(
H10
)
.(3.159) ∫ t
0
P+h,k (s) ds
∗
⇀
∫ t
0
p (s) ds, in L∞
(
L20
)
,(3.160)
Y•h,k ⇀ y, in W0,(3.161)
Y•,±h,k
∗
⇀ y, in L∞ (H0) ,(3.162)
Y•,±h,k → y, in L
2
(
L20
)
,(3.163)
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W+h,k ⇀ w, in L
2
(
H1
)
,(3.164)
B+r,h,k ⇀ βr, in L
2
(
L2
)
,(3.165)
B+l,h,k ⇀ βl, in L
2
(
L2
)
,(3.166)
U+h,k ⇀ u, in L
2
(
L2
)
.(3.167)
as h, k → 0.
Proof. Using standard ompatness arguments, by the estimates (3.143), we get the
results (3.157), (3.158), (3.160)-(3.162), (3.164)-(3.166) and (3.167). From (3.143a),
(3.143b), (3.143d), we have that
‖Vh,k‖H1(L2) + ‖Vh,k‖L2(H10)
+ ‖∆˜hVh,k‖L2(L2) ≤ C,
uniformly in h, k. So, using the results obtained in [13℄ (Lemma 2.4) or [83℄ (Lemma
4.9), we derive (3.159). The strong onvergene result Y•,±h,k to y in L
2 (L2) in (3.163),
follows by Aubin-Lions-Simon Theorem (see for example Theorem II.5.16 in [20℄).
Next, we prove that V
•,±
h,k and Y
•,±
h,k onverge, respetively, to the same limit. We
have,
∥∥V•h,k −V+h,k∥∥2L2(H10) =
N∑
n=1
∫ tn
tn−1
∥∥∥t− tn−1
k
∇Vn +
tn − t
k
∇Vn−1 −∇Vn
∥∥∥2 dt =
=
N∑
n=1
‖∇Vn −∇Vn−1‖2
∫ tn
tn−1
(
t− tn
k
)2
dt =
k
3
N∑
n=1
‖∇Vn −∇Vn−1‖2,
and
∥∥V•h,k −V−h,k∥∥2L2(H10) =
N∑
n=1
∫ tn
tn−1
∥∥∥t− tn−1
k
∇Vn +
tn − t
k
∇Vn−1 −∇Vn−1
∥∥∥2 dt =
=
N∑
n=1
‖∇Vn −∇Vn−1‖2
∫ tn
tn−1
(
t− tn−1
k
)2
dt =
k
3
N∑
n=1
‖∇Vn −∇Vn−1‖2.
Therefore, by the estimate (3.143), we derive∥∥Vh,k − V±h,k∥∥L2(H10) → 0, as h, k → 0,
that is V
•,±
h,k onverge to the same limit. Moreover,∥∥V±h,k − v∥∥L2(H10) ≤ ∥∥V±h,k − Vh,k∥∥L2(H10) + ∥∥Vh,k − v∥∥L2(H10).
Hene, also V
±
h,k, up to subsequenes, onverge strongly to v in L
2 (H10). Using the
same strategy, it easy to hek that Y•,±h,k onverge to the same limit y and that this
onvergene is strong in L2 (L20).
Theorem 3.24. Consider a sequene h, k → 0 and a onstant Cˆ suh that
(3.168)
h2
k
≤ Cˆ.
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Let
{(Vh,k,Ph,k,Yh,k,Wh,k,Br,h,k,Bl,h,k,Uh,k,QV ,h,k,QP,h,k,QY ,h,k,QW ,h,k,Λh,k)}h,k ,
be a orresponding sequene of the time interpolation of the solutions of the opti-
mality onditions (3.139)-(3.142) where in partiular
{(Vh,k,Ph,k,Yh,k,Wh,k,Br,h,k,Bl,h,k,Uh,k)}h,k ,
is a sequene of solutions of of the disrete non-smooth optimal ontrol Problem
3.19. Then, there exist funtions
qv ∈ H
1
(
L2
)
∩ L∞ (D) ,
∫ t
0
qp (s) ds ∈ L
∞
(
L20
)
qy ∈ L
∞ (H0) , qy0 ∈ H0, qw ∈ L
2
(
H1
)
, λ ∈ W ∗0 ,
and a subsequene (not relabelled) suh that, as h, k → 0,
QV ,h,k ⇀ qv, in H
1
(
L2
)
,(3.169)
Q
•,±
V ,h,k
∗
⇀ qv, in L
∞
(
H10
)
,(3.170)
Q
•,±
V ,h,k → qv, in L
2
(
H10
)
,(3.171) ∫ t
0
Q+P,h,k (s) ds
∗
⇀
∫ t
0
qp (s) ds, in L
∞
(
L20
)
,(3.172)
Q•,±Y ,h,k
∗
⇀ qy, in L
∞ (H0) ,(3.173)
Q•,−Y ,h,k (0) ⇀ qy0, in H0,(3.174)
Q•,±W ,h,k ⇀ qw, in L
2
(
H1
)
,(3.175)
Λ¯−h,k
∗
⇀ λ, in W ∗0 ,(3.176)
where QhΛ¯−h,k = Λ
−
h,k and Q
h
is the projetion operator dened in (A.41).
Proof. As in the previous Theorem 3.23, from the estimates (3.144) and using
standard ompatness argument, we an prove (3.169)-(3.175). Moreover, it is easy
to derive that Q
•,±
V ,h,k and Q
•,±
Y ,h,k onverge, respetively, to the same limit. In order
to show thatQ•,±W ,h,k onverge to the same limit qw as in (3.175), using the optimality
ondition (3.140g), we note that for all θ ∈ L2 (H1),
∣∣∣ ∫ T
0
(
Q•W ,h,k −Q
±
W ,h,k, θ
)
dt
∣∣∣ = ∣∣∣ ∫ T
0
(
Q•W ,h,k −Q
±
W ,h,k, Q
hθ
)
h
dt
∣∣∣
= γ
∣∣∣ ∫ T
0
(
∇Q•Y ,h,k −∇Q
±
Y ,h,k,∇Q
hθ
)
dt
∣∣∣
≤ γ ‖∇Q•Y ,h,k −∇Q
±
Y ,h,k‖L2(L2) ‖∇Q
hθ‖L2(L2).
Hene, from the estimate (3.144g) and using the property (A.42) of the operator
Qh, we derive that, as h, k → 0,
∣∣∣ ∫ T
0
(
QW ,h,k −Q
±
W ,h,k, θ
)
dt
∣∣∣→ 0, ∀ θ ∈ L2 (H1) .
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Therefore, Q•,±W ,h,k onverge to the same limit qw. It remains to show (3.176). From
the optimality ondition (3.140d), we have
∫ T
0
(
Λ
−
h,k, η
)
dt =
∫ T
0
(
Λ
−
h,k, Q
hη
)
h
dt
=
∫ T
0
[(
(QY ,h,k)t , Q
hη
)
h
− ε2
(
∇Q−W ,h,k,∇Q
hη
)
+
(
Q+W ,h,k, Q
hη
)
h
−
(
V+h,k · ∇Q
+
Y ,h,k, Q
hη
)
+
(
Y+h,k − Y
+
d,h,k, Q
hη
)]
dt
= O1 +O2 +O3 +O4 +O5,
for all η ∈ W0. Using QY ,h,k (T ) = 0, the embedding W0 →֒ C ([0, T ] , L20), the
estimate (A.42) on the projetion operator Qh, the generalized Holder's inequality
(A.14) and (A.17), we get
O1 =
∫ T
0
(
(QY ,h,k)t , η
)
dt
≤
∣∣∣ ∫ T
0
〈ηt,QY ,h,k〉H1∗,H1 dt+ (QY ,h,k (0) , η (0))
∣∣∣
≤ ‖ηt‖L2(H1∗)‖QY ,h,k‖L2(H1) + ‖QY ,h,k (0) ‖‖η (0) ‖ ≤ C ‖η‖W0.
O2 ≤ ε
2
∫ T
0
‖∇Q−W ,h,k‖‖∇Q
hη‖ dt ≤ C ε2
∫ T
0
‖∇Q−W ,h,k‖‖∇η‖ dt ≤ C ‖η‖W0,
O3 =
∫ T
0
(
Q+W ,h,k, η
)
dt ≤ ‖Q+W ,h,k‖L2(L2)‖η‖L2(L2) ≤ C ‖η‖W0,
O4 ≤
∫ T
0
‖V+h,k‖L4‖‖∇Q
+
Y ,h,k‖‖Q
hη‖L4 dt
≤ C
∫ T
0
‖V+h,k‖H1‖‖∇Q
+
Y ,h,k‖‖Q
hη‖H1 dt
≤ C ‖Qhη‖L2(H1) ≤ C ‖η‖L2(H1) ≤ C ‖η‖W0,
O5 ≤ ‖Y
+
h,k − Y
+
d,h,k‖L2(L2)‖Q
hη‖L2(L2) ≤ C‖Q
hη‖L2(H1) ≤ C ‖η‖W0.
Hene, for all η ∈ W0,
(3.177)
∣∣∣ ∫ T
0
(
Λ
−
hk, η
)
dt
∣∣∣ ≤ C‖η‖W0.
It is easy to realize that the projetion operator Qh restrited on the disrete spae
Yh is an isomorphism. Then, given Λ
−
h,k there exists Λ¯
−
h,k, suh that Λ
−
h,k = Q
h
Λ¯
−
h,k.
In order to show the result (3.176), we need to prove that (3.177) holds with Λ
−
h,k
replaed by Λ¯
−
h,k. Using the estimate (A.42) of the projetion operator Q
h
and
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(3.177), we an write
∣∣∣ ∫ T
0
(
Λ¯
−
hk, η
)
dt
∣∣∣(3.178)
=
∣∣∣ ∫ T
0
(
Λ¯
−
hk, η
)
dt−
∫ T
0
(
Λ
−
hk, η
)
dt+
∫ T
0
(
Λ
−
hk, η
)
dt
∣∣∣
≤
∫ T
0
∣∣∣ (Λ¯−hk −QhΛ¯−hk, η) ∣∣∣+ ∣∣∣
∫ T
0
(
Λ
−
hk, η
)
dt
∣∣∣
≤ C
[
h ‖Λ¯−hk‖L2(L2) + 1
]
‖η‖W0.
We note that
(
Λn−1, η
)
h
=
(
QhΛ¯n−1, η
)
h
=
(
Λ¯n−1, η
)
, ∀ η ∈ Ph,
Then, with η = Λ¯n−1 in (3.140d), we have
k ‖Λ¯n−1‖2 = k
(
Qn−1Y −Q
n
Y
k
, Λ¯n−1
)
h
+ kε2
(
∆ˆhQ
n−1
W , Λ¯
n−1
)
h
+ k
(
QnW , Λ¯
n−1
)
h
− k
(
Vn · ∇QnY , Λ¯
n−1
)
+ k
(
Y n − ynd,h, Λ¯
n−1
)
.(3.179)
Using Young's inequality, the uniform estimate ‖Vn‖H10 ≤ C and multiplying by
h2, from (3.179), we derive
h2 k ‖Λ¯n−1‖2h ≤ C1
[
h2
k
‖Qn−1Y −Q
n
Y ‖
2 + k h2‖∆ˆhQ
n−1
W ‖
2
h
]
+
+ C2 k h
2
[
‖QnW‖
2
h + ‖∇Q
n
Y ‖
2 + ‖∆ˆhQ
n
Y ‖
2
h + ‖Y
n − ynd,h‖
2
]
.(3.180)
Thus, if the assumption (3.168) holds, using the well known inverse inequality
‖∆ˆhZ‖h ≤
C
h
‖∇Z‖, ∀ Z ∈ Yh,
the estimates (3.143), (3.144) and the denition (3.154) of ynd,h, n = 1, . . . , N , from
(3.180), we an write
(3.181) h ‖Λ¯−hk‖L2(L2) ≤ C.
Taking into aount of (3.181) in (3.178), we derive the result (3.176).
In the next Theorem 3.25, we provides regularity properties for the funtions
v, y, w, βr, βl, u, qv, qy, qw, λ,
onsidered in the previous Theorems 3.23, 3.24. Furthermore, we show that these
funtions satisfy the optimality onditions (2.116)-(2.118) of the ontinuous non-
smooth optimal ontrol Problem 2.14.
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Theorem 3.25. The funtions
v, y, w, βr, βl, u, qv, qy, qw, λ,
in Theorems 3.23, 3.24 are suh that
v ∈ H1 (S) ∩ L∞ (D) ,(3.182)
y ∈ W0 ∩ L
∞ (H0) ∩ L
2
(
H2
)
,(3.183)
w ∈ L2
(
H1
)
,(3.184)
βr, βl ∈ L
2
(
L2
)
,(3.185)
u ∈ H1 (S) ∩ L∞ (D) ,(3.186)
qv ∈ H
1 (S) ∩ L∞ (D) ,(3.187)
qy ∈ L
∞ (H0) ,(3.188)
qy0 ∈ H0,(3.189)
qw ∈ L
2
(
H1
)
,(3.190)
λ ∈ W ∗0 .(3.191)
Furthermore, they satisfy the optimality onditions (2.116)-(2.118) of the ontinu-
ous non-smooth optimal ontrol Problem 2.14.
Proof. We divide the proof in several steps.
i) Results (3.182), (2.116a), (2.116b).
From the disrete optimality onditions (3.139a), (3.139b), we an write that
∫ T
0
[((
V•h,k
)
t
,ψh
)
+ ν
(
∇V+h,k,∇ψh
)
−
(
U+h,k,ψh
)]
= 0,(3.192)
V•h,k (0) = Q
h
sv0.(3.193)
for all ψh ∈ C
∞
c ((0, T ) ;Dh). Given ψ ∈ C
∞
c ((0, T ) ;D), we set in (3.192) ψh =
Qhsψ. Using the property (A.49) of the Stokes projetion operator Q
h
s , we note
that
(3.194) ‖ψh −ψ‖
2
L2(D) =
∫ T
0
‖ψh −ψ‖
2
D dt ≤ C h
2
∫ T
0
‖ψ‖2H2 dt→ 0,
as h→ 0. Hene, from the onvergene results of Theorem 3.23 and (3.194), it easy
to realize that, as h, k → 0, equation (3.192) onverges to
∫ T
0
[(vt,ψ) + ν (∇v,∇ψ)− (u,ψ)] dt = 0,
with ψ ∈ C∞c ((0, T ) ;D). Moreover
V•h,k (0) = Q
h
sv0 → v0, in D.(3.195)
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as h→ 0. With ψ = ξ (1− t/T ), where ξ ∈ L2, using integration by parts in time,
we derive
(3.196)(
V•h,k (0)− v (0) , ξ
)
= −
∫ T
0
((
V•h,k − v
)
t
,ψ
)
dt −
∫ T
0
(
V•h,k − v,ψt
)
dt → 0.
as h, k → 0. So, Vh,k (0) ⇀ v (0) in L2. Hene, using (3.195), (3.196) and the
uniqueness of the weak limit, we an laim that v (0) = v0. Therefore, we have
that ∫ T
0
[(vt,ψ) + ν (∇v,∇ψ)− (u,ψ)] dt = 0,
v(0) = v0,
for all ψ ∈ C∞c ((0, T ) ;D). Thus, from the density result (A.8), we infer that v,u
satisfy the optimality onditions (2.116a), (2.116b) of the ontinuous non-smooth
optimal ontrol Problem 2.14, for all ψ ∈ L2 (D). Finally, using the results of
Lemma 2.12, we realize that (3.182) holds.
ii) Results (3.183), (2.116)-(2.116i).
From the disrete optimality onditions (3.139d)-(3.139f), we have that
∫ T
0
[((
Y•h,k
)
t
, ηh
)
h
+ γ
(
∇W+h,k,∇ηh
)
−
(
Y−h,k,V
−
h,k · ∇ηh
)]
dt = 0,(3.197)
Y•,−h,k (0) = Q
hy0,(3.198) ∫ T
0
[
−
(
W+h,k + Y
−
h,k, θh
)
h
+ ε2
(
∇Y+h,k,∇θh
)
+
(
B+h,k, θh
)
h
]
dt = 0,(3.199)
for all ηh, θh ∈ C∞c ((0, T ) ; Yh). Given η, θ ∈ C
∞
c
(
(0, T ) ; C∞c
(
Ω¯
))
, we set in the
system (3.197)-(3.199) ηh = Q
h
1η, θh = Q
h
1θ. Using the property (A.47) of the
projetion operator Qh1 , it holds
‖ηh − η‖
2
L2(H1) =
∫ T
0
‖ηh − η‖
2
H1 dt ≤ C h
2
∫ T
0
‖η‖2H2 dt.
Hene,
ηh → η, θh → θ, in L
2
(
H1
)
.(3.200)
as h→ 0. Let v, y, w, βr, βl be the limiting funtions in Theorem 3.23. We have
(3.201)
∣∣∣ ∫ T
0
(
(Yh,k)t , ηh
)
h
dt−
∫ T
0
〈yt, η〉H1∗,H1dt
∣∣∣ ≤ A1 + A2,
A1 =
∣∣∣ ∫ T
0
(
(Yh,k)t , ηh
)
h
dt−
∫ T
0
(
(Yh,k)t , ηh
)
dt
∣∣∣,
3.4. Convergene of the Solutions of the Disrete Optimal Control Problem 77
A2 =
∣∣∣ ∫ T
0
(
(Yh,k)t , ηh
)
dt−
∫ T
0
〈yt, η〉H1∗,H1dt
∣∣∣.
Using (A.31) and integration by parts in time, we an write
A1 =
∣∣∣− ∫ T
0
(Yh,k, ηht)h dt+ (Yh,k (T ) , ηh (T ))h − (Yh,k (0) , ηh (0))h
(3.202)
+
∫ T
0
(Yh,k, ηht) dt− (Yh,k (T ) , ηh (T )) + (Yh,k (0) , ηh (0))
∣∣∣
≤
∣∣∣ ∫ T
0
(Yh,k, ηht)h dt−
∫ T
0
(Yh,k, ηht) dt
∣∣∣
+
∣∣∣ (Yh,k (T ) , ηh (T ))h − (Yh,k (T ) , ηh (T )) ∣∣∣
+
∣∣∣ (Yh,k (0) , ηh (0))h − (Yh,k (0) , ηh (0)) ∣∣∣
≤ Ch
[∫ T
0
‖∇Yh,k‖‖ηht‖ dt+ ‖∇Yh,k (T ) ‖‖ηh (T ) ‖+ ‖∇Yh,k (0) ‖‖ηh (0) ‖
]
≤ C h ‖Yh,k‖L∞(H1)
[∫ T
0
‖ηht‖ dt+ ‖ηh (T ) ‖+ ‖ηh (0) ‖
]
≤ C h
(
1 + h2
)
‖Yh,k‖L∞(H1)
[∫ T
0
‖ηt‖H2 dt+ ‖η (T ) ‖H2 + ‖η (0) ‖H2
]
→ 0,
as h, k → 0. Moreover, using (3.161) and (3.200), we derive
(3.203) A2 → 0,
as h, k → 0. Taking into aount of (3.202), (3.203) in (3.201), we infer that
(3.204)
∣∣∣ ∫ T
0
(
(Yh,k)t , ηh
)
h
dt−
∫ T
0
〈yt, η〉H1∗,H1dt
∣∣∣→ 0,
as h, k → 0. From the results of Theorem 3.23 and (3.200), it easy to realize that
∫ T
0
(
∇W+h,k,∇ηh
)
dt→
∫ T
0
(∇w,∇η) dt,(3.205) ∫ T
0
(
∇Y+h,k,∇θh
)
dt→
∫ T
0
(∇y,∇θ) dt.(3.206)
as h, k → 0. We have
(3.207)
∣∣∣ ∫ T
0
(
W+h,k + Y
−
h,k − B
+
h,k, θh
)
h
dt−
∫ T
0
(w + y − β, θ) dt
∣∣∣ ≤ D1 +D2,
where β = βr − βl and
D1 =
∣∣∣ ∫ T
0
(
W+h,k + Y
−
h,k − B
+
h,k, θh
)
h
dt−
∫ T
0
(
W+h,k + Y
−
h,k − B
+
h,k, θh
)
dt
∣∣∣,
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D2 =
∣∣∣ ∫ T
0
(
W+h,k + Y
−
h,k − B
+
h,k, θh
)
dt−
∫ T
0
(w + y − β, θ) dt
∣∣∣.
Using the results of Theorem 3.23 and (A.31), we have
D1 ≤ C h
∫ T
0
[
‖W+h,k‖+ ‖Y
−
h,k‖+ ‖B
+
h,k‖
]
‖∇θh‖ dt(3.208)
≤ C h
[
‖W+h,k‖L2(H1) + ‖Y
−
h,k‖L∞(H1) + ‖B
+
h,k‖L2(L2)
]
‖θh‖L2(H1) → 0,
D2 → 0,(3.209)
as h, k → 0. Inserting (3.208), (3.209) in (3.207) produes, as h, k → 0,
(3.210)
∣∣∣ ∫ T
0
(
W+h,k + Y
−
h,k − B
+
h,k, θh
)
h
dt−
∫ T
0
(w + y − β, θ) dt
∣∣∣→ 0.
We have
(3.211)
∣∣∣ ∫ T
0
(
Y−h,k,V
−
h,k · ∇ηh
)
dt−
∫ T
0
(y,v · ∇η) dt
∣∣∣ ≤ P1 + P2 + P3.
where
P1 ≤
∣∣∣ ∫ T
0
(
Y−h,k,
[
V−h,k − v
]
· ∇ηh
)
dt
∣∣∣,
P2 ≤
∣∣∣ ∫ T
0
(
Y−h,k,v · ∇ [ηh − η]
)
dt
∣∣∣,
P3 ≤
∣∣∣ ∫ T
0
(
Y−h,k − y,v · ∇η
)
dt
∣∣∣.
From the generalized Holder's inequality (A.14) and (A.17), we infer
P1 ≤ ‖Y
−
h,k‖L∞(H1)‖V
−
h,k − v‖L2(H10)
‖ηh‖L2(H1) → 0,(3.212)
P2 ≤ ‖Y
−
h,k‖L∞(H1)‖v‖L2(D)‖ηh − η‖L2(H1) → 0,(3.213)
P3 ≤
(
max
t∈[0,T ]
‖∇η (t) ‖C(Ω¯)
)
‖Y−h,k − y‖L2(L2)‖v‖L2(S) → 0.(3.214)
as h, k → 0. Taking into aount of (3.212)-(3.214) in (3.211), we derive
(3.215)
∣∣∣ ∫ T
0
(
Y−h,k,V
−
h,k · ∇ηh
)
dt−
∫ T
0
(y,v · ∇η) dt
∣∣∣→ 0,
From the property (A.42) of the projetion operator Qh, we have
Yh,k (0) = Q
h y0 → y0, in L
2
0.(3.216)
as h → 0. Furthermore, with η = ξ (1− t/T ), where ξ ∈ L2, using integration by
parts in time, we get
(3.217)
(Yh,k (0)− y (0) , ξ) = −
∫ T
0
〈(Yh,k − y)t , η〉H1∗,H1dt −
∫ T
0
(Yh,k − y, ηt) dt → 0,
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as h, k → 0. Therefore Yh,k (0) ⇀ y (0) in L2. Hene, onsidering (3.216), (3.217)
and the uniqueness of the weak limit, we an laim that
(3.218) Yh,k (0)→ y (0) = y0,
as h, k → 0. From the disrete optimality onditions (3.139g), (3.139h), we have
Y•,±h,k ∈ K,
B+h,k = B
+
l,h,k − B
+
l,h,k, B
+
r,h,k,B
+
l,h,k ∈ K
+,
Then, from the results of Theorem 3.23, it is easy to realize that
(
Y•,±h,k ,B
+
l,h,k,B
+
l,h,k
)
onverge to (y, βr, βl), whih is suh that
y ∈ K, βr, βl ∈ K
+.(3.219)
From the disrete optimality onditions (3.139i) and (3.139j), they hold
∫ T
0
(
B+r,h,k, 1− Y
+
h,k
)
h
dt = 0,(3.220) ∫ T
0
(
B+l,h,k, 1 + Y
+
h,k
)
h
dt = 0.(3.221)
We have
(3.222)
∣∣∣ ∫ T
0
(
B+r,h,k, 1−Y
+
h,k
)
h
dt−
∫ T
0
(βr, 1− y) dt
∣∣∣ ≤ F1 + F2,
where
F1 =
∣∣∣ ∫ T
0
(
B+r,h,k, 1− Y
+
h,k
)
h
dt−
∫ T
0
(
B+r,h,k, 1−Y
+
h,k
)
dt
∣∣∣,
F2 =
∣∣∣ ∫ T
0
(
B+r,h,k, 1− Y
+
h,k
)
dt−
∫ T
0
(βr, 1− y) dt
∣∣∣.
Using (A.31) and the results of Theorem 3.23, we get
F1 ≤ C h
∫ T
0
‖B+r,h,k‖‖∇Y
+
h,k‖ dt ≤ C h ‖B
+
r,h,k‖L2(L2)‖Y
+
h,k‖L2(H1) → 0,(3.223)
F2 → 0,(3.224)
as h, k → 0. Inserting (3.223), (3.224) in (3.222), we derive that
(3.225)
∣∣∣ ∫ T
0
(
B+r,h,k, 1−Y
+
h,k
)
h
dt−
∫ T
0
(βr, 1− y) dt
∣∣∣→ 0,
as h, k → 0. By similar arguments, we infer
(3.226)
∣∣∣ ∫ T
0
(
B+l,h,k, 1 + Y
+
h,k
)
h
dt−
∫ T
0
(βl, 1 + y) dt
∣∣∣→ 0,
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as h, k → 0. From (3.204), (3.205), (3.206), (3.210), (3.215), (3.218), (3.219),
(3.225) and (3.230), we an laim that the funtions v, y, w, βr, βl in Theorem 3.23,
satisfy ∫ T
0
[〈yt, η〉H1∗,H1 + γ (∇w,∇η)− (y,v · ∇η)] dt = 0,
y(0) = y0,∫ T
0
[
− (w + y, θ) + ε2 (∇y,∇θ) + (βr − βl, θ)
]
dt = 0,
y ∈ K,
βr, βl ∈ K
+,∫ T
0
(βr, 1− y) dt = 0,∫ T
0
(βl, 1 + y) dt = 0,
for all η, θ ∈ C∞c
(
(0, T ) ; C∞c
(
Ω¯
))
. Hene, by the density result (A.7), we an say
that v, y, w, βr, βl solve the optimality onditions (2.116)-(2.116i) of the ontinu-
ous non-smooth optimal ontrol Problem 2.14, for all η, θ ∈ L2 (H1). Finally, using
the results of Lemma 2.12, we realize that (3.183) above hold.
iii) Results (3.187), (2.117a), (2.117b).
From the disrete optimality onditions (3.140a), (3.140b), we an write
∫ T
0
[
−
((
Q•V ,h,k
)
t
,ψh
)
+
(
∇Q−
V ,h,k,∇ψh
)
−
(
Y+h,k,∇Q
+
Y ,h,k ·ψh
)]
dt = 0,
(3.227)
Q
•,+
V ,h,k (T ) = 0.(3.228)
for all ψh ∈ C
∞
c ((0, T ) ;Dh). For any given ψ ∈ C
∞
c ((0, T ) ;D), we set in (3.227)
ψh = Q
h
sψ. Then, from property (A.49) of the Stokes projetion operator, we
derive
ψh → ψ, in L
2 (D) ,(3.229)
as h→ 0. From the results of Theorem 3.24, we have∫ T
0
((
Q•V ,h,k
)
t
,ψh
)
dt→
∫ T
0
(qvt,ψ) dt,(3.230) ∫ T
0
(
∇Q−
V ,h,k,∇ψh
)
dt→
∫ T
0
(∇qv,∇ψ) dt,(3.231)
as h, k → 0. We note that
∣∣∣ ∫ T
0
(
Y+h,k,∇Q
+
Y ,h,k ·ψh
)
dt−
∫ T
0
(y,∇qy ·ψ) dt
∣∣∣ ≤ Q1 +Q2 +Q3,(3.232)
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where
Q1 =
∣∣∣ ∫ T
0
(
Y+h,k,∇Q
+
Y ,h,k · [ψh −ψ]
)
dt
∣∣∣,
Q2 =
∣∣∣ ∫ T
0
([
Y+h,k − y
]
,∇Q+Y ,h,k ·ψ
)
dt
∣∣∣,
Q3 =
∣∣∣ ∫ T
0
(
y,∇
[
Q+Y ,h,k − qy
]
·ψ
)
dt
∣∣∣.
Using the results of Theorems 3.23, 3.24 and (3.229) above, we get
Q1 ≤ C
∫ T
0
‖Y+h,k‖H1‖∇Q
+
Y ,h,k‖‖ψh −ψ‖H10dt ≤ C‖ψh −ψ‖L2(H10)
→ 0,(3.233)
Q2 ≤ C
∫ T
0
‖Y+h,k − y‖L2‖∇Q
+
Y ,h,k‖‖ψ‖L∞dt ≤ C‖Y
+
h,k − y‖L2(L20)
→ 0,(3.234)
as h, k → 0. Moreover
∣∣∣ ∫ T
0
(
y,∇Q+Y ,h,k ·ψ
)
dt
∣∣∣ ≤ ∫ T
0
‖y‖‖∇Q+Y ,h,k‖‖ψ‖L∞dt ≤ C‖Q
+
Y ,h,k‖L2(H0).
Therefore, using the weak onvergene of Q+Y ,h,k, we an laim that
(3.235) Q3 → 0,
as h, k → 0. Inserting (3.233), (3.234), (3.235) in (3.232), we realize that
∣∣∣ ∫ T
0
(
Y+h,k,∇Q
+
Y ,h,k ·ψh
)
dt−
∫ T
0
(y,∇qy ·ψ) dt
∣∣∣→ 0.(3.236)
as h, k → 0. With ψ = ξ · t/T , where ξ ∈ L2, using integration by parts in time,
we infer (
Q•V ,h,k (T )− qv (T ) , ξ
)
=
=
∫ T
0
((
Q•V ,h,k − qv
)
t
,ψ
)
dt+
∫ T
0
(
ψt,Q
•
V ,h,k − qv
)
dt → 0,
as h, k → 0. Therefore,
qv (T ) = 0.(3.237)
Using (3.230), (3.231), (3.236) and (3.237), we derive that y,qv, qy in Theorems
3.23, 3.24 satisfy
∫ T
0
[− (qvt,ψ) + (∇qv,∇ψ)− (y,∇qy ·ψ)] dt = 0,
qv (T ) = 0,
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for all ψ ∈ C∞c ((0, T ) ;D). Thus, from the density result (A.8), we infer that
y,qv, qy satisfy the optimality onditions (2.117a), (2.117b) of the ontinuous non-
smooth optimal ontrol Problem 2.14, for all ψ ∈ L2 (D). Finally, using the results
of Theorem 2.16, we onlude that also (3.187) above hold.
iv) Results (2.117), (2.117d)
From the disrete optimality onditions (3.140d)-(3.140g), we have∫ T
0
[
−
((
Q•Y ,h,k
)
t
, ηh
)
h
− ε2
(
∇Q−W ,h,k,∇ηh
)
+
(
Q+W ,h,k, ηh
)
h
(3.238)
−
(
V
+
h,k · ∇Q
+
Y ,h,k, ηh
)
−
(
Λ−h,k, ηh
)
h
+
(
Y+h,k − Y
+
d,h,k, ηh
)]
dt = 0,
Q•,+Y ,h,k (T ) = 0,(3.239) ∫ T
0
[(
Q−W ,h,k, θh
)
h
+ γ
(
∇Q−Y ,h,k,∇θh
)]
dt = 0.(3.240)
for all ηh ∈ C∞ ([0, T ] ;Ph) , θh ∈ C∞c ((0, T ) ; Yh). For any given η ∈ C
∞
(
[0, T ] ; C∞c (Ω¯) ∩ L
2
0
)
,
θ ∈ C∞c
(
(0, T ) ; C∞c (Ω¯)
)
, we set ηh = Q
h
1η, θh = Q
h
1θ in (3.238), (3.240). Then, from
the property (A.47) of the projetion operator Qh1 , we get
ηh → η, in L
2 (H0) ,(3.241)
θh → θ, in L
2
(
H1
)
,(3.242)
as h→ 0. Moreover, using the denition (3.154) of Y+d,h,k and the property (A.44)
of the projetion operator Qh0 , we get
Y+d,h,k → yd, in L
2
(
L20
)
,(3.243)
From the results of Theorems 3.23, 3.24, (3.241), (3.242) and (3.243), we realize
that ∫ T
0
(
∇Q−W ,h,k,∇ηh
)
dt→
∫ T
0
(∇qw,∇η) dt,(3.244) ∫ T
0
(
∇Q−Y ,h,k,∇θh
)
dt→
∫ T
0
(∇qy,∇θ) dt,(3.245) ∫ T
0
(
Y+h,k − Y
+
d,h,k, ηh
)
dt→
∫ T
0
(y − yd, η) dt,(3.246)
as h, k → 0. We have
∣∣∣ ∫ T
0
(
−
(
Q•Y ,h,k
)
t
, ηh
)
h
dt−
[∫ T
0
〈ηt, qy〉H∗0 ,H0dt+ (qy0, η (0))
] ∣∣∣ ≤ G1 +G2,
(3.247)
where
G1 =
∣∣∣ ∫ T
0
(
−
(
Q•Y ,h,k
)
t
, ηh
)
h
dt+
∫ T
0
((
Q•Y ,h,k
)
t
, ηh
)
dt
∣∣∣,
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G2 =
∣∣∣ ∫ T
0
(
−
(
Q•Y ,h,k
)
t
, ηh
)
dt−
[∫ T
0
〈ηt, qy〉H∗
0
,H0dt+ (qy0, η (0))
] ∣∣∣,
Using the property (A.47) for the projetion operator Qh1 , the relation (A.31), the
results of Theorem 3.24 and integration by parts in time, we derive
G1 =
∣∣∣ ∫ T
0
(
Q•Y ,h,k, ηht
)
h
dt−
(
Q•Y ,h,k (T ) , ηh (T )
)
h
+
(
Q•Y ,h,k (0) , ηh (0)
)
h
+
∫ T
0
−
(
Q•Y ,h,k, ηht
)
dt+
(
Q•Y ,h,k (T ) , ηh (T )
)
−
(
Q•Y ,h,k (0) , ηh (0)
) ∣∣∣
≤
∣∣∣ ∫ T
0
(
Q•Y ,h,k, ηht
)
h
dt−
∫ T
0
(
Q•Y ,h,k, ηht
)
dt
∣∣∣
+
∣∣ (Q•Y ,h,k (0) , ηh (0))h − (Q•Y ,h,k (0) , ηh (0)) ∣∣
≤ C h
[∫ T
0
‖∇Q•Y ,h,k‖‖ηht‖ dt+ ‖∇Q
•
Y ,h,k (0) ‖‖ηh (0) ‖
]
≤ C h ‖Q•Y ,h,k‖L∞(H0)
[∫ T
0
‖ηht‖ dt+ ‖ηh (0) ‖
]
≤ C h
(
1 + h2
)
‖Q•Y ,h,k‖L∞(H0)
[∫ T
0
‖ηt‖H2 dt+ ‖η (0) ‖H2
]
→ 0,(3.248)
and
G2 =
∣∣∣ ∫ T
0
[(
ηht,Q
•
Y ,h,k
)
− 〈ηt, qy〉H∗0 ,H0
]
dt+
(
Q•Y ,h,k (0) , ηh (0)
)
− (qy0, η (0))
∣∣∣→ 0,
(3.249)
as h, k → 0. Inserting (3.248), (3.249) in (3.247), we get
∣∣∣ ∫ T
0
(
−
(
Q•Y ,h,k
)
t
, ηh
)
h
dt−
[∫ T
0
〈ηt, qy〉H∗0 ,H0dt+ (qy0, η (0))
] ∣∣∣→ 0,(3.250)
as h, k → 0. We have
∣∣∣ ∫ T
0
(
Q+W ,h,k, ηh
)
h
dt−
∫ T
0
(qw, η) dt
∣∣∣ ≤ I1 + I2,(3.251)
where
I1 =
∣∣∣ ∫ T
0
(
Q+W ,h,k, ηh
)
h
dt−
∫ T
0
(
Q+W ,h,k, ηh
)
dt
∣∣∣,
I2 =
∣∣∣ ∫ T
0
(
Q+W ,h,k, ηh
)
dt−
∫ T
0
(qw, η) dt
∣∣∣.
From (A.31), the results of Theorem 3.24 and (3.241), we an laim that
I1 ≤ C h (1 + h) ‖η‖L2(H0)‖Q
+
W ,h,k‖L2(H1) → 0,(3.252)
I2 → 0,(3.253)
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as h, k → 0. Thus, inserting (3.252), (3.253) in (3.251), we realize
∣∣∣ ∫ T
0
(
Q+W ,h,k, ηh
)
h
dt−
∫ T
0
(qw, η)dt
∣∣∣→ 0,(3.254)
We have ∣∣∣ ∫ T
0
(
V+h,k · ∇Q
+
Y ,h,k, ηh
)
dt−
∫ T
0
(v · ∇qy, η) dt
∣∣∣ ≤ R1 +R2 +R3,(3.255)
where
R1 =
∣∣∣ ∫ T
0
([
V+h,k − v
]
· ∇Q+Y ,h,k, ηh
)
dt
∣∣∣,
R2 =
∣∣∣ ∫ T
0
(
v · ∇Q+Y ,h,k, ηh − η
)
dt
∣∣∣,
R3 =
∣∣∣ ∫ T
0
(
v ·
[
∇Q+Y ,h,k −∇qy
]
, η
)
dt
∣∣∣,
From the results of Theorems 3.23, 3.24, we infer
R1 ≤ C ‖V
+
h,k − v‖L2(H10)
‖Q+Y ,h,k‖L∞(H0) ‖ηh‖L2(H0) → 0,(3.256)
R2 ≤ C ‖v‖L2(D) ‖Q
+
Y ,h,k‖L∞(H0) ‖ηh − η‖L2(H0) → 0,(3.257)
as h, k → 0. Furthermore, we note that
∣∣∣ ∫ T
0
(
v · ∇Q+Y ,h,k, η
)
dt
∣∣∣ ≤ C ‖v‖L∞(D) ‖Q+Y ,h,k‖L2(H0) ‖η‖L2(H1),
therefore, using the weak onvergene of Q+Y ,h,k, we derive
R3 → 0,(3.258)
as h, k → 0. Hene, using (3.256), (3.257) and (3.258) in (3.255), we get
(3.259)
∣∣∣ ∫ T
0
(
V+h,k · ∇Q
+
Y ,h,k, ηh
)
dt−
∫ T
0
(v · ∇qy, η) dt
∣∣∣→ 0,
as h, k → 0. From the results of Theorem 3.24, we have
(3.260)
∫ T
0
(
Λ
−
h,k, ηh
)
h
dt =
∫ T
0
(
Λ¯
−
h,k, ηh
)
dt→ 〈λ, η〉W ∗0 ,W0.
as h, k → 0. Using (3.244)-(3.246), (3.250), (3.254), (3.259) and (3.260), we derive
that v, y, qy, qw, λ satises∫ T
0
[
〈ηt, qy〉H∗0 ,H0 − ε
2 (∇qw,∇η) + (qw, η)
− (v · ∇qy, η) + (y − yd, η)] dt+ (qy0, η (0))− 〈λ, η〉W ∗0 ,W0 = 0,
3.4. Convergene of the Solutions of the Disrete Optimal Control Problem 85
∫ T
0
[ (qw, θ) + γ (∇qy,∇θ) ] dt = 0,
for all η ∈ C∞
(
[0, T ] ; C∞c (Ω¯) ∩ L
2
0
)
, θ ∈ C∞c
(
(0, T ) ; C∞c (Ω¯)
)
. Finally, by the density
arguments (A.7), (A.12), we get that v, y, qy, qw, λ satises (2.117), (2.117d) for
all η ∈ W0, θ ∈ L2 (H1).
v) Results (2.118), (3.186)
From the disrete optimality ondition (3.141), we have
α U+h,k = Q
−
V ,h,k.
Then, up to a multipliative onstant, we an identify U+h,k with Q
+
V ,h,k. Hene,
using the results of Theorem 3.24, we derive
U+h,k
∗
⇀ u, in L∞
(
H10
)
,
U
+
h,k → u, in L
2
(
H10
)
,
as h, k → 0. Furthermore, (u,qv) satises (2.118) and, from (3.187), we get that
(3.186) holds.
In the next Lemma we prove additional optimality onditions whih represent
the disrete ounterpart of the relations (2.119) in Theorem 2.16.
Lemma 3.26. Given a sequene h, k → 0, let us onsider a subsequene (not
relabelled) suh that the results of the Theorems 3.23, 3.24 and 3.25 hold. Then
lim
h,k
∫ T
0
(
g
(
Y+h,k
)
, Λ¯−h,k
)
dt = 0,(3.261)
lim
h,k
∫ T
0
(
B+h,k,Q
−
W ,h,k
)
dt = 0,(3.262)
and
0 ≤ lim inf
h,k
∫ T
0
(
Λ¯−h,k,Q
−
W ,h,k
)
dt ≤ C,(3.263)
for all g : R → R Lipshitz suh that g(−1) = g(1) = 0, where C is a onstant
independent of h, k.
Proof. From (3.142a), we have
N∑
n=1
k
(
g (Y n) ,Λn−1
)
h
=
∫ T
0
(
g
(
Y+h,k
)
, Λ¯−h,k
)
dt = 0,
for all h, k. Then, (3.261) hold. Using (3.142b) we derive(
Bn, Qn−1W
)
h
= 0, ∀ n = 1, . . . , N.
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Hene, from (A.31), we get∣∣∣ ∫ T
0
(
B+h,k,Q
−
W ,h,k
)
dt
∣∣∣ = ∣∣∣ n∑
n=1
k
(
Bn, Qn−1W
) ∣∣∣
≤
n∑
n=1
k
∣∣∣ (Bn, Qn−1W )− (Bn, Qn−1W )h
∣∣∣ ≤ C h n∑
n=1
k ‖Bn‖ ‖∇Qn−1W ‖
≤ C h ‖B+h,k‖L2(L2) ‖Q
−
W ,h,k‖L2(H1) → 0,
as h, k → 0. So, (3.262) is satised. Using (3.142) and the stability estimate
(3.144j), we an write
0 ≤
∫ T
0
(
Λ¯−h,k,Q
−
W ,h,k
)
dt ≤ C,
whih implies (3.263).
3.5. Numerial Solution of the Disrete Optimal
Control Problem
In this setion we show the strategy we use for the numerial solution of the non-
smooth disrete optimal ontrol Problem 3.1.
In order to justify our approah, we need to perform some preliminary onsidera-
tions. Let {δn}n be a sequene of the regularization parameter suh that δn → 0
+
and Theorem 3.18 holds and let {Pn}n the orresponding sequene of the disrete
regularized optimal ontrol Problems 3.2. For any xed n there exists a sequene{(
Xh,k,(n),(i),Uh,k,(n),(i)
)}
i
, suh that(
Xh,k,(n),(i),Uh,k,(n),(i)
)
→
(
Xh,k,(n),Uh,k,(n)
)
,
as i → +∞, where
(
Xh,k,(n),Uh,k,(n)
)
is a solution of the regularized Problem 3.2.
For instane, the sequenes
{(
Xh,k,(n),(i),Uh,k,(n),(i)
)}
i
an be obtained by the fol-
lowing steepest desent algorithm (see for example [58℄, Setion 2.2.1):
Algorithm 3.27 (Steepest Desent). Perform the following steps:
1. hoose an initial guess Uh,k,(n),(0) and set i = 0;
2. solve the disrete state equations (3.72) to get Xh,k,(n),(i);
3. solve the disrete adjoint equations (3.73) to get QV ,h,k,(n),(i);
4. given J˜δ,h,k (Uh,k) = Jh,k (sδ,h,k (Uh,k) ,Uh,k), alulate
∇Uh,k J˜δn,h,k
(
Uh,k,(n),(i)
)
= α Uh,k,(n),(i) −QV ,h,k,(n),(i),
hoose an admissible step size σ(i) and set
Uh,k,(n),(i+1) = Uh,k,(n),(i) − σ(i)∇Uh,k J˜δ,h,k
(
Uh,k,(n),(i)
)
,
i = i+ 1,
and go to step 2.
3.5. Numerial Solution of the Disrete Optimal Control Problem 87
One we get the sequene
{(
Xh,k,(n),Uh,k,(n)
)}
n
of the solution of the regularized
problems Pn, Theorem 3.18 guarantees(
Xh,k,(n),Uh,k,(n)
)
→ (Xh,k,Uh,k) ,
as n→ +∞, where (Xh,k,Uh,k) is a solution of the non-smooth Problem 3.1.
The approah above desribed is not, in pratie, numerially realizable. So, to over-
ome this diult, we use the ontinuity of J˜δ,h,k (Uh,k) = Jh,k (sδ,h,k (Uh,k) ,Uh,k)
with respet to the ontrol Uh,k and the regularization parameter δ: rst, we per-
form the limit with respet to the regularization parameter δ → 0 and then we apply
the steepest desent algorithm above diretly to the non-smooth Problem 3.19. In
order to do that, we briey introdue the following notation: given a disrete on-
trol Uh,k, we denote by Yh,k = Yh,k (Uh,k) the orresponding disrete phase-eld
solution of the disrete state equations (3.139) and by QV ,h,k = QV ,h,k (Uh,k) the
orresponding variable given by the disrete optimality onditions (3.140) and the
omplementarity relations (3.142). Furthermore, we dene
Gh,k := α Uh,k −QV ,h,k.
We use the following algorithm to solve the optimality onditions (3.139)-(3.142).
Algorithm 3.28. We perform the following steps:
1. we hoose an initial guess for the ontrol Uh,k,(0), a onstant TOL > 0, an
integer Nmax and set i = 0;
2. given Uh,k,(i), we solve the disrete state equations (3.139) to get Vh,k,(i),
Yh,k,(i), Wh,k,(i);
3. given Vh,k,(i), Yh,k,(i), Wh,k,(i), we solve the optimality onditions (3.140) and
the omplementarity onditions (3.142) to derive QV ,h,k,(i);
4. we alulate
‖Gh,k,(i)‖L2(L2) =
[
N∑
n=1
k‖αUn(i) −Q
n−1
V(i)‖
2
] 1
2
,
IF ‖Gh,k,(i)‖ < TOL or i > Nmax, then STOP;
ELSE we hoose a stepsize σ(i), set
Uh,k,(i+1) = Uh,k,(i) − σ(i)Gh,k,(i)
i = i+ 1,
and go to step 2;
We perform the seond and the third steps of the Algorithm 1 by the so alled
Primal Dual Ative Set Strategy (PDAS), (see [16℄ for details). In order to do that
we make the following assumption.
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Assumption 3.29 (Strit Complementarity).
(3.264) Y n (xj) = ±1, ⇒ B
n (xj) 6= 0,
for all j = 1, . . . ,Nh, n = 1, . . . , N .
The above strit omplementarity assumption is ommonly used in the solution
of problems whih involve omplementarity onditions like (3.139i), (3.139j) and
(3.142). We refer the reader to [47℄, [53℄, [75℄ and the referenes therein for further
details.
In the next setions we explain in details of seond and third steps of Algorithm
3.28.
Algorithm 3.28: Step 2
We solve the disrete Stokes equations (3.139a)-(3.139) to get V(i). Then, we
apply the PDAS to solve the disrete Cahn-Hilliard equations (3.139d)-(3.139j) to
obtain Y(i). In order to do that, given the set of the indies of the verties of the
triangulation of the domain Ω,
Jh = {j ∈ {1, . . . , Nh} : xj is a vertex of Th} ,
we dene, at eah time level n = 1, . . . , N ,
An+ = {j ∈ Jh : c (Y
n(xj)− 1) +B
n(xj) > 0} ,
An− = {j ∈ Jh : c (Y
n(xj) + 1) +B
n(xj) < 0} ,
In = Jh \
(
An+ ∪A
n
−
)
,
where c > 0 is a onstant. An± are alled the ative sets; I
n
are the inative sets.
It is easy to realize that, under the strit omplementarity assumption (3.264), the
following equivalene holds
{
Y n(xj) = ±1, if j ∈ A
n
±,
Bn(xj) = 0, if j ∈ I
n,
⇐⇒


− 1 ≤ Y n(xj) ≤ 1,
Bnr (xj) ≥ 0, B
n
l (xj) ≥ 0,
Bnr (xj) (1− Y
n(xj)) = 0,
Bnl (xj) (1 + Y
n(xj)) = 0.
Then, to solve the disrete Cahn-Hilliard equations (3.139d)-(3.139j) and derive
Y(i), we use the following algorithm.
Algorithm 3.30 (PDAS). For all n = 1, . . . , N :
1. we initialize An+(0),A
n
−(0) by
An±(0) =
{
j ∈ Jh : Y
n−1 (xj) = ±1
}
,
alulate In(0) and set m = 0;
2. we set Y n(m)(xj) = ±1, ∀j ∈ A
n
±(m) and B
n
(m)(xj) = 0, ∀j ∈ I
n
(m);
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3. we solve the following linear system
MnIh(m) Y
n
I(m) + kγA W
n
(m) = f1
(
Y nA(m), Y
n−1,Vn−1
)
,(3.265)
−ε2AnI(m) Y
n
I(m) +Mh W
n
(m) −M
nA
h(m) B
n
A(m) = f2
(
Y nA(m), Y
n−1
)
,
(3.266)
to obtain Y n(m)(xj) for j ∈ I
n
(m) by the vetor Y
n
I(m), B
n
(m)(xj) for j ∈ A
n
+(m) ∪
An−(m) by the vetor B
n
A(m) and W
n
(m) by the vetor W
n
(m).
4. we set
An+(m+1) = {j ∈ Jh : c (Y
n(xj)− 1) +B
n(xj) > 0} ,
An−(m+1) = {j ∈ Jh : c (Y
n(xj) + 1) +B
n(xj) < 0} ,
In(m+1) = Jh \
(
An+(m+1) ∪ A
n
−(m+1)
)
.
5. IF An±(m+1) = A
n
±(m), we set Y
n = Y n(m), then STOP;
ELSE we set
m = m+ 1
and go to step 2.
In the linear system (3.265), (3.266) above, we use the following matries
Mhij = (ηi, ηj)h , Aij = (∇ηi,∇ηj) , i, j ∈ Jh,
MnIh(m)ij = (ηi, ηj)h , A
nI
(m)ij = (∇ηi,∇ηj) , i ∈ Jh, j ∈ I
n
(m),
MnAh(m)ij = (ηi, ηj)h , A
nA
(m)ij = (∇ηi,∇ηj) , i ∈ Jh, j ∈ A
n
+(m) ∪A
n
−(m),
and the following vetors
Y nI(m)
j
= Y n(m) (xj) , j ∈ I
n
(m),
Y nA(m)
j
= Y n(m) (xj) , j ∈ A
n
+(m) ∪ A
n
−(m),
W n(m)
j
= W n(m) (xj) , j ∈ Jh,
BnA(m)
j
= Bn(m) (xj) , j ∈ A
n
+(m) ∪ A
n
−(m),
f1i
(
Y nA(m), Y
n−1,Vn−1
)
= −MnAh(m) Y
n
A(m) +
(
Y n−1, ηi
)
h
− k
(
Y n−1,Vn−1 · ∇ηi
)
,
f2i
(
Y nA(m), Y
n−1
)
= ε2AnA(m) Y
n
A(m) −
(
Y n−1, ηi
)
h
,
where {η1, . . . , ηNh} is a Lagrange basis for Yh.
Algorithm 3.28: Step 3
We solve, for all n = 1, . . . , N , the disrete bakward equations (3.140d)-(3.140g)
to derive QY(i). In order to do that, we note from step 2 that we know V(i),Y(i)
and the sets An±, I
n
, for all n = 1, . . . , N . For any given n, in (3.140d)-(3.140g),
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we have three unknowns Qn−1Y , Q
n−1
W ,Λ
n−1
and just two equations. So, we onsider
the omplementarity onditions (3.142a)-(3.142), whih are suh that
Λn−1(xj) = 0, if − 1 < Y
n(xj) < 1,(3.267) [
BnQn−1W
]
(xj) = 0,(3.268) [
Λn−1Qn−1W
]
(xj) ≥ 0,
for all j ∈ Jh, n = 1, . . . , N . Above, (3.267) is just a reformulation of (3.142a) and
it easy to realize that it is equivalent to
Λn−1(xj) = 0, ∀j ∈ I
n.
Moreover from (3.268), using the strit omplementarity assumption (3.264), we
derive
Qn−1W (xj) = 0, ∀j ∈ A
n
+ ∪A
n
−.
So, given n = 1, . . . , N , we use (3.140d)-(3.140f) to get just:
Qn−1Y (xj) , ∀j ∈ Jh,
Qn−1W (xj) , ∀j ∈ I
n−1,
Λn−1 (xj) , ∀j ∈ A
n−1
+ ∪A
n−1
− .
We get them solving the following linear system
Mh Q
n−1
Y − kε
2AnI Qn−1WI − k M
nA
h Λ
n−1
A = r
(
QnY , Q
n
W ,V
n, Y n, ynd,h
)
,
γA Qn−1Y +M
nI
h Q
n−1
WI = 0,
where
Qn−1Y j
= Qn−1Y (xj) , j ∈ Jh,
Qn−1WI j
= Qn−1W (xj) , j ∈ I
n,
Λn−1A j
= Λn−1 (xj) , j ∈ A
n
+ ∪A
n
−,
ri
(
QnY , Q
n
W ,V
n, Y n, ynd,h
)
= (QnY − kQ
n
W , ηi)h+k (∇Q
n
Y ·V
n, ηi)−k
(
Y n − ynd,h, ηi
)
,
where {η1, . . . , ηNh} is a Lagrange basis for Yh. One we get QY ,h,k,(i), we solve the
disrete bakward equations (3.140a)-(3.140), to derive QV ,h,k,(i).
3.6. Numerial Experiments
In order to show the eetiveness of our method, we onsider two numerial expe-
riments.
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3.6.1. Cirle to Square 1
The domain is the unit square Ω = (0, 1)2 in the two dimensional plane (x1, x2) = x.
The initial ondition y0,h for the phase-eld y is given by the linear interpolation
of the following funtion
(3.269) y0 (r) =


− 1 if r −R ≤ −
πε
2
,
sin
(
r − R
ε
)
if |r − R| <
πε
2
,
1 if r −R ≥
πε
2
,
where r = r (x1, x2) =
√
(x1 − xc1)
2 + (x2 − xc2)
2
, R = 0.2 and (xc1, xc2) =
(0.5, 0.5). We emphasize that the funtion y0 orresponds to a stationary solu-
tion of the Cahn-Hilliard equation with double obstale potential, see g. 3.1.
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0
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1
Figure 3.1.: Initial phase-eld y0(x)
The values of the onstants parameter in the model are α = 10−5, ν = 0.1, γ =
0.005, ε = 0.02. Furthermore, the time step k = 0.01 and the time horizon is
T = 100k. The desired state yd is represented in g. 3.2. It is independent on time
and the two phases uid are separated by a vanishing interfae whih has the shape
of a square. We emphasize that, in order to make the desired state reahable, we
have hosen y0 and yd suh that
(3.270)
∫
Ω
y0 (x) dx =
∫
Ω
yd (x) dx.
In the Algorithm 3.28, we assume as initial step for the ontrol Uh,k,(0) ≡ 0, the
tolerane TOL = 10−9 and the maximum number of iterations Nmax = 10
3
. More-
over, the step size σ(i) in is derived aording to the Barzilai-Borwein method, see
[12℄ for details . In partiular, with σinit = 4 · 103, σmin = 2 · 103, σmax = 4 · 103 and
denoting by i the iteration index, we assume:
92 3. Optimal Control of the Disrete Non-Smooth Cahn-Hilliard-Stokes System
-0.8
-0.4
0
0.4
0.8
-1
1
Figure 3.2.: Desired state distribution yd(x)
• if i = 0, σ(i) = σinit;
• for i ≥ 1
(3.271) σ(i) =
∫ T
0
(
Uh,k,(i) − Uh,k,(i−1),Gh,k,(i) − Gh,k,(i−1)
)
dt
‖Gh,k,(i) − Gh,k,(i−1)‖2L2(L2)
,
• if σ(i) < 0 or σ(i) > σmax, then σ(i) = σmin.
Figures 3.3, 3.4 show the eieny of the Algorithm 3.28. In about 400 iterations
the system seems approahing to a minimum of the ost funtional. Moreover,
‖Gh,k,(i)‖L2(L2) dereases apparently with a logarithmi rate, with respet to the
number of iterations.
0 100 200 300 400
Number of  iterations
0,01
0,015
0,02
0,025
J(y,u)
Figure 3.3.: behaviour of Jh,k
(
Yh,k,(i),Uh,k,(i)
)
, with i index of iterations
In gures 3.5, it is depited the evolution in time of the optimal phase-eld Yh,k (x, t)
and veloity Vh,k (x, t), derived by the appliation of the Algorithm 3.28. The shape
of the state hanges in the rst few time steps. Then, the veloity eld keeps the
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Figure 3.4.: behaviour of ‖Gh,k,(i)‖L2(L2), with i index of iterations
-0.8
-0.4
0
0.4
0.8
-1
1
(a) t=6 k
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Figure 3.5.: Time evolution of state Yh,k(x, t) and veloity Vh,k(x, t)
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distribution of the phase-eld lose as muh as possible to the desired state.
Finally in gures 3.6, it is possible to see the evolution in time of the optimal
funtion QY ,h,k (x, t) and the ontrol Uh,k (x, t): in the last time steps, the ontrol
ats on the veloity eld in a suh a way that the phase-eld keeps the desired
shape.
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Figure 3.6.: Time evolution of the optimal QY ,h,k (x, t) and the ontrol Uh,k (x, t)
3.6.2. Cirle to Square 2
As in the previous ase, the domain is the unit square Ω = (0, 1)2 in the two dimen-
sional plane (x1, x2) = x. The initial ondition has the form depited in (3.269),
but it is "shifted" toward the right side of the domain and entred around the point
(xc1, xc2) = (0.7, 0.5), as shown in gure 3.7. Even in this ase the desired state
is time-independent and it has a shape analogous to the previous ase, but it is
entred on the left of the domain, around the point (x˜c1, x˜c2) = (0.3, 0.5), as shown
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Figure 3.7.: Initial phase-eld y0(x)
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Figure 3.8.: Desired state distribution yd(x)
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in gure 3.8.
The values of the onstant parameters in the model are α = 10−5, ν = 0.1, γ =
0.005, ε = 0.02. The timestep k = 0.005 and the time horizon is T = 400k. Also in
this ase, ondition (3.270) is fullled and then the desired state is reahable. In
Algorithm 3.28, we assume TOL = 10−9, Nmax = 1000 and the initial guess for the
ontrol Uh,k,(0) ≡ 0. The step size is hosen, as well as the previous experiment,
using the Barzilai-Borwein method [12℄, with the following settings: σinit = 10
5
,
σmin = 10
3
, σmax = 10
5
, see (3.271). In gures 3.9 and 3.10 are depited the values
of the ost funtional with respet to the number of iterations: apart the rst iter-
ations, the dereasing is slower than the previous numerial experiment.
0 100 200 300 400
Number of iterations
0,2
0,4
0,6
0,8
1
J(y,u)
Figure 3.9.: behaviour of Jh,k
(
Yh,k,(i),Uh,k,(i)
)
, with 0 < i ≤ 400 index of iterations
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Figure 3.10.: behaviour of Jh,k
(
Yh,k,(i),Uh,k,(i)
)
, with 400 ≤ i ≤ 1000 index of iterations
The behaviour of the system is also displayed in gure 3.11: ‖Gh,k,(i)‖L2(L2) de-
reases with less regularity with respet to the previous ase and in 1000 steepest
desent iterations it does not reahes the proposed tolerane TOL = 10−9.
In gures 3.12, it is shown the evolution in time of the optimal phase-eld Yh,k (x, t)
and veloity Vh,k (x, t) derived by the appliation of the Algorithm 3.28. The be-
haviour of the system is the one expeted: starting from the initial distribution,
the uid is driven toward a nal state whih is lose to the desired state.
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Figure 3.11.: behaviour of ‖Gh,k,(i)‖L2(L2), with 400 ≤ i ≤ 1000 index of iterations
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Figure 3.12.: Time evolution of the optimal state Yh,k (x, t) and veloity Vh,k (x, t)
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In gures 3.13, it is displayed the evolution in time of the optimal Lagrange multi-
plier Λh,k(x, t) and ontrol Uh,k(x, t): it is possible to see the lak of regularity of
Λh,k(x, t) whih is, in our opinion, the reason of the non optimal behaviour of the
steepest desent approah.
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Figure 3.13.: Time evolution of the optimal lagrange multiplier Λh,k(x, t) and ontrol
Uh,k(x, t)
The non regularity of the lagrange multiplier Λh,k is also displayed in gures 3.14
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Figure 3.14.: Time evolution in 3d of the optimal lagrange multiplier Λh,k(x, t)

4. Optimal Control of the
Cahn-Hilliard-Navier-Stokes
System
4.1. Introdution
In this Chapter, we analyse the optimal ontrol problem of the ow of two inom-
pressible, immisible uids with surfae tension eets. In ontrast to the previous
two Chapters we onsider the full Cahn-Hilliard-Navier-Stokes system, i.e., we in-
lude the nonlinarity (inertia eets) in the Navier-Stokes equations and take the
surfae tension oeient ρ 6= 0. More preisely, the onsidered Cahn-Hilliard-
Navier-Stokes system onsists of the system (1.13), (1.14), where the potential in
the free energy density assoiated with the Cahn-Hilliard equation (1.14) is given
by the double-well potential (1.11).
Below we introdue the mathematial setting for the onsidered problem. We de-
note by: Ω ∈ R2 an open, bounded, onvex polygonal domain; T > 0 a xed time
horizon; ΩT = Ω× (0, T ); α > 0 a positive small onstant. We assume all the set-
tings and the notation stated in Appendix A.2.1, A.2.2. In partiular, we onsider
L20, the spae of the L
2
-funtions with zero mean, H0 = L
2
0∩H
1
and the assoiated
Bohner's spae
W0 =
{
y ∈ L2 (H0) : yt ∈ L
2 (H∗0 )
}
.
In addition, we assume that D is the spae of the vetor-valued, divergene-free,
H10-funtions and we onsider the assoiated Bohner's spae
W0 =
{
v ∈ L2(D) : vt ∈ L
2(D∗)
}
.
We dene
(4.1) H∆ =
{
z ∈ H2 : ∆z ∈ H1
}
,
and the assoiated Bohner's spae L2 (H∆). The spaes H∆ and L
2 (H∆) are
endowed with the following norms
‖z‖H∆ =
[
‖z‖2H2 + ‖∆z‖
2
H1
] 1
2 ,
‖y‖L2(H∆) =
[
‖y‖2L2(H2) + ‖∆y‖
2
L2(H1)
] 1
2
.
It easy to realize thatH∆ and L
2 (H∆) are Banah spaes. Furthermore, we onsider
the spae
(4.2) X = W0 ×W0,∆, where W0,∆ = W0 ∩ L
∞ (H0) ∩ L
2 (H∆) ,
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with elements x = (v, y). The spaes X and X × L2 (L2) are endowed with the
following norms
‖x‖X =
[
‖v‖2W0 + ‖y‖
2
W0
+ ‖y‖2L∞(H0) + ‖y‖
2
L2(H∆)
] 1
2
,
‖ (x,u) ‖X×L2(L2) =
[
‖x‖2X + ‖u‖
2
L2(L2)
] 1
2
.
Moreover, we dene the following set
(4.3) K =
{
θ ∈ L2
(
H1
)
: −1 ≤ θ ≤ 1, a.e. on ΩT
}
.
We onsider the following objetive funtion
(4.4) J : X× L2
(
L2
)
→ R,
suh that
(4.5) J(x,u) :=
∫ T
0
[
1
2
∫
Ω
(y − yd)
2 dx+
α
2
∫
Ω
u2 dx
]
dt,
where we assume yd ∈ C ([0, T ] ;L
2
0). In order to represent the optimal ontrol prob-
lem under investigation in a more ompat, general form, we dene the following
map
(4.6) e : X× L2
(
L2
)
→ Z =
[
L2 (D)× L2 (H0)× S
]∗
×H0.
The map e in (4.6) is suh that, for all p = (ψ, η, ξ, ϕ) ∈ Z∗,
〈p, e (v, y,u)〉Z∗,Z = 〈a (v, y,u) ,ψ〉L2(D∗),L2(D) + 〈c (v, y) , η〉L2(H∗0),L2(H0)
(4.7)
+ (ξ,v (0)− v0) + 〈ϕ, y (0)− y0〉H∗0 ,H0 ,
where
〈a (v, y,u) ,ψ〉L2(D∗),L2(D)
=
∫ T
0
[〈vt,ψ〉D∗,D + ν (∇v,∇ψ) + b (v,v,ψ) + ρ (y,∇w ·ψ)− (u,ψ)] dt,
and
〈c (v, y) , η〉
L2(H∗0),L2(H0)
=
∫ T
0
[
〈yt, η〉H∗
0
,H0 + γ (∇w,∇η)− (y,v · ∇η)
]
dt,
with
(4.8) w := −ε2∆y − y + y3.
Furthermore, given z = (z1, z2, z3, z4) ∈ Z, we assume
‖z‖Z =
[
‖z1‖
2
L2(D∗) + ‖z2‖
2
L2(H∗0)
+ ‖z3‖
2
S + ‖z4‖
2
H0
] 1
2
.
Then, we study the following smooth optimal ontrol problem:
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Problem 4.1. Given v0 ∈ D ∩H2, y0 ∈ L20 ∩H
2 ∩ K, nd (x¯, u¯) ∈ X × L2 (L2),
suh that
min
(x,u)∈X×L2(L2)
J (x,u) = J (x¯, u¯) ,
subjet to
(4.9) e (x,u) = 0.
From the denition (4.6), (4.7) of the map e and by the denition (4.8) of the
hemial potential w, we an write the state equations (4.9) in the following way
∫ T
0
[(vt,ψ) + ν (∇v,∇ψ) + b (v,v,ψ) + ρ (y,∇w ·ψ)− (u,ψ)] dt = 0,
(4.10a)
v(0) = v0, in Ω,(4.10b)
∫ T
0
[(yt, η) + γ (∇w,∇η)− (y,v · ∇η)] dt = 0,(4.11a)
y(0) = y0, in Ω(4.11b) ∫ T
0
[
(w, θ)− ε2 (∇y,∇θ) + (y, θ)−
(
y3, θ
)]
dt = 0,(4.11)
for all ψ ∈ L2 (D) , η, θ ∈ L2 (H1).
In (4.10a) above, b (·, ·, ·) is the anonial trilinear form assoiated to the nonlinea-
rity in the Navier-Stokes equations
b : H10 ×H
1
0 ×H
1
0 → R,(4.12)
b (u,v,w) =
∫
Ω
(u · ∇)v ·w dx,
whih is suh that
(4.13) b (u,v,w) + b (u,w,v) = 0,
for all u ∈ D, v,w ∈ H10.
Optimal ontrol Problem 4.1 onerns the ow of a mixture of two immisible,
inompressible uids. Compared to Problem 2.1, the phase dynamis in the Cahn-
Hilliard equations (4.11) is determined by the double-well potential Φ (y) (1.11),
whih is suh that
Φ′ (y) = −y + y3,
see last two terms in (4.11). This assumption makes Problem 4.1 smooth and
allows a diret appliation of the tools of mathematial programming in Banah
spaes. Conversely, two issues make make the mathematial analysis of Problem 4.1
more hallenging than Problem 2.1: the equations in (4.10),(4.11) are oupled by the
last term in (4.10a), where the apillarity number ρ > 0; the uids hydrodynamis
is governed by the Navier-Stokes equation (4.10a), without negleting the advetion
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eets desribed by the trilinear form b (4.12).
In the next setions, we study the properties of the state equations (4.10), (4.11),
then we show that Problem 4.1 has solutions, that it satises the onditions needed
to apply the standard theory of mathematial programming in Banah spaes (see
Assumptions 1.47 in [58℄) and we get the rst order optimality onditions (see
Theorem 1.48 and Corollary 1.3 in [58℄).
4.2. Properties of the State Equations
In the following theorem, we derive existene, uniqueness and regularity properties
of the solution (v, y, w) of the state equations (4.10), (4.11).
Theorem 4.2 (existene, uniqueness, regularity). For any xed v0 ∈ D∩H2,
y0 ∈ L20 ∩H
2 ∩ K and u ∈ L2 (L2), the system of the state equations (4.10), (4.11)
has a unique solution
(v, y, w) ∈
(
H1
(
L2
)
∩ L∞
(
D ∩H2
))
×
(
H1
(
L20
)
∩ L∞
(
H2
))
×
(
L∞
(
L2
)
∩ L2
(
H2
))
,
whih is suh that
‖v‖H1(L2) + ‖v‖L∞(D) + ‖v‖L∞(H2)(4.14)
+‖y‖
H1(L20)
+ ‖y‖L∞(H2) + ‖w‖L∞(L2) + ‖w‖L2(H2) ≤ C (u) ,
where the onstant C (u) depends ontinuously on ‖u‖L2(L2) and data problem (ini-
tial onditions and onstant parameters).
Proof. Conerning the existene and uniqueness of the solution v ∈ H1 (L2) ∩
L∞ (D ∩H2), y ∈ H1 (L2)∩L∞ (L20 ∩H
2), w ∈ L∞ (L2)∩L2 (H2), see Remark 2.2
in [62℄ and also [27℄, [74℄. Then, the estimate (4.14) an be obtained by standard
proedures.
Remark 4.3. Obviously, the solution y(t) ∈ L20, for all t ∈ (0, T ]. In fat, with
η = χ[0,t] in (4.11a), where
χ[0,t] (s) :=
{
1 if s ∈ [0, t] ,
0 otherwise,
using integration by parts in time, we have
(y (t) , 1) = (y (0) , 1) = 0, ∀ t ∈ (0, T ].
From Theorem 4.2, we derive that assoiated to the state equations of the optimal
ontrol Problem 4.1
e (x,u) = 0,
there exists a bounded solution operator s : L2 (L2)→ X, whih suh that
(4.15) e (s (u) ,u) = 0, ∀ u ∈ L2
(
L2
)
.
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4.3. Well-Posedness of the Optimal Control
Problem
The map J : X×L2 (L2)→ R dened in (4.5), is ontinuous, onvex and bounded
from below. Hene, it is weakly lower semiontinuous. Hene, we an prove the
following results.
Theorem 4.4 (existene of minimizers). The regularized optimal ontrol prob-
lem (4.1) admits solutions.
Proof. The proof is analogous to the one of Theorem 2.5.
4.4. Optimality Conditions of the Optimal Control
Problem
In this setion, we show that the ost funtional J and the map e dened, respe-
tively, in (4.5) and (4.6), (4.7), satisfy the onditions needed to apply the standard
theory of mathematial programming in Banah spaes (see Assumptions 1.47 in
[58℄). Next, we derive the rst order optimality onditions of the optimal ontrol
Problem 4.1 (see Theorem 1.48 and Corollary 1.3 in [58℄).
We need to hek that the following onditions hold:
• the ost funtional J : X×L2 (L2)→ R is ontinuously Fréhet dierentiable;
• the map e : X× L2 (L2)→ Z is ontinuously Fréhet dierentiable;
• there exists the inverse of the map ex (s (u) ,u), where s is the bounded
solution operator dened in (4.15).
The Fréhet derivative of the mapping J is suh that
J ′ : X× L2
(
L2
)
→ L
(
X× L2
(
L2
)
,R
)
,
with partial derivatives
〈 Jv (x,u) ,dv 〉W∗0,W0 = 0,
〈 Jy (x,u) , dy 〉W ∗
0,∆
,W0,∆ =
∫ T
0
(y − yd, dy) dt,
(Ju (x,u) ,du)L2(L2) = α
∫ T
0
(u,du) dt,
Therefore,
〈 J ′ (x,u) , (dx,du) 〉(X×L2(L2))∗,X×L2(L2) =
∫ T
0
[(y − yd, dy) + α (u,du)] dt,
for all (dx.du) ∈ X×L2 (L2). Hene J is Fréhet dierentiable. Moreover, we have∣∣∣〈J ′ (x + dx,u+ du)− J ′ (x,u) , (hx,hu)〉
(X×L2(L2))∗,X×L2(L2)
∣∣∣
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=
∣∣∣ ∫ T
0
[(dy, hy) + α (du,hu)] dt
∣∣∣
≤ ‖dy‖L2(L2)‖hy‖L2(L2) + α‖du‖L2(L2)‖hu‖L2(L2)
≤ ‖ (dx,du) ‖X×L2(L2)
[
‖hy‖L2(L2) + α‖hu‖L2(L2)
]
→ 0,
as (dx,du)→ 0 inX×L2 (L2), for all (hx,hu) ∈ X×L2 (L2). Then, J is ontinuou-
sly Fréhet dierentiable. Conerning the properties of the map e : X× L2 (L2)→
Z, we have the following result.
Lemma 4.5. The map e : X× L2 (L2)→ Z is ontinuously Fréhet dierentiable.
Proof. We have
e′ : X× L2
(
L2
)
→ L
(
X× L2
(
L2
)
,Z
)
,
with partial Fréhet derivatives 〈
p, ev (x,u)dv
〉
Z∗,Z
= (ξ,dv(0))
+
∫ T
0
[〈dvt,ψ〉D∗,D + ν (∇dv,∇ψ) + b (dv,v,ψ) + b (v,dv,ψ)− (y,dv · ∇η)] dt,
〈
p, ey (x,u) dy
〉
Z∗,Z
=
∫ T
0
[
〈dyt, η〉H∗0 ,H0 + γ
(
∇
[
−ε2∆dy − dy + 3y
2dy
]
,∇η
)
− (dy,v · ∇η) + ρ (dy,∇w ·ψ)
+ ρ
(
y,∇
[
−ε2∆dy − dy + 3y
2dy
]
·ψ
)]
dt+ 〈ϕ, dy (0)〉H∗0 ,H0
and 〈
p, eu (x,u)du
〉
Z∗,Z
= −
∫ T
0
(du,ψ) dt,
for all p = (ψ, η, ξ, ϕ) ∈ Z∗, (x,u) = (v, y,u) , (dx,du) = (dv, dy,du) ∈ X ×
L2 (L2). The map e is Fréhet dierentiable if∥∥ e (x+ dx,u+ du)− e (x,u)− e′ (x,u) (dx,du) ∥∥Z(4.16)
= o
(
‖ (dx,du) ‖X×L2(L2)
)
,
as (dx,du) → 0 in X × L2 (L2). For all p = (ψ, η, ξ, ϕ) ∈ Z∗, (x,u) , (dx,du) ∈
X× L2 (L2), we realize that∣∣∣ 〈 p, e (x+ dx,u+ du)− e (x,u)− e′ (x,u) (dx,du) 〉Z∗,Z
∣∣∣
≤
∣∣∣ ∫ T
0
b (dv,dv,ψ) dt
∣∣∣+ ∣∣∣ ∫ T
0
(dy,dv · ∇η) dt
∣∣∣
+
∣∣∣ ∫ T
0
ρ
(
y,∇
[
d3y + 3yd
2
y
]
·ψ
)
dt
∣∣∣+ ∣∣∣ ∫ T
0
ρ
(
dy,∇
[
d3y + 3yd
2
y
]
·ψ
)
dt
∣∣∣
+
∣∣∣ ∫ T
0
ρ
(
dy,∇
[
−ε2∆dy − dy + 3y
2dy
]
·ψ
)
dt
∣∣∣+ ∣∣∣ ∫ T
0
γ
(
∇
[
d3y + 3yd
2
y
]
,∇η
)
dt
∣∣∣
= S1 + S2 + S3 + S4 + S5 + S6.
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Using the property (4.13) of the trilinear form b (·, ·, ·), the interpolation inequality
(A.18) and the embeddings (A.5), (A.6), we derive
S1 ≤
∫ T
0
‖dv‖L4 ‖∇ψ‖ ‖dv‖L4 dt ≤ C
∫ T
0
‖dv‖ ‖dv‖D ‖ψ‖D dt
≤ C ‖dv‖C([0,T ];S) ‖dv‖L2(D) ‖ψ‖L2(D) ≤ C ‖dv‖W0 ‖dv‖L2(D) ‖ψ‖L2(D)
≤ C ‖ (dx,du) ‖
2
X×L2(L2) ‖ψ‖L2(D),
S2 ≤
∫ T
0
‖dy‖L4 ‖dv‖L4 ‖∇η‖ dt ≤ C ‖dy‖L∞(H0) ‖dv‖L2(D) ‖η‖L2(H0)
≤ C ‖ (dx,du) ‖
2
X×L2(L2) ‖η‖L2(H0),
S3 ≤ ρ
∫ T
0
‖y‖L4 ‖∇
[
d3y + 3 y d
2
y
]
‖ ‖ψ‖L4 dt ≤
≤ C ‖y‖L∞(H0)
∫ T
0
‖3 d2y ∇dy + 3 d
2
y ∇y + 6 y dy ∇dy‖ ‖ψ‖D dt
≤ C ‖y‖L∞(H0)
×
∫ T
0
[
‖dy‖
2
L6 ‖∇dy‖L6 + ‖dy‖
2
L6 ‖∇y‖L6 + ‖y‖
2
L6 ‖dy‖L6 ‖∇dy‖L6
]
‖ψ‖D dt
≤ C ‖y‖L∞(H0)
×
∫ T
0
[
‖dy‖
2
H0
‖dy‖H2 + ‖dy‖
2
H0
‖y‖H2 + ‖y‖
2
H0
‖dy‖H0 ‖dy‖H2
]
‖ψ‖D dt
≤ C ‖y‖L∞(H0) ‖dy‖L∞(H0) ‖ψ‖L2(D)
×
[
‖dy‖L∞(H0) ‖dy‖L2(H2) + ‖dy‖L∞(H0) ‖y‖L2(H2) + ‖y‖L∞(H0) ‖dy‖L2(H2)
]
= o
(
‖ (dx,du) ‖X×L2(L2)
)
‖ψ‖L2(D),
S4 ≤ ρ
∫ T
0
‖dy‖L4 ‖∇
[
d3y + 3 y d
2
y
]
‖ ‖ψ‖L4 dt
≤ C ‖dy‖
2
L∞(H0)
× ‖ψ‖L2(D)
×
[
‖dy‖L∞(H0) ‖dy‖L2(H2) + ‖dy‖L∞(H0) ‖y‖L2(H2) + ‖y‖L∞(H0) ‖dy‖L2(H2)
]
×
= o
(
‖ (dx,du) ‖X×L2(L2)
)
‖ψ‖L2(D),
S5 ≤ ρ
∫ T
0
‖dy‖L4 ‖∇
[
−ε2∆dy − dy + 3 y
2 dy
]
‖ ‖ψ‖L4 dt
≤ C ‖dy‖L∞(H0)
∫ T
0
‖ − ε2∇∆dy −∇dy + 6 y dy ∇y + 3 y
2 ∇dy‖ ‖ψ‖D dt
≤ C ‖dy‖L∞(H0)
×
∫ T
0
[
‖∇∆dy‖+ ‖∇dy‖+ ‖y‖L6 ‖dy‖L6 ‖∇y‖L6 + ‖y‖
2
L6 ‖∇dy‖L6
]
‖ψ‖D dt
≤ C ‖dy‖L∞(H0)
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×
∫ T
0
[
‖∆dy‖H0 + ‖dy‖H0 + ‖y‖H0 ‖dy‖H0 ‖y‖H2 + ‖y‖
2
H0
‖dy‖H2
]
‖ψ‖D dt
≤ C ‖dy‖L∞(H0)‖ψ‖L2(D)
×
[
‖∆dy‖L2(H0) + ‖dy‖L2(H0) + ‖y‖L∞(H0) ‖dy‖L∞(H0) ‖y‖L2(H2) + ‖y‖
2
L∞(H0) ‖dy‖L2(H2)
]
= o
(
‖ (dx,du) ‖X×L2(L2)
)
‖ψ‖L2(D),
S6 ≤ γ
∫ T
0
‖∇
[
d3y + 3 y d
2
y
]
‖ ‖∇η‖ dt
≤ C
∫ T
0
[
‖dy‖
2
L6 ‖∇dy‖L6 + ‖dy‖
2
L6 ‖∇y‖L6 + ‖y‖L6 ‖dy‖L6 ‖∇dy‖L6
]
‖η‖H0 dt
≤ C
∫ T
0
[
‖dy‖
2
H0
‖dy‖H2 + ‖dy‖
2
H0
‖y‖H2 + ‖y‖H0 ‖dy‖H0 ‖dy‖H2
]
‖η‖H0 dt
≤ C ‖dy‖L∞(H0)
×
[
‖dy‖L∞(H0) ‖dy‖H2 + ‖dy‖L∞(H0) ‖y‖H2 + ‖y‖L∞(H0) ‖dy‖H2
]
‖η‖L2(H0) ≤
= o
(
‖ (dx,du) ‖X×L2(L2)
)
‖η‖L2(H0).
So, using the above estimates of S1, . . . , S6 in (4.16), we infer that the mapping
e : X× L2 (L2)→ Z is Fréhet dierentiable.
The map e : X × L2 (L2) → Z is ontinuously Fréhet dierentiable if, for all
(x,u) , (dx,du) ∈ X× L2 (L2),
‖e′ (x+ dx,u+ du)− e
′ (x,u) ‖L(X×L2(L2),Z) → 0,
as (dx,du)→ 0 inX×L2 (L2). For all (hx,hu) ∈ X×L2 (L2), p = (ψ, η, ξ, ϕ) ∈ Z∗,
we get ∣∣∣ 〈 p, [ e′ (x + dx,u+ du)− e′ (x,u) ] (hx,hu) 〉Z∗,Z
∣∣∣(4.17)
=
∣∣∣ ∫ T
0
[b (hv,dv,ψ) + b (dv,hv,ψ)− (dy,hv · ∇η)− (hy,dv · ∇η)
+ 3γ
(
∇
[
d2y hy + 2 y dy hy
]
,∇η
)
+ 3ρ
(
y,∇
[
d2y hy + 2 y dy hy
]
·ψ
)
+ ρ
(
hy,∇
[
−ε2∆dy − dy + d
3
y + 3y
2 dy + 3y d
2
y
]
·ψ
)
+ ρ
(
dy,∇
[
−ε2∆hy − hy + 3y
2 hy
]
·ψ
)
+ 3ρ
(
dy,∇
[
d2y hy + 2 y dy hy
]
·ψ
)]
dt
∣∣∣
Working in (4.17) as well as in the derivation of the estimates of S1, . . . , S6 above,
we have ∣∣∣ 〈 p, [ e′ (x+ dx,u+ du)− e′ (x,u) ] (hx,hu) 〉Z∗,Z
∣∣∣→ 0,
as (dx,du)→ 0 in X×L2 (L2), for all p ∈ Z∗, (x,u), (hx,hu) ∈ X×L2 (L2). Then
e : X× L2 (L2)→ Z is ontinuously Fréhet dierentiable.
Theorem 4.6. For any xed u ∈ L2 (L2),
ex (s (u) ,u) ∈ L (X,Z) ,
has a bounded inverse.
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The proof of the Theorem is given in Appendix B, Setion B.3.
Remark 4.7. As a onsequene of Theorem 4.6, we an say that
[ex (s (u) ,u)]
−1 ∈ L (Z,X) ,
for all u ∈ L2 (L2).
The ontinuous Fréhet dierentiability of the ost funtional J : X×L2 (L2)→
R, Lemma 4.5 and Theorem 4.6 ensure that all the solutions (x,u) of the optimal
ontrol Problem 4.1 satisfy, together an adjoint variable q ∈ Z∗, a set of rst order
optimality onditions (see Theorem 1.48 and Corollary 1.3 in [58℄). In order to get
the rst order optimality onditions, we dene the following Lagrange funtional
L : X× L2 (L2)× Z∗ → R,
(4.18) L (x,u,q) = J (x,u) + 〈 q, e (x,u) 〉Z∗,Z,
where q = (qv, qy,qv0, qy0) ∈ Z∗. Then, the optimality onditions of Problem 4.1
orrespond to: nd (x,u,q) ∈ X× L2 (L2)× Z∗, suh that
Lq (x,u,q) = 0, in Z,(4.19)
Lx (x,u,q) = 0, in X
∗,(4.20)
Lu (x,u,q) = 0, in L
2
(
L2
)
.(4.21)
It is straightforward to hek that (4.19) are the state equations e (x,u) = 0.
The seond equation (4.20) represents the adjoint equations and (4.21) is a further
optimality relation.
In the next Lemma 4.8, we show that given a solution x = s (u) of the state
equations (4.19), the adjoint equations (4.20) have a unique solution q ∈ Z∗.
Lemma 4.8. Let u ∈ L2 (L2) and x ∈ X suh that x = s (u) be given. Then, the
adjoint equations (4.20) have a unique solution q ∈ Z∗.
Proof. The proof of the Lemma is analogous to the one of Lemma 2.8.
The rst order optimality onditions (4.19)-(4.21) are written in terms of the va-
riables (x,u,q) ∈ X×L2 (L2)×Z∗. In the next Theorem 4.9, using the denitions
(4.2), (4.6) of the spaes X and Z, we write these optimality onditions expliitly,
in terms of the state variables
(v, y) ∈W0 ×W0,∆ and w = −ε
2∆y − y + y3,
and the adjoint variables
(qv, qy,qv0, qy0) ∈ L
2 (D)× L2 (H0)× S ×H
∗
0 and qw = γ∆qy + ρ∇y · qv.
Note that w is the hemial potential dened in (4.8) and qw is a further adjoint
variable. Moreover, still in Theorem 4.9, we derive regularity properties for the
adjoint variables.
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Theorem 4.9 (optimality onditions, regularity of the adjoint variables).
The rst order optimality onditions (4.19)-(4.21) of the optimal ontrol Problem
4.1 read as follows:
∫ T
0
[(vt,ψ) + ν (∇v,∇ψ) + b (v,v,ψ) + ρ (y,∇w ·ψ)− (u,ψ)] dt = 0,
(4.22a)
v(0) = v0,(4.22b) ∫ T
0
[(yt, η) + γ (∇w,∇η)− (y,v · ∇η)] dt = 0,(4.22)
y(0) = y0,(4.22d) ∫ T
0
[
(w, θ)− ε2 (∇y,∇θ) + (y, θ)−
(
y3, θ
)]
dt = 0,(4.22e)
for all ψ ∈ L2 (D), η, θ ∈ L2 (H1),∫ T
0
[(−qvt,ψ) + ν (∇qv,∇ψ) + b (ψ,v,qv) + b (v,ψ,qv)(4.23a)
− (y,∇qy ·ψ)] dt = 0,
qv (T ) = 0,(4.23b) ∫ T
0
[
(−qyt, η)− ε
2 (∇qw,∇η) + ρ (∇w · qv, η)− (v · ∇qy, η)(4.23)
+ (qw, η)−
(
3y2qw, η
)
+ (y − yd, η)
]
dt = 0,
qy(T ) = 0,(4.23d) ∫ T
0
[(qw, θ) + γ (∇qy,∇θ) + ρ (y,qv · ∇θ)] dt = 0,(4.23e)
for all ψ ∈ L2 (D), η ∈ L2 (H0), θ ∈ L2 (H1),∫ T
0
(α u− qv,ϕ) dt = 0,(4.24)
for all ϕ ∈ L2 (L2). Furthermore, any solution (v, y, w,qv, qy, qw) of (4.22)-(4.24)
is suh that
v ∈ H1
(
S2
)
∩ L∞
(
D ∩H2
)
,(4.25)
y ∈ H1
(
L20
)
∩ L∞
(
H2
)
,(4.26)
w ∈ L∞
(
L2
)
∩ L2
(
H2
)
,(4.27)
qv ∈ H
1
(
S2
)
∩ L∞ (D) ,(4.28)
qy ∈ H
1
(
L20
)
∩ L∞ (H0) ,(4.29)
qw ∈ L
2 (H0) ,(4.30)
u ∈ H1
(
L2
)
∩ L∞ (D) ,(4.31)
and
qv0 = qv (0) , in D,(4.32)
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qy0 = qy (0) , in H0.(4.33)
Finally,
(4.34) ‖qvt‖L2(L2) + ‖qv‖L∞(D) + ‖qyt‖L2(L20)
+ ‖qy‖L∞(H0) + ‖qw‖L2(H0) ≤ C (u) ,
where the onstant C (u) depends ontinuously on ‖u‖L2(L2) and data (initial on-
ditions and onstant parameters) in Problem 4.1.
Proof. Equations (4.22) are the state equations e (x,u) = 0 in terms of (v, y, w),
that we derived in (4.10), (4.11). The last optimality ondition (4.24) is given
by diret alulation from (4.21). Moreover, the results (4.25)-(4.27) follow from
Theorem 4.2. In Theorem 5.26, we will prove that given
v ∈ H1
(
L2
)
∩ L∞
(
D ∩H2
)
,
y ∈ H1
(
L20
)
∩ L∞
(
H2
)
,
w ∈ L∞
(
L2
)
∩ L2
(
H2
)
.
whih solve the state equations (4.22), there exist qv ∈ H1 (L2) ∩ L∞ (D) , qy ∈
H1 (L20) ∩ L
∞ (H0) , qw ∈ L2 (H0) that satisfy the optimality onditions (4.23) and
the estimate (4.34). Hene, from the optimality relation (4.24), we get that (4.31)
hold. By diret alulation, we derive that the adjoint equations (4.20), in terms
of the variables (qv, qy,qv0, qy0) have the following form
∫ T
0
[
〈 ψt,qv 〉D∗,D + ν (∇qv,∇ψ) + b (ψ,v,qv)(4.35a)
+b (v,ψ,qv)− (y,∇qy ·ψ)
]
dt+ (qv0,ψ (0)) = 0,∫ T
0
[
〈 ηt, qy 〉H∗0 ,H0 + γ
(
∇qy,∇
[
−ε2∆η − η + 3 y2 η
])
(4.35b)
− (v · ∇qy, η) + ρ
(
y,qv · ∇
[
−ε2∆η − η + 3 y2 η
])
+ρ
(
∇
[
−ε2∆y − y + y3
]
· qv, η
)
+ (y − yd, η)
]
dt+ 〈 qy0, η (0) 〉H∗0 ,H0 = 0,
for all ψ ∈ W0, η ∈ W0,∆ = W0 ∩ L∞ (H0) ∩ L2 (H∆). In the following we prove
the equivalene between the adjoint equations (4.35) and the system (4.23).
Setting ψ ∈ W0 in (4.23a), taking into aount (4.23b) and using integration by
parts in time, we have
∫ T
0
[
〈 ψt,qv 〉D∗,D + ν (∇qv,∇ψ) + b (ψ,v,qv)(4.36)
+b (v,ψ,qv)− (y,∇qy ·ψ)
]
dt+ (qv (0) ,ψ (0)) = 0,
whih is, assuming qv0 = qv (0), the rst adjoint equation (4.35a). Furthermore,
with
ψ ∈W0, η ∈ W0 ∩ L
∞ (H0) ∩ L
2 (H∆) ,
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in (4.23) and using integration by parts in spae and time, we derive
∫ T
0
[
〈ηt, qy〉H∗0 ,H0 +
(
qw, ε
2∆η + η − 3y2η
)
(4.37)
− (v · ∇qy, η) + ρ (∇w · qv, η) + (y − yd, η)
]
dt+ (qy (0) , η (0)) = 0.
Assuming θ = ε2∆η + η − 3y2η in (4.23e), we get
∫ T
0
(
qw, ε
2∆η + η − 3y2η
)
dt(4.38)
=
∫ T
0
[
γ
(
∇qy,∇
[
−ε2∆η − η + 3y2η
])
+ ρ
(
y · qv,∇
[
−ε2∆η − η + 3y2η
])]
dt
Then, using (4.38) in (4.37), setting w = −ε2∆y−y+y3 and assuming qy0 = qy (0),
we have just the seond adjoint equation (4.35b). So, we an laim that:
• given a solution (qv, qy, qw) of (4.23), then (qv, qy) and qv0 = qv (0), qy0 =
qy (0) is a solution of the adjoint equations (4.35);
• the spaes H1 (L2) ∩ L∞ (D) and H1 (L20) ∩ L
∞ (H0) are, respetively, om-
patly embedded in C ([0, T ] ;D) and C ([0, T ] ;H0) (see for example Theorem
II.5.16 by Aubin-Lions-Simon in [20℄); then, qv (0) ∈ D and qy (0) ∈ H0;
• given the state variables (v, y, w), the solution (qv,qv0, qy, qy0) of the ad-
joint equations (4.35) is unique, then also the solution (qv, qy, qw) of (4.23) is
unique;
• given the state variables (v, y, w), the adjoint equations (4.35) are equivalent
to (4.23).
We prove last statement above by ontradition. We suppose that there is (qv,qv0, qy, qy0)
whih is the unique solution of the adjoint equations (4.35) and does not satisfy
(4.23). However, (4.23) has a solution, we say (q¯v, q¯y) and we know that (q¯v, q¯y),
together q¯v0 = q¯v (0) and q¯y0 = q¯y (0) is also a solution of (4.35). Then we have
a ontradition, beause we obtain, given (v, y, w), two dierent solution of the
adjoint equations (4.35). Hene, the system (4.22)-(4.24) is equivalent to the rst
order optimality onditions (4.19)-(4.21).
5. Optimal Control of the Disrete
Cahn-Hilliard-Navier-Stokes
System
5.1. Introdution
In this Chapter, we study the fully disrete version (in spae and time) of the op-
timal ontrol Problem 4.1. We adapt the analysis from Chapter 4 to the disrete
setting and show that the disrete problem onverges to the ontinuous one, as the
disretization parameters go to zero.
Tehnial details of the disretization are olleted in Appendix A.3. In partiular,
we denote with h, k = T/N , respetively, the spae and time disretization parame-
ters, whih are dened in A.3.1. Also the denitions of the disrete funtion spaes
Sh,Vh,Dh, Ph, Yh are given in A.3.1. Moreover, if Zh is a disrete funtions spae,
given Zn ∈ Zh for n = 1, . . . , N , we denote by the orresponding alligraphi letter
the assoiated vetor variable
Z = (Zn)Nn=1 ∈ Z
N
h .
and with dtZ
n
the disrete time derivative at time level n,
dtZ
n =
Zn − Zn−1
k
.
We use (·, ·)h to denote the mass-lumped salar produt dened in (A.29). We
dene the following disrete spaes
(5.1) Xh,k = V
N+1
h × P
N
h × P
N+1
h × Y
N
h ,
with elements
(5.2) X = (V,P,Y ,W) ,
and
(5.3) Kh = {Z ∈ Yh : −1 ≤ Z ≤ 1} .
Given h, k, we onsider the following disretized version of the objetive funtion
J stated in (4.5),
Jh,k : Xh,k × L
2
(
L2
)
→ R,
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where
(5.4) Jh,k (X ,U) :=
N∑
n=1
[
k
2
‖Y n − ynd,h‖
2 +
α
2
∫ tn
tn−1
‖U‖2 dt
]
.
where the funtions ynd,h ∈ Ph and tn = n · k for n = 1, . . . , N .
In order to represent the problem under investigation in a more ompat, general
form, we dene the following map:
(5.5) eh,k : Xh,k × L
2
(
L2
)
→ Xh,k,
where, for all Z = (ψ, φ, η, θ) ∈ Xh,k,
〈Z , eh,k (X ,U)〉X∗
h,k
,Xh,k = 〈ψ, a1,h,k (V,P,U)〉+ 〈φ, a2,h,k (V)〉(5.6)
+ 〈η, ch,k (V,Y ,W)〉+ 〈θ, dh,k (Y ,W)〉
+
(
ψ0,V0 − v0,h
)
+
(
η0, Y 0 − y0,h
)
,
with
〈ψ, a1,h,k (V,P,U)〉 =
N∑
n=1
[
k (dtV
n,ψn) + kν (∇Vn,∇ψn) + kB
(
Vn−1,Vn,ψ
)
−k (P n,∇ ·ψn) + kρ
(
Y n−1,∇W n ·ψ
)
−
∫ tn
tn−1
(U ,ψn) dt
]
,
〈φ, a2,h,k (V)〉 =
N∑
n=1
k (∇ ·Vn, φn) ,
〈η, ch,k (V,Y ,W)〉 =
N∑
n=1
[
k (dtY
n, ηn)h + kγ (∇W
n,∇ηn)− k
(
Y n−1,Vn−1 · ∇ηn
)]
,
〈θ, dh,k (Y ,W)〉 =
N∑
n=1
k
[(
W n + Y n−1 − (Y n)3 , θn
)
h
− ε2 (∇Y n,∇θn)
]
.
In (5.6), the trilinear form B (·, ·, ·) orresponds to a disretization of the trilinear
form b (·, ·, ·) dened in (4.12). It reads
(5.7) B (V,U,W) =
1
2
∫
Ω
(V · ∇)U ·W dx−
1
2
∫
Ω
(U · ∇)V ·W dx,
for all V,U,W ∈ Vh. Then, we onsider the following fully disretized version of
the ontinuous optimal ontrol Problem 4.1:
Problem 5.1. Given h, k, v0,h ∈ Dh, y0,h ∈ Ph ∩Kh, ynd,h ∈ Ph for n = 1, . . . , N ,
nd
(
X¯ , U¯
)
∈ Xh,k × L2 (L2) suh that
min
(X ,U)∈Xh,k×L2(L2)
Jh,k (X ,U) = Jh,k
(
X¯ , U¯
)
,
subjet to
(5.8) eh,k (X ,U) = 0.
We emphasize that the onstraint (5.8) in Problem 5.1 is a disretized version
of the state equations (4.9) of the ontinuous optimal ontrol Problem 4.1. In the
following setion, we derive existene, uniqueness and regularity properties of the
solution of (5.8).
5.2. Properties of the Disrete State Equations 115
5.2. Properties of the Disrete State Equations
Using the denition (5.5), (5.6) of the map eh,k, we an write the state equations
(5.8) of the disrete optimal ontrol Problem 5.1 in the following way:
(dtV
n,ψ) + ν (∇Vn,∇ψ) +B
(
Vn−1,Vn,ψ
)
− (P n,∇ ·ψ)(5.9a)
+ρ
(
Y n−1,∇W n ·ψ
)
−
1
k
∫ tn
tn−1
(U ,ψ) dt = 0,
V0 = v0,h,(5.9b)
(∇ ·Vn, φ) = 0,(5.9)
(dtY
n, η)h + γ (∇W
n,∇η)−
(
Y n−1Vn−1,∇η
)
= 0,(5.10a)
Y 0 = y0,h,(5.10b)
(W n, θ)h − ε
2 (∇Y n,∇θ) +
(
Y n−1, θ
)
h
−
(
(Y n)3 , θ
)
h
= 0,(5.10)
for all ψ ∈ Vh, φ ∈ Ph, η, θ ∈ Yh, n = 1, . . . , N . We note that equation (5.10a)
above is mass preserving :
(5.11) (Y n, 1)h = . . . = (Y
0, 1)h = (y0,h, 1)h = 0, ∀n = 1, . . . , N.
In the following Lemma 5.2 we show existene and uniqueness of the solution of
state equations (5.9), (5.10) of the disrete optimal ontrol Problem 5.1.
Lemma 5.2 (existene, uniqueness). For any xed h, k and U ∈ L2 (L2), the
system of the state equations (5.9), (5.10) has a unique solution (V,P,Y ,W) ∈
VN+1h × P
N
h × P
N+1
h × Y
N
h .
Proof. See Lemma 4.1 in [62℄.
As a onsequene of Lemma (5.2) above, assoiated to the disrete state equations
of the optimal ontrol Problem 5.1,
eh,k (X ,U) = 0,
we an dene a solution operator sh,k : L
2 (L2)→ Xh,k, whih is suh that
(5.12) eh,k (sh,k (U) ,U) = 0, ∀ U ∈ L
2
(
L2
)
.
Given the system (5.9), (5.10), we onsider, at eah time level n = 1, . . . , N the
following, assoiated disrete energy
(5.13) E (Vn, Y n) =
1
2
‖Vn‖2 +
ρε2
2
‖∇Y n‖2 + ρ
(
Φ˜(Y n), 1
)
h
where Φ (·) is the double well potential dened in (1.11), whih is suh that
Φ˜ (y) = Φ˜+ (y) + Φ˜− (y) ,(5.14)
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where
Φ˜+ (y) =
1
4
y4, Φ˜− (y) =
1
4
(
1− 2y2
)
.
In the following Lemma 5.3, we derive a property of the disrete energy (5.13)
assoiated to the state equations (5.9), (5.10). We use this property later in the
doument, to get stability estimates for the solution (V,P,Y ,W) of the state equa-
tions (5.9), (5.10).
Lemma 5.3. For any xed h, k and U ∈ L2 (L2), the solution (V,P,Y ,W) ∈
VN+1h × P
N
h × P
N+1
h × Y
N
h of the state equations (5.9), (5.10) is suh that, for all
n = 1, . . . , N ,
E (Vn, Y n)−E
(
Vn−1, Y n−1
)
+
1
4
‖Vn −Vn−1‖2(5.15)
+ k
ν
2
‖∇Vn‖2 +
ρε2
2
‖∇Y n −∇Y n−1‖2 +
kργ
2
‖∇W n‖2
≤ k2
ρ2
γ2
C˜
((
Y n−1
)4
, 1
)
h
(
‖∇Vn‖2 + ‖∇Vn−1‖2
)
+
C∗
2ν
∫ tn
tn−1
‖U‖2dt.
where C˜ = C˜ (Ω) and C∗ = C∗ (Ω).
Proof. Setting ψ = Vn in (5.9a) and using (5.9), we have
1
2
‖Vn‖2 −
1
2
‖Vn−1‖2 +
1
2
‖Vn −Vn−1‖2 + kν‖∇Vn‖2 + kρ
(
Y n−1,∇W n ·Vn
)
=
∫ tn
tn−1
(U ,Vn) dt.(5.16)
Substituting η = W n in (5.10a) and θ = Y n − Y n−1 in (5.10b) we derive
(5.17)
(
Y n − Y n−1,W n
)
h
+ kγ‖∇W n‖2 − k
(
Y n−1Vn−1,∇W n
)
= 0,
and
(
W n, Y n − Y n−1
)
h
=
ε2
2
‖∇Y n‖2 −
ε2
2
‖∇Y n−1‖2 +
ε2
2
‖∇Y n −∇Y n−1‖2
−
(
Y n−1, Y n − Y n−1
)
h
+
(
(Y n)3 , Y n − Y n−1
)
h
.(5.18)
Using (5.18) in (5.17), we an write
ε2
2
‖∇Y n‖2 −
ε2
2
‖∇Y n−1‖2 +
ε2
2
‖∇Y n −∇Y n−1‖2 + kγ‖∇W n‖2+(5.19)
+
(
(Y n)3 , Y n − Y n−1
)
h
−
(
Y n−1, Y n − Y n−1
)
h
− k
(
Y n−1Vn−1,∇W n
)
= 0,
In (5.19), using the onvexity of the funtions Φ˜+ (·) and −Φ˜− (·), we note that
(
(Y n)3 , Y n − Y n−1
)
h
=
(
Φ˜′+ (Y
n) , Y n − Y n−1
)
h
≥
(
Φ˜+ (Y
n)− Φ˜+
(
Y n−1
)
, 1
)
h
,
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−
(
Y n−1, Y n − Y n−1
)
h
=
(
Φ˜′−
(
Y n−1
)
, Y n − Y n−1
)
h
≥
(
Φ˜− (Y
n)− Φ˜−
(
Y n−1
)
, 1
)
h
.
Then, multiplying (5.19) by ρ, we get
ρε2
2
‖∇Y n‖2 −
ρε2
2
‖∇Y n−1‖2 +
ρε2
2
‖∇Y n −∇Y n−1‖2 + kργ‖∇W n‖2(5.20)
+ρ
(
Φ˜ (Y n)− Φ˜
(
Y n−1
)
, 1
)
h
− kρ
(
Y n−1Vn−1,∇W n
)
≤ 0.
Therefore, using together (5.16) and (5.20), we derive
1
2
‖Vn‖2 −
1
2
‖Vn−1‖2 +
1
2
‖Vn −Vn−1‖2 + kν‖∇Vn‖2(5.21)
+
ρε2
2
‖∇Y n‖2 −
ρε2
2
‖∇Y n−1‖2 +
ρε2
2
‖∇Y n −∇Y n−1‖2
+kργ‖∇W n‖2 + ρ
(
Φ˜ (Y n)− Φ˜
(
Y n−1
)
, 1
)
h
+kρ
(
Y n−1,∇W n ·
[
Vn −Vn−1
])
≤
∫ tn
tn−1
(U ,Vn) dt.
Rearranging (5.21), we have
E (Vn, Y n)−E
(
Vn−1, Y n−1
)
+
1
2
‖Vn −Vn−1‖2(5.22)
+kν‖∇Vn‖2 +
ρε2
2
‖∇Y n −∇Y n−1‖2 + kργ‖∇W n‖2
≤ kρ
∣∣∣ (Y n−1,∇W n · [Vn −Vn−1]) ∣∣∣+ ∣∣∣ ∫ tn
tn−1
(U ,Vn) dt
∣∣∣ = An1 + An2 .
The two quantities An1 , A
n
2 in (5.22) an be estimated using interpolation of L
4
in
L2, Poinaré's inequality, Poinaré-Wirtinger's inequality and Young's inequality.
In this way, we derive
An1 ≤ kρ‖Y
n−1‖L4‖∇W
n‖‖Vn −Vn−1‖L4(5.23)
≤ kσ‖∇W n‖2 + k
ρ2
4σ
‖Y n−1‖2L4‖V
n −Vn−1‖2L4
≤ kσ‖∇W n‖2 + k
ρ2C1 (Ω)
σ
‖Y n−1‖2L4‖V
n −Vn−1‖‖∇Vn −∇Vn−1‖
≤ kσ‖∇W n‖2 + k2
ρ4C2 (Ω)
σ2µ
‖Y n−1‖4L4‖∇V
n −∇Vn−1‖2 + µ‖Vn −Vn−1‖2
≤ kσ‖∇W n‖2 + k2
ρ4C3 (Ω)
σ2µ
‖Y n−1‖4L4
(
‖∇Vn‖2 + ‖∇Vn−1‖2
)
+ µ‖Vn −Vn−1‖2,
An2 ≤
ν
2
k‖∇Vn‖2 +
C∗
2ν
∫ tn
tn−1
‖U‖2dt.(5.24)
Substituting (5.23), (5.24) in (5.22) we an write
E (Vn, Y n)−E
(
Vn−1, Y n−1
)
+
1
2
‖Vn −Vn−1‖2(5.25)
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+kν‖∇Vn‖2 +
ρε2
2
‖∇Y n −∇Y n−1‖2 + kργ‖∇W n‖2
≤ kσ‖∇W n‖2 + k2
ρ4C3 (Ω)
σ2µ
‖Y n−1‖4L4
(
‖∇Vn‖2 + ‖∇Vn−1‖2
)
+ µ‖Vn −Vn−1‖2
+
ν
2
k‖∇Vn‖2 +
C∗
2ν
∫ tn
tn−1
‖U‖2dt,
for all n = 1, . . . , N . In (5.25), setting σ = γρ
2
, µ = 1
4
and rearranging we derive
E (Vn, Y n)− E
(
Vn−1, Y n−1
)
+
1
4
‖Vn −Vn−1‖2(5.26)
+ k
ν
2
‖∇Vn‖2 +
ρε2
2
‖∇Y n −∇Y n−1‖2 +
kργ
2
‖∇W n‖2
≤ k2
ρ2C4 (Ω)
γ2
‖Y n−1‖4L4
(
‖∇Vn‖2 + ‖∇Vn−1‖2
)
+
C∗
2ν
∫ tn
tn−1
‖U‖2dt.
Finally, using (A.56), from (5.26) we derive the result (5.15).
In the following, using the property (5.15) above, we derive stability estimates
for the solution (V,P,Y ,W) ∈ VN+1h × P
N
h × P
N+1
h × Y
N
h of the state equations
(5.9), (5.10).
Lemma 5.4. Let us assume that there exists a onstant CB independent of h, k,
suh that
(5.27) E (v0,h, y0,h) + ‖∇v0,h‖ ≤ CB.
Then, for any xed U ∈ L2 (L2), there exists a onstant
C1 = min

 ν
8 ρ
2
γ2
C˜
(
(y0,h)
4 , 1
)
h
,
ν
8 ρ
2
γ2
C˜
[
8
ρ
(
E (v0,h, y0,h) +
ν
8
‖∇v0,h‖2 +
C∗
2ν
‖U‖2
L2(L2)
)
+ 2
∣∣Ω∣∣]

 ,
suh that, if
(5.28) k ≤ C1,
the solution (V,P,Y ,W) ∈ VN+1h × P
N
h × P
N+1
h × Y
N
h of (5.9), (5.10) satises:
sup
n=0,...,N
‖Vn‖ ≤ C (U) ,(5.29)
N∑
n=1
k‖Vn‖2
H10
≤ C (U) ,(5.30)
N∑
n=1
‖Vn −Vn−1‖2 ≤ C (U) ,(5.31)
sup
n=0,...,N
‖Y n‖H0 ≤ C (U) ,(5.32)
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N∑
n=1
‖Y n − Y n−1‖H0 ≤ C (U) ,(5.33)
N∑
n=1
k‖∇W n‖2 ≤ C (U) ,(5.34)
where the onstant C (U) depends just on ‖U‖L2(L2), data problem and onstant
parameters, but it is independent of h, k.
Proof. First we prove that (5.27) implies that there exists a onstant CA indepen-
dent of h, k suh that (
(y0,h)
4 , 1
)
h
≤ CA.(5.35)
Using the denition of the disrete energy (5.13), from (5.27) we infer
(
1 + (y0,h)
4 − 2 (y0,h)
2 , 1
)
h
≤
4CB
ρ
,
whih implies
(
(y0,h)
4 , 1
)
h
≤
4CB
ρ
+ 2
(
(y0,h)
2 , 1
)
h
−
∣∣Ω∣∣.(5.36)
Using Young's inequality (A.13), we derive
(
(y0,h)
2 , 1
)
h
≤
1
4
(
(y0,h)
4 , 1
)
h
+
∣∣Ω∣∣,(5.37)
and inserting (5.37) in (5.36) and rearranging, we have
(
(y0,h)
4 , 1
)
h
≤
8CB
ρ
+ 2
∣∣Ω∣∣ = CA.
Next, we perform the proof of the Lemma by indution. We assume that for all
i = 1, . . . , n, the time step k is suh that
k
ρ2
γ2
C˜
((
Y i−1
)4
, 1
)
h
≤
ν
8
.(5.38)
Setting in (5.15) n = i and the summing on i = 1, . . . , n, we have
E (Vn, Y n) +
1
4
n∑
i=1
‖Vi −Vi−1‖2(5.39)
+
ν
2
n∑
i=1
k‖∇Vi‖2 +
ρε2
2
n∑
i=1
‖∇Y i −∇Y i−1‖2 +
ργ
2
n∑
i=1
k‖∇W i‖2
≤ E (v0,h, y0,h) +
n∑
i=1
k2
ρ2
γ2
C˜
((
Y i−1
)4
, 1
)
h
(
‖∇Vi‖2 + ‖∇Vi−1‖2
)
+
C∗
2ν
‖U‖2L2(L2).
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Using in (5.39) the assumption (5.38), k ≤ 1 and rearranging, we derive
E (Vn, Y n) +
1
4
n∑
i=1
‖Vi −Vi−1‖2(5.40)
+
ν
4
n∑
i=1
k‖∇Vi‖2 +
ρε2
2
n∑
i=1
‖∇Y i −∇Y i−1‖2 +
ργ
2
n∑
i=1
k‖∇W i‖2
≤ E (v0,h, y0,h) +
ν
8
‖∇v0,h‖
2 +
C∗
2ν
‖U‖2L2(L2).
From (5.40), using the proedure applied above to derive (5.35), we get
(
(Y n)4 , 1
)
h
≤
8
ρ
(
E (v0,h, y0,h) +
ν
8
‖∇v0,h‖
2 +
C∗
2ν
‖U‖2L2(L2)
)
+ 2
∣∣Ω∣∣.(5.41)
Hene, setting
k ≤
ν
8 ρ
2
γ2
C˜
[
8
ρ
(
E (v0,h, y0,h) +
ν
8
‖∇v0,h‖2 +
C∗
2ν
‖U‖2
L2(L2)
)
+ 2
∣∣Ω∣∣] ,(5.42)
we have, at time level n,
k
ρ2
γ2
C˜
(
(Y n)4 , 1
)
h
≤
ν
8
.
Therefore the ondition (5.28), ensures that (5.40) holds for all n = 1, . . . , N . Then,
using the hypothesis (5.27), Poinaré's inequality (A.16), Poinaré'-Wirtinger's in-
equality (A.15) and the denition of the disrete energy (5.13), we derive the results
(5.29)-(5.34).
Later in the hapter, we show that the solutions of the disrete Problem 5.1
onverge to the solution of the ontinuous Problem 4.1. In order to do that, we
need stronger estimates for the disrete variables (V,P,Y ,W) ∈ VN+1h × P
N
h ×
PN+1h × Y
N
h . We establish these estimates in the following lemmas.
Lemma 5.5. Under the same hypothesis of lemma 5.4, the solution Y ∈ PN+1h of
(5.9), (5.10) is suh that
N∑
n=1
k‖∆ˆhY
i‖2h ≤ C (U) ,(5.43)
N∑
n=1
k‖∇Y i‖2Lp ≤ C (U) , ∀ p ∈ [1,+∞) ,(5.44)
where the onstant C (U) depends just on ‖U‖L2(L2), data problem and onstant
parameters, but it is independent of h, k and ∆ˆh is the disrete Laplaian dened
in (A.36).
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Proof. With θ = ∆ˆhY
n
in the disrete state equation (5.10), we an write
(
W n, ∆ˆhY
n
)
h
− ε2
(
∇Y n,∇∆ˆhY
n
)
+
(
Y n−1, ∆ˆhY
n
)
h
−
(
(Y n)3 , ∆ˆhY
n
)
h
= 0.
(5.45)
From (5.45), using the denition of the disrete Laplaian (A.36), we get
ε2‖∆ˆhY
n‖2h +
(
∇Ih
[
(Y n)3
]
,∇Y n
)
= (∇W n,∇Y n) +
(
∇Y n−1,∇Y n
)
,(5.46)
where Ih is the interpolation operator dened in (A.27). In (5.46) (see [41℄, inequal-
ity (4.3)), we have (
∇Ih
[
(Y n)3
]
,∇Y n
)
≥ 0.(5.47)
Hene, applying Young's inequality (A.13) with σ = 1/2 in (5.46), we infer
ε2‖∆ˆhY
n‖2h ≤
1
2
‖∇W n‖2 + ‖∇Y n‖2 +
1
2
‖Y n−1‖2.
Then, from the results of lemma 5.4, we realize that (5.43) is satised. Finally,
from the inequality (A.39), we onlude that (5.44) holds
In the following, we use the same notations of Setion 3.4. If Zh is a disrete
funtions spae, given a disrete vetor funtion
Z = (Zn)Nn=0 ∈ Z
N+1
h ,
we use Zh,k to generially denote the following three dierent kinds of time inter-
polated variable
Z•h,k (t) :=
t− tn−1
k
Zn +
tn − t
k
Zn−1, t ∈ [tn−1, tn] ,(5.48)
Z+h,k (t) := Z
n, t ∈ (tn−1, tn] ,(5.49)
Z−h,k (t) := Z
n−1, t ∈ [tn−1, tn) ,(5.50)
where
tn = nk, n = 0, . . . , N.
Lemma 5.6. Under the same hypothesis of lemma 5.4, the solution Y ∈ PN+1h of
(5.9), (5.10) is suh that
N∑
n=1
k‖Y n‖p
C(Ω¯)
≤ C (U) , ∀ p ∈ [1,+∞) .(5.51)
Proof. From (5.32) and (5.44), we an write
‖∇Yh,k‖L∞(L2) ≤ C (U) ,(5.52)
‖∇Yh,k‖L2(Lp) ≤ C (U) , ∀ p ∈ [1,∞) .(5.53)
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Then, from (5.52), (5.53), using an interpolation argument (see [20℄, Theorem
II.5.5), we get
∀ p ∈ [1,+∞) ∃ q > 2, such that ‖∇Yh,k‖Lp(Lq) ≤ C (U) .(5.54)
Therefore, applying Poinaré-Wirtinger inequality (A.15) in (5.54), we derive
‖Yh,k‖Lp(W 1,q) ≤ C (U) , ∀ p ∈ [1,+∞) , q > 2.
So, from the embedding W 1,q →֒ C
(
Ω¯
)
, whih holds in d = 2 if q > 2, we observe
that
‖Yh,k‖Lp(C(Ω¯)) ≤ C (U) , ∀ p ∈ [1,+∞) .
So, the result (5.51) holds.
Lemma 5.7. Let us assume that there exists a onstant C˜ independent of h, k,
suh that
(5.55) E (v0,h, y0,h) + ‖v0,h‖H1
0
+ ‖∆ˆhy0,h‖h ≤ C˜.
Then, for any xed U ∈ L2 (L2) and k suh that
k ≤ C1,
the solution Y ∈ PN+1h of (5.9), (5.10) satises:
sup
n=0,...,N
‖∆ˆhY
n‖h ≤ C (U) ,(5.56)
N∑
n=1
k‖dtY
n‖2h ≤ C (U) ,(5.57)
N∑
n=1
‖∆ˆhY
n − ∆ˆhY
n−1‖2h ≤ C (U) ,(5.58)
sup
n=0,...,N
‖Y n‖C(Ω¯) ≤ C (U) ,(5.59)
sup
n=0,...,N
‖Y n‖W 1,4 ≤ C (U) ,(5.60)
where the onstant C (U) depends just on ‖U‖L2(L2), data problem and onstant
parameters, but it is independent of h, k.
Proof. Setting η = dtY
n
in (5.10a), θ = ∆ˆhdtY
n
in (5.10) and using the denition
(A.36) of the disrete Laplaian , we an write
−γ
(
W n, ∆ˆhdtY
n
)
h
+ ‖dtY
n‖2h =
(
Y n−1,Vn−1 · ∇dtY
n
)
,(5.61) (
W n, ∆ˆhdtY
n
)
h
= −ε2
(
∆ˆhY
n, ∆ˆhdtY
n
)
h
−
(
Y n−1 − (Y n)3 , ∆ˆhdtY
n
)
h
.(5.62)
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Substituting (5.62) in (5.61) and rearranging we derive
ε2γ
(
∆ˆhY
n, ∆ˆhdtY
n
)
h
+ ‖dtY
n‖2h = R
n
1 +R
n
2 ,(5.63)
where, using integration by parts (in spae),
Rn1 =
(
Y n−1,Vn−1 · ∇dtY
n
)
= −
(
Y n−1 ·Vn−1 + Y n−1
[
∇ ·Vn−1
]
, dtY
n
)
,(5.64)
and
Rn2 = −γ
(
Y n−1 − (Y n)3 , ∆ˆhdtY
n
)
h
,(5.65)
for all n = 1, . . . , N . For any xed n, suh that 1 ≤ n ≤ N , we have
n∑
i=1
kRi2 = −γ
n∑
i=1
(
∆ˆhY
i − ∆ˆhY
i−1, Y i−1 −
(
Y i
)3)
h
= R21 +R22 +R23,(5.66)
where
R21 = −γ
n−1∑
i=1
k

∆ˆhY i, Y
i−1 − (Y i)
3
−
[
Y i − (Y i+1)
3
]
k


h
,
R22 = γ
(
∆ˆhY
0, Y 0 −
(
Y 1
)3)
h
,
R23 = −γ
(
∆ˆhY
n, Y n−1 − (Y n)3
)
h
,
Using the denition (A.36) of the disrete Laplaian and the Young's inequality
(A.13), we get
R23 = −γ
(
∆ˆhY
n, Y n−1
)
h
+ γ
(
∆ˆhY
n, (Y n)3
)
h
(5.67)
= γ
(
∇Y n,∇Y n−1
)
− γ
(
∇Y n,∇Ih (Y n)3
)
h
≤
γ
2
‖∇Y n‖2 +
γ
2
‖∇Y n−1‖2 − γ
(
∇Y n,∇Ih (Y n)3
)
h
.
From the denition (A.36) of the disrete Laplaian, Young's inequality (A.13),
the denition (A.27) of the interpolation operator Ih, the equivalene between the
h-norm and the L2-norm (A.30), the generalized Holder's inequality (A.14) and the
inequality (A.17), we an write
R22 = γ
(
∆ˆhY
0, Y 0
)
h
− γ
(
∆ˆhY
0,
(
Y 1
)3)
h
(5.68)
= −γ‖∇y0,h‖
2 +
γ
2
‖∆ˆhy0,h‖
2
h +
γ
2
‖Ih
(
Y 1
)3
‖2h
≤ −γ‖∇y0,h‖
2 +
γ
2
‖∆ˆhy0,h‖
2
h +
Cγ
2
‖
(
IhY 1
)3
‖2
≤ −γ‖∇y0,h‖
2 +
γ
2
‖∆ˆhy0,h‖
2
h +
Cγ
2
‖Y 1‖6L6
≤ −γ‖∇y0,h‖
2 +
γ
2
‖∆ˆhy0,h‖
2
h +
Cγ
2
‖Y 1‖6H0 .
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Furthermore,
R21 = γ
n−1∑
i=1
k
(
∆ˆhY
i, dtY
i +
(Y i)
3
− (Y i+1)
3
k
)
h
(5.69)
≤ γ
n−1∑
i=1
k‖∆ˆhY
i‖h
[
‖dtY
i‖h +
∥∥∥(Y i)3 − (Y i+1)3
k
∥∥∥
h
]
.
Noting that for all a, b ∈ R,
|a3 − b3| ≤
3
2
|a− b||a2 + b2|.
we derive ∥∥∥(Y i)3 − (Y i+1)3
k
∥∥∥
h
≤
3
2
‖dtY
i+1‖h‖
(
Y i
)2
+
(
Y i+1
)2
‖C(Ω¯).(5.70)
Therefore, using (5.70) and Young's inequality (A.13) in (5.69), we get
R21 ≤ γ
n−1∑
i=1
k‖∆ˆhY
i‖h
[
‖dtY
i‖h +
3
2
‖dtY
i+1‖h
(
‖Y i‖2
C(Ω¯) + ‖Y
i+1‖2
C(Ω¯)
)]
≤ 2σγ
n∑
i=1
k‖dtY
i‖2h + C (σ)
n−1∑
i=1
k‖∆ˆhY
i‖2h
(
1 + ‖Y i‖4
C(Ω¯) + ‖Y
i+1‖4
C(Ω¯)
)
.(5.71)
Thus, inserting (5.67), (5.68) and (5.71) in (5.66), we realize
n∑
i=1
k Ri2 ≤ −γ‖∇y0,h‖
2 − γ
(
∇Y n,∇Ih (Y n)3
)
h
(5.72)
+
γ
2
‖∇Y n‖2 +
γ
2
‖∇Y n−1‖2 +
γ
2
‖∆ˆhy0,h‖
2
h +
Cγ
2
‖Y 1‖6H0
+2σγ
n∑
i=1
k‖dtY
i‖2h + C (σ)
n−1∑
i=1
k‖∆ˆhY
i‖2h
(
1 + ‖Y i‖4
C(Ω¯) + ‖Y
i+1‖4
C(Ω¯)
)
.
ConerningRn1 in (5.64), using the generalized Holder's inequality (A.14), inequality
(A.17), Poinaré's inequality (A.16) and Young's inequality (A.13), we infer
n∑
i=1
k Ri1 ≤
n∑
i=1
k
[
‖Y i−1‖L4‖V
i−1‖L4‖dtY
i‖+ ‖Y i−1‖C(Ω¯)‖∇ ·V
i−1‖‖dtY
i‖
]
≤ C
n∑
i=1
k
[
‖Y i−1‖H0‖V
i−1‖H10‖dtY
i‖+ ‖Y i−1‖C(Ω¯)‖V
i−1‖H10‖dtY
i‖
]
≤
n∑
i=1
k
[
2σ‖dtY
i‖2 + C (σ) ‖Vi−1‖2
H10
(
‖Y i−1‖2H0 + ‖Y
i−1‖2
C(Ω¯)
)]
.(5.73)
By the embedding W 1,4 →֒ C
(
Ω¯
)
, the Poinaré-Wirtinger inequality (A.15) and
the disrete interpolation inequality (A.51), we realize
‖Y i−1‖2
C(Ω¯) ≤ C‖Y
i−1‖2W 1,4 ≤ ‖Y
i−1‖2L4 + ‖∇Y
i−1‖2L4(5.74)
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≤ C1‖Y
i−1‖2H0 + C2
[
‖∇Y i−1‖2 + ‖∆ˆhY
i−1‖2h
]
≤ C
[
‖Y i−1‖2H0 + ‖∆ˆhY
i−1‖2h
]
.
So, using (5.74) in (5.73), we have
n∑
i=1
k Ri1 ≤
n∑
i=1
k
[
2σ‖dtY
i‖2 + C (σ) ‖Vi−1‖2H1
0
(
‖Y i−1‖2H0 + ‖∆ˆhY
i−1‖2h
)]
.
(5.75)
Setting n = i in (5.63), summing over the index i = 1, . . . , n, with 1 ≤ n ≤ N and
taking into aount of (5.72) and (5.73), we get
ε2γ
2
‖∆ˆhY
n‖2h −
ε2γ
2
‖∆ˆhY
0‖2h +
ε2γ
2
n∑
i=1
k
[
‖∆ˆhY
i − ∆ˆhY
i−1‖2h + ‖dtY
n‖2h
]
≤ −γ‖∇y0,h‖
2 − γ
(
∇Y n,∇Ih
[
(Y n)3
])
h
+
γ
2
‖∇Y n‖2 +
γ
2
‖∇Y n−1‖2 +
γ
2
‖∆ˆhy0,h‖
2
h +
C1γ
2
‖Y 1‖6H0
+2σγ
n∑
i=1
k‖dtY
i‖2h + C2 (σ)
n−1∑
i=1
k‖∆ˆhY
i‖2h
(
1 + ‖Y i‖4
C(Ω¯)
+ ‖Y i+1‖4
C(Ω¯)
)
+
n∑
i=1
k
[
2σ‖dtY
i‖2 + C3 (σ) ‖V
i−1‖2
H10
(
‖Y i−1‖2H0 + ‖∆ˆhY
i−1‖2h
)]
.(5.76)
Rearranging and using
(
∇Y n,∇Ih
[
(Y n)3
])
h
≥ 0 (see [41℄, equality (4.3)), we an
write
ε2γ
2
‖∆ˆhY
n‖2h +
ε2γ
2
n∑
i=1
k
[
‖∆ˆhY
i − ∆ˆhY
i−1‖2h + ‖dtY
n‖2h
]
(5.77)
≤
γ
2
‖∇Y n‖2 +
γ
2
‖∇Y n−1‖2 +
C1γ
2
‖Y 1‖6H0 +
γ
2
(
ε2 + 1
)
‖∆ˆhy0,h‖
2
h
+2σ (γ + 1)
n∑
i=1
k‖dtY
i‖2h + C2 (σ)
n−1∑
i=1
k‖∆ˆhY
i‖2h
(
1 + ‖Y i‖4
C(Ω¯) + ‖Y
i+1‖4
C(Ω¯)
)
+C3 (σ)
n∑
i=1
k‖Vi−1‖2
H10
(
‖Y i−1‖2H0 + ‖∆ˆhY
i−1‖2h
)
,
for all 1 ≤ n ≤ N . Hene, with σ suh that
2σ (γ + 1) <
ε2γ
2
,
from (5.77) we derive
‖∆ˆhY
n‖2h +
n∑
i=1
k
[
‖∆ˆhY
i − ∆ˆhY
i−1‖2h + ‖dtY
n‖2h
]
(5.78)
≤ C1
[
‖∇Y n‖2 + ‖∇Y n−1‖2 + ‖Y 1‖6H0 + ‖∆ˆhy0,h‖
2
h
]
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+C2
n−1∑
i=1
k‖∆ˆhY
i‖2h
(
1 + ‖Y i‖4
C(Ω¯) + ‖Y
i+1‖4
C(Ω¯)
)
+C3
n∑
i=1
k‖Vi−1‖2H1
0
(
‖Y i−1‖2H0 + ‖∆ˆhY
i−1‖2h
)
,
for all 1 ≤ n ≤ N . Then, using the assumption (5.55), the statements (5.30), (5.32),
(5.51) established in the previous lemmas and applying the disrete Gronwall's
inequality (see for example [73℄, Lemma 1.4.2), we get the results (5.56)-(5.58).
Finally, as in (5.74), we derive
‖Y n‖C(Ω¯) ≤ C‖Y
n‖W 1,4 ≤ C
[
‖Y n‖H0 + ‖∆ˆhY
n‖h
]
.
for all 1 ≤ n ≤ N . So, (5.59) and (5.60) hold. The proof is omplete.
Lemma 5.8. Under the same hypothesis of Lemma 5.7, the solution W ∈ Y Nh of
(5.9), (5.10) is suh that
N∑
n=1
k ‖∆ˆhW
n‖2h ≤ C (U) ,(5.79)
N∑
n=1
k ‖∇W n‖2Lp ≤ C (U) , ∀ p ∈ [1,+∞) .(5.80)
where the onstant C (U) depends just on ‖U‖L2(L2), data problem and onstant
parameters, but it is independent of h, k.
Proof. Setting η = −∆ˆhW
n
in (5.10a), using the denition (A.36) of the disrete
Laplaian and integrating by parts in spae, we get
γ‖∆ˆhW
n‖2h(5.81)
=
(
dtY
n, ∆ˆhW
n
)
h
+
(
∇Y n−1 ·Vn−1, ∆ˆhW
n
)
+
(
Y n−1
[
∇ ·Vn−1
]
, ∆ˆhW
n
)
.
From (5.81), applying the generalized Holder's inequality (A.14) and the equiva-
lene between the h-norm and the L2-norm, we an write
γ‖∆ˆhW
n‖2h
=
[
‖dtY
n‖h + C
(
‖∇Y n−1‖L4‖V
n−1‖L4 + ‖Y
n−1‖C(Ω¯)‖∇ ·V
n−1‖
)]
‖∆ˆhW
n‖h,
whih implies, using Young's inequality (A.13), inequality (A.17), Poinaré's in-
equality and disrete interpolation inequality (A.51),
γ‖∆ˆhW
n‖2h ≤ 3σ‖∆ˆhW
n‖2h(5.82)
+C (σ)
[
‖dtY
n‖2h +
(
‖∆ˆhY
n−1‖2h + ‖∇Y
n−1‖2 + ‖Y n−1‖2
C(Ω¯)
)
‖Vn−1‖2
H10
]
.
Assuming
3σ < γ,
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in (5.82), rearranging the terms, multiplying by k and summing up over the index
n, we derive
N∑
n=1
k‖∆ˆhW
n‖2h
≤ C
N∑
n=1
k
[
‖dtY
n‖2h +
(
‖∆ˆhY
n−1‖2h + ‖∇Y
n−1‖2 + ‖Y n−1‖2
C(Ω¯)
)
‖Vn−1‖2H1
0
]
,
So, from the results (5.30), (5.32), (5.56), (5.57), (5.59) of the previous lemmas, we
realize that (5.79) holds. Finally, applying the inequality (A.39) to (5.79), we have
(5.80).
Lemma 5.9. Under the same hypothesis of Lemma 5.7, the solution W ∈ Y Nh of
(5.9), (5.10) is suh that, for all q ∈ [1,+∞) , p ∈ [1, 3),
sup
n=1,...,N
‖W n‖h ≤ C (U) ,(5.83)
N∑
n=1
k ‖W n‖2
C(Ω¯) ≤ C (U) ,(5.84)
N∑
n=1
k
[
‖∇W n‖4 + ‖∇W n‖2Lq + ‖∇W
n‖p
L3
]
≤ C (U) ,(5.85)
where the onstant C (U) depends just on ‖U‖L2(L2), data problem and onstant
parameters, but it is independent of h, k.
Proof. With θ = W n in (5.10), using the denition (A.36) of the disrete Lapla-
ian, we an write
‖W n‖2h = −ε
2
(
∆ˆhY
n,W n
)
h
−
(
Y n−1,W n
)
h
+
(
(Y n)3 ,W n
)
h
.(5.86)
By the generalized Holder's inequality (A.14), the equivalene between the h-norm
and the L2-norm, the denition (A.27) of the interpolation operator Ih, the in-
equality (A.17) and the Young's inequality (A.13), from (5.86), we derive
‖W n‖2h ≤ 3σ‖W
n‖h + C (σ)
[
‖∆ˆhY
n‖2h + ‖Y
n−1‖2H0 + ‖Y
n‖6H0
]
,
whih implies, with 3σ < 1,
‖W n‖2h ≤ C
[
‖∆ˆhY
n‖2h + ‖Y
n−1‖2H0 + ‖Y
n‖6H0
]
.(5.87)
Using in (5.87) the results (5.32) and (5.56) established in the previous lemmas, we
infer that (5.83) holds. From (5.34) and (5.83), we get
‖Wh,k‖L∞(L2) + ‖Wh,k‖L2(H1) ≤ C (U) ,
and subsequently, by an interpolation argument (see [41℄, pag. 3051),
‖Wh,k‖L4(L4) ≤ C (U) .(5.88)
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So, taking into aount of (5.80) with p = 4 and (5.88) above, we have
‖Wh,k‖L2(W 1,4) ≤ C (U) ,
whih implies, using the embedding W 1,4 →֒ C
(
Ω¯
)
, the result (5.84). From the
denition (A.36) of the disrete Laplaian, we infer
‖∇Wh,k‖
4
L4(L2) =
∫ T
0
‖∇Wh,k‖
4
L2 dt =
∫ T
0
∣∣ (∇Wh,k,∇Wh,k) ∣∣2 dt =
=−
∫ T
0
∣∣ (∆ˆhWh,k,Wh,k)
h
∣∣2 dt ≤ ∫ T
0
‖∆ˆhWh,k‖
2
h‖Wh,k‖
2
h dt.(5.89)
Using (5.79), (5.83) in (5.89) above, we realize
‖∇Wh,k‖L4(L2) ≤ C (U) .(5.90)
Thus, from (5.80) and (5.90), we an write
‖∇Wh,k‖L4(L2) + ‖∇Wh,k‖L2(Lq) ≤ C (U) ,(5.91)
for all q ∈ [1,∞). Then, applying interpolation (see [20℄, Theorem II.5.5) to (5.91),
we derive
‖∇Wh,k‖Lp(L3) ≤ C (U) ,(5.92)
for all p ∈ [1, 3). Using together (5.90) and (5.92), we get the result (5.85).
Lemma 5.10. Under the same hypothesis of Lemma 5.7, the solution W ∈ Y Nh of
(5.9), (5.10) is suh that
(5.93)
N−1∑
n=1
‖W n −W n+1‖2 ≤ C (U) ,
where the onstant C (U) depends just on ‖U‖L2(L2), data problem and onstant
parameters, but it is independent of h, k.
Proof. The disrete state equation (5.10) implies(
W n −W n+1, θ
)
h
− ε2
(
∇Y n −∇Y n+1,∇θ
)
(5.94)
+
(
Y n−1 − Y n, θ
)
h
−
(
(Y n)3 −
(
Y n+1
)3
, θ
)
h
= 0.
With θ = W n −W n+1 in (5.94) above, using the denition (A.36) of the disrete
Laplaian ∆ˆh, we have
‖W n −W n+1‖2 = En1 + E
n
2 + E
n
3 ,(5.95)
where
En1 = −ε
2
(
∆ˆhY
n − ∆ˆhY
n+1,W n −W n+1
)
,
5.2. Properties of the Disrete State Equations 129
En2 = −
(
Y n−1 − Y n,W n −W n+1
)
h
,
En3 =
(
(Y n)3 −
(
Y n+1
)3
,W n −W n+1
)
h
.
From the generalized Holder's inequality (A.14) and Young's inequality (A.13), we
an write
En1 ≤ ε
2‖∆ˆhY
n − ∆ˆhY
n+1‖h‖W
n −W n+1‖h
≤ σ‖W n −W n+1‖2 + C (σ) ‖∆ˆhY
n − ∆ˆhY
n+1‖2,
En2 ≤ ‖Y
n−1 − Y n‖h‖W
n −W n+1‖h
≤ σ‖W n −W n+1‖2h + C (σ) ‖Y
n−1 − Y n‖2h,
En3 ≤
∥∥ (Y n)3 − (Y n+1)3 ∥∥
h
‖W n −W n+1‖h
=
∥∥∥ (Y n − Y n+1) [(Y n)2 + Y nY n+1 + (Y n+1)2] ∥∥∥
h
‖W n −W n+1‖h
≤ C ‖Y n − Y n+1‖h
∥∥∥ (Y n)2 + Y nY n+1 + (Y n+1)2 ∥∥∥
C(Ω¯)
‖W n −W n+1‖h
≤ σ‖W n −W n+1‖2h
+ C (σ) ‖Y n − Y n+1‖2h
∥∥∥ (Y n)2 + Y nY n+1 + (Y n+1)2 ∥∥∥2
C(Ω¯)
≤ σ‖W n −W n+1‖2h
+ C (σ)
[
2‖Y n‖C(Ω¯) + ‖Y
n‖C(Ω¯)‖Y
n+1‖C(Ω¯) + 2‖Y
n+1‖C(Ω¯)
]2
‖Y n − Y n+1‖2h.
Then, inserting the above estimates for En1 , . . . , E
n
3 in (5.95), we derive
‖W n −W n+1‖2 ≤ 3σ‖W n −W n+1‖2+(5.96)
+C1 (σ) ‖∆ˆhY
n − ∆ˆhY
n+1‖2 + C2 (σ) ‖Y
n−1 − Y n‖2h
+C3 (σ)
[
2‖Y n‖C(Ω¯) + ‖Y
n‖C(Ω¯)‖Y
n+1‖C(Ω¯) + 2‖Y
n+1‖C(Ω¯)
]2
‖Y n − Y n+1‖2h,
whih implies, with σ small enough,
‖W n −W n+1‖2 ≤ C1‖∆ˆhY
n − ∆ˆhY
n+1‖2 + C2‖Y
n−1 − Y n‖2h(5.97)
+C3
[
2‖Y n‖C(Ω¯) + ‖Y
n‖C(Ω¯)‖Y
n+1‖C(Ω¯) + 2‖Y
n+1‖C(Ω¯)
]2
‖Y n − Y n+1‖2h.
Summing up over n = 1, . . . , N − 1 in (5.97), we infer
N−1∑
n=1
‖W n −W n+1‖2 ≤ C1
N−1∑
n=1
‖∆ˆhY
n − ∆ˆhY
n+1‖2 + C2
N−1∑
n=1
‖Y n−1 − Y n‖2h
+C3
N−1∑
n=1
[
2‖Y n‖C(Ω¯) + ‖Y
n‖C(Ω¯)‖Y
n+1‖C(Ω¯) + 2‖Y
n+1‖C(Ω¯)
]2
‖Y n − Y n+1‖2h.
Hene, using the results (5.33), (5.58), (5.59) established in the previous lemmas,
we realize that (5.93) holds.
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Lemma 5.11. Let us assume that there exists a onstant C˜ independent of h, k,
suh that
(5.98) E (v0,h, y0,h) + ‖v0,h‖H10 + ‖∆ˆhy0,h‖h + ‖∆˜hv0,h‖ ≤ C˜.
Then, for any xed U ∈ L2 (L2) and k suh that
k ≤ C1,
the solution V ∈ VN+1h of (5.9), (5.10) satises:
sup
n=0,...,N
‖Vn‖H10 ≤ C (U) ,(5.99)
N∑
n=1
‖Vn −Vn−1‖2H1
0
≤ C (U) ,(5.100)
N∑
n=1
k ‖dtV
n‖2 ≤ C (U) ,(5.101)
N∑
n=1
k ‖∆˜hV
n‖2 ≤ C (U) ,(5.102)
where the onstant C (U) depends just on ‖U‖L2(L2), data problem and onstant
parameters, but it is independent of h, k.
Proof. With ψ = kdtV
n
in (5.9a), (5.9), we have
k‖dtV
n‖2 + kν (∇Vn,∇dtV
n) = An1 + A
n
2 + A
n
3 ,(5.103)
where
An1 = −kB
(
Vn−1,Vn, dtV
n
)
,
An2 = −kρ
(
Y n−1,∇W n · dtV
n
)
,
An3 = k (U
n, dtV
n) .
From the denition (5.7) of the trilinear form B (·, ·, ·) and performing integration
by parts in spae, we get
An1 =
k
2
([
Vn−1 · ∇
]
Vn, dtV
n
)
−
k
2
([
Vn−1 · ∇
]
dtV
n,Vn
)
=(5.104)
= k
([
Vn−1 · ∇
]
Vn, dtV
n
)
+
k
2
([
∇ ·Vn−1
]
dtV
n,Vn
)
.
Using in (5.104) generalized Holder's inequality (A.14), Young's inequality (A.13),
Poinaré's inequality (A.16), inequality (A.18) and the disrete interpolation in-
equality (A.54), we an write
An1 ≤ k‖V
n−1‖L4‖∇V
n−1‖L4‖dtV
n‖+
k
2
‖∇ ·Vn−1‖L4‖dtV
n‖‖Vn‖L4
≤ 2kσ‖dtV
n‖2 + k C (σ)
[
‖∇Vn‖2L4‖V
n−1‖2L4 + ‖∇V
n−1‖2L4‖V
n‖2L4
]
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≤ 2kσ‖dtV
n‖2 + k C (σ) ‖∇Vn−1‖‖∇Vn‖
[
‖Vn−1‖‖∆˜hV
n‖+ ‖Vn‖‖∆˜hV
n−1‖
]
,
whih implies, still applying Young's inequality (A.13), with µ = σ,
An1 ≤ 2kσ‖dtV
n‖2 + kµ
[
‖∆˜hV
n−1‖2 + ‖∆˜hV
n‖2
]
(5.105)
+k C (σ, µ)
[
‖Vn−1‖2 + ‖Vn‖2
]
‖∇Vn−1‖2‖∇Vn‖2.
In the same way, we derive
An2 ≤ kρ‖Y
n−1‖C(Ω¯)‖∇W
n‖‖dtV
n‖(5.106)
≤ kσ‖dtV
n‖2 + kC (σ) ‖Y n−1‖2
C(Ω¯)‖∇W
n‖2
and
An3 ≤ kσ‖dtV
n‖2 + kC (σ) ‖Un‖2.(5.107)
Using (5.105)-(5.107) in (5.103)-, we infer
k‖dtV
n‖2 + kν (∇Vn,∇dtV
n)(5.108)
≤ 4kσ‖dtV
n‖2 + kµ
[
‖∆˜hV
n−1‖2 + ‖∆˜hV
n‖2
]
+k C1 (σ, µ)
[
‖Vn−1‖2 + ‖Vn‖2
]
‖∇Vn−1‖2‖∇Vn‖2
+k C2 (σ) ‖Y
n−1‖2
C(Ω¯)‖∇W
n‖2 + k C3 (σ) ‖U
n‖2.
Setting n = i in (5.108), summing up over the index i = 1, . . . , n, with 1 ≤ n ≤ N
and rearranging, we realize
ν
2
‖∇Vn‖2 +
n∑
i=1
[
k‖dtV
i‖2 +
ν
2
‖∇Vi −∇Vi−1‖2
]
(5.109)
≤
ν
2
‖∇V0‖2 + 4σ
n∑
i=1
k‖dtV
i‖2 + µ
n∑
i=1
k
[
‖∆˜hV
i−1‖2 + ‖∆˜hV
i‖2
]
+C1 (σ, µ)
n∑
i=1
k
[
‖Vi−1‖2 + ‖Vi‖2
]
‖∇Vi−1‖2‖∇Vi‖2
+C2 (σ)
n∑
i=1
k
[
‖Y i−1‖2
C(Ω¯)
‖∇W i‖2 + ‖Ui‖2
]
.
Noting that there exists a onstant C suh that
(5.110)
n∑
i=1
k‖∆˜hV
i−1‖2 ≤ C‖∆˜hV
0‖2 +
n∑
i=1
k‖∆˜hV
i‖2,
from (5.109) we have
ν
2
‖∇Vn‖2 +
n∑
i=1
[
k‖dtV
i‖2 +
ν
2
‖∇Vi −∇Vi−1‖2
]
(5.111)
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≤
ν
2
‖∇v0,h‖
2 + µC‖∆˜hv0,h‖
2 + 4σ
n∑
i=1
k‖dtV
i‖2 + 2µ
n∑
i=1
k‖∆˜hV
i‖2
+C1 (σ, µ)
n∑
i=1
k
[
‖Vi−1‖2 + ‖Vi‖2
]
‖∇Vi−1‖2‖∇Vi‖2
+C2 (σ)
n∑
i=1
k
[
‖Y i−1‖2
C(Ω¯)‖∇W
i‖2 + ‖Ui‖2
]
.
for all n = 1, . . . , N . With ψ = kAhVn in (5.9a), (5.9), where Ah is the disrete
Stokes operator dened in (A.40), we get
kν
(
∇Vn,∇AhVn
)
= Dn1 +D
n
2 +D
n
3 +D
n
4 ,(5.112)
where
Dn1 = −k
(
dtV
n,AhVn
)
,
Dn2 = −kB
(
Vn−1,Vn,AhVn
)
,
Dn3 = −kρ
(
Y n−1,∇W n ·AhVn
)
,
Dn4 = k
(
Un,AhVn
)
.
Using the denition (A.40) of the disrete Stokes operator, we note that the left
hand side of (5.112) reads
kν
(
∇Vn,∇AhVn
)
= kν
(
∇Vn,∇
[
−Th∆˜hV
n
])
= kν
(
∆˜hV
n,Th∆˜hV
n
)
= kν
(
Th∆˜hV
n,Th∆˜hV
n
)
= ‖Th∆˜hV
n‖2 = ‖AhVn‖2.(5.113)
Furthermore (see [6℄), there exists a onstant C suh that
C‖∆˜hV
n‖ ≤ ‖AhVn‖ ≤ ‖∆˜hV
n‖(5.114)
Hene, taking into aount of (5.113) and (5.114) in (5.112), we an write
k ν C‖∆˜hV
n‖2 ≤ Dn1 +D
n
2 +D
n
3 +D
n
4 .(5.115)
Using Young's inequality (A.13), (5.114) above, integration by parts in spae, gen-
eralized Holder's inequality (A.14), Poinaré's inequality (A.16), inequality (A.18)
and disrete interpolation inequality (A.54), we derive
Dn1 ≤ kσ‖∆˜hV
n‖+ k C (σ) ‖dtV
n‖2,
Dn2 = −k
([
Vn−1 · ∇
]
Vn,AhVn
)
−
k
2
([
∇ ·Vn−1
]
Vn,AhVn
)
≤ k‖Vn−1‖L4‖∇V
n‖L4‖∆˜hV
n‖+
kC
2
‖∇Vn−1‖L4‖V
n‖L4‖∆˜hV
n‖,
≤ 2kσ‖∆˜hV
n‖2 + k C (σ)
[
‖Vn−1‖2L4‖∇V
n‖2L4 + ‖V
n‖2L4‖∇V
n−1‖2L4
]
≤ 2kσ‖∆˜hV
n‖2 + k C (σ)
[
‖Vn−1‖‖∇Vn−1‖‖∇Vn‖‖∆˜hV
n‖
]
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+ k C (σ)
[
‖Vn‖‖∇Vn‖‖∇Vn−1‖‖∆˜hV
n−1‖
]
≤ 3kσ‖∆˜hV
n‖2 + kσ‖∆˜hV
n−1‖
+ k C (σ)
[
‖Vn−1‖2 + ‖Vn‖2
]
‖∇Vn−1‖2‖∇Vn‖2,
Dn3 ≤ kρ‖Y
n−1‖C(Ω¯)‖∇W
n‖‖∆˜hV
n‖
≤ kσ‖∆˜hV
n‖2 + kC (σ) ‖Y n−1‖2
C(Ω¯)
‖∇W n‖2,
Dn4 ≤ kσ‖∆˜hV
n‖2 + kC (σ) ‖Un‖2.
Hene, inserting the estimates for Dn1 , . . . , D
n
4 in (5.115), we infer
k ν C‖∆˜hV
n‖2(5.116)
≤ 6kσ‖∆˜hV
n‖2 + kσ‖∆˜hV
n−1‖+ k C1 (σ) ‖dtV
n‖2
+k C2 (σ)
[
‖Vn−1‖2 + ‖Vn‖2
]
‖∇Vn−1‖2‖∇Vn‖2
+k C3 (σ) ‖Y
n−1‖2
C(Ω¯)‖∇W
n‖2 + k C4 (σ) ‖U
n‖2.
Setting n = i in (5.116), summing up over the index i = 1, . . . , n, with 1 ≤ n ≤ N
and rearranging, we realize
ν C
n∑
i=1
k‖∆˜hV
i‖2 ≤(5.117)
≤ σC1‖∆˜hv0,h‖
2 + 7σ
n∑
i=1
k‖∆˜hV
i‖2+
+C2 (σ)
n∑
i=1
k
[
‖Y i−1‖2
C(Ω¯)
‖∇W i‖2 + ‖Ui‖2
]
+
+C3 (σ)
n∑
i=1
k
[
‖dtV
i‖2 +
(
‖Vi−1‖2 + ‖Vi‖2
)
‖∇Vi−1‖2‖∇Vi‖2
]
,
whih implies, with σ small enough,
n∑
i=1
k‖∆˜hV
i‖2 ≤(5.118)
≤ C1‖∆˜hv0,h‖
2 + C2
n∑
i=1
k
[
‖Y i−1‖2
C(Ω¯)‖∇W
i‖2 + ‖Ui‖2
]
+
+C3
n∑
i=1
k
[
‖dtV
i‖2 +
(
‖Vi−1‖2 + ‖Vi‖2
)
‖∇Vi−1‖2‖∇Vi‖2
]
,
for all n = 1, . . . , N . Inserting (5.118) in (5.111) and rearranging, we have
ν
2
‖∇Vn‖2 +
n∑
i=1
[
k‖dtV
i‖2 +
ν
2
‖∇Vi −∇Vi−1‖2
]
≤(5.119)
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≤
ν
2
‖∇v0,h‖
2 + µC1‖∆˜hv0,h‖
2 + (σ + µ)C2
n∑
i=1
k‖dtV
i‖2
+ (1 + µ)C3 (σ, µ)
n∑
i=1
k
[
‖Vi−1‖2 + ‖Vi‖2
]
‖∇Vi−1‖2‖∇Vi‖2
+ (1 + µ)C4 (σ)
n∑
i=1
k
[
‖Y i−1‖2
C(Ω¯)‖∇W
i‖2 + ‖Ui‖2
]
.
Hene, assuming in (5.119) σ, µ small enough, we get
ν
2
‖∇Vn‖2 +
n∑
i=1
[
k‖dtV
i‖2 +
ν
2
‖∇Vi −∇Vi−1‖2
]
(5.120)
≤
ν
2
‖∇v0,h‖
2 + C1‖∆˜hv0,h‖
2 + C2
n∑
i=1
k
[
‖Y i−1‖2
C(Ω¯)‖∇W
i‖2 + ‖Ui‖2
]
+C3
n∑
i=1
k
[
‖Vi−1‖2 + ‖Vi‖2
]
‖∇Vi−1‖2‖∇Vi‖2.
So, using the assumption (5.98), the results (5.29), (5.30), (5.34) (5.59) established
in the previous lemmas and the disrete Gronwall's inequality (see for example
[73℄, Lemma 1.4.2), we onlude that (5.99)-(5.101) hold. Finally, from (5.118), we
derive that (5.102) holds.
Corollary 5.12. Under the same hypothesis of Lemma 5.11, the solution V ∈
VN+1h of (5.9), (5.10) is suh that
(5.121)
N∑
n=0
k‖Vi‖2
C(Ω¯) ≤ C (U) ,
where the onstant C (U) depends just on ‖U‖L2(L2), data problem and onstant
parameters, but it is independent of h, k.
Proof. Using Young's inequality (A.13), Poinaré's inequality (A.16), inequalities
(A.17), (A.54) and the embedding W1,4 →֒ C
(
Ω¯
)
we have,
n∑
i=0
k‖Vi‖2
C(Ω¯) ≤ C
n∑
i=0
k
[
‖Vi‖2L4 + ‖∇V
i‖2L4
]
≤
≤ C
n∑
i=0
k
[
‖Vi‖2
H10
+ ‖∇Vi‖‖∆˜hV
i‖
]
≤
≤ C
n∑
i=0
k
[
‖Vi‖2
H10
+ ‖∆˜hV
i‖2
]
.
Hene, by the results (5.30), (5.102) established the previous lemmas, we get
(5.121).
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5.3. Well-Posedness of the Disrete Optimal
Control Problem
Problem 5.1 has the form of an abstrat optimal ontrol problem where the ost
funtional Jh,k : Xh,k × (L2)
N
→ R dened in (5.4) is ontinuous, onvex and
bounded from below, i.e. weakly lower semiontinuous. Then, it is easy to get the
following result.
Theorem 5.13 (existene of minimizers). The disrete optimal ontrol problem
(5.1) admits a solution.
Proof. The proof is analogous to the one of Theorem 2.5 in Chapter 2.
5.4. Optimality Conditions for the Disrete
Optimal Control Problem
In the following, we show that the regularized Problem 5.1 satises the onditions
needed to apply the standard theory of mathematial programming in Banah
spaes (see Assumptions 1.47 in [58℄). Then, we derive the rst order optimality
onditions (see Theorem 1.48 and Corollary 1.3 in [58℄).
We need to verify that the disrete optimal ontrol Problem 5.1 is suh that
• the ost funtional Jh,k : Xh,k × L2 (L2)→ R is ontinuously dierentiable;
• the map eh,k : Xh,k×L2 (L2)→ Xh,k dened in (5.6) is ontinuously differen-
tiable;
• the map
∂eδ,h,k
∂X
(sh,k (U) ,U) has an inverse, where sh,k : L
2 (L2)→ Xh,k is the
solution operator dened in (5.12).
It is straightforward to realize that two onditions above are veried. So, we skip
the orresponding proofs. In the following Theorem 5.14, we prove that also the
last ondition holds.
Theorem 5.14. For any xed h, k and U ∈ L2 (L2), the operator
∂eh,k
∂X
(sh,k (U) ,U) ∈ L (Xh,k,Xh,k)
is invertible.
Proof. We need to prove that for all Z ∈ Xh,k there exists a unique dX ∈ Xh,k
suh that
(5.122)
∂eh,k
∂X
(sh,k (U) ,U)dX = Z .
Equation (5.122) is equivalent to demonstrate that, given (ZV, ZP , ZY , ZW ) ∈
VN+1h × P
N
h × P
N+1
h × Y
N
h and (V,P,Y ,W) ∈ V
N+1
h × P
N
h × P
N+1
h × Y
N
h solu-
tion of the state equations (5.9)-(5.10), the following system of equations(
dnV − d
n−1
V ,ψ
)
+ kν (∇dnV,∇ψ)− k (d
n
P ,∇ ·ψ)(5.123)
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+kB
(
dn−1V ,V
n,ψ
)
+ kB
(
Vn−1,dnV,ψ
)
+ kρ
(
dn−1Y ,∇W
n ·ψ
)
+ kρ
(
Y n−1,∇dnW ·ψ
)
= (ZnV,ψ) ,
d0V = Z
0
V,(5.124)
(∇ · dnV, φ) = (Z
n
P , φ) ,(5.125) (
dnY − d
n−1
Y , η
)
h
+ kγ (∇dnW ,∇η)(5.126)
−k
(
dn−1Y V
n−1 + Y n−1dn−1V ,∇η
)
= (ZnY , η)h ,
d0Y = Z
0
Y ,(5.127) (
dnW + d
n−1
Y , θ
)
h
− ε2 (∇dnY ,∇θ)−
(
3 (Y n)2 dnY , θ
)
h
= (ZnW , θ)h ,(5.128)
with n = 1, . . . , N , has a unique solution (dV, dP , dY , dW ) ∈ V
N+1
h ×P
N
h ×P
N+1
h ×
Y Nh . At eah time level n, we an show the existene and the uniqueness of the
solution for (5.126), (5.127), (5.128) using exatly the proedure performed in the
proof of Theorem 3.10. The only dierene is that, in this ase, the elements of the
matrix E are the following
Eij =
(
3 (Y n)3 ηj, ηi
)
h
+ ε2 Ai,j ,
Finally, given dnW ∈ Yh, using standard arguments, we an laim that (5.123),
(5.124), (5.125) have a unique solution (dnV, d
n
P ) ∈ Vh × Ph.
The ontinuous dierentiability of the maps Jh,k : Xh,k × L
2 (L2) → R, eh,k :
Xh,k × L2 (L2) → Xh,k and Theorem 5.14 guarantee that all the solutions of the
optimal ontrol Problem 5.1 an be derived solving a set of rst order optimality
onditions (see Theorem 1.48 and Corollary 1.3 in [58℄). In order to get these
equations, for any xed h, k, we dene the disrete Lagrange funtional Lh,k :
Xh,k × L2 (L2)×Xh,k → R,
(5.129) Lh,k (X ,U ,Q) = Jh,k (X ,U) + 〈Q, eh,k (X ,U)〉X∗
h,k
,Xh,k ,
where
Q = (QV ,QP ,QY ,QW) ∈ Xh,k.
The rst order optimality onditions of the disrete optimal ontrol Problem 5.1
orrespond to nd (X ,U ,Q) ∈ Xh,k × L
2 (L2)×Xh,k suh that
∂Lh,k
∂Q
(X ,U ,Q) = 0,(5.130)
∂Lh,k
∂X
(X ,U ,Q) = 0,(5.131)
∂Lh,k
∂U
(X ,U ,Q) = 0.(5.132)
Equation (5.130) orresponds to the disrete state equations eh,k (X ,U) = 0 of
Problem 5.1, (5.131) are the disrete adjoint equations and (5.132) is another opti-
mality relation.
In the next Lemma 5.15, we prove that given a solution X = sh,k (U) of the dis-
rete state equations (5.130), the disrete adjoint equations (5.131) have a unique
solution Q ∈ Xh,k.
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Lemma 5.15. Let h, k,U ∈ L2 (L2) and X = sh,k (U) ∈ Xh,k be given. Then, the
disrete adjoint equations (5.131) have a unique solution Q ∈ Xh,k.
Proof. As a onsequene of Theorem 5.14 above, we have
[
∂eh,k
∂X
(sh,k (U) ,U)
]−1
∈ L (Xh,k,Xh,k) .
So, the proof is analogous to the one of Lemma 2.8 in Chapter 2.
In the following Corollary 5.16, we derive the expliit form of the optimality
onditions (5.130)-(5.132) in terms of the state and the adjoint variables
(V,P,Y ,W) = X ,
(QV ,QP ,QY ,QW) = Q.
Corollary 5.16 (optimality onditions). The rst order optimality onditions
(5.130)-(5.132) of the disrete optimal ontrol Problem 5.1 read as follows. For all
n = 1, . . . , N :
(dtV
n,ψ) + ν (∇Vn,∇ψ) +B
(
Vn−1,Vn,ψ
)
− (P n,∇ ·ψ)(5.133a)
+ρ
(
Y n−1,∇W n ·ψ
)
− (Un,ψ) = 0,
V0 = v0,h,(5.133b)
(∇ ·Vn, φ) = 0,(5.133)
(dtY
n, η)h + γ (∇W
n,∇η)−
(
Y n−1Vn−1,∇η
)
= 0,(5.133d)
Y 0 = y0,h,(5.133e)
(W n, θ)h − ε
2 (∇Y n,∇θ) +
(
Y n−1, θ
)
h
−
(
(Y n)3 , θ
)
h
= 0,(5.133f)
for all ψ ∈ Vh, φ ∈ Ph, η, θ ∈ Yh,
− (dtQ
n
V,ψ) + ν
(
∇Qn−1V ,∇ψ
)
+
(
Qn−1P ,∇ ·ψ
)
(5.134a)
+B
(
ψ,Vn+1,QnV
)
+B
(
Vn−1,ψ,Qn−1V
)
− (Y n,∇QnY ·ψ) = 0,
QNV = 0,(5.134b) (
∇ ·Qn−1V , φ
)
= 0,(5.134)
− (dtQ
n
Y , η)h − ε
2
(
∇Qn−1W ,∇η
)
+ (QnW , η)h − (∇Q
n
Y ·V
n, η)(5.134d)
+ρ
(
∇W n+1 ·QnV, η
)
−
(
3 (Y n)2Qn−1W , η
)
h
+
(
Y n − ynd,h, η
)
= 0,
QNY = 0,(5.134e)
QNW = 0,(5.134f) (
Qn−1W , θ
)
h
+ γ
(
∇Qn−1Y ,∇θ
)
+ ρ
(
Y n−1,Qn−1V · ∇θ
)
= 0.(5.134g)
for all ψ ∈ Vh, φ ∈ Ph, η ∈ Ph, θ ∈ Yh,
(5.135) αUn −Qn−1V = 0.
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Proof. Equations (5.133b)-(5.133e) and (5.134) an be derived by diret alulation
from, respetively, (5.130) and (5.131). The optimality relation (3.71) implies
N∑
i=1
∫ tn
tn−1
(
αU −Qn−1V ,ϕ
)
dt = 0,
for all ϕ ∈ L2 (L2). Then, we have U ∈ VNh ,
U (t) = Un ∈ Vh, ∀t ∈ (tn−1, tn) ,
and also (5.135) and (5.133a).
Remark 5.17. From (5.134g), we realize that QnW ∈ Ph, for all n = 0, . . . , N − 1.
Later in the doument, we prove that the solutions of the disrete optimality on-
ditions (5.133)-(5.135) above, onverge to the solution of the ontinuous optimality
onditions (4.22)-(4.24) of Problem 4.1 as the disretization parameter go to zero.
In order to do that, in the following lemmas, we derive (h, k)-independent stability
estimates for the adjoint variables (QV ,QP ,QY ,QW) ∈ V
N+1
h ×P
N
h ×P
N+1
h ×Y
N
h .
Theorem 5.18. Let us assume there exists a onstant C˜ independent of h, k, suh
that
E (v0,h, y0,h) + ‖v0,h‖H10 + ‖∆ˆhy0,h‖h + ‖∆˜hv0,h‖+
N∑
n=1
k‖ynd,h‖
2 ≤ C˜.
Then, there exist a time step kmax suh that for all k ≤ kmax, if (X ,U ,Q) ∈
Xh,k × L2 (L2)×Xh,k is a solution of the optimality onditions (5.133)-(5.135),
sup
n=1,...,N
‖Qn−1V ‖H10 ≤ C (U) ,(5.136)
N∑
n=1
k‖dtQ
n
V‖
2 ≤ C (U) ,(5.137)
N∑
n=1
‖Qn−1V −Q
n
V‖
2
H10
≤ C (U) ,(5.138)
∥∥∥ N∑
n=1
k Qn−1P
∥∥∥ ≤ C (U) ,(5.139)
sup
n=1,...,N
‖Qn−1Y ‖H0 ≤ C (U) ,(5.140)
N∑
n=1
‖Qn−1Y −Q
n
Y ‖
2
H0
≤ C (U) ,(5.141)
N∑
n=1
k ‖∆ˆhQ
n−1
Y ‖
2 ≤ C (U) ,(5.142)
N∑
n=1
k ‖Qn−1W ‖
2
H0
≤ C (U) .(5.143)
where the onstant C (U) depends just on ‖U‖L2(L2), data problem and onstant
parameters, but it is independent of h, k.
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Proof. We divide the proof in several steps.
i) With ψ = k Qn−1V in (5.134a), (5.134), we have
−k
(
dtQ
n
V,Q
n−1
V
)
+ kν‖∇Qn−1V ‖
2 = F n−11 + F
n−1
2 ,(5.144)
where
F n−11 = −kB
(
Qn−1V ,V
n+1,QnV
)
,
F n−12 = k
(
Y n∇QnY ,Q
n−1
V
)
.
Using integration by parts in spae, the generalized Holder's inequality (A.14),
Poinaré's inequality (A.16) and the inequalities (A.17), (A.18), we get
F n1 = −k
([
Qn−1V · ∇
]
Vn+1,QnV
)
−
k
2
([
∇ ·Qn−1V
]
QnV,V
n+1
)
≤ k‖Qn−1V ‖L4‖∇V
n+1‖‖QnV‖L4 +
k
2
‖∇Qn−1V ‖‖Q
n
V‖L4‖V
n+1‖L4
≤ Ck‖∇Qn−1V ‖‖∇V
n+1‖‖QnV‖L4
≤ kσ‖∇Qn−1V ‖
2 + k C (σ) ‖∇Vn+1‖2‖QnV‖
2
L4
≤ kσ‖∇Qn−1V ‖
2 + k C (σ) ‖∇Vn+1‖2‖QnV‖‖∇Q
n
V‖
≤ kσ‖∇Qn−1V ‖
2 + kσ‖∇QnV‖
2 + k C (σ) ‖∇Vn+1‖4‖QnV‖
2,
F n2 ≤ k‖Y
n‖C(Ω¯)‖∇Q
n
Y ‖‖Q
n−1
V ‖ ≤ kC‖Y
n‖C(Ω¯)‖∇Q
n
Y ‖‖∇Q
n−1
V ‖
≤ kσ‖∇Qn−1V ‖
2 + kC (σ) ‖Y n‖2
C(Ω¯)‖∇Q
n
Y ‖
2.
Inserting the above estimates of F n−11 , F
n−1
2 in (5.144), we an write
−k
(
dtQ
n
V,Q
n−1
V
)
+ kν‖∇Qn−1V ‖ ≤ 2kσ‖∇Q
n−1
V ‖
2
(5.145)
+kσ‖∇QnV‖
2 + k C1 (σ) ‖∇V
n+1‖4‖QnV‖
2 + kC2 (σ) ‖Y
n‖2
C(Ω¯)‖∇Q
n
Y ‖
2.
Setting n = i in (5.145), summing up over the index i = N, . . . , n, with 1 ≤ n ≤ N
and rearranging, we derive
1
2
‖Qn−1V ‖
2 +
N∑
i=n
[
1
2
‖Qi−1V −Q
i
V‖
2 + kν‖∇Qi−1V ‖
2
]
≤(5.146)
≤
N∑
i=n
k
[
3σ‖∇Qi−1V ‖
2 + C1 (σ) ‖∇V
i+1‖4‖QiV‖
2 + C2 (σ) ‖Y
i‖2
C(Ω¯)‖∇Q
i
Y ‖
2
]
.
whih implies, with σ small enough,
‖Qn−1V ‖
2 +
N∑
i=n
[
‖Qi−1V −Q
i
V‖
2 + k‖∇Qi−1V ‖
2
]
(5.147)
≤ C
N∑
i=n
k
[
‖∇Vi+1‖4‖QiV‖
2 + ‖Y i‖2
C(Ω¯)‖∇Q
i
Y ‖
2
]
,
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for all n = 1, . . . , N .
ii) With θ = ∆ˆhQ
n−1
Y in (5.134g), using the denition (A.36) of the disrete Lapla-
ian, we infer
‖∆ˆhQ
n−1
Y ‖
2
h = G
n−1
1 +G
n−1
2 ,(5.148)
where
Gn−11 = −
1
γ
(
∇Qn−1W ,∇Q
n−1
Y
)
,
Gn−12 =
ρ
γ
(
Y n−1,Qn−1V · ∇∆ˆhQ
n−1
Y
)
.
From the generalized Holder's inequality (A.14), Young's inequality (A.13), inte-
gration by parts in spae, Poinaré's inequality (A.16) and inequality (A.17), we
realize
Gn−11 ≤ σ‖∇Q
n−1
W ‖
2 + C1 (σ) ‖∇Q
n−1
Y ‖
2,
Gn−12 = −
ρ
γ
(
∇Y n−1 ·Qn−1V , ∆ˆhQ
n−1
Y
)
−
ρ
γ
(
∇ ·Qn−1V , Y
n−1∆ˆhQ
n−1
Y
)
≤
ρ
γ
‖∇Y n−1‖L4‖Q
n−1
V ‖L4‖∆ˆhQ
n−1
Y ‖h +
ρ
γ
‖∇ ·Qn−1V ‖‖Y
n−1‖C(Ω¯)‖∆ˆhQ
n−1
Y ‖h
≤ 2σ‖∆ˆhQ
n−1
Y ‖
2
h + C1 (σ)
[
‖∇Y n−1‖2L4 + ‖Y
n−1‖2
C(Ω¯)
]
‖∇Qn−1V ‖
2.
Hene, inserting the above estimates of Gn−11 , G
n−1
2 in (5.148), we have
‖∆ˆhQ
n−1
Y ‖
2
h ≤ 2σ‖∆ˆhQ
n−1
Y ‖
2
h + σ‖∇Q
n−1
W ‖
2
(5.149)
+C (σ)
[(
‖∇Y n−1‖2L4 + ‖Y
n−1‖2
C(Ω¯)
)
‖∇Qn−1V ‖
2 + ‖∇Qn−1Y ‖
2
]
.
whih implies, with σ small enough,
‖∆ˆhQ
n−1
Y ‖
2
h(5.150)
≤ C
[
‖∇Qn−1W ‖
2 +
(
‖∇Y n−1‖2L4 + ‖Y
n−1‖2
C(Ω¯)
)
‖∇Qn−1V ‖
2 + ‖∇Qn−1Y ‖
2
]
.
Setting in (5.149) n = i, multiplying by k and summing up over i = n, . . . , N , with
1 ≤ n ≤ N , we get
N∑
i=n
k‖∆ˆhQ
i−1
Y ‖
2
h(5.151)
+C
N∑
i=n
k
[(
‖∇Y i−1‖2L4 + ‖Y
i−1‖2
C(Ω¯)
)
‖∇Qi−1V ‖
2 + ‖∇Qi−1Y ‖
2 + ‖∇Qi−1W ‖
2
]
,
for all n = 1, . . . , N .
iii) Setting η = QnW , θ = −kdtQ
n
Y in (5.134d), (5.134g), we an write
−k (dtQ
n
Y , Q
n
W )h − kε
2‖∇Qn−1W ‖
2 + k
(
QnW , Q
n−1
W
)
h
− k
(
∇QnY ·V
n, Qn−1W
)(5.152)
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+kρ
(
∇W n+1 ·QnV, Q
n−1
W
)
− k
(
3 (Y n)2 ,
(
Qn−1W
)2)
h
+ k
(
Y n − ynd,h, Q
n−1
W
)
= 0,
−k
(
Qn−1W , dtQ
n
Y
)
h
= kγ
(
∇Qn−1Y ,∇dtQ
n
Y
)
+ kρ
(
Y n−1,Qn−1V · ∇dtQ
n
Y
)
.
(5.153)
Substituting (5.153) in (5.152) and rearranging, we derive
− kγ
(
∇Qn−1Y ,∇dtQ
n
Y
)
+ kε2‖∇Qn−1W ‖
2 + k
(
3 (Y n)2Qn−1W , Q
n−1
W
)
h
(5.154)
= Hn−11 + . . .+H
n−1
5 ,
where
Hn−11 = −k
(
∇QnY ·V
n, Qn−1W
)
,
Hn−12 = kρ
(
∇W n+1 ·QnV, Q
n−1
W
)
,
Hn−13 = k
(
Y n − ynd,h, Q
n−1
W
)
,
Hn−14 = k
(
QnW , Q
n−1
W
)
h
,
Hn−15 = kρ
(
Y n−1,Qn−1V · ∇dtQ
n
Y
)
.
In addition, from (5.134g), we note that
Hn−14 = k
(
QnW , Q
n−1
W
)
h
= −kγ
(
∇QnY ,∇Q
n−1
W
)
− kρ
(
Y n,QnV · ∇Q
n−1
W
)
.
Using the generalized Holder's inequality (A.14), the Poinaré's-Wirtinger inequal-
ity (A.15), the Poinaré's inequality (A.16), the inequalities (A.17) and (A.18),
Young's inequality (A.13), we derive
Hn−11 ≤ k‖∇Q
n
Y ‖‖V
n‖L4‖Q
n−1
W ‖L4 ≤ kC‖∇Q
n
Y ‖‖∇V
n‖‖∇Qn−1W ‖
≤ kσ‖∇Qn−1W ‖
2 + kC (σ) ‖∇Vn‖2‖∇QnY ‖
2,
Hn−12 ≤ kρ‖∇W
n+1‖L4‖Q
n
V‖L4‖Q
n−1
W ‖
≤ kρC‖∇W n+1‖L4‖Q
n
V‖
1
2‖∇QnV‖
1
2‖∇Qn−1W ‖
≤ kσ‖∇Qn−1W ‖
2 + kC (σ) ‖∇W n+1‖2L4‖Q
n
V‖‖∇Q
n
V‖
≤ kσ‖∇Qn−1W ‖
2 + kσ‖∇QnV‖
2 + kC (σ) ‖∇W n+1‖4L4‖Q
n
V‖
2,
Hn−13 ≤ k‖Y
n − ynd,h‖‖Q
n−1
W ‖ ≤ kC‖Y
n − ynd,h‖‖∇Q
n−1
W ‖
≤ kσ‖∇Qn−1W ‖
2 + kC (σ) ‖Y n − ynd,h‖
2,
Hn−14 ≤ kγ‖∇Q
n
Y ‖‖∇Q
n−1
W ‖+ kρ‖Y
n‖C(Ω¯)‖Q
n
V‖‖∇Q
n−1
W ‖
≤ 2kσ‖∇Qn−1W ‖
2 + kC1 (σ) ‖∇Q
n
Y ‖
2 + kC2 (σ) ‖Y
n‖2
C(Ω¯)‖Q
n
V‖
2.
Furthermore, applying disrete integration by parts in time, we infer
N∑
i=n
H i−15 =
N∑
i=n
kρ
(
Y i−1,Qi−1V · ∇dtQ
i
Y
)
= In−11 + I2 + I3,(5.155)
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where
In−11 = −ρ
(
Y n−1,Qn−1V · ∇Q
n−1
Y
)
,
I2 = −ρ
N−1∑
i=n
k
(
Y i−1, dtQ
i
V · ∇Q
i
Y
)
,
I3 = −ρ
N−1∑
i=n
k
(
dtY
i,QiV · ∇Q
i
Y
)
.
Using the generalized Holder's inequality (A.14), Young's inequality (A.13), (5.147),
disrete interpolation inequality (A.51) and (5.150), we realize
In−11 ≤ ρ‖Y
n−1‖C(Ω¯)‖Q
n−1
V ‖‖∇Q
n−1
Y ‖
≤ σ‖∇Qn−1Y ‖
2 + C (σ) ‖Y n−1‖2
C(Ω¯)‖Q
n−1
V ‖
2
≤ σ‖∇Qn−1Y ‖
2 + C (σ) ‖Y n−1‖2
C(Ω¯)
N∑
i=n
k
[
‖∇Vi+1‖4‖QiV‖
2 + ‖Y i‖2
C(Ω¯)‖∇Q
i
Y ‖
2
]
.
I2 ≤ ρ
N−1∑
i=n
k‖Y i−1‖C(Ω¯)‖dtQ
i
V‖‖∇Q
i
Y ‖
≤
N−1∑
i=n
k
[
σ‖dtQ
i
V‖
2 + C (σ) ‖Y i−1‖2
C(Ω¯)‖∇Q
i
Y ‖
2
]
I3 ≤ ρ
N−1∑
i=n
k‖dtY
i‖‖QiV‖L4‖∇Q
i
Y ‖L4
≤ ρC
N−1∑
i=n
k‖dtY
i‖‖∇QiV‖
(
‖∆ˆhQ
i
Y ‖+ ‖∇Q
i
Y ‖
)
≤
N−1∑
i=n
k
[
σ
(
‖∆ˆhQ
i
Y ‖
2
h + ‖∇Q
i
Y ‖
2
)
+ C (σ) ‖dtY
i‖2‖∇QiV‖
2
]
≤ C1
N−1∑
i=n
kσ
[
‖∇QiW‖
2 +
(
‖∇Y i‖2L4 + ‖Y
i‖2
C(Ω¯)
)
‖∇QiV‖
2 + ‖∇QiY ‖
2
]
+ C2 (σ)
N−1∑
i=n
k‖dtY
i‖2‖∇QiV‖
2.
Hene, inserting the estimates of In−11 , I2, I3 in (5.155) and rearranging, we onlude
N∑
i=n
H i−15 ≤ C1 (σ) ‖Y
n−1‖2
C(Ω¯)
N∑
i=n
k
[
‖∇Vi+1‖4‖QiV‖
2 + ‖Y i‖2
C(Ω¯)
‖∇QiY ‖
2
]
+σ‖∇Qn−1Y ‖
2 +
N∑
i=n
k
[
σ‖dtQ
i
V‖
2 + C2 (σ) ‖Y
i−1‖2
C(Ω¯)‖∇Q
i
Y ‖
2
]
5.4. Optimality Conditions for the Disrete Optimal Control Problem 143
+C1
N∑
i=n
kσ
[
‖∇Qi−1W ‖
2 +
(
‖∇Y i‖2L4 + ‖Y
i‖2
C(Ω¯)
)
‖∇QiV‖
2 + ‖∇QiY ‖
2
]
+C2 (σ)
N∑
i=n
k‖dtY
i‖2‖∇QiV‖
2.(5.156)
So, setting in (5.154) n = i, using the estimates of Hn−11 , . . . , H
n−1
5 and summing
up over i = n, . . . , N , with 1 ≤ n ≤ N , we have
γ
2
‖∇Qn−1Y ‖
2 +
N∑
i=n
[γ
2
‖∇Qn−1Y −∇Q
n
Y ‖
2 + kε2‖∇Qi−1W ‖
2 + k
(
3
(
Y i
)2
Qi−1W , Q
i−1
W
)
h
]
≤
N∑
i=n
k
[
σ‖∇QiV‖
2 + σ‖dtQ
i
V‖
2 + 5σ‖∇Qi−1W ‖
2 + C1 (σ) ‖∇V
i‖2‖∇QiY ‖
2
]
+
N∑
i=n
k
[
C2 (σ) ‖∇W
i+1‖4L4‖Q
i
V‖
2 + C3 (σ) ‖Y
i − yid,h‖
2
]
+
N∑
i=n
k
[
C4 (σ) ‖∇Q
n
Y ‖
2 + C5 (σ) ‖Y
n‖2
C(Ω¯)‖Q
n
V‖
2
]
+C6 (σ) ‖Y
n−1‖2
C(Ω¯)
N∑
i=n
k
[
‖∇Vi+1‖4‖QiV‖
2 + ‖Y i‖2
C(Ω¯)
‖∇QiY ‖
2
]
+σ‖∇Qn−1Y ‖
2 +
N∑
i=n
k
[
C7 (σ) ‖Y
i−1‖2
C(Ω¯)‖∇Q
i
Y ‖
2
]
+C8
N∑
i=n
kσ
[
‖∇Qi−1W ‖
2 +
(
‖∇Y i‖2L4 + ‖Y
i‖2
C(Ω¯)
)
‖∇QiV‖
2 + ‖∇QiY ‖
2
]
+C9 (σ)
N∑
i=n
k‖dtY
i‖2‖∇QiV‖
2,(5.157)
for all n = 1, . . . , N .
iv) With ψ = −dtQnV in (5.134a), (5.134), we get
−kν
(
∇Qn−1V ,∇dtQ
n
V
)
+ k‖dtQ
n
V‖
2 = Ln−11 + L
n−1
2 + L
n−1
3 ,(5.158)
where
Ln−11 = kB
(
Vn−1, dtQ
n
V,Q
n−1
V
)
,
Ln−12 = kB
(
dtQ
n
V,V
n+1,QnV
)
,
Ln−13 = −k (Y
n,∇QnY · dtQ
n
V) .
Applying integration by parts in spae, generalized Holder's inequality (A.14),
Young's inequality (A.13), Poinaré's inequality (A.16), inequalities (A.17), (A.18),
interpolation inequality (A.54) and the embedding W1,4 →֒ C
(
Ω¯
)
, we an write
Ln−11 = −
k
2
(
∇ ·Vn−1, dtQ
n
V ·Q
n−1
V
)
− k
([
Vn−1 · ∇
]
Qn−1V , dtQ
n
V
)
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≤
k
2
‖∇ ·Vn−1‖L4‖dtQ
n
V‖‖Q
n−1
V ‖L4 + k‖V
n−1‖
C(Ω¯)‖∇Q
n−1
V ‖‖dtQ
n
V‖
≤ 2kσ‖dtQ
n
V‖
2 + kC (σ)
[
‖∇Vn−1‖2L4‖Q
n−1
V ‖
2
L4 + ‖V
n−1‖2
C(Ω¯)
‖∇Qn−1V ‖
2
]
≤ 2kσ‖dtQ
n
V‖
2 + kC1 (σ) ‖∇V
n−1‖‖∆˜hV
n−1‖‖Qn−1V ‖‖∇Q
n−1
V ‖
+ kC2 (σ)
[
‖Vn−1‖2L4 + ‖∇V
n−1‖‖∆˜hV
n−1‖
]
‖∇Qn−1V ‖
2
≤ 2kσ‖dtQ
n
V‖
2 + 2kµ‖∆˜hV
n−1‖2‖∇Qn−1V ‖
2
+ kC1 (σ, µ) ‖∇V
n−1‖2‖∇Qn−1V ‖
2 + kC2 (σ, µ) ‖∇V
n−1‖2‖Qn−1V ‖
2,
Ln−12 =
k
2
(
[dtQ
n
V · ∇]V
n+1,QnV
)
−
k
2
(
[dtQ
n
V · ∇]Q
n
V,V
n+1
)
=
k
2
‖dtQ
n
V‖‖∇V
n+1‖L4‖Q
n
V‖L4 +
k
2
‖dtQ
n
V‖‖∇Q
n
V‖‖V
n+1‖
C(Ω¯)
≤ 2kσ‖dtQ
n
V‖
2 + kC (σ)
[
‖∇Vn+1‖2L4‖Q
n
V‖
2
L4 + ‖V
n+1‖2
C(Ω¯)‖∇Q
n
V‖
2
]
≤ 2kσ‖dtQ
n
V‖
2 + kC1 (σ) ‖∇V
n+1‖‖∆˜hV
n+1‖‖QnV‖‖∇Q
n
V‖
+ kC2 (σ)
[
‖Vn+1‖2L4 + ‖∇V
n+1‖‖∆˜hV
n+1‖
]
‖∇QnV‖
2
≤ 2kσ‖dtQ
n
V‖
2 + 2kµ‖∆˜hV
n+1‖2‖∇QnV‖
2
+ kC1 (σ, µ) ‖∇V
n+1‖2‖∇QnV‖
2 + kC2 (σ, µ) ‖∇V
n+1‖2‖QnV‖
2,
Ln−13 ≤ k‖Y
n‖C(Ω¯)‖∇Q
n
Y ‖‖dtQ
n
V‖
≤ kσ‖dtQ
n
V‖
2 + kC (σ) ‖Y n‖2
C(Ω¯)‖∇Q
n
Y ‖
2.
Inserting the above estimates of Ln−11 , L
n−1
2 , L
n−1
3 in (5.158), we derive
ν
2
‖∇Qn−1V ‖
2 −
ν
2
‖∇QnV‖
2 +
ν
2
‖∇Qn−1V −∇Q
n
V‖
2 + k‖dtQ
n
V‖
2
(5.159)
≤ 5kσ‖dtQ
n
V‖
2 + 2kµ
[
‖∆˜hV
n−1‖2‖∇Qn−1V ‖
2 + ‖∆˜hV
n+1‖2‖∇QnV‖
2
]
+kC1 (σ, µ) ‖∇V
n+1‖2
[
‖∇QnV‖
2 + ‖QnV‖
2
]
+kC2 (σ, µ) ‖∇V
n−1‖2
[
‖∇Qn−1V ‖
2 + ‖Qn−1V ‖
2
]
+kC3 (σ) ‖Y
n‖2
C(Ω¯)‖∇Q
n
Y ‖
2.
From (5.159), noting that
‖∆˜hV
n−1‖2 ≤
N∑
j=n
k‖∆˜hV
j−1‖2,
we infer
ν
2
‖∇Qn−1V ‖
2 −
ν
2
‖∇QnV‖
2 +
ν
2
‖∇Qn−1V −∇Q
n
V‖
2 + k‖dtQ
n
V‖
2
(5.160)
≤ 5kσ‖dtQ
n
V‖
2 + 2kµ
[
N∑
j=n
k‖∆˜hV
j−1‖2‖∇Qn−1V ‖
2 + ‖∆˜hV
n+1‖2‖∇QnV‖
2
]
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+kC1 (σ, µ) ‖∇V
n+1‖2
[
‖∇QnV‖
2 + ‖QnV‖
2
]
+kC2 (σ, µ) ‖∇V
n−1‖2
[
‖∇Qn−1V ‖
2 + ‖Qn−1V ‖
2
]
+kC3 (σ) ‖Y
n‖2
C(Ω¯)‖∇Q
n
Y ‖
2.
So, setting in (5.160) n = i, summing up over i = n, . . . , N and rearranging, we
realize
ν
2
‖∇Qn−1V ‖
2 +
N∑
i=n
[ν
2
‖∇Qi−1V −∇Q
i
V‖
2 + k‖dtQ
i
V‖
2
]
(5.161)
≤ 5σ
N∑
i=n
k‖dtQ
i
V‖
2 + 2µ
(
N∑
i=n
k‖∆˜hV
i−1‖2
)
‖∇Qn−1V ‖
2
+kC1 (σ, µ) ‖∇V
n−1‖2
[
‖Qn−1V ‖
2 + ‖∇Qn−1V ‖
2
]
+2µ
N∑
i=n
k
[
‖∆˜hV
i‖2 + ‖∆˜hV
i+1‖2
]
‖∇QiV‖
2
+C2 (σ, µ)
N∑
i=n
k
[
‖∇Vi‖2 + ‖∇Vi+1‖2
] [
‖QiV‖
2 + ‖∇QiV‖
2
]
+C3 (σ)
N∑
i=n
k‖Y i‖2
C(Ω¯)
‖∇QiY ‖
2,
for all n = 1, . . . , N .
v) We sum (5.146), (5.157) and (5.161). Then, we onlude
1
2
‖Qn−1V ‖
2 +
ν
2
‖∇Qn−1V ‖
2 +
1
2
N∑
i=n
[
‖Qi−1V −Q
i
V‖
2 + ν‖∇Qi−1V −∇Q
i
V‖
2
]
+
N∑
i=n
k
[
‖dtQ
i
V‖
2 + ν‖∇Qi−1V ‖
2
]
+
γ
2
‖∇Qn−1Y ‖
2
+
γ
2
N∑
i=n
‖∇Qn−1Y −∇Q
n
Y ‖
2 +
N∑
i=n
k
[
ε2‖∇Qi−1W ‖
2 +
(
3
(
Y i
)2
Qi−1W , Q
i−1
W
)
h
]
≤
[
k C1 (σ, µ) ‖∇V
n−1‖2 + 2µ
N∑
i=n
k‖∆˜hV
i−1‖2
]
‖∇Qn−1V ‖
2
(5.162)
+k C2 (σ, µ) ‖∇V
n−1‖2‖Qn−1V ‖
2 + 3σ
N∑
i=n
k‖∇Qi−1V ‖
2 + σ‖∇Qn−1Y ‖
2
+C3 (σ)
N∑
i=n
k
[(
1 + ‖Y n−1‖2
C(Ω¯)
)
‖∇Vi+1‖4 + ‖Y i‖2
C(Ω¯)
+ ‖∇W i+1‖4L4
]
‖QiV‖
2
+C4 (σ, µ)
N∑
i=n
k
[
‖∇Vi‖2 + ‖∇Vi+1‖2
] [
‖QiV‖
2 + ‖∇QiV‖
2
]
146 5. Optimal Control of the Disrete Cahn-Hilliard-Navier-Stokes System
+
N∑
i=n
k
[
σ (1 + C5) + ‖Y
i‖2
C(Ω¯) + ‖∇Y
i‖2L4 + C6 (σ) ‖dtY
i‖2
]
‖∇QiV‖
2
+2µ
N∑
i=n
k
[
‖∆˜hV
i‖2 + ‖∆˜hV
i+1‖2
]
‖∇QiV‖
2 + 6σ
N∑
i=n
k‖dtQ
i
V‖
2
+C7 (σ)
N∑
i=n
k
[
1 + ‖∇Vi‖2 +
(
1 + ‖Y n−1‖2
C(Ω¯)
)
‖Y i‖2
C(Ω¯)
+ ‖Y i−1‖2
C(Ω¯)
]
‖∇QiY ‖
2
+σC8
N∑
i=n
k‖∇QiY ‖
2 + σ (5 + C9)
N∑
i=n
k‖∇Qi−1W ‖
2 + C10 (σ)
N∑
i=n
k‖Y i − yid,h‖
2.
Using the results of Lemmas 5.4, 5.5, 5.6, 5.7 5.8, 5.9 and 5.11, there exist σ˜, µ˜, kmax
suh that, in (5.162),
kmaxC1 (σ˜, µ˜) ‖∇V
n−1‖2 + 2µ˜
N∑
i=n
kmax‖∆˜hV
i−1‖2 + 3σ˜kmax <
ν
2
,
kmaxC2 (σ˜, µ˜) ‖∇V
n−1‖2 <
1
2
,
σ˜ <
γ
2
,
6σ˜ < 1,
σ˜ (5 + C9) < ε
2,
for all n = 1, . . . , N . Then, assuming σ = σ˜, µ = µ˜, k ≤ kmax, from (5.162), we
have
‖Qn−1V ‖
2 + ‖∇Qn−1V ‖
2 +
N∑
i=n
[
‖Qi−1V −Q
i
V‖
2 + ‖∇Qi−1V −∇Q
i
V‖
2
]
(5.163)
+
N∑
i=n
k
[
‖dtQ
i
V‖
2 + ‖∇Qi−1V ‖
2
]
+ ‖∇Qn−1Y ‖
2
+
N∑
i=n
‖∇Qn−1Y −∇Q
n
Y ‖
2 +
N∑
i=n
k
[
‖∇Qi−1W ‖
2 +
((
Y i
)2
Qi−1W , Q
i−1
W
)
h
]
≤ C1 (U)
N∑
i=n
k
[(
1 + ‖Y n−1‖2
C(Ω¯)
)
‖∇Vi+1‖4 + ‖Y i‖2
C(Ω¯)
+ ‖∇W i+1‖4L4
]
‖QiV‖
2
+C2 (U)
N∑
i=n
k
[
‖∇Vi‖2 + ‖∇Vi+1‖2
] [
‖QiV‖
2 + ‖∇QiV‖
2
]
+C3 (U)
N∑
i=n
k
[
1 + ‖Y i‖2
C(Ω¯) + ‖∇Y
i‖2L4 + ‖dtY
i‖2
]
‖∇QiV‖
2
+C4 (U)
N∑
i=n
k
[
‖∆˜hV
i‖2 + ‖∆˜hV
i+1‖2
]
‖∇QiV‖
2
+C5 (U)
N∑
i=n
k
[
1 + ‖∇Vi‖2 +
(
1 + ‖Y n−1‖2
C(Ω¯)
)
‖Y i‖2
C(Ω¯) + ‖Y
i−1‖2
C(Ω¯)
]
‖∇QiY ‖
2
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+C6 (U)
N∑
i=n
k‖∇QiY ‖
2 + C7 (U)
N∑
i=n
k‖Y i − yid,h‖
2,
for all n = 1, . . . , N . Note that the onstants Ci (U) , i = 1, . . . , 7, depend just on
on ‖U‖L2(L2), data problem and onstant parameters, but they are independent of
h, k. So, taking into aount of the results of 5.4, 5.5, 5.6, 5.7 5.8, 5.9, 5.11 and
applying disrete Gronwall's inequality (see for example [73℄, Lemma 1.4.2) we get
(5.136), (5.137), (5.138). Then, from the Poinaré's-Wirtinger inequality (A.15),
we derive (5.140), (5.141) and (5.143). Next, by (5.151), we infer that (5.142)
holds. Finally, we have the estimate (5.139) for the disrete adjoint pressure using
the same proedure performed in the proof of lemma 3.5.
Lemma 5.19. Under the same hypothesis of lemma 5.18 and with k ≤ kmax, the
solution QY of (5.133)-(5.135) is suh that
N∑
n=1
k‖∇QY ‖
2
Lp ≤ C (U) ,(5.164)
N∑
n=1
k‖∇QY ‖
p
W 1,q
≤ C (U) ,(5.165)
N∑
n=1
k‖∇QY ‖
p
C(Ω¯)
≤ C (U) ,(5.166)
for all 1 ≤ p <∞, q > 2, where the onstant C (U) depends just on ‖U‖L2(L2), data
problem and onstant parameters, but it is independent of h, k.
Proof. Applying (A.39) to (5.142), we have (5.164). Then using (5.140) and an
interpolation argument (see [20℄, Theorem II.5.5), from
(5.167) ‖∇QY ,h,k‖L2(Lp) + ‖∇QY ,h,k‖L∞(L2) ≤ C (U) ,
we get (5.165). Finally, (5.166) is a onsequene of Sobolev embedding theorem.
Lemma 5.20. Under the same hypothesis of lemma 5.18 and with k ≤ kmax, the
solution (QY ,QW) of (5.133)-(5.135) is suh that
N∑
n=1
k‖dtQ
n
Y ‖
2
h ≤ C (U) ,(5.168)
sup
n=1...,N
‖Qn−1W ‖h ≤ C (U) ,(5.169)
N∑
n=1
‖Qn−1W −Q
n
W‖
2
h ≤ C (U) ,(5.170)
N∑
n=1
k‖∆ˆhQ
n−1
W ‖
2
h ≤ C (U) ,(5.171)
N∑
n=1
k‖∇Qn−1W ‖
2
Lp ≤ C (U) ,(5.172)
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for all 1 ≤ p < ∞, where the onstant C (U) depends just on ‖U‖L2(L2), data
problem and onstant parameters, but it is independent of h, k.
Proof. We divide the proof in several steps.
i) With η = −dtQnY in the adjoint equation (5.134d), we have
k‖dtQ
n
Y ‖
2
h + kε
2
(
∇Qn−1W ,∇dtQ
n
Y
)
− k (QnW , dtQ
n
Y )h(5.173)
+k (∇QnY ·V
n, dtQ
n
Y )− kρ
(
∇W n+1 ·QnV, dtQ
n
Y
)
+k
(
3 (Y n)2Qn−1W , dtQ
n
Y
)
h
− k
(
Y n − ynd,h, dtQ
n
Y
)
= 0.
Using the adjoint equation (5.134g), we get
kε2
(
∇Qn−1W ,∇dtQ
n
Y
)
= −k
ε2
γ
(
Qn−1W , dtQ
n
W
)
h
− k
ε2ρ
γ
(
dt [Y
nQnV] ,∇Q
n−1
W
)
=
ε2
2γ
‖Qn−1W ‖h −
ε2
2γ
‖QnW‖h +
ε2
2γ
‖Qn−1W −Q
n−1
W ‖h
−k
ε2ρ
γ
(
Y n−1, dtQ
n
V · ∇Q
n−1
W
)
− k
ε2ρ
γ
(
dtY
n,QnV · ∇Q
n−1
W
)
.(5.174)
So, substituting (5.174) in (5.173), we an write
k‖dtQ
n
Y ‖
2
h +
ε2
2γ
‖Qn−1W ‖h −
ε2
2γ
‖QnW‖h +
ε2
2γ
‖Qn−1W −Q
n−1
W ‖h(5.175)
= Mn−11 + . . .+M
n−1
7 ,
where
Mn−11 = k
ε2ρ
γ
(
Y n−1, dtQ
n
V · ∇Q
n−1
W
)
,
Mn−12 = k
ε2ρ
γ
(
dtY
n,QnV · ∇Q
n−1
W
)
,
Mn−13 = kρ
(
∇W n+1 ·QnV, dtQ
n
Y
)
,
Mn−14 = −k (∇Q
n
Y ·V
n, dtQ
n
Y ) ,
Mn−15 = +k (Q
n
W , dtQ
n
Y )h ,
Mn−16 = −k
(
3 (Y n)2Qn−1W , dtQ
n
Y
)
h
,
Mn−17 = k
(
Y n − ynd,h, dtQ
n
Y
)
.
Using the generalized Holder's inequality (A.14), Young's inequality (A.13), in-
equality (A.17), the Poiaré's-Wirtinger inequality (A.15) and the disrete interpo-
lation inequality (A.52), we derive
Mn−11 ≤ k
ε2ρ
γ
‖Y n−1‖C(Ω¯)‖dtQ
n
V‖‖∇Q
n−1
W ‖
≤ kσ‖dtQ
n
V‖
2 + kC (σ) ‖Y n−1‖2
C(Ω¯)
‖Qn−1W ‖
2
H0
,
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Mn−12 ≤ k
ε2ρ
γ
‖dtY
n‖‖QnV‖L4‖∇Q
n−1
W ‖L4
≤ kσ‖∇Qn−1W ‖
2
L4 + k C (σ) ‖dtY
n‖2‖QnV‖
2
L4
≤ kσC1‖∇Q
n−1
W ‖
[
‖∇Qn−1W ‖+ ‖∆ˆhQ
n−1
W ‖
]
+ k C2 (σ) ‖Q
n
V‖
2
H10
‖dtY
n‖2
≤ kσC1‖Q
n−1
W ‖
2
H0
+ kσC2‖∆ˆhQ
n−1
W ‖
2 + k C3 (σ) ‖Q
n
V‖
2
H10
‖dtY
n‖2,
Mn−13 ≤ kρ‖∇W
n+1‖L4‖Q
n
V‖L4‖dtQ
n
Y ‖
≤ kσ‖dtQ
n
Y ‖
2
h + k C (σ) ‖Q
n
V‖
2
H10
‖∇W n+1‖2L4 ,
Mn−14 ≤ k‖∇Q
n
Y ‖L4‖V
n‖L4‖dtQ
n
Y ‖
≤ kσ‖dtQ
n
Y ‖
2
h + k C (σ) ‖V
n‖2H10‖∇Q
n
Y ‖
2
L4,
Mn−15 ≤ kσ‖dtQ
n
Y ‖
2
h + k C (σ) ‖Q
n
W‖
2
H0
,
Mn−16 ≤ 3Ck‖Y
n‖2
C(Ω¯)‖Q
n−1
W ‖‖dtQ
n
Y ‖h
≤ kσ‖dtQ
n
Y ‖
2
h + k C (σ) ‖Y
n‖4
C(Ω¯)‖Q
n−1
W ‖
2
H0
,
Mn−17 ≤ kσ‖dtQ
n
Y ‖
2
h + k C (σ) ‖Y
n − ynd,h‖
2.
Inserting the estimates of Mn−11 + . . .+M
n−1
7 in (5.175), we infer
k‖dtQ
n
Y ‖
2
h +
ε2
2γ
‖Qn−1W ‖
2
h −
ε2
2γ
‖QnW‖
2
h +
ε2
2γ
‖Qn−1W −Q
n−1
W ‖
2
h(5.176)
≤ k C1 (σ)
[
‖Y n − ynd,h‖
2 + ‖dtQ
n
V‖
2 + ‖QnV‖
2
H10
(
‖dtY
n‖2 + ‖∇W n+1‖2L4
)]
+k C2 (σ)
[
‖Vn‖2H1
0
‖∇QnY ‖
2
L4 +
(
1 + ‖Y n−1‖2
C(Ω¯) + ‖Y
n‖4
C(Ω¯)
)
‖Qn−1W ‖
2
H0
]
+k C3 (σ) ‖Q
n
W‖
2
H0
+ kσC4‖∆ˆhQ
n−1
W ‖
2
h + 5kσ‖dtQ
n
Y ‖
2
h.
ii) With η = ∆ˆhQ
n−1
W in the adjoint equation (5.134d), by the denition (A.36) of
the disrete Laplaian, we realize
kε2‖∆ˆhQ
n−1
W ‖
2
h = N
n−1
1 +N
n−1
2 +N
n−1
3 +N
n−1
4 +N
n−1
5 +N
n−1
6 ,(5.177)
where
Nn−11 = −k
(
dtQ
n
Y , ∆ˆhQ
n−1
W
)
h
,
Nn−12 = −k
(
QnW , ∆ˆhQ
n−1
W
)
h
,
Nn−13 = k
(
∇QnY ·V
n, ∆ˆhQ
n−1
W
)
,
Nn−14 = −kρ
(
∇W n+1 ·QnV, ∆ˆhQ
n−1
W
)
,
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Nn−15 = k
(
3 (Y n)2Qn−1W , ∆ˆhQ
n−1
W
)
h
,
Nn−16 = −k
(
Y n − ynd,h, ∆ˆhQ
n−1
W
)
.
Using generalized Holder's inequality (A.14), Young's inequality (A.13), the equi-
valene (A.30) between the h−norm and the L2−norm and the inequality (A.17),
we onlude
Nn−11 ≤ k‖dtQ
n
Y ‖h‖∆ˆhQ
n−1
W ‖h ≤ kσ‖∆ˆhQ
n−1
W ‖
2
h + k C (σ) ‖dtQ
n
Y ‖
2
h,
Nn−12 ≤ k‖Q
n
W‖h‖∆ˆhQ
n−1
W ‖h ≤ kσ‖∆ˆhQ
n−1
W ‖
2
h + k C (σ) ‖Q
n
W‖
2
H0
,
Nn−13 ≤ k C‖∇Q
n
Y ‖L4‖V
n‖L4‖∆ˆhQ
n−1
W ‖h
≤ kσ‖∆ˆhQ
n−1
W ‖
2
h + k C (σ) ‖V
n‖2
H10
‖∇QnY ‖
2
L4,
Nn−14 ≤ kρ‖∇W
n+1‖L4‖Q
n
V‖L4‖∆ˆhQ
n−1
W ‖
≤ kσ‖∆ˆhQ
n−1
W ‖
2
h + k C (σ) ‖Q
n
V‖
2
H10
‖∇W n+1‖2L4 ,
Nn−15 ≤ 3 C k‖Y
n‖2
C(Ω¯)‖Q
n−1
W ‖‖∆ˆhQ
n−1
W ‖h
≤ kσ‖∆ˆhQ
n−1
W ‖
2
h + k C (σ) ‖Y
n‖4
C(Ω¯)‖Q
n−1
W ‖
2
H0
,
Nn−16 ≤ k C‖Y
n − ynd,h‖‖∆ˆhQ
n−1
W ‖h
≤ kσ‖∆ˆhQ
n−1
W ‖
2
h + k C (σ) ‖Y
n − ynd,h‖
2.
Inserting the estimates of Nn−11 + . . .+N
n−1
6 in (5.177), we have
kε2‖∆ˆhQ
n−1
W ‖
2
h ≤ 6kσ‖∆ˆhQ
n−1
W ‖
2
h(5.178)
+k C1 (σ)
[
‖dtQ
n
Y ‖
2
h + ‖Q
n
W‖
2
H0
+ ‖Vn‖2
H10
‖∇QnY ‖
2
L4
]
+k C2 (σ)
[
‖QnV‖
2
H10
‖∇W n+1‖2L4 + ‖Y
n‖4
C(Ω¯)‖Q
n−1
W ‖
2
H0
+ ‖Y n − ynd,h‖
2
]
.
Thus, with σ small enough, from (5.178), we get
k‖∆ˆhQ
n−1
W ‖
2
h ≤ k C1
[
‖dtQ
n
Y ‖
2
h + ‖Q
n
W‖
2
H0
+ ‖Vn‖2
H10
‖∇QnY ‖
2
L4
]
(5.179)
+k C2
[
‖QnV‖
2
H10
‖∇W n+1‖2L4 + ‖Y
n‖4
C(Ω¯)
‖Qn−1W ‖
2
H0
+ ‖Y n − ynd,h‖
2
]
.
Setting in (5.179) n = i, summing up over i = n, . . . , N , with 1 ≤ n ≤ N , we an
write
N∑
i=n
k‖∆ˆhQ
i−1
W ‖
2
h ≤ C1
N∑
i=n
k
[
‖dtQ
i
Y ‖
2
h + ‖Q
i
W‖
2
H0
+ ‖Vi‖2
H10
‖∇QiY ‖
2
L4
]
(5.180)
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+C2
N∑
i=n
[
‖QiV‖
2
H1
0
‖∇W i+1‖2L4 + ‖Y
i‖4
C(Ω¯)‖Q
i−1
W ‖
2
H0
+ ‖Y i − yid,h‖
2
]
.
iii) Substituting the estimate (5.179) in (5.176) we derive
k‖dtQ
n
Y ‖
2
h +
ε2
2γ
‖Qn−1W ‖
2
h −
ε2
2γ
‖QnW‖
2
h +
ε2
2γ
‖Qn−1W −Q
n−1
W ‖
2
h
≤ k C1 (σ)
[
‖Y n − ynd,h‖
2 + ‖dtQ
n
V‖
2 + ‖QnV‖
2
H1
0
(
‖dtY
n‖2 + ‖∇W n+1‖2L4
)]
+k C2 (σ)
[
‖Vn‖2
H10
‖∇QnY ‖
2
L4 +
(
1 + ‖Y n−1‖2
C(Ω¯) + ‖Y
n‖4
C(Ω¯)
)
‖Qn−1W ‖
2
H0
]
+k C3 (σ) ‖Q
n
W‖
2
H0
+ k C4 σ‖dtQ
n
Y ‖
2
h.
whih implies, with σ small enough,
k‖dtQ
n
Y ‖
2
h + ‖Q
n−1
W ‖
2
h − ‖Q
n
W‖
2
h + ‖Q
n−1
W −Q
n−1
W ‖
2
h ≤ k C1‖Q
n
W‖
2
H0
(5.181)
+k C2
[
‖Y n − ynd,h‖
2 + ‖dtQ
n
V‖
2 + ‖QnV‖
2
H10
(
‖dtY
n‖2 + ‖∇W n+1‖2L4
)]
+k C3
[
‖Vn‖2
H10
‖∇QnY ‖
2
L4 +
(
1 + ‖Y n−1‖2
C(Ω¯) + ‖Y
n‖4
C(Ω¯)
)
‖Qn−1W ‖
2
H0
]
.
Setting in (5.181) n = i, summing up over i = n, . . . , N , with 1 ≤ n ≤ N , we infer
‖Qn−1W ‖
2
h +
N∑
i=n
k
[
‖dtQ
n
Y ‖
2
h + ‖Q
n−1
W −Q
n−1
W ‖
2
h
]
≤ C1
N∑
i=n
k‖QiW‖
2
H0
(5.182)
+C2
N∑
i=n
k
[
‖Y i − yid,h‖
2 + ‖dtQ
i
V‖
2 + ‖QiV‖
2
H10
(
‖dtY
i‖2 + ‖∇W i+1‖2L4
)]
+C3
N∑
i=n
k
[
‖Vi‖2H10‖∇Q
i
Y ‖
2
L4 +
(
1 + ‖Y i−1‖2
C(Ω¯) + ‖Y
i‖4
C(Ω¯)
)
‖Qi−1W ‖
2
H0
]
,
for all n = 1, . . . , N . From lemma assumption and the results established in Lem-
mas 5.4, 5.5, 5.6, 5.7 5.8, 5.9, 5.11, 5.19 and Theorem 5.18, we observe that all term
at r.h.s. in (5.182) are bounded by a onstant where the onstant C (U) depends
just on ‖U‖L2(L2). Hene, (5.168), (5.169) and (5.170) hold. Then, by (5.180), we
note that also the result (5.171) is satised. Finally, using Theorem 6.4 in [41℄, we
have the result (5.172).
Lemma 5.21. Under the same hypothesis of lemma 5.18 and with k ≤ kmax, the
solution QY of (5.133)-(5.135) is suh that
sup
n=1...,N
‖∆ˆhQ
n−1
Y ‖h ≤ C (U) ,(5.183)
sup
n=1...,N
‖∇Qn−1Y ‖Lp ≤ C (U) ,(5.184)
sup
n=1...,N
‖Qn−1Y ‖W 1,4 ≤ C (U) .(5.185)
sup
n=1...,N
‖Qn−1Y ‖C(Ω¯) ≤ C (U) ,(5.186)
for all 1 ≤ p < ∞, where the onstant C (U) depends just on ‖U‖L2(L2), data
problem and onstant parameters, but it is independent of h, k.
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Proof. With θ = −∆ˆhQ
n−1
Y in the disrete adjoint equation (5.134g), using the
denition (A.36) of the disrete Laplaian and integrating by parts in spae, we
have
γ‖∆ˆhQ
n−1
Y ‖
2
h = O
n−1
1 +O
n−1
2 +O
n−1
3 ,(5.187)
where
On−11 =
(
Qn−1W , ∆ˆhQ
n−1
Y
)
h
,
On−12 = −ρ
(
∇Y n−1 ·Qn−1V , ∆ˆhQ
n−1
Y
)
,
On−13 = −ρ
(
Y n−1
[
∇ ·Qn−1V
]
, ∆ˆhQ
n−1
Y
)
.
By the generalized Holder's inequality (A.14), Young's inequality (A.13), inequality
(A.17)
On−11 ≤ ‖Q
n−1
W ‖h‖∆ˆhQ
n−1
Y ‖h ≤ σ‖∆ˆhQ
n−1
Y ‖
2
h + C (σ) ‖Q
n−1
W ‖
2
h,
On−12 ≤ ρ C‖∇Y
n−1‖L4‖Q
n−1
V ‖L4‖∆ˆhQ
n−1
Y ‖h
≤ σ‖∆ˆhQ
n−1
Y ‖
2
h + C (σ) ‖∇Y
n−1‖2L4‖Q
n−1
V ‖
2
H10
,
On−13 ≤ ρ‖Y
n−1‖C(Ω¯)‖∇ ·Q
n−1
V ‖‖∆ˆhQ
n−1
Y ‖h
≤ σ‖∆ˆhQ
n−1
Y ‖
2
h + C (σ) ‖Y
n−1‖2
C(Ω¯)
‖Qn−1V ‖
2
H10
.
Hene, inserting the estimates of On−11 , O
n−1
2 , O
n−1
3 in (5.187), we get
γ‖∆ˆhQ
n−1
Y ‖
2
h ≤ 3σ‖∆ˆhQ
n−1
Y ‖
2
h
+C (σ)
[
‖Qn−1W ‖
2
h +
(
‖∇Y n−1‖2L4 + ‖Y
n−1‖2
C(Ω¯)
)
‖Qn−1V ‖
2
H10
]
.
whih implies, with σ small enough,
‖∆ˆhQ
n−1
Y ‖
2
h ≤ C
[
‖Qn−1W ‖
2
h +
(
‖∇Y n−1‖2L4 + ‖Y
n−1‖2
C(Ω¯)
)
‖Qn−1V ‖
2
H10
]
,(5.188)
for all n = 1, . . . , N . From (5.188), applying the results (5.59), (5.60), (5.136),
(5.169) established in the previous lemmas and theorems, we derive that (5.183)
holds. Then, inequality (A.39) implies (5.184). Finally, using the embedding
W 1,4 →֒ C
(
Ω¯
)
and the interpolation inequality (A.51), we an write
‖Qn−1Y ‖
4
C(Ω¯)
≤ C‖Qn−1Y ‖
4
W 1,4 = C
[
‖Qn−1Y ‖
4
L4 + ‖∇Q
n−1
Y ‖
4
L4
]
≤ C
[
‖Qn−1Y ‖
4
H0
+ ‖∆ˆhQ
n−1
Y ‖
4
h
]
.
Hene, using (5.140) established in Theorem 5.18 and (5.183) above, we infer that
(5.185), (5.186) are satised.
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Lemma 5.22. Under the same hypothesis of lemma 5.18 and with k ≤ kmax, the
solution QV of (5.133)-(5.135) is suh that
N∑
n=1
k‖∆˜hQ
n−1
V ‖
2 ≤ C (U) ,(5.189)
where the onstant C (U) depends just on ‖U‖L2(L2), data problem and onstant
parameters, but it is independent of h, k.
Proof. With ψ = AhQn−1V in (5.134a), we have
kν
(
∇Qn−1V ,∇A
hQn−1V
)
= k
(
dtQ
n
V,A
hQn−1V
)
(5.190)
−kB
(
AhQn−1V ,V
n+1,QnV
)
− kB
(
Vn−1,AhQn−1V ,Q
n−1
V
)
+ k
(
Y n∇QnY ,A
hQn−1V
)
,
where the disrete Stokes operator Ah is dened in (A.40).
In (5.190), using the properties of Ah, it holds
kν
(
∇Qn−1V ,∇A
hQn−1V
)
= kν
(
∇Qn−1V ,−∇T
h∆˜hQ
n−1
V
)
(5.191)
= kν
(
∆˜hQ
n−1
V ,T
h∆˜hQ
n−1
V
)
= kν
(
Th∆˜hQ
n−1
V ,T
h∆˜hQ
n−1
V
)
= kν‖AhQn−1V ‖
2.
Substituting (5.191) in (5.190), we get
kν‖AhQn−1V ‖
2 = P n−11 + P
n−1
2 + P
n−1
3 + P
n−1
4 ,(5.192)
where
P n−11 = k
(
dtQ
n
V,A
hQn−1V
)
,
P n−12 = −kB
(
AhQn−1V ,V
n+1,QnV
)
,
P n−13 = −kB
(
Vn−1,AhQn−1V ,Q
n−1
V
)
,
P n−14 = k
(
Y n∇QnY ,A
hQn−1V
)
.
Using the generalized Holder's inequality (A.14), Young's inequality(A.13), the
embedding W1,4 →֒ C
(
Ω¯
)
, disrete embedding inequality (A.54) and inequality
(A.17), we an write
P n−11 ≤ k‖dtQ
n
V‖‖A
hQn−1V ‖
≤ kσ‖AhQn−1V ‖
2 + kC (σ) ‖dtQ
n
V‖
2,
P n−12 = −
k
2
([
AhQn−1V · ∇
]
Vn+1,QnV
)
+
k
2
([
AhQn−1V · ∇
]
QnV,V
n+1
)
≤
k
2
‖AhQn−1V ‖‖∇V
n+1‖L4‖Q
n
V‖L4 +
k
2
‖AhQn−1V ‖‖∇Q
n
V‖‖V
n+1‖
C(Ω¯)
≤ kC1‖A
hQn−1V ‖‖∆˜hV
n+1‖
1
2‖∇Vn+1‖
1
2‖QnV‖H10
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+ kC2‖A
hQn−1V ‖‖Q
n
V‖H10
[
‖Vn+1‖4L4 + ‖∇V
n+1‖4L4
] 1
4
≤ kσ‖AhQn−1V ‖
2 + kC1 (σ) ‖Q
n
V‖
2
H1
0
‖∆˜hV
n+1‖‖∇Vn+1‖
+ kσ‖AhQn−1V ‖
2 + kC2 (σ) ‖Q
n
V‖
2
H10
[
‖Vn+1‖4L4 + ‖∇V
n+1‖4L4
] 1
2
≤ 2kσ‖AhQn−1V ‖
2 + kC1 (σ) ‖Q
n
V‖
2
H10
[
‖∆˜hV
n+1‖2 + ‖Vn+1‖2
H10
]
+ kC2 (σ) ‖Q
n
V‖
2
H10
[
‖Vn+1‖2L4 + ‖∇V
n+1‖2L4
]
≤ 2kσ‖AhQn−1V ‖
2 + kC1 (σ) ‖Q
n
V‖
2
H1
0
[
‖∆˜hV
n+1‖2 + ‖Vn+1‖2H1
0
]
+ kC2 (σ) ‖Q
n
V‖
2
H10
‖∆˜hV
n+1‖‖∇Vn+1‖
≤ 2kσ‖AhQn−1V ‖
2 + kC (σ) ‖QnV‖
2
H1
0
[
‖∆˜hV
n+1‖2 + ‖Vn+1‖2H1
0
]
,
P n−13 ≤ −
k
2
([
Vn−1 · ∇
]
AhQn−1V ,Q
n−1
V
)
+
k
2
([
Vn−1 · ∇
]
Qn−1V ,A
hQn−1V
)
= k
([
Vn−1 · ∇
]
Qn−1V ,A
hQn−1V
)
+
k
2
(
∇ ·Vn−1,AhQn−1V ·Q
n−1
V
)
≤ k‖Vn−1‖
C(Ω¯)‖∇Q
n−1
V ‖‖A
hQn−1V ‖+
k
2
‖∇ ·Vn−1‖L4‖A
hQn−1V ‖‖Q
n−1
V ‖L4
≤ 2kσ‖AhQn−1V ‖
2 + kC (σ) ‖Qn−1V ‖
2
H10
[
‖∆˜hV
n−1‖2 + ‖Vn−1‖2
H10
]
,
P n−14 ≤ k‖Y
n‖C(Ω¯)‖∇Q
n
Y ‖‖A
hQn−1V ‖
≤ kσ‖AhQn−1V ‖
2 + kC (σ) ‖Y n‖2
C(Ω¯)‖Q
n
Y ‖
2
H0
.
Inserting the estimates of P n−11 , . . . , P
n−1
4 in (5.192), we derive
kν‖AhQn−1V ‖
2 ≤ 6kσ‖AhQn−1V ‖
2 + k C1 (σ) ‖dtQ
n
V‖
2
(5.193)
+ k C2 (σ) ‖Q
n
V‖
2
H10
[
‖∆˜hV
n+1‖2 + ‖Vn+1‖2
H10
]
+ k C3 (σ) ‖Q
n−1
V ‖
2
H1
0
[
‖∆˜hV
n−1‖2 + ‖Vn−1‖2H1
0
]
+ k C4 (σ) ‖Y
n‖2
C(Ω¯)‖Q
n
Y ‖
2
H0
,
whih implies, with σ small enough,
k‖AhQn−1V ‖
2 ≤ k C1‖dtQ
n
V‖
2 + k C2‖Q
n
V‖
2
H1
0
[
‖∆˜hV
n+1‖2 + ‖Vn+1‖2H1
0
]
(5.194)
+k C3‖Q
n−1
V ‖
2
H10
[
‖∆˜hV
n−1‖2 + ‖Vn−1‖2
H10
]
+ k C4‖Y
n‖2
C(Ω¯)‖Q
n
Y ‖
2
H0
.
Summing up over n = 1, . . . , N in (5.194), we infer
N∑
n=1
k‖AhQn−1V ‖
2 ≤ C1
N∑
n=1
k‖dtQ
n
V‖
2 + C2
N∑
n=1
k‖QnV‖
2
H1
0
[
‖∆˜hV
n+1‖2 + ‖Vn+1‖2H1
0
](5.195)
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+C3
N∑
n
k‖Qn−1V ‖
2
H1
0
[
‖∆˜hV
n−1‖2 + ‖Vn−1‖2H1
0
]
+ C4
N∑
n=1
k‖Y n‖2
C(Ω¯)‖Q
n
Y ‖
2
H0
.
Then, from the results established in the previous lemmas, theorems and orollaries,
we realize that
N∑
n=1
k‖AhQn−1V ‖
2 ≤ C (U) .
So, see [6℄, from the following inequality
C‖∆˜hV‖ ≤ ‖A
hV‖ ≤ ‖∆˜hV‖,
whih is valid for all V ∈ Vh, we onlude that the result (5.189) holds.
5.5. Convergene of the Solutions of the Disrete
Optimal Control Problem
In this setion we study, as h, k → 0, the onvergene of the solution of the op-
timality onditions (5.133)-(5.135) of the disrete optimal ontrol problem 5.1, to
the solution of the optimality onditions (4.22)-(4.24) of the ontinuous optimal
ontrol Problem 4.1.
Regarding the initial onditions v0,h, y0,h and the desired state y
n
d,h, n = 1, . . . , N ,
in the disrete non-smooth optimal ontrol Problem 5.1, given
v0 ∈ D ∩H
2, y0 ∈ H0 ∩H
2 ∩ K, yd ∈ C
(
[0, T ] ;L20
)
,
we assume
(5.196) v0,h = Q
h
sv0, y0,h = Q
hy0, y
n
d,h = Q
h
0 yd (tn) ,
where the projetion operator Qhs , Q
h, Qh0 , are dened, respetively, in (A.48),
(A.41), (A.43). In this way, we an suppose that there exists a onstant C˜, suh
that
(5.197) E (v0,h, y0,h) + ‖v0,h‖H10 + ‖∆˜hv0,h‖+ ‖∆ˆhy0,h‖h +
N∑
n=1
k‖ynd,h‖
2 ≤ C˜,
independently of h, k. With this assumptions, from the results established in the
previous setions, any solution of the disrete optimality onditions (5.133)-(5.135)
(V,P,Y ,W,U ,QV ,QP ,QY ,QW) ,
is suh that
sup
n,m,i,j=1,...,N
[
‖Vn‖H10 + ‖Y
m‖H0 + ‖∆hY
i‖2 + ‖W j‖
]
≤ C (U) ,(5.198)
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sup
n=1,...,N
∥∥∥ n∑
i=1
k P i
∥∥∥ ≤ C (U) ,(5.199)
N∑
n=1
k
[
‖dtV
n‖2 +
1
k
‖Vn −Vn−1‖2
H10
+ ‖∆˜hV
n‖2
]
+(5.200)
+
N∑
n=1
k
[
‖dtY
n‖2 +
1
k
∥∥Y n − Y n−1∥∥2
H0
+ ‖W n‖2H1 +
1
k
‖W n −W n+1‖2
]
≤ C (U) ,
sup
n,m,i,j=1,...,N
[
‖Qn−1V ‖H10 + ‖Q
m−1
Y ‖H0 + ‖∆hQ
i−1
Y ‖
2 + ‖Qj−1W ‖
]
≤ C (U) ,(5.201)
sup
i=1,...,n
∥∥∥ n∑
i=1
k Qi−1P
∥∥∥ ≤ C (U) ,(5.202)
N∑
n=1
k
[
‖dtQ
n
V‖
2 +
1
k
‖Qn−1V −Q
n
V‖
2
H10
+ ‖∆˜hQ
n−1
V ‖
2
]
+(5.203)
+
n∑
n=1
k
[
‖dtQ
n
Y ‖
2 +
1
k
‖Qn−1Y −Q
n
Y ‖
2
H0
]
+
+
N∑
n=1
k
[
‖Qn−1W ‖
2
H0
+
1
k
‖Qn−1W −Q
n
W‖
2 + ‖∆hQ
n−1
W ‖
2
]
≤ C (U) ,
for all h, k ≤ kmax, where the onstant C (U) depends just on ‖U‖L2(L2), data
problem and onstant parameters, but it is independent of h, k.
Remark 5.23. In the following theorems onsider sequenes of the disretization
parameters
{hn}n∈N and {km}m∈N ⊂ (0, kmax) ,
suh that
hn → 0
+, km → 0
+,
as n,m → +∞. In this way, the estimates (5.198)-(5.203) are satised for all
hn, km. In order to make the reading more uent, we skip the indies n,m and we
simply write
(5.204) h, k → 0.
Even in the ase of extrated subsequenes, we use the notation (5.204), without
relabelling.
Theorem 5.24. Consider a sequene h, k → 0 and let
{(Vh,k,Ph,k,Yh,k,Wh,k,Uh,k)}h,k ,
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be a orresponding sequene of the time interpolation of the solutions of the disrete
optimal ontrol Problem 5.1. Then, there exist funtions
v ∈ H1
(
L2
)
∩ L∞
(
H10
)
,
∫ t
0
p (s) ds ∈ L∞
(
L20
)
y ∈ H1
(
L2
)
∩ L∞ (H0) , w ∈ L
2
(
H1
)
∩ L∞
(
L2
)
, u ∈ L2
(
L2
)
and a subsequene (not relabeled), suh that,
V•h,k ⇀ v, in H
1
(
L2
)
,(5.205)
V
•,±
h,k
∗
⇀ v, in L∞
(
H10
)
,(5.206)
V
•,±
h,k → v, in L
2
(
H10
)
,(5.207) ∫ t
0
P+h,k (s) ds
∗
⇀
∫ t
0
p (s) ds, in L∞
(
L20
)
,(5.208)
Y•h,k ⇀ y, in H
1
(
L2
)
,(5.209)
Y•,±h,k
∗
⇀ y, in L∞ (H0) ,(5.210)
Y•,±h,k → y, in L
2 (H0) ,(5.211)
W+h,k ⇀ w, in L
2
(
H1
)
,(5.212)
W+h,k
∗
⇀ w, in L∞
(
L2
)
,(5.213)
U
+
h,k ⇀ u, in L
2
(
L2
)
.(5.214)
Proof. We onsider a funtion U¯ ∈ L2 (L2). Then, by the denition (5.4) of the
ost funtional Jh,k : Xh,k × L2 (L2) → R, the assumption (5.197), the estimate
(5.198), we have, for all h, k,
(5.215)
α
2
‖Uh,k‖
2
L2(L2) ≤ Jh,k (sh,k (Uh,k) ,Uh,k) ≤ Jh,k
(
sh,k
(
U¯
)
, U¯
)
≤ C
(
U¯
)
+
α
2
‖U¯‖2L2(L2),
where the map sh,k : L
2 (L2)→ Xh,k is the state equations solution operator dened
in (5.12) and
(sh,k (Uh,k) ,Uh,k) = (Xh,k,Uh,k) = (Vh,k,Ph,k,Yh,k,Wh,k,Uh,k) ,
is a solution of the optimal ontrol Problem 5.1. Using (5.215) above, we realize
that the sequene {Uh,k}h,k is bounded by a onstant whih is independent of h, k.
So, using the estimates (5.198)-(5.200), there exists a onvergent subsequene suh
that the limits (5.214), (5.205), (5.206), (5.208)-(5.210), (5.212) and (5.213) hold.
Furthermore, by the estimates (5.198), (5.200), we have
‖V•h,k‖H1(L2) + ‖V
•
h,k‖L∞(H10)
+ ‖∆˜hV
•
h,k‖L2(L2)
+‖Y•h,k‖H1(L2) + ‖Y
•
h,k‖L∞(H0) + ‖∆hY
•
h,k‖L2(L2) ≤ C,
uniformly in h, k. So, using the results established in [13℄ (Lemma 2.4) or [83℄
(Lemma 4.9), we derive the strong onvergene statements (5.207) and (5.211).
It remains to prove that V
•,±
h,k and Y
•,±
h,k onverge, respetively, to the same limit. It
an be done as in the proof of Theorem 3.23 and we skip this part of the proof.
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Theorem 5.25. Consider a sequene h, k → 0 and let
{(Vh,k,Ph,k,Yh,k,Wh,k,Uh,k,QV ,h,k,QP,h,k,QY ,h,k,QW ,h,k)}h,k ,
be a orresponding sequene of the time interpolation of the solutions of the opti-
mality onditions (5.133)-(5.135), where in partiular
{(Vh,k,Ph,k,Yh,k,Wh,k,Uh,k)}h,k ,
is a sequene of solutions of the disrete optimal ontrol Problem 5.1. Then, there
exist funtions
qv ∈ H
1
(
L2
)
∩ L∞
(
H10
)
,
∫ t
0
qp (s) ds ∈ L
∞
(
L20
)
qy ∈ H
1
(
L2
)
∩ L∞ (H0) , qw ∈ L
2 (H0) ∩ L
∞
(
L2
)
,
and a subsequene (not relabeled) suh that,
Q
•
V ,h,k ⇀ qv, in H
1
(
L2
)
,(5.216)
Q
•,±
V ,h,k
∗
⇀ qv, in L
∞ (D) ,(5.217)
Q
•,±
V ,h,k → qv, in L
2 (D) ,(5.218) ∫ t
0
Q+P,h,k (s) ds
∗
⇀
∫ t
0
qp (s) ds, in L
∞
(
L20
)
,(5.219)
Q•Y ,h,k ⇀ qy, in H
1
(
L2
)
,(5.220)
Q•,±Y ,h,k
∗
⇀ qy, in L
∞ (H0) ,(5.221)
Q•,±Y ,h,k → qy, in L
2 (H0) ,(5.222)
Q•,±W ,h,k
∗
⇀ qw, in L
∞
(
L2
)
,(5.223)
Q•,±W ,h,k ⇀ qw, in L
2 (H0) .(5.224)
Proof. From (5.214) established in Theorem 5.24 and by the estimates (5.201) and
(5.203), we have the results (5.216),(5.217), (5.219)-(5.221), (5.223) and (5.224).
Moreover, from (5.201), (5.203), we get
‖Q•V ,h,k‖H1(L2) + ‖Q
•
V ,h,k‖L∞(H10)
+ ‖∆˜hQ
•
V ,h,k‖L2(L2)
+‖Q•Y ,h,k‖H1(L2) + ‖Q
•
Y ,h,k‖L∞(H0) + ‖∆hQ
•
Y ,h,k‖L2(L2) ≤ C.
Then, by the results in [13℄ (Lemma 2.4) or [83℄ (Lemma 4.9), we derive the strong
onvergene statements (5.218) and (5.222). Finally, as in the proof of Theorem
3.23, by (5.201), (5.203), we an show that Q
•,±
V ,h,k,Q
•,±
Y ,h,k,Q
•,±
W ,h,k onverge, respe-
tively, to the same limit.
In the next Theorem 5.26, we derive regularity properties for the funtions
v, y, w, u, qv, qy, qw,
onsidered in the previous Theorems 3.23, 3.24. Moreover, we show that these
funtions are solution of the optimality onditions (4.22)-(4.24) of the ontinuous
optimal ontrol Problem 4.1.
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Theorem 5.26. The funtions
v, y, w, u, qv, qy, qw,
onsidered in Theorems 5.24, 5.25 are suh that
v ∈ H1 (S) ∩ L∞ (D) ,(5.225)
y ∈ H1
(
L20
)
∩ L∞ (H0) ,(5.226)
w ∈ L2
(
H1
)
∩ L∞
(
L2
)
,(5.227)
u ∈ H1 (S) ∩ L∞ (D) ,(5.228)
qv ∈ H
1 (S) ∩ L∞ (D) ,(5.229)
qy ∈ H
1
(
L20
)
∩ L∞ (H0) ,(5.230)
qw ∈ L
2 (H0) ∩ L
∞
(
L2
)
,(5.231)
and they satisfy the optimality onditions (4.22)-(4.24) of the ontinuous optimal
ontrol Problem 4.1. Furthermore, it holds
(5.232) ‖qvt‖L2(S) + ‖qv‖L∞(D) + ‖qyt‖L2(L20)
+ ‖qy‖L∞(H0) + ‖qw‖L2(H0) ≤ C (u) ,
where the onstant C (u) depends just on ‖u‖L2(L2), data problem and onstant
parameters.
Proof. We divide the proof in several steps.
i) Results (5.225), (4.22a), (4.22b).
From the disrete state equations (5.133a)-(5.133), we have that∫ T
0
[(
(Vh,k)t ,ψh
)
+ ν
(
∇V+h,k,∇ψh
)
+B
(
V
−
h,k,V
+
h,k,ψh
)
(5.233)
+ ρ
(
Y−h,k,∇W
+
h,k ·ψh
)
−
(
U+h,k,ψh
)]
dt = 0,
Vh,k(0) = Q
h
sv0,(5.234) ∫ T
0
(
∇ ·V+h,k, φh
)
dt = 0,(5.235)
for all ψh ∈ C
∞
c ((0, T ) ;Dh), φh ∈ C
∞
c ((0, T ) ;Ph) Given ψ ∈ C
∞
c ((0, T ) ;D),
φ ∈ C∞c ((0, T ) ;L
2
0), we set in (5.233) ψ = Q
h
sψ and φh = Q
h
0φ. From the property
(A.49) of the Stokes projetion operator Qhs and the relation (A.44) valid for the
projetion operator Qh0 , we note that
‖ψh −ψ‖
2
L2(H10)
=
∫ T
0
‖ψh −ψ‖
2
H10
dt ≤ C h2
∫ T
0
‖ψ‖2H2 dt→ 0,(5.236)
‖φ− φh‖L2(L20)
=
∫ T
0
‖φ− φh‖L20dt → 0,(5.237)
as h→ 0. Using the results of Theorem 5.24 and (5.236) above, we get∫ T
0
(
(Vh,k)t ,ψh
)
dt→
∫ T
0
(vt,ψ) dt,(5.238)
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∫ T
0
(
∇V+h,k,∇ψh
)
dt→
∫ T
0
(∇v,∇ψ) dt(5.239) ∫ T
0
(
U+h,k,ψh
)
dt→
∫ T
0
(u,ψ) dt,(5.240)
as h→ 0. From the denition of the disrete trilinear form B (·, ·, ·), we an write
∫ T
0
B
(
V−h,k,V
+
h,k,ψh
)
dt = Q1 +Q2,(5.241)
where
Q1 =
1
2
∫ T
0
([
V−h,k · ∇
]
V+h,k,ψh
)
dt,
Q2 = −
1
2
∫ T
0
([
V−h,k · ∇
]
ψh,V
+
h,k
)
dt,
whih are suh that
Q1 =
1
2
∫ T
0
([(
V
−
h,k − v
)
· ∇
]
V
+
h,k,ψh
)
dt+
1
2
∫ T
0
(
[v · ∇]
(
V
+
h,k − v
)
,ψh
)
dt
+
1
2
∫ T
0
([v · ∇]v,ψh −ψ) dt+
1
2
∫ T
0
b (v,v,ψ) dt
= Q11 +Q12 +Q13 +Q14,
Q2 =
1
2
∫ T
0
([(
V−h,k − v
)
· ∇
]
ψh,V
+
h,k
)
dt+
1
2
∫ T
0
(
[v · ∇] (ψh −ψ) ,V
+
h,k
)
dt
+
1
2
∫ T
0
(
[v · ∇]ψ,V+h,k − v
)
dt+
1
2
∫ T
0
b (v,ψ,v) dt
= Q21 +Q22 +Q23 +Q24.
where b (·, ·, ·, ) is the trilinear form dened in (4.12). Using the generalized Holder's
inequality (A.14), Young's inequality (A.13), inequality (A.17), the results of The-
orem 5.24 and (5.236) above, we derive
|Q11| ≤
1
2
∫ T
0
‖V−h,k − v‖L4‖∇V
+
h,k‖‖ψh‖L4 dt
≤ C
∫ T
0
‖V−h,k − v‖D‖V
+
h,k‖H10‖ψh‖H10 dt
≤ C‖V+h,k‖L∞(H10)
∫ T
0
‖V−h,k − v‖H10‖ψh‖H10 dt
≤ C‖V+h,k‖L∞(H10)
‖V−h,k − v‖L2(H10)
‖ψh‖L2(H10)
→ 0,
|Q12| ≤
1
2
∫ T
0
‖v‖L4‖∇V
+
h,k −∇v‖‖ψh‖L4 dt
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≤ C
∫ T
0
‖v‖H10‖V
+
h,k − v‖H10‖ψh‖H10 dt
≤ C‖v‖
L∞(H10)
∫ T
0
‖V+h,k − v‖H10‖ψh‖H10 dt
≤ C‖v‖
L∞(H10)
‖V+h,k − v‖L2(H10)
‖ψh‖L2(H10)
→ 0,
|Q13| ≤
1
2
∫ T
0
‖v‖L4‖∇v‖‖ψh −ψ‖L4 dt
≤ C
∫ T
0
‖v‖H10‖v‖H10‖ψh −ψ‖H10 dt
≤ C‖v‖
L∞(H10)
∫ T
0
‖v‖H10‖ψh −ψ‖H10 dt
≤ C‖v‖
L∞(H10)
‖v‖
L2(H10)
‖ψh −ψ‖L2(H10)
→ 0,
|Q21| ≤
1
2
∫ T
0
‖V−h,k − v‖L4‖∇ψh‖‖V
+
h,k‖L4 dt
≤ C
∫ T
0
‖V−h,k − v‖H10‖ψh‖H10‖V
+
h,k‖H10 dt
≤ C‖V+h,k‖L∞(H10)
∫ T
0
‖V−h,k − v‖H10‖ψh‖H10 dt
≤ C‖V+h,k‖L∞(H10)
‖V−h,k − v‖L2(H10)
‖ψh‖L2(H10)
→ 0,
|Q22| ≤
1
2
∫ T
0
‖v‖L4‖∇ψh −∇ψ‖‖V
+
h,k‖L4 dt
≤ C
∫ T
0
‖v‖H10‖ψh −ψ‖H10‖V
+
h,k‖H10 dt
≤ C‖V+h,k‖L∞(H10)
∫ T
0
‖v‖H10‖ψh −ψ‖H10 dt
≤ C‖V+h,k‖L∞(H10)
‖v‖
L2(H10)
‖ψh −ψ‖L2(H10)
→ 0,
|Q23| ≤
1
2
∫ T
0
‖v‖L4‖∇ψ‖‖V
+
h,k − v‖L4 dt
≤ C
∫ T
0
‖v‖H10‖ψ‖H10‖V
+
h,k − v‖H10 dt
≤ C‖v‖
L∞(H10)
∫ T
0
‖ψ‖H10‖V
+
h,k − v‖H10 dt
≤ C‖v‖
L∞(H10)
‖ψ‖
L2(H10)
‖V+h,k − v‖L2(H10)
→ 0,
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as h, k → 0. Hene from (5.241), we infer
(5.242)
∫ T
0
B
(
V−h,k,V
+
h,k,ψh
)
dt→
1
2
∫ T
0
b (v,v,ψ) dt+
1
2
∫ T
0
b (v,ψ,v) dt,
as h, k → 0. Using the strong onvergene statement (5.237), the results of Theorem
5.24 and the equation (5.235) above, we realize
(5.243)
∫ T
0
(
∇ · V+h,k, φh
)
dt→
∫ T
0
(∇ · v, φ) dt = 0,
for all φ ∈ C∞c ((0, T ) ;L
2
0). By a density argument, we note that (5.243) is satised
for all φ ∈ L2 (L20). Then, v ∈ L
2 (D). Therefore, using the property (4.13) of the
trilinear form b (·, ·, ·), we an replae (5.242) above by
(5.244)
∫ T
0
B
(
V−h,k,V
+
h,k,ψh
)
dt→
∫ T
0
b (v,v,ψ) dt.
We note that ∫ T
0
(
Y−h,k,∇W
+
h,k ·ψh
)
dt = R1 +R2 +R3 +R4,(5.245)
where
R1 =
∫ T
0
(
Y−h,k,∇W
+
h,k · [ψh −ψ]
)
dt,
R2 =
∫ T
0
(
Y−h,k − y,∇W
+
h,k ·ψ
)
dt,
R3 =
∫ T
0
(
y,∇
[
W+h,k − w
]
·ψ
)
dt,
R4 =
∫ T
0
(y,∇w ·ψ) dt.
Using the generalized Holder's inequality (A.14), Young's inequality (A.13), in-
equality (A.17), the results of Theorem 5.24 and the strong onvergene statement
(5.236) above, we have
|R1| ≤
∫ T
0
‖Y−h,k‖L4‖∇W
+
h,k‖‖ψh −ψ‖L4 dt
≤ C
∫ T
0
‖Y−h,k‖H0‖W
+
h,k‖H1‖ψh −ψ‖H10 dt
≤ C‖Y−h,k‖L∞(H0)
∫ T
0
‖W+h,k‖H1‖ψh −ψ‖H10 dt
≤ C‖Y−h,k‖L∞(H0)‖W
+
h,k‖L2(H1)‖ψh −ψ‖L2(H10)
dt→ 0,
|R2| ≤
∫ T
0
‖Y−h,k − y‖L4‖∇W
+
h,k‖‖ψ‖L4 dt ≤
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≤
∫ T
0
‖Y−h,k − y‖H0‖W
+
h,k‖H1‖ψ‖D dt ≤
≤ C‖ψ‖C([0,T ];D)
∫ T
0
‖Y−h,k − y‖H0‖W
+
h,k‖H1 dt
≤ C‖ψ‖C([0,T ];D)‖Y
−
h,k − y‖L2(H0)‖W
+
h,k‖L2(H1) → 0,
as h, k → 0. Furthermore for all η ∈ L2 (H1),
∣∣∣ ∫ T
0
(y,∇η ·ψ) dt
∣∣∣ ≤ ‖ψ‖C([0,T ];D)‖y‖L2(H0)‖η‖L2(H1).
Hene by the weak onvergene of W+h,k to w, as stated in (5.212), we get
|R3| → 0,
as h, k → 0. Inserting the results for R1, R2, R3 in (5.245), we an write
(5.246)
∫ T
0
(
Y−h,k,∇W
+
h,k ·ψh
)
dt→
∫ T
0
(y,∇w ·ψ) dt,
as h, k → 0. From equation (5.234) and the property (A.49) of the Stokes projetion
operator Qhs , we derive
(5.247) Vh,k (0) = Q
h
sv0 → v0 in H
1
0.
Furthermore, with ψ = ξ (1− t/T ), where ξ ∈ L2, using integration by parts in
time, we infer
(Vh,k (0)− v (0) , ξ) = −
∫ T
0
(
(Vh,k − v)t ,ψ
)
dt −
∫ T
0
(Vh,k − v,ψt) dt → 0,
whih implies
(5.248) Vh,k (0) ⇀ v (0) ,
as h, k → 0. So, from the results of Theorem 5.24 and (5.238)-(5.240), (5.244),
(5.246), (5.247) and (5.248), we realize that
v ∈ H1 (S) ∩ L∞ (D) ,
y ∈ H1
(
L20
)
∩ L∞ (H0) ,
w ∈ L2
(
H1
)
∩ L∞
(
L2
)
,
u ∈ L2
(
L2
)
,
satisfy∫ T
0
[(vt,ψ) + ν (∇v,∇ψ) + b (v,v,ψ) + ρ (y,∇w ·ψ)− (u,ψ)] dt = 0,
v(0) = v0,
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for all ψ ∈ C∞c ((0, T ) ;D). Thus, from the density result (A.8), we an say that
(4.22a), (4.22b) are satised for all ψ ∈ L2 (D).
ii) Equations (4.22), (4.22d), (4.22e).
From the disrete state equations (5.10a)-(5.10b), we have∫ T
0
[(
(Yh,k)t , ηh
)
h
+ γ
(
∇W+h,k,∇ηh
)
−
(
Y−h,k,V
−
h,k · ∇ηh
)]
dt = 0,(5.249)
Yh,k (0) = Q
hy0,(5.250) ∫ T
0
[(
W+h,k, θh
)
h
− ε2
(
∇Y+h,k,∇θh
)
+
(
Y−h,k −
(
Y+h,k
)3
, θh
)
h
]
dt = 0,(5.251)
for all ηh, θh ∈ C
∞
c ((0, T ) ; Yh). Given η, θ ∈ C
∞
c
(
(0, T ) ; C∞c
(
Ω¯
))
, we set in (5.249)
and (5.251)
ηh = Q
h
1η, θh = Q
h
1θ.
Then, using the property (A.47) of the projetion operator Qh1 , it is easy to get
that
(5.252) ηh → η, θh → θ, in L
2
(
H1
)
.
From the results of Theorem 5.24 and (5.252) above, we derive∫ T
0
(
∇W+h,k,∇ηh
)
dt→
∫ T
0
(∇w,∇η) dt,(5.253) ∫ T
0
(
∇Y+h,k,∇θh
)
dt→
∫ T
0
(∇y,∇θ) dt,(5.254)
as h, k → 0. Furthermore, we realize that
S1 =
∣∣∣ ∫ T
0
(
(Yh,k)t , ηh
)
h
dt−
∫ T
0
(yt, η) dt
∣∣∣→ 0,(5.255)
S2 =
∣∣∣ ∫ T
0
(
W+h,k, θh
)
h
dt−
∫ T
0
(w, θ)dt
∣∣∣→ 0,(5.256)
S3 =
∣∣∣ ∫ T
0
(
Y−h,k, θh
)
h
dt−
∫ T
0
(y, θ)dt
∣∣∣→ 0,(5.257)
S4 =
∣∣∣ ∫ T
0
((
Y+h,k
)3
, θh
)
h
dt−
∫ T
0
(
y3, θ
)
dt
∣∣∣→ 0.(5.258)
as h, k → 0. In fat, noting that
S1 ≤
∣∣∣ ∫ T
0
(
(Yh,k)t , ηh
)
h
dt−
∫ T
0
(
(Yh,k)t , ηh
)
dt
∣∣∣
+
∣∣∣ ∫ T
0
(
(Yh,k)t , ηh
)
dt−
∫ T
0
(yt, η) dt
∣∣∣ = S11 + S12,
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S2 ≤
∣∣∣ ∫ T
0
(
W+h,k, θh
)
h
dt−
∫ T
0
(
W+h,k, θh
)
dt
∣∣∣
+
∣∣∣ ∫ T
0
(
W+h,k, θh
)
dt−
∫ T
0
(w, θ) dt
∣∣∣ = S21 + S22,
S3 ≤
∣∣∣ ∫ T
0
(
Y−h,k, θh
)
h
dt−
∫ T
0
(
Y−h,k, θh
)
dt
∣∣∣
+
∣∣∣ ∫ T
0
(
Y−h,k, θh
)
dt−
∫ T
0
(y, θ) dt
∣∣∣ = S31 + S32,
S4 ≤
∣∣∣ ∫ T
0
((
Y+h,k
)3
, θh
)
h
dt−
∫ T
0
((
Y+h,k
)3
, θh
)
dt
∣∣∣
+
∣∣∣ ∫ T
0
((
Y+h,k
)3
, θh
)
dt−
∫ T
0
(
y3, θ
)
dt
∣∣∣ = S41 + S42,
and using the results of Theorem 5.24, the relation (A.31), the generalized Holder's
inequality (A.14), the inequality (A.17) and the relation (5.252) above, we note
that
S11 ≤ Ch
∫ T
0
‖ (Yh,k)t ‖‖∇ηh‖ dt ≤ Ch‖ (Yh,k)t ‖L2(L2)‖ηh‖L2(H1) → 0,
S21 ≤ Ch
∫ T
0
‖W+h,k‖‖∇θh‖ dt ≤ Ch‖W
+
h,k‖L2(L2)‖θh‖L2(H1) → 0,
S31 ≤ Ch
∫ T
0
‖Y−h,k‖‖∇θh‖ dt ≤ Ch‖Y
−
h,k‖L2(L2)‖θh‖L2(H1) → 0,
S41 ≤ Ch
∫ T
0
∥∥ (Y+h,k)3 ∥∥‖∇θh‖ dt ≤ Ch
∫ T
0
‖Y+h,k‖L6‖θh‖H1 dt
≤ Ch
∫ T
0
‖Y+h,k‖H0‖θh‖H1 dt ≤ Ch‖Y
+
h,k‖L2(H0)‖θh‖L2(H1) → 0,
and
S12 → 0, S22 → 0, S32 → 0, S42 → 0,
as h, k → 0. We have,∫ T
0
(
Y−h,k,V
−
h,k · ∇ηh
)
dt = A1 + A2 + A3 + A4,(5.259)
where
A1 =
∫ T
0
(
Y−h,k − y,V
−
h,k · ∇ηh
)
dt,
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A2 =
∫ T
0
(
y,
[
V−h,k − v
]
· ∇ηh
)
dt,
A3 =
∫ T
0
(y,v · ∇ [ηh − η]) dt,
A4 =
∫ T
0
(y,v · ∇η) dt.
Then, using the results of Theorem 5.24, generalized Holder's inequality (A.14) and
inequality (A.17), we get
|A1| ≤
∫ T
0
‖Y−h,k − y‖L4‖V
−
h,k‖L4‖∇ηh‖ dt
≤ C
∫ T
0
‖Y−h,k − y‖H0‖V
−
h,k‖D‖ηh‖H1 dt
≤ C‖V−h,k‖L∞(H10)
∫ T
0
‖Y−h,k − y‖H0‖ηh‖H1 dt
≤ C‖V−h,k‖L∞(H10)
‖Y−h,k − y‖L2(H0)‖ηh‖L2(H1) → 0,
|A2| ≤
∫ T
0
‖y‖L4‖V
−
h,k − v‖L4‖∇ηh‖ dt
≤ C
∫ T
0
‖y‖H0‖V
−
h,k − v‖H10‖ηh‖H1 dt
≤ C‖y‖L∞(H0)
∫ T
0
‖V−h,k − v‖H10‖ηh‖H1 dt
≤ C‖y‖L∞(H0)‖V
−
h,k − v‖L2(H10)
‖ηh‖L2(H1) → 0,
|A3| ≤
∫ T
0
‖y‖L4‖v‖L4‖∇ηh − η‖ dt
≤ C
∫ T
0
‖y‖H0‖v‖H10‖ηh − η‖H1 dt
≤ C‖y‖L∞(H0)
∫ T
0
‖v‖H10‖ηh − η‖H1 dt
≤ C‖y‖L∞(H0)‖v‖L2(H10)
‖ηh − η‖L2(H1) → 0,
as h, k → 0. Hene, from (5.259), we an write
(5.260)
∫ T
0
(
Y−h,k,V
−
h,k · ∇ηh
)
dt→
∫ T
0
(y,v · ∇η) dt,
as h, k → 0. Conerning the initial ondition, using the property (A.42) of the
L2-projetion operator Qh, we derive
(5.261) Yh,k (0) = Q
hy0 → y0, in L
2.
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Furthermore, with η = ξ (1− t/T ), where ξ ∈ L2, integrating by parts in time, we
infer
(Yh,k (0)− y (0) , ξ) = −
∫ T
0
(
(Yh,k − y)t , η
)
dt −
∫ T
0
(Yh,k − y, ηt) dt → 0,
as h, k → 0. Therefore Yh,k (0) ⇀ y (0) in L2. Thus, using (5.261) and the unique-
ness of the weak limit, we realize that
(5.262) y (0) = y0.
Therefore, from (5.253)-(5.258), (5.260) and (5.262), we observe that
v ∈ H1 (S) ∩ L∞ (D) ,
y ∈ H1
(
L20
)
∩ L∞ (H0) ,
w ∈ L2
(
H1
)
∩ L∞
(
L2
)
,
u ∈ L2
(
L2
)
,
satisfy ∫ T
0
[(yt, η) + γ (∇w,∇η)− (y,v · ∇η)] dt = 0,
y(0) = y0,∫ T
0
[
(w, θ)− ε2 (∇y,∇θ) + (y, θ)−
(
y3, θ
)]
dt = 0,
for all η, θ ∈ C∞c
(
(0, T ) ; C∞c
(
Ω¯
))
. So, using the density result (A.7), we an laim
that (4.22), (4.22d), (4.22e) hold for all η, θ ∈ L2 (H1).
iii) Results (5.229), (4.23a), (4.23a).
From the disrete adjoint equations (5.134a)-(5.134b) we have∫ T
0
[(
− (QV ,h,k)t ,ψh
)
+ ν
(
∇Q−
V ,h,k,∇ψh
)
+(5.263)
+ B
(
ψh,V
++
h,k ,Q
+
V ,h,k
)
+B
(
V
−
h,k,ψh,Q
−
V ,h,k
)
−
(
Y+h,k,∇Q
+
Y ,h,k ·ψh
)]
dt = 0,
QV ,h,k (T ) = 0,(5.264) ∫ T
0
(
∇ ·Q−
V ,h,k, φh
)
dt = 0,(5.265)
for all ψh ∈ C
∞
c ((0, T ) ;Dh), φh ∈ C
∞
c ((0, T ) ;Ph). In (5.263) the funtion V
++
h,k is
dened as follows
(5.266) V
++
h,k :=
{
Vn+1, if t ∈ (tn−1, tn] , n = 1, . . . , N − 1,
VN , if t ∈ (tN−1, tN ] ,
and we note that
‖∇V+h,k −∇V
++
h,k ‖
2
L2(L2) =
N−1∑
n=1
∫ tn
tn−1
‖∇Vn −Vn+1‖2dt
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≤
N−1∑
n=1
k‖∇Vn −Vn+1‖2dt
≤
N∑
n=1
k‖∇Vn−1 −Vn‖2dt.(5.267)
Hene, from (5.267) above, the estimate (5.200) and the result (5.207) established
in Theorem 5.24, we get
(5.268) V++h,k → v in L
2
(
H10
)
.
as h, k → 0. We onsider ψ ∈ C∞c ((0, T ) ;D), φ ∈ C
∞
c ((0, T ) ;L
2
0) and we set
ψh = Q
h
sψ in (5.263) and φh = Q
h
0φ. Then, using the results of Theorem 5.25 and
the strong onvergene of ψh to ψ (see (5.236) in Step 1), we an write∫ T
0
(
− (QV ,h,k)t ,ψh
)
dt→
∫ T
0
(−qvt,ψ) dt,(5.269) ∫ T
0
(
∇Q−
V ,h,k,∇ψh
)
dt→
∫ T
0
(∇qv,∇ψ) dt.(5.270)
as h, k → 0. Regarding the third term in (5.263), we derive∫ T
0
B
(
ψh,V
++
h,k ,Q
+
V ,h,k
)
dt = D1 +D2,(5.271)
where
D1 =
1
2
∫ T
0
(
[ψh · ∇]V
++
h,k ,Q
+
V ,h,k
)
dt,
D2 = −
1
2
∫ T
0
(
[ψh · ∇]Q
+
V ,h,k,V
++
h,k
)
dt,
It is easy to realize that
D1 =
1
2
∫ T
0
(
[(ψh −ψ) · ∇]V
++
h,k ,Q
+
V ,h,k
)
dt
+
1
2
∫ T
0
(
[ψ · ∇]
[
V++h,k − v
]
,Q+
V ,h,k
)
dt
+
1
2
∫ T
0
(
[ψ · ∇]v,Q+
V ,h,k − qv
)
dt
+
1
2
∫ T
0
([ψ · ∇]v,qv) dt = D11 +D12 +D13 +D14,(5.272)
D2 =
1
2
∫ T
0
(
[(ψh −ψ) · ∇]Q
+
V ,h,k,V
++
h,k
)
dt
+
1
2
∫ T
0
(
[ψ · ∇]
[
Q+
V ,h,k − qv
]
,V++h,k
)
dt
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+
1
2
∫ T
0
(
[ψ · ∇]qv,V
++
h,k − v
)
dt
+
1
2
∫ T
0
([ψ · ∇]qv,v) dt = D21 +D22 +D23 +D24.(5.273)
Using the generalized Holder's inequality (A.14), Young's inequality (A.13), in-
equality (A.17), the results of Theorem 5.25, the strong onvergene statement
(5.236) in Step 1 and (5.268) above, we infer
|D11| ≤
1
2
∫ T
0
‖ψh −ψ‖L4‖∇V
++
h,k ‖‖Q
+
V ,h,k‖L4 dt
≤ C
∫ T
0
‖ψh −ψ‖H10‖V
++
h,k ‖H10‖Q
+
V ,h,k‖H10 dt
≤ C‖V++h,k ‖L∞(H10)
∫ T
0
‖ψh −ψ‖H10‖Q
+
V ,h,k‖H10 dt
≤ C‖V++h,k ‖L∞(H10)
‖ψh −ψ‖L2(H10)
‖Q+
V ,h,k‖L2(H10)
→ 0,
|D12| ≤
1
2
∫ T
0
‖ψ‖L4‖∇V
++
h,k −∇v‖‖Q
+
V ,h,k‖L4 dt
≤ C
∫ T
0
‖ψ‖H10‖V
++
h,k − v‖H10‖Q
+
V ,h,k‖H10 dt
≤ C‖Q+
V ,h,k‖L∞(H10)
∫ T
0
‖ψ‖H10‖V
++
h,k − v‖H10 dt
≤ C‖Q+
V ,h,k‖L∞(H10)
‖ψ‖
L2(H10)
‖V++h,k − v‖L2(H10)
→ 0,
|D13| ≤
1
2
∫ T
0
‖ψ‖L4‖∇v‖‖Q
+
V ,h,k − qv‖L4 dt
≤ C
∫ T
0
‖ψ‖H10‖v‖H10‖Q
+
V ,h,k − qv‖H10 dt
≤ C‖v‖
L∞(H10)
∫ T
0
‖ψ‖H10‖Q
+
V ,h,k − qv‖H10 dt
≤ C‖v‖
L∞(H10)
‖ψ‖
L2(H10)
‖Q+
V ,h,k − qv‖L2(H10)
→ 0,
|D21| ≤
1
2
∫ T
0
‖ψh −ψ‖L4‖∇Q
+
V ,h,k‖‖V
++
h,k ‖L4 dt
≤ C
∫ T
0
‖ψh −ψ‖H10‖Q
+
V ,h,k‖H10‖V
++
h,k ‖H10 dt
≤ C‖V++h,k ‖L∞(H10)
∫ T
0
‖ψh −ψ‖H10‖Q
+
V ,h,k‖H10 dt
≤ C‖V++h,k ‖L∞(H10)
‖ψh −ψ‖L2(H10)
‖Q+
V ,h,k‖L2(H10)
→ 0,
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|D22| ≤
1
2
∫ T
0
‖ψ‖L4‖∇Q
+
V ,h,k −∇qv‖‖V
++
h,k ‖L4 dt
≤ C
∫ T
0
‖ψ‖H10‖Q
+
V ,h,k − qv‖H10‖V
++
h,k ‖H10 dt
≤ C‖V++h,k ‖L∞(H10)
∫ T
0
‖ψ‖H10‖Q
+
V ,h,k − qv‖H10 dt ≤
≤ C‖V++h,k ‖L∞(H10)
‖ψ‖
L2(H10)
‖Q+
V ,h,k − qv‖L2(H10)
→ 0,
|D23| ≤
1
2
∫ T
0
‖ψ‖L4‖∇qv‖‖V
++
h,k − v‖L4 dt
≤ C
∫ T
0
‖ψ‖H10‖qv‖H10‖V
++
h,k − v‖H10 dt
≤ C‖qv‖L∞(H10)
∫ T
0
‖ψ‖H10‖V
++
h,k − v‖H10 dt
≤ C‖qv‖L∞(H10)
‖ψ‖
L2(H10)
‖V++h,k − v‖L2(H10)
→ 0,
as h, k → 0. Inserting the previous relations in (5.272) and (5.273), from (5.271)
we observe
(5.274)
∫ T
0
B
(
ψh,V
++
h,k ,Q
+
V ,h,k
)
dt→
1
2
∫ T
0
b (ψ,v,qv) dt+
1
2
∫ T
0
b (ψ,qv,v) dt,
as h, k → 0. Using the strong onvergene statement (5.237), the results of Theorem
5.25 and the equation (5.265) above, we have
(5.275)
∫ T
0
(
∇ ·Q−
V ,h,k, φh
)
dt→
∫ T
0
(∇ · qv, φ) dt = 0,
for all φ ∈ C∞c ((0, T ) ;L
2
0).Moreover, by a density argument, we note that (5.275)
hold for all φ ∈ L2 (L20). Then, qv ∈ L
2 (D). Therefore, using the property (4.13)
of the trilinear form b (·, ·, ·), we an replae (5.274) above by
(5.276)
∫ T
0
B
(
ψh,V
++
h,k ,Q
+
V ,h,k
)
dt→
∫ T
0
b (ψ,v,qv) dt.
Considering the fourth term in (5.263), we an write∫ T
0
B
(
V
−
h,k,ψh,Q
−
V ,h,k
)
dt = E1 − E2,(5.277)
where
E1 =
1
2
∫ T
0
([
V
−
h,k · ∇
]
ψh,Q
−
V ,h,k
)
dt,
E2 =
1
2
∫ T
0
([
V−h,k · ∇
]
Q−
V ,h,k,ψh
)
dt.
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and
E1 =
1
2
∫ T
0
([(
V
−
h,k − v
)
· ∇
]
ψh,Q
−
V ,h,k
)
dt
+
1
2
∫ T
0
(
[v · ∇] [ψh −ψ] ,Q
−
V ,h,k
)
dt
+
1
2
∫ T
0
(
[v · ∇]ψ,Q−
V ,h,k − qv
)
dt = E11 + E12 + E13 + E14,(5.278)
E2 =
1
2
∫ T
0
([(
V−h,k − v
)
· ∇
]
Q−
V ,h,k,ψh
)
dt
+
1
2
∫ T
0
(
[v · ∇]
[
Q
−
V ,h,k − qv
]
,ψh
)
dt
+
1
2
∫ T
0
([v · ∇]qv,ψh −ψ) dt = E21 + E22 + E23 + E24.(5.279)
From the generalized Holder's inequality (A.14), Young's inequality (A.13), in-
equality (A.17), the results of Theorem 5.25 and the strong onvergene statement
(5.236) in Step 1, we get
E11 → 0, E12 → 0, E13 → 0,
E21 → 0, E22 → 0, E23 → 0,
as h, k → 0. Hene, using the above relations in (5.278), (5.279), from (5.277), we
derive
(5.280)
∫ T
0
B
(
V−h,k,ψh,Q
−
V ,h,k
)
dt→
∫ T
0
b (v,ψ,qv) dt.
It remains to show the onvergene of the last term in (5.263). It reads∫ T
0
(
Y+h,k,∇Q
+
Y ,h,k ·ψh
)
dt = F1 + F2 + F3 + F4,(5.281)
where
F1 =
∫ T
0
(
Y+h,k,∇
[
Q+Y ,h,k − qv
]
·ψh
)
dt,
F2 =
∫ T
0
(
Y+h,k − y,∇qv ·ψh
)
dt,
F3 =
∫ T
0
(y,∇qv · [ψh −ψ]) dt,
F4 =
∫ T
0
(y,∇qv ·ψ) dt.
Using the generalized Holder's inequality (A.14), inequality (A.17), the results of
Theorems 5.25, 5.24 and the strong onvergene statement (5.236), we an write
|F1| ≤
∫ T
0
‖Y+h,k‖L4‖∇Q
+
Y ,h,k −∇qv‖‖ψh‖L4 dt
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≤ C
∫ T
0
‖Y+h,k‖H0‖Q
+
Y ,h,k − qv‖H10‖ψh‖H10 dt
≤ C‖Y+h,k‖L∞(H0)
∫ T
0
‖Q+Y ,h,k − qv‖H10‖ψh‖H10 dt
≤ C‖Y+h,k‖L∞(H0)‖Q
+
Y ,h,k − qv‖L2(H10)
‖ψh‖L2(H10)
→ 0,
|F2| ≤
∫ T
0
‖Y+h,k − y‖L4‖∇qv‖‖ψh‖L4 dt
≤ C
∫ T
0
‖Y+h,k − y‖H0‖qv‖H10‖ψh‖H10 dt
≤ C‖qv‖L∞(H10)
∫ T
0
‖Y+h,k − y‖H0‖ψh‖H10 dt
≤ C‖qv‖L∞(H10)
‖Y+h,k − y‖L2(H0)‖ψh‖L2(H10)
→ 0,
|F3| ≤
∫ T
0
‖y‖L4‖∇qv‖‖ψh −ψ‖L4 dt
≤ C
∫ T
0
‖y‖H0‖qv‖H10‖ψh −ψ‖H10 dt
≤ C‖qv‖L∞(H10)
∫ T
0
‖y‖H0‖ψh −ψ‖H10 dt
≤ C‖qv‖L∞(H10)
‖y‖L2(H0)‖ψh −ψ‖L2(H10)
→ 0.
as h, k → 0. Therefore, from (5.281), we derive
(5.282)
∫ T
0
(
Y+h,k,∇Q
+
Y ,h,k ·ψh
)
dt→
∫ T
0
(y,∇qy ·ψ) dt,
as h, k → 0. Finally, we prove that qv (T ) = 0. With ψ = ξ t/T , where ξ ∈ L2,
integrating by parts in time, we realize that
(QV ,h,k (T )− qv (T ) , ξ) =
=
∫ T
0
(
(QV ,h,k − qv)t ,ψ
)
dt +
∫ T
0
(ψt,QV ,h,k − qv) dt→ 0,
as h, k → 0. Therefore
(5.283) qv (T ) = 0.
Hene, from (5.269), (5.270), (5.276), (5.280), (5.282) and (5.283), we laim that
v ∈ H1 (S) ∩ L∞ (D) ,
y ∈ H1
(
L20
)
∩ L∞ (H0) ,
qv ∈ H
1 (S) ∩ L∞ (D) ,
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qy ∈ H
1
(
L20
)
∩ L∞ (H0) ,
qw ∈ L
2
(
H1
)
∩ L∞
(
L20
)
,
satisfy∫ T
0
[(−qvt,ψ) + ν (∇qv,∇ψ) + b (ψ,v,qv) + b (v,ψ,qv)− (y,∇qy ·ψ)] dt = 0,
qv (T ) = 0,
for all ψ ∈ C∞c ((0, T ) ;D). Then, from the density result (A.8), we onlude that
(4.23a), (4.23b) hold for all ψ ∈ L2 (D).
iv) Results (4.23)-(4.23e)
From the disrete adjoint equations (5.134d)-(5.134f), we have
∫ T
0
[(
− (QY ,h,k)t , ηh
)
h
− ε2
(
∇Q−W ,h,k,∇ηh
)
+
(
Q+W ,h,k, ηh
)
h
(5.284)
−
(
∇Q+Y ,h,k · V
+
h,k, ηh
)
+ ρ
(
∇W++h,k ·Q
+
V ,h,k, ηh
)
− 3
((
Y+h,k
)2
Q−W ,h,k, ηh
)
h
+
(
Y+h,k −Y
+
d,h,k, ηh
)]
dt = 0,
QY ,h,k (T ) = 0,(5.285) ∫ T
0
[(
Q−W ,h,k, θh
)
h
+ γ
(
∇Q−Y ,h,k,∇θh
)
+ ρ
(
Y−h,k,Q
−
V ,h,k · ∇θh
)]
dt = 0.(5.286)
for all ηh ∈ C
∞
c ((0, T ) ;Ph) , θh ∈ C
∞
c ((0, T ) ; Yh). In (5.284) Y
+
d,h,k is the time
interpolation of the values ynd = Q
h
0yd (tn) , n = 1, . . . , N . By the property (A.44)
of the projetion operator Qh0 and using yd ∈ C ([0, T ] ;L
2), we get
‖Y+d,h,k − yd‖
2
L2(L2) =
N∑
n=1
∫ tn
tn−1
‖Qh0yd (tn)− yd (t) ‖
2dt(5.287)
≤ 2
N∑
n=1
∫ tn
tn−1
[
‖Qh0yd (tn)− yd (tn) ‖
2 + ‖yd (tn)− yd (t) ‖
2
]
dt
= 2
N∑
n=1
k‖Qh0yd (tn)− yd (tn) ‖
2 + 2
N∑
n=1
∫ tn
tn−1
‖yd (tn)− yd (t) ‖
2dt
≤ 2
N∑
n=1
k‖Qh0yd (tn)− yd (tn) ‖
2 + 2
N∑
n=1
k max
t∈[tn−1,tn]
‖yd (tn)− yd (t) ‖
2
≤ 2
N∑
n=1
k‖Qh0yd (tn)− yd (tn) ‖
2 + 2T max
n=1,...,N
max
t∈[tn−1,tn]
‖yd (tn)− yd (t) ‖
2 → 0,
as h, k → 0. Given η ∈ C∞c
(
(0, T ) ; C∞c
(
Ω¯
)
∩ L20
)
, θ ∈ C∞c
(
(0, T ) ; C∞c
(
Ω¯
))
we set
in (5.284), (5.286)
ηh = Q
h
1η, θh = Q
h
1θ.
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From the results of Theorem 5.25, the strong onvergene statement (5.252) and
(5.287) above, we derive∫ T
0
(
∇Q−W ,h,k,∇ηh
)
dt→
∫ T
0
(∇qw,∇η) dt,(5.288) ∫ T
0
(
∇Q−Y ,h,k,∇θh
)
→
∫ T
0
(∇qy,∇θ) dt,(5.289) ∫ T
0
(
Y+h,k − Y
+
d,h,k, ηh
)
dt→
∫ T
0
(y − yd, η) dt,(5.290)
as h, k → 0. Moreover, it is easy to show that
G1 =
∣∣∣ ∫ T
0
(
(QY ,h,k)t , ηh
)
h
dt−
∫ T
0
(qyt, η) dt
∣∣∣→ 0,(5.291)
G2 =
∣∣∣ ∫ T
0
(
Q+W ,h,k, ηh
)
h
dt−
∫ T
0
(qw, η) dt
∣∣∣→ 0,(5.292)
G3 =
∣∣∣ ∫ T
0
((
Y+h,k
)2
Q−W ,h,k, ηh
)
h
dt−
∫ T
0
(
y2qw, η
)
dt
∣∣∣→ 0,(5.293)
G4 =
∣∣∣ ∫ T
0
(
Q−W ,h,k, θh
)
h
dt−
∫ T
0
(qw, θ) dt
∣∣∣→ 0,(5.294)
as h, k → 0. Indeed, we an write
G1 ≤
∣∣∣ ∫ T
0
(
(QY ,h,k)t , ηh
)
dt−
∫ T
0
(
(QY ,h,k)t , ηh
)
dt
∣∣∣
+
∣∣∣ ∫ T
0
(
(QY ,h,k)t , ηh
)
dt−
∫ T
0
(qyt, η) dt
∣∣∣ = G11 +G12,
G2 ≤
∣∣∣ ∫ T
0
(
Q+W ,h,k, ηh
)
h
dt−
∫ T
0
(
Q+W ,h,k, ηh
)
dt
∣∣∣
+
∣∣∣ ∫ T
0
(
Q+W ,h,k, ηh
)
dt−
∫ T
0
(qw, η) dt
∣∣∣ = G21 +G22,
G3 ≤
∣∣∣ ∫ T
0
((
Y+h,k
)2
Q−W ,h,k, ηh
)
h
dt−
∫ T
0
((
Y+h,k
)2
Q−W ,h,k, ηh
)
dt
∣∣∣
+
∣∣∣ ∫ T
0
((
Y+h,k
)2
Q−W ,h,k, ηh
)
dt−
∫ T
0
(
y2qw, η
)
dt
∣∣∣ = G31 +G32,
G4 ≤
∣∣∣ ∫ T
0
(
Q−W ,h,k, θh
)
h
dt−
∫ T
0
(
Q−W ,h,k, θh
)
dt
∣∣∣
+
∣∣∣ ∫ T
0
(
Q−W ,h,k, θh
)
dt−
∫ T
0
(qw, θ) dt
∣∣∣ = G41 +G42,
and using the results of Theorems 5.24, 5.25, relation (A.31), generalized Holder's
inequality (A.14), inequality (A.17), relation (5.252) above and the estimate (5.198),
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we infer
G11 ≤ Ch
∫ T
0
‖ (QY ,h,k)t ‖‖∇ηh‖ dt ≤ Ch‖ (QY ,h,k)t ‖L2(L2)‖ηh‖L2(H0) → 0,
G21 ≤ Ch
∫ T
0
‖Q+W ,h,k‖‖∇ηh‖ dt ≤ ‖Q
+
W ,h,k‖L2(L2)‖ηh‖L2(H0) → 0,
G31 ≤ Ch
∫ T
0
‖
(
Y+h,k
)2
Q−W ,h,k‖‖∇ηh‖ dt
≤ Ch
∫ T
0
‖Y+h,k‖
2
C(Ω¯)‖Q
−
W ,h,k‖‖ηh‖H0dt
≤ Ch max
t∈[0,T ]
‖Y+h,k (t) ‖
2
C(Ω¯)‖Q
−
W ,h,k‖L2(L2)‖ηh‖L2(H0) → 0,
G41 ≤ Ch
∫ T
0
‖Q−W ,h,k‖‖∇θh‖ ≤ Ch‖Q
−
W ,h,k‖L2(L2)‖η‖L2(H1) → 0,
and
G12 → 0, G22 → 0, G32 → 0, G42 → 0,
as h, k → 0. In the fth term in (5.284) the funtion W++h,k is dened as follows
(5.295) W++h,k :=
{
W n+1, if t ∈ (tn−1, tn] , n = 1, . . . , N − 1,
WN , if t ∈ (tN−1, tN ] ,
and using the results of Lemmas 5.10 and Theorem 5.24, we realize that
W++h,k ⇀ w, in L
2
(
H1
)
.(5.296)
Integrating by parts in spae, it is easy to show∫ T
0
(
∇W++h,k ·Q
+
V ,h,k, ηh
)
dt = H1 +H2,(5.297)
where
H1 =
∫ T
0
(
W++h,k
[
∇ ·Q+
V ,h,k
]
, ηh
)
dt,
H2 =
∫ T
0
(
W++h,k ,Q
+
V ,h,k · ∇ηh
)
dt,
and
H1 =
∫ T
0
(
W++h,k
[
∇ ·Q+
V ,h,k
]
, ηh − η
)
dt(5.298)
+
∫ T
0
(
W++h,k
[
∇ ·Q+
V ,h,k −∇ · qv
]
, η
)
dt
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+
∫ T
0
(
W++h,k − w, [∇ · qv] η
)
dt+
∫ T
0
(w, [∇ · qv] η) dt
= H11 +H12 +H13 +H14,
H2 =
∫ T
0
(
W++h,k ,Q
+
V ,h,k · [∇ηh −∇η]
)
dt(5.299)
+
∫ T
0
(
W++h,k ,
[
Q+
V ,h,k − qv
]
· ∇η
)
dt
+
∫ T
0
(
W++h,k − w,qv · ∇η
)
dt+
∫ T
0
(w,qv · ∇η) dt
= H21 +H22 +H23 +H24.
Using the results of Theorems 5.24, 5.25, generalized Holder's inequality (A.14),
inequality (A.17), relation (5.252) above and the estimates (5.198), (5.200), we an
show
|H11| ≤
∫ T
0
‖W++h,k ‖L4‖∇ ·Q
+
V ,h,k‖‖ηh − η‖L4dt ≤
≤ C
∫ T
0
‖W++h,k ‖H1‖∇Q
+
V ,h,k‖‖ηh − η‖H0dt
≤ C‖Q+
V ,h,k‖L∞(H10)
∫ T
0
‖W++h,k ‖H1‖ηh − η‖H0dt
≤ C‖Q+
V ,h,k‖L∞(H10)
‖W++h,k ‖L2(H1)‖ηh − η‖L2(H0)dt→ 0,
|H12| ≤
∫ T
0
‖W++h,k ‖L4‖∇ ·Q
+
V ,h,k −∇ · qv‖‖η‖L4dt
≤ C
∫ T
0
‖W++h,k ‖H1‖∇Q
+
V ,h,k −∇qv‖‖η‖H0dt
≤ C
(
max
t∈[0,T ]
‖η (t) ‖H0
)∫ T
0
‖W++h,k ‖H1‖Q
+
V ,h,k − qv‖H10dt
≤ C
(
max
t∈[0,T ]
‖η (t) ‖H0
)
‖W++h,k ‖L2(H1)‖Q
+
V ,h,k − qv‖L2(H10)
→ 0,
|H21| ≤
∫ T
0
‖W++h,k ‖L4‖Q
+
V ,h,k‖L4‖∇ηh −∇η‖dt
≤ C
∫ T
0
‖W++h,k ‖H1‖Q
+
V ,h,k‖H10‖ηh − η‖H0dt
≤ C‖Q+
V ,h,k‖L∞(H10)
∫ T
0
‖W++h,k ‖H1‖ηh − η‖H0dt
≤ C‖Q+
V ,h,k‖L∞(D)‖W
++
h,k ‖L2(H1)‖ηh − η‖L2(H0) → 0,
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|H22| ≤
∫ T
0
‖W++h,k ‖L4‖Q
+
V ,h,k − qv‖L4‖∇η‖dt
≤ C
∫ T
0
‖W++h,k ‖H1‖Q
+
V ,h,k − qv‖H10‖η‖H0dt
≤ C
(
max
t∈[0,T ]
‖η (t) ‖H0
)∫ T
0
‖W++h,k ‖H1‖Q
+
V ,h,k − qv‖H10 dt
≤ C
(
max
t∈[0,T ]
‖η (t) ‖H0
)
‖W++h,k ‖L2(H1)‖Q
+
V ,h,k − qv‖L2(H10)
→ 0.
as h, k → 0. Furthermore, for all w ∈ L2 (H1)
∣∣∣ ∫ T
0
(w, [∇ · qv] η) dt
∣∣∣ ≤ ‖qv‖L∞(D)‖η‖L2(H0)‖w‖L2(H1),∣∣∣ ∫ T
0
(w,qv · ∇η) dt
∣∣∣ ≤ ‖qv‖L∞(D)‖η‖L2(H0)‖w‖L2(H1),
hene
(5.300) |H13| → 0, |H23| → 0,
as h, k → 0.
Therefore, using the previous relations in (5.298), (5.299), we have∫ T
0
(
W++h,k
[
∇ ·Q+
V ,h,k
]
, ηh
)
dt→
∫ T
0
(w [∇ · qv] , η) dt,∫ T
0
(
W++h,k ,Q
+
V ,h,k · ∇ηh
)
dt→
∫ T
0
(w,qv · ∇η) dt,
and then, using (5.297) and integrating by parts in spae, we get
(5.301)
∫ T
0
(
∇W++h,k ·Q
+
V ,h,k, ηh
)
dt→
∫ T
0
(∇w · qv, η) dt,
as h, k → 0. Conerning the fth term in (5.284), we derive
(5.302) I =
∣∣∣ ∫ T
0
((
Y+h,k
)2
Q−W ,h,k, ηh
)
h
dt−
∫ T
0
(
y2qw, η
)
dt
∣∣∣→ 0,
as h, k → 0. Indeed, we note
I ≤
∣∣∣ ∫ T
0
((
Y+h,k
)2
Q−W ,h,k, ηh
)
h
dt−
∫ T
0
((
Y+h,k
)2
Q−W ,h,k, ηh
)
dt
∣∣∣
+
∣∣∣ ∫ T
0
((
Y+h,k
)2
Q−W ,h,k, ηh
)
dt−
∫ T
0
(
y2qw, η
)
dt
∣∣∣ = I1 + I2,(5.303)
where
I2 ≤
∣∣∣ ∫ T
0
((
Y+h,k
)2
Q−W ,h,k, ηh − η
)
dt
∣∣∣
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+
∣∣∣ ∫ T
0
((
Y+h,k
)2 [
Q−W ,h,k − qw
]
, η
)
dt
∣∣∣
+
∣∣∣ ∫ T
0
((
Y+h,k
)2
− y2, qw η
)
dt
∣∣∣ = I21 + I22 + I23.
Using the relation (A.31), generalized Holder's inequality (A.14), estimate (5.198)
and the results of Theorems 5.24, 5.25, we an write
I1 ≤ Ch
∫ T
0
‖
(
Y+h,k
)2
Q−W ,h,k‖‖∇ηh‖dt
≤ Ch
∫ T
0
‖Y+h,k‖C(Ω¯)‖Q
−
W ,h,k‖‖ηh‖H0dt
≤ Ch‖Y+h,k‖L∞(C(Ω¯))
∫ T
0
‖Q−W ,h,k‖‖ηh‖H0dt
≤ Ch‖Y+h,k‖L∞(C(Ω¯))‖Q
−
W ,h,k‖L2(L2)‖ηh‖L2(H0)dt→ 0,
I21 ≤
∫ T
0
‖
(
Y+h,k
)2
‖C(Ω¯)‖Q
−
W ,h,k‖‖ηh − η‖dt
≤ 2‖Y+h,k‖L∞(C(Ω¯))
∫ T
0
‖Q−W ,h,k‖‖ηh − η‖dt
≤ 2‖Y+h,k‖L∞(C(Ω¯))‖Q
−
W ,h,k‖L2(L2)‖ηh − η‖L2(L2) → 0,
I23 =
∫ T
0
([
Y+h,k − y
] [
Y+h,k + y
]
, qw η
)
dt
≤
∫ T
0
‖Y+h,k − y‖L4‖Y
+
h,k + y‖L4‖qw‖L2‖η‖C(Ω¯)dt
≤ C
∫ T
0
‖Y+h,k − y‖H0‖Y
+
h,k + y‖H0‖qw‖L2‖η‖C(Ω¯)dt
≤ C
(
max
t∈[0,T ]
‖η (t) ‖C(Ω¯)
)
‖qw‖L∞(L2)
∫ T
0
‖Y+h,k − y‖H0‖Y
+
h,k + y‖H0dt
≤ C
(
max
t∈[0,T ]
‖η (t) ‖C(Ω¯)
)
‖qw‖L∞(L2)‖Y
+
h,k − y‖L2(H0)‖Y
+
h,k + y‖L2(H0) → 0,
as h, k → 0. Moreover for all qw ∈ L2 (H0),∣∣∣ ∫ T
0
((
Y+h,k
)2
qw, η
)
dt
∣∣∣ ≤ 2‖Y+h,k‖L∞(C(Ω¯))‖qw‖L2(H0)‖η‖L2(H0).
Therefore,
I22 → 0,
as h, k → 0. Hene, using the previous relations in (5.303) (5.303), we infer that
(5.302) holds. It is easy to realize
(5.304)
∣∣∣ ∫ T
0
(
Y−h,k,Q
−
V ,h,k · ∇θh
)
dt−
∫ T
0
(y,qv · ∇θ) dt
∣∣∣→ 0,
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as h, k → 0. Indeed
∣∣∣ ∫ T
0
(
Y−h,k,Q
−
V ,h,k · ∇θh
)
dt−
∫ T
0
(y,qv · ∇θ) dt
∣∣∣ ≤ L1 + L2 + L3,(5.305)
where
L1 =
∣∣∣ ∫ T
0
(
Y−h,k,Q
−
V ,h,k · [∇θh −∇θ]
)
dt
∣∣∣,
L2 =
∣∣∣ ∫ T
0
(
Y−h,k,
[
Q−
V ,h,k − qv
]
· ∇θ
)
dt
∣∣∣,
L3 =
∣∣∣ ∫ T
0
(
Y−h,k − y,qv · ∇θ
)
dt
∣∣∣,
and using the generalized Holder's inequality (A.14), inequality (A.17), the strong
onvergene statement (5.252) and the results of Theorems 5.24, 5.25, we observe
L1 ≤
∫ T
0
‖Y−h,k‖L4‖Q
−
V ,h,k‖L4‖∇θh −∇θ‖dt
≤ C
∫ T
0
‖Y−h,k‖H0‖Q
−
V ,h,k‖H10‖θh − θ‖H1dt
≤ C‖Y−h,k‖L∞(H0)
∫ T
0
‖Q−
V ,h,k‖H10‖θh − θ‖H1dt
≤ C‖Y−h,k‖L∞(H0)‖Q
−
V ,h,k‖L2(H10)
‖θh − θ‖L2(H1)dt→ 0,
L2 ≤
∫ T
0
‖Y−h,k‖L4‖Q
−
V ,h,k − qv‖L4‖∇θ‖dt
≤ C
∫ T
0
‖Y−h,k‖H0‖Q
−
V ,h,k − qv‖H10‖θ‖H1dt
≤ C‖Y−h,k‖L∞(H0)
∫ T
0
‖Q−
V ,h,k − qv‖H10‖θ‖H1dt
≤ C‖Y−h,k‖L∞(H0)‖Q
−
V ,h,k − qv‖L2(H10)
‖θ‖L2(H1) → 0,
L3 ≤
∫ T
0
‖Y−h,k − y‖L4‖qv‖L4‖∇θ‖dt
≤ C
∫ T
0
‖Y−h,k − y‖H0‖qv‖H10‖θ‖H1dt
≤ C‖qv‖L∞(H10)
∫ T
0
‖Y−h,k − y‖H0‖θ‖H1dt
≤ C‖qv‖L∞(H10)
‖Y−h,k − y‖L2(H0)‖θ‖L2(H1) → 0,
as h, k → 0. Thus, using the previous relations in (5.305), we have that (5.304)
is satised. Next, we prove that qy (T ) = 0. With η = ξ t/T , where ξ ∈ L2,
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integrating by parts in time, we get
(QY ,h,k (T )− qy (T ) , ξ)
=
∫ T
0
(
(QY ,h,k − qy)t , η
)
dt+
∫ T
0
(ηt,QY ,h,k − qy) dt→ 0,
as h, k → 0, for all ξ ∈ L2. Therefore,
(5.306) qy (T ) = 0.
Hene, from (5.288)-(5.294), (5.301), (5.302), (5.304) and (5.306), we derive that
v ∈ H1 (S) ∩ L∞ (D) ,
y ∈ H1
(
L20
)
∩ L∞ (H0) ,
qv ∈ H
1 (S) ∩ L∞ (D) ,
w ∈ L2
(
H1
)
∩ L∞
(
L2
)
,
qy ∈ H
1
(
L20
)
∩ L∞ (H0) ,
qw ∈ L
2
(
H1
)
∩ L∞
(
L20
)
,
satisfy ∫ T
0
[
(−qyt, η)− ε
2 (∇qw,∇η) + ρ (∇w · qv, η)− (v · ∇qy, η)
+ (qw, η)−
(
3y2qw, η
)
+ (y − yd, η)
]
dt = 0,
qy(T ) = 0,∫ T
0
[(qw, θ) + γ (∇qy,∇θ) + ρ (y,qv · ∇θ)] dt = 0,
for all η ∈ C∞c
(
(0, T ) ; C∞c
(
Ω¯
)
∩ L20
)
, θ ∈ C∞c
(
(0, T ) ; C∞c
(
Ω¯
))
. So, from the density
result (A.7), we infer that (4.23)-(4.23e) hold for all η ∈ L2 (H0) , θ ∈ L2 (H1). Fi-
nally, the estimate (5.232), is a diret onsequene of the estimates (5.201), (5.203)
and the results of Theorem 5.25.
v) Results (5.228), (4.24)
From the disrete variational equality (5.135), we an write
α U+h,k = Q
−
V ,h,k.
Then, up to a multipliative onstant, we an identify the ontrol U+h,k with the
adjoint variable Q
−
V ,h,k. So, as h, k → 0,
U+h,k
∗
⇀ u, in L∞
(
H10
)
,
U+h,k → u, in L
2
(
H10
)
.
Furthermore, equation (4.24) hold and u ∈ H1 (S) ∩ L∞ (D).
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5.6. Numerial Solution of the Disrete Optimal
Control Problem
In order to solve the disrete optimality onditions (5.133)-(5.135) of the optimal
ontrol Problem 5.1, we apply the same proedure performed in Setion 3.5, i.e.,
we use the steepest desent approah desribed in Algorithm 3.28. We emphasize
that in this ase, where we are dealing with a smooth problem, Algorithm 3.28
represents a true steepest desent method, where given
J˜h,k (Uh,k) = Jh,k (sh,k (Uh,k) ,Uh,k) ,
we have
Gh,k := α Uh,k −QV ,h,k = ∇Uh,k J˜h,k (Uh,k) .
Furthermore, onerning the steps 2 and 3 of Algorithm 3.28 there are several
dierenes between the ase here disussed and the one presented in Setion 3.5.
We show them in the following.
Algorithm 3.28: Step 2
Let us assume that i is the steepest desent iteration index. The state equations
in system (5.133) are oupled but there are not any kind of omplementarity on-
ditions whih ompliate matters. So, in order to get Vh,k,(i),Yh,k,(i),Wh,k,(i), we
need to solve, at eah time level n = 1, . . . , N a unique linear system resulting from
the disrete Navier-Stokes equations (5.133a)-(5.133) and Cahn-Hilliard equations
(5.133d)-(5.133f).
Algorithm 3.28: Step 3
Given Vh,k,(i),Yh,k,(i),Wh,k,(i) we alulate QV ,h,k,(i). To do that, we take into a-
ount that also the disrete adjoint equations in system (5.134) are oupled but the
omplementarity onditions are missing. Then, we need just to solve a unique linear
system built from the bakward adjoint equations (5.134a)-(5.134) and (5.134d)-
(5.134f).
5.7. Numerial Experiments
In the following, in order to show the eieny of our approah, we show two
numerial experiment.
5.7.1. Cirle to Square 1
We propose a numerial experiment whih is similar to the one presented in Setion
3.6. So, the domain is still the unit square Ω = (0, 1)2 in the two dimensional plane
(x1, x2) and the initial ondition y0 for the phase-eld has the form (3.269) and
it is shown in gure 3.1. The values of the onstants parameter in the model are
α = 10−4, ν = 0.1, γ = 0.005, ρ = 0.1, ε = 0.02, the timestep k = 0.01 and the time
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horizon is T = 100k. Even the desired state yd is the same represented in gure
3.2. Conerning the settings of the steepest desent Algorithm 3.28, we onsider as
initial guess for the ontrol Uh,k,(0) ≡ 0, the tolerane TOL = 10
−9
and the maxi-
mum number of s.d. desent iterations Nmax = 10
3
. Furthermore, also in this ase
the steepest desent step size σ(i) is established aording to the Barzilai-Borwein
method [12℄, with the following settings (see setion 3.5, in partiular (3.271) for
details): σinit = 10
3
, σmin = 300, σmax = 800.
0 100 200 300
Number of s.d. iterations
0,01
0,015
0,02
0,025
J(y,u)
Figure 5.1.: behaviour of Jh,k
(
Yh,k,(i),Uh,k,(i)
)
, with i index of s.d. iterations
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Number of s.d. iterations
1e-09
1e-08
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0,001
|| grad J ||
Figure 5.2.: behaviour of ‖Gh,k,(i)‖L2(L2), with i index of s.d. iterations
Figures 5.1, 5.2 show the good behaviour of the steepest desent algorithm: in about
330 iterations the system seems approahing to a minimum of the ost funtional,
see g. 5.1. Moreover ‖Gh,k,(i)‖L2(L2) dereases apparently with a logarithmi rate,
with respet to the number of steepest desent iterations, see gure 5.2.
In gures 5.3, it is depited the evolution in time of the optimal phase-eld Yh,k (x, t)
and veloity Vh,k (x, t) (i.e. at the end of steepest desent algorithm). The be-
haviour is the one desired: the veloity is suh that the phase-eld distribution
hanges in the rst time steps and then it keeps its shape lose to the desired state.
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As expeted there are overshoots, however relatively small, of the phase-eld out-
side the interval [−1, 1].
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Figure 5.3.: Time evolution of optimal state Yh,k(x, t) and veloity Vh,k(x, t)
In gures 5.4, it is shown the evolution in time of the optimal adjoint stateQY ,h,k (x, t)
and the ontrol Uh,k (x, t): in the last time steps, they beome time by time less
intense when the phase-eld distribution is loser to the desired state.
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Figure 5.4.: Time evolution of the optimal adjoint state QY ,h,k (x, t) and the ontrol
Uh,k (x, t)
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5.7.2. Cirle to Square 2
Even in this ase, the domain is the unit square Ω = (0, 1)2 in the two dimen-
sional plane (x1, x2). The initial ondition orresponds to the linear interpola-
tion of (3.269) but it is shifted on the right of the domain, around the point
(xc1, xc2) = (0.7, 0.5), as shown in gure 3.7. The values of the onstant parameters
in the model are α = 10−4, ν = 0.1, γ = 0.005, ρ = 0.1, ε = 0.02. The timestep
k = 0.005 and the time horizon is T = 400k. In this numerial experiment we
onsider a time-dependent desired state. In partiular, yd (x1, x2, t) is a state where
the two phases are separated by a vanishing interfae whih has exatly the shape
of the square onsidered in the rst numerial experiment, suh that:
• at t = 0 it is entred around (xc1, xc2) = (0.7, 0.5);
• for t ∈ [0, 300k] it performs a horizontal uniform motion toward the left hand
side of the domain;
• for t ∈ [300k, 400k] it is entered around the point (x˜c1, x˜c2) = (0.3, 0.5), see
gure 3.8 in Setion 3.6.
Also in this ase, ondition ∫
Ω
yd (x, t) dx =
∫
Ω
y0 (x) ,
is, for all t ∈ [0, T ], satised and then the desired state is reahable. The settings
for the steepest desent Algorithm 3.28 are TOL = 10−9, Nmax = 1000 and the
initial guess for the ontrol is Uh,k,(0) ≡ 0. Furthermore, even in this ase, the s.d.
step size is hosen aording to the Barzilai-Borwein method [12℄, with: σinit = 300,
σmin = 300, σmax = 800.
Figures 5.5 and 5.6 show the eieny of our method: in about 420 iterations the
ost funtional approahes to the minimum and the dereasing of ‖Gh,k,(i)‖L2(L2)
looks at a logarithmi rate. In gures 5.7, it is depited the evolution in time of
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Figure 5.5.: behaviour of Jh,k
(
Yh,k,(i),Uh,k,(i)
)
, with i index of s.d. iterations
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Figure 5.6.: behaviour of ‖Gh,k,(i)‖L2(L2), with i index of s.d. iterations
the optimal phase-eld Yh,k (x, t) and veloity Vh,k (x, t) (i.e. at the end of steepest
desent algorithm).
We get the expeted overshoot for the phase-eld distribution values, but the overall
behaviour is good: the state of the system follows the movements of the desired
state and at the end of the evolution it assumes the shape of a square.
Finally, in gures 5.8, it is possible to observe the evolution in time of the optimal
adjoint state QY ,h,k (x, t) and the ontrol Uh,k (x, t): it is possible to see that the
ontrol in the last time steps drives the veloity and then the phase-eld so that it
assumes the shape of a square in the exat position.
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Figure 5.7.: Time evolution of state Yh,k (x, t) and veloity Vh,k (x, t)
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Figure 5.8.: Time evolution of the optimal adjoint state QY ,h,k (x, t) and ontrol Uh,k(x, t)
Appendix A.
Notations and Basi Results
A.1. Main Notations
We use C to indiate a generi nonnegative onstant, whih an hange its value in
the dierent steps of a same alulation or proof. In the ase of dependenies we
write C(·). Given a funtion or map or operator f = f (t, x, y, z, . . . ), we denote
its partial derivative in the following ways
∂f
∂x
= ∂xf = fx,
Given a spatial bounded domain Ω, we use n to denote the outer normal boundary
vetor. Then, given a funtion g : Ω→ R,
∂f
∂n
∣∣∣
Ω
,
is used to denote its outer normal boundary derivative.
A.2. Banah Spaes
A.2.1. General Notation
Given a Banah spae B, we denote by B∗ the orresponding dual spae. We use
‖ · ‖B, | · |B and 〈·, ·〉B∗,B to denote, respetively, the norm, the seminorm and the
dual pairing in B. In the ase of a Hilbert spae, (·, ·)B denotes the salar produt.
Where no onfusion arises, we use (·, ·) and ‖ · ‖ to denote, respetively, the salar
produt and the norm in L2; in the other ase we add the orresponding index. If
X, Y are two Banah spaes, we use
L (X, Y ) ,
to denote the Banah spae of the bounded, linear map from X to Y .
A.2.2. Sobolev and Bohner spaes
Let Ω an open and bounded domain in Rd. We use Wm,p := Wm,p(Ω) and Hm :=
Wm,2 to denote the standard Sobolev spaes and byWm,p
(
W k,q
)
:= Wm,p
(
0, T ;W k,q
)
we refer to standard Bohner spaes. In the ase of vetor valued funtions and
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spaes ontaining suh funtions we write them in bold-fae notation.
We frequently use the following spaes of zero mean funtions
L20 :=
{
z ∈ L2(Ω) :
∫
Ω
z dx = 0
}
, ‖ · ‖L20 = ‖ · ‖L2 ,(A.1)
H0 := H
1 (Ω) ∩ L20 (Ω) , ‖ · ‖H0 = ‖ · ‖H1 ,(A.2)
and the following Hilbert spae
W0 :=
{
y ∈ L2 (H0) : yt ∈ L
2 (H∗0 )
}
,
endowed with the following norm
‖y‖W0 =
[
‖y‖2L2(H1) + ‖yt‖
2
L2(H1∗)
] 1
2
, ∀ y ∈ W0.
Regarding vetor valued funtions in Stokes and Navier-Stokes equations, given
M := {v ∈ C∞c (Ω) : ∇ · v = 0} ,
we onsider the following Hilbert spaes (see for example [20℄, Setion 3.3, for a
haraterization of these spaes)
S :=
{
closure of M in L2
}
, ‖ · ‖S = ‖ · ‖L2,(A.3)
D :=
{
closure of M in H10
}
=
{
v ∈ H10 : ∇ · v = 0
}
, ‖ · ‖D = ‖ · ‖H1 ,(A.4)
and
W0 :=
{
v ∈ L2(D) : vt ∈ L
2(D∗)
}
,
with norm
‖v‖W0 =
[
‖v‖2L2(D) + ‖v‖
2
L2(D∗)
] 1
2
, ∀v ∈W0.
A.2.3. Useful Embeddings
We have the following ontinuous embedding (see for example Theorem 1.32 in [58℄
or Theorem II.5.13 in [20℄):
W0 →֒ C
(
[0, T ] ;L20
)
,(A.5)
W0 →֒ C ([0, T ] ;S) ,(A.6)
Furthermore we use the following results:
Lemma A.1. The following embeddings are dense
C∞c
(
(0, T ) ; C∞c
(
Ω¯
))
→֒ L2
(
H1
)
,(A.7)
C∞c ((0, T ) ;D) →֒ L
2 (D) .(A.8)
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Proof. In order to show (A.7), we need to prove that given η ∈ L2 (H1), for all
n ∈ N there exists ηn ∈ C∞c
(
(0, T ) ; C∞c
(
Ω¯
))
suh that
(A.9) ‖ηn − η‖L2(H1) ≤
1
n
.
The spae C∞c ((0, T ) ;H
1) is dense in L2 (H1) (see for example [58℄, Lemma 1.9),
therefore given η ∈ L2 (H1), for all n ∈ N there exists θn ∈ C
∞
c ((0, T ) ;H
1) suh
that
(A.10) ‖θn − η‖L2(H1) ≤
1
2n
.
For all t ∈ [0, T ], θn (t) ∈ H1. Then, for all m ∈ N, we an onsider a mollifying
operator Sm and the funtion
θˆmn (t) = Sm [θn (t)] ∈ C
∞
c
(
Ω¯
)
,
so that
‖θˆmn (t)− θn (t) ‖H1 → 0, as m→ +∞,
for all t ∈ [0, T ]. The mollier Sm ats just on the spatial variables (see also Setion
2.2 in [20℄), therefore
θˆmn ∈ C
∞
c
(
(0, T ) ; C∞c
(
Ω¯
))
and
‖θˆmn − θn‖
2
L2(H1) =
∫ T
0
‖θˆmn (t)− θn (t) ‖
2
H1 dt ≤ T max
t∈[0,T ]
‖θˆmn (t)− θn (t) ‖
2
H1 → 0,
asm→ +∞. Hene, given θn ∈ C∞c ((0, T ) ;H
1), there exists ηn ∈ C∞c
(
(0, T ) ; C∞c
(
Ω¯
))
suh that
(A.11) ‖ηn − θn‖L2(H1) ≤
1
2n
.
Using together (A.10) and (A.11), we get (A.9).
The seond embedding (A.8) is a diret onsequene of Lemma 1.9 in [58℄.
Lemma A.2. The following embedding is dense
(A.12) C∞
(
[0, T ] ; C∞c
(
Ω¯
)
∩ L20
)
→֒ W0,
Proof. Given the Gelfand triple
H0 →֒ L
2
0 ≃
(
L20
)∗
→֒ H∗0 ,
where both embeddings are ontinuous and dense, by Lemma II.5.10 in [20℄, we
have that
C∞ ([0, T ] ;H0) →֒ W0,
is a dense embedding. Thus, working as in the proof of Lemma A.1 above, using a
mollifying operator, it is possible to show (A.12).
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A.2.4. Useful Inequalities
Very often, we use the following:
• Young's inequality
ab ≤ σa2 +
b2
4σ
= σa2 + C(σ)b2,(A.13)
∀ a, b ≥ 0, σ > 0;
• generalized Holder's inequality (see for example Lemma 1.13 in [58℄)
‖u1 · · ·uk‖Lp ≤ ‖u1‖Lp1 · · · ≤ ‖uk‖Lpk ,(A.14)
∀ui ∈ L
pi , with 1/p1 + . . . 1/pk = 1/p,
pi, p ∈ [1,+∞];
• Poinaré-Wirtinger inequality (see for example Proposition III.2.39 in [20℄)
‖η‖Lp ≤ C
[
‖∇η‖Lp +
1
|Ω|
| (η, 1) |
]
, ∀ η ∈ W 1,p, p ∈ [1,+∞) ;(A.15)
• Poinaré's inequality
‖z‖ ≤ C ‖∇z‖, ∀ z ∈ H10 ;(A.16)
• speial inequalities
‖u‖Lp ≤ C ‖u‖H1, ∀ u ∈ H
1, p ∈ [2,+∞),(A.17)
‖u‖L4 ≤ C ‖u‖
1
2 ‖u‖
1
2
H1
, ∀ u ∈ H1.(A.18)
A.2.5. Green's Operator
Given the spae
(A.19) F =
{
f ∈ H1∗ : 〈f, 1〉H1∗,H1 = 0
}
,
we an dene the Green's operator G : F → H1 in the following way: given f ∈ F
then Gf ∈ H1 is the unique solution of
(∇Gf,∇η) = 〈f, η〉H1∗,H1, ∀ η ∈ H
1,(A.20)
(Gf, 1) = 0.
The existene and uniqueness of Gf is given by the Lax-Milgram theorem and the
Poinaré's-Wirtinger inequality (A.15). It is possible to show that if f ∈ F , we an
set
(A.21) ‖f‖H1∗ = ‖∇Gf‖.
Furthermore, if f ∈ F ∩ L2, by (A.15) and (A.20), we have
‖f‖H1∗ = (Gf, f)
1
2 ,(A.22)
‖f‖H1∗ ≤ C‖f‖.(A.23)
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A.3. Disrete Settings
Given an open, bounded, Lipshitz domain Ω ⊂ R2 and a time interval [0, T ], with
T > 0, we assume in the doument the following disrete settings. Let:
• {t0, t1, . . . , tN} be a partition of [0, T ] in N sub-intervals of length k = T/N ;
• Th be a quasi-uniform triangulation of Ω in disjoint retangular triangles τ ,
suh that
Ω¯ = ∪τ∈Th τ¯ ,
with mesh size
(A.24) h := max
τ∈Th
diam(τ), h ∈ (0, 1).
• xj , j ∈ Jh = {1, . . . , Nh} be, respetively, the verties of the triangulation Th
and set of their indies.
• Pr(τ) be the spae of polynomials of degree less than or equal to r on τ and
Pr(τ) the orresponding 2-dimensional spae.
A.3.1. Disrete Spaes
We assoiate to the triangulation Th the following nite dimensional spaes:
Sh :=
{
S ∈ C(Ω¯) : S|τ ∈ P2(τ)
}
,
Vh := Sh ∩H
1
0,
Yh :=
{
Y ∈ C(Ω¯) : Y |τ ∈ P1(τ)
}
,
Ph := Yh ∩ L
2
0.
Furthermore we onsider the spae of the divergene-free funtions
(A.25) Dh := {V ∈ Vh : (∇ ·V, P ) = 0, ∀ P ∈ Ph} .
We emphasize (see for example page 310 in [73℄) that the P2 − P1 mixed nite
element spae (Vh, Ph) for the Stokes equation is stable, in the sense that it satises
the following inf-sup ondition
(A.26) sup
V∈Vh
(∇ ·V, P )
‖∇V‖
≥ C‖P‖, ∀P ∈ Ph.
where the onstant C does not depend on h.
A.3.2. Interpolation Operator
The interpolation operator Ih : C(Ω¯)→ Yh, is suh that
(A.27)
[
Ih(χ)
]
(xj) = χ(xj),
for all xj vertex of the triangulation Th. It holds (see for example Setion 3.4.1 in
[73℄),
(A.28) ‖χ− Ihχ‖ + h
∥∥∥∇ (χ− Ihχ) ∥∥∥ ≤ C h2|χ|H2 .
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A.3.3. Mass Lumping and h-Norm
The mass-lumped salar produt and assoiated h-norm are dened as follows
(A.29) (χ, η)h =
∫
Ω
Ih (χη) dx, ‖χ‖h =
√
(χ, χ)h, ∀ χ, η ∈ C
(
Ω¯
)
.
There exist two onstant C1, C2, whih depend just on the domain Ω, suh that the
h-norm and the L2-norm satisfy the following equivalene relation
(A.30) C1‖Z‖h ≤ ‖Z‖ ≤ C2‖Z‖h, ∀ Z ∈ Yh.
Moreover,
(A.31)
∣∣ (Y, Z)h − (Y, Z) ∣∣ ≤ C h ‖Y ‖ ‖∇Z‖, ∀ Y, Z ∈ Yh.
A.3.4. Disrete Green's Operators
As well as in [62℄, we introdue the following disrete Green's operators
Gh : F → Ph,
Gˆh : Ph → Ph,
suh that for all Z ∈ Yh, we have(
∇Ghη,∇Z
)
= 〈η, Z〉H1∗,H1,(A.32) (
∇GˆhY,∇Z
)
= (Y, Z)h .(A.33)
The operator Gh, Gˆh satisfy the following inequalities (see for example [18℄):
‖∇Ghη‖ ≤ C‖η‖, ∀ η ∈ F ∩ L2,(A.34)
‖∇GˆhZ‖ ≤ C‖Z‖h, ∀ Z ∈ Ph(A.35)
A.3.5. Disrete Laplaian and Stokes Operators
We dene the followings disrete Laplaian operators
∆h : Yh → Yh,
∆ˆh : Yh → Yh,
∆˜h : Vh → Vh.
They are suh that
(A.36) (−∆hY, Z) = (∇Y,∇Z) =
(
−∆ˆhY, Z
)
h
, ∀Z ∈ Yh,
and
(A.37)
(
−∆˜hV,Z
)
= (∇V,∇Z) , ∀Z ∈ Vh.
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Moreover, there exist a onstant C = C (Ω), so that
(A.38) ‖∆ˆhY ‖
2
h ≤ ‖∆hY ‖
2 ≤ C‖∆ˆhY ‖
2
h.
The following inequality (see [41℄, Theorem 6.4) holds
(A.39) ‖∇Z‖Lp ≤ C (p) ‖∆hZ‖,
for all Z ∈ Ph and 1 ≤ p < 2d/ (d− 2), where d is the spae dimension. Finally,
use the disrete Stokes operator Ah dened as follows
(A.40) Ah := −Th∆˜h,
where Th : L2 → Dh denotes the L2 projetion.
A.3.6. Projetion Operators
In the doument we use the following four projetion operator.
• The L2-projetion operator Qh : L2 → Yh,
(A.41)
(
Qhη, Z
)
h
= (η, Z) , ∀ Z ∈ Yh,
whih is suh that (see for example [62℄)
(A.42)
∥∥∥ (I −Qh) η∥∥∥+ h∥∥∥∇ (I −Qh) η∥∥∥ ≤ Ch‖∇η‖, ∀η ∈ H1
• The L2-projetion operator Qh0 : L
2 → Yh,
(A.43)
(
Qh0η, Z
)
= (η, Z) , ∀ Z ∈ Yh.
It is possible to prove (see for example [41℄, ondition (S6), p. 3041),
(A.44) lim
h→0
‖η −Qh0η‖ = 0, ∀ η ∈ L
2.
• The H1-projetion operator Qh1 : H
1 → Yh,
(A.45)
(
Qh1η, Z
)
H1
= (η, Z)H1 , ∀Z ∈ Yh,
whih is suh that (see for example Setion 3.5 in [73℄)
‖η −Qh1η‖ ≤ C h
l+1 |η|Hl+1, ∀ η ∈ H
l+1, 0 ≤ l ≤ 1,(A.46)
‖η −Qh1η‖H1 ≤ C h |η|H2, ∀ η ∈ H
2.(A.47)
• The Stokes projetion Qhs : D → Dh,
(A.48)
(
∇Qhsv,∇Z
)
= (∇v,∇Z) , ∀Z ∈ Dh
whih is suh that (see [41℄),
(A.49) ‖Qhsv − v‖+ h‖∇
(
Qhsv − v
)
‖ ≤ C hl‖v‖Hl,
for all v ∈ Hl ∩D, l = 1, 2.
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A.3.7. Useful Disrete Inequalities
We often use the disrete Poinaré inequality
(A.50) ‖Z‖h ≤ C (‖∇Z‖+ |(Z, 1)h|) , ∀Z ∈ Yh,
and the following disrete embedding and interpolation inequalities (see [46℄):
‖∇Z‖L4 ≤ C (‖∆hZ‖+ ‖∇Z‖) ,(A.51)
‖∇Z‖L4 ≤ C ‖∇Z‖
1
2 (‖∆hZ‖+ ‖∇Z‖)
1
2 ,(A.52)
‖∇Z‖L4 ≤ C ‖∆˜hZ‖,(A.53)
‖∇Z‖L4 ≤ C ‖∇Z‖
1
2‖∆˜hZ‖
1
2 .(A.54)
Furthermore, given a triangulation of a domain Ω with mesh size h, it hold (see for
example [62℄) the following inverse inequality
(A.55) ‖V‖L4 ≤
C
h
‖V‖,
for all V ∈ Sh, where C is a onstant whih is independent on h.
Lemma A.3. For all Y ∈ Yh :=
{
Y ∈ C(Ω¯) : Y |τ ∈ P1(τ)
}
, it holds
‖Y ‖4L4 ≤ 5
(
Y 4, 1
)
h
.(A.56)
Proof. Let Y ∈ Yh. On eah mesh triangle τ ∈ Th, we have
Y
∣∣
τ
= Y1,τ ϕ1,τ + Y2,τ ϕ2,τ + Y3,τ ϕ3,τ ,
where ϕi,τ ∈ Yh, i = 1, 2, 3 are the basis funtions assoiated with the three verties
of the mesh triangle τ ∈ Th. Calulations produe
‖Y ‖4L4 =
∑
τ∈Th
∣∣τ ∣∣
15
[
Y 41,τ + Y
4
2,τ + Y
4
3,τ + Y
2
1,τY
2
2,τ + Y
2
1,τY
2
3,τ + Y
2
2,τY
2
3,τ(A.57)
+Y 31,τY2,τ + Y
3
1,τY3,τ + Y1,τY
3
2,τ + Y
3
2,τY3,τ + Y1,τ Y
3
3,τ + Y2,τ Y
3
3,τ
+Y 21,τ Y2,τ Y3,τ + Y1,τ Y
2
2,τ Y3,τ + Y1,τ Y2,τ Y
2
3,τ
]
,(
Y 4, 1
)
h
=
∑
τ∈Th
∣∣τ ∣∣
3
[
Y 41,τ + Y
4
2,τ + Y
4
3,τ
]
.(A.58)
Using the Young's inequality
ab ≤
1
2
a2 +
1
2
b2, for all a, b ∈ R,
it is easy to realize that[
Y 41,τ + Y
4
2,τ + Y
4
3,τ + Y
2
1,τY
2
2,τ + Y
2
1,τY
2
3,τ + Y
2
2,τY
2
3,τ(A.59)
+Y 31,τY2,τ + Y
3
1,τY3,τ + Y1,τY
3
2,τ + Y
3
2,τY3,τ + Y1,τ Y
3
3,τ + Y2,τ Y
3
3,τ
+Y 21,τ Y2,τ Y3,τ + Y1,τ Y
2
2,τ Y3,τ + Y1,τ Y2,τ Y
2
3,τ
]
≤ 5
[
Y 41,τ + Y
4
2,τ + Y
4
3,τ
]
,
for all τ ∈ Th. Hene, from (A.57), (A.58) and (A.59) we get that the result (A.56)
holds.
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B.1. Proofs of Chapter 2
Proof of Lemma 2.3
Proof. First, we prove that the Stokes state equations (2.24) have a unique solution
v ∈ H1 (S) ∩ L∞ (D), whih satises
(B.1) ‖vt‖
2
L2(S) + ‖v‖
2
L∞(D) ≤ C
[
‖v0‖
2
D + ‖u‖
2
L2(L2)
]
.
In order to show that, we use a Galerkin's approximation (see for example page 44
in [80℄, page 45 in [58℄, [66℄). The spae D is separable, then we an onsider an
orthogonal dense subset
{
ξj
}
j∈N
⊂ D, normalized suh that
(
ξi, ξj
)
= δij .
For all ψ ∈ D, we have
(B.2)
∥∥∥ k∑
j=1
(
ψ, ξj
)
ξj −ψ
∥∥∥
D
→ 0,
as k → +∞. A suitable dense subset
{
ξj
}
j∈N
of D an be derived onsidering the
eigenfuntions of the Stokes operator, as in Paragraph 5.2 and Theorem IV.5.5 in
[20℄. Let Wk denote the nite dimensional subspae of D spanned by
{
ξj
}
j=1,...,k
.
We dene a projetion operator Pk : D →Wk,
(B.3) Pkψ =
k∑
j=1
(
ψ, ξj
)
ξj ,
whih is suh that(
Pkψ, ξ
)
= (ψ, ξ) ,
(
∇Pkψ,∇ξ
)
= (∇ψ,∇ξ) , ∀ ψ ∈ D, ξ ∈Wk.
In this way, for any xed k ∈ N, the Galerkin's approximation of the time dependent
Stokes equations (2.24a)-(2.24b), onsists in nding vk, suh that(
vkt ,ψ
k
)
+ ν
(
∇vk,∇ψk
)
−
(
u,ψk
)
= 0, a.e. on (0, T )(B.4)
vk(0) = Pkv0, in Ω,(B.5)
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for all ψk ∈Wk. Setting
(B.6) vk =
k∑
j=1
bj (t) ξj,
it is possible to prove that the linear system assoiated to (B.4), (B.5) has a unique
solution
bk (t) = (b1 (t) , . . . , bk (t))
T ,
suh that bi,∈ H1 (0, T ) for all i = 1, . . . , k.
So, we an laim that for any xed k ∈ N, vk ∈ H1 (Wk) solves (B.4), (B.5), for
all ψk ∈ C ([0, T ];Wk). Substituting ψ
k = vkt in (B.4), we get
(B.7) ‖vkt ‖
2 +
ν
2
d
dt
‖∇vk‖2 =
(
u,vkt
)
.
Hene, setting s = t in (B.7) above and integrating in time from 0 to t, with
t ∈ (0, T ], we an write
(B.8)
∫ t
0
‖vks‖
2ds+
ν
2
‖∇vk (t) ‖2 =
∫ t
0
(
u,vks
)
ds+
ν
2
‖vk (0) ‖2.
From (B.8), applying Young's inequality (A.13) with with σ = 1/2 in the integral
at the r.h.s, we derive
(B.9)
1
2
∫ t
0
‖vks‖
2ds+
ν
2
‖∇vk (t) ‖2 =
1
2
∫ t
0
‖u‖2ds+
ν
2
‖vk (0) ‖2,
whih implies, using Poinaré's inequality (A.16),
(B.10) ‖vkt ‖
2
L2(S) + ‖v
k‖2L∞(D) ≤ C
[
‖vk (0) ‖2 + ‖u‖2L2(L2)
]
,
where C is a onstant whih depends just on the onstant parameter ν. By the
denition (B.3) of the projetion operator Pk, we realize that
‖vk (0) ‖ = ‖Pkv0‖ ≤ ‖v0‖,
and therefore, from (B.10) above, we infer
(B.11) ‖vkt ‖
2
L2(S) + ‖v
k‖2L∞(D) ≤ C
[
‖v0‖
2
D + ‖u‖
2
L2(L2)
]
.
Hene, given the sequene {vk}k∈N, it is possible to extrat a subsequene, labelled
with index m, suh that
vm ⇀ v, in H1 (S) ,(B.12)
vm
∗
⇀ v, in L∞ (D) ,(B.13)
vm → v, in L2 (S) ,(B.14)
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where (B.14) follows from (B.12),(B.13) using a ompatness theorem, see [17℄ and
[66℄. As a onsequene of (B.4), (B.5), we have that∫ T
0
[(vmt ,ψ
m) + ν (∇vm,∇ψm)− (u,ψm)] dt = 0,(B.15)
vm(0) = Pmv0, in Ω,(B.16)
for all ψm ∈ C∞c ((0, T ) ;Wm). For any ψ ∈ C
∞
c ((0, T ) ;D), we set in (B.15)
ψm = Pmψ, whih is suh that
(B.17) ‖ψm −ψ‖L2(D) → 0,
as m→∞. Then, from (B.12)-(B.14) and (B.17), we get
∣∣∣ ∫ T
0
(vmt ,ψ
m) dt−
∫ T
0
(vt,ψ) dt
∣∣∣→ 0,(B.18)
∣∣∣ ∫ T
0
(∇vm,∇ψm) dt−
∫ T
0
(∇v,∇ψ) dt
∣∣∣→ 0,(B.19)
∣∣∣ ∫ T
0
(u,ψm) dt−
∫ T
0
(u,ψ) dt
∣∣∣→ 0,(B.20)
as m → +∞. Furthermore, onsidering ψ = ξ (1− t/T ), with ξ ∈ D, using
integration by parts in time, we an write
(vm (0)− v (0) , ξ) =
∫ T
0
[(−vmt + vt,ψ) + (−v
m + v,ψt)] dt→ 0,
as m→ +∞, for all ξ ∈ D. Therefore
vm (0) ⇀ v (0) , in D.
Moreover, from (B.2) and the denition (B.3) of the projetion operator Pm, we
note
Pmv0 = v
m (0)→ v0, in D.
Hene, we onlude that
(B.21) v (0) = v0.
So, from (B.18)-(B.21), we an say that v ∈ H1 (S) ∩ L∞ (D) satisfy∫ T
0
[(vt,ψ) + ν (∇v,∇ψ)− (u,ψ)] dt = 0,
v(0) = v0, in Ω,
for all ψ ∈ C∞c ((0, T ) ;D). So, from the embedding (A.8), we infer that v ∈
H1 (S)∩L∞ (D) solves the state equations (2.24), for all ψ ∈ L2 (D). Furthermore,
using the linearity of the equations, it is easy to realize that this solution is unique.
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Next, we demonstrate that given v ∈ H1 (S) ∩ L∞ (D), the Cahn-Hilliard state
equations (2.25), have a unique solution (y, w) ∈ W0∩L∞ (H0)∩L2 (H2)×L2 (H1).
As in the previous part of the proof, following the authors of [17℄, we apply a
Galerkin's method. Let {φj}j∈N be an orthogonal dense subset of H
1
, normalized
in the following way
(φi, φj) = δij,
and onsisting in the eigenfuntions for
(B.22) −∆φ+ φ = µ φ,
∂φ
∂n
∣∣∣
∂Ω
= 0.
For all ϕ ∈ H1, we have
∥∥∥ k∑
j=1
(ϕ, φj)φj − ϕ
∥∥∥
H1
→ 0, as k → +∞.
Let Vk denote the nite dimensional subspae of H
1
spanned by {φj}j=1,...,k. We
dene the following projetion P k : H1 → Vk
(B.23) P kϕ =
k∑
j=1
(ϕ, φj)φj,
whih is suh that(
P kϕ, ζ
)
= (ϕ, ζ) ,
(
∇P kϕ,∇ζ
)
= (∇ϕ,∇ζ) , ∀ϕ ∈ H1, ζ ∈ Vk.
For any xed k ∈ N, the Galerkin's approximations of (2.25) onsists in nding
yk, wk, suh that(
ykt , η
k
)
+ γ
(
∇wk,∇ηk
)
−
(
yk,v · ∇ηk
)
= 0, a.e. on (0, T ) ,(B.24)
yk(0) = P ky0, in Ω(B.25) (
wk + yk −
1
δ
βδ
(
yk
)
, θk
)
− ε2
(
∇yk,∇θk
)
= 0, a.e. on (0, T ) ,(B.26)
for all ηk, θk ∈ Vk. In order to solve to solve (B.24)-(B.26), we set
yk =
k∑
j=1
cj(t)φj, w
k =
k∑
j=1
lj(t)φj
and we look for solutions ck(t) = (c1(t), . . . , ck(t))
T , lk(t) = (l1(t), . . . , lk(t))
T
of the
following linear system
dck
dt
(t) + γA lk(t)−D(t) ck(t) = 0,(B.27)
ck(0) = ((y0, ϕ1) , . . . , (y0, ϕk))
T .(B.28)
lk(t)− ε2A ck(t) + ck(t)−
1
δ
r
(
ck(t)
)
= 0,(B.29)
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where the matries A,D(t) and the vetor r(t) read
Aij = (∇φj ,∇φi) , Dij(t) = (φj,v(t) · ∇φi) , ri (c(t)) =
(
βδ
(
k∑
j=1
cj(t)φj
)
, φi
)
,
for i, j = 1, . . . , k. From (B.29), we get
lk(t) =
[
ε2A− I
]
ck(t) +
1
δ
r
(
ck(t)
)
,
whih, substituted in (B.27), produe
dck
dt
(t) +
[
γ ε2 A2 − γ A−D(t)
]
ck(t) +
γ
δ
A r
(
ck(t)
)
= 0.
By denitions, A ∈ L∞
(
0, T ;Rk×k
)
and using v ∈ L∞ (D), we also have D ∈
L∞
(
0, T ;Rk×k
)
. Furthermore, denoting with ‖ · ‖2 the eulidean norm and using
that βδ is Lipshitz funtion, we note that
‖r (c2)− r (c1) ‖
2
2 ≤
k∑
i,j=1
‖φi‖
2 ‖φj‖
2 ‖c2 − c1‖
2
2 = Lk ‖c2 − c1‖
2
2.
whih implies that r : Rk → Rk is a Lipshitz ontinuous funtion. So, by standard
theory for ODEs with measurable oeients, for any xed k, there is a unique
solution
(
ck(t), lk(t)
)
of (B.27)-(B.29), whih is suh that ci(t), li(t) ∈ H1 (0, T ) for
all i = 1, . . . , k. Therefore, we an say that yk, wk are solutions of(
ykt , η
k
)
+ γ
(
∇wk,∇ηk
)
−
(
yk,v · ∇ηk
)
= 0, a.e. on (0, T ) ,(B.30)
yk(0) = P ky0,(B.31)
(
wk + yk, θk
)
− ε2
(
∇yk,∇θk
)
−
1
δ
(
βδ
(
yk
)
, θk
)
= 0, a.e. on (0, T ) ,
(B.32)
for all ηk, θk ∈ C ([0, T ];Vk). We note that setting ηk = 1 in (B.30), we have
(ykt , 1) = 0 =⇒ (y
k(t), 1) = (yk(0), 1) = (y0, 1) = 0, ∀t ∈ (0, T ].
Considering the Ginzburg-Landau energy funtional of the Cahn-Hilliard system
Eδ (y) =
ε2
2
∫
Ω
|∇y|2 dx+
∫
Ω
Φδ (y) dx,
from (B.32), we get
(B.33)
dEδ
(
yk
)
dt
= ε2
(
∇yk,∇ykt
)
−
(
yk, ykt
)
+
1
δ
(
βδ
(
yk
)
, ykt
)
=
(
wk, ykt
)
.
Using together (B.30) with ηk = wk and (B.33), we an write
dEδ
(
yk
)
dt
+ γ‖∇wk‖2 =
(
yk,v · ∇wk
)
.
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whih implies, integrating in time,
(B.34) Eδ
(
yk (s)
)
+ γ
∫ t
0
‖∇wk‖2 ds =
∫ t
0
(
yk,v · ∇wk
)
ds+ Eδ
(
P ky0
)
.
Using the onvexity of the funtion fδ stated in (2.16) and fδ (y0) = 0, we an set
in (B.34),
Eδ
(
P ky0
)
=
ε2
2
‖∇P ky0‖
2 +
1
2
(
1−
(
P ky0
)2
, 1
)
+
(
fδ
(
P ky0
)
, 1
)
≤
ε2
2
‖∇P ky0‖
2 +
1
2
(
1−
(
P ky0
)2
, 1
)
+
1
δ
(
βδ
(
P ky0
)
, P ky0 − y0
)
.(B.35)
So, from (B.35), taking into aount that P ky0 → y0 in H
1
, we derive
(B.36) Eδ
(
P ky0
)
≤
ε2
2
‖∇y0‖
2 +
1
2
(
1− y20, 1
)
= E (y0)
Furthermore, applying the generalized Holder's inequality (A.14) and Poinaré's
inequality (A.15), we infer
∣∣∣ ∫ t
0
(
yk,v · ∇ηk
)
ds
∣∣∣ ≤ ∫ t
0
‖yk‖L4 ‖v‖L4 ‖∇w‖ ds(B.37)
≤ C ‖v‖L∞(D) ‖∇y
k‖L2(0,t;L2) ‖∇w‖L2(0,t;L2),
for all t ∈ (0, T ). From the property (2.14), it holds
(B.38)
(
Φδ
(
yk
)
, 1
)
≥ −C0 |Ω| δ.
Thus, using together (B.34) (B.36), (B.37), (B.38) and applying Young's inequality
(A.13), we realize that
ε2
2
‖∇yk (t) ‖2 + γ
∫ t
0
‖∇wk‖2 ds ≤ C1 (σ) ‖v‖
2
L∞(D) ‖∇y
k‖2L2(0,t;L2)
+ σ‖∇w‖2L2(0,t;L2) + C2‖y0‖
2
H1 + C3.
whih implies, with σ small enough and using (B.1),
‖∇yk (t) ‖2+
∫ t
0
‖∇wk‖2 ds ≤ C1
[
1 + ‖u‖2L2(L2)
] ∫ t
0
‖∇yk‖2 dt +C2
[
1 + ‖y0‖
2
H1
]
,
where the onstants C1, C2 depends on initial onditions and on xed parameters.
So, applying Gronwall's Lemma (see for example Lemma 1.4.1 [73℄), we have
‖∇yk (t) ‖2 ≤ C (u) , ∀ t ∈ (0, T ) ,(B.39)
‖∇wk‖2L2(L2) ≤ C (u) .(B.40)
From (B.39), using Poinare's-Wirtinger inequality (A.15), we get
‖yk (t) ‖2H0 ≤ C (u) , ∀ t ∈ (0, T ) .(B.41)
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Setting η = P kGykt in (B.30) and using the denitions and the properties of the
Green's G and projetion operator P k, we an write
‖∇Gykt ‖
2 =
(
ykt ,Gy
k
t
)
= −γ
(
∇wk,∇
[
P kGykt
])
+
(
yk,v · ∇
[
P kGykt
])
= −γ
(
∇wk,∇
[
Gykt
])
+
(
yk,v · ∇
[
P kGykt
])
= A1 + A2.(B.42)
Taking into aount that, for all k,∥∥∥∇P kϕ∥∥∥2 ≤ ‖∇ϕ‖2, ∀ϕ ∈ H1
using Young's inequality (A.13) and Holder's inequality (A.14), we derive
A1 ≤ γσ‖∇Gy
k
t ‖
2 + γ C (σ) ‖∇wk‖2,
A2 ≤ σ‖∇Gy
k
t ‖
2 + C (σ) ‖v‖2D ‖y
k‖H1.
Inserting the estimates of A1, A2 in (B.42), with σ small enough and integrating in
time, we infer
(B.43) ‖∇Gykt ‖
2
L2(L2) ≤ C1
[
‖∇wk‖2L2(L2) + ‖v‖
2
L∞(D) ‖y
k‖L2(H1)
]
.
Therefore, from (A.21), (B.40), (B.41) and (B.43), we realize that
(B.44) ‖ykt ‖L2(H1∗) ≤ C (u) .
With θk = 1 in (B.32) and using |βδ (r) | ≤ βδ (r) r, we observe
(B.45)
∣∣∣ (wk, 1) ∣∣∣ ≤ 1
δ
(
βδ
(
yk
)
, yk
)
.
Then, substituting θk = yk in (B.32), using the denition (A.20) of the Green's
operator G and inequality (A.23), from (B.45) we have
(B.46)
∣∣∣ (wk, 1) ∣∣∣ ≤ ‖yk‖2−ε2‖∇yk‖2+(wk, yk) ≤ ‖yk‖2−ε2‖∇yk‖2+‖∇wk‖ ‖yk‖.
So, using (B.39), (B.40), (B.46) and the Poinare's-Wirtinger inequality (A.15), it
holds
(B.47) ‖wk‖2L2(H1) ≤ C (u) .
With θk = −γ∆yk in (B.32), we derive
ε2γ‖∆yk‖2 − γ‖∇yk‖2 +
γ
δ
(
∇βδ
(
yk
)
,∇yk
)
= γ
(
wk,−∆yk
)
= γ
(
∇wk,∇yk
)
and with ηk = yk (B.30), we an write
γ
(
∇wk,∇yk
)
= −
(
ykt , yk
)
+
(
yk,v · ∇yk
)
= −
1
2
d
dt
‖yk‖2 +
(
yk,v · ∇yk
)
.
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Using together last two relations, we observe
(B.48) ε2γ‖∆yk‖2 +
γ
δ
(
∇βδ
(
yk
)
,∇yk
)
+
1
2
d
dt
‖yk‖2 = γ‖∇yk‖2 +
(
yk,v · ∇yk
)
.
Noting that (
∇βδ
(
yk
)
,∇yk
)
=
(
β ′δ
(
yk
)
,∇yk · ∇yk
)
≥ 0,
integrating in time in (0, t), in (B.48) and using (B.1), (B.41), we infer
‖∆yk‖2L2(0,t;L2) ≤ C (u) , ∀ t ∈ (0, T ] .(B.49)
Sine the domain Ω is onvex polygonal (see [17℄ and [40℄), (B.49) implies
(B.50) ‖yk‖L2(H2) ≤ C (u) .
From (B.41), (B.44), (B.47) and (B.50), given the sequenes
{
yk
}
k∈N
,
{
wk
}
k∈N
, it
is possible to extrat a subsequene (labelled by an index m), suh that
ym ⇀ y, in W0,(B.51)
ym
∗
⇀ y, in L∞ (H0) ,(B.52)
ym ⇀ y, in L2
(
H2
)
,(B.53)
ym → y, in L2
(
L20
)
,(B.54)
wm ⇀ w, in L2
(
H1
)
,(B.55)
where (y, w) together the veloity eld v satisfy the estimate (2.26). Note that
(B.54) is a onsequene of a ompatness theorem (see [17℄ and [66℄). Using
∂ym
∂n
∣∣∣
∂Ω
= 0, a.e. on (0, T ), ∀ m
and (B.53), we have the result (2.27). As a onsequene of the Galerkin's approxi-
mation (B.30),(B.32), we an laim that∫ T
0
[(ymt , η
m) + γ (∇wm,∇ηm)− (ym,v · ∇ηm)] dt = 0,(B.56) ∫ T
0
[
(wm, θm)− ε2 (∇ym,∇θm) + (ym, θm)−
1
δ
(βδ (y
m) , θm)
]
dt = 0.(B.57)
for all ηm, θm ∈ C∞c ((0, T );Vm). So, given η, θ ∈ C
∞
c ((0, T );H
1), we set in (B.56),
(B.57) ηm = Pmη, θm = Pmθ, whih are suh that
‖Pmη − η‖L2(H1) → 0, ‖P
mθ − θ‖L2(H1) → 0,
as m→ +∞. In this way, performing the limit on m in (B.56), (B.57), we get∫ T
0
[(yt, η) + γ (∇w,∇η)− (y,v · ∇η)] dt = 0(B.58) ∫ T
0
[
(w, θ)− ε2 (∇y,∇θ) + (y, θ)−
1
δ
(βδ (y) , θ)
]
dt = 0.(B.59)
B.1. Proofs of Chapter 2 205
for all η, θ ∈ C∞c ((0, T );H
1). Indeed, the onvergene of the linear terms in (B.56),
(B.57) to the orresponding terms in (B.58), (B.59) is straightforward. Conerning
the nonlinear terms, we derive∣∣∣ ∫ T
0
(ym,v · ∇ηm) dt−
∫ T
0
(y,v · ∇η) dt
∣∣∣
≤
∣∣∣ ∫ T
0
(ym − y,v · ∇ηm) dt
∣∣∣+ ∣∣∣ ∫ T
0
(y,v · [∇ηm −∇η]) dt
∣∣∣ = B1 +B2,
where
B1 ≤ C ‖y
m − y‖
1
2
L∞(H1) ‖v‖
1
2
L∞(D) ‖y
m − y‖L2(L2) ‖v‖L2(S) ‖∇η‖L2(L2) → 0,
B2 ≤ C ‖y‖
1
2
L∞(H1) ‖v‖
1
2
L∞(D) ‖y‖L2(L2) ‖v‖L2(S) ‖∇η
m −∇η‖L2(L2) → 0,
as m→ +∞. Moreover, using 0 ≤ β ′δ ≤ 1 and (B.54),∣∣∣ ∫ T
0
(βδ (y
m) , θm) dt−
∫ T
0
(βδ (y) , θ) dt
∣∣∣
≤
∣∣∣ ∫ T
0
(βδ (y
m)− βδ (y) , θ
m) dt
∣∣∣ + ∣∣∣ ∫ T
0
(βδ (y) , θ
m − θ) dt
∣∣∣
≤ ‖ym − y‖2L2(L2) ‖θ‖L2(L2) + ‖βδ (y) ‖
2
L2(L2) ‖θ
m − θ‖L2(L2) → 0,(B.60)
as m → +∞. Therefore equations (B.58), (B.59) are satised by (y, w). Noting
that C∞c ((0, T );H
1) →֒ L2 (H1) is a dense embedding (see for example Lemma 1.9
in [58℄), we an laim also that (y, w) satises (2.25a), (2.25). We prove the initial
ondition y(0) = y0. With η = ζ (1− t/T ) , ζ ∈ H
1
, integrating by parts in time,
we note that
(ym (0)− y (0) , ζ) =
∫ T
0
[− (ymt , η) + 〈yt, η〉H1∗,H1 − (y
m, ηt) + (y
m, ηt)] dt→ 0,
as m → +∞. hene, Pmy0 = ym (0) ⇀ y (0) in H1. So, using Pmy0 → y0 in H1,
we infer y0 = y(0). In order to prove the estimate (2.28), we set θ = βδ (y) ∈ H1 in
(2.25). Using (∇y,∇βδ (y)) = (∇y · ∇y, β ′δ (y)) ≥ 0 and Young's inequality (A.13)
with σ = δ/2, we derive
1
δ
‖βδ (y) ‖
2
L2(L2) ≤
∫ T
0
(w + y, βδ (y)) dt
≤
δ
2
[
‖w‖2L2(L2) + ‖y‖
2
L2(L2)
]
+
1
2δ
‖βδ (y) ‖
2
L2(L2),
whih implies, from (B.41), (B.47)∥∥∥1
δ
βδ (y)
∥∥∥2
L2(L2)
≤ C (u) .
It remains to show the uniqueness of the solution (y, w) of (2.25). We assume that
given v, there are two solutions (y1, w1), (y2, w2) of (2.25). Hene, dy = y2−y1 and
dw = w2 − w1 satisfy
−γ
∫ T
0
(∇dw,∇η) dt =
∫ T
0
[〈dyt, η〉H1∗,H1 − (dy,v · ∇η)] dt,(B.61)
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dy(0) = 0,
for all η ∈ L2 (H1). Furthermore, setting in (2.25), θ = dye−µt when the solution is
(y1, w1) and θ = −dye−µt when the solution is (y2, w2) and summing the equations
obtained, we have
(B.62)
∫ T
0
e−µt
[
− (dw + dy, dy) + ε
2‖∇dy‖
2 +
1
δ
(βδ (y2)− βδ (y1) , dy)
]
dt = 0.
where µ is a positive real onstant. We note that βδ (·) is monotone inreasing, so
from (B.62) we get
(B.63)
∫ T
0
e−µt
[
− (dw, dy) + ε
2‖∇dy‖
2
]
dt ≤
∫ T
0
e−µt‖dy‖
2 dt.
Inserting in (B.61) η = e−µt Gdy and using the denition (A.20) of the Green's
operator G, we an write
− γ
∫ T
0
e−µt (dw, dy) dt =
∫ T
0
e−µt [ 〈dyt,Gdy〉H1∗,H1 − (dy,v · ∇Gdy) ] dt,
that substituted in (B.63) produes
∫ T
0
e−µt
[
〈dyt,Gdy〉H1∗,H1 + γε
2‖∇dy‖
2
]
dt(B.64)
≤
∫ T
0
e−µt
[
γ ‖dy‖
2 + (dy,v · ∇Gdy)
]
dt.
In (B.64), using Young's, Holder's, Poinare's and (A.17) inequalities, the denition
of G and v ∈ L∞ (D), we derive
∫ T
0
〈dyt,Gdy〉H1∗,H1 dt =
∫ T
0
1
2
d
dt
‖∇Gdy‖
2 dt,
γ
∫ T
0
‖dy‖
2 dt = γ
∫ T
0
(∇dy,∇Gdy) dt
≤
∫ T
0
[
γσ‖∇dy‖
2 +
γ
4σ
‖∇Gdy‖
2
]
dt,∫ T
0
(dy,v · ∇Gdy) dt ≤ C
∫ T
0
‖dy‖H1 ‖v‖D ‖∇Gdy‖ dt
≤
∫ T
0
[
σ‖∇dy‖
2 +
Cˆ
4σ
‖∇Gdy‖
2
]
dt,
where the onstant Cˆ depends on data problem and ‖v‖L∞(D). Then, from the
previous result, we an assume Cˆ = Cˆ (u). So, from (B.64), with σ suh that
(B.65) σ (1 + γ) < γε2
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we infer ∫ T
0
e−µt
[
d
dt
‖∇Gdy‖
2 + 2
[
γε2 − σ (1 + γ)
]
‖∇dy‖
2
]
dt
≤
γ + Cˆ
2σ
∫ T
0
e−µt ‖∇Gdy‖
2 dt.
Hene, from (B.64), assuming µ = γ+Cˆ
2σ
and integrating by parts in the rst term
on the r.h.s., we realize
e−µT ‖∇Gdy (T ) ‖
2 + 2
∫ T
0
e−µt
[
γε2 − σ (1 + γ)
]
‖∇dy‖
2 dt ≤ ‖∇Gdy (0) ‖
2 = 0,
whih implies ‖∇dy‖L2(L2) = 0. Then, applying Poinaré's-Wirtinger inequality
(A.15), we onlude dy = 0, that is y1 = y2. With this result, looking at the state
equation (2.25), we an say that dw satises∫ T
0
(dw, 1) dt = 0,
and setting η = dw in (B.61), we have ‖∇dw‖L2(L2) = 0. Therefore, from the
Poinaré's-Wirtinger inequality (A.15), we get the uniqueness of w.
Proof of Lemma 2.7
Proof. In order to show that eδx (sδ (u) ,u) has a bounded inverse, we need to prove
that for all z ∈ Z, there exists a unique dx ∈ X suh that
(B.66) eδx (sδ (u) ,u)dx = z
and furthermore
(B.67) ‖dx‖X ≤ C‖z‖Z.
Equation (B.66) is equivalent to nd (dv, dy, dw) ∈W0×W0×L2 (H1) whih satisfy∫ T
0
[〈dvt,ψ〉D∗,D + ν (∇dv,∇ψ)] dt =
∫ T
0
〈z1,ψ〉D∗,D dt,(B.68)
dv(0) = z4 ∈ S(B.69) ∫ T
0
[
〈dyt, η〉H∗0 ,H0 + γ (∇dw,∇η)
− (dyv + y dv,∇η)] dt =
∫ T
0
〈z2, η〉H∗0 ,H0dt,(B.70)
dy(0) = z5 ∈ L
2
0,(B.71) ∫ T
0
[
(dw + dy, θ)− ε
2 (∇dy,∇θ)
−
1
δ
(β ′δ (y) dy, θ)
]
dt =
∫ T
0
〈z3, θ〉H1∗,H1 dt.(B.72)
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for all ψ ∈ L2 (D) , η ∈ L2 (H0) , θ ∈ L2 (H1). Note that we assume that (v, y, w)
in (B.68)-(B.72) are solutions of the regularized state equations (2.24), (2.25), for
a given u ∈ L2 (L2).
By standard arguments (see for example Theorem 1.37 in [58℄), it is easy to realize
that (B.68)-(B.69) has a unique solution dv ∈W0, whih is suh that
(B.73) ‖dv‖
2
W0
≤ C
[
‖z4‖
2
S + ‖z1‖
2
L2(D∗)
]
.
In order to show the existene of the solutions dy, dw of (B.70)-(B.72), rst we note
that y dv ∈ L2 (L2) and therefore, in (B.70), we an absorb the last term at l.h.s.
in the linear funtional at r.h.s. Seond, we an replae (B.70) with the following
(B.74)
∫ T
0
[〈dyt, η〉H1∗,H1 + γ (∇dw,∇η)− (dy,v · ∇η)] dt =
∫ T
0
〈z˜2, η〉H1∗,H1 dt,
where z˜2 ∈ L2 (H1∗) is suh that∫ T
0
〈z˜2, η〉H1∗,H1 =
∫ T
0
〈 z2, η −
1
|Ω|
(η, 1) 〉H∗0 ,H0 dt,
and ‖z2‖L2(H∗0)
= ‖z˜2‖L2(H1∗). In the following, we show the existene and the
uniqueness of the solution of (B.70)-(B.72) applying the same Galerkin's approxi-
mation used in the proof of Theorem 2.3. In this way, we derive that there exist
fj , gj ∈ H1 (0, T ) , j = 1, . . . , k, suh that
dky =
k∑
j=1
fj(t)φj , d
k
w =
k∑
j=1
gj(t)φj ,
are, for all k ∈ N, solution of(
dkyt, η
)
+ γ
(
∇dkw,∇η
)
−
(
dky ,v · ∇η
)
= 〈z˜2, η〉H1∗,H1,(B.75)
dky(0) = P
kz5,(B.76) (
dkw, θ
)
− ε2
(
∇dky,∇θ
)
+
(
dky, θ
)
−
1
δ
(
β ′δ (y) d
k
y, θ
)
= 〈z3, θ〉H1∗,H1 ,(B.77)
for all η, θ ∈ C ([0, T ];Vk). From (B.75), with θ = −dy in (B.77) and using 0 ≤ β ′δ ≤
1, we infer
−γ
(
∇dkw,∇η
)
=
(
dkyt, η
)
−
(
dky ,v · ∇η
)
− 〈z˜2, η〉H1∗,H1 ,(B.78)
−
(
dkw, dy
)
+ ε2‖∇dky‖
2 ≤ ‖dky‖
2 − 〈z3, d
k
y〉H1∗,H1.(B.79)
Substituting η = P kGdky in (B.78), using the denitions (A.20), (B.23) of the
Green's operator G and projetion operator P k, we have
− γ
(
dkw, d
k
y
)
=
1
2
d
dt
‖∇Gdky‖
2 −
(
dky ,v · ∇
[
P kGdky
])
− 〈z˜2, P
kGdky〉H1∗,H1,
whih produes, substituted in (B.79) and integrating in time,∫ t
0
[
1
2
d
ds
‖∇Gdky‖
2 + γε2‖∇dky‖
2
]
dt(B.80)
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≤
∫ t
0
[
γ‖dky‖
2 − γ〈z3, d
k
y〉H1∗,H1 +
(
dky,v · ∇
[
P kGdky
])
+ 〈z˜2, P
kGdky〉H1∗,H1
]
dt
= F1 + F2 + F3 + F4.
Using Young's inequality (A.13), Poinare's inequality (A.15), Holder's inequality
(A.14) and the denition of the operator G, we get
F1 = γ
∫ t
0
(
∇Gdky,∇d
k
y
)
dt ≤ γ
∫ t
0
[
σ‖∇dky‖
2 + C (σ) ‖∇Gdky‖
2
]
dt,
F2 ≤ γC1σ
∫ t
0
‖∇dky‖
2 dt+ γC(σ)‖z3‖
2
L2(H1∗)
F3 ≤ C2‖v‖L∞(D)
∫ t
0
[
σ‖∇dky‖
2 + C (σ) ‖∇Gdky‖
2
]
dt,
F4 ≤ C3
∫ t
0
‖∇Gdky‖
2 dt+ C3‖z2‖L2(H∗0)
Inserting the estimates of F1, . . . , F4 above in (B.80), assuming σ small enough,
applying Gronwall's lemma (see for example Lemma 1.4.1 in [73℄) and the following
‖∇Gφ‖ ≤ C‖φ‖, ∀φ ∈ L20,
we derive,
(B.81) ‖∇Gdky (t) ‖
2 + ‖dky‖
2
L2(0,t;H0)
≤ C
[
‖z2‖
2
L2(H∗0)
+ ‖z3‖
2
L2(H1∗) + ‖z5‖
2
]
.
for all t ∈ (0, T ]. With η = P kGdkyt in (B.78), we an write
(B.82) ‖∇Gdkyt‖
2 + γ
(
dw,Gd
k
yt
)
−
(
dky,v · ∇
[
P kGdkyt
])
= 〈z˜2, P
kGdkyt〉H1∗,H1 ,
and with θ = P kGdkyt in (B.77), we derive
γ
(
dkw,Gd
k
yt
)
= γε2
(
∇dky,∇Gd
k
yt
)
− γ
(
dky ,Gd
k
yt
)
+
γ
δ
(
β ′δ (y) d
k
y, P
kGdkyt
)
+ γ〈z3, P
kGdkyt〉H1∗,H1.(B.83)
Substituting (B.83) in (B.82) produes
‖∇Gdkyt‖
2
L2(L2) =
∫ T
0
[
−γε2
(
∇dky,∇Gd
k
yt
)
+ γ
(
dky,Gd
k
yt
)
−
γ
δ
(
β ′δ (y) d
k
y, P
kGdkyt
)]
dt
+
∫ T
0
[
−γ〈z3, P
kGdkyt〉H1∗,H1 +
(
dky ,v · ∇
[
P kGdkyt
])
+ 〈z˜2, P
kGdkyt〉H1∗,H1
]
dt
= G1 +G2 +G3 +G4 +G5 +G6.(B.84)
Using 0 ≤ β ′δ ≤ 1, we infer
G1 ≤ γε
2
[
σ‖∇Gdkyt‖
2
L2(L2) + C (σ) ‖∇d
k
y‖
2
L2(L2)
]
,
G2 ≤ γC1
[
σ‖∇Gdkyt‖
2
L2(L2) + C (σ) ‖∇d
k
y‖
2
L2(L2)
]
,
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G3 ≤
γ
δ
C1
[
σ‖∇Gdkyt‖
2
L2(L2) + C (σ) ‖∇d
k
y‖
2
L2(L2)
]
,
G4 ≤ γ
[
σ‖∇Gdkyt‖
2
L2(L2) + C (σ) ‖z3‖
2
L2(H1∗)
]
,
G5 ≤ C1‖v‖L∞(D)
[
σ‖∇Gdkyt‖
2
L2(L2) + C (σ) ‖∇d
k
y‖
2
L2(L2)
]
,
G6 ≤ C1
[
σ‖∇Gdkyt‖
2
L2(L2) + C (σ) ‖z2‖
2
L2(H∗0)
]
.
Inserting the estimates of G1, . . . , G6 in (B.84), with σ small enough, we realize
that uniformly in k, but not in δ,
(B.85) ‖∇Gdkyt‖
2
L2(L2) ≤ C (δ)
[
‖∇dky‖
2
L2(L2) + ‖z2‖
2
L2(H∗0)
+ ‖z3‖
2
L2(H1∗)
]
.
Therefore, using (B.81) and (B.85), we an say that
(B.86) ‖dkyt‖L2(H1∗) ≤ C (δ)
[
‖z2‖
2
L2(H∗0)
+ ‖z3‖
2
L2(H1∗) + ‖z5‖
2
]
.
Substituting η = dw in (B.75) and using (B.81), (B.86), we have
(B.87) ‖∇dkw‖L2(L2) ≤ C (δ)
[
‖z2‖
2
L2(H∗0)
+ ‖z3‖
2
L2(H1∗) + ‖z5‖
2
]
.
Furthermore, with θ = 1 in (B.77), we get
(B.88) (dw, 1) =
1
δ
(
β ′δ (y) , d
k
y
)
+ 〈z3, 1〉H1∗,H1 ,
whih implies that
(
dkw, 1
)
is bounded uniformly in k. So, by (B.87), (B.88) and
Poinaré-Wirtinger's inequality (A.15), we an write
(B.89) ‖dkw‖L2(H1) ≤ C (δ)
[
‖z2‖
2
L2(H∗0)
+ ‖z3‖
2
L2(H1∗) + ‖z5‖
2
]
.
Given the sequenes
{
dky
}
k∈N
,
{
dkw
}
k∈N
, using (B.81), (B.86) and (B.89), there exist
a subsequene (labelled by an index m), suh that
dmyt ⇀ dyt, in L
2
(
H1∗
)
,
dmy ⇀ dy, in L
2 (H0) ,
dmw ⇀ dw, in L
2
(
H1
)
.
where (dy, dw) satises∫ T
0
[〈dyt, η〉H1∗,H1 + γ (∇dw,∇η)− (dy,v · ∇η)− 〈z˜2, η〉H1∗,H1] dt = 0,∫ T
0
[
(dw + dy, θ)− ε
2 (∇dy,∇θ)−
1
δ
(β ′δ (y) dy, θ)− 〈z3, θ〉H1∗,H1
]
dt = 0,
for all η, θ ∈ L2 (H1). Moreover, as in the proof of Theorem 2.3, using integra-
tion by parts in time, we derive that the initial ondition dy (0) = z5 is satised.
Summarizing, we an say that (B.70)-(B.72) have solution (dy, dw), suh that
‖dy‖
2
W0
+ ‖dw‖
2
L2(H1) ≤ C (δ)
[
‖z2‖
2
L2(H∗0)
+ ‖z3‖
2
L2(H1∗) + ‖z5‖
2
]
.
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It remains to show uniqueness. Let us assume that, given z2 ∈ L2 (H∗0 ), z4 ∈
L2 (H∗0 ), z5 ∈ L
2
0 and dv ∈ W0, we have two solutions (dy1, dw1) , (dy2, dw2) ∈
W0 × L2 (H1) of (B.70)-(B.72). Then, hy = dy2 − dy1 and hw = dw2 − dw1 satisfy
−γ
∫ T
0
(∇hw,∇η) dt =
∫ T
0
[
〈hyt, η〉H∗0 ,H0 − (hy,v · ∇η)
]
dt,(B.90)
hy(0) = 0,(B.91)
(B.92)
∫ T
0
[
− (hw, θ) + ε
2 (∇hy,∇θ)− (hy, θ) +
1
δ
(β ′δ (y)hy, θ)
]
dt = 0.
With θ = hy e
−µt
in (B.92) and using β ′δ ≥ 0, we infer
(B.93)
∫ T
0
e−µt
[
− (hw, hy) + ε
2‖∇hy‖
2
]
dt ≤
∫ T
0
e−µt ‖hy‖
2 dt.
So, from (B.90), (B.93), applying the same proedure performed in the proof of
Theorem 2.3, we have uniqueness of (dw, dy).
Proof of Lemma 2.10
Proof. In order to demonstrate the Lemma, we formulate a Galerkin's approxi-
mation of the adjoint equations (2.45), (2.45d). Given the spatial domain Ω, let
{φj}j∈N be the orthogonal dense subset of H
1
dened in (B.22). We have that
{
φ˜j
}
j∈N
= {φj}j∈N \ {φ1} ,
where φ1 = 1/|Ω|, is an orthogonal dense subset of H0, normalized suh that(
φ˜i, φ˜j
)
= δij .
Even in this ase, we an dene the following projetion P˜ k : H0 → V˜k
(B.94) P˜ kϕ =
k∑
j=1
(
ϕ, φ˜j
)
φ˜j,
whih is suh that ∥∥∥P˜ kϕ− ϕ∥∥∥
H0
→ 0, as k → +∞.
Let V˜k denote the nite dimensional subspae of H0 spanned by
{
φ˜j
}
j=1,...,k
. Con-
sidering the assoiated Galerkin's approximations of the adjoint equations (2.45),
(2.45d), it is possible to show that exist
qky =
k∑
j=1
aj (t) φ˜j, q
k
w =
k∑
j=1
bj (t) φ˜j,
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with ai, bi ∈ H1 (0, T ), i = 1, . . . , k, suh that
−
(
qkyt, η
k
)
− ε2
(
∇qkw,∇η
k
)
−
(
qkw − v · ∇q
k
y + y − yd, η
k
)
(B.95)
−
1
δ
(
β ′δ (y) q
k
w, η
k
)
= 0,
qky (T ) = 0,(B.96) (
qkw, θ
k
)
+ γ
(
∇qky ,∇θ
k
)
= 0.(B.97)
for all ηk, θk ∈ C
(
[0, T ] ; V˜k
)
. Substituting ηk = −qw in (B.95) and θk = qkyt in
(B.97), we get two relations that used together produe
−
γ
2
d
dt
‖∇qy‖
2 + ε2‖∇qkw‖
2 +
1
δ
(
β ′δ (y) q
k
w, q
k
w
)
(B.98)
= ‖qkw‖
2 −
(
v · ∇qky , q
k
w
)
+
(
y − yd, q
k
w
)
.
From (B.97), we derive
‖qkw‖
2 = −γ
(
∇qky ,∇q
k
w
)
and moreover, it holds (
β ′δ (y) q
k
w, q
k
w
)
≥ 0.
Thus, (B.98) implies
−
γ
2
d
dt
‖∇qky‖
2 + ε2‖∇qkw‖
2 ≤ −γ
(
∇qky ,∇q
k
w
)
−
(
v · ∇qky , q
k
w
)
+
(
y − yd, q
k
w
)
= H1 +H3 +H3,(B.99)
where
H1 ≤ γσ‖∇q
k
w‖
2 + γ C1(σ)‖∇q
k
y‖
2,
H2 ≤ σ‖∇q
k
w‖
2 + C2(σ) ‖v‖
2
D‖∇q
k
y‖
2,
H3 ≤ σ‖∇q
k
w‖
2 + C3(σ) ‖y − yd‖
2.
Inserting the estimates of H1, H2, H3 in (B.99), integrating in (t, T ) , with0 ≤ t < T
and using σ small enough, we infer
‖∇qky (t) ‖
2+
∫ T
t
‖∇qkw‖
2 ds ≤ C2
[
1 + ‖v‖2L∞(D)
] ∫ T
t
‖∇qky‖
2 ds+C1
∫ T
t
‖y−yd‖
2 ds.
whih implies, applying Gronwall's lemma and the estimate (2.26) established in
Theorem (2.3),
‖∇qky (t) ‖
2 ≤ C (u) ,(B.100)
‖qkw‖
2
L2(H1) ≤ C (u) .(B.101)
With θk = −∆qky in (B.97), we realize
‖∆qky‖L2(L20)
leqC (u) ,
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and then, see [17℄ and [40℄,
(B.102) ‖qky‖L2(H2) ≤ C (u) .
From (B.100)-(B.102), given the sequenes
{
qky
}
k∈N
,
{
qkw
}
k∈N
, we an extrat a
subsequene (labelled by an index m), suh that
qmy
∗
⇀ qy, in L
∞ (H0)(B.103)
qmy ⇀ qy, in L
2
(
H2
)
(B.104)
qmy (0) ⇀ qy0, in H0(B.105)
qmw ⇀ qw, in L
2 (H0) ,(B.106)
where qy, qy0, qw satisfy the estimate (2.55) established in Lemma 2.10. Further-
more,
∂qky
∂n
∣∣∣
∂Ω
= 0, ∀k ∈ N.
So, using (B.104) above, we an laim that also (2.54) is satised. Given ηm ∈
C∞
(
[0, T ] ; V˜m
)
, applying integration by parts in time, it holds
(B.107) −
∫ T
0
(
qkyt, η
k
)
dt =
∫ T
0
(
ηkt , q
k
y
)
dt+
(
qky (0) , η
k (0)
)
,
So, from the results established above, we an say that
(
qmy , q
m
w
)
satises, for all m,
∫ T
0
[(
ηmt , q
m
y
)
− ε2 (∇qmw ,∇η
m) +
(
qmw − v · ∇q
m
y + y − yd, η
m
)]
dt(B.108)
+
(
qmy (0) , η
m (0)
)
=
1
δ
∫ T
0
(β ′δ (y) q
m
w , η
m) dt,
∫ T
0
[
(qmw , θ
m) + γ
(
∇qmy ,∇θ
m
) ]
dt = 0,(B.109)
for all ηm, θm ∈ C∞
(
[0, T ] ; V˜m
)
. Given η, θ ∈ C∞c ([0, T ];H0), we assume in (B.108),
(B.109), ηm = P˜mη, θm = P˜mθ, where P˜m, is the projetion operator dened in
(B.94). Thus, as m→ +∞, we have
∫ T
0
[
(ηt, qy)− ε
2 (∇qw,∇η) + (qw, η)− (v · ∇qy, η) + (y − yd, η)
]
dt
+ (qy0, η (0)) =
1
δ
∫ T
0
(β ′δ (y) qw, η) dt,(B.110)
(B.111)
∫ T
0
[ (qw, θ) + γ (∇qy,∇θ) ] dt = 0,
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for all η, θ ∈ C∞ ([0, T ];H0). Indeed, the onvergene of the linear terms in (B.107),
(B.108) to the orresponding terms in (B.110), (B.112) is straightforward. Con-
erning the nonlinear terms, using the strong onvergene of ηm to η in L2 (H0),
the boundedness of v in L∞ (D), the weak onvergene of qmy to qy in L
2 (H0), the
weak onvergene of qmw to qw in L
2 (H0) and 0 ≤ β ′δ ≤ 1, we get
∣∣∣ ∫ T
0
(
v · ∇qmy , η
m
)
dt−
∫ T
0
(v · ∇qy, η) dt
∣∣∣
≤
∣∣∣ ∫ T
0
(
v · ∇qmy , η
m − η
)
dt
∣∣∣+ ∣∣∣ ∫ T
0
(
v · ∇
[
qmy − qy
]
, η
)
dt
∣∣∣→ 0,
∣∣∣ ∫ T
0
(β ′δ (y) q
m
w , η
m) dt−
∫ T
0
(β ′δ (y) qw, η) dt
∣∣∣ ≤
≤
∣∣∣ ∫ T
0
(β ′δ (y) q
m
w , η
m − η) dt−
∫ T
0
(β ′δ (y) [q
m
w − qw] , η) dt
∣∣∣→ 0,
as m → +∞. From (B.110), (B.112), noting that the following embedding are
dense
C∞ ([0, T ];H0) →֒ L
2 (H0) , C
∞ ([0, T ];H0) →֒W0,
we derive that qy, qw, qy0 satisfy the adjoint equations (2.45), (2.45d) for all η ∈
W0, θ ∈ L2 (H0). Moreover, from equation (2.45), we onlude that also the
estimate (2.55) holds for
1
δ
β ′δ (y). Finally, in order to prove qv ∈ H
1 (S)∩L∞ (D),
we onsider a Galerkin's approximation of the adjoint equation (2.45a) whih is
analogous to the one used for Stokes equation in the proof of Lemma 2.3. In this
way we have that qkv, q
k
y satisfy
−
(
qkvt,ψ
k
)
+
(
∇qkv,∇ψ
k
)
−
(
y,∇qky ·ψ
k
)
dt = 0,(B.112)
qkv (T ) = 0,(B.113)
for all k. Substituting ψk = −qkvt in (B.112), setting t = s and integrating in (t, T ),
with 0 ≤ t < T , we get
∫ T
t
[
‖qkvt‖
2 −
(
∇qkv,∇q
k
vt
)]
ds =
∫ T
t
(
y,∇qky · q
k
vt
)
ds,
whih implies, using (B.113),
∫ T
t
‖qkvt‖
2ds+
1
2
‖∇qkv (t) ‖
2 ≤
∫ T
t
‖y‖L4‖∇q
k
y‖L4‖q
k
vt‖ ds,
≤ C
∫ T
t
‖y‖H0‖q
k
y‖H2‖q
k
vt‖ ds,
≤ σ
∫ T
t
‖qkvt‖
2ds+ C (σ) ‖y‖L∞(H0)
∫ T
t
‖qky‖
2
H2ds.(B.114)
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Then, from (B.114), assuming σ small enough, we an write∫ T
t
‖qkvt‖
2ds+ ‖∇qkv (t) ‖
2 ≤ C ‖y‖L∞(H0)
∫ T
t
‖qky‖
2
H2ds,
for all 0 ≤ t < T . Therefore, using the previous results, we derive
‖qkv‖L∞(D) ≤ C (u) ,(B.115)
‖qkvt‖L2(S) ≤ C (u) .(B.116)
So, onsidering the sequene
{
qkv
}
k
, we an extrat a subsequene (labelled by an
index m), suh that
qmv
∗
⇀ qv, in L
∞ (D) ,
qmvt ⇀ qvt, in L
2 (S) .
Hene, qv ∈ H1 (S) ∩ L∞ (D).
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Proof of Lemma 3.5
Proof. With ψ = kdtV
n
in the disrete state equations (3.10), using the equality
(B.117) r (r − s) =
1
2
(
r2 − s2
)
+
1
2
(r − s)2 ,
we have
k ‖dtV
n‖2 +
ν
2
‖∇Vn‖2 −
ν
2
‖∇Vn−1‖2 +
ν
2
‖∇Vn −∇Vn−1‖2(B.118)
=
∫ tn
tn−1
(U , dtV
n) dt.
By Young's inequality (A.13) with σ = 1, we get∫ tn
tn−1
(U , dtV
n) dt ≤
1
2
∫ tn
tn−1
‖dtV
n‖2dt +
1
2
∫ tn
tn−1
‖U‖2 dt,
and therefore, from (B.118), we an write
k
2
‖dtV
n‖2 +
ν
2
‖∇Vn‖2 −
ν
2
‖∇Vn−1‖2 +
ν
2
‖∇Vn −∇Vn−1‖2(B.119)
≤
1
2
∫ tn
tn−1
‖U‖2 dt.
From (B.119), setting n = i and summing up over the index i = 1, . . . , n, with
1 < n ≤ N , we derive
1
2
n∑
i=1
k ‖dtV
i‖2+
ν
2
‖∇Vi‖2+
ν
2
n∑
i=1
‖∇Vi−∇Vi−1‖2 ≤
1
2
∫ tn
0
‖U‖2 dt+
ν
2
‖∇v0,h‖
2,
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whih implies the results (3.22), (3.23) and (3.24). Rewriting the rst state equation
(3.10a) in the following way
k (P n,∇ ·ψ) =
(
Vn −Vn−1,ψ
)
+ kν (∇Vn,∇ψ)−
∫ tn
tn−1
(U ,ψ) dt,
setting n = i and summing up over the index i = 1, . . . , n, with 1 < n ≤ N , we
note(
n∑
i=1
k P i,∇ ·ψ
)
=
(
Vn −V0,ψ
)
+ ν
n∑
i=1
k
(
∇Vi,∇ψ
)
−
∫ tn
0
(U ,ψ) dt
≤ C ‖∇ψ‖
[
‖Vn − v0,h‖+ ν
n∑
i=1
k ‖∇Vi‖+
∫ tn
0
‖U‖ dt
]
.(B.120)
Using the inf-sup relation (A.26), from (B.120), we infer
C1
∥∥∥ n∑
i=1
k P n
∥∥∥ ≤ sup
ψ∈Vh
(
∑n
i=1 k P
i,∇ ·ψ)
‖∇ψ‖
≤ C2
[
‖Vn − v0,h‖+ ν
n∑
i=1
k ‖∇Vi‖+
n∑
i=1
k ‖Ui‖
]
,
whih implies the result (3.26). By the denition (A.40) of the projetion operator
Ah, we realize that(
∆˜hV
n,Th∆˜hV
n
)
= ‖Th∆˜hV
n‖2 = ‖AhVn‖2,
and, following [46℄,
(B.121) ‖∆˜hV
n‖ ≤ C ‖AhVn‖
So, substituting kψ = AhVn in the state equations (3.10), we have
(
Vn −Vn−1,Th∆˜hV
n
)
+ kν‖Th∆˜hV
n‖2 −
∫ tn
tn−1
(
Un,Th∆˜hV
n
)
dt = 0,
whih implies, by Cauhy-Shwarz and Young's inequalities,
k ν ‖AhVn‖2 = −k
(
dtV
n,AhVn
)
+
∫ tn
tn−1
(
U ,AhVn
)
dt(B.122)
≤
1
2σ
[
k‖dtV
n‖2 +
∫ tn
tn−1
‖U‖2 dt
]
+ k
σ
2
‖AhVn‖2.
In (B.122), summing up over the index i = 1, . . . , n, with 1 < n ≤ N and assuming
σ small enough, we get
n∑
i=1
k ‖AhVi‖2 ≤ C
n∑
i=1
k ‖dtV
n‖2 +
∫ tn
0
‖U‖2dt.
So, by the result (3.23) and (B.121) above, we derive the estimate (3.25).
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Proof of Theorem 4.6
Proof. In order to show that ex (s (u) ,u) has a bounded inverse, we need to prove
that for all z ∈ Z, there exists a unique dx ∈ X, suh that
(B.123) ex (s (u) ,u)dx = z,
and
(B.124) ‖dx‖X ≤ C‖z‖Z.
Equation (B.123) is equivalent to nd (dv, dy) ∈ W0 × [W0 ∩ L∞ (H0) ∩ L2 (H∆)]
whih satisfy
∫ T
0
[〈dvt,ψ〉D∗,D + ν (∇dv,∇ψ)(B.125)
+ b (dv,v,ψ) + b (v,dv,ψ)
+ ρ
(
dy,∇
[
−ε2∆y − y + y3
]
·ψ
)
+ ρ
(
y,∇
[
−ε2∆dy − dy + 3 y
2 dy
]
·ψ
)]
dt =
∫ T
0
〈z1,ψ〉D∗,D dt,
dv(0) = z3 ∈ S,(B.126)∫ T
0
[
〈dyt, η〉H∗0 ,H0 + γ
(
∇
[
−ε2∆dy − dy + 3y
2dy
]
,∇η
)
− (dy,v · ∇η)− (y,dv · ∇η)] dt =
∫ T
0
〈z2, η〉H∗0 ,H0 dt,(B.127)
dy (0) = z4 ∈ H0,(B.128)
for all ψ ∈ L2 (D) , η ∈ L2 (H0). We emphasize that (v, y) in (B.125)-(B.128) are
solutions of the regularized state equations (4.10), (4.11), for a given u ∈ L2 (L2).
We formulate a Galerkin's approximation of (B.125)-(B.128) applying the same
setting used in the proofs of Lemma 2.3 and Lemma 2.7. In this way, for any xed
k ∈ N, the Galerkin's approximation of (B.125)-(B.128), onsists in nd
(
dkv, d
k
y
)
,
suh that (
dkvt,ψ
k
)
+ ν
(
∇dkv,∇ψ
k
)
(B.129)
b
(
dkv,v,ψ
k
)
+ b
(
v,dkv,ψ
k
)
+ρ
(
dky,∇
[
−ε2∆y − y + y3
]
·ψk
)
+ρ
(
y,∇
[
−ε2∆dky − d
k
y + 3 y
2 dky
]
·ψk
)
= 〈z1,ψ
k〉D∗,D,
dkv (0) = P
kz3(B.130) (
dkyt, η
k
)
+ γ
(
∇
[
−ε2∆dky − d
k
y + 3y
2dky
]
,∇ηk
)
(B.131)
−
(
dky ,v · ∇η
k
)
−
(
y,dkv · ∇η
k
)
= 〈z˜2, η
k〉H1∗,H1,
dky (0) = P
kz4,(B.132)
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for all ψk ∈Wk, ηk ∈ Vk, where
〈z˜2, η〉H1∗,H1 = 〈z2, η −
1
|Ω|
(η, 1)〉H∗
0
,H0, ∀ η ∈ H
1.
We assume
(B.133) dkv =
k∑
j=1
bj (t) ξj, d
k
y =
k∑
j=1
cj (t)φj .
Taking into aount that (v, y) in (B.125)-(B.128) are solutions of the regularized
state equations (4.10), (4.11), it an be proved that the linear system assoiated to
(B.129)-(B.132) has a unique solution
bk (t) = (b1 (t) , . . . , bk (t))
T , ck (t) = (c1 (t) , . . . , ck (t))
T
suh that bi, ci ∈ H1 (0, T ) for all i = 1, . . . , k. Then dkv ∈ H
1 (Wk), d
k
y ∈
H1 (Vk ∩ L
2
0) solve (B.129)-(B.132) for all ψ
k ∈ C ([0, T ];Wk) , η
k ∈ C ([0, T ];Vk).
Substituting ηk = −∆dky in (B.131), we get
1
2
d
dt
‖∇dky‖
2 + γε2‖∇∆dky‖
2
(B.134)
≤ γ
∣∣ (∇dky,∇∆dky) ∣∣+ 3γ∣∣ (∇ [y2 dky] ,∇∆dky) ∣∣+ ∣∣ (dky ,v · ∇∆dky) ∣∣
+
∣∣ (y,dv · ∇∆dky) ∣∣+ ∣∣〈z˜2,∆dky〉H1∗,H1∣∣
= A1 + A2 + A3 + A4 + A5.
Using Young's, Holder's, Poinaré's inequalities and the embedding H2 →֒ C
(
Ω¯
)
,
we an write
A1 ≤ σ‖∇∆d
k
y‖
2 + C1 (σ) ‖∇d
k
y‖
2,
A2 = 3γ
∣∣ (2 y dky,∇y · ∇∆dky)+ (y2,∇dky · ∇∆dky) ∣∣
≤ 3γ
[
2 ‖y‖C(Ω¯) ‖dy‖L4 ‖∇y‖L4 ‖∇∆d
k
y‖+ ‖y‖
2
C(Ω¯) ‖∇dy‖ ‖∇∆d
k
y‖
]
≤ C ‖y‖2H2 ‖∇∆d
k
y‖ ‖∇dy‖ ≤ σ‖∇∆d
k
y‖
2 + C2 (σ) ‖y‖
4
H2 ‖∇d
k
y‖
2,
A3 ≤ ‖dy‖ ‖v‖C(Ω¯) ‖∇∆d
k
y‖ ≤ σ‖∇∆d
k
y‖
2 + C3 (σ) ‖v‖
2
H2‖∇d
k
y‖
2,
A4 ≤ ‖y‖C(Ω¯) ‖d
k
v‖ ‖∇∆d
k
y‖ ≤ σ‖∇∆d
k
y‖
2 + C4 (σ) ‖y‖
2
H2 ‖d
k
v‖
2,
A5 ≤ σ‖∇∆d
k
y‖
2 + C5 (σ) ‖z˜2‖
2
H1∗ .
Hene, inserting the estimates of A1, . . . , A5 above in (B.134), we derive
1
2
d
dt
‖∇dky‖
2 + γε2‖∇∆dky‖
2
(B.135)
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≤ 5 σ ‖∇∆dky‖
2 +
[
C1 (σ) + C2 (σ) ‖y‖
4
H2 + C3 (σ) ‖v‖
2
H2
]
‖∇dky‖
2
+C4 (σ) ‖y‖
2
H2 ‖d
k
v‖
2 + C5 (σ) ‖z˜2‖
2
H1∗ .
With ψk = dkv in (B.129), we observe
1
2
d
dt
‖dkv‖
2 + ν‖∇dkv‖
2
(B.136)
≤ −B
(
dkv,v,d
k
v
)
− ρ
(
dky,∇
[
−ε2∆y − y + y3
]
· dkv
)
−ρ
(
y,∇
[
−ε2∆dky − d
k
y + 3 y
2 dky
]
· dkv
)
+ 〈z1,d
k
v〉D∗,D
= B1 +B2 +B3 +B4,
where
B1 ≤ ‖d
k
v‖ ‖∇v‖L4 ‖d
k
v‖L4 ≤ σ ‖∇d
k
v‖
2 + C1 (σ) ‖v‖
2
H2 ‖d
k
v‖
2,
B2 ≤ ρ ‖d
k
y‖L4
∥∥∇ [−ε2∆y − y + y3] ∥∥ ‖dkv‖L4 ≤
≤ σ‖∇dkv‖
2 + C2 (σ)
∥∥∇ [−ε2∆y − y + y3] ∥∥2 ‖∇dky‖2,
B3 ≤ ρ ‖y‖C(Ω¯)
∥∥∇ [−ε2∆dky − dky + 3 y2 dky] ∥∥ ‖dkv‖
≤ ρ ε2 ‖y‖C(Ω¯) ‖∇∆d
k
y‖ ‖d
k
v‖+ ρ ‖y‖C(Ω¯) ‖∇d
k
y‖ ‖d
k
v‖
+ 6 ρ ‖y‖2
C(Ω¯) ‖d
k
y‖L4 ‖∇y‖L4 ‖d
k
v‖+ 3 ρ ‖y‖
3
C(Ω¯) ‖∇d
k
y‖ ‖d
k
v‖
≤ σ‖∇∆dky‖
2 + C4 (σ) ‖y‖
2
H2 ‖d
k
v‖
2 + ‖∇dky‖
2 + C2
[
‖y‖2H2 + ‖y‖
3
H2
]
‖dkv‖
2,
B4 ≤ σ ‖∇d
k
v‖
2 + C3 (σ) ‖z1‖
2
D∗ .
Inserting the estimates of B1, . . . , B4 in (B.136), we infer
1
2
d
dt
‖dkv‖
2 + ν‖∇dkv‖
2
(B.137)
≤ 3 σ ‖∇dkv‖
2 + σ‖∇∆dky‖
2
+
(
1 + C2 (σ)
∥∥∇ [−ε2∆y − y + y3] ∥∥2) ‖∇dky‖2
+
(
C1 (σ) ‖v‖
2
H2 + C4 (σ) ‖y‖
2
H2 + C2
[
‖y‖2H2 + ‖y‖
3
H2
] )
‖dkv‖
2
+C3 (σ) ‖z1‖
2
D∗ .
Summing (B.135) and (B.137) and multiplying by two, produes
d
dt
[
‖dkv‖
2 + ‖∇dky‖
2
]
+ 2 ν‖∇dkv‖
2 + 2 γ ε2 ‖∇∆dky‖
2
(B.138)
≤ 6 σ ‖∇dkv‖
2 + 12 σ ‖∇∆dky‖
2
+
(
C1 (σ) ‖y‖
2
H2 + C2 (σ) ‖v‖
2
H2 + C3
[
‖y‖2H2 + ‖y‖
3
H2
] )
‖dkv‖
2
+
(
C4 (σ) + C5 (σ) ‖y‖
4
H2 + C6 (σ) ‖v‖
2
H2 + C7 (σ) ‖∇
[
−ε2∆y − y + y3
]
‖2
)
‖∇dky‖
2
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+C8 (σ) ‖z1‖
2
D∗ + C9 (σ) ‖z˜2‖
2
H1∗ .
In (B.138), assuming σ enough small and rearranging, we realize
d
dt
[
‖dkv‖
2 + ‖∇dky‖
2
]
+ C1
(
‖∇dkv‖
2 + ‖∇∆dky‖
2
)
(B.139)
≤ C2 D (v, y)
[
‖dkv‖
2 + ‖∇dky‖
2
]
+ C3 ‖z1‖
2
D∗ + C4 ‖z˜2‖
2
H1∗ ,
where
D (v, y) = 1 + ‖y‖2H2 + ‖y‖
3
H2 ++‖y‖
4
H2 + ‖v‖
2
H2 +
∥∥∇ [−ε2∆y − y + y3] ∥∥2.
Sine y ∈ L∞ (H2) ,v ∈ L∞ (H2) , w := −ε2∆y−y+y3 ∈ L2 (H1), we an integrate
(B.139) in the interval (0, t), where 0 < t ≤ T and applying Gronwall's lemma.
In this way, we an laim that there exists a onstant C (v, y), dependent on the
norms of ‖v‖ and ‖y‖ but independent of k, suh that
‖dkv (t) ‖
2 + ‖∇dky (t) ‖
2 + ‖dkv‖
2
L2(0,t;D) + ‖∆d
k
y‖
2
L2(0,t;H0)
(B.140)
≤ C (v, y)
[
‖z1‖
2
L2(D∗) + ‖z˜2‖
2
L2(H1) + ‖P
kz3‖
2 + ‖∇P kz4‖
2
]
,
for all t ∈ (0, T ]. The basis {φj}j∈N used for the Galerkin's approximation, is suh
that
∂dky
∂n
∣∣∣
∂Ω
= 0.
So, ∆dky (t) ∈ L
2
0 and then, by Poinaré-Wirtinger's inequality (A.15), we have
‖∆dky‖H1 ≤ C ‖∇∆d
k
y‖.
Furthermore, following [17℄ and [40℄, it holds
‖dky‖H2 ≤ C ‖∆d
k
y‖.
Hene, from (B.140), we get
‖dkv‖
2
L∞(S) + ‖d
k
y‖
2
L∞(H0)
+ ‖dky‖
2
L2(H∆)
(B.141)
≤ C (u)
[
‖z1‖
2
L2(D∗) + ‖z˜2‖
2
L2(H1∗) + ‖z3‖
2
S + ‖z4‖
2
H0
]
,
independently on k. From the Galerkin's approximation (B.129), (B.130), we an
write∫ T
0
(
dkvt,ψ
k
)
dt =
∫ T
0
[
−ν
(
∇dkv,∇ψ
k
)
−B
(
dkv,v,ψ
k
)
− B
(
v,dkv,ψ
k
)]
dt
−
∫ T
0
ρ
(
dky,∇
[
−ε2∆y − y + y3
]
·ψk
)
dt
+
∫ T
0
[
−ρ
(
y,∇
[
−ε2∆dky − d
k
y + 3 y
2 dky
]
·ψk
)
+ 〈z1,ψ
k〉D∗,D
]
dt.(B.142)
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for all ψk ∈ C∞c ((0, T ) ;Wk). So, given ψ ∈ C
∞
c ((0, T ) ;D), we set ψ
k = Pkψ in
(B.142). In this way, we derive∫ T
0
(
dkvt,ψ
)
dt =
∫ T
0
(
dkvt,P
kψ
)
dt(B.143)
=
∫ T
0
[
−ν
(
∇dkv,∇P
kψ
)
− B
(
dkv,v,P
kψ
)
− B
(
v,dkv,P
kψ
)]
dt
−
∫ T
0
ρ
(
dky,∇
[
−ε2∆y − y + y3
]
·Pkψ
)
dt+
+
∫ T
0
[
−ρ
(
y,∇
[
−ε2∆dky − d
k
y + 3 y
2 dky
]
·Pkψ
)
+ 〈z1,P
kψ〉D∗,D
]
dt =
=D1 +D2 +D3 +D4 +D5 +D6.
Using the properties of the projetion operator Pk, we note that
D1 ≤ ν
∫ T
0
‖∇dkv‖ ‖∇P
kψ‖ dt ≤ C ‖dkv‖L2(D) ‖ψ‖L2(D),
D2,3 ≤
∫ T
0
‖dkv‖ ‖∇v‖L4 ‖P
kψ‖L4 dt ≤ C ‖v‖L∞(H2) ‖d
k
v‖L2(D) ‖ψ‖L2(D),
D4 ≤ ρ
∫ T
0
‖dky‖L4
∥∥∇ [−ε2∆y − y + y3] ∥∥ ‖Pkψ‖L4 dt
≤ C ‖dky‖L∞(H0)
∥∥− ε2∆y − y + y3∥∥
L2(H1)
‖ψ‖L2(D),
D5 ≤ ρ
∫ T
0
‖y‖C(Ω¯)
∥∥∇ [−ε2∆dky − dky + 3 y2 dky] ∥∥ ‖Pkψ‖L4 dt
≤ C ‖y‖L∞(H2)
(
‖∆dky‖L2(H1) + ‖d
k
y‖L2(H0) + ‖y‖
2
L∞(H2) ‖d
k
y‖L2(H0)
)
‖ψ‖L2(D),
D6 ≤
∫ T
0
‖z1‖D∗‖P
kψ‖D dt ≤ ‖z1‖L2(D∗)‖ψ‖L2(D).
Inserting the estimates of D1, . . . , D6 in (B.143), using (B.141), we infer∣∣∣ ∫ T
0
(
dkvt,ψ
)
dt
∣∣∣ ≤ C (u) [‖z1‖2L2(D∗) + ‖z˜2‖2L2(H1∗) + ‖z3‖2S + ‖z4‖2H0] 12 ‖ψ‖L2(D),
for all ψ ∈ C∞c ((0, T ) ;D). So, from the dense embedding (A.8), we realize that
(B.144) ‖dkvt‖L2(D∗) ≤ C (u)
[
‖z1‖
2
L2(D∗) + ‖z˜2‖
2
L2(H1∗) + ‖z3‖
2
S + ‖z4‖
2
H0
] 1
2
.
From the Galerkin's approximation (B.131), we have∫ T
0
(
dkyt, η
k
)
dt = −γ
∫ T
0
(
∇
[
−ε2∆dky − d
k
y + 3y
2dky
]
,∇ηk
)
dt
222 Appendix B. Proofs
+
∫ T
0
[(
dky ,v · ∇η
k
)
+
(
y,dkv · ∇η
k
)
+ 〈z˜2, η
k〉H1∗,H1
]
dt,(B.145)
for all ηk ∈ C∞c ((0, T ) ;Vk). So, given η ∈ C
∞
c ((0, T ) ;H
1), we set in (B.145)
ηk = P kη. We get∫ T
0
(
dkyt, P
kη
)
dt(B.146)
=− γ
∫ T
0
(
∇
[
−ε2∆dky − d
k
y + 3y
2dky
]
,∇P kη
)
dt
+
∫ T
0
[(
dky,v · ∇P
kη
)
+
(
y,dkv · ∇P
kη
)
+ 〈z˜2, P
kη〉H1∗,H1
]
dt =
= E1 + E2 + E3 + E4.
Using the properties of the projetion operator P k, we derive
E1 ≤ C
(
‖∆dky‖L2(H1) + ‖d
k
y‖L2(H0) + ‖y‖
2
L∞(H2) ‖d
k
y‖L2(H0)
)
‖η‖L2(H1),
E2 ≤
∫ T
0
‖dky‖ ‖v‖C(Ω¯) ‖∇P
kη‖ dt ≤ C ‖v‖L∞(H2) ‖d
k
y‖L2(H0) ‖η‖L2(H1),
E3 ≤
∫ T
0
‖y‖C(Ω¯) ‖d
k
v‖ ‖∇P
kη‖ dt ≤ C ‖y‖L∞(H2) ‖d
k
v‖L2(D) ‖η‖L2(H1),
E4 ≤
∫ T
0
‖z˜2‖H1∗ ‖P
kη‖H1 dt ≤ ‖z˜2‖L2(H1∗) ‖η‖L2(H1).
Inserting the estimates of E1, . . . , E4 above in (B.146) and using (B.141), we an
write
(B.147) ‖dkyt‖L2(H1∗) ≤ C (u)
[
‖z1‖
2
L2(D∗) + ‖z˜2‖
2
L2(H1∗) + ‖z3‖
2
S + ‖z4‖
2
H0
] 1
2
.
Considering the sequenes
{
dkv
}
k∈N
,
{
dky
}
k∈N
, using the estimates (B.141), (B.144)
and (B.147), there exist subsequenes (labelled by an index m), suh that
dmv ⇀ dv, in W0,(B.148)
dmy ⇀ dy, in W0,(B.149)
dmy
∗
⇀ dy, in L
∞ (H0) ,(B.150)
dmy → dy, in L
2
(
L20
)
,(B.151)
dmy ⇀ dy, in L
2 (H∆) .(B.152)
as m→ +∞. Next, we show that dv, dy solve (B.125)-(B.128). It holds∫ T
0
[(dmvt,ψ
m) + ν (∇dmv ,∇ψ
m)(B.153)
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+ B (dmv ,v,ψ
m) +B (v,dmv ,ψ
m)
+ ρ
(
dmy ,∇
[
−ε2∆y − y + y3
]
·ψm
)
+ ρ
(
y,∇
[
−ε2∆dmy − d
m
y + 3 y
2 dmy
]
·ψm
)]
dt =
∫ T
0
〈z1,ψ
m〉D∗,D dt,
dmv (0) = P
mz3,(B.154)∫ T
0
[(
dmyt, η
m
)
+ γ
(
∇
[
−ε2∆dmy − d
m
y + 3y
2dmy
]
,∇ηm
)
+
−
(
dmy ,v · ∇η
m
)
− (y,dmv · ∇η
m)
]
dt =
∫ T
0
〈z2, η
m〉H∗0 ,H0 dt,(B.155)
dmy (0) = P
mz4,(B.156)
for all m, ψm ∈ C∞c ((0, T ) ;D), η
m ∈ C∞c ((0, T ) ;H0). So, given ψ ∈ L
2 (D),
η ∈ L2 (H0), we set in (B.153)-(B.156) ψ
m = Pmψ and ηm = P˜mη, whih are suh
that
‖Pmψ −ψ‖L2(D) → 0,(B.157)
‖P˜mη − η‖L2(H0) → 0,(B.158)
as m→ +∞. Then, using (B.148) and (B.157), we derive
∣∣∣ ∫ T
0
(dmvt,ψ
m) dt−
∫ T
0
〈dvt,ψ〉D∗,D dt
∣∣∣→ 0,
∣∣∣ ∫ T
0
(∇dmv ,∇ψ
m) dt−
∫ T
0
(∇dv,∇ψ) dt
∣∣∣→ 0,
from (B.148), (B.157) and the boundedness of ∇v ·ψ in L2 (L2), we infer
∣∣∣ ∫ T
0
B (dmv ,v,ψ
m) dt−
∫ T
0
B (dv,v,ψ) dt
∣∣∣
∣∣∣ ∫ T
0
B (dmv ,v,ψ
m −ψ) +B (dmv − dv,v,ψ) dt
∣∣∣
≤ C
[
‖dmv ‖L2(D) ‖v‖L∞(D) ‖ψ
m −ψ‖L2(D)
]
+
∣∣∣ ∫ T
0
(∫
Ω
[(dmv − dv) · ∇]v ·ψ dx
)
dt
∣∣∣→ 0,
by (B.148), (B.157) and the boundedness of v ·ψ in L2 (L2), we observe
∣∣∣ ∫ T
0
B (v,dmv ,ψ
m) dt−
∫ T
0
B (v,dv,ψ) dt
∣∣∣
≤
∣∣∣ ∫ T
0
B (v,dmv ,ψ
m −ψ) +B (v,dmv − dv,ψ) dt
∣∣∣
≤ C
[
‖v‖L∞(D) ‖d
m
v ‖L2(D) ‖ψ
m −ψ‖L2(D)
]
+
∣∣∣ ∫ T
0
(∫
Ω
[v · ∇] (dmv − dv) ·ψ dx
)
dt
∣∣∣→ 0,
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using (B.150), (B.152), (B.157) and the boundedness of w ·ψ in L2 (H2∗), we note
∣∣∣ ∫ T
0
(
dmy ,∇w ·ψ
m
)
dt−
∫ T
0
(dy,∇w ·ψ) dt
∣∣∣
≤
∣∣∣ ∫ T
0
[(
dmy ,∇w ·ψ
m −ψ
)
+
(
dmy − dy,∇w ·ψ
)]
dt
∣∣∣
≤ C ‖dmy ‖L∞(H0) ‖w‖L2(H1) ‖ψ
m −ψ‖L2(D) +
∣∣∣ ∫ T
0
(
dmy − dy,∇w ·ψ
)
dt
∣∣∣
= C ‖dmy ‖L∞(H0) ‖w‖L2(H1) ‖ψ
m −ψ‖L2(D) +
∣∣∣ ∫ T
0
(
w,∇
[
dmy − dy
]
·ψ
)
dt
∣∣∣→ 0,
from (B.149), (B.152), (B.157) and the boundedness of y ·ψ, y2 · ∇y ·ψ and y3 ·ψ
in L2 (L2), we realize
∣∣∣ ∫ T
0
(
y,∇
[
−ε2∆dmy − d
m
y + 3 y
2 dmy
]
·ψm
)
dt
−
∫ T
0
(
y,∇
[
−ε2∆dy − dy + 3 y
2 dy
]
·ψ
)
dt
∣∣∣
≤
∣∣∣ ∫ T
0
(
y,∇
[
−ε2∆dmy − d
m
y + 3 y
2 dmy
]
· [ψm −ψ]
)
dt
+
∫ T
0
(
y,∇
[
−ε2∆
(
dmy − dy
)
−
(
dmy − dy
)
+ 3 y2
(
dmy − dy
)]
·ψ
)
dt
∣∣∣
≤ C ‖y‖L∞(H2)
[
‖∆dmy ‖L2(H1) + ‖d
m
y ‖L2(H0)
(
1 + ‖y‖2L∞(H2)
)]
‖ψm −ψ‖L2(D)
+ε2
∣∣∣ ∫ T
0
(
y,∇∆
[
dmy − dy
]
·ψ
)
dt
∣∣∣+ ∣∣∣ ∫ T
0
(
y,∇
[
dmy − dy
]
·ψ
)
dt
∣∣∣
+6
∣∣∣ ∫ T
0
(
y2
[
dmy − dy
]
,∇y ·ψ
)
dt
∣∣∣+ 3∣∣∣ ∫ T
0
(
y3,∇
[
dmy − dy
]
·ψ
)
dt
∣∣∣→ 0,
by (B.149) and (B.158), we have
∣∣∣ ∫ T
0
(
dmyt, η
m
)
dt−
∫ T
0
〈dyt, η〉H∗0 ,H0 dt
∣∣∣→ 0,
using (B.149), (B.152), (B.158) and the boundedness of y ·∇y ·∇η in L2 (H1∗) and
y2 · ∇η in L2 (L2), we get
∣∣∣ ∫ T
0
(
∇
[
−ε2∆dmy − d
m
y + 3 y
2 dmy
]
,∇ηm
)
dt
−
∫ T
0
(
∇
[
−ε2∆dy − dy + 3 y
2 dy
]
,∇η
)
dt
∣∣∣
=
∣∣∣ ∫ T
0
(
∇
[
−ε2∆dmy − d
m
y + 3 y
2 dmy
]
,∇ [ηm − η]
)
dt
+
∫ T
0
(
∇
[
−ε2∆
(
dmy − dy
)
−
(
dmy − dy
)
+ 3 y2
(
dmy − dy
)]
,∇η
)
dt
∣∣∣
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≤ C
[
‖∆dmy ‖L2(H1) + ‖d
m
y ‖L2(H0)
(
1 + ‖y‖2L∞(H2)
)]
‖ηm − η‖L2(H0)
+ε2
∣∣∣ ∫ T
0
(
∇∆
[
dmy − dy
]
,∇η
)
dt
∣∣∣+ ∣∣∣ ∫ T
0
(
∇
[
dmy − dy
]
,∇η
)
dt
∣∣∣
+6
∣∣∣ ∫ T
0
(
y
[
dmy − dy
]
,∇y · ∇η
)
dt
∣∣∣+ 3∣∣∣ ∫ T
0
(
y2,∇
[
dmy − dy
]
· ∇η
)
dt
∣∣∣→ 0,
from (B.149), (B.151) and (B.158), we an write
∣∣∣ ∫ T
0
(
dmy ,v · ∇η
m
)
dt−
∫ T
0
(dy,v · ∇η) dt
∣∣∣
=
∣∣∣ ∫ T
0
(
dmy ,v · ∇ [η
m − η]
)
dt+
∫ T
0
(
dmy − dy,v · ∇η
)
dt
∣∣∣
≤ ‖dmy ‖L2(H0) ‖v‖L∞(D) ‖η
m − η‖L2(H0) + ‖d
m
y − dy‖L2(L2) ‖v‖L∞(H2) ‖η‖L2(H0) → 0,
by (B.148), (B.158) and the boundedness of y · ∇η in L2 (L2), we derive
∣∣∣ ∫ T
0
(y,dmv · ∇η
m) dt−
∫ T
0
(y,dv · ∇η) dt
∣∣∣
=
∣∣∣ ∫ T
0
(y,dmv · ∇ [η
m − η]) dt+
∫ T
0
(y, [dmv − dv] · ∇η) dt
∣∣∣
≤ ‖y‖L∞(H2) ‖d
m
v ‖L2(L2) ‖η
m − η‖L2(H0) +
∣∣∣ ∫ T
0
(y, [dmv − dv] · ∇η) dt
∣∣∣→ 0.
So, we an laim that (dv, dy) ∈ W0 × (W0 ∩ L∞ (H0) ∩ L2 (H∆)) satises the
equations (B.125) and (B.127), for all ψ ∈ C∞c ((0, T ) ;D), η ∈ C
∞
c ((0, T ) ;H0).
Then, from the dense embeddings
C∞c ((0, T ) ;H0) →֒ L
2 (H0) ,
C∞c ((0, T ) ;D) →֒ L
2 (D) ,
we infer that (dv, dy) satises the equations (B.125) and (B.127), for allψ ∈ L2 (D),
η ∈ L2 (H0). Conerning the initial onditions (B.126), (B.128), onsidering ψ =
ξ (1− t/T ) , ξ ∈ D and η = ζ (1− t/T ) , ζ ∈ H0, we note
(dmv (0)− dv (0) , ξ) =
∫ T
0
[− (dmvt,ψ) + 〈dvt,ψ〉D∗,D − 〈ψt,d
m
v − dv〉D∗,D] dt→ 0,
(
dmy (0)− dy (0) , ζ
)
=
∫ T
0
[
−
(
dmyt, η
)
+ 〈dyt, η〉H1∗,H1 − 〈ηt, d
m
y − dy〉H1∗,H1
]
dt→ 0,
as m→ +∞, for all ξ ∈ D, ζ ∈ H0. Furthermore
dmv (0) = P
mz3 → z3, in S,
dmy (0) = P
mz4 → z4, in L
2
0.
Then, we an onlude dv (0) = z3, dy (0) = z4. It remains to show that the so-
lution (dv, dy) of equations (B.125)-(B.128) is unique. Let us assume that (dv1, dy1),
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(dv2, dy2) are two solutions of (B.125)-(B.128). Then, (hv, hy) = (dv2 − dv1, dy2 − dy1)
satises ∫ T
0
[〈hvt,ψ〉D∗,D + ν (∇hv,∇ψ) +B (hv,v,ψ) +B (v,hv,ψ)(B.159)
+ ρ
(
hy,∇
[
−ε2∆y − y + y3
]
·ψ
)
+ ρ
(
y,∇
[
−ε2∆hy − hy + 3 y
2 hy
]
·ψ
)]
dt = 0,
hv(0) = 0,(B.160) ∫ T
0
[
〈hyt, η〉H∗
0
,H0 + γ
(
∇
[
−ε2∆hy − hy + 3y
2hy
]
,∇η
)
(B.161)
− (hy,v · ∇η)− (y,hv · ∇η)] dt = 0,
hy (0) = 0,(B.162)
for all ψ ∈ L2 (D) , η ∈ L2 (H0). We set ψ = χ[0,t] hv in (B.159) and η = χ[0,t] hy,
with 0 < t ≤ T , where
χ[0,t] (s) =
{
1 if s ∈ [0, t] ,
0 otherwise
Thus, using Young's inequality, we realize ∫ t
0
[
1
2
d
ds
‖hv‖
2 + ν‖∇hv‖
2
]
ds(B.163)
= −
∫ t
0
[
B (hv,v,hv)
+ρ (hy,∇w · hv) + ρ
(
y,∇
[
−ε2∆hy − hy + 3 y
2 hy
]
· hv
) ]
ds
≤
∫ t
0
[
‖hv‖ ‖∇v‖L4 ‖hv‖L4 + ‖hy‖L4 ‖∇w‖L4 ‖hv‖+ ‖y‖C(Ω¯)
×
(
‖∇∆hy‖+ ‖∇hy‖+ ‖y‖C(Ω¯) ‖hy‖L4 ‖∇y‖L4 + ‖y‖
2
C(Ω¯) ‖∇hy‖
)
‖hv‖
]
ds
≤
∫ t
0
[
σ‖∇hv‖
2 + σ‖∇∆hy‖
2 + C1 ‖∇hy‖
2+
+
(
C2 (σ) ‖v‖
2
H2 + C3 ‖w‖
2
H2 + C4 (σ) ‖y‖
2
H2 + C5 ‖y‖
6
H2
)
‖hv‖
2
]
ds,
∫ t
0
[
1
2
d
ds
‖∇hy‖
2 + γ ε2‖∇∆hy‖
2
]
ds(B.164)
= −
∫ t
0
[
γ (∇hy,∇∆hy)− 6 γ (y hy,∇y · ∇∆hy)− 3 γ
(
y2,∇hy · ∇∆hy
)
+ (hy,v · ∇∆hy) + (y,hv · ∇∆hy)
]
ds
≤
∫ t
0
[
γ ‖∇hy‖ ‖∇∆hy‖+ 6 γ ‖y‖C(Ω¯) ‖hy‖L4 ‖∇y‖L4 ‖∇∆hy‖
+3 γ ‖y‖2
C(Ω¯) ‖∇hy‖ ‖∇∆hy‖+ ‖hy‖ ‖v‖C(Ω¯) ‖∇∆hy‖
+‖y‖C(Ω¯) ‖hv‖ ‖∇∆hy‖
]
ds
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≤
∫ t
0
[
5 σ ‖∇∆hy‖
2 + C2 (σ) ‖y‖
2
H2 ‖hv‖
2
+
(
C3 (σ) + C4 (σ) ‖y‖
4
H2 + C5 (σ) ‖v‖
2
H2
)
‖∇hy‖
2
]
ds,
Summing (B.163) and (B.164) and multiplying by two, we have∫ t
0
[ d
ds
(
‖hv‖
2 + ‖∇hy‖
2
)
+ 2 ν‖∇hv‖
2 + 2 γ ε2‖∇∆hy‖
2
]
ds(B.165)
≤
∫ t
0
[
2 σ ‖∇hv‖
2 + 12 σ ‖∇∆hy‖
2
+
(
C1 (σ) ‖v‖
2
H2 + C2 ‖w‖
2
H2 + C3 (σ) ‖y‖
2
H2 + C4 ‖y‖
6
H2
)
‖hv‖
2
+
(
C5 + C6 (σ) + C7 (σ) ‖y‖
4
H2 + C8 (σ) ‖v‖
2
H2
)
‖∇hy‖
2
]
ds.
Choosing in (B.165) σ < ν and 6 σ < γ ε2, we get
‖hv (t) ‖
2 + ‖∇hy (t) ‖
2 ≤ ‖hv (0) ‖
2 + ‖∇hy (0) ‖
2
+C
∫ t
0
[
1 + ‖w‖2H2 + ‖v‖
2
H2 + ‖y‖
2
H2 + ‖y‖
4
H2 + ‖y‖
6
H2
](
‖hv‖
2 + ‖∇hy‖
2
)
ds,
whih implies, applying Gronwall's lemma,
‖hv (t) ‖
2 + ‖∇hy (t) ‖
2 ≤
[
‖hv (0) ‖
2 + ‖∇hy (0) ‖
2
]
× exp
(
C
∫ t
0
[
1 + ‖w‖2H2 + ‖v‖
2
H2 + ‖y‖
2
H2 + ‖y‖
4
H2 + ‖y‖
6
H2
]
ds
)
.
Then from the initial onditions (B.160), (B.162), we an laim hv = 0, hy = 0.
So, we have shown that given
z = (z1, z2, z3, z4) ∈ Z = L
2 (D∗)× L2 (H∗0 )× S ×H0,
the system of PDEs (B.125)-(B.128) has a unique solution
dx = (dv, dy) ∈ X = W0 ×
[
W0 ∩ L
∞ (H0) ∩ L
2 (H∆)
]
.
Furthermore, from the estimates (B.141), (B.144) and (B.147), we have derived
‖dv‖
2
W0
+ ‖dy‖
2
W0
+ ‖dy‖
2
L∞(H0)
+ ‖dy‖
2
L2(H∆)
≤ C (u)
[
‖z1‖
2
L2(D∗) + ‖z2‖
2
L2(H∗0)
+ ‖z3‖
2
S + ‖z4‖
2
H0
]
.
Hene the equation (B.123) and the estimate (B.124) are satised. This onlude
the proof.

Bibliography
[1℄ H. Abels. Diuse interfae models for two-phase ows of visous inompressible
uids. Leture Notes, Max Plank Institute for Mathematis in the Sienes,
(36):2007, 2007.
[2℄ H. Abels. Double obstale limit for a Navier-Stokes/Cahn-Hilliard system.
In Paraboli problems, volume 80 of Progr. Nonlinear Dierential Equations
Appl., pages 120. Birkhäuser/Springer Basel AG, Basel, 2011.
[3℄ H. Abels and J. Weber. Stationary solutions for a Navier-Stokes/Cahn-Hilliard
system with singular free energies. In Reent developments of mathematial
uid mehanis, Adv. Math. Fluid Meh., pages 2541. Birkhäuser/Springer,
Basel, 2016.
[4℄ H. Abels and M. Wilke. Convergene to equilibrium for the ahnhilliard
equation with a logarithmi free energy. Nonlinear Analysis: Theory, Methods
& Appliations, 67(11):31763193, 2007.
[5℄ D. M. Anderson, G. B. MFadden, and A. A. Wheeler. Diuse-interfae meth-
ods in uid mehanis. In Annual review of uid mehanis, Vol. 30, volume 30
of Annu. Rev. Fluid Meh., pages 139165. Annual Reviews, Palo Alto, CA,
1998.
[6℄
'
L. Ba¬as, M. Klein, and A. Prohl. Control of interfae evolution in multiphase
uid ows. SIAM Journal on Control and Optimization, 52(4):22842318,
2014.
[7℄
'
L. Ba¬as and R. Nürnberg. Adaptive nite element methods for Cahn-Hilliard
equations. J. Comput. Appl. Math., 218(1):211, 2008.
[8℄
'
L. Ba¬as and R. Nürnberg. Finite element approximation of a three dimen-
sional phase eld model for void eletromigration. J. Si. Comput., 37(2):202
232, 2008.
[9℄
'
L. Ba¬as and R. Nürnberg. A multigrid method for the Cahn-Hilliard equation
with obstale potential. Appl. Math. Comput., 213(2):290303, 2009.
[10℄
'
L. Ba¬as and R. Nürnberg. A posteriori estimates for the Cahn-Hilliard equa-
tion with obstale free energy. M2AN Math. Model. Numer. Anal., 43(5):1003
1026, 2009.
[11℄ J. W. Barrett, R. Nürnberg, and V. Styles. Finite element approximation of a
phase eld model for void eletromigration. SIAM J. Numer. Anal., 42(2):738
772, 2004.
230 Bibliography
[12℄ J. Barzilai and J. M. Borwein. Two-point step size gradient methods. IMA
Journal of Numerial Analysis, 8(1):141148, 1988.
[13℄ R. Beker, X. Feng, and A. Prohl. Finite element approximations of the
Eriksen-Leslie model for nemati liquid rystal ow. SIAM J. Numer. Anal.,
46(4):17041731, 2008.
[14℄ A. Bertozzi, S. Esedoglu, and A. Gillette. Analysis of a two-sale Cahn-Hilliard
model for binary image inpainting. Multisale Model. Simul., 6(3):913936,
2007.
[15℄ L. Blank, M. Butz, and H. Garke. Solving the ahn-hilliard variational in-
equality with a semi-smooth newton method. ESAIM: Control, Optimisation
and Calulus of Variations, 17(4):931954, 2011.
[16℄ L. Blank, M. Butz, H. Garke, L. Sarbu, and V. Styles. Allen-ahn and ahn-
hilliard variational inequalities solved with optimization tehniques. In Con-
strained Optimization and Optimal Control for Partial Dierential Equations,
pages 2135. Springer, 2012.
[17℄ J. F. Blowey and C. M. Elliott. The Cahn-Hilliard gradient theory for phase
separation with nonsmooth free energy. I. Mathematial analysis. European J.
Appl. Math., 2(3):233280, 1991.
[18℄ J. F. Blowey and C. M. Elliott. The Cahn-Hilliard gradient theory for phase
separation with nonsmooth free energy. II. Numerial analysis. European J.
Appl. Math., 3(2):147179, 1992.
[19℄ F. Boyer. A theoretial and numerial model for the study of inompressible
mixture ows. Computers & uids, 31(1):4168, 2002.
[20℄ F. Boyer and P. Fabrie. Mathematial tools for the study of the inompressible
Navier-Stokes equations and related models, volume 183 of Applied Mathemat-
ial Sienes. Springer, New York, 2013.
[21℄ J. W. Cahn. On spinodal deomposition. Ata metallurgia, 9(9):795801,
1961.
[22℄ J. W. Cahn and J. E. Hilliard. Free energy of a nonuniform system. i. interfaial
free energy. The Journal of hemial physis, 28(2):258267, 1958.
[23℄ J. W. Cahn and J. E. Hilliard. Spinodal deomposition: A reprise. Ata
Metallurgia, 19(2):151161, 1971.
[24℄ I. Capuzzo Doletta, S. Finzi Vita, and R. Marh. Area-preserving urve-
shortening ows: from phase separation to image proessing. Interfaes and
Free Boundaries, 4(4):325343, 2002.
[25℄ Y. Chen and J. Shen. Eient, adaptive energy stable shemes for the inom-
pressible Cahn-Hilliard Navier-Stokes phase-eld models. J. Comput. Phys.,
308:4056, 2016.
Bibliography 231
[26℄ H. Choi, M. Hinze, and K. Kunish. Instantaneous ontrol of bakward-faing
step ows. Applied numerial mathematis, 31(2):133158, 1999.
[27℄ L. Chupin. Existene result for a mixture of non newtonian ows with stress
diusion using the ahn-hilliard formulation. Disrete and Coontinuous Dy-
namial Systems Series B, 3(1):4568, 2003.
[28℄ F. H. Clarke. Optimization and nonsmooth analysis, volume 5. Siam, 1990.
[29℄ P. Colli, M. H. Farshbaf-Shaker, G. Gilardi, and J. Sprekels. Optimal boundary
ontrol of a visous Cahn-Hilliard system with dynami boundary ondition
and double obstale potentials. SIAM J. Control Optim., 53(4):26962721,
2015.
[30℄ P. Colli, G. Gilardi, and J. Sprekels. A boundary ontrol problem for the vis-
ous Cahn-Hilliard equation with dynami boundary onditions. Appl. Math.
Optim., 73(2):195225, 2016.
[31℄ P. Colli, G. Gilardi, and J. Sprekels. Distributed optimal ontrol of a nonstan-
dard nonloal phase eld system with double obstale potential. Evol. Equ.
Control Theory, 6(1):3558, 2017.
[32℄ M. Copetti and C. Elliott. Kinetis of phase deomposition proesses: nu-
merial solutions to ahnhilliard equation. Materials Siene and Tehnology,
6(3):273284, 1990.
[33℄ A. E. Diegel, C. Wang, X. Wang, and S. M. Wise. Convergene analysis
and error estimates for a seond order aurate nite element method for the
Cahn-Hilliard-Navier-Stokes system. Numer. Math., 137(3):495534, 2017.
[34℄ C. M. Elliott and Z. Songmu. On the ahn-hilliard equation. Arhive for
Rational Mehanis and Analysis, 96(4):339357, 1986.
[35℄ X. Feng. Fully disrete nite element approximations of the Navier-Stokes-
Cahn-Hilliard diuse interfae model for two-phase uid ows. SIAM J. Nu-
mer. Anal., 44(3):10491072 (eletroni), 2006.
[36℄ S. Frigeri, E. Roa, and J. Sprekels. Optimal distributed ontrol of a nonlo-
al Cahn-Hilliard/Navier-Stokes system in two dimensions. SIAM J. Control
Optim., 54(1):221250, 2016.
[37℄ V. Girault and P.-A. Raviart. Finite element methods for Navier-Stokes equa-
tions, volume 5 of Springer Series in Computational Mathematis. Springer-
Verlag, Berlin, 1986. Theory and algorithms.
[38℄ C. Gräser and R. Kornhuber. On preonditioned uzawa-type iterations for a
saddle point problem with inequality onstraints. In Domain deomposition
methods in siene and engineering XVI, pages 91102. Springer, 2007.
[39℄ C. Gräser and R. Kornhuber. Multigrid methods for obstale problems. Journal
of Computational Mathematis, pages 144, 2009.
232 Bibliography
[40℄ P. Grisvard. Ellipti problems in nonsmooth domains, volume 69. SIAM, 2011.
[41℄ G. Grün. On onvergent shemes for diuse interfae models for two-phase
ow of inompressible uids with general mass densities. SIAM J. Numer.
Anal., 51(6):30363061, 2013.
[42℄ M. E. Gurtin, D. Polignone, and J. Viñals. Two-phase binary uids and im-
misible uids desribed by an order parameter. Math. Models Methods Appl.
Si., 6(6):815831, 1996.
[43℄ D. Han and X. Wang. A seond order in time, uniquely solvable, unondi-
tionally stable numerial sheme for Cahn-Hilliard-Navier-Stokes equation. J.
Comput. Phys., 290:139156, 2015.
[44℄ Y. He and X. Feng. Uniform H2-regularity of solution for the 2D Navier-
Stokes/Cahn-Hilliard phase eld model. J. Math. Anal. Appl., 441(2):815829,
2016.
[45℄ M. Heida, J. Málek, and K. R. Rajagopal. On the development and gener-
alizations of Cahn-Hilliard equations within a thermodynami framework. Z.
Angew. Math. Phys., 63(1):145169, 2012.
[46℄ J. G. Heywood and R. Rannaher. Finite element approximation of the non-
stationary Navier-Stokes problem. I. Regularity of solutions and seond-order
error estimates for spatial disretization. SIAM J. Numer. Anal., 19(2):275
311, 1982.
[47℄ M. Hintermüller. An ative-set equality onstrained newton solver with feasi-
bility restoration for inverse oeient problems in ellipti variational inequal-
ities. Inverse Problems, 24(3):034017, 2008.
[48℄ M. Hintermüller, M. Hinze, and C. Kahle. An adaptive nite element Moreau-
Yosida-based solver for a oupled Cahn-Hilliard/Navier-Stokes system. J.
Comput. Phys., 235:810827, 2013.
[49℄ M. Hintermüller, M. Hinze, and M. H. Tber. An adaptive nite-element
moreauyosida-based solver for a non-smooth ahnhilliard problem. Opti-
mization Methods and Software, 26(4-5):777811, 2011.
[50℄ M. Hintermüller, T. Keil, and D. Wegner. Optimal ontrol of a semidisrete
Cahn-Hilliard-Navier-Stokes system with nonmathed uid densities. SIAM J.
Control Optim., 55(3):19541989, 2017.
[51℄ M. Hintermüller and I. Kopaka. Mathematial programs with omplemen-
tarity onstraints in funtion spae: C-and strong stationarity and a path-
following algorithm. SIAM Journal on Optimization, 20(2):868902, 2009.
[52℄ M. Hintermüller and I. Kopaka. A smooth penalty approah and a nonlin-
ear multigrid algorithm for ellipti mpes. Computational Optimization and
Appliations, 50(1):111145, 2011.
Bibliography 233
[53℄ M. Hintermüller and M. H. Tber. An inverse problem in Amerian options as
a mathematial program with equilibrium onstraints: C-stationarity and an
ative-set-Newton solver. SIAM J. Control Optim., 48(7):44194452, 2010.
[54℄ M. Hintermüller and D. Wegner. Distributed optimal ontrol of the Cahn-
Hilliard system inluding the ase of a double-obstale homogeneous free en-
ergy density. SIAM J. Control Optim., 50(1):388418, 2012.
[55℄ M. Hintermuller and D. Wegner. Optimal ontrol of a semidisrete ahn
hilliardnavierstokes system. SIAM Journal on Control and Optimization,
52(1):747772, 2014.
[56℄ M. Hinze. Optimal and instantaneous ontrol of the instationary navier-stokes
equations. 2000.
[57℄ M. Hinze and C. Kahle. A nonlinear model preditive onept for ontrol
of two-phase ows governed by the Cahn-Hilliard Navier-Stokes system. In
System modeling and optimization, volume 391 of IFIP Adv. Inf. Commun.
Tehnol., pages 348357. Springer, Heidelberg, 2013.
[58℄ M. Hinze, R. Pinnau, M. Ulbrih, and S. Ulbrih. Optimization with PDE
onstraints, volume 23 of Mathematial Modelling: Theory and Appliations.
Springer, New York, 2009.
[59℄ P. C. Hohenberg and B. I. Halperin. Theory of dynami ritial phenomena.
Reviews of Modern Physis, 49(3):435, 1977.
[60℄ D. Jaqmin. Calulation of two-phase navierstokes ows using phase-eld
modeling. Journal of Computational Physis, 155(1):96127, 1999.
[61℄ C. Kahle. An L∞ bound for the Cahn-Hilliard equation with relaxed non-
smooth free energy. Int. J. Numer. Anal. Model., 14(2):243254, 2017.
[62℄ D. Kay, V. Styles, and R. Welford. Finite element approximation of a Cahn-
Hilliard-Navier-Stokes system. Interfaes Free Bound., 10(1):1543, 2008.
[63℄ D. Kay and R. Welford. Eient numerial solution of ahnhilliardnavier
stokes uids in 2d. SIAM Journal on Sienti Computing, 29(6):22412257,
2007.
[64℄ J. Kim. Phase-eld models for multi-omponent uid ows. Commun. Comput.
Phys., 12(3):613661, 2012.
[65℄ G. Leugering, S. Engell, A. Griewank, M. Hinze, R. Rannaher, V. Shulz,
M. Ulbrih, and S. Ulbrih. Constrained optimization and optimal ontrol for
partial dierential equations, volume 160. Springer Siene & Business Media,
2012.
[66℄ J.-L. Lions. Quelques méthodes de résolution des problèmes aux limites non
linéaires. Dunod; Gauthier-Villars, Paris, 1969.
234 Bibliography
[67℄ P.-L. Lions. Mathematial topis in uid mehanis. Vol. 1, volume 3 of Oxford
Leture Series in Mathematis and its Appliations. The Clarendon Press,
Oxford University Press, New York, 1996. Inompressible models, Oxford
Siene Publiations.
[68℄ D. G. Luenberger. Optimization by vetor spae methods. John Wiley & Sons,
1997.
[69℄ B. Niolaenko, B. Sheurer, and R. Temam. Some global dynamial prop-
erties of a lass of pattern formation equations. Communiations in Partial
Dierential Equations, 14(2):245297, 1989.
[70℄ J. Noedal and S. J. Wright. Numerial optimization. Springer Series in Opera-
tions Researh and Finanial Engineering. Springer, New York, seond edition,
2006.
[71℄ A. Novik-Cohen and L. Segel. A gradually slowing travelling band of hemo-
tati bateria. Journal of mathematial biology, 19(1):125132, 1984.
[72℄ Y. Oono and S. Puri. Study of phase-separation dynamis by use of ell dy-
namial systems. i. modeling. Physial Review A, 38(1):434, 1988.
[73℄ A. Quarteroni and A. Valli. Numerial approximation of partial dieren-
tial equations, volume 23 of Springer Series in Computational Mathematis.
Springer-Verlag, Berlin, 1994.
[74℄ J.-F. Rodrigues. Obstale problems in mathematial physis, volume 134. El-
sevier, 1987.
[75℄ H. Sheel and S. Sholtes. Mathematial programs with omplementarity on-
straints: stationarity, optimality, and sensitivity. Math. Oper. Res., 25(1):122,
2000.
[76℄ Z. Songmu. Asymptoti behavior of solution to the Cahn-Hillard equation.
Appl. Anal., 23(3):165184, 1986.
[77℄ I. Steinbah. Phase-eld models in materials siene. Modelling and simulation
in materials siene and engineering, 17(7):073001, 2009.
[78℄ T. Tahim Medjo. Robust ontrol of a Cahn-Hilliard-Navier-Stokes model.
Commun. Pure Appl. Anal., 15(6):20752101, 2016.
[79℄ R. Temam. Innite-dimensional dynamial systems in mehanis and physis,
volume 68 of Applied Mathematial Sienes. Springer-Verlag, New York, 1988.
[80℄ R. Temam. Navier-Stokes equations. AMS Chelsea Publishing, Providene,
RI, 2001. Theory and numerial analysis, Reprint of the 1984 edition.
[81℄ R. Temam and A. Miranville. Mathematial modeling in ontinuum mehanis.
Cambridge University Press, Cambridge, seond edition, 2005.
Bibliography 235
[82℄ W. von Wahl. On the ahn-hilliard equation. Mathematis and mathematial
engineering (Delft, 1985), Delft Progr. Rep, 10:291310, 1985.
[83℄ N. J. Walkington. Compatness properties of the DG and CG time stepping
shemes for paraboli equations. SIAM J. Numer. Anal., 47(6):46804710,
2010.
[84℄ Q.-F. Wang. Optimal distributed ontrol of nonlinear Cahn-Hilliard systems
with omputational realization. J. Math. Si. (N.Y.), 177(3):440458, 2011.
Translated from Sovrem. Mat. Prilozh., Vol. 70, 2011.
[85℄ X. Zhao and C. Liu. Optimal ontrol problem for visous Cahn-Hilliard equa-
tion. Nonlinear Anal., 74(17):63486357, 2011.
[86℄ J. Zheng and Y. Wang. Optimal ontrol problem for Cahn-Hilliard equations
with state onstraint. J. Dyn. Control Syst., 21(2):257272, 2015.
[87℄ J. Zowe and S. Kuryusz. Regularity and stability for the mathematial pro-
gramming problem in Banah spaes. Appl. Math. Optim., 5(1):4962, 1979.
