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Abstract—Classification is a process to group data, based on 
characteristics into related class. There are many methods in 
classification and the appropriate method is chosen based on 
nature of data. This paper focuses on classification of multiple 
attributes data using discriminant analysis. The research uses 
Fertility Data Set from UCI Machine Learning Repository with 
ten attributes of data. The experiment uses several methods of 
classification to find out the best result of performance. The 
result shows Quadratic Classifier from discriminant analysis 
has the best performance of classification around ninety-eight 
percent with the lowest errors. In summary, the appropriate 
method produces a good performance of classification and the 
quadratic classifier from discriminant analysis shows the best 
performance in multiple attributes data classification. 
Keywords—classification; discriminant analysis; quadratic 
classifier; multiple attributes  
I.  INTRODUCTION 
Classification is a process to group data, based on 
characteristics into related class. The classification process 
contains two steps; training and testing [1]. In training 
process, data is labeled based on the classes and a model is 
learned. The model is used for predicting data with unknown 
labels in testing process [2][3]. There are many methods in 
classification, such as decision tree [4], naïve bayes [5][6][7], 
k-nearest neighbor [8], support vector machine [9], and 
discriminant analysis [10].  
In recent years, many researches to compare performance 
of classification method [11][12][13][14]. The method is 
chosen based on nature of data. Nature of data with multiple 
attributes cannot be classified using linear method. This paper 
focuses on classification of multiple attributes data using 
discriminant analysis. 
The research uses Fertility Data Set from UCI Machine 
Learning Repository with ten attributes of data and a hundred 
sample of semen. The semen sample data have been analyzed 
based on criteria of the WHO 2010. Concentration of the 
sperm are related to life habits, health status, environmental 
factors, and socio-demographic data [15]. The data is 
classified using discriminant analysis method, both linear 
classifier and quadratic classifier. The reason to use linear 
classifier and quadratic classifier is to measure and to compare 
the performance of those methods. Neural network also used 
as a comparison. The experiment uses MATLAB and the 
result proves that performance of the quadratic classifier is 
better rather than performance of linear classifier and neural 
network. The result also shows the best performance of 
classification around 98% with the lowest errors. In summary, 
the appropriate method produces a good performance of 
classification and the quadratic classifier from discriminant 
analysis shows the best performance in multiple attributes data 
classification. 
II. LITERATURE REVIEW 
A. Classification 
In machine learning, classification consists of two 
processes; training process which is to learn and testing 
process which is to label the class [1]. Generally, two-thirds 
of data is part of training process and one-thirds of data is 
part of testing process. Classification model in machine 
learning can be seen in Figure 1. 
 
B. Linear Discriminant Analysis (LDA) 
Linear Discriminant Analysis (LDA) from R. A. Fisher 
uses Bayes Theorem (1). 
 
 P(i|x) = P(x|i).P(i) / ∑ P(x|j).P(j)         (1) 
LDA is based on concept of searching for a linear 
combination of variables (predictors) that best separates two 
or more classes (targets). R. A. Fisher implemented the LDA 
through Iris flower data set or Fisher iris data set. It is a 
multivariate data set consist of three classes; Iris setosa, Iris 
virginica, and Iris versicolor. Number of the data is fifty data 
per each class with four features; sepal length, sepal width, 
petal length, petal width in centimeters. Figure 2 shows 
distribution of the iris classes [16]. In the distribution, there is 
overlapping between iris virginica and iris versicolor. 
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Fig. 1. Classification model in machine learning 
 
Fig. 2. Distribution of the iris classes [16] 
It is tough to implement linear classification method to data 
with various of features or various of attributes or various of 
dimensions. Therefore, discriminant analysis is the 
appropriate method of classification. In MATLAB, classifiers 
in discriminant analysis consists of linear as a default, 
quadratic, diagLinear, diagQuadratic, pseudoLinear, and 
pseudoQuadratic. The estimation of one covariance matrix 
that cover all classes using Linear, meanwhile estimation of 
one covariance matrix in every class using Quadratic. 
DiagLinear uses the diagonal of the ‘linear’ covariance matrix 
and uses its pseudoinverse if necessary, DiagQuadratic uses 
the diagonals of the ‘quadratic’ covariance matrices and uses 
its pseudoinverses if necessary, PseudoLinear uses the 
pseudoinverse of the ‘linear’ covariance matrix if necessary, 
and PseudoQuadratic uses the pseudoinverses of the 
‘quadratic’ covariance matrices if necessary [17]. 
C. Neural Network (NN) 
Neural Network (NN) is a part of artificial intelligent that 
is adopted from the way of human brain process. The 
component of NN consists of the neurons, weighted 
connection between neurons, processing unit, and the output 
[18]. Figure 3 shows illustration of NN. X1, X2, X3 is input 
with weight that is denoted by w1, w2, w3, respectively. The 
processing unit to produces output Y consists of two 
functions; sum function (2) and activation function (3). The 
formula of sum function and activation function as follow 
[19]:   
      y = ∑ wjxj + b                                 (2) 
      f(y) = 1 / (1+e-y)         (3) 
 
The explanation of the symbols is 
• xj is an input and wj is weight of input xj 
• y is an output with b as a bias 
 
 
 
 
 
 
Fig. 3. Illustration of neural network 
                                 
  METHODS 
 
This research uses Fertility Data Set from UCI Machine 
Learning Repository with ten attributes of data and a hundred 
sample of semen. The semen sample data have been analyzed 
based on criteria of the WHO 2010. Concentration of the 
sperm are related to life habits, health status, environmental 
factors, and socio-demographic data [15]. Since this data set 
has various attributes, it is considered to be used in this 
research. Table I explains about information of the data set 
and Table II explains about detail of attributes. 
TABLE I.  INFORMATION OF FERTILITY DATA SET 
Item Description 
Area Life 
Number of instances 100 
Number of attributes 10 
Attribute characteristics Real 
Date donated January 17th, 2013 
Characteristics Multivariate 
Associated tasks Classification, Regression 
TABLE II.  DETAIL OF ATTRIBUTES 
Description of 
Attributes Attributes 
Values  
(min – max) Normalized 
Season in which 
the analysis was 
performed 
X1 
(1) winter; (2) 
spring;  
(3) summer; (4) fall 
-1; -0.33; 
0.33; 1 
Age at the time of 
analysis X2 18 – 36 no 
Childish diseases 
(ie. Chicken pox, 
measles, mumps, 
X3 (1) yes; (2) no 0; 1 
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Description of 
Attributes Attributes 
Values  
(min – max) Normalized 
polio) 
Accident or 
serious trauma X4 (1) yes; (2) no 0; 1 
Surgical 
intervention X5 (1) yes; (2) no 0; 1 
High fevers in the 
last year X6 
(1) less than three 
months ago; (2) 
more than three 
months ago; (3) no 
-1; 0; 1 
Frequency of 
alcohol 
consumption 
X7 
(1) several times a 
day; 
(2) every day; 
(3) several times a 
week; 
(4) once a week; 
(5) hardly ever of 
never 
0.2; 0.4; 0.6; 
0.8; 1 
Smoking habit X8 
(1) never; (2) 
occasional; 
(3) daily 
-1; 0 ; 1 
Number of hours 
spent sitting per 
day 
X9 1 – 16 no 
Diagnosis  Y (N) normal; (O) altered N; O 
  
Furthermore, separable of data is checked using MATLAB. 
The separable of data is needed to know nature of data, linear 
or non-linear. Since the data consist of nine dimensions, then 
based on principle component analysis, it is determined in two 
dimensions based on criteria as follow: 
• First dimension is data with the largest variance. In this 
data, ‘age at the time of analysis’ (X2) has the largest 
variance, since the value of this dimension is nineteen.  
The minimum value of this dimension is eighteen and the 
maximum value is thirty-six. Whenever, others dimension 
consists of two (X3, X4, X5), three (X6, X8), four (X1), 
five (X7), and sixteen (X9) variance. 
• Second dimension is data that is not related with the first 
dimension. Thus ‘season in which the analysis was 
performed’ (X1) is chosen. The reason, there is no relation 
between age and season of analysis. 
Moreover, data is classified by linear classifier and quadratic 
classifier of discriminant analysis using MATLAB. The 
training function is fitcdiscr and the test function is predict of 
MATLAB. 
 Beside discriminant analysis, neural network also used in 
this research as a comparison using MATLAB. The data is 
divided to two groups; training group and testing group 
consists of 67 data and 33 data, respectively. The neural 
network uses 1 hidden layer with three kinds of number of 
neurons; 5 neurons, 10 neurons, and 50 neurons to obtain 
comparison.  
III. RESULT AND DISCUSSION 
The experiment is started from checking of separable of 
fertility data set using MATLAB. The checking process 
involves two attributes; ‘season in which the analysis was 
performed’ (X1) and ‘age at the time of analysis’ (X2). Figure 
3 shows correlation of X1 and X2. Based on mapping result of 
attribute X1 and X2 in figure 3, can be concluded the data is 
non-linear, since the attributes are not separable. Meanwhile, 
Table III shows several fertility data set per attributes to 
illustrate the row data. 
 
 
Fig. 4. Correlation between X1 and X2 
 
TABLE III.  FERTILITY DATA SET 
Data 
# X1 X2 X3 X4 X5 X6 X7 X8 X9 Y 
1 -0.33 0.69 0 1 1 0 0.8 0 0.88 N 
2 -0.33 0.94 1 0 1 0 0.8 1 0.31 O 
3 -0.33 0.5 1 0 0 0 1 -1 0.5 N 
4 -0.33 0.75 0 1 1 0 1 -1 0.38 N 
5 -0.33 0.67 1 1 0 0 0.8 -1 0.5 O 
6 -0.33 0.67 1 0 1 0 0.8 0 0.5 N 
7 -0.33 0.67 0 0 0 -1 0.8 -1 0.44 N 
8 -0.33 1 1 1 1 0 0.6 -1 0.38 N 
9 1 0.64 0 0 1 0 0.8 -1 0.25 N 
10 1 0.61 1 0 0 0 1 -1 0.25 N 
     : 
98 -1 0.67 1 1 1 0 1 -1 0.31 N 
99 -1 0.64 1 0 1 0 1 0 0.19 N 
100 -1 0.69 0 1 1 0 0.6 -1 0.19 N 
TABLE IV.  PERFORMANCE OF DISCRIMINANT ANALYSIS 
Type of discriminant 
analysis Performance Error 
Linear 87% 1 normal and 12 altered 
Quadratic 98% 1 normal and 1 altered 
 
The performance of classification from discriminant 
analysis can be seen in Table IV. Table IV shows comparison 
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of classification result using linear classifier and quadratic 
classifier from discriminant analysis. Performance of linear 
classifier is 87% with 13 errors of Y attribute consists of 1 
normal and 12 altered, whereas performance of quadratic 
classifier is 98% with 2 errors of Y attribute; 1 normal and 1 
altered. Quadratic classifier has better performance rather than 
linear classifier, not only for performance of classification, 
however in error aspect which quadratic performance has less 
error rather than linear performance. The quadratic classifier 
shows the good performance, since the quadratic estimates 
one covariance matrix per each class. It is more specific, 
whereas the linear estimates one covariance matrix for all 
classes.  
The experiment in neural network using 1 hidden layer 
and consists of three kinds of number of neurons; 5 neurons, 
10 neurons, and 50 neurons. The performance result of neural 
network is shown in Table V. The best performance of neural 
network experiment is experiment with 10 neurons. The 
highest performance of classification is 94% with number of 
errors is the lowest, only 2 errors. However, this performance 
is not better rather than quadratic classifier from discriminant 
analysis. The performance of quadratic classifier is 4% higher 
than the 10 neurons of neural network. This condition can be 
affected by number of neurons or number of hidden layer.  
TABLE V.  PERFORMANCE OF NEURAL NETWORK 
Number of neurons Performance Error 
5 85% 3 normal and 2 altered 
10 94% 2 altered 
50 88% 2 normal and 2 altered 
 
IV. CONCLUSION 
In summary, Quadratic Classifier from discriminant 
analysis shows the best performance in classification of 
multiple attributes data. This performance is influenced by 
classification process from quadratic classifier which 
estimates one covariance matrix per each class. The result of 
fertility data set classification is achieved 98% with the lowest 
errors rather than linear classifier from discriminant analysis 
and neural network. The appropriate method of classification 
produces a good performance of classification. In future work, 
can be considered to use cross validation to validate 
experiment results. 
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