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Comonotone Second Jackson’s Inequality
Pleshakov Mikhail Gennad’evich, Saratov State University, Russia,
410012, Saratov, Astrakhanskaya st., 83, pleshakovmg@gmail.com
Abstract. Let 2s points yi = −pi ≤ y2s < . . . < y1 < pi be given. Using these points, we
define the points yi for all integer indices i by the equality yi = yi+2s + 2pi. We shall write
f ∈ △(1)(Y ) if f is a 2pi-periodic function and f does not decrease on [yi, yi−1] if i is odd; and
f does not increase on [yi, yi−1] if i is even. We denote E
(1)
n (f ; Y ) the value of the best uniform
comonotone approximation. In this article the following Theorem – the comonotone analogue
of second Jackson’s Inequality – is proved.
Theorem. If f ∈ △(1)(Y )⋂Wr, r > 2, then
E(1)n (f ; Y ) ≤
c
nr
,
where c = c(r, Y ) = const depending only on r and Y , Wr Sobolev space.
Keywords: trigonometric polynomials, polynomial approximation, shape-preserving.
При каждом r ∈ N пусть Wr – класс 2pi-периодических функций, имеющих r − 1
абсолютно непрерывную производную и
|f (r)(x)| ≤ 1, п.в. на R.
Будем рассматривать 2pi-периодические функции f ∈Wr, r ≥ 2.
Обозначим Tn, n ∈ N - пространство тригонометрических полиномов вида
τn(x) = a0 +
n∑
k=1
ak cos kx+ bk sin kx, x ∈ R
порядка ≤ n.
Пусть на промежутке [−pi, pi) заданы 2s точек yi
−pi ≤ y2s < . . . < y1 < pi.
Отправляясь от этих точек, при помощи равенства
yi := yi+2s + 2pi
определим точки yi для всех целых индексов i.
Обозначим Y := {yi}2si=1,
Π(x) :=
2s∏
i=1
sin
1
2
(x− yi),
и заметим, что Π ∈ Ts, т.е. Π - тригонометрический полином порядка s.
Пусть f – непрерывно дифференцируемая функция. Будем писать f ∈ △(1)(Y ), если
f ′(x)Π(x) ≥ 0, x ∈ R. (1)
Положим
E(1)n (f ; Y ) := inf
τ∈△(1)(Y )∩Tn
‖f − τ‖.
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В главе 2 доказывается
Т е о р е м а 1. Если f ∈ △(1)(Y ) ∩Wr, r ≥ 2, то
E(1)n (f ; Y ) ≤
c
nr
. (2)
где c = c(r, Y ) - постоянная, не зависит от n и f .
З а м е ч а н и е 1. Теорема 1 верна и в случае r = 1, это следует из теоремы 1 [1].
Однако функция f ∈W1 не обязана иметь непрерывную производную и поэтому в случае
r = 1 множество △(1)(Y ) нуждается в отдельном определении. Теорема 1 является анало-
гом соответствующих результатов о комонотонном приближении непрерывных функций
алгебраическими многочленами, полученных в работах [2-20].
Доказательство теоремы разобьем на несколько пунктов. Всюду далее через c1, c2, c3,
... обозначены положительные числа (константы), которые зависят только от s или r или
s и r, через Ci = Ci,l обозначены положительные числа (константы), которые зависят
только от s, r и l.
1o. Некоторые обозначения.
Зафиксируем натуральное n и разобьем прямую R равноотстоящими точками
xj := −jpi
n
, j ∈ Z.
Обозначим
Ij := [xj ; xj−1], h :=
pi
n
.
Л е м м а 1. Пусть g ∈Wr−1 и пусть при некотором фиксированном j ∈ Z на каждом
из 2r− 3 отрезков Ij , . . . , Ij+2(r−2) существует точка tν ∈ Iν , ν = j, j + 2(r − 2), такая,
что
|g(tν)| ≤ hr−1, (3)
тогда для любого x ∈
j+2(r−2)⋃
ν=j
Iν справедливо неравенство
|g(x)| ≤ c1hr−1. (4)
Д о к а з а т е л ь с т в о. Рассмотрим разделенную разность порядка r− 1 функции
g в узлах x, tj , tj+2, ... ,tj+2(r−2)
[tj, . . . , tj+2(r−2), x; g] =
g(tj)
(tj − tj+2) . . . (tj − tj+2(r−2))(tj − x) + . . .
+
g(tj+2(r−2))
(tj+2(r−2) − tj) . . . (tj+2(r−2) − tj+2(r−3))(tj+2(r−2) − x)+
+
g(x)
(x− tj) . . . (x− tj+2(r−2)) .
Из условия g ∈ Wr−1 леммы и свойств разделенной разности ( см., например, [21, с. 13])
следует оценка
|[tj, . . . , tj+2(r−2), x; g]| ≤ 1
(r − 1)! . (5)
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После тождественных преобразований получаем
|g(x)| ≤ |(x− tj) . . . (x− tj+2(r−2))|
(r − 1)! +
+
∣∣∣∣g(tj)(x− tj+1) . . . (x− tj+2(r−2))(tj − tj+2) . . . (tj − tj+2(r−2))
∣∣∣∣+ . . .
. . .+
∣∣∣∣ g(tj+2(r−2))(x− tj) . . . (x− tj+2(r−3))(tj+2(r−2) − tj) . . . (tj+2(r−2) − tj+2(r−3))
∣∣∣∣ ≤
≤ hr−1
(
(2r − 3)r−1
(r − 1)! + (r − 1)(2r − 3)
r−2
)
.
Лемма доказана.
2o. Разбиение индексов j ∈ Z на три типа.
Каждый из индексов j ∈ Z отнесем к одному и только одному из трех типов.
О п р е д е л е н и е 1. Индекс j назовем индексом первого типа и будем писать j ∈ V1,
если для любого x ∈ Ij справедливо неравенство
|f ′(x)| ≤ c1hr−1, (6)
обозначим
E1 :=
⋃
j∈V1
Ij . (7)
Индекс j назовем индексом второго типа и будем писать j ∈ V2, если он не является
индексом первого типа и для любого x ∈ Ij справедливо неравенство
|f ′(x)| ≥ hr−1. (8)
Обозначим
E2 :=
⋃
j∈V2
Ij . (9)
Все остальные индексы отнесем к третьему типу и множество всех индексов третьего
типа обозначим через V3. Обозначим
E3 :=
⋃
j∈V3
Ij . (10)
Л е м м а 2. Индексов третьего типа не может быть более 2r − 4 штук подряд.
Д о к а з а т е л ь с т в о. Допустим от противного, что имеется 2r − 3 подряд
индексов третьего типа j, j + 1, . . . , j + 2(r − 2). Это означает, что на каждом отрезке
Iν , ν = j, j + 2(r − 2) найдется по крайней мере одна точка tν , для которой справедливо
неравенство
|f ′(tν)| ≤ hr−1.
По лемме 1 это значит, что для любого x ∈
j+2(r−2)⋃
ν=j
Iν справедлива оценка
|f ′(x)| ≤ c1hr−1,
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а это противоречие, т.к. на множествах третьего типа должны быть точки y, в которых
|f ′(y)| > c1hr−1.
Лемма доказана.
3o. Построение множества Ω.
Каждый набор индексов j + 1, . . . , j + µ, состоящий из не менее семи (т.е. µ ≥ 7)
следующих подряд индексов второго типа назовем пачкой, если j∈V2 и (j + µ+ 1)∈V2.
Если не существует ни одной пачки, то положим W1 := Z. Если пачки существуют, то
каждый индекс j, не входящий ни в одну из пачек отнесем к одной из следующих двух
групп : W1 или W2.
Если между двумя соседними пачками не содержится ни одного индекса первого типа,
то все индексы между этими двумя пачками отнесем к группе W2; в противном случае
все индексы между этими двумя пачками отнесем к группе W1.
Положим
M :=
⋃
j∈W1
Ij.
Для любого множества X ⊂ R обозначим
X∗ :=
⋃
j:Ij∩X 6=0
Ij, X
∗∗ := (X∗)∗ , X∗∗∗ := (X∗∗)∗ ,
и т.д. Положим
Ω := M∗∗∗.
4o. Оценка производной на Ω.
Л е м м а 3. Для всех x ∈ Ω имеет место оценка
|f ′(x)| ≤ c2hr−1. (11)
Д о к а з а т е л ь с т в о. Зафиксируем j ∈ Z такое, что x ∈ Ij и рассмотрим два
множества
Aj :=
j+14r⋃
ν=j
Iν Aj :=
j⋃
ν=j−14r
Iν .
1. Пусть множество Aj пересекается с некоторой пачкой и множество Aj также пере-
секается с некоторой пачкой. Тогда по построению множества Ω среди индексов ν =
j − 14r, j + 14r найдется по крайней мере один индекс первого типа, который обозначим
через ν∗. Согласно определению индексов первого типа для любого y ∈ Iν∗ имеем
|f ′(y)| ≤ c1hr−1.
Теперь рассмотрим разделенную разность порядка r − 1
[tj0, . . . , tjr−2, x; f
′] в узлах x и tjk ∈ Iν∗ , где tjk := xν∗ + pikn(r−2) , k = 0, r − 2.
Повторяя рассуждения леммы 1, получим оценку
|f ′(x)| ≤ c2hr−1,
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т.е. в случае 1 оценка (11) доказана.
2. Пусть по крайней мере одно из множеств Aj , Aj не пересекается ни с одной пачкой,
скажем Aj . Если по крайней мере один из индексов j, . . . , j+14r, составляющих множество
Aj , является индексом первого типа, то рассуждаем аналогично пункту 1. В противном
случае рассуждаем следующим образом. По построению множества Ω среди индексов
j, . . . , j+6 имеется по крайней мере один индекс третьего типа; среди индексов j+7, . . . , j+
13 также имеется по крайней мере один индекс третьего типа и т.д. Другими словами,
среди всех индексов ν = j, . . . , j + 14r найдутся по крайней мере r − 1 штук индексов
третьего типа ν1, . . . , νr−1 таких, что
8 ≤ |νi − νq| ≤ 14r.
Поэтому на множестве Aj существуют r − 1 точек ti, i = 1, r − 1 таких, что
|f ′(ti)| ≤ hr−1
и
6h ≤ |ti − tq| ≤ 14rh.
Рассуждая как в лемме 1, получим оценку
|f ′(x)| ≤ c2hr−1.
Лемма доказана.
5o. Определение “маленькой” функции g1(x).
При всяком j ∈ Z обозначим
Sj(x) :=
1
b
x∫
xj
(t− xj)r−2(xj−1 − t)r−2dt,
b :=
xj−1∫
xj
(t− xj)r−2(xj−1 − t)r−2dt,
и заметим, что
Sj(xj) = 0, Sj(xj−1) = 1; (12)
0 ≤ Sj(x) ≤ 1, x ∈ Ij; (13)
S
(q)
j (xj) = S
(q)
j (xj−1) = 0, q = 1, r − 2; (14)∣∣∣S(q)j (x)∣∣∣ ≤ c3h−q, q = 1, r − 1, x ∈ Ij . (15)
Положим
g1(x) :=
{
f ′(x), если x ∈M∗,
0, если x ∈ R \M∗∗.
(15’) На M∗∗ \M∗ определим g1(x) следующим образом. Если Ij ⊂ M∗∗ \M∗ и Ij+2⊂Ω, то
для x ∈ Ij положим g1(x) := f ′(x)Sj(x), x ∈ Ij ; в противном случае (т.е. Ij+2 ⊂ Ω) для
x ∈ Ij положим g1(x) := f ′(x)(1 − Sj(x)).
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Л е м м а 4. Функция g1(x) имеет свойства
g1 ∈ c4Wr−1. (16)
‖g1‖R ≤ c2hr−1. (17)
g1(x)Π(x) ≥ 0, x ∈ R. (18)
(f ′(x)− g1(x))Π(x) ≥ 0, x ∈ R. (19)
Д о к а з а т е л ь с т в о. По условию теоремы |f (r)(x)| ≤ 1 почти всюду на R; по
лемме 3
|f ′(x)| ≤ c2hr−1, x ∈ Ω. (20)
В силу (12) и (14) функция g1(x) имеет непрерывную (r − 2)-ю производную, нетрудно
заметить, что эта (r − 2)-я производная также абсолютно непрерывна. Докажем оценку
|g(r−1)1 (x)| ≤ c5 (21)
для почти всех x ∈ R. Если x∈M∗∗\M∗, то оценка (21) очевидна. Пусть x ∈ Ij ⊂M∗∗ \M∗.
Для доказательства (21) используем неравенство типа Колмогорова
‖g(j)‖[a,b] ≤ 6
(
(b− a)r−j‖g(r)‖[a,b] + (b− a)−j‖g‖[a,b]
)
, j = 0, r.
которое для функции g(x) = f ′(x) и [a, b] = Ij принимает вид
‖f (j+1)‖Ij ≤ c6hr−j−1‖f (r)‖Ij + c6h−j‖f ′‖Ij ≤ c7hr−j−1. (22)
Рассмотрим
(f ′(x)Sj(x))
(r−1) = f (r)(x)Sj(x) +
(
r − 1
1
)
f (r−1)(x)S ′j(x) + . . .
. . .+ f ′(x)S
(r−1)
j (x).
Пользуясь (15) и (22) получаем∣∣∣(f ′(x)Sj(x))(r−1)∣∣∣ ≤ c82r−1. (23)
Т.е. оценка (21) доказана, а значит доказано соотношение (16). Оценка (17) следует из
(11) и очевидной оценки
|g1(x)| ≤ |f ′(x)|, x ∈ Ω.
Из этой же оценки следует неравенство (19).
Hеравенство (18) очевидно, когда x∈ M∗∗ \M∗, если же
x ∈M∗∗ \M∗, то (18) следует из (13).
Лемма доказана.
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Обозначим
G1(x) := f(0) +
x∫
0
g1(u)du
и заметим, что
G1(x) = Bx+ G˜1(x), (24)
где B = const, G˜1 − 2pi - периодическая функция.
6o. Приближение “ступеньки”.
Обозначим
Jl,n(t) :=
1
γl,n
(
sin nt
2
sin t
2
)2l
, l ∈ N,
– ядро типа Джексона, в котором
γl,n :=
pi∫
−pi
(
sin nt
2
sin t
2
)2l
dt.
Ядра типа Джексона обладают следующими свойствами ([22], см. также например [23, с.
130]):
pi∫
−pi
Jl,n(t)dt = 1, (25)
Jl,n ∈ Tl(n−1), (26)
1
C9
n2l−1 < γl,n < C10n
2l−1; (27)
при любом δ ≥ 0 и ν = 0, 2l − 2
pi∫
δ
(1 + nt)νJl,n(t)dt ≤ C11
(1 + nδ)2l−ν−1
, (28)
в частности
pi∫
−pi
(1 + n|t|)νJl,n(t)dt ≤ C12. (29)
О п р е д е л е н и е 2. Для каждой точки x∗∈Y обозначим
Tl,n(x; x
∗; s; Y ) :=
1
dl,n(x∗; s; Y )
x∫
x∗−pi
Jl,n(t− x∗) Π(t)
Π(x∗)
dt, (30)
где
dl,n(x
∗; s; Y ) :=
x∗+pi∫
x∗−pi
Jl,n(t− x∗) Π(t)
Π(x∗)
dt.
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Положим
χ(x; x∗) :=
{
0, если x ≤ x∗,
1, если x > x∗;
(31)
δn(x; x
∗) := min
{
1,
1
n| sin x−x∗
2
|
}
.
Л е м м а 5. Если l > s и
min
i∈Z
|x∗ − yi| ≥ 2sC12pi
n
, (32)
то для функции T (x) = Tl,n(x; x
∗; s; Y ) имеют место соотношения
1
2
< dl,n(x
∗; s; Y ) <
3
2
, (33)
T (x) =
1
2pi
x+ T˜ (x), (34)
где
T˜ ∈ Tl(n−1)+s, (34′)
Π(x∗)T ′(x)Π(x) ≥ 0, x ∈ R, (35)
|T ′(x)| ≤ C13nδ2(l−s)n (x; x∗), x ∈ R, (36)
|T ′(x)| ≥ 1
C14
nδ2ln (x; x
∗)
∣∣∣∣ Π(x)Π(x∗)
∣∣∣∣ , (37)
x ∈
⋃
ν∈Z
[x∗ +
2piν
n
+
pi
2n
, x∗ +
2piν
n
+
2pi
n
− pi
2n
];
|χ(x; x∗)− T (x)| ≤ C15δ2(l−s)−1n (x, x∗), |x− x∗| ≤ 2pi. (38)
Д о к а з а т е л ь с т в о. Представим d = dl,n(x
∗; s; Y ) в виде
d =
pi∫
−pi
Jl,n(t)
Π(x∗ + t)
Π(x∗)
dt.
Заметим, что
|Π′(θ)| = 1
2
∣∣∣∣∣
2s∑
i=1
cos
θ − yi
2
2s∏
ν=1,ν 6=i
sin
θ − yν
2
∣∣∣∣∣ =
=
1
2
∣∣∣∣∣
2s∑
i=1
cos
θ − yi
2
2s∏
ν=1,ν 6=i
(
sin
θ − x∗
2
cos
x∗ − yν
2
+ cos
θ − x∗
2
sin
x∗ − yν
2
)∣∣∣∣∣
≤ 1
2
2s∑
i=1
2s∏
ν=1,ν 6=i
( |θ − x∗|
2
+
∣∣∣∣sin x∗ − yν2
∣∣∣∣
)
, θ ∈ R.
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Поэтому для некоторого θ, лежащего между точками x∗ и x∗ + t , имеем∣∣∣∣1− Π(x∗ + t)Π(x∗)
∣∣∣∣ =
∣∣∣∣Π(x∗ + t)−Π(x∗)Π(x∗)
∣∣∣∣ =
=
∣∣∣∣tΠ′(θ)Π(x∗)
∣∣∣∣ ≤ |t|2
2s∑
i=1
1
| sin x∗−yi
2
|
2s∏
ν=1,ν 6=i
(
|θ − x∗|
2| sin(x∗−yν
2
)| + 1
)
,
поскольку |θ − x∗| < t, а в силу (32)∣∣∣∣sin x∗ − yi2
∣∣∣∣ > 2sC12n =: C16n ,
то ∣∣∣∣1− Π(x∗ + t)Π(x∗)
∣∣∣∣ ≤ |t| nC16s
(
1 +
n|t|
2C16
)2s−1
<
<
s
C16
(1 + n|t|)2s.
Следовательно, с учетом (25) и (29) получаем
|d− 1| =
∣∣∣∣∣∣
pi∫
−pi
Jl,n(t)
(
Π(x∗ + t)
Π(x∗)
− 1
)
dt
∣∣∣∣∣∣ <
<
s
C16
pi∫
−pi
Jl,n(t)(1 + n|t|)2sdt ≤ s
C16
C12 = 1/2.
Таким образом оценка (33) доказана. Соотношения (34) и (35) очевидны.
Докажем оценку (36). Очевидно
T ′(x) =
1
d
Jl,n(x− x∗) Π(x)
Π(x∗)
. (39)
В силу определения ядра Джексона имеем
Jl,n(t) ≤ 1
γl,n
(
min
{
n,
1
| sin t
2
|
})2l
=
=
n2l
γl,n
(
min
{
1,
1
n| sin t
2
|
})2l
, t ∈ R,
т.е. согласно (27)
Jl,n(x− x∗) ≤ C10nδ2ln (x; x∗). (40)
Теперь, с учетом (32) и равенства 2sC12 = C16,∣∣∣∣∣ sin
x−yi
2
sin x
∗−yi
2
∣∣∣∣∣ =
∣∣∣∣∣sin
x−x∗
2
cos x
∗−yi
2
+ cos x−x
∗
2
sin x
∗−yi
2
sin x
∗−yi
2
∣∣∣∣∣ ≤
≤ 1 +
∣∣∣∣∣ sin
x−x∗
2
sin x
∗−yi
2
∣∣∣∣∣ ≤ 1 + n| sin
x−x∗
2
|
C16
≤ 2δ−1n (x, x∗),
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а значит
|T ′(x)| ≤ 22s+1C10nδ2l−2sn (x; x∗) =: C13nδ2(l−s)n (x; x∗).
Оценка (36) доказана.
Докажем оценку (37). При
x ∈
⋃
ν∈Z
[
x∗ +
2piν
n
+
pi
2n
, x∗ +
2piν
n
+
2pi
n
− pi
2n
]
имеем ∣∣∣∣sin n(x− x∗)2
∣∣∣∣ ≥
√
2
2
,
откуда
|T ′(x)| ≥ 2
−l
dγl,n
(
1
| sin x−x∗
2
|
)2l ∣∣∣∣ Π(x)Π(x∗)
∣∣∣∣ ≥
≥ nδ
2l
n (x; x
∗)
C14
∣∣∣∣ Π(x)Π(x∗)
∣∣∣∣ .
Докажем оценку (38). Пусть сначала x∗ − pi ≤ x < x∗ − pi
n
, тогда
δn(x; x
∗) =
∣∣∣∣ 1n sin x−x∗
2
∣∣∣∣ ;
в силу (31), (30) и (36)
|χ(x; x∗)− T (x)| = |T (x)| =
∣∣∣∣∣∣
x∫
x∗−pi
T ′(u)du
∣∣∣∣∣∣ ≤
≤ C13n
x∫
x∗−pi
δ2(l−s)n (u; x
∗)du = C13n
x∫
x∗−pi
(
1
n sin u−x
∗
2
)2(l−s)
du ≤
≤ C13pi
2(l−s)
n2(l−s)−1
x∫
x∗−pi
du
(u− x∗)2(l−s) ≤
≤ C13pi
2(l−s)
n2(l−s)−1
x∫
−∞
du
(u− x∗)2(l−s) =
=
C13pi
2(l−s)
(2(l − s)− 1)n2(l−s)−1
(
1
(x∗ − x)2(l−s)−1
)
≤
≤ 2C13(pi/2)
2(l−s)
(2(l − s)− 1)n2(l−s)−1 | sin
1−2(l−s) (x
∗ − x)
2
| =
=
2C13(pi/2)
2(l−s)
2(l − s)− 1 δ
2(l−s)−1
n (x; x
∗) = C19δ
2(l−s)−1
n (x; x
∗).
Пусть x∗ − pi
n
≤ x ≤ x∗ + pi
n
. Тогда
2
pi
≤ δn(x; x∗) ≤ 1.
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Поэтому с учётом (36)
|χ(x; x∗)− T (x)| ≤ 1 + |T (x)| = 1 +
∣∣∣∣∣∣
x∫
x∗−pi
T ′(u)du
∣∣∣∣∣∣ ≤
≤ 1 +
∣∣∣∣∣∣∣
x∗−pi
n∫
x∗−pi
T ′(u)du
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
x∫
x∗−pi
n
T ′(u)du
∣∣∣∣∣∣∣ ≤
≤ 1 + C19δ2(l−s)−1n (x; x∗ −
pi
n
) +
2piC13n
n
≤ 1 + C19 + 2piC13 =:
=: C15
(
2
pi
)2(l−s)−1
≤ C15δ2(l−s)−1n (x; x∗).
В случае x∗ + pi
n
≤ x ≤ x∗ + pi рассуждаем так же, как и в случае x∗ − pi ≤ x ≤ x∗ − pi
n
,
поскольку
χ(x; x∗)− T (x) = 1− T (x) = 1−
x∫
x∗−pi
T ′(u)du =
= 1−
x∗+pi∫
x∗−pi
T ′(u)du+
x∗+pi∫
x
T ′(u)du =
=
x∗+pi∫
x
T ′(u)du.
В случае x∗ − 2pi ≤ x ≤ x∗ − pi имеем
T (x)− χ(x; x∗) = T (x) = 1
2pi
x+ T˜ (x) =
= −1 + 1
2pi
(x+ 2pi) + T˜ (x+ 2pi) = T (x+ 2pi)− χ(x+ 2pi; x∗).
Поскольку x∗ ≤ x+2pi ≤ x∗+pi, то пользуясь предыдущими двумя случаями, получаем
оценку (38).
Наконец, в случае x∗ + pi ≤ x ≤ x∗ + 2pi рассуждая аналогично предыдущему случаю,
получаем
|T (x)− χ(x; x∗)| = |T (x)− 1| =
∣∣∣∣ 12pix+ T˜ (x)− 1
∣∣∣∣ =
=
∣∣∣∣ 12pi (x− 2pi) + T˜ (x− 2pi)
∣∣∣∣ = |T (x− 2pi)| =
= |T (x− 2pi)− χ(x− 2pi; x∗)| ≤ C15δ2(l−s)−1n (x; x∗).
Лемма доказана.
7o. Множество O.
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Положим Oi := (xj+1, xj−2), если yi ∈ [xj , xj−1);
O :=
⋃
i∈Z
Oi. (41)
Будем писать j ∈ H∗, если Ij∈O; j ∈ H , если j ∈ H∗, |j| ≤ n и j 6= −n. Обозначим
I := [−pi, pi].
8o. “Поправляющие” функции.
В этом пункте введем “поправляющие” функции Tj(x) и T j(x), первая из которых
будет использована в следующем пункте, а вторая – в пункте 12o.
Положим
x∗j :=
xj−1 + xj
2
,
c12 := max{C12,s+2, C12,s+3},
n1 := 4(s+ 1)c12n;
x∗∗j := x
∗
j +
pi
n1
,
χj(x) := χj(x, xj).
Для каждого j ∈ H обозначим
Tj(x) :=
1
2
(Ts+2,n1(x; x
∗
j ; s; Y ) + Ts+2,n1(x; x
∗∗
j ; s; Y )); (42)
Πj(x) := sin
(
x− xj
2
)
sin
(
x− xj−1
2
)
Π(x),
Yj := Y ∪ {xj} ∪ {xj−1};
T ∗j (x) := Ts+3,n1(x; x
∗
j ; s+ 1; Yj)
( т.е.
T ∗j (x) :=
1
dn1(x
∗
j ; s+ 1; Yj)
x∫
x∗j−pi
Js+3,n1(x
∗
j − t)
Πj(t)
Πj(x
∗
j )
dt);
T j(x) := (Tj(x)− T ∗j (x))signΠ(xj). (43)
Л е м м а 6. Для каждого j ∈ H функции Tj(x), T j(x) имеют свойства
Tj(x) =
1
2pi
x + T˜j(x), (44)
где T˜j ∈ T(n1−1)(s+2)+s;
Π(x∗j )T
′
j(x)Π(x) ≥ 0, x ∈ R, (45)
|T ′j(x)| ≥ c20n1δ2(s+2)n1 (x; x∗j )
∣∣∣∣ Π(x)Π(x∗j )
∣∣∣∣ , x ∈ R, (46)
|T ′j(x)| ≥ c21n1δ4(s+1)n1 (x; x∗j ), x ∈ R \O, (47)
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∑
j∈H
|Tj(x)− χj(x)| ≤ c22, x ∈ I, (48)
T j ∈ T(n1−1)(s+3)+s+1, (49)
|T ′j(x)| ≤ c23n, x ∈ Ij, (50)
T
′
j(x)Π(x) ≥ 0, x ∈ I \ Ij , (51)
|T ′j(x)| ≥ |T ′j(x)| ≥ c24nδ2(s+2)n1 (x; x∗j )
∣∣∣∣ Π(x)Π(x∗j )
∣∣∣∣ , x ∈ Ij \ Ij, (52)
|T ′j(x)| ≥ c25n1δ4(s+1)n1 (x; x∗j ), x ∈ I \ (O ∪ Ij), (53)∑
j∈H
|T j(x)| ≤ c26, x ∈ I. (54)
Д о к а з а т е л ь с т в о. Поскольку j ∈ H , то
min
i∈Z
|x∗j − yi| > |xj − x∗j | = |xj−1 − x∗j | =
pi
2n
=
pi4(s+ 1)c12
2n1
=
= 2(s+ 1)c12
pi
n1
> 2sc12
pi
n1
,
min
i∈Z
|x∗∗j − yi| > 2sc12
pi
n1
.
Поэтому все соотношения леммы 6, кроме (47),(48), (53) и (54) следуют из леммы 5.
Неравенство (47) немедленно вытекает из (46), поскольку для всех yi и x ∈ R \O
δn(x; x
∗
j ) ≤ 2
∣∣∣∣∣ sin
x−yi
2
sin
x∗j−yi
2
∣∣∣∣∣ .
По этой же причине неравенство (53) следует из (52).
Так что докажем (48), а затем (54).
Представим разность
αj(x) := χ(x; x
∗
j )− Tj(x)
в виде
αj(x) =
1
2
(χ(x; x∗j )− Ts+2,n1(x; x∗j ; s; Y )) +
1
2
(χ(x; x∗∗j )−
−Ts+2,n1(x; x∗∗j ; s; Y )) +
1
2
(χ(x; x∗j )− χ(x; x∗∗j )).
Тогда в силу (38) и оценки
1
4
δn1(x; x
∗
j ) ≤ δn1(x; x∗∗j ) ≤ 4δn1(x; x∗j ),
имеем
|αj(x)| ≤ 1
2
c15δ
3
n1
(x; x∗j ) +
64
2
c15δ
3
n1
(x; x∗∗j ) +
1
2
|χ(x; x∗j )− χ(x; x∗∗j )| =
=
65
2
c15δ
3
n1
(x; x∗j ) +
1
2
|χ(x; x∗j)− χ(x; x∗∗j )| ≤
≤ 65
2
c15δ
3
n1
(x; x∗j ) +
1
2
δ3n(x; x
∗
j ) ≤ c27δ2n1(x; x∗j ),
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где c15 = max{C15,s+2, C15,s+3}.
Поэтому ∑
j∈H
|Tj(x)− χj(x)| ≤ c27
n∑
j=−n+1
δ2n1(x; x
∗
j ) =: c27
∑
.
Оценим
∑
. Пусть x ∈ Iν . Если |x− x∗j | < pi и j 6= ν, то
δn1(x; x
∗
j ) ≤
1
n1| sin(x−x
∗
j
2
)|
≤ pi
n1|x− x∗j |
<
1
|j − ν| ;
если pi ≤ |x− x∗j | < 2pi, то воспользуемся равенствами∣∣∣∣sin x− x∗j2
∣∣∣∣ =
∣∣∣∣sin x− x∗j2 + pi
∣∣∣∣ =
∣∣∣∣sin x− (x∗j − 2pi)2
∣∣∣∣ =
∣∣∣∣sin x− x∗j+2s2
∣∣∣∣ ,
и дело сводится к предыдущему случаю. Поэтому учитывая равенство
δn1(x; x
∗
j ) = δn1(x; x
∗
j±2n)
получим
∑
=
n∑
j=−n+1
δ2n1(x; x
∗
j ) =
n+ν∑
j=−n+1+ν
δ2n1(x; x
∗
j ) =
= δ2n1(x; x
∗
ν) + δ
2
n1(x; x
∗
n+ν) + δ
2
n1(x; x
∗
−n+1+ν) +
n+ν−1∑
j=−n+2+ν
δ2n1(x; x
∗
j ) <
< 3 +
n+ν−1∑
j=−n+2+ν,j 6=ν
1
(j − ν)2 < 3 + 2
∞∑
j=1
1
j2
= 3 +
pi2
3
.
Так что (48) доказано с c22 = c27(3 +
pi2
3
)
Докажем (54). Представим T j(x) в виде
T j(x)signΠ(xj) = −αj(x) + χ(x; x∗j )− T ∗j (x).
В силу (38) имеем
|T j(x)| ≤ c27δ2n1(x; x∗j ) + c15δ2n1(x; x∗j ) = (c27 + c15)δ2n1(x; x∗j ).
Поэтому ∑
j∈H
|T j(x)| ≤ (c27 + c15)
n∑
j=−n+1
δn1(x; x
∗
j ) ≤ c26.
Лемма доказана.
З а м е ч а н и е 2. Поскольку
δn1(x; x
∗
j ) > c27′
1
1 + n dist (x, Ij)
,
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то (53) влечёт
|T ′j(x)| ≥ c′25n
(
1
1 + n dist (x, Ij)
)4(s+1)
, x ∈ I \ (O ∪ Ij) (53′)
9o. Приближение функции G1(x).
О п р е д е л е н и е 3. Через N := N(Y ) > 0 обозначим число, имеющее следующее
свойство : существуют две точки x∗ и x∗ такие, что Π(x) ≥ 0 при x ∈ [x∗ − piN , x∗ + piN ],
Π(x) ≤ 0 при x ∈ [x∗ − piN , x∗ + piN ].
Л е м м а 7. Пусть непрерывно дифференцируемая на R функция G имеет вид
G(x) = Ax+ G˜(x),
где A = const, G˜ - периодическая функция. Если
G′(x)Π(x) ≥ 0, x ∈ R,
и
‖G′‖ ≤ 1,
то при n > N функция
Vn(x;G) := G(−pi) +
∑
j∈H
(G(xj−1)−G(xj))Tj(x)+
+
n∑
j=−n+1,j∈H
(G(xj−1 −G(xj))(δjTs+2,n1(x; x∗; s; Y )+
+(1− δj)Ts+2,n1(x; x∗; s; Y )),
в которой
δj :=
{
1, если G(xj−1)−G(xj) ≥ 0,
0, если G(xj−1)−G(xj) < 0;
имеет свойства
Vn(x;G) = Ax+ V˜n(x;G), (55)
где V˜n ∈ T(s+2)(n1−1)+s;
V ′n(x;G)Π(x) ≥ 0, x ∈ R; (56)
‖G− Vn‖ ≤ c28pi
n
. (57)
Д о к а з а т е л ь с т в о. Согласно (44) и (34)
Vn(x;G) = G(−pi) +
∑
j∈H
(G(xj−1)−G(xj))
( x
2pi
+ T˜j(x)
)
+
+
n∑
j=−n+1,j∈H
(G(xj−1 −G(xj))
( x
2pi
+
+δjT˜s+2,n1(x; x
∗; s; Y ) + (1− δj)T˜s+2,n1(x; x∗; s; Y )
)
=:
=:
x
2pi
n∑
j=−n+1
(G(xj−1)−G(xj)) + V˜n(x;G) =
=
x
2pi
(G(pi)−G(−pi)) + V˜n(x;G) = Ax+ V˜n(x;G);
15
т.е. (55) верно с учетом (34′).
Далее, если j ∈ H , то очевидно
sign(G(xj−1)−G(xj)) = signΠ(x∗j),
поэтому с учетом (45)
sign
(
(G(xj−1)−G(xj))T ′j(x)Π(x)
)
= sign(Π(x∗j)T
′
j(x)Π(x)) ≥ 0;
если j∈H и sign(G(xj−1)−G(xj)) > 0, то с учетом (35)
sign
(
(G(xj−1)−G(xj))δjT ′s+2,n1(x; x∗; s; Y )Π(x)
)
= signΠ(x∗) ≥ 0.
Если j∈H и разность G(xj−1)−G(xj) ≤ 0, то
sign ((G(xj−1)−G(xj))(1− δj)Ts+2,n1(x; x∗; s; Y )Π(x)) =
= −signΠ(x∗) ≥ 0,
т.е. неравенство (56) тоже верно. Осталось доказать оценку (57). Для этого рассмотрим
функцию
Sn(x;G) = G(−pi) +
n∑
j=−n+1
(G(xj−1)−G(xj))χj(x).
Если x ∈ (xν , xν−1], ν = −n + 1, n, то
G(x)− Sn(x;G) = G(x)−G(xν) =
∫ x
xν
G′(t)dt,
т.е.
‖G− Sn‖ ≤ pi
n
,
очевидно
|G(xj−1)−G(xj)| ≤ pi
n
,
Поэтому в силу (48) ∣∣∣∣∣
∑
j∈H
(G(xj−1)−G(xj))(Tj(x)− χj(x))
∣∣∣∣∣ ≤ c22pin .
Теперь заметим, что количество индексов j таких, что j∈H и j = −n + 1, n, не превосхо-
дит 6s, тогда ∣∣∣∣∣∣
∑
j=−n+1,n,j∈H
(G(xj−1)−G(xj))χj(x)
∣∣∣∣∣∣ ≤
6spi
n
,
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аналогично с учётом (38)
|
∑
j=−n+1,n,j∈H
(G(xj−1)−G(xj))(δjTs+2,n1(x; x∗; s; Y )+
+(1− δj)Ts+2,n1(x; x∗; s; Y ))| ≤
≤ (|Ts+2,n1(x; x∗; s; Y )|+ |Ts+2,n1(x; x∗; s; Y ))|)
6spi
n
≤
≤ (|Ts+2,n1(x; x∗; s; Y )− χ(x; x∗)|+ |χ(x; x∗)|+
+|Ts+2,n1(x; x∗; s; Y )− χ(x; x∗)|+ |χ(x; x∗)|)
6spi
n
≤
≤ (2 + 2c15)6spi
n
.
Таким образом находим
‖G− Vn‖ = ‖(G− Sn) +
∑
j∈H
(G(xj−1)−G(xj))(χj − Tj)+
+
∑
j=−n+1,n,j∈H
(G(xj−1)−G(xj))χj−
−
∑
j=−n+1,n,j∈H
(G(xj−1)−G(xj))(δjTs+2,n1( . ; x∗)+
+(1− δj)Ts+2,n1( . ; x∗))‖ ≤
pi
n
+
c22pi
n
+
+
6spi
n
+
6spi
n
(2 + 2c15).
Лемма доказана.
Следствием леммы 7 и соотношений (24), (17) является
Л е м м а 8. При каждом n > N существует полином V˜n(x;G1) такой, что
V˜n ∈ T(s+2)(n1−1)+s (55′)
(B + V˜ ′n(x;G1))Π(x) ≥ 0 (56′)
‖G˜1 − V˜n‖ ≤ c2c28pi
r
nr
(57′)
В самом деле, (55’) и (56’) очевидны, а (57’) получается сразу, как только мы заметим,
что
‖G′1‖ ≤ c2
(pi
n
)r−1
.
10o. Определение функции G2(x).
Если не существует ни одной пачки (опр. пачки см. п. 30), то G1(x) = f(x) и справедли-
вость доказываемой теоремы вытекает из леммы 8. Поэтому всюду далее предполагаем,
что по крайней мере одна пачка существует. В частности, G1(x) 6≡ f(x). Обозначим
G2(x) := f(x)−G1(x), (58)
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g2(x) := G
′
2(x).
Из (16), (19), (24), (15′), (8) и определения W2 вытекают соответственно следующие свой-
ства функции G2:
G′2 ∈ c29Wr−1, где c29 = c4 + 1; (58′)
g2(x)Π(x) ≥ 0, x ∈ R; (58′′)
G2(x) = −Bx+ G˜2(x), (59)
где G˜2 − 2pi-периодическая функция;
G′2(x) = 0, x ∈M∗; (60)
G′2(x) = f
′(x), x ∈ R \M∗∗; (61)
|G′2(x)| ≥ hr−1, x ∈ Ij , j ∈ V2 \W1. (62)
Поскольку функция f периодическая, то без потери общности будем считать −n+1 ∈
W2 ∩ V2 и n ∈ W2 ∩ V2.
11o. Приближение без ограничений функции G2.
Обозначим
∆rt (G; x) =
r∑
j=0
(−1)r−j
(
r
j
)
G(x+ tj)
– r-тую разность функции G с шагом t в точке x.
Л е м м а 9. Пусть G ∈ Wr, r > 1, – 2pi-периодическая функция ; l > r + 2, E ⊂ R,
такое, что если y ∈ E, то (y ± 2pi) ∈ E. Если
G′′(x) = 0, x ∈ R \ E,
то тригонометрический полином
Θn,l,r(x;G) := −(−1)r
pi∫
−pi
r∑
j=1
(−1)r−j(rj)G(x+ jτ)Jl,n(τ)dτ
порядка
l(n− 1) (63)
имеет свойства :
‖G−Θn,l,r‖ ≤ c30
(pi
n
)r
; (64)
|G′(x)−Θ′n,l,r(x, g)| ≤ c31
(pi
n
)r−1( 1
1 + ndist(x, E)
)2l−r
, x ∈ R, (65)
‖G′ −Θ′n,l,r‖ ≤ c31
(pi
n
)r−1
; (66)
‖G′′ −Θ′′n,l,r‖ ≤ c32
(pi
n
)r−2
. (67)
18
Д о к а з а т е л ь с т в о. Доказательство леммы по сути ничем не отличается от
рассуждений С.Б.Стечкина [22] (см. также [23, с. 210]). Для удобства читателя приведем
эти рассуждения.
Поскольку G ∈Wr, то (см., например [7, с. 18])
| △rt (x;G)| ≤ |t|r, x ∈ R, (68)
| △rt (x;G′)| = | △r−1t (x;G′)−△r−1t (x+ t;G′)| ≤ 2|t|r−1, x ∈ R; (69)
| △rt (x;G′′)| = | △r−2t (x;G′′)− 2△r−2t (x− t;G′′)+
+△r−2t (x− 2t;G′′)| ≤ 4|t|r−2, x ∈ R.
1. Из условий леммы следует
G(x)−Θn,l,r(x;G) =
pi∫
−pi
△rt (G; x)Jl,n(t)dt, x ∈ R.
В силу (68) и (29) получаем∣∣∣∣∣∣
pi∫
−pi
△rt (G; x)Jl,n(t)dt
∣∣∣∣∣∣ ≤
∫ pi
−pi
|t|rJl,n(t)dt ≤ C12pi
nr
, x ∈ R.
Тем самым неравенство (64) доказано.
2. Аналогично пункту 1 имеем
∣∣G′(x)−Θ′n,l,r(x;G)∣∣ =
∣∣∣∣∣∣
pi∫
−pi
△rt (G′; x)Jl,n(t)dt
∣∣∣∣∣∣ .
И в силу (69) и (29) получаем∣∣∣∣∣∣
pi∫
−pi
△rt (G′; x)Jl,n(t)dt
∣∣∣∣∣∣ ≤
2C12
nr−1
, x ∈ R.
Тем самым неравенство (66) доказано а также доказано неравенство (65) в случае x ∈ E.
3. Докажем неравенство (65) для x∈E. Обозначим d = dist (x;E). Заметим,△rt (x;G′) =
0 при |t| ≤ d
r
и разобьем разность
∣∣G′(x)−Θ′n,l,r(x;G)∣∣ =
∣∣∣∣∣∣
pi∫
−pi
△rt (G′; x)Jl,n(t)dt
∣∣∣∣∣∣
на два интеграла. Получим
pi∫
−pi
△rt (G′; x)Jl,n(t)dt =
−d/r∫
−pi
△rt (G′; x)Jl,n(t)dt+
pi∫
d/r
△rt (G′; x)Jl,n(t)dt.
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Из (28) и неравенства (69) получаем оценку
|G′(x)−Θ′n,l,r(x;G)| ≤
∣∣∣∣∣∣
−d/r∫
−pi
△rt (G′; x)Jl,n(t)dt
∣∣∣∣∣∣+
+
∣∣∣∣∣∣∣
pi∫
d/r
△rt (G′; x)Jl,n(t)dt
∣∣∣∣∣∣∣ ≤
4C11
nr−1(1 + nd/r)2l−r
≤
≤ C31hr−1
(
1
1 + n dist(x, E)
)2l−r
.
Тем самым доказано неравенство (65) и в случае x∈E.
4. Неравенство (67) доказывается аналогично пункту 1, или 2.
Лемма доказана.
12o. Приближение функции G2(x) на R \O.
Обозначим
E := R \M∗, C31 := C31,s+1;
c34 := max{(4c29c31)
1
r+1 ,
54(s+1)4c23c29c31
c′25
,
(
4c23c29c31(1− (r − 2)pi)4(s+1)
c′25
) 1
r−1
}, (70′)
n2 := c34n.
Л е м м а 11. Функция
R(x) := Θn2,2(s+1)+r,r(x; G˜2)− Bx+
pir−1
2c23nr
∑
j∈V2\W1
T j(x) (71)
имеет свойства :
R(x) = −Bx+ R˜(x), (72)
где R˜ ∈ T(n2−1)(2s+2+r);
‖R˜− G˜2‖ ≤ c35
nr
; (73)
R′(x)Π(x) ≥ 0, x ∈ R \O. (74)
Д о к а з а т е л ь с т в о. Свойство (72) следует из (63) и (49). Неравенство (73) следует
из (54), (57), (64), и представления (59). Докажем (74). Обозначим
pir−1
2c23nr
∑
j∈W2∩V2
T j(x) =: L(x) (75)
и заметим, что в силу (51)
L′(x)Π(x) ≥ 0 (76)
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если x ∈ Iν , ν∈V2 ∩W2;
L′(x)Π(x) ≥ pi
r−1
2c23nr
T
′
ν(x)Π(x), (77)
если ν ∈ V2 ∩W2.
Без потери общности будем считать, что x ∈ I = [−pi, pi]. Согласно (53′) имеем оценку
1
nr
|T ′j(x)| ≥ c′25
1
nr−1
(
1
1 + ndist (x, Ij)
)4(s+1)
, (78)
x ∈ I \ (O ∪ Ij), dist(x, Ij) ≤ pi. Обозначим
Θ(x) := Θn2,2(s+1)+r,r(x; G˜2).
Из неравенства (65) леммы 9, (58′) и (60) имеем
|G˜′2(x)−Θ′(x)| ≤
c29c31pi
r−1
nr−12
(
1
1 + n2dist(x, E)
)4(s+1)
≤
≤ c29c31pi
r−1
nr−12
(
1
1 + ndist(x, E)
)4(s+1)
, x ∈ R,
(79) где, напомним, E := R \M∗.
Из неравенств (66) и (58′) имеем
‖G˜′2 −Θ′‖ ≤
c29c31pi
r−1
nr−12
. (80)
Производную R′(x) представим в виде
R′(x) =
(
Θ′(x)− G˜′2(x)
)
+G′2(x) + L
′(x). (81)
Зафиксируем индекс ν ∈ H , точку x ∈ Iν и, считая для определенности Π(x) > 0, рас-
смотрим три случая. В случае 1. воспользуемся оценкой
G′2(x) ≥
(pi
n
)r−1
,
вытекающей из (8), (15′) и (58′), а в случаях 2. и 3. – оценкой G′2(x) ≥ 0.
1. Пусть ν ∈ V2 \W1. В силу (81), (80), (62), (58′′), (77), (50) и (70′) имеем
R′(x) ≥ −c29c31
(
pi
n2
)r−1
+
(pi
n
)r−1
− 1
2
(pi
n
)r−1
=
=
(pi
n
)r−1(1
2
− c29c31
c34r+1
)
> 0.
2. Пусть теперь ν ∈ W1. Обозначим j – индекс ближайшего к x из отрезков Iµ таких,
что µ ∈ V2 и Iµ ∈ I \M∗∗.
Тогда очевидно
dist (x, Ij) = dist (x, E) +
pi
n
,
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откуда
1
1 + ndist (x, Ij)
>
1
5(1 + ndist (x, E))
. (82)
В силу (81), (79), (76), (78) и (70′) имеем
R′(x) >
−c29c31
nr−12
(
1
1 + ndist (x, E)
)4(s+1)
+
c′25pi
r−1
2c23nr−1
(
1
1 + ndist (x, Ij)
)4(s+1)
>
>
(pi
n
)r−1(−c29c31
c34
+
(
1
5
)4(s+1)
c′25
2c23
)(
1
1 + ndist (x, E)
)4(s+1)
> 0.
3. Наконец, пусть ν ∈ W2 \ V2. Обозначим j– индекс ближайшего к x из отрезков Iµ,
таких, что µ ∈ V2. В силу Леммы 2
dist(x, Ij) ≤ pi(r − 2)
n
. (83)
В силу (81), (80), (76), (78), (83) и (70′) имеем
R′(x) > −c29c31
(
pi
n2
)r−1
+
c′25
2c23
(pi
n
)r−1( 1
1 + n dist(x, Ij)
)4(s+1)
>
>
(pi
n
)r−1(−c29c31
cr−134
+
c′25
2c23(1 + (r − 2)pi)4(s+1)
)
> 0.
Лемма доказана.
130. Приближение функции на О.
Обозначим через N1 := N1(Y ) число такое, что при всех n > N1 и любом i
yi−1 − yi > 6pi
n
. (84)
Зафиксируем точку yi ∈ I. Пусть yi ∈ [xj , xj−1). Положим
Y i := Y \ {yi} ∪ {xj+1}, Y i := Y \ {yi} ∪ {xj−2}; (85)
Πi(x) := sin
(x− xj+1)
2
2s−1∏
ν=0,ν 6=i
sin
(x− yi)
2
, (86)
Πi(x) := sin
(x− xj−2)
2
2s−1∏
ν=0,ν 6=i
sin
(x− yi)
2
; (87)
P i(x) :=
1
2
(Ts+2,n1(x; x
∗
j−2, s, Y i) + Ts+2,n1(x; x
∗∗
j−2, s, Y i)), (88)
P i(x) :=
1
2
(Ts+2,n1(x; x
∗
j+2, s, Y i) + Ts+2,n1(x; x
∗∗
j+2, s, Y i)); (89)
K i(x) := (Tj+2(x)− P i(x))signΠ(x∗j+2), (90)
K i(x) := (Tj−2(x)− P i(x))signΠ(x∗j−2); (91)
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Ui(x) :=
1
nr
(Tj+2(x)− Tj−2(x))signΠ(x∗j+2). (92)
Из (44) и (34) следует
Ki, Ki, Ui ∈ T(s+2)(n1−1)+s. (93)
Из (45) и (35) для x ∈ I \Oi следует
K
′
i(x)signΠ(x) = T
′
j+2(x)signΠ(x)signΠ(xj+2)−
−P ′i(x)signΠ(x)signΠ(xj+2) =
= T ′j+2(x)signΠ(x)signΠ(xj+2) + P
′
i(x)signΠi(x)signΠ(xj−2) ≥ 0, (94)
K ′i(x)signΠ(x) = T
′
j−2signΠ(x)signΠ(xj−2)−
−P ′i(x)signΠ(x)signΠ(xj−2) =
= T ′j−2(x)signΠ(x)signΠ(xj−2) + P
′
i(x)signΠi(x)signΠ(xj+2) ≥ 0, (95)
K
′
i(yi) = −P
′
i(yi)signΠ(x
∗
j+2) = P
′
i(yi)signΠi(xj−2) =
=
(
P
′
i(yi)signΠi(xj−2)signΠi(yi)
)
signΠi(yi) =
=
∣∣∣P ′i(yi)∣∣∣ signΠi(yi) = ∣∣∣P ′i(yi)∣∣∣ signΠ(xj−2). (96)
K ′i(yi) = −P ′i(yi)signΠ(x∗j−2) = P ′i(yi)signΠi(xj+2) =
= (P ′i(yi)signΠi(xj+2)signΠi(yi)) signΠi(yi) =
= |P ′i(yi)| signΠi(yi) = |P ′i(yi)| signΠ(xj+2). (97)
В силу (37)
∣∣∣P ′i(yi)∣∣∣ ≥ n2C14,s+2
δ2(s+2)n (yi; x∗j−2)
∣∣∣∣∣ Πi(yi)Πi(x∗j−2)
∣∣∣∣∣+
+δ2(s+2)n (yi; x
∗∗
j−2)
∣∣∣∣∣ Πi(yi)Πi(x∗∗j−2)
∣∣∣∣∣
 ≥ c37n, (98)
аналогично
|P ′i(yi)| ≥ c37n. (99)
Из (38) для всех x ∈ I следует
∣∣Ki(x)∣∣ =
∣∣∣∣Tj+2(x)− χ(x; x∗j+2)− 12(Ts+2,n1(x; x∗j−2; s; Y )−
χ(x; x∗j−2))−
1
2
(Ts+2,n1(x; x
∗∗
j−2; s; Y )− χ(x; x∗∗j−2))+
+
(
χ(x; x∗j+2)−
1
2
χ(x; x∗j−2)−
1
2
χ(x; x∗∗j−2)
)∣∣∣∣ ≤
≤ 2C15,s+2 + 2 =: C38. (100)
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Аналогично,
|Ki(x)| ≤ C38. (101)
Наконец положим
Ki(x) :=


∣∣∣ R′(yi)
K
′
i(yi)
∣∣∣Ki(x), если R′(yi)signΠ(xj+2) ≥ 0,∣∣∣ R′(yi)K′i(yi)
∣∣∣Ki(x), если R′(yi)signΠ(xj+2) < 0. (102)
Л е м м а 12. Имеют место соотношения
|R′(x) +K ′i(x)−G′2(x)| ≤ c39
|x− yi|
nr−2
, x ∈ Oi, (103)
‖Ki‖ ≤ c40
nr
(104)
K ′i(x)Π(x) ≥ 0, x ∈ I \Oi (105)
Д о к а з а т е л ь с т в о. Сначала докажем равенство
R′(yi) +K
′
i(yi)−G′2(yi) = 0. (106)
Действительно, по условию G′2(yi) = 0. Если
R′(yi)signΠ(xj+2) ≥ 0,
то в силу (102) и (96)
R′(yi) +K
′
i(yi) = R
′(yi) +
∣∣∣∣∣R
′(yi)
K
′
i(yi)
∣∣∣∣∣K ′i(yi) =
= R′(yi) + |R′(yi)|signΠ(xj−2) = R′(yi)− |R′(yi)|signΠ(xj+2) = 0.
Если R′(yi)signΠ(xj+2) < 0, то в силу (102) и (97)
R′(yi) +K
′
i(yi) = R
′(yi) +
∣∣∣∣R′(yi)K ′i(yi)
∣∣∣∣K ′i(yi) =
= R′(yi) + |R′(yi)| signΠ(xj+2) = 0.
Таким образом равенство (106) доказано. Теперь заметим, что в силу (73) и неравенства
Бернштейна
|R′(yi)| = |R′(yi)−G′2(yi)| = |R˜′(yi)− G˜′2(yi)| ≤
≤ ‖R˜′ − G˜′2‖ ≤ c41n‖R˜ − G˜2‖ ≤
c42
nr−1
.
С другой стороны, согласно (96) – (99)∣∣∣K ′i(yi)∣∣∣ > c37n, |K ′i(yi)| > c37n.
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Поэтому, с учётом (100) и (101)
‖Ki‖ ≤ C38c42
c37nr
=:
c40
nr
.
Таким образом доказано неравенство (104). Неравенство (73),
(104) и неравенство Бернштейна немедленно влекут оценку
‖R′′ +K ′′i −G′′2‖ ≤
c43
nr−2
,
которая вместе с (106) даёт
|R′(x) +K ′i(x)−G′2(x)| = |R′(x) +K ′i(x)−G′2(x)−R′(yi)−K ′i(yi) +G′2(yi)|
=
∣∣∣∣∣∣
x∫
yi
(R′′(t) +K ′′i (t)−G′′2(t))dt
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
x∫
yi
c43
nr−2
dt
∣∣∣∣∣∣ =
c39|x− yi|
nr−2
.
Таким образом и неравенство (103) леммы 12 доказано. Соотношение (105) есть оче-
видное следствие (102), (94) и (95). Лемма доказана.
Напомним (см. (92))
Ui(x) :=
1
nr
(Tj+2(x)− Tj−2(x))signΠ(x∗j+2).
Согласно (45)
U ′i(x)Π(x) ≥ 0, x ∈ I.
Поскольку при x ∈ Oi
δ(x; x∗j+2) > c44, δ(x; x
∗
j−2) > c44,∣∣∣∣ Π(x)Π(x∗j+2)
∣∣∣∣ > c45|x− yi|n,
и ∣∣∣∣ Π(x)Π(x∗j−2)
∣∣∣∣ > c45|x− yi|n,
то в силу (46)
|U ′i(x)| ≥
c46|x− yi|
nr−2
, x ∈ Oi. (107)
Кроме того, согласно (38)
‖Ui‖ = 1
nr
‖(Tj+2 − χj+2) + (χj−2 − Tj−2) + χj+2 − χj−2‖ ≤ c47
nr
и согласно (44)
Ui ∈ T(n1−1)(s+2)+s. (108)
Таким образом, справедлива
Л е м м а 13. Имеют место соотношения
‖Ui‖ ≤ c47
nr
, (109)
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(
R′(x) +K ′i(x) +
c39
c46
U ′i(x)
)
Π(x) ≥ 0, x ∈ I. (110)
Ui ∈ T(n1−1)(s+2)+s, (111)
U ′i(x)Π(x) ≥ 0, x ∈ I, (112)
Д о к а з а т е л ь с т в о. Соотношения (111), (109) и (112) суть соотношения (108),
(104) и (105). Неравенство (110) следует из (112), (107) и (103). Действительно,(
R′(x) +K ′i(x) +
c39
c46
U ′i(x)
)
Π(x) =
=
(
R′(x) +K ′i(x) +
c39
c46
U ′i(x)−G′2(x)
)
Π(x) +G′2(x)Π(x) ≥
≥ c39
c46
U ′i(x)Π(x) + (R
′(x) +K ′i(x)−G′2(x))Π(x) ≥
≥ c39
c46
|U ′i(x)||Π(x)|+ (R′(x) +K ′i(x)−G′2(x))Π(x) ≥
≥ c39|x− yi|
nr−2
|Π(x)| − c39|x− yi|
nr−2
|Π(x)| = 0.
Лемма доказана.
Наконец, из предыдущих лемм вытекает
Л е м м а 14. При n > N2 := max{N,N1} полином
τ(x) = Vn(x;G1) +R(x) +
2s−1∑
i=0
(
Ki(x) +
c39
c46
Ui(x)
)
порядка (n− 1)(s+ 2) + s имеет свойства
τ ′(x)Π(x) ≥ 0, x ∈ R,
‖f − τ‖ ≤ c
nr
.
Д о к а з а т е л ь с т в о. В самом деле, первое неравенство леммы следует из
соотношений (56) леммы 7, (74) леммы 11 и (110) леммы 13. Второе неравенство леммы
следует из соотношений (57) леммы 7, (73) леммы 11, (104) леммы 12 и (109) леммы 13.
Лемма доказана.
Таким образом при n > N2(Y ) теорема доказана. Для n ≤ N2(Y ) теорема является
следствием частного случая n = 0, который вытекает из неравенства Уитни.
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