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Abstract
The family {An}n∈N of divisor matrices was introduced by Raphael Yuster (Discrete Math.
224 (2000) 225–237) as a tool in the investigation of magic sequences. He conjectured that
the An are non-singular over any 4eld (so det An =±1) and that det An = (−1)n−1, and proved
the 4rst conjecture for n divisible by at most two primes. It was proved for arbitrary n by this
author (Discrete Math. 250 (2002) 125–135). We here prove that the second conjecture holds
for n with at most two prime divisors and for even n with three prime divisors. We also prove
that it holds for n if it holds for all square-free divisors of n.
c© 2003 Elsevier Science B.V. All rights reserved.
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1. Divisor matrices
Let  denote the Euler function. For n∈N and d|n let An;d be the (d)× n (0; 1)-
matrix with a 1 in cell (i; j) if and only if d|(j − i). Let An be the matrix one
gets by putting all An;d, d|n, in a column, with An;d1 above An;d2 if d1¡d2. Since∑
d|n (d) = n, An is a square matrix.
Fig. 1 shows A12. Since (12) = 4 its last 4 rows show a 4 × 4 unit matrix and a
4× 8 zero matrix.
“Blowing up” a 0,1-matrix M by r will mean replacing all 0-entries by r × r zero
matrices and all 1-entries by r × r unit matrices. The result (the Kronecker product
M ⊗ I) will be written as rM .
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Fig. 1. A12.
The following facts can be easily veri4ed:
(A) If d|f and f|n then An;d is a row of n=f copies of Af;d. In particular An;d consists
of n=d copies of Ad;d.
(B) If d|f and f|n, then dAn;f = Adn;df. (Use that d(f) = (df).) More general:
rAn;f = Arn;rf if and only if r(f) = (rf), i.e. if and only if all prime divisors
of r divide f.
2. The determinant of Ak, k = pr or k = pq
Theorem 1. Let p be a prime. We can transform Apr , r ¿ 0, into an identity matrix
by using only the following operations:
• subtracting a row from another row and
• interchanging two rows.
Furthermore, the number of operations of the second type is odd if and only if p=2.
Proof. Note that since the determinant does not change by the 4rst operation and only
changes sign by the second one, the parity of the number of operations of the second
type will not depend on the particular series of operations. Use induction on r. From Ap
we get the identity matrix Ip by subtracting from the 4rst row all other ones and then
interchanging p − 1 times the resulting row with the next one. Suppose the assertion
holds for Apr−1 , r¿ 2. In Apr the 4rst p rows contain Apr;1 and Apr;p; by (A) they
consist of pr−1 copies of Ap;1 and pr−1 copies of Ap;p, respectively. So these rows
show pr−1 copies of Ap, and we can transform this part into pr−1 copies of Ip by
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using p− 1 operations of the second type. This gives pApr−1 ;1. The other part of Apr
contains the Apr;pj with 26 j6 r. By (B) they are the pApr−1 ;pi with 16 i6 r − 1.
So we now have pApr−1 .
By the induction hypothesis and operating with Ip and the p×p zero matrix instead
of with 1 and 0 we can now further transform the matrix into pIpr−1 , i.e. into Ipr .
Instead of interchanging two rows of Apr−1 we then must interchange two blocks of p
rows each, which can be done by p interchanges of rows. By the induction hypothesis
this must happen an even (odd) number of times if p is odd (even), so the number of
these interchanges is even, and the total number of interchanges has the same parity
as p− 1.
Since (−1)p−1 = (−1)pr−1 we have (trivially also for r = 0):
Corollary 2. If p is a prime the determinant of the divisor matrix Apr is (−1)pr−1.
Theorem 3. If n is the product of two di5erent primes the determinant of the divisor
matrix An is (−1)n−1.
Proof. Let n = pq, p and q primes, p¡q. Let A = An, s = (n) = (p − 1)(q − 1),
t=n−(n)=p+q−1. The lower left s×s submatrix of A is a unit matrix and its lower
right s× t submatrix is a zero matrix. So det A=det B, where B is the upper right t× t
matrix (use that s is even). Moreover the last column of B has only zeros, except for the
1 in its top cell. Remove this column and the 4rst row to get a (p+q−2)×(p+q−2)
matrix C with det A= (−1)t+1 detC = (−1)p+q detC = (−1)p+1 detC. Fig. 2 shows C
for n= 77 = 7 · 11 (the partitioning will be explained).
We view C as a block matrix

  
  
  

 if p = 2
(
 
 
)
if p= 2
with  a (p − 1) × (p − 1) matrix,  a (q − p + 1) × (q − p + 1) matrix and  a
(p− 2)× (p− 2) matrix.
Then  and  are unit matrices and ,  and  are zero matrices;  is a unit matrix
with a zero row added on top and  is a unit matrix with a zero column added on the
right side.
If p = 2 then  = (1), so detC = 1 and indeed det A = (−1)p+1 = (−1)n−1. In the
following assume p¿ 2.
Then detC =det
(
 
 
)
. The determinant is not changed if we now subtract  from
the lower (p− 2)× (p− 1) submatrix of  and  from the lower (p− 2)× (p− 2)
submatrix of , by which we get a matrix
(
′ ′
 
)
, ′ a zero matrix. Its determinant
equals that of ′, so det A= (−1)p+1 det ′ =det ′. We are done (n is odd) if we can
prove that det ′ = 1. We inspect ′.
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Fig. 2. C with det C = det A77.
It is a (p − 1) × (p − 1) matrix. Let r ≡ q (modp) with 0¡r¡p. Then ′ has
a 1 in cell (i; j) if and only if j + (p− 1)(q− 1)− i ≡ 0 (modp), i.e. if and only if
j ≡ i − 1 + r (modp), and a −1 in cell (i; i − 1) for i = 2; 3; : : : ; p− 1 (note that a 1
and a −1 cannot “share” a cell since r = 0). All other elements are 0. Every row of
′ has precisely one 1, except for row p− r + 1 if r = 1.
Fig. 3 shows ′ for n= 209 = 11 · 19; here r = 8.
If r=1 then a is a lower triangular matrix with 1’s on the diagonal, so its determinant
is 1 indeed. We thus assume next that 1¡r¡p.
There is no −1 in row 1 and no 1 in row p− r+1; there is no −1 in column p−1
and no 1 in column r − 1. In the following read all row and column numbers mod p.
If a column contains a 1 and a −1 and the 1 is in row i, then the −1 is in row i+ r.
Let u be such that ur ≡ −1 (modp) and 16 u¡p− 1 (recall that gcd(p; r) = 1 and
that r = 1).
Now add row 1 (the one without a −1) to row 1 + r, which cancels a −1. Then
add row 1 + r to row 1 + 2r, again cancelling a −1, etc. We go on until we have
reached row 1 + (u − 1)r ≡ p − r (so nothing has to be done if u = 1). Row p − r
has its 1 in column p− 1, which contains no −1.
Next we add row 1+(p−1)r ≡ p−r+1 (the one without a 1) to row 1+(p−2)r,
which cancels a 1. Then we add row 1 + (p− 2)r to row 1 + (p− 3)r, etc., until we
have reached row 1 + (u+ 1)r ≡ r (nothing has to be done if 2r ≡ 1). Row r has its
−1 in column r − 1, which contains no 1.
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Fig. 3. ′ for n = 11 · 19.
The row numbers involved are 1+ ir, i=0; 1; : : : ; u−1 and i=p−1; p−2; : : : ; u+1,
respectively. These are precisely all row numbers 1; 2; 3; : : : ; p− 1.
The u rows 4rst mentioned have their 1’s in the columns r; 2r; 3r; : : : ; ur, respectively,
and their −1’s are cancelled; the other p − u − 1 rows have their −1’s in columns
(p− 1)r; (p− 2)r; : : : ; (u+1)r, respectively, and their 1’s are cancelled. Again we get
all column numbers 1; 2; 3; : : : ; p− 1.
So now we have a permutation matrix in which p − u − 1 of the 1’s are replaced
by −1’s. We thus can 4nish the proof by showing that the corresponding permutation
! of {1; 2; : : : ; p− 1} has sign (−1)u.
We know: !(1 + ir) = (i + 1)r for i = 0; 1; : : : ; u − 1 and !(1 + ir) = ir for
i = p− 1; p− 2; : : : ; u+ 1.
De4ne cyclic permutations =(ur (u−1)r · · · 2r r) and "=(1 2 · · · p−2 p−1).
Then for i = 1; 2; : : : ; u − 1 we have  ◦ ! ◦ "(ir) =  ◦ !(1 + ir) = (i + 1)r = ir;
for i= u+ 1; u+ 2; : : : ; p− 1 we have  ◦ ! ◦ "(ir) =  ◦ !(1 + ir) = (ir) = ir; 4nally
 ◦ ! ◦ "(ur) =  ◦ ! ◦ "(p− 1) =  ◦ !(1) = (r) = ur. So  ◦ ! ◦ " is the identity. The
sign of  is (−1)u−1 and that of " is (−1)p, so that of ! is (−1)p+u−1 = (−1)u.
3. An induction step
In this section transformation of a matrix will mean application of a series of the
following operations (each of which, in fact, can be carried out as a combination of
the other three):
• adding a row to another row,
• subtracting a row from another row,
• interchanging two rows and
• multiplying a row by −1.
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Only the sign of the determinant may change by a transformation. The inverse of a
transformation is again a transformation. Note that a square matrix of integers with
determinant ±1 can be transformed into a unit matrix.
Let P(n) denote the set of prime divisors of n.
Theorem 4. Let Q be a set of primes. If det Am=(−1)m−1 for all square-free m with
P(m) ⊆ Q, then det An = (−1)n−1 for all n with P(n) ⊆ Q.
Proof. We use induction on the cardinality |Q|. If it is 1 the theorem holds by Corollary
2. Let |Q| = k ¿ 1 and suppose the theorem holds for Q with |Q|¡k. Let det Am =
(−1)m−1 for all square-free m with P(m) ⊆ Q. Then by the induction hypothesis
det An = (−1)n−1 for all n with P(n) $ Q, so we can restrict ourselves to n with
P(n)=Q. Now we use induction on the rank of n in the increasing sequence S of all m
with P(m)=Q; its 4rst element t is the product of the primes in Q and det At=(−1)t−1
by assumption. Let n¿ t and let det As = (−1)s−1 for s in S with s¡n. There is a
prime p and an r ¿ 1 with pr‖n, i.e. pr|n and pr+1An. Let n= pn′ = p2n′′.
First we concentrate on the submatrices An;d with prAd, i.e. with d|n′. By (A) they
show p copies of An′ ;d, together they form p copies of An′ . By the induction hypothesis
det An′ =(−1)n′−1 so we can transform this part of An into p copies of In′ (albeit that
its rows may be separated by other An;d’s), and this aLects the determinant of An by
(−1)n′−1. Now In′ = pIn′′ . By one of our induction hypotheses (if r=2 that on |Q|, if
r ¿ 2 that on n) In′′ can be transformed (back) into An′′ , at the cost of (−1)n′′−1. But
then the row of p pIn′′ ’s can be transformed into a row of p pAn′′ ’s, at the cost of
(−1)p(n′′−1). Since p copies of An′′ ;f, f|n′′, form An′ ;f, see (A), and since the f with
f|n′′ are the d′ with d′|n′ but pr−1Ad′, we end up with the pAn′ ;d′ , d′|n′, pr−1Ad′.
Next we look at those submatrices An;d with pr|d. These are, see (B), the pAn′ ;d′
with d′|n′ and pr−1|d′.
So we now have the pAn′ ;d’s for all d with d|n′. Those with pr−1Ad appear in the
right order (i.e. of increasing d) with respect to each other, but between two of them
or between two rows of one of them there may be a pAn′ ;d with pr−1|d. The latter
also appear in the right order with respect to each other; moreover of each of them
the rows are consecutive. (Example: let n = 90 = 2 · 32 · 5. Then 3A30;3 results from
A90;9 and occupies rows 11 to 17, since (1)+(2)+(3)+(5)+(6)=10. Since
3A30;1 and 3A30;2 are in rows 1 to 6, 3A30;5 occupies rows 7 to 10 and rows 18 to 25.)
Now a pAn′ ;d with pr−1|d has p(d) rows, and p(d) is even, since either p= 2
or (p − 1)|(d). So interchanging that submatrix as a whole with one or more rows
above it or below it does not change the determinant of our matrix. In this way we
can arrive at pAn′ , which we can transform into pIn′ = In, at the cost of (−1)p(n′−1).
So det A diLers from 1 by a factor (−1)n′−1 ·(−1)p(n′′−1) ·(−1)p(n′−1)=(−1)n−1.
Corollary 5. det An = (−1)n−1 holds for all n if it holds for all square-free n.
Using Corollary 2 and Theorem 3 we have:
Corollary 6. det An = (−1)n−1 for all n with at most two prime divisors.
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The 4nal step would be to prove Yuster’s conjecture for square-free n. In the next
section this is done for n of the form 2pq, p and q primes. It may illustrate that the
general case will not be easy.
4. The determinant of An, n = 2ipjqk
Theorem 7. The determinant of An is (−1)n−1 if n is of the form 2ipjqk , with p and
q prime.
Proof. By Theorem 4, Corollary 2 and Theorem 3 we see that it suMces to prove
that det An = −1 for n = 2pq. The proof being rather technical we keep short on
details; the reader may be well advised to roughly write down some of the matri-
ces in what follows, or use an example as an illustration (p = 13, q = 31 will do
4ne).
First we change the order of the An;d in An such that it corresponds to the order
1; p; q; pq; 2; 2p; 2q; 2pq of the divisors of n. Since An;1 stays on top and An;d has an
even number of rows if d = 1; 2 the determinant does not change.
By Theorem 3 we can replace the 4rst pq rows by the pq× 2pq matrix (Ipq Ipq),
again without changing the determinant since (−1)pq−1 = +1.
By subtracting suitable combinations of the 4rst pq rows from the next p + q − 1
rows we change the right lower pq × pq-matrix into a zero matrix. Our determinant
equals that of the (new) left lower pq×pq-matrix B (to be described), multiplied by
(−1)pq(pq+2) =−1, so we must prove that det B= 1.
The 4rst row of B is (1;−1; 1;−1; : : : ;−1; 1). The next p−1 rows can be described as
a row (Mp;−Mp;Mp;−Mp; : : : ;−Mp;Mp) of length q, where Mp is a (p−1)×p-matrix
consisting of a unix matrix Ip with a zero column added to it. Likewise the following
q−1 rows: (Mq;−Mq;Mq;−Mq; : : : ;−Mq;Mq), p matrices ±Mq. The last (p−1)(q−1)
rows show I(p−1)(q−1) followed by a (p−1)(q−1)× (p+q−1) zero matrix. So det B
is the determinant of the right upper (p + q − 1) × (p + q − 1) matrix C (the sign
involved is (−1)(p−1)(q−1)(p+q+1) = +1).
Let q = sp + r, with 0¡r¡p. The lower part of C consists of Mq, preceded by
a (q− 1)× (p− 1) matrix Y consisting of the last p− 1 columns of −Mq. Above it,
from right to left(!), we have s matrices Mp;−Mp; : : : ; (−1)s+1Mp, then a (p− 1)× r
matrix with the last r columns of (−1)sMp, and 4nally a (p − 1) × (p − 1) matrix
X consisting of the last r − 1 columns of (−1)s+1Mp and the 4rst p − r columns of
(−1)sMp. The non-zero elements in X are:
(1) (−1)s in the cells (j; j + r − 1) for j = 1; 2; : : : ; p− r.
(2) (−1)s+1 in the cells (j; j + r − 1− p) for j = p− r + 2; p− r + 3; : : : ; p− 1.
The last column of C has only zeros except for the top 1. So we delete the
4rst row (with the alternating +1’s and −1’s) and the last column (sign involved:
(−1)p+q = +1). The right lower (q − 1) × (q − 1) matrix now is a unit matrix. We
add the last p − 2 columns to the 4rst p − 2 columns: Y is replaced by a zero
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matrix and X becomes Z that has its non-zero elements as in (1) and (2) and
moreover
(3) 1 in the cells (j; j − 1) for j = 2; 3; : : : ; p− 1.
Our determinant equals that of Z . Let t be such that tr ≡ −1 (modp), 16 t6p− 1.
We change the order of rows and columns of Z as follows. Put the columns (denoting
them by their column number in Z and reading all numbers modp) in the order
r; 2r; 3r; : : : ; tr; (t + 1)r; : : : ; (p− 2)r; (p− 1)r:
Put the rows in the order
(t + 1)r; (t + 2)r; : : : ; (p− 1)r; r; 2r; 3r; : : : ; tr
which we can write, noting that 1 + ur = (u− t)r, as
1; 1 + r; 1 + 2r; : : : ; 1 + (t − 1)r; 1 + (t + 1)r; : : : ; 1 + (p− 2)r; 1 + (p− 1)r:
Since we can get the second sequence from the 4rst by t(p− t− 1) transpositions, we
pay for this by a sign (−1)t .
Using (1), (2) and (3) we see that the matrix now has a right upper t× (p− t− 1)
zero block and a left lower (p−t−1)×t zero block. The left upper t×t block looks like
1
1 + r
1 + 2r
1 + (t − 1)r
r 2r tr

±1 0
1 ±1 0
0 1 ±1 0
. . .
. . .
. . .
. . .
0 1 ±1 0
0 1 ±1


(1)
and the right lower (p− t − 1)× (p− t − 1) block looks like
1 + (t + 1)r
1 + (t + 2)r
1 + (t + 3)r
1 + (p− 1)r
(t + 1)r (t + 2)r (p− 1)r

1 ±1 0
0 1 ±1 0
0 1 ±1 . . .
. . .
. . .
. . .
0 1 ±1
0 1


:
(2)
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By ±1 in row 1+ ur we mean: (−1)s if 1+ ur ≡ v (modp) with v∈{1; 2; : : : ; p− r}
and (−1)s+1 otherwise.
So we need to know how many of the 1 + ur, u = 0; 1; : : : ; (t − 1), are equivalent
mod p to one of 1; 2; : : : ; p− r. Multiplying by t we translate this into: how many of
the residues modp of t; 2t; 3t; : : : ; (p−r)t are in {1; 2; 3; : : : ; t}? De4ne w by (p−r)t=
wp + 1. Then each of the intervals [kp + 1; kp + t], k = 0; 1; : : : ; w contains precisely
one of those jt. So the answer is w + 1, and the diagonal of the matrix (1) contains
w + 1 times (−1)s and t − w − 1 times (−1)s+1.
We have found: det B= (−1)t+(w+1)s+(t−w−1)(s+1) = (−1)ts−w−1. It remains to show
that ts− w − 1 is even.
Note that it follows from q= sp+ r that s is odd if and only if r is even. Now if w
is even, then, by the de4nition of w, t is odd and r is even, so s is odd, and ts−w−1
is even. If w is odd and t is even then ts − w − 1 is even. If w is odd and t is odd,
then, by the de4nition of w, r is odd, so s is even, and again ts− w − 1 is even.
5. Further reading
The following references are also of interest to the reader [1,2].
References
[1] R.H. Jeurissen, Divisor matrices and magic sequences, Discrete Math. 250 (2002) 125–135.
[2] R. Yuster, Arithmetic progressions with constant weight, Discrete Math. 224 (2000) 225–237.
