Cross-domain recommendation has recently been extensively studied, aiming to alleviate the data sparsity problem. However, user-item interaction data in the source domain is often not available, while user-item interaction data of various types in the same domain is relatively easy to obtain. This paper proposes a recommendation method based on in-domain transfer learning (RiDoTA), which represents multitype interactions of user-item as a multi-behavior network in the same domain, and can recommend target behavior by transferring knowledge from source behavior data. The method consists of three main steps: First, the node embedding is performed on each specific behavior network and a base network by using a multiplex network embedding strategy; Then, the attention mechanism is used to learn the weight distribution of embeddings from the above networks when transferring; Finally, a multi-layer perceptron is used to learn the nonlinear interaction model of the target behavior. Experiments on two real-world datasets show that our model outperforms the baseline methods and three state-of-art related methods in the HR and NDCG indicators. The implementation of RiDoTA is available at https://github.com/sandman13/RiDoTA.
I. INTRODUCTION
Recommendation technology has been widely used in many real-world applications, such as product recommendation in e-commerce, personalized news push-delivery system, venue category recommendation in tourism, and friend recommendation in social network [1] - [5] . The traditional recommendation methods are mainly divided into three categories [6] : 1) Collaborative filtering [7] , which excavates preference information from the interactions between users and items without analyzing the characteristics of users or items; 2) Content-based recommendation, which obtains user preferences by learning the common characteristics of the items that the user has purchased, rated or followed; 3) Hybrid recommendation, as the name suggests, referring to the combination of the above two kinds of methods. However, it is hard to improve the performance of the traditional recommendation methods due to the data sparsity [8] , [9] , which The associate editor coordinating the review of this manuscript and approving it for publication was Juan A. Lara . is a common and inevitable problem in real recommendation scenarios.
Cross-domain recommendation is an effective way to alleviate the data sparsity problem [10] , [11] . It uses auxiliary data from different domains(books, movies, music, etc.) to better learn user preferences. Transfer learning (TL) is often used to transfer common knowledge from dense auxiliary data, usually represented as latent factors, to a sparse target domain. Studies [12] - [14] show that recommendation methods using TL can achieve promising performance over traditional methods.
In practical applications, cross-domain data is often difficult or costly to obtain, making cross-domain recommendation hard to achieve. Meanwhile, it is noticed that there could be plenty of underutilized in-domain data. For example, in the E-commerce domain, there may exist different types of interactions between users and items. User behaviors such as ''click an item'' and ''add to cart'' can be considered as source behaviors, while the ''purchase an item'' behavior can be regarded as target behavior. The number of source behaviors is usually much larger than that of the target behavior. So it is supposed to be beneficial to improve the recommendation performance if the knowledge can be transferred from source behavior data to target behavior, herein referring to as indomain TL.
This paper proposes a top-N recommendation method to predict new target behavior using transfer learning. First, the multiplex network embedding technique is used to represent nodes in a multi-behavior network. This network is constructed from different types of behavior data. Second, the attention mechanism is introduced to learn the weight distribution of each behavior when transferring. Finally, the multi-layer perceptron is used to learn the nonlinear interaction function between users and items. An illustrative recommendation example is shown in Figure 1 , where the lefthand side shows different types of source behavior networks, and the right-hand side is the target behavior network.
The most relevant work to our method is TIE-4-RS [15] . It also uses different behaviors to predict the user's preference, with the assumption that source behaviors and target behavior follow the same rating pattern. However, it does not explore the structural information of the rating matrix and the uniqueness of behaviors. Unlike TIE-4-RS, our method uses the network embedding based on deep learning, which can better represent the structural information of a multibehavior network and can adaptively learn the impact of each source behavior on target behavior with the use of attention mechanism.
The main contributions of this paper are as follows:
• The cross-domain TL is extended to be applied on data across different behaviors within a domain.
• The multiplex network embedding model is used to learn the representation of user nodes and item nodes under different behavior networks.
• The attention mechanism is used to learn the weight distribution of different behaviors within a domain, and then the updated embedding is transferred to the target behavior.
• Experiments on two real-world datasets demonstrate that our method achieves better performance compared to state-of-the-art methods.
The paper is organized as follows. Section II reviews related work in the multi-behavior recommendation, network embedding, and attention mechanism. Section III gives the problem formulation and defines notations in this paper. The proposed model for in-domain recommendation is detailed in Section IV. The framework is followed by the explanation of three components: multiplex behavior networks embedding module, attention-based weighting module, and prediction module based on multi-layer perceptron) in Section IV.A-D, respectively. The experimental results are shown in Section V. Our model is compared with baseline methods and several related state-of-art methods in terms of ranking metrics in Section V.B. The impact of embedding size and the ratio of negative sampling on the method is also investigated in Section V.C and Section V.D, respectively. Section VI concludes the paper.
II. RELATED WORK
This section reviews related work in the multi-behavior recommendation, as well as the existing recommendation methods that use multiplex network embedding or attention mechanism.
A. MULTI-BEHAVIOR RECOMMENDATION
In multi-behavior recommendation, behaviors like user clicking, adding to cart, or adding to favorites do not directly reflect user's preference but are useful for the recommendation, which is usually called implicit feedback. Implicit feedback data is abundant, real-time, and can be automatically recorded without interrupting users. So it has been widely used in recommendation systems [16] , [17] .
Traditional multi-behavior recommendation methods can be mainly divided into two categories: methods based on collective matrix factorization (CMF) and methods based on Bayesian personalized ranking (BPR). The CMF method [18] extends the matrix factorization (MF) method to factorize multiple behavior matrices jointly. The BF (Behavior Factorization) method [19] further extends CMF to handle data of multiple user behaviors (comments, forwards, and posts) in an online social network. The BPR-based methods include the following work. The MC-BPR (Multi-channel BPR) model [20] applies the strategy of assigning different preference levels to multiple types of behaviors when sampling training item pairs in standard BPR. Qiu et al. [21] propose a novel BPR approach for heterogeneous implicit feedback named BPRH, which is the first model that uncovers and utilizes the co-occurrence of different types of actions in the case of heterogeneous implicit feedback for effective recommendation.
In recent years, multi-relational learning in heterogeneous networks has been extensively studied and has been introduced in multi-behavior recommendation. Schlichtkrull et al. [22] propose R-GCNS (Relational Graph Convolutional Networks) to model multi-relational data in link prediction task, which can be used to the recommendation task. Xiao et al. [23] use different types of user implicit feedback along different meta-paths to generate possible recommendation model. Gao et al. [24] propose a new solution named NMTR (Neural Multi-Task Recommendation), which combined neural collaborative filtering with mutitask learning to effectively learn from multiple types of user behaviors.
In this paper, users' implicit feedbacks like clicking, adding to carts, favoriting, and purchasing are regarded as multiple behaviors and are formalized into a multi-behavior network. Different from the above methods, this paper focuses on learning one target behavior (or relation) in a multi-behavior network, aiming to solve the data sparsity problem by using source behaviors. For example, the purchase behavior is considered as the target behavior since it best represents the user's preference, and others are defined as source behaviors.
B. MULTIPLEX NETWORK EMBEDDING
A multi-behavior network is also a multiplex network, where users and items are represented as nodes, and behaviors are represented as different types of edges. The first step of our method is to learn the representation of nodes.
Node embedding refers to learning a low-dimensional latent representation of nodes in the network. A series of node embedding methods anchored in deep learning have emerged with remarkable performance, such as DeepWalk [25] , LINE [26] , and node2vec [27] .
For multiplex network, the correlation between networks should also be considered in node embedding, i.e., multiplex network embedding. The EOE (Embedding of Embedding) [28] converts a coupled heterogeneous network into two homogeneous networks and learns the network embedding not only within each network but also between networks. A multi-layer network embedding framework MANE (Multi-Layered Network Embedding) [29] is proposed to model both within-layer connections and cross-layer network dependencies for embedding. Multi-Net (Multilayer Network Embedding Framework) [30] is a fast and scalable embedding technique for multiplex networks and maps nodes in all the layers to a low-dimensional space while preserving its neighborhood properties. The MNE (Multiplex Network Embedding) [31] method learns a common embedding in a base network and specific embedding in source networks and then aligns both with a transformation matrix.
In this paper, the node embedding method follows the idea of MNE, generating the specific embedding in each behavior network and the common embedding in the base network.
C. ATTENTION MECHANISM
The attention mechanism can assign adaptive weights for a set of features, which has been successfully applied in machine translation [32] and image caption [33] . Recently, recommendation systems using attention mechanism have also emerged.
The DIN (Deep Interest Network) model [34] focuses on the CTR (Click-Through-Rate) estimation of the e-commerce industry. In this model, the attention mechanism is used to implement local activation of the user interest. The TEM (Tree-Enhanced Embedding) model [35] uses a neural attention layer to allocate distribution weights to features of users and items to provide an explainable recommendation. ACF (Attentive Collaborative Filtering) [36] proposes both itemlevel and component-level attention mechanism to learn the implicit feedback in the multimedia recommendation. Deep-Intent, an attention model with recurrent neural network, is proposed in [37] to assign attention scores to different word locations for modeling queries and advertisements in online advertising.
In this paper, the attention mechanism is used as a weight allocation mechanism to adaptively learn the influence weight of source behavior networks when transferring to the target behavior network.
III. PROBLEM FORMULATION
This section gives the formalized definition of notations ( summarized in Table 1 ), concepts, and problems involved in the paper.
Definition 1 (Behavior): A behavior is a specific implicit feedback between a user node u and an item node i, formalized as a node pair u, i k . Here, k is a behavior type.
Definition 2 (Multi-behavior Network): Assume M is the number of different behaviors, then implicit feedback data can be formalized into a multi-behavior network:
is the edge of u and i. Definition 3 (Domain): This paper defines the domain as an application scenario, which turns into a multi-behavior network G if there are multiple types of behaviors.
Definition 4 (In-Domain Transferring): Similar to crossdomain recommendation, in-domain recommendation also uses transfer learning, which is called in-domain transferring. The difference is that it does not transfer cross-domain but cross-behavior information.
Definition 5 (Top-N Recommendation): Top-N recommendation refers to filtering a set of N items that are supposed to be most appealing to a user. The objective function is y ui = f (u, i|θ ), which can predict the score whether user u prefers item i. Here, θ denotes the model parameters to be learned.
IV. THE PROPOSED METHOD
This section presents the proposed framework RiDoTA and explains how RiDoTA transfers information across multibehavior network to enable recommendation.
A. GENERAL FRAMEWORK
The general framework of RiDoTA is shown in Figure 2 . The whole process is divided into the following steps.
Firstly, the input data (illustrated in the leftmost layer in Figure 2 ) is a multiplex network which can be converted into two kinds of networks, one base network and M behavior networks. The base network G b includes all behaviors between users and items ignoring the behavior type, while each of the source behavior network G (k) only includes the kth behavior.
Secondly, node2vec [27] is used to learn a low-dimensional vector representation for both user nodes and item nodes in each input network. After using the multiplex network embedding method, each node has two kinds of embeddings: common embedding in the base network and behavior-dependent specific embeddings in respective behavior networks.
Thirdly, the attention mechanism is used to learn the different impact of each source behavior on the target behavior in order to get a better embedding representation of user nodes and item nodes in the target behavior network. Each behavior-dependent embedding is adaptively weighted after the attention layer.
Finally, the updated user embedding and item embedding in the target behavior network are sent into a nonlinear multi-layer neural architecture (i.e., Multi-Layer Perceptron) to generate the predicted scoreŷ ui , indicating the possibility that the given user u prefers the given item i.
B. MULTI-BEHAVIOR NETWORK EMBEDDING
This paper formalizes the interaction of user-item as a multibehavior network, where each behavior network shares the same user nodes and item nodes. Although different types of behaviors may occur between the user and the item, the user generally has a stable preference for the item. Here, the idea of MNE (Multiplex Network Embedding) [31] is introduced in multi-behavior network embedding.
First, a base network G b , several source behavior networks G
) and a target behavior network G t are generated from the multi-behavior network. As long as the user u interacts with the item i, no matter what kind of behaviors, there will be an edge between them in G b . Furthermore, G b is a weighted network, where the weight of the edge u, i is determined by the number of interactions between u and i.
Then, the node2vec [27] algorithm is used to learn the common embedding U b for all the nodes in G b and the specific embeddings U Given a sequence of nodes, the loss function E is quantified as:
where j is the position node n (n ∈ N) appears in the sequence, w is half of the window size defined in the Skip-gram model and n j−w , . . . , n j−1 , n j+1 , . . . , n j+w can be viewed as the neighbors of node n j . p(n j |n i ) is defined by a softmax function:
where u n and u n denotes the output and input representation of the node, respectively. Correspondingly, the negative sampling is used to reduce the time consumption of training and the loss function turns into:
where u n w denotes the neighbour nodes of u n j and N n j is a randomly sampled negative node set for n j . Here, stochastic gradient descent is used to minimize the loss function. The updated formulas are as follows:
The embedding process for all networks can be performed simultaneously. The multi-behavior network embedding layer will finally output M + 1 pairs of the user and item embedding, including the common embedding.
C. ATTENTION FOR BEHAVIORS
In RiDoTA, the attention mechanism is used to compute the weight of behaviors (represented as U (k) and V (k) ) when transferring to the target behavior network. After the attention layer, each behavior network G (k) is allocated with a nonnegative weight matrix W , indicating the relevance or contribution to predict user preferences.
The M groups of specific embeddings output by multibehavior network embedding will be used as input to the attention layer. Note that the embedding of the base network does not enter the attention layer because it reflects the common characteristics of multiple behaviors.
The output of the attention layer is a weighted embedding U s , which can be defined as:
where U
are specific embeddings in each behavior network. The importance of each source behavior, w k , is defined as:
The final weight α k is calculated by normalizing the above attentive scores using softmax function, interpreted as the importance of behavior k to the final prediction.
The weighted embedding can be seen as a part of target behavior embedding after transferring knowledge from source behavior embedding.
D. MULTI-LAYER PERCEPTRON(MLP)
In the last layer of the framework, a multi-layer perceptron module is used to learn the nonlinear preference model between the final embedding of the user and that of the item. The two embeddings are directly concatenated as the input of MLP, which is a commonly used technique in deep learning research [38] .
As an ANN (Artificial Neural Network), MLP can possess multiple hidden layers between the input and output layer. The simplest MLP is a three-tier structure with only one hidden layer. The paper uses the most common MLP model, as shown in Figure 2 , which is defined as: 
Here, f is an activation function. There are three activation functions commonly used in deep learning: sigmoid, Rectified Linear Unit (ReLU), and hyperbolic tangent (tanh). Both sigmoid and Tanh suffer from gradient disappearing problem, while ReLU is a linear piecewise function that can avoid the above problem and has a fast calculation speed. Therefore, this paper chooses ReLU as the activation function of the hidden layer and sigmoid as the activation function of the final layer. The output of MLP isŷ ui . The value is bounded between 0 and 1, indicating the likelihood that the user u is interested in the item i.
The pseudocode of the proposed model is presented in Algorithm 1.
V. EXPERIMENTS
In order to evaluate the proposed method RiDoTA, two real-world datasets are collected for experimentation. The performance of RiDoTA was compared with that of other benchmark methods. In addition, the impact of embedding dimension and negative sampling ratio on the performance of RiDoTA is also explored.
A. DATA AND SETTINGS 1) DATASETS Currently, there are only a few public datasets containing multiple types of behaviors in one domain. The experiment uses two real-world datasets: Tmall 1 and Retailrocket 2 . The statistics of the two original datasets (Tmall (o) and Retailrocket (o)) are listed in the first two rows of Generate node sequence P by random walk 4: for all P do 5: 
s , U t , V t ) according to (7) 10: for all epoches do 11 :
W , b ← MLP(Z t ) according to (10), (11), (12), (13), (14) 14: end for dataset contains 1,407,580 users and also has large sparsity.
The above two original datasets are huge and highly sparse, where most users only have a small amount of interaction with items, and lots of items appear only once. Hence, the datasets are first filtered, retaining users and items that appear more than 10 times. The processed datasets, Tmall (n) and Retailrocket (n), are also shown in Table 2 .
2) EXPERIMENTAL SETTINGS
For each filtered dataset, the test set is obtained by using leave-one-out method [38] . For each user, one of the purchasing behaviors is randomly selected as the test set. The remaining set is further split (80:20) into a training set and a validation set. The validation set is used to determine hyper-parameters of RiDoTA. Considering the number of items is huge and ranking all unpurchased items is timeconsuming, the same strategy in [38] is used to randomly select 100 unpurchased items from the dataset and rank the test instance among the 100 items. 
3) EVALUATION INDICATORS
In order to evaluate the top-N recommendation performance of all methods, the indicators Normalized Discounted CumulativeGain (NDCG) and HitRatio (HR) [39] are used.
NDCG is defined as:
where r i represents the hierarchical relevance at position i and Z k is the normalized coefficient. HR is defined as:
where NumberofHits@K is the number of test instances that appear in the top K positions, and |GT| means the number of all the test instances. This metric measures the recall rate. The higher the value, the better the result. For each user in the target behavior, the two metrics are calculated, and two average scores of all test instances are displayed.
4) COMPARISON METHODS
RiDoTA is compared with the following methods:
• TIE-4-RS [15] : The TIE-4-RS method verifies performance improvement by transferring information from source behaviors to the target behavior. The method clusters users and items simultaneously in each source behavior by co-clustering to get a codebook. When transferring, it finds the most suitable user cluster and item cluster in each of the codebooks for users and items in the target event. The predicted rating in the target behavior is the weighted summation of the corresponding score in each source event.
• NeuMF [38] : The method uses neural networks to improve the performance of collaborative filtering on implicit feedback. It only uses the target behavior as implicit feedback without using auxiliary data. Instead of learning the latent factors of users and items by an inner product, this model uses neural architecture to explore the potential interaction between the latent factors.
• NMTR [24] : The NMTR method proposes a novel neural network model to learn user preference from multibehavior data. It captures the ordinal relations among behavior types by correlating the model prediction of each behavior type in a cascaded way and trains the whole model in a multi-task manner to make full use of multiple types of behaviors.
• RiDo: The method is the baseline method to compare with RiDoTA. It learns the low-dimensional embedding representations only for the nodes in the target behavior network, then sends the embedding to MLP and gets the predicted score. Neither transfer learning nor attention mechanism is used because there is no source behavior.
• RiDoT: Like RiDoTA, the method uses source behaviors as auxiliary data. However, it simply sets the weight of each source behavior equal without using attention mechanism to learn the weight distribution adaptively. The methods RiDo, RiDoT, and RiDoTA are implemented on Keras 3 . To deal with the lack of negative instances in implicit feedback, negative instances are randomly sampled. All embeddings of behavior networks are learned by (4) , and the MLP part is optimized by (14) .
The batch size is set to 128, 256, and 512. In order to observe the impact of embedding dimension and negative sampling ratio on the performance, the dimension of common embedding is set to 16, 32, and 64, and the negative sampling ratio is set to 2, 4, 6, and 8. Figure 3 compares the performance of different methods in the top-N recommendation as the K value increases. As shown in the figure, RiDoTA always performs best compared to other methods in both datasets, and especially it highly outperforms TIE-4-RS, which is also an in-domain transferring method.
B. PERFORMANCE COMPARISON
On the Tmall dataset, both RiDoT and NMTR achieve a nearly 10% improvement over RiDo in HR and NDCG indicators, which verifies that transferring information from source behavior networks is helpful. RiDoTA further improves performance due to the use of attention mechanism. The performance of RiDo is better than NeuMF [38] . Although both methods use only target behavior data, the latter uses a traditional embedding method rather than deep learning. It indicates that node2vec is more efficient than latent factors factorization in preserving the structure infor- mation of the behavior network. It is unexpected that the performance of TIE-4-RS is worse than all the other methods. The possible reason is that although TIE-4-RS transfers information from multiple source behaviors to the target behavior, it suffers from the data sparsity problem when constructing codebook. In the Tmall dataset, the number of behaviors is much less than the number of nodes, and many items have only been viewed once and never been purchased. Thus, the codebook generated by co-clustering the user-item interaction matrix is inaccurate. Moreover, the TIE-4-RS model cannot adaptively learn the weight of each source behavior, which also leads to poor performance.
On the Retailrocket dataset, the performance comparison of all methods is similar to that in the Tmall dataset. RiDoTA still achieves the best performance in both HR and NDCG indicators. With the same settings, RiDoTA performs much better in Retailrocket than in Tmall. For example, the HR@10 value in Retailrocket is 0.7252 compared to 0.5577 in Tmall. The possible reason is that the Retailrocket dataset is less sparse than the Tmall dataset, so more information on user preferences can be learned. Similarly, the performance of other methods (except TIE-4-RS) is also improved due to the decline in data sparsity. The TIE-4-RS model still performs the worst and even worse than that in Tmall. The possible reason is that the method relies heavily on source behavior data, while the source behavior data in Retailrocket is still as sparse as 99.87%. In contrast, the RiDoTA model demonstrates consistent enhancement over other comparing methods. Figure 3 also shows that as the K value increases, the performance of all methods in both datasets increases accordingly, and the improvement of RiDoTA is most significant. As mentioned before, there are only 100 ranked unpurchased items in the test set, so the maximum value of K is set to 10 in the experiment. The detailed comparison of each indicator is listed in Table 3 and Table 4 .
C. RESULTS AT DIFFERENT EMBEDDING SIZES
Another experiment was conducted to observe the impact of embedding size on the performance of RiDoTA and baseline methods. Table 5 lists the values of HR@10 and NDCG@10 of RiDoTA, RiDoT, and RiDo using different sizes of embedding factors in both datasets.
RiDoTA and RiDoT show good performance at all embedding size and perform better than RiDo, which verifies the importance of auxiliary data. As expected, the value of HR@10 in Retailrocket is higher than in Tmall. As the size of the embedding factor gets larger, the HR@10 value increases slightly in both datasets. To avoid the overfitting problem, the size of the embedding factor is not set too large in the experiment, and eventually, 64 is chosen as the default embedding size for all methods.
D. RESULTS AT DIFFERENT NEGATIVE SAMPLING RATIOS
Negative sampling is important for recommendation with implicit feedback. In order to show the effect of negative sampling, the embedding size is fixed, and the sampling ratio for negative instances is adjusted in the subsequent experiment. The performance of RiDoTA, RiDoT, and RiDo at different negative sampling ratios in both datasets is shown in Figure 4 and Figure 5 , respectively.
In Retailrocket, when the ratio of negative sampling is set to 2, the performance of all three methods is relatively lower. It indicates that the low ratio of negative sampling is not beneficial. The figure also shows that the best ratio of negative sampling is around 4 in both datasets. When the ratio of negative sampling reaches 8, the performance of all three methods starts to decline. Therefore, the paper chooses 4 as the default ratio of negative sampling.
VI. CONCLUSION
This paper proposes a top-N recommendation method which can handle implicit feedback among different behaviors in the same domain. First, a specific network embedding model is used to learn the representation of users and items under different behavior networks. Then, the attention mechanism is used to learn the weight of different behaviors to get the aggregated node embedding. Finally, all the embeddings are sent into the multi-layer perceptron for training, and then the user's preference for an item can be predicted. Comparative experiments on two real-world datasets demonstrate the effectiveness of our method, and the reason for parameter settings is explained.
In future work, other embedding methods will be explored, such as the methods based on tensor decomposition or based on GCN [22] , aiming to learn the correlation between different networks better. In addition, selective negative sampling is also worth investigating in order to improve the method further.
