Abstract. Necessary and sufficient conditions on the weights w and w 0 are given for the higher order Hardy inequality
to hold for all solutions u of certain overdetermined boundary value problems.
Introduction
A function whose derivative is not too large cannot grow fast enough to become too large itself. This simple observation is of fundamental importance in many areas of analysis and its appearance in various, more precise, forms has provided basic tools in Harmonic Analysis, Differential Equations, Interpolation Theory and others.
In this paper we apply this principle to solutions of certain overdetermined, twopoint boundary value problems in order to characterize weighted Lebesgue norm inequalities involving higher order derivatives. We extend results of Gurka for weighted inequalities involving solutions of the first-order overdetermined problem u = f in (0, 1), u(0) = u(1) = 0, (1.1) which can be found in [8, Chapter 1, Section 8] , and improve results of Kufner and Simader [6] for the higher-order overdetermined problem
Our main result is to give a characterization of weighted inequalities for the more general higher-order overdetermined problem u (k+1) = f in (0, 1),
where M 0 and M 1 are appropriate subsets of {0, 1, . . . , k − 1}. For each of these boundary value problems (1.1), (1.2), and (1.3), we give easily verified necessary and sufficient conditions which answer the question: For which weights w 0 and w and indices p and q does there exist a constant C such that
for all functions f and u satisfying (1.1) (or (1.2) or (1.3)).
Our approach draws on known Hardy-type inequalities, see [8] , on recent results which provide weighted inequalities for integral operators with fairly general positive kernels, [11] , and on higher-order Hardy inequalities, [2, 3, 4, 5, 7, 9] . After introducing some notation we begin with a simple lemma based on an idea of R. Oinarov, mentioned in [6] , which shows that boundedness of a positive operator on a certain hyperplane in L p w is equivalent to boundedness on the whole space. A weight is a non-negative, measurable function. If w is a weight and 0 < p < ∞ we denote the collection of functions f for which
is finite by L p w . If p ≥ 1 this is a Banach space. We define p by 1/p + 1/p = 1 even when p < 1. The notation A ≈ B means that there are positive constants c 1 and c 2 such that A ≤ c 1 B and B ≤ c 2 A. A non-negative operator on functions is one that maps non-negative functions to non-negative functions. The characteristic function of the set E, denoted χ E , takes the value 1 on the set E and the value 0 otherwise.
The first-order, overdetermined problem.
In this section we characterize the weights w 0 and w for which there exists a constant C such that u q w 0 ≤ C f p w , for f and u satisfying (1.1).
(2.1)
Gurka has solved this problem for indices p and q satisfying 1 < p ≤ q < ∞ but our conditions, while still necessary and sufficient, are different in form than his. Gurka's work is presented in [8, Chapter 1, Section 8].
We also solve the problem in the case 0 < q < p, 1 < p < ∞.
Definition 2.1. For fixed z ∈ (0, 1), let S = S 1 + S 2 where
Note that S 1 and S 2 , and hence S, are non-negative operators.
Lemma 2.2. Suppose that f and u satisfy (1.1) and set g = (
Proof. Since u(0) = u(1) = 0 we have
Theorem 2.3. Let 0 < q < ∞ and 1 < p < ∞. Suppose w 0 and w are weights and z satisfies (1.4). Then there exists a constant C such that (2.1) holds if and only if I or II below holds. 
Conversely, suppose that (2.1) holds. According to Lemma 1.1, it is enough to prove that
Fix such a g and define f and u by
is clear that f and u satisfy (1.1). Thus, using Lemma 2.2 again,
To complete the proof, we show that the boundedness of S is equivalent to the conditions in I and II.
Since S is the sum of the two non-negative operators S 1 and S 2 , it is bounded if and only if both S 1 and S 2 are bounded. The boundedness of
means that there exists a constant C such that
for all functions g on [0, 1]. Since the left hand side does not depend on the values of g on [z, 1], the above inequality is clearly equivalent to the inequality
for all functions g on [0, z]. The weights for which this type of Hardy inequality holds have been completely characterized. See [8, Theorems 1.14, 1.15, and 9.3]. The inequality (2.6) holds if and only if 1 < p ≤ q < ∞ and (2.2) holds or 0 < q < p, 1 < p < ∞, 1/r = 1/q − 1/p, and (2.4) holds. A similar analysis shows that the boundedness of S 2 reduces to a conjugate Hardy inequality which yields the conditions (2.3), (2.5) . This completes the proof.
Remark. Techniques are available for dealing with the endpoint cases 0 < q < p = ∞, 1 < p ≤ q = ∞, p = 1 ≤ q ≤ ∞, and 0 < q < p = 1. In particular, weighted Hardy inequalities have been characterized in these cases. See [8, Chapter 1, Section 5] and [10] . Our methods produce results in these cases with only minor modifications.
Higher-order, overdetermined problems
We begin this section with a discussion of boundary value problems which have the "right" number of boundary conditions, that is, the number of boundary conditions is the same as the order of the problem.
Let N i = {0, 1, . . . , i−1} and fix subsets M 0 and M 1 of N k such that |M 0 |+|M 1 | = k. We consider the boundary value problem
for some locally integrable function f . Drábek and Kufner [2] have shown that it has a unique solution for every locally integrable function f if and only if (M 0 , M 1 ) satisfies the Pólya condition:
To better understand this condition we introduce the 2 × k incidence matrix E = (e α i ) of (M 0 , M 1 ) by setting e α i = 1 if i − 1 ∈ M α and e α i = 0 otherwise. The condition (3.2) states that there are at least i 1's in the first i columns of E for i = 1, 2, . . . , k.
For a pair (M 0 , M 1 ) satisfying the Pólya condition there is a Green's function G(x, s) for the boundary value problem (3.1) (see, for example, [1, p162ff] ) so that for any locally integrable function f , the solution of (3.1) is given by
These Green's functions are well understood. If M 0 = N k and M 1 is empty, then
For any other pair, (M 0 , M 1 ), Sinnamon, in [9] , has verified a conjecture of Kufner showing that the associated Green's functions are equivalent to functions of a particularly simple form. This result is reproduced in Proposition 3.2 below. 
To illustrate the definition we offer an example. Take k = 6, M 0 = {0, 1, 2}, and 
and
Note that since the Green's function G(x, s) is continuous on (0, 1) × (0, 1) it follows that G does not change sign on (0, 1) × (0, 1), a remark which includes the function G from (3.3) as well.
Before we turn to the overdetermined case, we pause to introduce the weight conditions that arise. 
We remark that B([a, b], v 0 (t), v(t)) is finite if and only if the Hardy inequality
holds for all f . A history of this problem may be found in [8] and a simple proof of the case 0 < q < p, 1 < p < ∞ was given recently in [10] . A change of variable shows that B ([a, b], v 0 (t), v(t)) is finite if and only if the conjugate Hardy inequality 
holds. Now we return to the boundary value problems (1.2) and (1.3). We solve these overdetermined problems by successively solving (1.1) and then (3.1). Since f and u (k) satisfy (1.1) we may apply Lemma 2.2 to get u (k) = Sg, where S is the operator of Definition 2.1. Since u (k) and u satisfy (3.1) we also get
Combining these, and using the fact that G does not change sign on (0, 1) × (0, 1), we have
Thus,
Conversely, suppose that (3.6) holds. Since T is a non-negative operator, Lemma 1.1 shows that it is enough to prove that T g q w 0 ≤ C g p w for functions g ∈ L Calculating as above we see that ±u(x) = T g (x) . The definition of u shows that Sg and u satisfy (3.1) so we have the endpoint conditions u (i) (0) = 0 for i ∈ M 0 and u (i) (1) = 0 for i ∈ M 1 .
We also have u (k) (x) = Sg so, using Definition 2.1, u (k) (0) = Sg(0) = 0 and u (k) (1) = Sg(1) = 0.
Finally, differentiation yields u (k+1) = f and we have shown that f and u satisfy (1.3). Thus T g q w 0 = u q w 0 ≤ C f p,w = C g p w which completes the proof. Proof. Note that the boundary value problem (1.2) is a special case of the problem (1.3), we just take M 0 = N k and let M 1 be empty. By Lemma 3.5 it is enough
