Background: Developers and development teams in large-scale software development are often required to learn continuously. Organizations also face the need to train and support new developers and teams on-boarded in ongoing projects. Although learning is associated with performance improvements, experience shows that training and learning does not always result in a better performance or significant improvements might take too long. Aims: In this paper, we report our experiences from establishing an approach to measure learning results and associated performance impact for developers and teams in Ericsson. Method: Experiences reported herein are a part of an exploratory case study of an on-going large-scale distributed project in Ericsson. The data collected for our measurements included archival data and expert knowledge acquired through both unstructured and semi-structured interviews. While performing the measurements, we faced a number of challenges, documented in the form of lessons learned. Results: We aggregated our experience in eight lessons learned related to collection, preparation and analysis of data for further measurement of learning potential and performance in large-scale distributed software development. Conclusions: Measuring learning and performance is a challenging task. Major problems were related to data inconsistencies caused by, among other factors, distributed nature of the project. We believe that the documented experiences shared herein can help other researchers and practitioners to perform similar measurements and overcome the challenges of large-scale distributed software projects, as well as proactively address these challenges when establishing project measurement programs.
INTRODUCTION
Large-scale software development is associated with high demands for continuous learning, which can be due to a number of factors such as i) the need for learning new competences in different functional areas of evolving software products; ii) professionals leaving the project (due to e.g. retirement, promotion or a more attractive job offer in another company). This means that companies often are demanded to recruit and train new people, eventually leading to the formation of new teams and on-boarding of new developers. Understanding how to effectively and efficiently support developers and software development teams to learn what is required to do their work is one of the key challenges in software companies, especially when it involves ongoing product development.
Performance is said to improve over time, as individuals and teams accumulate experience and identify more effective and efficient ways to perform their work; this is called autonomous learning [1] . This means that there is a learning curve that relates experience and performance [2] (see Figure 1 ). Developers may learn individually or in teams. In the latter case, individuals may support each others' learning through, for example, asking questions, seeking feedback, experimenting, reflecting on results, and discussing errors or unexpected outcomes of actions [3] . Performance of teams and individuals can also improve over time due to the participation in planned learning activities (e.g. training and coaching), which is called induced learning [1] .
Figure 1: Examples of different learning curves (based on
Anzanello and Fogliatto [2] ).
In this paper, we report our experiences from establishing an approach to measuring how individuals and development teams learn over time (both autonomous and induced learning) and how their learning results relate to performance improvements. The reported experiences were collected in Ericsson 1 in one product area that involves a number of collaborating sites. Although the approach gained a wider interest in the company, it has not yet yielded corporate-level practice.
Our investigation started with putting forward the following goals:
 Identify how learning relates to software development teams' performance;
 Be able to measure a software development team's potential to learn and consequently improve its performance over time;
 Be able to identify which development sites have larger learnability and performance potential;
 Be able to monitor a team's learning results and performance over time.
We report herein the design of our investigation, specially focusing on which data was necessary to measure learning and performance improvements over time, how such data was retrieved, the preparation process it underwent, and the way it was analyzed. Finally, we summarize our experiences in the form of lessons learned.
The reminder of the paper is organized as follows: Relevant concepts are provided in Section 2. Section 3 outlines the investigated case. Section 4 presents our measurement approach. Section 5 shows some example results of the measurement approach and the lessons learned. Section 6 provides some reflections on our experiences reported herein Section 7 presents the validity threats associated with this paper, followed by our conclusions and plans for future work in Section 8.
BACKGROUND

Performance
Performance in software development is expressed in different ways, like the productivity with which a particular work item is delivered or the number of post-delivery defects associated with a particular work item (quality). Performance is often linked with experience, which can be related to learning and the acquisition/accumulation of knowledge, skill and competence [4] .
Learning
Learning is defined as "the acquisition of knowledge or skills through study, experience, or being taught" [5] . Learning can occur in three different ways [6] :
 Formal learning -Learning that occurs within an organized and structured context.  Non-formal learning -Learning that occurs within planned activities that are not explicitly related to learning.  Informal learning -Learning that occurs by carrying out daily life activities, which involves experiential or accidental learning. Note that formal learning relates to induced learning, while nonformal and informal learning relate to autonomous learning.
Knowledge, skill and competence
Learning can lead to three main result types [6] :
 Knowledge is the result of an interaction between the capacity and the opportunity to learn. It is in general associated with formal learning, although can eventually be the result of nonformal or informal learning.  Skill is the combination of mental and physical capabilities that demand practice to acquire. In many cases, the previous obtainment of knowledge is a pre-requisite for the achievement of a particular skill. It is in general associated with informal learning, although can eventually be the result of non-formal or formal learning.
 Competence is the extent to which individuals interact effectively with the environment. It describes personality aspects associated with better performance and higher motivation of individuals. It is acquired through informal learning.
THE CASE
The case described herein is a large-scale distributed project in Ericsson that consists on the development of a telecommunication product originated in Sweden and has evolved for over 15 years. Many different technical and methodological changes were introduced over time, such as changing the programming language used to develop/maintain the product (from C++ to Java) and changing the software development methodology (from plandriven to agile). Nowadays, the teams employ agile practices like iteration planning, coding standard and continuous integration.
The development and maintenance of this product involves over 150 employees working in teams located in Sweden, India, Italy, USA, Poland and Turkey. The offshore locations were added in response to the growing demands for resources and to implement market-specific customizations. The last expansion happened in Poland, where 2 teams were on-boarded in the project in early 2016, following an expansion to India, where 10 teams were onboarded during the period between late 2014 and mid 2015. The site located in Turkey was decommissioned in 2014.
The work in the case follows agile software development principles. All teams are cross-functional by design, i.e. all members ought to be able to perform design, testing and programming duties. Teams receive an end-to-end responsibility for designing and implementing a work item, like addressing a customer's product customization demand or fix trouble reports.
Software architects located in Sweden support the software development teams located in offshore locations (India, USA, Italy, Poland and previously Turkey). They support the remote teams by responding to questions related to the product's software architecture and also by providing feedback through code reviews. In some urgent or particularly complex situations, the architects also participated in actual code implementation.
MEASUREMENT APPROACH
As mentioned earlier, performance is often linked with experience, which can be related to learning and the accumulation of knowledge, skill and competence [4] . To analyze learning and performance in software development, it is necessary to collect the data associated with the work items performed by individuals or teams. Figure 2 shows an example of plot that relates accumulated experience (x-axis) and performance (y-axis). These two variables are expressed in our investigation as follows:
 Performance -It can be expressed in terms of the productivity or lead-time associated with a work item (W). We propose to measure productivity (Pki) with which team k carries out Wi as the ratio between Wi's complexity (Ci, expressed in complexity points) and the actual effort (Ei, expressed in hours) spent to carry out Wi (Equation 1). The normalized lead-time (NLki) that team k takes to deliver Wi is calculated as the ratio between Wi's complexity (Ci -in complexity points) and the lead-time (Li -in days) associated with Wi (Equation 2).
= (1) = (2)
Performance can also be expressed in terms of the quality of the work, but quality evaluation is a topic worth of a separate investigation, which we choose to omit from this paper.
 Accumulated experience -The accumulated experience (Aki) of team k before starting Wn is calculated as the summation of the complexity associated with all the work items carried out by team k before Wn (Equation 3).
Each point on the curve in Figure 2 represents a pair of a performance measure and Aki, i.e. each team participating in the investigation is to have its own two curves, one per performance measure. Evidently, data necessary for such calculations is rarely readily available. We have therefore added the data sources we have mined to draw the curves associated with the teams in the case (see Figure 2 ). These were:
 Time report spreadsheets -Documents that contain the actual effort spent by software development teams to carry out their work items (archival data). Used to measure performance in terms of productivity.
 Slot-plan spreadsheets -Documents that contain the planning information related to developers and teams assigned to particular work items. These spreadsheets help to identify the start and end dates of work items, and also the stability of the staffing in relation to a work item on a weekly basis, and team setup (archival data). Used to measure performance in terms of lead-time.
 Solution specifications -Documents that contain information on a work item design, including effort estimates (archival data). Used to support the measurement of complexity.
 Estimation sessions -Estimation sessions are conducted to calculate the complexity of work items. The complexity represents the difficulty to carry out the work. One work item is selected as a basis and experts are asked to measure the other work items in relation to it. They attribute a positive integer number to each work item (complexity points) using a planning poker approach.
Figure 2:
Example of a curve that relates performance and accumulated experience and the data sources associated.
Data preparation
To be able to analyze learning results and performance of individuals and software development teams over time, it is necessary to chronologically sort the work items carried out by a particular team. Furthermore, it is very important to identify whether the work items were carried out in parallel, to account correctly for all the experience accumulated until a particular moment in time.
Our approach involves a significant amount of data, which comes from different sources and has to be extracted by using different data collection methods. Thus, it is mandatory to perform a sanity check of the collected data. In doing so, it is possible to identify and correct inconsistencies that otherwise may lead to wrong results and conclusions.
Whenever an inconsistency or doubtful data observation is identified, we ask people involved with the data point (e.g. software architects and project managers) to clarify and correct the data observation (if necessary). In Section 6, we mention the inconsistencies we have identified so far and the way we have overcome them.
Data analysis
To analyze the data, in our approach we calculate descriptive statistics, charts for each team to show the relationship between performance and accumulated experience, and also conduct linear regression analysis to identify the strength of the relationship between experience (independent variable) and performance (dependent variable). Regression analysis is also useful to estimate the learning rates (i.e. the speed with which a developer or development team learns) and learning potential (the maximum performance that can be achieved by a developer or development team) of developers and development teams.
EXAMPLES AND LESSONS LEARNED
We faced many challenges and learned some lessons when establishing the aforementioned measurement, which we would like to share here. Thus, in this section we illustrate our approach Accumulated experience when conducting W6 is ex pres sed as the sum of complexity points for all the previous tasks (W1-W5)
Performance of the task W6 is expressed in terms of number of complex ity points per hour (productivity) or the number of days it takes to complete a complex ity point (lead time)
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on sample measurements from three Indian teams that were onboarded in the case late 2014.
Productivity curves are one of the intended outcomes of our measurement process. Figures 3 to 5 show the productivity curve for each of the teams respectively, where the x-axis represents the accumulated experience (in complexity points) and the y-axis represents productivity (ratio between complexity points and the actual effort). It is important to emphasize that our intention here is not to compare the productivity or discuss the analysis of the curves. The curves will be used to identify two different trends: whether the teams are improving overtime and how stable is the knowledge acquisition process. To draw the curves illustrated in Figures 3 to 5 , we identify the teams and their tasks first, and then look for team-task performance, which is not easy to carry out. First, we decided to focus on a sample of teams in one location. From the time report spreadsheets, we were able to extract the work items and the developers who have worked on these work items, and calculate the total work item actual effort and respective lead-times.
Most existing research on autonomous learning in teams in general and in software development teams in particular relies on quantitative data analysis methods, such as regression analysis. However, to achieve statistically significant results, it is required to have a considerable amount of data points. Green [7] argues that a sample must be as big as 104 observations + K, where K means the number of independent variables in the model. Maxwel [8] extended the work by Green, accounting for the correlation between independent variables in the model. According to him, the smallest size of a sample that is able to lead to significant regression analysis results is 191 observations. These points in software teams are related to the work items performed by the teams. It was not possible to achieve this number of observations in our measurements yet.
Our data related to the recently on-boarded teams covers two years period, wherein the involved teams managed to implement only fifty unique work items. This appears to be way too few to enable statistically significant regression analysis. In practice, we believe that work items must have been broken down to smaller tasks carried out by individual team members or sub-groups of members. Unfortunately, we could not identify any sub-tasks in our case, which would have the actual effort data measured and involve cooperative work. Thus, the first two lessons learned are:
Lesson #1: Gathering the required number of data points to perform regression analysis may be hard.
Lesson #2: Consider what is a work item in a particular context and whether larger tasks can be broken down to smaller yet traceable and measurable sub-tasks.
Initially, we assumed that selecting teams from locations with more experience would enable the collection of more observations, since more mature teams would have completed many more tasks. However, to be able to analyze whether teams are learning by doing (autonomous learning), it is necessary to detect the inception date of the teams and the sequence of each fulfilled work item [2] . Unfortunately, due to system and measurement changes, a lot of historical data in our case was lost or became difficult to trace. Therefore, the third lesson learned is:
Lesson #3: Learning might be impossible to study if work item data from team inception is not available.
Another challenge was to identify the sequence of each work item. In our case, many work items were carried out in parallel, which made it hard to identify the experience accumulated through on going work items. Hence, the fourth lesson learned is:
Lesson #4: Detecting the step-wise accumulation of experience may be hard when teams carry out parallel work.
Our next step was to estimate the complexity of each work item, which was achieved by consulting a group of software architects involved with the work items. During the first estimation session, we realized that some supporting material is needed in preparation for the meeting, to help the experts to recall the work items. However, the process of collecting the required material associated with old work items was not straightforward. Hence, our fifth lesson learned is:
Lesson #5: Retrospective analysis of historical data may decrease data reliability or even be impossible to perform.
Then, we connected work items with teams. To do so, we identified the team membership of each individual in the time report spreadsheets. A project manager helped us to gather this information. When doing so, we identified that it was very often the case that the composition of a team (or teams) involved in a work item did not match 100% the existing formal teams. This means that temporary task teams are sometimes composed to work on work items. A temporary task team is in general mainly composed by members of a particular formal team (determined by the formal membership) and complemented by members of other formal teams. 0,00 100,00 200,00 300,00 400,00
We discussed this finding with the project responsible in Ericsson, to understand the reason why the work items were often assigned to temporary teams rather than to formal teams. The project responsible reported the following: Thus, the allocation of work items to temporary teams was caused by tight deadlines and necessity to restructure the teams to facilitate on-boarding of new developers. Although this was also a common practice in other sites (e.g. in the Swedish site key developers are often relocated to urgent tasks), the magnitude of the staff changes in the studied offshore teams was much higher than expected.
The sixth lesson learned is thus related to the notion of a team:
Lesson #6: Due to specific circumstances, work may be carried out by temporary teams rather than formal teams, which should be taken into account when collecting and analyzing the data.
This observation made us take a closer look at the task allocation and the staffing for each task. Iterations of data inspection and analysis were needed to finally have reliability in the data, which lead to a number of further challenges.
While looking into weekly slot-plans spreadsheets, we noticed that it is important to analyze further the developers' engagement with the work items over time. For example, we identified cases in which a development team started a work item and afterwards handed it over to another team due to a sudden change in priorities. The time report spreadsheets in isolation do not allow for identify such a thing and, in this specific example, accounting only for this artifact would make us believe that the work item had been carried out by a large temporary team.
We have also noticed that even the formal teams can be unstable over time, since members can move from one formal team to another. This was identified by studying a number of team-related documents, received from one of the product managers responsible for the case.
All these challenges make more problematic the analysis of learning results and performance of formal teams, since in some cases teams change completely after the conclusion of work items and thus it is difficult to analyze the experience accumulated by a team. Hence, our seventh lesson learned is related to the unit of analysis:
Lesson #7: When teams are unstable or temporary teams carry out tasks, it might make more sense to focus on individual or holistic (site-or project-level) analysis of performance.
As suggested by Narayanan et al. [9] , turnover of members in a team negatively correlates to team performance. In our case, the involved assets did not leave the company within the investigated time period, but the fact that developers work in temporary teams very often may have a negative impact on the performance of their formal teams. This could be one of the reasons why teams illustrated in Figures 3 to 5 did not demonstrate a stable increase in productivity performance.
When doing the sanity check for the data collected data, we identified some inconsistencies that could have led us to wrong conclusions. For example, while analyzing a particular work item, we found awkward the fact that the initial identified actual effort was too small for the complexity calculated by the software architects. So, we conducted a sanity check and identified that not all the effort spent in the work item had been reported; the work item was carried in 2015 and 2016, but only effort spent in 2015 had been reported initially. The sanity check allowed us to identify and correct this inconsistency. Therefore, the last lessons learned is: 
REFLECTIONS AND DISCUSSION
Project staffing and team formation often become cornerstones in managing large-scale projects. Performance is expected to be higher when assigning tasks to the most competent people (e.g. in many situations software architects). However, while cultivating individual competence in focused areas might be economically feasible short term, research suggests that higher performance can be achieved by cultivating teamwork and thus fostering group learning [3] , [10] . Companies accumulating what is regarded as social capital, i.e. knowledge resources that can be obtained through teamwork and networking, are rewarded with higher performance [11] . To achieve such a thing, it is recommended to keep team members working closely with the other members of their formal team, reducing as much as possible the fulfilment of work items by temporary teams with high team member turnover.
The differences between formal teams and temporary teams might have another important implication. It is fair to assume that formal teams will show higher performance than temporary teams. However, the vast majority of performance-oriented studies in software engineering are based on archival data, often coming from publicly available repositories. However, what has been studied as a "software team" is not always clear and/or accurate (formal or temporary). As such, many team and learning related aspects in these studies might be overlooked or impossible to judge due to the missing or incomplete data.
Hackman has defined a team as a work group that exists within the context of a larger organization and shares responsibility for a team product or service [12] . Katzenbach and Smith suggest looking into four key elements that determine a team -common commitment and purpose, performance goals, complementary skills, and mutual accountability [13] . Finally, there are project teams of temporary nature. The question is then whether it is sufficient to simply put individual developers together and expect them to work effectively. Our experience so far suggests that the answer is no. 
VALIDITY THREATS
The lessons learned reported herein have the following main validity threats:
 Reliability validity threats are related to the repeatability of a study, i.e. how dependent are the research results on the researchers who conducted it [15] . The lessons learned reported herein are the result of the work of two different researchers. Furthermore, they were verified with the company representatives to avoid false interpretations.  Internal validity threats are related to factors that the researcher is unaware of or cannot control the extent of their effect in the investigated causal relationship [15] . The experiences reported herein involved only part of the data we collected (mainly data from India). Thus, the lessons learned could be different if we had analyzed all the available data, which involves sites from 6 different countries. However, we mitigated this threat by discussing our findings with representatives of Ericsson.  External validity threats limit the generalization of the findings of the investigation [15] . The approach and the lessons learned reported herein are associated with the context of our research in Ericsson. However, we believe that several software development companies have similar context and thus can benefit of the contributions of this paper.
CONCLUSIONS AND FUTURE WORK
In this paper we reported our experiences from establishing an approach to measure learning and performance of developers and software development teams in Ericsson.
While carrying out our analysis, we encountered multiple challenges related to archival data collection and analysis. We believe that these challenges are not unique and other companies can learn from our experiences. Thus, we reflected all the challenges we faced in the form of lessons learned. Evidently, our premise is that the measurement is done on the already available data. More recommendations can be derived from our lessons learned for companies that plan to perform similar measurements and are able to influence the data collection practices.
This paper is a part of a wider ongoing investigation in Ericsson that aims at supporting the learning process and performance improvements of developers and software development teams in large-scale distributed software projects. Therefore, we intend to continue the investigation, accounting for the lessons learned and using the measurement approach reported in this paper.
