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ABSTRACT
Negotiation, as a seller or buyer, is an essential and com-
plicated aspect of online shopping. It is challenging for an
intelligent agent because it requires (1) extracting and utilising
information from multiple sources (e.g. photos, texts, and
numerals), (2) predicting a suitable price for the products to
reach the best possible agreement, (3) expressing the intention
conditioned on the price in a natural language and (4) consis-
tent pricing. Conventional dialog systems do not address these
problems well. For example, we believe that the price should
be the driving factor for the negotiation and understood by the
agent. But conventionally, the price was simply treated as a
word token i.e. being part of a sentence and sharing the same
word embedding space with other words.
To that end, we propose our Visual Negotiator that comprises
of an end-to-end deep learning model that anticipates an initial
agreement price and updates it while generating compelling
supporting dialog. For (1), our visual negotiator utilises at-
tention mechanism to extract relevant information from the
images and textual description, and feeds the price (and later
refined price) as separate important input to several stages of
the system, instead of simply being part of a sentence; For (2),
we use the attention to learn a price embedding to estimate an
initial value; Subsequently, for (3) we generate the supporting
dialog in an encoder-decoder fashion that utilises the price
embedding. Further, we use a hierarchical recurrent model
that learns to refine the price at one level while generating the
supporting dialog in another; For (4), this hierarchical model
provides consistent pricing.
Empirically, we show that our model significantly improves
negotiation on the CraigslistBargain dataset, in terms of the
agreement price, price consistency, and the language quality.
Keywords visual negotiation, goal-oriented dialogue system,
deep recurrent neural networks, attention mechanism
1 Introduction
Negotiation is an integral part of the human interactions that
the true artificial intelligence must possess the capability for.
It is a complex task that requires reasoning about a mutual
agreement, understanding the counterpart, appeals to sympa-
thy and uttering convincing arguments. The prevalence of
online shopping provides a test bed of negotiation for an artifi-
cial intelligence agent that can act on behalf of the human for
the most suitable price. This artificial agent has to see the pho-
tos of the advertised items, understand the textual content and
conduct a dialogue with its counterpart to reach an agreement.
 
Parker is that thrill you feel when inspiration strikes. 
Perched proudly on ***, this collection of 155 
carefully crafted, sustainably designed apartments 
offer immediate 
access to music venues, boutique shopping, nightlife, 
green space, the Gourmet Ghetto, and 
At home, get to know your neighbors by the crackling 
light of a fire pit, get focused in our 
co-working space, or burn some calories at the on-site 
Equinox Fitness Club. With convenient 
amenities like a pet spa, bike lounge, secured parking, 
and a package concierge, Parker allows you 
to immerse yourself fully in Berkeley's colorful 
community, without sweating the day-to-day stuff. 
hello, i 'm interested in the apartment you have 
for sale. 
i 'm interested in the apartment but i 'm on a tight 
budget. would you be willing to go down to $586? 
  
that is a little steep for me. i can do $684. 
  
i can do $782 and we have a deal. 
{offer: $782} 
  
great! it's a great apartment, and i 'm asking 
$979 for it. 
i can do $920, but that's the lowest i can go. 
  
that's a little low for me. i can do $861 and i will 
include a free parking spot for you. 
ok great! 
  
{accept} 
  
Title: Parker Apartments - Now Accepting Below Market Rate Applications Listing Price: $979 
Figure 1: A Visual Negotiator example. Two agents play the role
of seller and buyer in a visually-grounded bargain over an item intro-
duced by an image, a free-text title, and a free-text description. The
agents need to understand the real value of the item by assessing their
image, free-texts and follow a policy which generates human-like
sentences and integrated prices.
When negotiation is considered in the context of textual interac-
tion, it is closely related to the goal-oriented dialogue systems
(either visual or otherwise) that aim at achieving a particular
objective by a conversation between two agents. There are
however two major differences: firstly, negotiation is compet-
itive rather than cooperative as most of the existing methods
are (see e.g. [9, 4, 22, 5, 28]). Secondly, negotiation is driven
by the price and the agent’s anticipation of the true value of a
given item that existing goal-oriented dialog systems lack.
DealOrNoDeal [15] pioneered the negotiation in dialogue sys-
tems. DealOrNoDeal simplifies negotiation as a game between
two agents that have to agree on splitting a set of 3 items.
Recently, [10] collected a dataset using negotiations between
humans on Craigslist items and used a sequence-to-sequence
(Seq-Seq) encoder-decoder models on words and coarse dia-
logue acts to tackle this problem. They considered treating
prices similar to words by forcing the model to learn a seman-
tic representation for them during the training, which is not
effective. In both these methods price consistency is a major
issue since they are generated based on the correlation with
surrounding words rather than the true underlying value of the
item that is required for negotiation. For instance, the seller
might agree on selling an item for $100 by saying “I can do
that”, while the buyer offers $120 at the next turn, which is in
conflict with their agreement. These mistakes, especially when
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the agent suggests its final offer, can have destructive effects
on the result of the negotiation and is undesirable. A better
alternative model must produce consistent pricing and reach
human-like agreements.
In this paper, we propose the first visual negotiator in which
the price, as an important part of the negotiation, is disentan-
gled from the dialog generation. The price is estimated, as
opposed to the counterparts, using both the textual and visual
content of an item. It is motivated by the fact that the attributes
of an item, either visualised in the photos or mentioned in
the free-text description, play an undeniable role in a bargain
and help the buyer or seller to estimate the price for the item.
Our approach is a hierarchical end-to-end model that utilises
an attention mechanism to first anticipate an initial price and
subsequently refine it through each round of negotiation. In
fact, it predicts the next price based on the initial price estima-
tion, dialogue history, and the final prices proposed by agents,
instead of traditionally treating the prices as any other words
in the vocabulary. The combination of the predicted price and
the generated utterance, produced from another level, will be
presented as the next utterance. In summary, our approach
generates dialogues that are linguistically rich and price-wise
consistent (see Figure 1).
Since evaluation of such models are generally challenging, we
consider two metrics: (1) we consider the ability of the agent to
achieve an agreement that is as similar as possible to the price
that the humans agree upon, and, (2) by evaluating the human-
likeness of the text based on its similarity in the ground-truth
using Intent-BLEU (IBLEU) score, a novel metric for intent
similarity measurement between two dialogues. This leads to
an unsupervised evaluation as opposed to the ones currently
used in the literature.
We tested our proposed model on CraigslistBargain [10]. Our
experiments show that not only the language quality of the gen-
erated utterances from our approach is better than the baseline
methods in terms of human intention similarity and lexical and
sentence diversity, but the prices are also closer to human’s
agreed prices as well.
In summary, our main contributions are as follows:
1. We develop an AI agent that can negotiate to sell or
buy an item considering its photo, textual title and
description, and listing price.
2. Our model learns to estimate and refine the price for
the advertised item by taking into account its visual
and textual information and dialog history. In our
model, the agent’s anticipation of the price drives the
dialog generation as opposed to the existing methods.
3. Our model generates consistent prices during the dia-
log, and the price generation is not tangled with the
language model.
4. We propose several new metrics to evaluate negoti-
ation systems objectively. In addition, we remove
human involvement in the evaluation thus it is now
fully automatic. This enables scalable and commer-
cially viable applications and reduces human bias and
inconsistency.
2 Related Work
2.1 Goal-Oriented Dialogue Systems
Goal-oriented dialogue systems have a long history in natural
language processing (NLP) community. Recently, it has gained
strong interest in computer vision community in the context of
visual goal-oriented dialogue systems. For instance, De Veris
et al. [5] introduced a novel problem in computer vision and
dialogue systems in which a questioner aims to guess the tar-
get object in an image by asking short-answer questions from
the answerer. Lee et al. [14] developed another vision-based,
goal-oriented dialogue system which consists of answering
counting questions about the properties of digits demonstrated
on an image. However, since the machine can play just one
role (either questioner or answerer) in both applications, they
are Visual Question Answering problems by nature rather than
two-way, interactive dialogue systems [26].
Goal-oriented dialogue systems can be categorised into collab-
orative and competitive systems. In a collaborative dialogue
environment, agents can help each other to reach a common
goal. Applications include trip and accommodation reservation
[8, 24], information seeking [22], mutual friend searching [9],
navigation [7, 4], and fashion product recommendation [18].
In contrast, in a competitive dialogue environment, agents must
negotiate to achieve an agreement based on their individual
goals. Their goals are often opposite to each other. For ex-
ample, a buyer wishes to pay as low as possible, and a seller
wishes to sell as high as possible. Dialogues generated by the
players in ‘Settlers of Catan’ game, where players negotiate to
share their resources, was the first dataset introduced in this
context [3]. Recently, Lewis et al. [15] developed the DealOrN-
oDeal dataset in which the agents negotiate to reach a deal to
divide a set of objects. Very recently, He et al. [10] introduced
a new negotiation dataset by crawling tangible negotiation sce-
narios from the Craigslist website. In each scenario, a seller
proposes an item by providing images, description, title and
a listing price. The seller negotiates with a buyer who tries
to buy the item with the lowest possible price. Although our
work is built on top of the same dataset, there are significant
differences: (1) we propose to use the photos of the item as
an important source of knowledge which was neglected in
[10]; (2) we aim to estimate and refine the price in a consistent
manner, and produce human-like dialogues.
2.2 End-to-End Dialogue Systems
Goal-oriented dialogue systems can be designed in a modular
fashion or end-to-end. In a modular fashion, it typically has
three main components: (1) natural language understanding
(NLU) unit that maps an utterance into semantic slots to be un-
derstood and processed by the machine, (2) dialogue manager
(DM) which selects the best action according to the output of
NLU, and (3) natural language generator (NLG) which pro-
duces a meaningful response based on the action chosen by
DM, either by looking at a set of possible responses for that ac-
tion or by using a statistical machine learning language model
[2, 29].
Optimising one component of a modular model at a time can be
time-consuming and complicated, as changing one component
affects the performance of the others. To overcome or bypass
the issues, end-to-end systems have been proposed, and have
gain much attention in recent years [25, 1, 6, 17, 16, 23, 27, 7].
These systems often use an encoder-decoder architecture con-
sisting of an encoder which receives the previous utterance(s)
and encode them in a way that the decoder can predict and
generate the next utterance. It is notable that each utterance
consists of a sequence of words which are mapped to a vec-
tor using pre-trained embeddings. In the end-to-end model
proposed by He et al. [10] prices are embedded similar to
other words in the utterance. Since the range of the prices are
broad and there is not any pre-trained embedding for them,
their embedding is learned through the model training. In ad-
dition, the generated prices are inconsistent since they were
produced based on the correlation with other words rather than
the true underlying value of the item. Furthermore, this way
of embedding the prices adds more complexity to the model
and leads to weaker language model. In this research we show
that eliminating the prices from the dictionary of the model,
can help the language model to generate better dialogues. We
propose to predict the price using a separate neural network
that is added to the overall architecture.
3 Visual Negotiator
3.1 Problem Definition
The problem we consider is that of having two agents, namely a
seller and a buyer, negotiating on the price of an item which
is identified by an image, textual title and description. The
items are classified into various categories as is the common
practice in the online shopping websites. The seller advertises
an item with a listing price and most likely agrees to offers
closest to this value. The buyer on the other hand has a target
price which is lower than the seller’s listing. While the buyers
know the listing price, their target price is not revealed to the
seller. It should be noted that a negotiation may end without
an agreement.
For each advertisement item, there are multiple scenarios that
human’s can negotiate over. These scenarios are designed
to consider various target prices for the buyer. This leads to
completely different dialogues and agreed prices.
Each scenario of this negotiation consists of an advertised item
providing context information Ci = {vi, ci, ti, di} for the item
i, where vi represents the visual cue/feature (i.e. photo) of the
item, ci is the category in which the item has been advertised,
ti is the title of the advertisement, and di is the description
provided for the item. Additionally, at each dialogue turn
t, a sequence of utterances in previous turns is available as
the dialogue history Hi,t = {ui,0, ui,1, ..., ui,t−1}. It is no-
ticeable that each utterance is a sequence of words (tokens)
ui,t = {wi,t,0, wi,t,1, ..., wi,t,l}, and each word is represented
as a d-dimensional vector.
At each round of negotiation, the agent generates the j-th
token conditioned on the context information Ci, the di-
alogue history Hi,t, and the previously generated tokens
{wi,t,0, wi,t,1, ..., wi,t,j−1} at the t-th turn for item i. The
objective is to as closely as possible mimic the behaviour of a
human in negotiation. Consequently, the prices agreed upon by
an agent has to be as similar as possible to that of the human
using convincing arguments.
To that end we propose our Visual Negotiator consisting of
two main components: (1) an initial price estimator (IPE) net-
work that determines a base value for an item considering its
visual and textual information (vi, ci, ti, di), and (2) a hierar-
chical price-based negotiation model that refines the price and
produces the dialogue at each turn using the whole available
information.
3.2 Initial Price Estimator
Since in this paper we disentangle the price estimation from
the language generation, in the first step we estimate the price
using the context information for an item. This allows the
agent to have an initial guess of how much an item worth and
at what price the agreement can be made prior to the negotia-
tion dialogue. We call this component initial price estimator
(IPE). Given the context information Ci of the item i, the IPE
component predicts a scalar value for the agreement price. This
initial estimation is based on both visual features of the item,
extracted from its photo vi, and its textual features extracted
from its category ci, title ti and description di. IPE component
aims to minimise the difference between the predicted price
and the ground-truth real agreed price pi. The ground-truth
real price is calculated as the average of all agreed prices in
human-human negotiations over the given item in the dataset.
To predict a price we learn a deep neural network ϕ parame-
terised by α by minimising the following loss:
min
α
∑
i
|ϕ(ii, ci, ti, di;α)− pi|, (1)
The architecture of the IPE network is shown in Figure 2. As
seen, IPE has two major streams for extracting visual as well
as textual information from the input. For visual cues, it maps
the photo of the item, a tensor of size H × W × 3, into a
d-dimensional vector via f0 : RH×W×3 → Rd. For this func-
tion f0, we utilise one of the off-the-shelf pre-trained models
ResNet-101 [11] which is then fine-tuned in the minimisation
of Eq. 1.
For textual information, we use another function f1 to map
the words to a vector in a d-dimensional space (e.g. GloVe
[21]). Each sentence, either in the title or description, is then
the concatenation of its word embeddings. Subsequently, we
utilise an attention mechanism on these embeddings to focus
on the important words in the title and description based on
the category. We have (with a slight abuse of notation, we use
[ti; di] as the concatenation of title and description sentence
embeddings):
score([ti; di], ci) = c>i W1[ti; di],
ai = Softmax(score([ti; di], ci)),
attni = aici,
oi = W2([attni; ci]). (2)
where oi is a vector that summarises the title, description and
the category using attention. Category in particular carries
essential information since the house has a very different price
baseline from the furniture.
Finally, the visual and textual representations of the item are
concatenated together in a two layer fully connected network
for initial price estimation. The d-dimensional vector gener-
ated from the 2nd last layer produces a price embedding that
 Category: housing 
Concatenat
Attention 
Mechanism 
Transform 
Class 
Title: Parker Apartments - Now Accepting 
Below Market Rate Applications 
Description: Parker is that thrill you feel when 
inspiration strikes. Perched proudly on ***, 
this collection of 155 carefully crafted, 
sustainably designed apartments offer 
immediate 
access to music venues, boutique shopping… 
 
$780 
... 
Resnet-101 
Initial Price 
Embedding 
Figure 2: IPE produces an initial price for an item by considering its visual and its textual features (in the title and the description).
Texts are processed as attention sources after being transferred into a sequence of pre-trained word embeddings (GloVe). Images
are fed into a pre-trained object detector (Resnet-101) that produces a fixed sized vector representation. Visual and textual
representations are concatenated and fed into a linear transformation to estimate the price.
is fed into the hierarchical price-based negotiation model for
later price refinement that will be discussed in the subsequent
section.
3.3 Hierarchical Recurrent Price-Based Negotiation
Model
With the initial price (estimated by IPE), our end-to-end dia-
logue system generates utterances at each turn based on the
current estimated price and the history of the dialogue.
One of the problems in conventional end-to-end Seq-Seq mod-
els is that they add price values to the vocabulary and treat
them like ordinary words in the dialogue. This deters the in-
telligent agent from understanding the numerical meaning of
the prices, and entangles the strategies for generating words
and prices together. As a result, the prices generated in the
dialogue, especially at final offering turn, are inconsistent in
most cases (see Seq-Seq in Figure 1 for an example).
In our visual negotiator we devise a novel hierarchical re-
current price-based negotiator in which the prices in the ut-
terances are replaced with a fix token (<price>) to be later
replaced with the generated ones. Our model encodes utter-
ances in two levels: a word level and a decisions level. At
the world level, a recurrent neural network (RNN) is applied
to each utterance to find a word-level representation. At the
decision level, two RNNs are applied to these word-level repre-
sentations to find out: (1) what price should be offered, and (2)
which sequence of words should be generated. The decision
level encodings are conditioned on the initial price estimation.
Our hierarchical recurrent price-based negotiator is comprised
of the following components as shown in Figure 3:
(1) Word-level encoder is a RNN fwe : Rl×d → Rd that
maps the word embedding of t-th utterance (a sequence of
maximum l words) into a d-dimensional vector (hwei,t ) as the
word-level representation of the utterance.
(2) Language-related encoder is a RNN f le : R(t−1)×d →
Rd producing a vector representing the history and the context
of the dialogue (hlei,t) to anticipate the next utterance.
(3) Price-related encoder is a RNN fpe : R(t−1)×d → Rd
that receives word-level representation of the previous utter-
ances as the input at turn t and maps them to a d-dimensional
vector (hpei,t). Since this representation should be conditioned
on the initial price estimation resulted from IPE, we feed the
initial price embedding into this RNN as the initial hidden
state.
(4) Language decoder is a RNN, as a decoder, receiving the
output of the language-related encoder as its initial hidden state
and generating an output conditioned on its previous hidden
state and the previous word (starting from a fix token). In order
to force the output to be conditioned on the most important
parts of various available information sources at each time step,
a global attention mechanism [19] is applied to the outputs
of the language decoder. This helps the system to ask or an-
swer questions for different sources M = {m0,m1, ...,mM}
including the title, description and the outputs of word-level
encoder for previous utterance. At each time step, the attention
mechanism learns to find the weighted sum of the informa-
tion in each source (each information source is a sequence of
tokens). Attention mechanism is applied to the output of the
decoder just before the generator layer. Thus we have,
score(hdt ,mj) = h
d>
t W
amj ,
aj = softmax(score(htd,mj)),
attj = ajmj ,
oj = W
b([attj ;h
d
t ]),
o =
∑
j
oj , (3)
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Figure 3: Hierarchical recurrent price-based negotiation model. It is an end-to-end model that encodes each utterance in to levels
conditioned on the initial price estimation. the encoding results are fed into two separate decoders that have the responsibility of
predicting the next utterance (without price) and the next price. The results from two decoders are combined by the utterance
builder into a human-like and price-wise consistent utterance.
where aj is a the weight vector with a length equal to that of
the j-th source of information (mj). To map the outputs of
the end-to-end model to a probability vector of our vocabulary
size, a linear function (generative layer) and a LogSoftmax is
applied to the output of the model. With language decoder we
find the parameters of the RNN to maximise the likelihood of
each word,
max
θ
∑
i,t,j
log p(wi,t,j |Ci, Ht, wi,t,0, ..., wi,t,j−1;θ). (4)
(5) Price decoder is a multilayer perceptron (MLP) to pre-
dict the next proposing price pat . This prediction should be
conditioned on the initial price estimation (p¯i), the dialogue
history (Ht) and the prices currently suggested by both the
agent (pat−1) and the opponent (p
o
i,t−1). Using the initial price
embedding as the initial state, the last state of the price encoder
(hpet,t−1) learns a representation of the value and the history
of the dialogue. Therefore, it is fed into the price decoder
network as the input and will be mapped into a scalar value.
We use this RNN to decide on whether the agent has to insist
on the current price or not. To optimise the parameters of the
RNN for this step, we use the binary cross entropy between
the ground-truth’s human decision to insist and the predicted
one. The final value proposed by the agent is devised based
on the current price, the opponent’s offer and the decision to
insist. As such, these three values are considered as the inputs
to the last layer of the MLP to predict the price that should be
offered in the next turn.
(6) Utterance builder receives the outputs of the language
and price decoders and replaces the fix token (<price>) in
the generated utterances with the one predicted from the price
decoder.
4 Experiments
4.1 Dataset
All the experiments are performed on the CraigslistBargain
dataset collected by He et al. [10]. To the best of our knowl-
edge, it is the only dataset publicly available that contains
conversations for selling or buying items with photos and free-
text descriptions. We only use the scenarios in the dataset with
photos (as we are building a visual negotiator), which results
in 4,219 training dialogues, 471 evaluation dialogues and 500
test dialogues which are created based on 891, 103, and 134
different items respectively.
Table 1 shows the mean, standard deviation and MAD (median
absolute deviation) of the real price for each category in the
training dataset. Considering the number of samples in the
dataset (only 891 training samples) and the diversity of the
prices (according to the standard deviation in each category),
predicting an initial ideal price for an item by just looking at
its image and its free text descriptions is a complicated task.
Category #Samples Mean Std MAD
car 170 $8,684 $7,597 $4,983
Housing 204 $2,128 $1,054 $602
Phone 74 $193 $159 $129
Bike 178 $588 $767 $543
Electronics 121 $164 $266 $153
Furniture 247 $243 $315 $216
All 994 $2,122 $4,432 $2,386
Table 1: Distribution of agreed prices in the training and evalu-
ation sets
Category #Samples Mean Std IPE Div Final Div
Car 23 $7,612 $5,395 $3,887 $378
Housing 27 $1,977 $596 $458 $119
Phone 10 $158 $189 $125 $5
Bike 25 $546 $612 $422 $24
Electronics 14 $88 $93 $69 $3
Furniture 35 $235 $317 $167 $119
All 134 $1,889 $3,522 $898 $91
Table 2: Agreement price results. IPE Div shows the average
divergence of the initial pricing (resulted from IPE) from the
humans’ agreed prices. These gaps deep into lower values
when Visual Negotiators converse to each other o reach an
agreement (Final Div).
4.2 Implementation Details
In all the experiments, we use 300-dimensional vectors as the
embedding for each word from pre-trained GloVe embedding
[21]. All RNNs used as encoder or decoder are 2-layer LSTMs
with dropout rate 0.3 and 300-dimensional hidden states. Pa-
rameters of the models are optimised using Adam [13] with a
learning rate of 1e-3 through 40 epochs of optimisation with
batches of size 128. After 20 epochs of training, the learning
rate is decayed to 1e-4.
In order to extract the features from the images, we utilised the
pre-trained Resnet-101 [11], which has shown exceptional per-
formance in various object detection problems. We replaced
the final fully connected layer in the network with another fully
connected layer to produce a 300-dimensional vector repre-
senting the image features. During the training process, we
only fine-tuned the final convolutional layer in the network to
achieve better representations for the images according to its
agreement price.
In the experiments, the price decoder branch of the hierar-
chical price-based negotiation model makes a simple binary
decision. At each step this component decides either the cur-
rent proposed price should be altered or the agent should keep
the currently proposed price. Specifically, the agent always
begins from the listing price if it acts as the seller and 70% of
the listing price if it acts as the buyer. Then at each turn, the
price predictor decides whether or not to change the current
price. If it decides on altering the price, and the generated
utterance contains a price token, it decreases (if being a seller)
or increases (if being a buyer) the current price. The updated
price is simply set to be 20% of either the listing price minus
the target for the buyer or listing minus the 70% of list for the
seller. It is noticeable that since the ratio of positive (decision
to change the price) and negative samples is imbalanced, we
implemented the weighted version of Binary Cross Entropy
(WBCE) loss which applies more weight on positive samples
(three times bigger).
4.3 New Evaluation Metrics
One of the main obstacles of training goal-oriented dialogue
systems is that there is no clear performance metric of gen-
erated dialogues, and as such qualitative evaluations are con-
ducted by human, which is subjective. We remove human
involvement by proposing to run two trained agents against
each other; one as a seller and the other as a buyer. For each
scenario, the image, title, description, and category of an item
are given to both agents. At first, agents make an initial esti-
mation for the price of the item and then generate utterances
in a conversation for selling or buying the item. The negotia-
tion is successful if the agents reach an agreement at the end
of the dialogue. Conversely, an unsuccessful dialogue incurs
when the agents do not reach an agreement over the maximum
number of turns, which is 24, or if one side decides to quit the
negotiation.
Moreover we have defined various dialogue evaluation metrics
which can be categorised into two different groups: (1) met-
rics that evaluate the language quality (human-likeness) of the
generated dialogue, and (2) metrics that evaluate the pricing
strategy of the model.
4.2.1 Language Metrics. Here we introduce Intent-BLEU
(IBLEU), a new metric to measure the similarity of the actions
taken by a machine in a machine-machine dialogue with those
taken by humans in a human-human dialogue. IBLEU is in-
spired by BLEU in Machine Translation evaluation [20]. More
specifically, we extract the intents of each dialogue turn in a
machine generated dialogue using the information retrieval
approach introduced by He et al. [10] to create a sequence
of intents. And then compare the similarity of the generated
sequence of intents with the sequence of intents extracted from
human generated dialogue. This is basically done by calculat-
ing the modified n-gram precision (for a maximum order of
4) of the generated sequence. The higher values of this metric
shows the higher level of similarity with human actions.
One of the problems in conventional dialogue systems is that
the model repeats the same sentence “I can do that.”. This is
artificial and dull, and should be avoided. We calculate the
number of distinct sentences produced by the model and scale
them by the total number of sentences as another new metric
to show the language quality of the dialogue model. We also
calculate the same metric at word-level to show the diversity
of the lexical used by the model.
Apart from IBLEU, we applied various word-level and
sentence-level metrics to show the richness of the generated
dialogues in machine-machine negotiations. Dialogue and
utterance length are two metrics that should be considered
as language metrics. However, in order to have a better as-
sessment based on these two metrics, other metrics including
IBLEU and sentence and lexical diversity should be taken
into account. It is because of the fact that a dialogue system
which generates long repetitive responses is not a linguistically
acceptable system.
Model IBLEU↑ Dialogue
Length
Utterance
Length
Sentence
Diversity↑
Vocabulary
Diversity↑
SL(word)[10] 0.36 7 10 0.03035 0.03846
SL(act)+rule[10] 0.20 18 7 0.4984 0.04667
HRED[15] 0.37 10 9 0.3158 0.03362
Visual Negotiator-M 0.34 12 9 0.4594 0.03519
Visual Negotiator 0.42 11 9 0.4272 0.04351
Table 3: Evaluation metrics for language evaluation of the models. ↑ indicates higher is better. ↓ indicates lower is better.
Category Agreed Price
Divergence↓
Price
Inconsistency↓
Offer
Inconsistency↓
Price change F-
score↑
SL(word)[10] 16% 6% 6% -
SL(act)+rule[10] 9 % 1% 9% -
HRED[15] 13% 6% 17% -
Visual Negotiator-M 6% 1% 1% 62%
Visual Negotiator 5% 1% 1% 65%
Table 4: Evaluation metrics for pricing policy evaluation of the models. ↑ indicates higher is better and ↓ indicates lower is better.
 
$250 seller: hi, are you interested in the bike? 
buyer:  yes i am. how old is it? 
seller:  it is in great condition. i 've only had it 
for about a year. i bought it for my daughter 
who was just used it. it's in great shape. 
buyer: i see that you are asking $225, but i 'd 
like to buy it for $225. 
seller: i can do $235 and i 'll throw in a free 
helmet. 
buyer: i can do $229, but that's a bit too high 
for me. 
seller: i can do $229. 
buyer: {offer: $229} 
seller: {accept} 
I HAVE A EXTREMER CRUISER 
BIKE, HAS 26" WHEELS, 6 SPEED, IN 
GOOD CONDITION! IF INTERESTED 
OR HAVE ANY QUESTIONS PLEASE 
DON'T EMAIL. CALL OR TEXT # 
EXTREMER CRUISER BIKE!! 
Figure 4: An example from the dialogues generated by the
visual negotiator.
3.2.2 Pricing Metrics. Two important metrics that measure the
mistake ratio of the pricing are price inconsistency and offer
inconsistency. Naturally during a negotiation, a buyer would
increase the buying price, and a seller would decrease the sell-
ing price. When a buyer suggests a price that is lower than
the price previously suggested by themselves, it is considered
as an inconsistent pricing. Similarly proposing a selling price
higher than the last proposed price by the seller is considered
as a inconsistent pricing.
We also measure the ratio of offering a wrong price at the end
of the negotiation. Since a mistake in offering a price can
lead to abandoning the negotiation by the opponent (when the
mistake is disadvantageous for the opponent) or causes a loss
for the agent (when the mistake is in favour of the opponent),
this measure very important.
The similarity of the accepted prices in a machine-machine
dialogue with that in human-human dialogue shows how much
the agents understands about the real price of the item is similar
to human perception. Therefore, we set the divergence of the
agreed price from human’s agreed price as another important
measure to evaluate the pricing strategy of the model.
4.4 Baseline and Ablation Methods
In order to compare our models with other baseline models,
we trained three state-of-the-art methods that treat the prices
as words. The first two models are trained to match the models
proposed in [10] on CraigslistBargain. Evaluated in a super-
vised way, these two models generated the most human-like
dialogues. The first one is a simple sequence-to-sequence
model, SL(word), and the second one is a modular approach
(SL(act)+rule) which has applied various human-crafted rules
to repeat utterances produced by humans. Additionally, a Hier-
archical Recurrent Encoder-Decoder (HRED), which has been
widely used as an end-to-end approach for dialogue systems,
has been trained as another baseline model.
In addition, we have trained a variation of our visual negotiator
model which we call visual negotiator-M. In Visual Negotiator-
M, the high-level language-related and price-related encoders
are merged into one RNN. In other words, this model tries to
use a single representation for the dialogue history for both
price decision and utterance generation.
4.5 Results
4.5.1 Initial Price Estimation Results. The attention model
proposed for initial price estimation can prognosticate a rea-
sonable agreement price for an item by extracting important
features from its images and description. Although a glance at
the Mean Absolute Error (MAE) resulted from the model in
Table 2 might show inaccurate price estimation, a deeper in-
sight reveals huge gaps between the MAE values and the Mean
Absolute Deviation (MAD) of the prices at each category. It
means that the model learns to price the items significantly
better than just learning the mean value for each category. Nev-
ertheless, accessing a more samples or pre-training the model
based on a large dataset would help the model to better predict
the value of each item.
  
buyer: hello, i am interested in the car. 
seller: it is a great car, it has been well 
maintained.  
buyer:  i am interested in the car. what is the 
condition of the car? 
seller: it has been well maintained and has a                          
clean title. it is a great car. 
buyer: i can offer you $5250 cash and i 'll pick 
it up today. 
seller: that's a bit low. i can do $6757. 
buyer: i can do that. i can do that. 
seller: {offer: $4777} 
buyer: {accept} 
Here is one prime example of a clean 2004 Lexus RX 330. 
The car is never smoked in and no pets. As clean as they 
come for the year. 
Just serviced 20 miles ago, has brand-new tires on. Fresh 
battery and all fluids. 
Has all available options, including GPS navigation, backup 
camera, premium sound system.  HID headlights. Roof rails 
for your racks, sunroof/moonroof and, all operational. 
Power liftgate and all other power options obviously. 
seller: hi, are you interested in the car? 
buyer:  yes i am. how many miles does it have? 
seller:  it's in great condition. i have had it for 
about a year and it has been kept in the garage. 
buyer: i see. i see that it is in good condition. i 
am willing to pay $5250 for it. 
seller: i can do $7050 and throw in a free oil 
change and the oil change. 
buyer: i was thinking more like $5699. 
seller: i can do $6600 and throw in a free oil 
change and a free oil change. 
buyer: i can do $6150 and i will pick it up 
myself. 
seller: that sounds great. 
buyer: {offer: $6150} 
seller: {accept} 
Visual Negotiator Seq-Seq Price: $7,500 Title: 2004 Lexus RX 330 
Figure 5: Examples from two end-to-end models. The left-hand side dialogue is generated from a simple Seq-Seq model which
makes a mistake in its offer (from $6757 that was agreed upon moves to $4777), while the right-hand side is produced by the
Visual Negotiator. As observed, our approach creates a linguistically more diverse and price-wise reasonable dialogue.
4.5.2 Language Evaluation Results. Table 3 reveals the fact
that price elimination from the language vocabulary improves
the language quality in end-to-end approaches. Especially,
dialogues generated from Visual Negotiator models enjoy re-
markably more language diversity both in word level and sen-
tence level, as the ratio of repetitive sentences, which has been
encountered as a common problem in dialogue generation,
has increased significantly in both variations of the proposed
framework in comparison to SL(word) and HRED models. Ad-
ditionally, the dialogue and utterance length of the dialogues
generated from these models is large enough to show the rich-
ness of the generated dialogues. Although it can be inferred
from the results that SL(act)+rule is generating linguistically
better dialogues as the sentence and vocabulary diversity of
this model is larger than the proposed model, it should be men-
tioned that this diversity is due to heuristic rules that select
templates from the dataset that re different from the previously
selected ones.
Furthermore, a brief look at the IBELU scores demonstrates
the superior performance of Visual Negotiator model in com-
parison to all other ones. It means that this model acts most
similarly to humans in different situations.
4.5.3 Pricing Evaluation Results. Table 4 demonstrates the
experimental result of calculating the pricing metrics. It is
noticeable that both versions of the visual negotiator models
learn to propose consistent prices while maintaining the lan-
guage quality. Besides, these models almost never make a
mistake in offering prices which are in conflict with the prices
discussed and agreed during the dialogue.
More importantly, the proposed visual negotiator model un-
derstands the suitable agreement price for an item precisely.
Table 4 shows remarkable decrease in agreed price divergence
(the difference between the prices agreed by the model with
those agreed by humans) resulted from visual negotiator in
comparison to those from other models. In other words, the
proposed model can learn the value of the item first by an
initial price estimation based on the photo and description of
the item, which might not be accurate enough at first. Then the
proposed model can reach agreement on prices very close to
those agreed by humans by taking human-like actions both in
generating utterances and in proposing prices.
Last but not least, the price change prediction accuracy of
visual negotiator model is better than that of its variation vi-
sual negotiator-M. Predicting whether or not to change the
price at each turn is an essential decision towards reaching
an agreement. Visual negotiator model benefits from separate
price-related and language-related encoder parameters, thus
it makes better decision on whether the price should change
or not. Table 4 illuminates an 3% increase in F-score in com-
parison to visual negotiator-M. Samples from the generated
negotiations are provided in Figure 4 and 5.
5 Conclusion and Future Works
In this paper, we proposed a hierarchical attention model for
the buyer-seller negotiation. Our model, Visual Negotiator,
consists of 1) an attention-based approach that can initially
estimate the value of the item conditioned on its visual and tex-
tual features, and 2) a hierarchical end-to-end dialogue model
that generates an utterance and proposes a price based on the
initial pricing. Experiments on CraigslistBargain dataset shows
the superior performance of the proposed model linguistically
as well as price-wise.
Although the proposed models generate dialogues akin to hu-
mans, we believe that there is a long way to build a system that
can compete humans in understanding, planning, and follow-
ing a strong strategy towards its goal. In future we consider
improving the current approach by: (1) expanding the dataset
to encompass more samples to improve the initial price esti-
mator module; (2) applying reinforcement learning on both
language generation and price estimation of the system; and (3)
applying pre-trained language models based on transformers,
such as BERT [12], that may improve the understanding and
generation performance.
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