短文本情感分析的研究现状——从社交媒体到资源稀缺语言 by 拥措 et al.
第４５卷　第６Ａ期
２０１８年６月
计 算 机 科 学
ＣＯＭＰＵＴＥＲ　ＳＣＩＥＮＣＥ
Ｖｏｌ．４５Ｎｏ．６Ａ
Ｊｕｎｅ　２０１８
本文受国家自然科学基金项目（６１２６２０８６）资助。
拥　措（１９７４－），女，硕士，副教授，主要研究方向为藏语自然语言理解，Ｅ－ｍａｉｌ：ｙｏｎｇｔｓｏ＠１６３．ｃｏｍ（通信作者）；史晓东（１９６６－），男，博士，
教授，主要研究方向为自然语言处理、人工智能；尼玛扎西（１９６４－），男，博士，教授，主要研究方向为藏语自然语言处理。
短文本情感分析的研究现状
　　———从社交媒体到资源稀缺语言
拥　措１，２　史晓东２　尼玛扎西１
（西藏大学信息科学技术学院　拉萨８５００００）１　（厦门大学信息科学与技术学院　福建 厦门３６１００５）２
　
摘　要　随着社交网络的逐渐成熟，各类语种的文本出现在社交网络上。而这些非规范的短文本蕴藏着人们对事物
的褒贬、需求等意见，是国家政府和企业了解公众舆论的重要参考信息，具有重大的研究价值和应用价值。首先，对目
前互联网短文本情感分析领域常用的神经网络、跨语言和应用语言学知识等研究方法进行归纳和总结；其次，对当前
短文本情感分析研究的热点领域———社交媒体和资源稀缺语言的情感分析进行现状分析；最后，对短文本情感分析研
究的趋势进行总结，分析存在的问题，并对未来进行展望。
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１　引言
近年来，不断发展与壮大的互联网不仅丰富和方便了人
们日常生活的方方面面，也给人们的言论自由提供了平台。
人们在网络上通常以文本形式表达自己的观点，进而产生了
关于各种事物的海量评论文本。随着社交网络的逐渐成熟和
移动终端技术的迅猛发展，微博、微信等新型社交媒体和信息
交流平台使得人们能够更加方便地点评热点事件和表达自己
的情感。这些短文本蕴藏着人们对事物的褒贬、需求等意见，
是国家政府了解公众舆论的重要参考信息。互联网各类平台
上网民发布的信息中包含着不同趋向的情感特征，深度挖掘
这些特征对于舆情监控、市场营销都有着重要意义。为此，自
动地从用户产生的海量短文本中挖掘出用户的情感信息，使
政府和企业能够做出正确的决策行为，成为了一个迫切的需
求。情感分析就是在这样的大背景下应运而生的。
初期的研究工作主要是在英文语境下进行；随着互联网
国界的不断扩张以及各种语言信息化的迅速发展，不同国家
和地区的语言文字逐渐出现在了互联网上。规范文本的情感
分析在国内外已经发展得比较成熟，但对社交媒体领域和资
源稀缺语言的情感分析研究在最近几年才开始。
本文首先对短文本情感分析的研究现状进行了综述，分
别对利用神经网络、跨语言方法和应用语言学知识进行情感
分析的研究方法进行了归纳和总结；其次，对当前短文本情感
分析研究的热点领域———社交媒体和资源稀缺语言的情感分
析研究进行了现状分析；最后，对短文本情感分析的研究现状
进行了总结，提出存在的问题，并对未来进行了展望。
２　情感分析
理解情感是人工智能一直以来的目标之一。情感分类作
为对情感理解的一个小步骤，其目的是将情感分类为积极／消
极情感或者更为细腻的情感类别。为了理解情感，研究者提
出了很多方法：基于情感词典分类［１］，早期的基于机器学习的
方法［２］，以及最近的神经网络模型，如卷积神经网络［３］、递归
自编码网络［４］、长短期记忆神经网络［５］。尽管这些神经网络
模型取得了巨大的成功，但已有研究中还存在一些缺陷。
１）递归自编码网络和基于句法树的长短期记忆神经网络［６］等
树结构模型依赖解析树结构和昂贵的短语级别标注，当仅用
句子级标注训练时，这些模型的性能会大幅下降。２）序列模
型，如ＣＮＮ和ＲＮＮ，不容易产生竞争的结果［６］。３）语言学方
面的知识还未完全应用在神经网络里。
２．１　神经网络情感分析
近年来，有许多神经网络被用于情感分类。最前沿的模
型可能是递归自编码神经网络，它从句子的子短语递归建立
一个句子表示。这样的递归模型通常依赖于输入文本的树结
构，为了产生竞争的结果，通常需要在每个子短语上做标注。
序列模型不依赖于特殊的树结构，比如ＣＮＮ是另一个广泛
应用于情感分类的模型。由于ＬＳＴＭ 模型具有较强的上下
文建模能力，它也经常被用于学习句子级别的表示中。
２．２　在情感分类上应用语言学知识
语言学知识和情感资源对情感分类非常有用，比如情感
词典、否定词和强度词。情感词典，如 Ｈｕ　ａｎｄ　Ｌｉｕ情感词
典［３０］和 ＭＰＱＡ情感词典，被广泛用在情感分类上。否定词
在改变语篇情感中起着关键作用，一些早期的否定模型旨在
反转修改后文本的情感值的符号［７］。Ｚｈｕ等［８］将否定词作为
特征加入到神经网络中。Ｋｉｒｉｔｃｈｅｎｋｏ等［９］将否定词和其他
语言学知识融入到了ＳＶＭ分类器中。强度词能改变一个词
的程度，比如情感强度。一个短语的情感强度表示相关情感
的强度，这对于细粒度情感分类非常重要。Ｔａｂｏａｄａ等［１０］直
接改变修饰词的极性，或通过一个固定的价值改变情感强度。
Ｗｅｉ［１１］通过使用一个线性回归模型为内容词预测情感强度
值。Ｍａｌａｎｄｒａｋｉｓ等［１２］通过引入一个核函数并结合语义信息
来预测情感得分。Ｑｉａｎ等［１３］为了开发简单的序列模型，也试
图充分利用语言资源，以利于情感分类，作者试图开发不依赖
于句法分析树和短语级别标注的一个简单模型，且为了获得
好的性能，简单的模型可以受益于语言资源；该作者将情感词
典、否定词和表示程度的词等语言学资源以约束条件的形式
融入到现有的句子级别的ＬＳＴＭ分类模型中，取得了不错的
性能效果。
２．３　跨语言情感分析
目前，最先进的情感分类方法大多是基于监督学习算法，
需要大量手动标记的数据。然而，在不同的语言里，标记的资
源通常是不平衡的。跨语言情感分类通过将一个资源丰富的
语言的情感资源适应到资源贫乏的语言中来处理这个问题。
利用一种语言（语言 Ａ，例如英文或中文）中的情感资源
（词典或标注语料）对其他语言（语言Ｂ，例如藏文）中的文本
进行情感分类，可被看作是一种特殊的跨领域情感分类。现
有的跨语言情感分析研究的主要思想是：首先，为了克服语言
障碍，建立源语言和目标语言之间的关系；然后，开发一个适
当的知识迁移方法，监督和半监督学习的方法都利用源语言
标注数据为目标语言训练一个情感分类模型。
这里有两种供跨语言情感分析选择的传统解决方案：
１）结合多分类器的集成学习［１４］，这是集成学习解决方案的先
驱，通过从不同的训练数据集学习多个分类器；２）迁移学习，
为从一种语言知识适应到另一种语言而发展的策略。目前，
大多数研究都探索迁移学习，专注于知识的适应。比如，Ｗａｎ
等［１５］应用一个监督的协同训练框架反复地适应从两种语言
学习到的知识。所有这些方法都依赖于机器翻译来建立语言
连接。
同时，未标注的并行数据也拉近了两种语言之间的差距。
为了用ＥＭ算法解决特征覆盖问题，文献［１６］利用未标注的
并行数据学习未登录情感词。同样，文献［１７］为了缓解数据
稀疏性问题，使用未标注的并行数据进行特征聚类。他们也
利用未标注并行数据来减少由于机器翻译、知识迁移产生的
噪音和不正确的情感标记带来的负面影响。然而，并行数据
也是一个稀缺资源。
一些现有的基于跨语言情感分析方法的迁移学习试图通
过检查标签一致性来解决由错误标记引起的噪声知识问题。
例如，为了过滤掉中文里不自信的标签，文献［１８］提出了一种
监督学习方法，通过对英文中人工标注的标记和翻译的中文
中被分类器预测的标记来检查标记的一致性。文献［１９］的工
作虽然考虑了两种语言之间的知识迁移，但利用的是相同的
思路。现有的大多数迁移学习方法由于迁移知识的错误，其
性能并没有达到一个较好的水平。相反，为了滤除由错误的
翻译导致情感变化的噪声知识，文献［２０］提出了融入迁移知
识的验证模型，针对知识迁移的不可靠性提出一种半监督学
习模型ＣｒｅｄＢｏｏｓｔ，在该模型中加入了知识验证和适应性识别
过程，进一步保证了迁移知识可信性和适应性。该方法在
ＮＬＰＣＣ２０１３英－中跨语言情感分类数据上获得了最高性能。
近年来，文献［２１－２２］提出用表示学习方法来解决跨语言
分类的问题。这些方法的目的是为不同的语言学习统一特征
表示。随着深度学习的兴起，共享深层表示（或嵌入）被应用
在跨语言情感分析研究中［２３］。通常，利用平行语料库中的成
对句子来学习跨语言的词向量，从而消除了对机器翻译系统
的依赖［２４］。双语词向量将训练数据和测试数据映射到一个
统一的空间中。文献［２５］将双语词向量运用于英文－中文跨
语言情感分析中。上述工作在双语词向量学习过程中都使用
了句子对齐。然而在情感分类过程中，只有在源语言的表示
被用于训练，而在目标语言的表示被用于测试，忽略了源语言
和目标语言之间的语义信息的相互作用。但是，高质量的双
语词向量依赖大型任务相关的平行语料库，这并不总是容易
获得的。同时，在双语词向量学习过程中虽然获取了跨语言
的语义相似性，但忽略了文本的情感信息。即，由于缺乏明确
的情感信息，从未标注的平行语料库学习到的双语词向量不
是足够有效的。双语词向量学习算法专注捕获跨语言语法和
语义的相似性，忽略了情感信息。到目前为止，许多针对情感
分类问题的词向量学习算法被提出，这些算法将情感信息融
入到词向量中。文献［２６］提出了一种概率模型，其结合无监
督和监督的技术来学习词向量，捕捉语义信息以及情感信息。
文献［２７］将情感标签引入到神经网络语言模型中，提高了词
向量的情感表达能力。文献［２８］首次提出了双语情感词向量
模型，其对原始训练数据和相应的翻译进行线性映射，而不是
采用深度学习技术。文献［２２］重点聚焦用深度学习技术学习
双语情感词向量Ｂ－ＳＷＥ。针对跨语言情感分析，文献［２９］提
出了一种以降噪自动编码器为基础的方法来学习双语词向
量，将文本的情感极性融入到双语词向量中。文献［２９］不同
于采用并行语料来学习双语词向量，该技术仅仅使用训练数
据和对应的翻译来学习双语情感词向量。更重要的是，在跨
语言情感分析里，为了增强性能，将情感信息集成到了双语词
７４第６Ａ期 拥　措，等：短文本情感分析的研究现状
向量中。提出了一种同时为源语言和目标语言学习文本向量
表示学习的方法，建设了一个直接学习文档来表示的双语文
档表示学习模型ＢｉＤＲＬ，语义和情感的相关性被用来映射双
语文本到相同的向量空间中，该方法在一个多语言多领域的
亚马逊评论数据集上的跨语言情感分析实验性能良好。文献
［３０］还提出了一个基于注意力机制的双语表示学习模型，用
于在源语言和目标语言中学习文档的分布式语义。在每种语
言中，使用了长短期记忆神经网络来对文档进行建模，同时，
还为双向长短期记忆神经网络提出了一种层次化注意力机
制。句子级别的注意力模型学习一个文档中哪个句子在确定
整体情感方面更为重要，而这个词级别的注意力模型学习在每
一个句子中哪个词具有决定性的作用。这个模型在一个基准
数据集上的英－中跨语言情感分析任务上取得了较好的结果。
３　社交媒体文本的情感分析
推特包含在不同话题方面的各种评论文本，对于情感分
析，这些表达不同观点的文本是一个丰富的资源。由于社交
媒体和在推特中使用的是非正式语言，对社交媒体和推特进
行情感分析是一项具有挑战性的任务。社交媒体上的语言含
有俚语，拼写不规范，且词汇随着时间进化，因此为标准语言
建设的资源不能很好地应用于社交媒体文本的分析中。随着
社会媒体网站的激增，挖掘社会媒体文本的需求应运而生。
因此，通过从社交媒体文本中抽取情感词典为社交媒体进行
情感分析的很多解决方案被提出［３１］。
近年来，推特的情感极性受到了极大的关注。大部分研
究工作将推特的情感分类看成是文本分类的一个特例。特别
地，文献［３２］在ＳｅｍＥｖａｌ　２０１３推特情感分类任务上建立了最
好的系统，使用了不同的情感词典和各种人工特征。文献
［３１］提出情感特定的词向量，它能提供比目前使用不同词表
示的最好系统更好的性能。然而，目前针对推特情感分类的
词向量模型有两个缺点：１）每个词产生一个词向量，不管这个
情感词是否是多义；２）大部分方法在词向量空间里忽视了推
特的主题信息，而这个信息决定了多义词在具体上下文中的
特定含义。
目前，推特情感分析研究采用的方法聚焦在特征工程上。
一个情感分类器的性能很大程度上依赖于特征表示的选择。
为了获得更好的性能，很多不同的特征学习方法被相继
提出［３３－３５］。
最近的研究为情感分类探索学习低维、稠密和实数值的
词向量。文献［２６］提出了一个概率文档模型。文献［３１］设计
了３种神经网络模型，以从含有积极和消极表情符号的推特
中学习词向量。这些方法与线性或神经网络分类器结合时，
显示出了可喜的结果。对于推特情感分类，目前存在的大部
分模型针对每个词用一个单独的分布式表示，而在情感分类
问题中，因为词经常是多义，每个词在不同话题下可以含有不
同的情感极性。
４　资源稀缺语言的社交媒体文本情感分析
目前，大部分情感分析研究的主要语种对象是英语，对资
源稀缺语言的情感分析研究得较少，特别是在社会媒体文本
上的研究更少。本文将国外阿拉伯语和国内藏语作为代表，
分析了资源稀缺语言的情感分析研究现状。
４．１　阿拉伯语推特情感分析
文献［２６］建设了一个阿拉伯语的社会媒体情感数据集，
它包括约１００００条推特数据，这些数据被分类为客观、主观积
极、主观消极、主观混合；通过对数据集进行标准划分，进行了
四分类的情感分析实验。文献［３７］试图在阿拉伯语的推特情
感分析方面弥合差距，而阿拉伯语推特缺乏非正式语言领域
的情感词典。他们从大型的推特数据集中抽取产生了两个情
感词典，并且仅用简单的基于词典的评价方法就在情感分类
任务中取得了较好的性能。文献［３８］描述了一个不依靠任何
人工资源、自动学习情感词典的有效神经网络方法。该方法
利用了推特中的表情符号，使用了词与表情符号之间的
ＰＭＩ，定义了词的情感属性，通过使用这些来预测推特情感标
签，从而学习到了更好的情感词汇。该方法在英语和阿拉伯
语上取得了较好的性能。
４．２　藏文微博文本的情感分析
文献［３９］对藏文文本进行情感分类，他们从藏文网站、博
客、论坛中挑选感情色彩明显的文章，通过藏语三级切分体系
对藏文文本进行分词和词性标注，并借助手工建立的藏文情
感分析用词表，与已有的特征选择方法相结合，提取了情感特
征，用相似度分类算法进行藏文文本的情感分类。文献［４０］
通过借鉴中文微博情感分析中较为常用的基于统计的方法和
基于词典的方法来对藏文微博进行情感分析，并通过实验的
方式发现基于藏文词典的藏文微博情感分析的准确率明显高
于基于ＴＦ－ＩＤＦ的藏文微博情感分析的准确率。文献［４１］结
合藏文句法结构和语义特征向量构建语义特征空间，提出了
一种基于语义空间的藏文微博情感分类方法。该方法使用句
法树构造情感语义空间，并在多维特征空间中进行聚类，从而
得到语义簇，并通过计算语义簇的 ＴＦ－ＩＤＦ值实现藏文微博
的情感分类。
结束语　本文对情感分析的几种研究方法和目前的研究
热点领域进行了研究现状的综述。综合以上分析可知，目前
大部分的研究方法已从原来的传统机器学习的方法转移到利
用神经网络的方法，也开始重视结合语言学的知识，同时，在
构建社交媒体文本情感词典上，目前已从人工构建方式转移
到自动构建。然而，目前对社交媒体上资源稀缺语言的情感
分析工作才刚起步。
由于社交媒体短文本与普通文本有很多不同，如未登录
词多、文法不规范、数据稀疏和多语言文本混合等问题，目前
很多研究中未提及对社交媒体短文本进行规范化等预处理，
而短文本情感分析之前的预处理方法对情感分析有着很大的
影响，例如，对社交媒体文本的新词识别。对数据集预处理方
法的不同，会导致各类研究的性能结果无法直接比较。
虽然利用神经网络进行情感分析有着较明显的性能优
势，但对于资源稀缺的语言，利用深度学习进行情感分析，需
要大量数据和可利用的资源，然而目前资源稀缺语言的网络
资源十分有限，特别是有标注的资源。为此，利用跨语言的方
法对资源稀缺语言进行情感迁移学习已成为一种可行的解决
方法。同时，若能进一步结合资源稀缺语种的语言学知识，如
情感词典、否定词、词性等，将能提升情感分析的性能，更有利
于细粒度的情感分析研究。对于资源稀缺语言而言，目前开
展研究的最大障碍是缺乏权威的数据集和情感资源。为此，
为资源稀缺语言构建一个权威的数据集和情感资源，将能大
力推动情感分析的研究。
８４ 计 算 机 科 学 　２０１８年
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　　　 （下转第６８页）
９４第６Ａ期 拥　措，等：短文本情感分析的研究现状
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