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ABSTRACT
Continuum thermodynamic constitutive phase field models are developed to sim-
ulate the rate dependent, thermomechanical response and precipitate formation in
shape memory alloys (SMAs). The two models are based on the application of the
balance of configurational forces, a scalar order parameter (a phase field) and atomic
concentration to extend standard continuum thermodynamics approach. Constitu-
tive field equations that capture the kinetics of solid-solid martensitic phase tran-
sition in SMA and the diffusion mediated precipitate formation in an elastic solid
are developed. The coupled set of thermodynamically consistent field equations re-
sults from balance of configuration forces, balance of linear momentum, balance of
energy and balance of atomic species mass. The field equations capture the ki-
netics of phase transition, deformation and elastic wave, heat transfer and atomic
diffusion respectively. The first model is thermomechanical and is used to simulate
the macroscopic response of SMA such as pseudoelasticity; transformation induced
pseudo-creep, stress relaxation as well as the effect of cooling rate on mechanical and
thermally induced phase transformation of SMA. The second model couples diffusion
with elasticity to simulate growth and coarsening of precipitate and experimentally
observed concentration depletion near the precipitates Results of the simulations of
the macroscopic SMA response are in very good agreement with experimental ob-
servation. Simulations suggest that rate dependent and complex thermomechanical
response of SMA are due to the interaction of an inherent time scale ( as well as
length scale) of phase transformation, introduced through the balance of configu-
rational forces, with other time scales. This work contributes to improved SMA
ii
modeling, scientific understanding and design. In particular, for aerospace applica-
tion under stringent requirement and severe environmental conditions. Contribution
of fundamental use of balance of configurational forces to extend continuum thermo-
dynamic modeling is demonstrated.
iii
DEDICATION
Humbly dedicated to the only begotten Son of God-Jesu Kristi ti Nasareti-who
is my savior and Lord ( olugbala ati Oluwa mi) and to the closest people he has
brought into my life for divine stewardship in His infinite mercy-my wife Elizabeth
Oyenike Agboola, my son Toluwani David Agboola and my daughter Ayanfeoluwa
Achsah Agboola
iv
ACKNOWLEDGEMENTS
Obtaining a PhD degree is a climax of many years of official student life until
now. However, these achievements and the quality of this work will not be possible
without the investment of many great people that God has brought into my life.
Therefore, my first thanks goes to God and father of my Lord Jesus Christ who
died to redeem me unto divine adoption as a son of God. Second, I will like to
thank both my parents and my wives’ parent as well as our siblings. I can not but
mention the investment of my mum and dad who labored to ensure I get quality
education and christian heritage. Words can not quantify how much I am grateful
for your parenthood. Special thanks goes to my wife and children for their support
throughout my study.
I want to thank all of my teachers from my nursery school days up till my PhD
education. You are all wonderful teachers. Consequently, I will like to say thank you
to Prof. Dimitris C. Lagoudas for advising my PhD Work. Dr. Benzerga’s meticulous
approach to teaching continuum mechanics is invaluable. In the same vein, I must say
very clearly that without Prof. Jay. R. Walton’s in-depth, methodical and thorough
teaching of the mathematical foundation of continuum mechanics; this work will not
be of the quality it is. Thank you so much Prof. Walton. I want to thank Dr.
Arroyave for his contribution as a committee member for this PhD work. It is a
privilege to have Prof. Reddy in any PhD committee and mine is not an exception.
Everything I know in finite element is connected to his ingenuity in contributing
to the development of this numerical approach. I must say a big thank you to
Prof. Walter Bradley for standing by me when the going was getting tough. His
recommendation and support until I was able to finish my PhD work is invaluable.
v
I also want to say thank you to Dr. David A. Jack for being a friend and en-
couragement throughout my study at TAMU after serving as my advisor for Masters
degree at Baylor University.
Finally, I will like to thank all of my friends at Texas A and M University in
particular Oluwafemi Oyedokun who was there to listen to my dry run whenever I
had presentation. Thanks to all of my other friends at the department of Aerospace
Engineering, members of Center for intelligent Multifunctional Materials and Struc-
tures (CiMMS) (formerly Texas Institute for Intelligent Materials and Structures
(TiiMS)) as well as SmartLab members.
vi
TABLE OF CONTENTS
Page
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
TABLE OF CONTENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xviii
1. INTRODUCTION AND LITERATURE REVIEW . . . . . . . . . . . . . 1
1.1 Introduction to Shape Memory Alloys and Their Phase Transforma-
tion Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Characteristic Macroscopic Phenomena of Engineering Significance in
SMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.1 Shape Memory Effect . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.2 Pseudoelasticity . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.3 Thermally Induced Phase Transformation under Constant Load 13
1.3 Brief History of SMA . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4 Application of Shape Memory Alloys . . . . . . . . . . . . . . . . . . 14
1.4.1 Potential Applications . . . . . . . . . . . . . . . . . . . . . . 15
1.5 Introduction on Experimentation and Characterization of SMA . . . 17
1.5.1 Introduction of Precipitation and Influence on SMA Response 21
1.6 Introduction to SMA Modeling . . . . . . . . . . . . . . . . . . . . . 23
1.6.1 Continuum Phase Front Approaches . . . . . . . . . . . . . . 25
1.6.2 Phase Field Modeling . . . . . . . . . . . . . . . . . . . . . . . 27
1.7 Research Goal and Objective . . . . . . . . . . . . . . . . . . . . . . . 29
1.8 Underlying Hypothesis and Influence on Methodology . . . . . . . . . 31
1.9 Layout of Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2. MODELING APPROACH: CONFIGURATIONAL FORCES BASED
PHASE FIELD APPROACH (CFPA) . . . . . . . . . . . . . . . . . . . . 34
2.1 Fundamental Approach to The Use of Configurational Forces . . . . . 35
vii
2.2 Some Important Definition and Nature of Configurational Forces . . . 40
2.2.1 Understanding Configurational Forces within Framework of
Classical Continuum Mechanics . . . . . . . . . . . . . . . . . 42
2.3 Application of Configurational Forces to Phase Transformation . . . . 43
2.4 Model Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.4.1 Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.4.2 Stress Measures Employed in Modeling . . . . . . . . . . . . . 48
2.4.3 Transformation Properties of Kinematic Field and Stress Mea-
sures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.4.4 Definition of the Derivatives Used in the Model Development . 50
2.5 Fundamental Balance Laws of Continuum Thermodynamics . . . . . 51
2.5.1 Balance of Mass . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.5.2 Balance of Configurational (micro) Forces . . . . . . . . . . . 52
2.5.3 Balance of Atomic Species Mass . . . . . . . . . . . . . . . . . 54
2.5.4 Balance of Linear and Angular Momentum . . . . . . . . . . . 54
2.5.5 Balance of Energy . . . . . . . . . . . . . . . . . . . . . . . . 55
2.5.6 Entropy Inequality: Second Law of Thermodynamics . . . . . 57
2.5.7 Summary of of Fundamental Thermodynamics Equations of
This Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.6 Thermomechanical Constitutive Modeling of Shape Memory Alloy . . 60
2.6.1 Thermomechanical Constitutive Assumptions . . . . . . . . . 60
2.6.2 Derivation of Constitutive Function for Thermomechanical Re-
sponse of SMA . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.6.3 Gibbs Free Energy Formulation . . . . . . . . . . . . . . . . . 67
2.6.4 Thermomechanical 3-D Field Equations . . . . . . . . . . . . . 69
2.7 Model for Thermomechanical Response for Linear Elastic Phases . . . 70
2.7.1 Linearized Field Equations . . . . . . . . . . . . . . . . . . . . 71
2.7.2 1-D Simplification of Constitutive and Field Equation . . . . . 72
2.7.3 Non-Dimensionalization of Field Equations . . . . . . . . . . . 74
2.7.4 Understanding the Meaning of Non-Dimensional Parameters . 79
2.7.5 Calibration to Experiment-Determination of Unknown Model
Coefficient in Terms of Experimental Parameters . . . . . . . 81
2.8 Derivation of Constitutive Response Function for Diffusion in Elastic
Solid Modeling of Precipitation in SMA . . . . . . . . . . . . . . . . . 83
2.8.1 3-D Field Equations for Diffusion in Elastic medium . . . . . . 86
2.9 Model Form in Linear Elastic Phases . . . . . . . . . . . . . . . . . . 87
2.9.1 3-D Field Equations Diffusion in Linear Elastic Medium . . . 88
3. NUMERICAL IMPLEMENTATION AND SIMULATION OF PRECIPI-
TATE GROWTH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.1 Numerical Implementation in COMSOL Multiphysics . . . . . . . . . 94
3.2 2-D Precipitate Growth Simulation . . . . . . . . . . . . . . . . . . . 96
viii
3.2.1 Diffusion Driven Growth of Inclusion in an Elastic Solid . . . 97
3.2.2 Discussion on Isotropic 2-D Growth of Single Precipitate . . . 99
3.2.3 Discussion on Isotropic 2-D Growth and Coarsening of Two
Precipitates . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.3 Effect of Material Anisotropy . . . . . . . . . . . . . . . . . . . . . . 102
3.4 3-D Precipitate Growth . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.4.1 3-D Growth of Elastically Isotropic Precipitate in an Isotropic
Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.4.2 3-D Growth of Cubic Precipitate in a Cubic Matrix . . . . . . 109
3.4.3 3-D Growth of Orthorhombic Precipitate in a Cubic Matrix . 110
3.4.4 3-D Coarsening of Orthorhombic Precipitate in a Cubic
Symmetric Matrix . . . . . . . . . . . . . . . . . . . . . . . . 112
4. MECHANICALLY INDUCED PHASE TRANSFORMATION USING
CFPA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.1 Numerical Implementation . . . . . . . . . . . . . . . . . . . . . . . . 114
4.2 Mechanically Induced Phase Transformation-Pseudoelasticity . . . . . 118
4.2.1 Initial Isothermal Result for Forward Transformation . . . . . 122
4.2.2 Full Isothermal Hysteretic Response . . . . . . . . . . . . . . . 127
4.2.3 Thermomechanical Coupled Response of SMA for Forward
Transformation . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.3 Rate Dependent Response due to Coupling Betweeen Environmen-
tal and Loading Condition on Pseudoelastic Forward Transformation
Response of NiTi SMA . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.3.1 Slow Displacement Controlled Loading of SMA in a Water En-
vironment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.3.2 Slow Displacement Controlled Loading of SMA in a Air Envi-
ronment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
4.3.3 Slow Displacement Controlled Loading of SMA Insulated from
the Environment . . . . . . . . . . . . . . . . . . . . . . . . . 138
4.3.4 Effect of Tensile Loading Rate on SMA Operating in Air En-
vironment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
4.3.5 Nominal Strain-Local Strain Response . . . . . . . . . . . . . 143
4.4 Mechanically Induced Phase Transformation-Pseudo-
Viscoelasticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
4.4.1 Stress Relaxation under Constant Strain in SMA . . . . . . . 149
4.4.2 Transformation Induced Pseudo-Creep . . . . . . . . . . . . . 159
4.4.3 Parametric Study of Kinetic Modulus and Gradient Energy
Coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
5. THERMALLY INDUCED PHASE TRANSFORMATION USING CPFA . 170
ix
  
 
 
 
 
 
 
 
 
 
                                                                   
 5.1 Effect of Cooling Rate on SMA Actuation Response . . . . . . . . . . 171
 5.2 Initial Boundary Value Problem . . . . . . . . . . . . . . . . . . . . . 177
 5.2.1 Simulation of the Effect of Cooling Rate for Single Nucleus and
 Transformation Front . . . . . . . . . . . . . . . . . . . . . . . 178
 5.2.2 Simulation of the Effect of Cooling Rate for Two Nucleus and
 Transformation Fronts . . . . . . . . . . . . . . . . . . . . . . 181
 5.3 Possible Grip Effect on SMA Response . . . . . . . . . . . . . . . . . 188
 5.3.1 Possible Experimental Set-up to Validate Grip Effect . . . . . 193
6. CONCLUSIONS, FUTURE WORKS AND RECOMMENDATIONS . . . 195 
 6.1 Future Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
 6.2 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  202 
APPENDIX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
x
LIST OF FIGURES
FIGURE Page
1.1 Typical phase diagram for SMA showing pseudoelastic and constant
load thermally induced phase transformaion paths . . . . . . . . . . . 2
1.2 Schematic of martensitic phase transformation from high symmetry
phase to lower symmetry phase . . . . . . . . . . . . . . . . . . . . . 3
1.3 Schematic representation of microstructural change during shape mem-
ory effect (SME) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Schematic of pseudoelastic stress-strain response under force controlled
loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.5 Schematic of pseudoelastic stress-strain response under displacement
controlled loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 Experimental results motivation for strain softening due to mate-
rial instability and difference in Nucleation and propagation stress
(Churchill et al [6]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.7 A diagram of the history of SMA (Shaw et al[7]) . . . . . . . . . . . . 13
1.8 Experimental results motivation for latent heat and moving front
(Reedlunn et al [8]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.9 Two dimensional SMA Thin Strip Experimental results showing Lud-
ers Band-Like Formation (Shaw and Kyriakides 1998 [9]) . . . . . . . 16
1.10 Two dimensional SMA Thin walled Tube Experimental results show-
ing Luders Band-Like Formation (Reedlunn et al 2014 [8]) . . . . . . 16
1.11 Experimental results motivation for rate dependent response (churchill
et al [20]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.12 Experimental results motivation for stress relaxation (Matsui et al [30]) 18
1.13 Experimental results motivation for creep at 1MPa/s loading (Matsui
et al [30]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
xi
1.14 Experimental results motivation for creep 5MPa/s loading (Takeda et
al 2013 [37]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.15 Typical differential scanning calorimetry (DSC) result for one Stage
transformation from austenite to martensite and vice versa show typ-
ical way to measure transformation temperatures and enthalpy of
transformation (∆H)related to the latent heat . . . . . . . . . . . . . 22
2.1 Schematics of continuum phase field approach showing classical ref-
erence and deformed configuration of a continuum body augmented
with postulated diffuse interface . . . . . . . . . . . . . . . . . . . . . 45
3.1 Chemical free energy as a function of the normalized concentration field 95
3.2 Stress field in the x-direction (σxx) around a coherent precipitate . . . 96
3.3 Stress field in the y-direction (σyy) around a coherent precipitate . . . 97
3.4 Pure diffusion growth of precipitate . . . . . . . . . . . . . . . . . . . 98
3.5 Concentration field around a circular precipitate in an isotropic matrix 99
3.6 Coarsening of precipitate under pure diffusion driven growth of pre-
cipitate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.7 Representation of (a) cubic symmetric (b) Orthorhombic symmetric
and (c ) Rhombohedral symmetric crystals . . . . . . . . . . . . . . . 101
3.8 Representative stiffness tensor for (a) cubic and (c) orthorhombic sym-
metric crytal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.9 Initial size and shape of the precipitate with cubic symmetric in a
cubic matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.10 Isotropic Equilibrium Size and Shape with coupled problem with Rhom-
bohedra inclusion and Cubic matrix . . . . . . . . . . . . . . . . . . . 104
3.11 Anisotropic elastic property on equilibrium Size and Shape with cou-
pled problem with Cubic inclusion and matrix . . . . . . . . . . . . . 105
3.12 Stress field around an equilibrium cubic symmetric precipitate in a
cubic symmetric matrix . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.13 Pure diffusion evolution of precipitate . . . . . . . . . . . . . . . . . . 107
xii
3.14 Concentration field around an equilibrium shape of cubic symmetric
precipitate in a cubic symmetric matrix . . . . . . . . . . . . . . . . . 108
3.15 3-D cubic precipitate simulations . . . . . . . . . . . . . . . . . . . . 109
3.16 3-D Evolution of cubic-orthorhombic matrix-precipitate from initial
to equilibrium configuration . . . . . . . . . . . . . . . . . . . . . . . 110
3.17 Dimensionless Von Misses Stress Field at some point during precipi-
tate growth showing obvious change in the stress field . . . . . . . . . 111
3.18 Multiple 3-D Evolution of cubic-orthorhombic matrix-precipitate from
initial to equilibrium configuration . . . . . . . . . . . . . . . . . . . 112
4.1 The interpolating polynomial functions for parameters in table 4.1 . 115
4.2 Derivative of the interpolating polynomials for parameter values in
table 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.3 The interpolating polynomial functions for parameter in table 4.2 . . 117
4.4 Derivative of the interpolating polynomials for parameters values in
table 4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.5 Schematics of initial-boundary value problem (IBVP) for displacement
controlled loading of SMA rod showing thermal, mechanical and order
parameters boundary conditions and intial conditions . . . . . . . . . 119
4.6 Stress-strain response for isothermal (without thermomechanical cou-
pling) condition under ˙ = 10−4s−1 . . . . . . . . . . . . . . . . . . . 122
4.7 Order parameter evolution characterizing phase transformation for
isothermal (without thermomechanical coupling) condition (Agboola
et al 2014 [108]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.8 Isothermal pseudoelastic stress-strain response under displacement con-
trol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.9 Interface evolution and accompanying temperature field due to local-
ized heat release and transfer (Agboola et al 2015 [109]) . . . . . . . 128
4.10 Interface evolution showing elongation of SMA rod . . . . . . . . . . 129
4.11 Temperature field under water ambient media . . . . . . . . . . . . . 130
xiii
4.12 Temperature field under air ambient medium . . . . . . . . . . . . . . 131
4.13 Temperature field under adiabatic condition . . . . . . . . . . . . . . 132
4.14 Nominal Stress and strain comparison for different ambient medium
under the same mechanical loading condition (Agboola et al 2015
[109]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.15 Order parameter field comparison for different ambient medium under
the same mechanical loading condition (Agboola et al 2015 [109]) . . 136
4.16 Temperature change field for different ambient medium under the
same mechanical loading condition. (Agboola et al 2015 [109]) . . . . 137
4.17 Temperature field for constant loading rate in Air. (Agboola et al
2015 [109]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.18 Temperature field for constatnt loading rate in Water.(Agboola et al
2015 [109]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
4.19 Stress-Strain plot under different strain rates in air environment.
(Agboola et al 2015 [109]) . . . . . . . . . . . . . . . . . . . . . . . . 141
4.20 Local strain-nominal strain response for different ambient medium un-
der the same mechanical loading condition at x = 20mm . . . . . . . 142
4.21 Local strain-nominal strain response for different ambient medium un-
der the same mechanical loading conditionat x = 30mm . . . . . . . . 143
4.22 Local strain-nominal strain response for different ambient medium un-
der the same mechanical loading condition at x = 40mm . . . . . . . 144
4.23 Local strain-nominal strain response for different ambient medium un-
der the same mechanical loading condition at rod end x = L . . . . . 145
4.24 Change in temperature-nominal strian response for different ambient
medium under the same mechanical loading condition at the end of
the rod x = L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
4.25 Stress relaxation in NiTi SMA within an air ambient medium for rep-
resentative NiTi parameter in table 4.1 (Agboola et al 2015 [109]) . 148
4.26 Simulated force controlled loading stress-strain response and transfor-
mation induced stress relaxation (Agboola et al 2015 [109]) . . . . . 150
xiv
4.27 Associated stress temperature field for stress relaxation with air ambi-
ent medium for parameter in table 4.1 plotted on the stress-temperature
phase diagram of the NiTi SMA (Agboola et al 2015 [109]) . . . . . . 151
4.28 Force controlled loading Stress-Strain response and Stress against time
during elastic response,partial transformation and stress relaxation.
(Agboola et al 2015 [109]) . . . . . . . . . . . . . . . . . . . . . . . . 152
4.29 Order parameter field showing evolution of transformation front dur-
ing partial transformation (Agboola et al 2015 [109]) . . . . . . . . . 153
4.30 Order parameter field showing evolution of transformation front dur-
ing relaxation (Agboola et al 2015 [109]) . . . . . . . . . . . . . . . . 154
4.31 Isothermal stress relaxation during constant strain under stress rate
of 1 MPa/s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
4.32 Simulated stress relaxation phenomena for coupled isothermal dis-
placement and order parameter field equation under 30 MPa/s sress
loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
4.33 Simulated stress relaxation phenomena for fully coupled thermome-
chanical field equation under 30 MPa/s sress loading . . . . . . . . 157
4.34 (a) Stress strain response during partial transformation and creep in
SMA (b) Change in temperature field during partial transformation
(Agboola et al 2015 [109]) . . . . . . . . . . . . . . . . . . . . . . . . 159
4.35 (a) Change in stress with time (b) Change in stain with time (Agboola
et al 2015 [109]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
4.36 Order parameter change showing transformation front evolution dur-
ing (a) partial transformation and (b) strain accumulation (creep)
under stress arrest (Agboola et al 2015 [109]) . . . . . . . . . . . . . . 161
4.37 Change in temperature accompanying (a) partial transformation and
(b) strain accumulation at constant stress (Agboola et al 2015[109]) . 162
4.38 Isothermal creep of SMA under constant stress . . . . . . . . . . . . . 163
4.39 (a) Isothermal strain vs time (b) Isothermal stress vs time for creep
of SMA under constant stress . . . . . . . . . . . . . . . . . . . . . . 164
4.40 Parametric study of effect of gradient energy coefficient (λ) under 1
MPa/s loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
xv
4.41 Parametric study of effect of gradient energy coefficient (λ) under 30
MPa/s loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
4.42 Parametric study of effect of gradient energy coefficient (λ) under
displacement controlled loading . . . . . . . . . . . . . . . . . . . . . 167
4.43 Parametric study of effect of Kinetic coefficient (τ) under displacement
controlled loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
4.44 Parametric study of effect of Kinetic coefficient (τ) under force con-
trolled loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
4.45 Parametric study of effect of Kinetic coefficient (τ) under force control
controlled loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.1 DSC Experimental result on the effect of cooling rate on Ms for equi-
atomic NiTi (S.H. Chang, S.K. Wu 2008 [114]) . . . . . . . . . . . . . 173
5.2 DMA Experimental result on the effect of cooling rate on Ms for
equiatomic NiTi (S.H. Chang, S.K. Wu 2008 [114])) . . . . . . . . . . 174
5.3 Effect of cooling rate on SMA response (Nurveren et al 2009 [116]) . . 175
5.4 IBVP for load biased thermally induced phase transformation (actu-
ation) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
5.5 Strain-temperature response for single nucleus showing the effect of
cooling rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
5.6 Strain-temperature response for SMA response under two nucleation
sites intial condition . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
5.7 Change in response time of SMA based on cooling rate . . . . . . . . 182
5.8 Order parameter initial condition-two nucleation sites . . . . . . . . . 183
5.9 Evolution of phase transformation stage 2 . . . . . . . . . . . . . . . 184
5.10 Evolution of phase transformation stage 3 . . . . . . . . . . . . . . . 185
5.11 Order parameter field representing progress of phase transformation
for two nucleation site . . . . . . . . . . . . . . . . . . . . . . . . . . 186
5.12 Temperature change during cooling of SMA for two nucleation site for
different cooling rate . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
xvi
5.13 Strain-temperature field a new nucleation during transformation due
to grip conduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
5.14 Temperature Field accompanying simulation before transformation
begins with boundary convection allowed . . . . . . . . . . . . . . . . 190
5.15 Order parameter and new nucleus . . . . . . . . . . . . . . . . . . . . 191
5.16 Temperature field on the specimen for new nucleation during trans-
formation due to grip conduction . . . . . . . . . . . . . . . . . . . . 192
xvii
LIST OF TABLES
TABLE Page
4.1 Properties for simulation except otherwise stated . . . . . . . . . . . 123
4.2 Properties for simulation . . . . . . . . . . . . . . . . . . . . . . . . . 123
xviii
1. INTRODUCTION AND LITERATURE REVIEW
Very few materials possess such a rich combination of complexity and promise of
use as shape memory alloys (SMA). A major challenge to the use of SMAs is that they
are very hard to work with due to complex thermomechanical response. Therefore
their use as structural and active components in the form of wires, rods, spring and
in other forms have necessitated very active experimental and theoretical research
in many field of engineering [1]. It has been reported that so many papers, patents
and inventions have resulted from prevalent research on SMA across the globe [1].
However, there is still need for improved experimental and theoretical study of SMA
to enhance their scientific understanding and industrial use. Therefore, this work is
a contribution toward improved understand and use SMAs within existing industrial
applications and to open insight into new ground to harness the potential of SMAs
based on improved theoretically aided scientific understanding. Like any engineering
materials, the relationship among processing, structure, properties and performance
of SMA is what result in their macroscopic properties. SMAs undergo solid-solid
reversible, thermomechanical hysteretic phase transformation, which result in their
characteristic complex macroscopic response. SMAs are choice material when high
work density is needed although their use if often limited due to lower actuation
frequency and bandwidth.
1.1 Introduction to Shape Memory Alloys and Their Phase Transformation
Behavior
Two basic type of transformation, in terms of atomic motion, is known in the ma-
terial science community, these include diffusional and diffusionless transformation.
Diffusional or ”civilian” transformation involves long range motion of atomic species
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Figure 1.1: Typical phase diagram for SMA showing pseudoelastic and constant load
thermally induced phase transformaion paths
relative to their initial neighboring atoms. On the other hand, diffusionless phase
transformation proceeds in a manner such that atoms retain their relative position
to adjacent atoms as they undergoing ”military” rearrangement [2]. A review on
phase transformation can be seen in Olson and Owen (1992). SMAs along with some
multifunctional materials such as ferroelectric, ferromagnetic and high temperature
superconducting ceramic alloys among others undergo a diffusionless phase transi-
tion. SMA can exist and co-exist in two solid states (i.e. austenite and martensite)
with each phase differing in their crystal structure. Each phase is stable (or pre-
ferred) under suitable condition of stress and temperature. Austenite is the phase
that is stable at high-temperature phase while martensite is the phase that is stable
at low temperature. Since a particular phase is preferred under condition of stress
2
Figure 1.2: Schematic of martensitic phase transformation from high symmetry phase
to lower symmetry phase
and temperature, thermodynamically, it is possible for SMA to transform between
the two phases as the mechanical and thermal condition changes. The region of sta-
bility of each phase is often represented in the stress-temperature phase diagram for
engineering purposes (see figure 1.1). As mentioned earlier and as the name suggests,
SMA possess characteristic shape memory behavior. The shape memory observed
in SMA is a manifestation of martensitic transformation. Martensitic transforma-
tion is a structural phase change that is diffusionless, displacive and discontinuous.
Thermodynamically, it is a first order crystalline phase transformation. In this kind
of transformation, the molecular or lattice structure of SMA changes abruptly at
particular temperature. Introduction to martensitic transformation can be found in
3
Figure 1.3: Schematic representation of microstructural change during shape memory
effect (SME)
the work of Schetky,while a detailed discussion of microstructural and metallurgical
description of SMA can be found in the work of Battacharya [3] and Otsuka and
Wren. Martensitic transformation in SMA can be illustrated with a schematic di-
agram as shown in figure 1.2. Of all the different SMA compositions, NiTi SMAs
have enjoyed the most wide-spread use because they are the most technologically
and commercially useful SMAs. These alloys have received intense scientific atten-
tion ever since their discovery in 1963. Second to NiTi among the commercially
available SMA is Cu-Zn-Al alloys which is a Cu-based shape memory alloys (SMAs)
and they have been studied since 1970 by L. Delaey. Cu-Zn-Al Alloy have been
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shown to exhibit some superior properties next to NiTi such as high ductility, lower
cost, good resistance to inter-granular fracture and excellent electrical and thermal
conductivity
To describe the behavior of typical SMA, figure 1.2a is a 2-D schematic rep-
resentation of an austenite phase that is assumed to arrange in a square lattice,
which at a critical temperature undergoes an abrupt change to form different variant
of martensite (figure 1.2 b and c) that are arranged in rectangular lattice. This
abrupt change does not involve any change in the relative position of the atoms
although significant distortion of the unit cell is observed. The above representa-
tive transformation will be observed at some critical temperature (Ms) (often called
martensite start) upon cooling of an SMA component. Once reheated, the SMA
rectangular structure reverts back to the square lattice (austenite) structure (see fig-
ure 1.2a) at another critical temperature (called austenite start As), which points
to the fact that martensitic transformation in SMA is crystallographically reversible
and hysteretic. Martensitic transformation is again a displacive (no diffusion) and
first order transformation (it involve abrupt changes in lattice parameter). When a
single or polycrystalline SMA is cooled from a high temperature (where austenite
is the stable phase), a particular critical temperature is reached where a portion of
the lattice suddenly transform into a structure that is energetically preferred at the
lower temperature (which is martensitic structure). The sudden appearance of the
new phase is called nucleation in the material science literature. The small portion
that is transformed begins to grow, into the other parts of the SMA that are still of
the high temperature stable structure. As the new structure grows or accrete over
the existing ones (other nucleation sites may still occur). It is known that as the
temperature continues to decrease below this critical temperature (Ms), martensite
nucleates and the interface between the two phases (which is a phase boundary) be-
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gins to propagate into the existing structure that is stable at the high temperature.
So, phase transformation is essentially a propagation of phase boundary of a nucle-
ated second phase into initially stable phase. The high temperature stable phase is
transformed into the low temperature stable phase (martensite) as material points
cross the moving front. During heating, the entire material would have transformed
at an austenite finish temperature (Af ). Similarly, during cooling the entire mate-
rial would have transformed at a martensite finish temperature Mf . One thing to
note, however, is that the reversible phase transformation in SMA is accompanied
by hysteresis (manifested by a difference between the critical transformation tem-
perature during heating and cooling),which may range from a few to hundreds of
degrees Celsius for different SMA compositions. The primary mechanism behind this
dissipative behavior is the phase transformation itself. The reversible solid to solid
phase transformation can occur under mechanical loading and thermal stimulus. The
size and other characteristic features of the hysteresis depend on the loading rates
as well as the temperature at which the test takes place. Ability to model these fea-
tures is important to aid the design of SMA for use in engineering applications. In
terms of the microstructure, because of the difference between the high symmetry of
the austenite phase and the low symmetry of the martensite, SMA transforms from
austenite to martensite by forming multiple variants in difference region of a typical
SMA device or components. The reason is explained by the propensity of the SMA
crystal to form independent nucleation events and transform into different shapes by
taking on combination of different energetically favored variants. The transforma-
tion process explained earlier is for an idealized two-phase SMA wherein variants of
martensite are indistinguishable. The real mechanism though involves the formation
of several variants of martensite when, say, an SMA wire is cooled from the austenite
phase to below a critical temperature Ms. Below this temperature, different region
6
of the SMA transform into variants of martensite in such a way to form twins such
that there is no net macroscopic change of the wire. Such an arrangement is called
”self-accommodated” martensite as it accommodate the deformation imposed by each
variants. (See figure 1.3b). Self-accommodated martensite results because of the
material’s propensity to maintain equilibrium by minimizing the energy of the sys-
tem. Upon deformation of the detwinned martensite, the deformation imposed by an
externally applied load could be accommodated by either rearranging the variants
or distorting the crystal. However, based on energetic reason, the material prefers
to rearrange the variants to detwinned martensite. The explanation is that it does
not cost energy to rearrange variants from one to another, since each variant possess
the same energy having been formed from the same parent phase. Therefore, the
material can change its shape at no energy cost. On the other hand, distortion of
the crystal will cost energy so the material would not prefer this mode. When the
load is removed, the material retains its shape as there is no energetic reason to
do otherwise since the energy of the variants are the same for both detwinned and
twinned martensite. Upon heating the material to a temperature As all the variants
transform back to austenite as this phase is energetically favored. Therefore, the
shape memory characteristic of SMA is result of multiple low energy state below Ms
and one low energy state above As.
1.2 Characteristic Macroscopic Phenomena of Engineering Significance in SMA
As noted earlier, SMA transform between two solid-state phases to produce
macroscopic deformation. SMAs can recover seeming permanent strains when sub-
jected to particular thermo-mechanical inputs. The shape recovery is driven by the
reversible martensitic transformation between solid-state phases that take place in
SMAs during thermal and/or mechanical loadings. The transformation results in
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two remarkable macroscopic phenomena (i.e. the shape memory effects (SME) and
pseudoelasticity). These properties can be harnessed using different loading path
in stress-temperature space. The SME is characterized by a recovery of permanent
deformation, induced by loading at a low temperature, when the SMA is heated.
Another way to harness the shape memory property is through thermally induced
phase transition, whereby the SMA is cooled under stress to a temperature sufficient
to transform the material into a martensite phase. The transformation can be under
constant or varying load. Subsequent heating will recover the seeming permanent
strain that was generated. Pseudoelasticity on the other hand describe the recov-
ery of large inelastic strain, generated based on mechanical loading of SMA at a
sufficiently high temperature where austenite is the stable phase, when the load is
removed. Engineering use of SMA relies on three major response based on transfor-
mation path of an SMA as represented by the phase diagram ( figure 1.1). They
are described in a little more details next.
1.2.1 Shape Memory Effect
As described in figure 1.3, SME in SMA describes the ability of an SMA to recover
seeming permanent strain induced after initial cooling below Ms and to temperature
at which self-accommodated martensite is stable (see figure 1.1). This seeming per-
manent deformation which is retained upon removal of load at lower temperature is
recovered after reheating the SMA to temperature above that which austenite is the
stable phase. To further explain this phenomenon from the microstructural point of
view, consider an SMA wire that is initially in the high temperature (where austenite
is stable) figure 1.3a. If the SMA is cooled, at a critical temperature, the austenite
transform to martensite. However, because of the difference in typical symmetry of
austenite (higher) and martensite (lower), different variants are formed in different
8
Figure 1.4: Schematic of pseudoelastic stress-strain response under force controlled
loading
region of the SMA wire. These different variants, with the intent to minimize energy
at lower temperature and stress, tend to arrange themselves in such a manner that
no net macroscopic change in shape is observed by the SMA. Upon application of
mechanical load at the lower temperature and stress state where self-accommodated
martensite is preferred, as the stress increases to a particular critical stress σs the
SMA accommodates the distortion by rearranging the different variants that was
initially formed (see figure 1.1). The energetic argument behind how SMA deform
is explained by the fact that the materials prefers to remain in the state with the
least energy under given conditions. So when the load is applied, the SMA rearrange
the variants (detwin) rather than distort the crystal lattice. The distortion of crystal
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Figure 1.5: Schematic of pseudoelastic stress-strain response under displacement
controlled loading
lattice cost energy) but the reorientation does not (see figure 1.3) since all variants
comes from the same parents, thereby possessing the same energy. Now, upon re-
moval of the load, the SMA retains its macroscopic deformation by maintaining the
deformed or detwinned microstructure because the energy of the ”reoriented” or
detwinned martensite variants and the self-accommodated martensite are the same
(being made of variants whose energy are not different). Now, upon subsequent
heating of the SMA As all the variants transforms back to the lower energy state
(austenite) and initial configuration thereby recovering the imposed seeming perma-
nent deformation at lower temperature.
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Figure 1.6: Experimental results motivation for strain softening due to material
instability and difference in Nucleation and propagation stress (Churchill et al [6])
1.2.2 Pseudoelasticity
The phenomenon of pseudoelasticity or supereleasticity is displayed by most
SMA. The stress-strain response as represented in figure 1.4. Classical view of the
phenomenon involves large recoverable strain beyond the elastic response of SMA.
To describe the phenomena of pseudoelasticity, consider an SMA wire that is at a
temperature above which austenite is the only stable phase, if mechanical load is
applied without externally imposed temperature change, the material responding in
an elastic manner (figure 1.4). When a critical stress level is reached, the mate-
rial begins to transform from austenite to martensite resulting in large deformation
(figure 1.4). After the material is completely transformed to martensite, the ma-
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terial now begins to respond in an elastic manner in the martensite phase. Upon
unloading of the wire, once it reaches the critical unloading stress level at point, the
large deformation is recovered at an almost constant stress level if the loading rate
is slow enough to neglect inertial effect. The ability of pseudoelastic SMA wire to
recover large deformation is the reason why it is often called superelastic. For NiTi
wire, strain ranging from 5− 8% can be recovered. The underlying crystallographic
mechanism for the pseudoelastic response of SMA is to the stability of microstruc-
ture at different stress and temperature state. So, when an SMA wire is initially in
the austenite phase, it deforms the austenite in an elastic manner. Once the crit-
ical load is reached, stress-induced martensite is favored energetically. As portion
of the SMA wire begins to transform, the large strain is produced. Once the entire
wire is transformed to stress-induced martensite, the material then responds in an
elastic manner in the martensite phase. Upon removal of the load, the elastic strain
is recovered in the martensite phase until a critical load below which austenite is
energetically favored. Since the stress-induced martensite is at a higher energy state
than the austenite phase at lower stress for a constant temperature, the crystal struc-
ture begins to transform to austenite as stress induced martensite becomes unstable
with unloading. At this point, the large deformation resulting due to austenite-
martensite transformation is recovered. It has been observed experimentally that
the pseudoelastic response differs for displacement controlled loading in that there is
an observed difference in the critical stress for nucleation of a new martensite phase
and the stress for propagation because of material instability[4, 5, 6]. The same
behavior is observed during unloading of the SMA (see figures 1.5 and 1.6 )
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Figure 1.7: A diagram of the history of SMA (Shaw et al[7])
1.2.3 Thermally Induced Phase Transformation under Constant Load
In addition to pseudoelasticity and the shape memory effect (SME), there is
another manifestation of the shape memory behavior of SMA, it is the thermally in-
duced phase transformation under constant load. In this case the SMA is subjected
to a constant load at a temperature above Af where austenite is the only stable
phase. Upon cooling under constant load, the SMA transform from the austenitic
structure to a detwinned martensite once the temperature drops below Ms and stress
is above σs in figure 1.1. Different region of the SMA transforms and the transfor-
mation fronts begins to propagate until the entire material is transformed. Upon
reheating to above As, the SMA transform back to austenite by nucleating austenite
within the detwinned martensitic material. This reversible transformation results in
generation of transformation strain and its recovery upon reheating accompanied by
hysteresis. This transformation path is used for tensile or compressively loaded SMA
actuators. Regardless of whether the SMA is loaded in tension or compression, the
transformation temperature increases with the magnitude of the applied load in a
somewhat linear manner or at least very close to linear. This is represented in the
figure 1.1
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1.3 Brief History of SMA
The discovery of shape memory alloys date back to the mid-1900s to late 1900s.
Most SMA contains precious metals and can be used either in the single crystal
or polycrystalline form, which do not lend them to practical use in commercial ap-
plications. Among the many SMA available, Cu-based alloys such as CuAlZn and
NiTi (Nitinol) are the most widely used SMA. NiTiNOL has the most widespread
use among others because of its best shape memory and pseudoelastic properties.
Nitinol was first discovered in the 1960s in the Naval Ordinance Laboratory where
the name -NOL was coined. Some other ternary alloys of NiTi are being developed
for high temperature use such as NiTiPt, NiTiNb, NiTiPd and NiTiHf. Figure 1.7
is a timeline showing the historical development of SMA
1.4 Application of Shape Memory Alloys
SMAs are now used in a large number of structural and functional applications
in the fields of aeronautical and aerospace engineering, biomedical, robotic, micro-
electromechanical (MEMS) devices and structural engineering etc. A detailed review
of the application of SMAs is given in a recent publication by Jani et al[1] . These
applications ranges from large scale (seismic, vibration damping civil structures)
as rods and beams to lower scale MEMS applications as micro-wire, micro-beams,
micro-tubes, thin films etc. SMAs are being increasingly studied, designed, and opti-
mized in several fields of science. Due to the improved properties of Cu-Zn-Al, they
have been used industrially as hydraulic couplings, anti-seismic dampers, fastening
devices; as active elements in the form of helical springs, wires, strips, sheets.
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Figure 1.8: Experimental results motivation for latent heat and moving front (Reed-
lunn et al [8])
1.4.1 Potential Applications
SMA are being researched and considered for use in biomimetic unmanned under-
sea vehicles, requiring dynamic response [10]. NiTi SMA actuators are commercially
available mainly in wire form . The two main types of commercially available NiTi
wires are (1) Flexinol and (2) Biometal fiber, and they have demonstrated in various
applications. Flexinol has been demonstrated for use in robot-eye systems [11], pros-
thetic hands [12, 13] and robotic manipulators[14]. Luchetti et al [15] demonstrated
an anti-glare rear-view mirror based on SMA actuation for automobile applications.
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Figure 1.9: Two dimensional SMA Thin Strip Experimental results showing Luders
Band-Like Formation (Shaw and Kyriakides 1998 [9])
SMA is being considered for use in expressive humanoid face that is capable of show-
ing real time facial expressions (see Tadesse and Jani et al [1] for details). Other
potential future application of aerospace significance might be in deployable space
antenna and tensegrity structures
Figure 1.10: Two dimensional SMA Thin walled Tube Experimental results showing
Luders Band-Like Formation (Reedlunn et al 2014 [8])
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Figure 1.11: Experimental results motivation for rate dependent response (churchill
et al [20])
1.5 Introduction on Experimentation and Characterization of SMA
As research towards design, optimization and application of SMAs increases,
experiments have been performed under load, displacement and temperature control.
Many works have been carried out in literature to investigate the thermomechanical
response of martensitic materials. The goal of such experiments is to characterize
the macroscopic response of SMA. According to Abeyaratne and knowles, based on
loading type, the experiments type can be grouped into: uniaxial tensile loading
experiments, multi-axial loading experiments, and high-rate experiments.[16]
Uniaxial tensile loading experiments : Quasi-static (slow in the sense that inertia
is negligible) tensile loading and unloading of SMA bars have been reported in the
17
Figure 1.12: Experimental results motivation for stress relaxation (Matsui et al [30])
literature, of which NiTi SMA has been the most technologically important. Some
of the works that have been carried out includes the works of Krishnan and Brown
[17], Gao and Brinson [18], Shaw and kyriakides[4], and Leo et al[19]. Depending on
the loading rate and ambient medium, the response of SMA will differ and exhibit
localized heating and cooling of the material. It has been observed for very slow
cooling at about 10−4s−1, that the process behind the response of NiTi SMA is
isothermal and as the loading rate increases localized heating and cooling at the
phase boundary occurs (see figure 1.8). Many other characteristic features result
from the complex interaction being the mechanical, thermal and phase transition
condition of SMA. For example under quasi-static loading rate, polycrystalline SMA
wires, strips and tubes have been observed to exhibit stress peak (during loading)
and stress valley (during unloading) which are followed by steady-state propagation
stress plateaus [4, 9, 21, 22, 23]. The inhomogeneous inelastic strain generated during
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Figure 1.13: Experimental results motivation for creep at 1MPa/s loading (Matsui
et al [30])
pseudoelastic loading has been reported to be due to the nucleation and propagation
of single or several fully transformed martensite bands, exhibiting Luders band like
features that is well known in plasticity, depending on the thermal condition (see
figures 1.8, 1.9 and 1.10). In general the features reported in experiments [4,
9, 21, 22, 23, 24, 25, 26, 27] are said to be due to complex interaction between
mechanical work, heat production, the prevailing heat transfer conditions and the
loading rate [28, 29]. Rate dependency in SMA response has been reported, which
includes observed strain and stress rate dependent stress-strain response (see figure
1.11), the pseudo-viscoelastic response (where SMAs behave like classical viscoelastic
material as they exhibit transformation induced creep and stress relaxation at low
temperature).[30, 31] ( see figures 1.12, 1.13, 1.14). A couple of experiments and
accompanying models have also been carried out to harness the thermally induced
transformation of SMA (see [32, 33, 34, 35]. Unlike the uniaxial tensile loading,
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Figure 1.14: Experimental results motivation for creep 5MPa/s loading (Takeda et
al 2013 [37])
experiments under multi-axial loading are fewer in the literature[16] . Other category
of experiments is the loading of SMA under high strain rate such as their responsne
to shock and Impact-loading[16, 36] . One major goal of this type of experiment is to
determine the impact speed and how they affect the speed of phase transformation.
Characterization and testing of SMA, which are useful for improved understand-
ing of SMA for design as well as to develop better models, can be very tricky for the
uninitiated. Recently, for the characterization of SMA wire, a series of papers was
published to avoid the pitfalls and learn the trick for characterization and testing
of SMA. The difficulty in SMA characterization and testing is due to their extreme
sensitivity to environmental and testing conditions. Unlike many other conventional
metallic alloys, there is no standardized testing and correct materials property ta-
bles yet for testing SMA because of its complex nonlinear, hysteretic, and extremely
temperature dependent behavior. This complexity makes SMA standardization to
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require more work. The work in this dissertation is a contribution towards ad-
dressing these need using computational modeling and analysis. The transformation
temperatures for start and finish of austenite and martensite, often determined by
the tangent to the peak of the exothermic and endothermic region of SMA DSC
thermogram as seen in figure 1.15, as well as the difference between the start and
finish temperatures are important factors in characterizing SMA
A lot of study have been carried out on SMAs since their discovery , but this work
will mostly focus on simulation of result for NiTi SMA because of the abundance
of commercial usage. Harnessing of pseudoelastic response of SMA for commercial
application necessitate their testing and characterization. Testing of SMA results in
characteristic stress-strain response and temperature field under thermo-mechanical
loading path. These response have great sensitivity to loading rates (see figure 1.11
and ambient medium due to interaction between the thermal state of the material and
the environment. The tests can be carried out under force or displacement control
and the measurement are carried out using several local and full field temperature
and strain measurement such as extensometer Digital Image Correlation (DIC) and
infrared images and thermography. Some of the observed characteristics features and
behavior of SMA pseudoelastic response of SMA will be itemized in details in chapter
3. Since most SMA used are non-stoichiometric, their properties and responses such
as transformation temperature and crystal structure will depend on the composition.
It often desirable to form precipitate in SMA to increase it resistance to plastic
deformation as it result in higher yield strength.
1.5.1 Introduction of Precipitation and Influence on SMA Response
In addition to macroscopic response of SMA, their microstructure is often ma-
nipulated by metallurgist to get desired macroscopic improvement. One often ma-
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Figure 1.15: Typical differential scanning calorimetry (DSC) result for one Stage
transformation from austenite to martensite and vice versa show typical way to
measure transformation temperatures and enthalpy of transformation (∆H)related
to the latent heat
nipulated microstructural feature is precipitate formation. Shape memory alloys,
including the high temperature ones, are often aged to form fine precipitates [38, 39,
40, 41, 42, 43, 44, 45, 46]. Particularly, fine Ni4Ti3 precipitates have been reported to
enhance strength of the austenite and limit the degree of plastic deformation during
martensitic transformation of NiTi. However precipitate formation alters the path,
transformation temperature and nature of deformation (e.g. degree of homogeneity
of the deformation in NiTi single crystal) in NiTi shape memory alloys[38, 39, 40].
The martensitic transformation temperature of shape memory alloy (e.g. NiTi) can
be altered by controlling size and density of Ni4Ti3 precipitates. Also the martensite
start temperature is also very sensitive to nickel concentration both in the bulk and
around the precipitate [40]. To observe these features, high accuracy and spatial
resolution of the experiments technique is required.
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1.6 Introduction to SMA Modeling
In order to aid in the design of SMA based device and components, models have
been developed. However, the development of models that focus on engineering
applications have remain a relevant challenge and it has experienced a very slow
progress over the last couple of years. Review of the available models can be found
in Birman [47], Lagoudas et al. [48], Patoor et al [49] and Paiva and Savi[50]. Of
all the different approaches, the continuum modeling is suitable for engineering use.
One major reason is the ease of implementation in finite element packages, particu-
larly for complex geometries. A modeling approach of SMA that is related to this
work is continuum two-phase modeling of SMA. Studies of the equilibrium of a two
phase elastic bar composed of a material with inhomogeneity, thereby comprise of
non-monotonic stress-strain response, was first studied by Ericksen (1975). The two
phase material is described by a strain-energy function that has two local minima.
Modeling of solid-solid phase transformation has been carried out afterwards using
several approaches. Phase front based modeling of SMA could be categorized under
this general continuum approaches for modeling two-phase materials. Works on the
subject of solid-solid phase transformation can be divided into two main parts. The
first approach use the principle of energy minimization of which the recent book by
Bhattacharya [3] and the article by James and Hanes did provide very comprehensive
discussion on this approach. On the other hand the second categories of study on
solid-solid phase transformation are related to the time dependent response of contin-
uum body under different thermo-mechanical loading processes. These methods seek
to understand the evolution of microstructure of materials at the microscale. At the
macroscale, the hysteretic macroscopic response of the material is the main concern.
Regardless of the details, it is desired to characterize and model the dissipation in
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SMA that is known to come solely from phase transformation. Among the contin-
uum modeling that are in the literature, there are three categories (1) phenomeno-
logical [51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65] (2) micromechanical
[66, 67, 68, 69, 70] and (3) phase front-based continuum models.[71, 72, 73, 74]. The
micromechanics-based models utilize information about the microstructure of the
SMA to predict the macroscopic response. Modeling of SMAs using this approach is
still an active area of research. Their disadvantage is that they require substantial
computational effort to analyze component response at the macroscopic scale. Phe-
nomenological models, on the other hand, do not directly capture material behavior
at the microscopic level, but consider energy potentials defined over homogenized ma-
terial volumes and employ methods similar to those of classical plasticity to capture
bulk behavior [74]. These approach trade microscopic accuracy for global compu-
tational efficiency as they are calibrated by parameters measured at the macroscale
through experimental observation. The third approach which is of importance to
this work is the phase front approach and will be discussed in details in the next
sub-section. Unlike the categorization above, Jaeger et al recently categorized SMA
models at the length scale of continuum thermodynamics. Based on this categoriza-
tion, the different route for constitutive equations from literature was categorized
into three, namely: empirical models, plasticity models, and energy-based models.
Empirical models use ansatz functions, fitted to measurements in the state space.
Plasticity models are models that rooted in classical theory of plasticity. Energy
base models are models that are more physically sophisticated and are based on the
free energy description of the material.[75]
24
1.6.1 Continuum Phase Front Approaches
The new modeling approach develop for SMA in this work can be categorized un-
der phase front based modeling (encompassing continuum phase field models) In 1991
Abeyaratne and Knowles treated the dynamics of phase transformations in elastic
bars [71]. They studied the compatibility of the field equations and jump conditions
of the one-dimensional theory of such bars. They included two additional constitu-
tive requirements: a kinetic relation controlling the rate at which the phase transition
takes place and a nucleation criterion for the initiation of the phase transition. A
special elastic material with a piecewise-linear, non-monotonic stress-strain relation
was considered, and the Riemann problem was analyzed for the material. For a large
class of initial data, they found that the kinetic relation and the nucleation criterion
together single out a unique solution to the problem from among the infinitely many
solutions that satisfy the entropy jump condition at all strain discontinuities. .In
the year that followed, they studied a 1-D thermo-elastic solid capable of undergoing
either mechanically- or thermally- induced phase transitions. They constructed a
Helmholtz free energy, a kinetic relation and a nucleation criterion for the 1-D solid.
They studied the hysteretic macroscopic response predicted by the model in the case
of quasi-static processes involving stress cycling at constant temperature, thermal
cycling at constant stress or a combination of mechanical and thermal loading that
gives rise to the shape-memory effect. They noted that their predictions compared
qualitatively with experimental results. In the later part of 1992[72], they published
another work that reviewed their recent studies on the nucleation and kinetics of
propagating phase boundaries in an elastic bar and related them to various admis-
sibility criteria. Like what was done in their earlier work, they discussed how the
field equations and jump conditions of the quasi-static theory of such a bar must be
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supplemented with additional constitutive information pertaining to the initiation
and evolution of phase boundaries. They discussed the relation between their ap-
proach based on nucleation and kinetics as well as three admissibility criteria. They
reported incorporation of inertial effects, and found that in the context of the Rie-
mann problem that, as long as phase boundary velocities are subsonic, the theory
again needs - and has room for - a nucleation criterion and a kinetic relation. The
objective of that work was to provide a unified review of the work they had carried
out earlier. In 1993[71], they reported a 1-D continuum model for shape memory
Alloys. The study carried out in the paper, generalized their earlier model. In the
paper, they constructed an explicit constitutive model that is capable of describing
the thermo-mechanical response of a shape memory alloy. The model consisted of a
Helmholtz free-energy function, a kinetic relation and a nucleation criterion. They
associated the free energy with a three-well potential energy function; the kinetic
relation was based on thermal activation theory; and the nucleation was assumed to
occur at a critical value of the appropriate energy barrier. They examined predic-
tions of the model in various quasi-static thermo-mechanical loadings and compared
it with experimental observations. Rosakis and Knowles in 1997[76] explored the
implications of relinquishing the assumption of monotonicity of the kinetic relation
in the purely mechanical setting of tensile bars modeled as one-dimensional elastic
solids capable of changing phase. They noted that for a class of non-monotonic
kinetic relations, models of their kind permit stick-slip motions of a phase bound-
ary, as observed in certain experiments. In 1997, they considered a 1-D quasi-static
displacement-controlled loading through one stress cycle of a shape-memory tensile
modeled as a 1-D, two-phase elastic solid. They used the model to explore the effect
of various qualitatively different types of kinetic relations on associated hysteresis
loops. They showed that a nonhomogeneous kinetic relation intended to model the
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effect of micro-obstacles on interface motion also leads to irregular interface motion
and a serrated stress-elongation curve at all elongation rates in the case considered.
An approach that can be categorized under the phase front based modeling of SMA
is the phase-field model. The phase-field model however can model microstructure
that is more complex. The model developed in this work combines the strength of the
phase-front approach and the phenomenological model in continuum thermodynamic
phase field approach.
1.6.2 Phase Field Modeling
Improved control of microstructural design and macroscopic hysteretic response
of SMA for various application, and simulation of SMA precipitate formation requires
improved modeling. A detailed general review of microstructure based phase-field
method is reviewed by Chen [77] and Emmerich[78].
1.6.2.1 Microstructure Modeling Using Phase Field Approach
In phase field approach, a microstructure is described by using a set of conserved
and /or non-conserved field variables that are continuous across the interfacial regions
separating the neighboring phases or structure. The temporal and spatial evolution
of such field variables is described by applying the Cahn-Hilliard (C-H) nonlinear
diffusion equation and the time dependent Ginzburg-Landau (Allen-Cahn) relaxation
equations [77] and Emmerich[78]. The beauty of this method is that it can predict
the evolution of complex microstructure and arbitrary morphology without keeping
track of the interface(s) once the thermodynamic and kinetic data are available.
Formulation of free energy density function and subsequently the free energy of
specific physics system are foundational to all phase field models with phase field
models only differing in the components of the free energy [77] and Emmerich[78].
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1.6.2.2 Macroscopic Phase Field Models
The phase-field approach model for the thermo-mechanical model reported in
this work can be categorized under macroscopic continuum type. One of the earliest
works on macroscopic phase-field that is still being used and modified today is that
of Falk[79, 80, 81] and Barsch [82, 83]. The works are based on Landau theory.
Review on Landau and Ginzburg-Landau theory of SMA modeling are reviewed in
the article by Mamivand et al [84]. Falk in 1990 [81], presented a phenomenological
model free energy function based on Landaus theory. He proposed a free-energy
expansion of sixth order in a single shear strain component. The model accounted
for the shape memory effect in alloys due to a first order martensitic phase transitions.
T reported the mechanical and thermodynamic consequences of the model (such as
stress-strain curves, elastic constants, and the heat of the phase transition). The
author reported that their model is the simplest function which qualitatively yields
the experimental results on shape memory alloys. They compared the result of their
model with experiments. He also proposed a 1-D static Ginzburg-Landau theory for
the martensitic phase transitions in shape memory alloys. Falk calculated from the
equilibrium conditions the structure of static domain walls of martensite-martensite
as well as of martensite-austenite type. In the same year, Falk discussed how the
landau theory evolved from being initially appropriate for describing second order
phase transition to its improvement to first order phase transition by Devonshire.
Challenges that ensue upon appropriating the landau theory for first order phase
transition and the consideration for overcoming them was discussed. Falk noted that
in the case of martensitic phase transition, Landau theory may be used as a starting
point to obtain deeper insight into phenomena such as soft modes, nucleation, and
the role of lattice defect. In 1990, Falk and Konopka [81]reported a modified Landau
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theory in which the free energy of the crystal depends on the temperature and on the
full strain tensor. It is reemphasized here that earlier works have been carried out to
model SMA behavior considering transformation based on evolving phase boundary.
Abeyaratne and Knowles [71, 72, 85] pioneered this approach, and it is based on
the seminal work of Ericksen for a two phase material [86]. Their approach however
is limited since it is based on a sharp interface, which requires explicit tracking of
the phase boundary. Other similar but static approach, looking at deformation from
the lattice scale up thereby emphasizing microstructure of martensite, is that of
Bhattacharya and his co-workers [3, 87, 88, 89]. In keeping with the microstructural
features of SMA, phase field modeling based on the theory of Landau, Devonshire
and Ginzburg- Landau has also enjoyed widespread research. A detailed review of
the state of the art in phase field modeling is given in by Mamivand et al [84].
Others have also made attempt to develop a phase front-like models to capture the
macroscopic localization and propagation of instability in SMAs [9, 21, 90, 91] using
constitutive approach. Some other 1-D purely mechanical approach and 3-D models
exist [90, 92]. A couple of non-isothermal models exist, which are not constitutive in
their evolution equation development. [93, 94, 95]. Other recent phase field models
that is based on earlier work of Falk and Krumhansl is that of Dhote et al , Levitas
and co-workers have also carried out very recent work to further include strain energy
to the classical Landau-Devonshire theory. This work in this dissertation, in general,
moves the modeling of first-order macroscopic phase transformation in a positive
direction using an extension of standard continuum thermodynamics.
1.7 Research Goal and Objective
As it has been discussed up to this point, there is a dare need for models in the
SMA communities that can be used to reliably model the macroscopic response of
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SMAs. The research reported in this dissertation has two main objectives, which is
to develop a constitutive model for SMA based on propagating boundary between
austenite and martensite as observed in experiment (see figures 1.8, 1.9 and 1.10 ).
A predictive and more reliable model that is suitable for engineering use for the de-
sign of SMA is sought, particularly as the SMA becomes thinner in dimension. The
model is intended to provide explanation to challenging experimentally observed phe-
nomenon in SMA that influences their engineering use. The model developed in this
work will be used to simulate and explain basic scientific questions related to SMA’s
macroscopic rate dependent response. Effort is made to develop a more reliable
and predictive model that can be used to simulate some of the challenging experi-
mental features that are relevant to the design of SMA components and structures.
Two main engineering problems that this work addresses are (i) The Apparent Rate
Dependent Response of SMA: the rate dependent response include the loading rate
dependent response of SMA , the seeming intrinsic rate dependency in SMA response
manifesting in the stress-relaxation, pseudo-creep under mechanical loading; cooling
and heating rate dependent SMA response. Essentially, the scientific questions is
that is there really an inherent rate dependency in the response of SMA apart from
those derived from the strong thermo-mechanical coupling?. Can explanation and
improved modeling be achieved that account for the rate dependent response based
on the mechanism of propagation of transformation front.
(ii) Effect of microstructural features such as precipitate on SMA macroscopic
response - It has also been observed as described in the earlier discussion that precip-
itates formation during aging of SMA has impact on the macroscopic transformation
temperatures as well as the hysteresis of SMA. So, as a first step in the direction of
more detailed work, this dissertation also attempt to develop and implement a model
that describe in a qualitative manner the essential feature of precipitate formation in
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SMA that can later be improved for detailed simulation of precipitate microstructure
formation in shape memory alloys based on processing parameters.
1.8 Underlying Hypothesis and Influence on Methodology
In the light of the objective of this work, a hypothesis is made based on the un-
derlying mechanism of martensitic transformation as known from material science.
Martensitic transformation being a discontinuous first order phase transformation
occurs by nucleation and transformation front evolution. Experimental observation
of formation of macroscopic propagating domain of martensite for thin specimen
also confirms this mechanism. Upon careful study of these experimentally observed
complex thermomechanical response of SMA and the classical approach for consti-
tutive modeling of SMA and their limitation, I propose that a different time scale
of transformation front evolution is needed to correctly modeling and correctly cap-
ture prevalent macroscopic response of phase transition in SMA. The time scale is
in addition to the time scale resulting from heat transfer, mechanical deformation or
wave propagation. This different time scale is presumed inherent to the SMA phase
boundary propagation, resulting in rate dependent response shown from experimen-
tal results described earlier. The observation leading to my hypothesis is that SMA
rate dependent response is due to the interaction between different phenomena asso-
ciated with other time scales and that of phase transformation. In keeping with this
observation and the hypothesis, a time scale is introduced through the introduction
of a new balance law in addition the balance law of linear momentum and energy that
introduces the time scales of heat transfer and wave propagation. This new balance
law will introduce time scales for phase transition and length scale intrinsic to SMA
transformation mechanism. As will be elucidated under the modeling section, the
length scale comes from the width of the interface being taken as diffuse and this is
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captured by a gradient energy coefficient. The time scale is embedded in a kinetic
coefficient (a dynamic viscosity like parameter) which is a measure of the resistance
of the material to phase transformation. This time scale and length scales are derived
through a non-dimensionalization of the coupled system of equation. In this work,
since this modeling work is motivated by the afore mentioned engineering design,
relevant features of SMAs, SMA macroscopic response is modeled to be a result of
nucleation and propagation of fully austenite and fully martensite transformation
front or domain boundary. Although models already exist for the simulating SMAs
response, there is however a need for a thermodynamically consistent rate dependent
constitutive continuum based SMA model. A model that overcomes the limitation
of the phenomenological and the phase front model are desired. In particular, for the
design of SMA for aerospace application where stringent requirement (such as com-
bination of sensing and actuation) and thermomechanical coupling are inevitable,
a reliable and yet efficient model is needed. The model reported in this work is
intended to comprise all these relevant features necessary to simulate SMAs for ap-
plication design. The effect of latent heat during transformation on the pseudoelastic
response of SMAs and the complex interaction between mechanical deformations, ki-
netic of phase transition are addressed. In summary, the models developed in this
work are based on extension of continuum thermodynamics to model the dynamics
of SMA transformation front in a thermodynamically consistent manner. Therefore,
physically admissible experimental observations are simulated.
1.9 Layout of Dissertation
To achieve the goals of this research several steps were taken and will be thor-
oughly described in this dissertation. This dissertation comprises six chapters.
Chapter 1 Introduces SMA and the present state of the art in SMA characteriza-
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tion and application as well as review on the modeling of SMA including the phase
field approach
Chapter 2 describes the modeling theory and approach used to simulate the
prevalent and new challenging experimental results. Furthermore, constitutive mod-
eling and the resulting field equations are explained in details both for the thermo-
mechanical response as well as the elasto-diffusion coupling for precipitate modeling.
Calibration of the model as well as non-dimensionalization of the model is discussed.
Finally, the field equations resulting from the model are stated. In chapter 3, numer-
ical implementation and simulation of the thermo-mechanical model is described in
detail with analysis and discussion of the results from mechanical loading of SMA.
Detailed result of key experimentally observed, but challenging, features are sim-
ulated by the model for forward transformation under pseudoelastic loading path;
transformation induced relaxation and creep as well as parametric study of relevant
model parameters. In chapter 4 numerical implementation, analysis and discussions
of the thermo-mechanical response of SMA is discussed for actuation or load bi-
ased thermally induced phase transformation. The effect of cooling rate on SMA
response is discussed. Proposed experimental works and simulation that should be
carried to further aid in SMA design based on simulation results under thermally
induced phase transformation are also highlighted In chapter 5, implementations and
numerical simulation of precipitate growth is presented and discussed. Simulation of
concentration depletion in the neighborhood of precipitate is described. Simulated
result for both 2-D and 3-D precipitate growth and effect of elastic inhomogeneity
and anisotropy. Result will be simulated for single and multiple precipitate with
equilibrium morphology described. In Chapter 6 Conclusions and future works with
recommendation is made for the research. In the conclusion, key scientific contribu-
tions are mentioned. Future work and recommendations are also highlighted.
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2. MODELING APPROACH: CONFIGURATIONAL FORCES BASED
PHASE FIELD APPROACH (CFPA)
Central to the theory upon which the model developed in this work is based is the
notion of configurational forces. The work on configurational forces dates back to the
50s. One result of the seminal work of Peach and Koehler (1950)[96], Herring(1951)
[97] and Eshelby (1951,1970 and 1975)[98, 99, 100] on lattice defect is that additional
configurational forces may be needed to describe phenomena associated with a con-
tinuum material itself. Their approaches have been based on a constitutive frame-
work whereby the configurational forces are restricted to particular class of material.
Recently, a completely difference paradigm to configurational forces introduced by
Gurtin and struthers(1990)[101] and later developed by Fried and Gurtin , which
was written in Gurtin (2000) [102] uses the perspective of invariance under change
in observer to conclude that a configurational force balance should join the standard
(Newtonian) force balance as a basic law of continuum physics. What this paradigm
means is that independent of constitutive assumptions, the configurational force bal-
ance (like other balance laws) when placed within a thermodynamic framework allow
one to use the now standard procedures of continuum thermodynamics to develop
suitable constitutive theories. The approach for modeling SMA used in this research
is based on the theory proposed by Gurtin (2000) [102] resulting from several works
he did along with other colleagues. Particularly, the micro-forces resulting from the
normal balance of configurational forces, yet consistent with the general frame work
of configurational forces. These set of works are an attempt by these researchers
to extend continuum mechanics to treat moving boundaries in materials and metal-
lurgy. Since the hypothesis, based on observations, I made for modeling SMA both
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for the thermomechanical and precipitates problem involves phase boundary motion-
it seem natural to use this approach to fundamentally model phase transformation.
This chapter describes the theory and the application to model thermomechanical
macroscopic response of SMA and diffusion of atomic species within an elastic solid
to model coherent precipitate growth in SMA. In this approach, following Gurtin,
I derive a kinetic equation similar to that of Ginzburg and Landau in a methodi-
cal way that is consistent with the fundamental law of thermodynamics. Therefore,
consistent with the state of modeling in non-linear continuum mechanics, I sepa-
rate between balance laws ( which generally holds for all materials) and constitutive
equations which are restricted to specific class of materials (in this case thermo-
elastic solids undergoing phase transformation, of which SMA is one of them). In
addition to the standard balance laws of thermodynamics, the new balance law for
”micro-forces” which are essentially configurational forces is introduced. A separate
configurational balance law must be introduced since a new kinematic descriptor
(the order parameter) is introduced to capture the kinematics of interface evolution,
which is the mechanism of transformation in SMAs.
2.1 Fundamental Approach to The Use of Configurational Forces
The monograph written by Gurtin (2000) [102] introduced, in a rational man-
ner, the notion of configurational forces which is central to the kinetic equations
developed in this work. Gurtin proposed a new view point in continuum modeling
of materials. The concept of configurational forces was introduced within a classi-
cal context with their use in diverse areas of moving boundary involving dissipation
such as phase transition and fracture. I belief in the new view point introduced by
Gurtin (2000) [102] as potential extension of classical continuum thermodynamics
to model moving boundaries. The theory is based on unification of the notion of
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forces. Gurtin argues in his treatise that the crude notion of forces as ”push” and
”pull”, rather than a mathematical construct, has obscured the generalization of the
notion of forces to dissipative mechanism in materials. He argued that central to
continuum mechanics is the notion of forces, which is simply a mathematical con-
cept Essentially, Gurtin argued that although the notion of forces seem obvious to
all because of the way it has been thought of as pushes and pulls which has aided
teaching, the notion of forces is not necessarily well understood as can be seen in
the set of scientific literature following Newton. To give a scientific thought to those
who would quickly challenge the notion of configurational forces used in this work as
capricious introduction of ”physical laws” , it should be noted that several scientists
in the past have alluded to the fact that the notion of force is not necessarily clear.
Below are some quotations from some earlier scientist on the notion of forces taken
from Gurtin (2000)[102]. Pierce stated that force is the great conception which, de-
veloped in the early part of the seventeenth century from the idea of a cause, and
constantly improved upon since, has shown us how to explain all the changes of mo-
tion which bodies experience, and how to think about physical phenomena; which
has given birth to modern science. D’Alembert spoke of forces as obscure metaphys-
ical being, capable of nothing but spreading darkness over science clear by itself.
Jammer paraphrased remarks of Maupertius, stating that we speak of forces only to
conceal our ignorance. According to Carnot force is an obscure metaphysical notion.
Now, having noted the mathematical character of the idea of forces, the following
quotations are also necessary words for though to those challenged by the idea of
introducing configurational forces. To address the possible reluctance in accepting a
separate balance for configurational forces, it should be noted that a balance law for
moments was not part of Newtonian mechanics. Indeed, a balance law of moments-
first stated explicitly by Euler (1776) almost a century after the appearance of New-
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tons Principia. Furthermore Truesdell and Touplin stated that it should be, but
unfortunately it is not, unnecessary to comment that the laws of Newton are ..[not]
sufficiently general to serve as a foundation of continuum mechanics.
The notion of configurational forces has been alluded to by works as early has the
work of Eshelby (who according to Maugin) is the father of the theory of configura-
tional forces often term materials , accretive, or chemical forces. Gibbs introduced
this concept when he was discussing multiphase equilibria. Standard (Newtonian)
forces describe the response of materials to deformation and these forces are consis-
tent with the balance of linear and angular momentum. However, Gurtin noted that
the works of Eshelby, Gibbs and Cahn does reduced the notion of configurational
forces to a subsidiary status since the theories on statics are derived from variation
arguments making the generalization to dynamics to be derived from manipulation
of the standard balance of linear momentum. This different view point and perspec-
tives is used in this work. The idea of configurational forces is an attempt to model
the dynamics of solid to solid phase transformation in SMAs. A summary of the
perspective of configurational forces used in this work are highlighted
• Force is primitive and not derived unlike the variational arguments which fol-
lows from the earlier work by Gibbs that is central to material science where
forces is not primitive but derived. Gurtin noted that it seem inappropriate to
use the variational argument put forth by Gibbs in his masterpiece to situations
involving dissipation
• the idea of configurational forces should be viewed as basic objects consistent
with their own force balance. This perspective was proved by Gurtin to be
true by deriving the standard balance of linear and angular momentum from
the same concept of invariance under change in observers
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• At every points of a body, two distinct systems of forces are in operation. This
idea is the reason why configurational forces have been seen as merely a derived
quantity.
• The concept which unifies the notion of forces is generalized by a fundamental
framework for the notion of configurational forces and classical forces.
• Variational form of balance laws are not considered as basic, but rather as
consequence of more classically formulated balances. So, variational approach
will be put aside for this new notion which is treated as being more basic.
This reasoning is derived from the argument put forth by Gurtin that (i) The
principle of virtual work is physically well-grounded because it has virtual ve-
locities as the test functions. However variational form of other balance laws
such as energy seems devoid of meaning because the associated physical test
function does not have any obvious physical interpretation. (ii) An a priori
notion of stress is required in principle of virtual work but classical formulation
of balances may be based on more fundamental notion of traction, then stress
becomes a derived quantity via Cauchys theorem.
• Invariance of working under changes in spatial observer results in the standard
force balance
• Invariance of working under changes in material observer yields an additional
balance for configurational forces. According to Gurtin, and for pedagogy,
force balances are postulated as consequences of invariance mainly because the
concept of configurational forces is non-intuitive.
At this point I will like to state again that this approach is based on the unifica-
tion of the notion of forces to solve phenomena related to materials processes that
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involve dissipative mechanisms. The unifying concept of the notion of force is ”The
rate at which work is performed”, or simply, The working or power expenditure”.
This notion can be roughly stated that ”to each independent kinematic descriptor an
associated system of forces is assigned and to each density of forces, whether it be
surface traction or body forces a work conjugate generalized velocity, which is the
rate of change of the kinematic descriptor. Essentially, the underlying continuum
theory is the unification of the notion of forces as causalities to motions either as
deformation or velocity. The concept which unifies the notion of forces both in the
Newtonian and the configurational sense is the working or the rate at which work
is being performed by these forces. The idea is that the density of working is the
product of a generalized velocity with a density of force whether in physical space
or material manifold. The theory is based on the belief that generalized forces are
conjugate to kinematic descriptors. These kinematic descriptors are field variables
that serve to capture independent kinematic processes that are prevalent in a ma-
terial system if it involves energy or dissipation. In summary, the basic unifying
concept is stated as density of working is the product of force density and gener-
alized velocities. In order to buttress the validity of this fundamental concept that
unifies the notion of forces, a basic question needs to be asked and answered. The
question is to ask what makes a kinematic quantity independent thereby needing a
distinctly different kinematic descriptor. The answer is the need for an independent
observer to measure its generalized velocity. The essential origin of this approach
to determine independent kinematic quantities is the invariance in thermodynamics
to change in observer, which yields the mechanical balance laws. To further under-
stand this idea, it should be noted that statical theory based variational treatments
allows independent kinematical quantities to be varied independently to yield a cor-
responding Euler-Lagrange balance but there has been no similar variational treat-
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ment process in dynamics to encompass the general form of dissipation. Therefore,
the use of independent observer (like independent varying of kinematic quantities)
which necessitates the need for independent kinematic quantities provides a general
and rational basis for determining mechanical balance laws.In the light of these argu-
ments, the need for a separate observer to view motion taking place in the reference
configuration necessitates the need for configurational forces essentially.
2.2 Some Important Definition and Nature of Configurational Forces
Configurational forces are related to the integrity of a bodys material structure
and perform work in the transfer of material and the evolution of material structure
such as defects and phase interfaces. Another researcher that has given a descrip-
tion of the notion of configurational forces is Cahn, who noted that the creation of
surfaces involves configurational forces while stretching the surface involves standard
forces Configurational forces act within the reference configuration and perform work
in the transfer of material and in the evolution of structural defects. Standard forces
are different from configurational forces because of the presence of internal configura-
tional forces. Internal configurational forces are intimately connected to the material
structure of the body B. As classical in continuum mechanics, it is convenient to
represent a body B with a region of space it might occupy, which might change from
time to time. However, the theories of the notion of configurational forces, as used
in this work, consider this representation as somewhat misleading. It is taken that a
more encompassing view of a body is ” a set B of material point X together with a
collection of possible configurations, where a configuration of B is a one-to-one map-
ping that assign to each material point X a point X = µ(X) of Eucleadian space.
Therefore, to each configuration µ(X), there is a corresponding distribution of mate-
rial and an associated system of configurational forces. The internal configurational
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force is viewed as a force needed to hold in place the material at X when the con-
figuration is µ, or better still to hold X in place in that configuration µ. Therefore
a body in continuum mechanics is now constituted by internal configurational forces
as part of the complete system-material points plus region of space. Another key
reason for configurational forces is the need to determine kinetics of phenomena at
smaller length scales. Gurtin (1996) noted that standard or deformational forces in
continua relates to macroscopic length scales while configurational, accretive forces
are associated with phenomena operating at lower length scales and relates to the
microscopic atomic configuration ( or densities or arrangements) of atoms. Therefore
the disparate length scales brought about the need for configurational (micro) force
balance. This author believes, along with Gurtin(1996),that if we represent atomic
kinematics by an order parameter, then in consonance with the dissipative nature of
this kinematic process, it seems right and reasonable to macroscopically characterize
inter-atomic forces by fields that perform work when the order parameter under-
goes changes. In order to support the generalization of the use of configurational
forces with the standard (Newtonian) force notion, whereby configurational forces
are treated as primitive objects and stress a derived field, three nontraditional kine-
matic notions to capture the physics related to the transfer of materials. The three
notions are (i) parts P(t) that migrates through the reference configuration B; (ii)
Materials observers that view the reference configuration and measure, e.g., velocities
associated with migrating parts; these observers are used independently of the classi-
cal spatial observers that view motion of B; (iii) time-dependent changes in reference
configuration. Therefore based on these new ideas, a new form of the second law
of thermodynamics was introduced by Gurtin, whereby the working resulting from
both configurational and standard forces are accounted for in an implicit manner for
a flow of energy across the boundary of a migrating part ∂P (t) as it migrates. It
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is important to note here that configurational stresses are not the same as residual
stresses . Here I use the standard second law augmented with the contribution from
the workings of the configurational forces in addition to the working of the standard
(Newtonian) forces as well as the form of the second law proposed by Gurtin
2.2.1 Understanding Configurational Forces within Framework of Classical
Continuum Mechanics
In classical continuum mechanics, bodies have one distinct physical properties,
they occupy regions of Euclidean space E, which is their configuration. It is known
that although a given body will occupy different regions at different times, and no
one of these regions can be intrinsically associated with the body. What is classi-
cally done, for convenience, is to choose one of such region, say, B as reference. In
this same context to each configuration of a body B, there correspond a distribu-
tion of material and internal configurational forces that acts to hold the body in
place in that configuration. Consequently, internal configurational forces character-
ize the materials resistance to structural changes. To better understand the role of
internal forces, note the difference between the body’s reference configuration and
the deformed (actual) configurations assumed by the body during a motion. In the
deformed configuration, the body moves in manner dictated by the standard (New-
tonian) forces acting on it. These standard forces result from interaction of separate
part of the body and interaction of the body with its environment. Therefore there
are no internal forces. On the other hand, the mathematical foundation of a con-
tinuum body upon which we talk about deformation and motion assume that the
body is not free to move in the reference configuration which brought about the basic
presumption of the theory of configurational forces. The presumption is that in ad-
dition to distribution of materials, there are internal configurational forces that pin,
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in place, the material points of the body thereby maintaining its internal structure.
Therefore, whenever there is a structural change in the material, these forces becomes
determinate and expends power as a result of structural changes. It is important to
note at this point that, in the case where there is no change in material structure,
the configurational system of forces falls into the category of indeterminate forces
such as those associated with pressure in an incompressible fluid and the stress in
a rigid body. Take for example a rigid body, since there are not motion ( in the
sense of deformation), the forces due to interaction of different part of the body are
superfluous and will generally not be found in the local form of the second law of
thermodynamics or energy balance for that matter. Therefore, in the case where
there are no structural changes such as defect motion, moving phase interfaces, the
internal configurational forces are indeterminate. In such a situation, although the
configurational forces act at every continuum point along with the standard forces,
they are superfluous. However, if there is materials structural changes (identified by
a motion in reference configuration), the internal configurational forces will have a
constitutive specification. The general rule is that all bulk material and all material
structures such as free surfaces and interfaces have associated internal configurational
forces, with such forces indeterminate when and only when the associated structures
are fixed in the material.
2.3 Application of Configurational Forces to Phase Transformation
Based on the theory described above, in order to capture the phenomena of phase
transformation which we understand to belong to the material manifold, in addition
to the Newtonian forces which act in physical space, configurational forces are in-
troduced (which are analogous to the Newtonian forces). A material manifold is
the set of points building up the material, whether discrete or continuous. To sim-
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plify this concept, I simply say that configurational forces relate to the materials
while the standard deformational forces relates to the deformation of the material.
Fundamental to the usage of this configurational forces theory in this work is the
combination with the phase field theory described in the Chapter1. What I mean
is that this model although based on standard continuum approach for two phase
material, deviates from the Gibbs idea of an interface as being sharp to a postulation
of a diffuse interface. (See schematic in figure 2.1). In classical continuum modeling
of two phase materials, field quantities and their gradients normally becomes dis-
continuous across the interface. Once the interface is taken to be diffuse as used in
this work, each of the continuum field variables will be continuous across the inter-
face with no jump discontinuity in the field as the diffuse interface is characterized
by the gradient of the order parameter. The order parameter is then coupled to
other field variables to ensure their continuity across the interface. Essentially, the
interface is no longer a discontinuous surface but now an integral part of continuum
point with associated determinate configurational forces that result in interface ki-
netics. In the thermomechanical phase field model of this work, an order parameter
is taken to be the kinematic variable which serves to identify the state (in the sense
of phase) of a material point. In this work, a scalar order parameter is used to cap-
ture the macroscopic representation of austenite and martensite across a (diffuse)
transformation front. In this case the configurational force is conjugate to the rate
at which the order parameter η changes and therefore expend power whenever the
austenite-martensite interface ( or transformation front) moves. Therefore, like the
balance of linear momentum accounts for equilibrium of forces associated with strain
or displacement as the kinematic descriptor of deformation, it seem right that there
should be an analogous balance of forces to ensure equilibrium of forces associated
with the order parameter as a kinematic descriptor of macroscopic manifestation of
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Figure 2.1: Schematics of continuum phase field approach showing classical reference
and deformed configuration of a continuum body augmented with postulated diffuse
interface
material microscopic phenomena of evolution of austenite-martensite interface. To
model the thermomechanical response of SMA, the velocity used in the phase field
description is scalar rather than vector. Therefore, for consistency, the system of
configurational forces will contain scalar internal and external configurational forces
while the stress will be a vector. What it means is that regardless of the spatial
direction of the structure that is evolving the behavior is the same in all three direc-
tions. The appendix in the work of Fried and Gurtin contain proof that unifies the
scalar microforces as consistent with general vector configurational forces, which is
basic to the concept. The theory used in this work is extendable to multiple variants
in SMA- which for NiTi is 24 martensite variants. That will not be ventured into
here but will be a subject of future research. Similarly, a normalized concentration
field is used to identify precipitate and matrix phases.
45
2.4 Model Development
Development of a phase field model with coupled thermomechanical phenomena
for predicting transformation in SMA is presented. The derivation of the model
developed in this work is be based on standard rational continuum thermodynamic
approach which distinguishes between (1) kinematics (2) balance laws and (3) ma-
terial constitutive class.
In classical continuum mechanics, different types of material behavior or con-
stitutive class are distinguished based on the following general assumptions[103] (i)
Kinematics assumption- possible deformation the body may undergo (ii) form of the
stress tensor (iii) constitutive equation relating stress to motion.
2.4.1 Kinematics
A shape memory alloys is considered as a body B identified with the region
of space it occupies in a fixed uniform reference configuration µ(X)along with SMA
austenitic materials distribution. I take the stress-free configuration of the austenitic
phase as the reference configuration from which deformation can be described under
applied loads. In this configuration, the SMA contains distributed internal configu-
rational forces that pins the materials in place in that configuration. The referential
position of material points X ∈ B. Parts P are subsets or bounded subregion of B.
The motion of B, y, associate with each material points X and time t is defined by
y(X,t) = X + u(X, t) (2.1)
The position of an SMA material point in the deformed, actual or current configu-
ration in relation to the position of the same material point in the reference config-
uration is given by the displacement vector field, u(X,t). We define a measure of
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the deformation of neighboring materials points in terms of the deformation gradient
tensor which is defined as
F = I +∇u, (2.2)
subject to J = detF >0. I base my derivation on finite deformation using a reference,
material or Langrangian derivatives. It should be noted that the strain observed in a
shape memory alloys relatively small. This observation leads to a later infinitesimal
displacement gradient assumption, leading to infinitesimal strain theory. In such a
case the difference between reference and deformed configuration becomes negligible
i.e. F −→ I. The derivative is therefore carried out for a fixed X. In general,
a complete large deformation and rotation theory will comprise the deformation
gradient F and the total deformation will be given as F = FtFe. Where Ft represent
the transformation part of the deformation gradient and Fe is the elastic part of the
deformation gradient. However, such an assumption is relaxed in the presentation
here along the line to the use of Green-Lagrange strain measure. The Green-Lagrange
or the Green-St. Venant strain tensor which is defined as
E =
1
2
(FTF− I). (2.3)
Later infinitesimal strain assumption will be made such that
E =
1
2
(
∇u +∇uT +∇uT∇u
)
≈  = 1
2
(
∇u +∇uT ), (2.4)
where  is the linearized lagrance strain as the dislplacement gradient becomes
small.
Another variable that relates to interface kinematics is η, which is called order
parameter. In addition to the displacement field which relates to the deformation,
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another kinematic descriptor of the full thermomechanical theory for material under-
going phase transformation used in this work is a scalar order parameter (η). The
purpose of the scalar order parameter in this work is to identify the state in terms
of phase of every continuum point in the material. The order parameter takes on a
value of 1 for one phase and a value of zero for the other phase (see figure 2.1). In
addition to the scalar order parameter, the diffuse interface is characterized by the
gradient of the order parameter (∇η). So, in general there are two basic kinematic
variable-displacement (u) and the order parameter (η). Similarly, for the atomic
diffusion, the order parameter used is concentration (c) of diffusing species, which is
a conserved order parameter, therefore necessitating additional mass balance as will
be discussed shortly. The concentration gradient ∇c is also used to characterize the
diffuse interface as well.
2.4.2 Stress Measures Employed in Modeling
Like many solids, SMA usually possesses stress-free reference configurations from
which deformation and strain can be measured and constitutive equations developed.
So, a referential stress measure is used to develop the model, SMA being a solid.
There are measures of stress in the reference configuration that is of interest to the
model development. The first stress measure is the first Piola Kirchhoff (1stPK)
stress defined as
P = JσF−T , (2.5)
where J = det(F), the determinant of the deformation gradient. P represents the
stress measured per unit reference area in the reference body. The second stress
measure of interest, which is also defined per unit reference area in the reference
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body is the second Piola Kirchhoff (2ndPK)stress defined as
S = F−1P, (2.6)
where σ is the Cauchy stress tensor defined per unit deformed area in the deformed
configuration. In the energy balance that will be discussed shortly and for the sake of
objectivity of constitutive equation, certain power conjugate pair of stress and strain
measures are appropriate. For the three stress measures of interest to the modeling
in this work, the following three power conjugate pair is stated. For the Cauchy
stress σ, the power expended within a part of a continuum body (Stress power) is p
p = σ : D (2.7)
where D is the stretching or rate of strain. While for the 1stPK stress measure P,
the stress power
p = J−1P : F˙, (2.8)
and for the 2ndPK stress, the stress power is
p = J−1S : E˙ (2.9)
As stated earlier, this pairing must be maintained for the constitutive equation to
be invariant under change in observer. The reason is because each of the conjugate
pairs has the same transformation properties.
2.4.3 Transformation Properties of Kinematic Field and Stress Measures
As stated earlier, the power conjugate pair has the same transformation prop-
erties. The transformation properties of relevant field are stated below. For the
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kinematic fields, we have
F∗ = QF (2.10)
E∗ = E (2.11)
D∗ = QDQT (2.12)
Where Q is the frame rotation, which is proper orthogonal tensor valued function of
time alone.
P∗ = QP (2.13)
S∗ = S (2.14)
σ∗ = QσQT (2.15)
Based on the transformation of the stress and strain measures above, we can note
that D is frame-indifferent as it transform like a tensor that it is. E is invariant while
F is neither. The same properties hold for the conjugate stress measures respectively.
2.4.4 Definition of the Derivatives Used in the Model Development
In continuum mechanics there are two time derivatives, namely Lagragian and
Eulerian or Material and Spatial derivatives. So given an field ω, it is written that
the material time-derivative is
Dω
Dt
= ω˙(X, t) =
∂ω(X, t)
∂t
(2.16)
holding X fixed. The second derivative is the spatial derivative given as
ω
′
(X, t) =
∂ω(X, t)
∂t
(2.17)
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holding x, a spatial point, fixed. At this point, however, it is important to define
that all derivatives are all Lagrangian (i.e. Material derivative) and ∇ is the gradient
and Div or ∇ · () is the divergence with respect to the material point X. So (˙) is
the derivative w.r.t to time t, holding the material point X fixed. The Material and
spatial derivatives are related through the relationship for a scalar field
ω˙ = ω
′
+ v · gradω. (2.18)
Where grad is a spatial gradient. And for a vector field it is
g˙ = g
′
+ (gradg)v (2.19)
2.5 Fundamental Balance Laws of Continuum Thermodynamics
There are a balance laws that should hold at every point. They are discussed
in this section and are used in the derivation of the constitutive model for SMAs
presented in this work. These laws are axioms of continuum thermodynamics. The
derivation is based on global balance laws for a part P of the body B. Using the
requirement that the underlying regions be arbitrary, local balance laws in the form
of partial differential equations are developed. Unlike classical continuum thermody-
namics where discontinuity in field, velocities and deformation gradient are modeled
by jump conditions, the order parameter gradient is used to ensure the fields are
continuous.
2.5.1 Balance of Mass
The balance of mass is the statement that during motion, the mass of a continuum
body never changes. So the mass is fixed or constant. Let Pt be a spatial region
that convects with the body B so that Pt = y(P ) for some material region P. The
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balance of mass mathematically in a nutshell is the requirement that
˙∫
Pt
ρdV = 0 (2.20)
and a consequence, the local form can be derived as
ρo = Jρ (2.21)
where ρ0 is the density of in the reference configuration and ρ is the density in the
deformed configuration.
2.5.2 Balance of Configurational (micro) Forces
The theory used requires that additional balance law for a system of configura-
tional forces should be added. This system of forces includes in general a second
order Stress tensor C analogous to Eshelby stress tensor, a vector internal force p
and a vector external force g, whereby the new kinematic descriptor in general will
be a vector field like displacement based on the Newtonian forces. However, for the
present use of the configurational system of forces, a scalar order parameter is used
which necessitate the use of a scalar internal and external configurational force as
well as vector stress measure per unit length to ensure consistency of the conjugate
pairs. For details on how this order parameter related configurational forces are
derived (see chapter 9 of Gurtin (2000)[102], Appendix of Fried and Gurtin 1994
and Gurtin (1996)). In this CFPA which utilize a scalar order parameter, config-
urational (micro)force systems accompanies the work done due to changes in the
order parameter(η) . The forces are (1) a Configurational (micro) Stress (d) vector.
(2) a scalar internal configurational (micro) body force (p) ; and (3) a scalar exter-
nal configurational (micro) body force (g) The configurational (micro) force balance
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equation is ∫
∂P
d · ndA+
∫
P
(p+ g)dV = 0. (2.22)
Where P is an arbitrary subregion of the reference body B The above global form of
the configurational (micro) force balance, upon application of divergence theorem,
results in the local form given as
∇ · d + p+ g = 0 (2.23)
p is a dissipative forces (it is of such nature that energy is lost from a system when
motion takes place. Of course energy is in general conserved but it is lost from the
degrees of freedom of interest into heat). Also, in the context of the material (in this
case for SMA), p is likened to forces exerted by the lattice on the atoms (to hold
them in place) in their configuration, and therefore are intrinsic to the part (P). In
order to properly understand the physical meaning of the configurational forces in
the context of martensitic phase transformation, consider the configuration of a body
as a lattice or network together with atoms that moves, microscopically relative to
the lattice. Attention is focused on configuration (or arrangement) of atoms which
are characterized by the order parameter. In the case of SMA, a configuration that
is cubic (being austenite) is encoded by an order parameter value of zero in its
continuum description; otherwise it has a value of 1 for martensite. The change
in the order parameter being characteristic of the interface between the austenitic
and martensitic domains and is represented by a gradient of the order parameter.
Macroscopically, the effect of the microscopic phenomena of phase transformation is
manifested through power expenditure or working as material transforms from one
phase to another across the interface.
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2.5.3 Balance of Atomic Species Mass
In addition to the standard balance of mass, which for incompressibility assump-
tion reduces to constant density, there is another mass balance which relates to the
diffusion of atomic species. This balance of mass is the requirement that the mass
or number concentration (c)( a measure of density) of atomic species satisfy the
following equation
˙∫
P
cdV = −
∫
∂P
J · ndA+
∫
P
hdV, (2.24)
where J is a vectorial species flux and h is a species supply. Note that ˙
∫
p cdV =
∫
p c˙dV .
Upon application of the divergence theorem to term involving the species flux in
equation 2.24,the localized form of the species mass balance becomes
c˙ = −∇ · J + h (2.25)
2.5.4 Balance of Linear and Angular Momentum
The balance laws associated with these standard (Newtonian) forces are the bal-
ance of linear and angular momentum. The balance of linear momentum is given
as ∫
∂P
PndA+
∫
P
bdV =
˙∫
P
ρy˙dV (2.26)
The above global form of the balance of linear momentum, upon application of
divergence theorem, results in the local form given as
∇ ·P + b = ρ0u¨ (2.27)
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The global form of the balance of angular momentum is written as
∫
∂P
y×PndA+
∫
P
y× bdV =
˙∫
P
y× ρy˙dV (2.28)
which result in the local balance
PFT = FPT (2.29)
By using the relationship between the first and second Piola Kirchhoff (PK) stress
the balance of angular momentum for the second PK stress is
S = ST (2.30)
2.5.5 Balance of Energy
So far, the balance laws we described are based on two distinct system of forces:
a configurational (micro) force system consisting of a stress d, an internal force p
and an external force g which are subject to the balance law in Equation (2.23). The
other standard (Newtonian) forces system consist of a stress P and a body forcre
b,subject to Equation (2.27). The configurational (micro) force system works against
changes in the order parameter while the working of P and b is given by the relation
W0(P ) =
∫
∂P
Pn · y˙dA+
∫
P
b · y˙dV (2.31)
The first postulate of continuum thermodynamics states that the time rate of change
of the total energy (kinetic plus internal) of a continuum body is equal to the rate at
which external mechanical work is done by surface and body forces and the thermal
energy entering the boundary surface by heat flux and the heat sources. Essentially,
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the time rate of change of total energy is a result of working and heating of the
body. However, since there is an introduction of configurational forces, and for
any arbitrary volume including the diffuse interface, there will be a contribution of
working or power expenditure associated with the configurational forces. Although
heating due to configurational forces is essentially a part of this theory, it will be
neglected for now. The integrand of
∫
∂P
d · nη˙dA (2.32)∫
P
pη˙dV (2.33)∫
P
gη˙dV (2.34)
are respectively (1) the working across ∂P by the configuration or lattice exterior
to the part P, but neighboring P. (2) working on the atoms of P by the lattice as
atoms are reordered when transformation takes place across the front (3) Working
on the atoms of P by sources external to the continuum body Recall that based
on the underlying theory, these forces are indeterminate for parts that do not lie
at the evolving diffuse interface although the forces are present at every continuum
point. Therefore in order for the parts used in energy balance to be arbitrary, the
working due to configurational forces external to the part has to account for power
expenditure due to the order parameter and these forces. In view of these two force
systems, heat flux q , absolute temperature (T) and the heat supply (r) per unit
mass; the energy balance, which is the first postulate of thermodynamics is written
in global form as
˙∫
∂P
(ρ+
1
2
ρ ˙|y|2dV =
∫
∂P
(Pn · y˙+(d ·n)η˙−q ·n)dA+
∫
P
(b · y˙+ρr+gη˙)dV. (2.35)
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The conventional power balance is given as [103, 104]
∫
∂P
Pn · y˙dA+
∫
∂P
b · y˙dV =
∫
P
P · F˙dV +
˙∫
P
(
1
2
ρ ˙|y|2dV (2.36)
Notice that because p is internal to the part, it doesn’t enter into the energy balance-
which is essentially based on contributions from external surface and body forces. By
using divergence theorem on the configurational stress term,the conventional power
balance equation 2.35 and equation (2.23),equation 2.36 becomes
ρ˙ = −∇ · q + ρr + P · F˙ + d · ∇˙η − p · η˙. (2.37)
A linearized strain formulation is also derived that uses the balance of linear
momentum and in the energy balance to get the local form. Now, since lagrange
strain is to be used, the power conjugate pair of interest from now on is S · E˙. This
imples that
ρ˙ = −∇ · q + ρr + S : E˙ + d · ∇˙η − pη˙. (2.38)
2.5.6 Entropy Inequality: Second Law of Thermodynamics
Every admissible thermodynamic process must obey the entropy inequality at
each time and for all material point in the body. The entropy inequality states that
the rate of increase of entropy s in a fixed part (P) of a material is not less that the
influx of entropy q/T , across the surface of the part plus the entropy supply within
the volume. It is mathematically expressed as
d
dt
∫
P
ρsdV ≥ −
∫
∂P
q
T
· ndA+
∫
P
ρ
r
T
dV. (2.39)
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Where s is entropy per unit mass. By applying divergence theorem, and the quotient
rule, the local form is
ρs˙ ≥ −∇ ·
(
q
T
)
+
ρr
T
(2.40)
Replace ρr in Equation (2.40) by its expression from Equation (2.38) and using the
Legendre transformation
G = − 1
ρ
S · E− Ts (2.41)
and using Equation(2.23)the entropy inequality becomes
−ρG˙− ρT˙ s− E · S˙− pη˙ + d · ∇˙η − q
T
· ∇T ≥ 0 (2.42)
In addition, to capture dissipation in the atomic diffusion in an elastic solid, an-
other form of the second law of thermodynamics is used. This imbalance of free en-
ergy is based on that embodies the intuitive notion that, for dissipative processes,not
all conventional power expended on a convecting spatial region can be converted into
changes in the net free energy- and kinetic energy of the region, because a portion
of that power must go into dissipation. Such an imbalance is simply a mechanical
manifestation of the first two laws of thermodynamics. In order to account for cou-
pling of species diffusion with elastic deformation, such a balance is a mechanical
version of the two laws of thermodynamics and accounts for working, not only due
to Newtonian forces but also for that of the energy flow due to species transport,
which is characterized through the chemical potentials, which are viewed as primi-
tive quantities. For purely mechanical theory, basic to the theory of configurational
forces is a mechanical form of the second law of thermodynamics for both stationary
and migrating part. This form of the second law is based on free energy imbalance
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and stated below
˙∫
P
ψdV ≥ −
∫
∂P
Pn·u˙dA+
∫
P
b·u˙dV −
∫
∂P
µJ·ndA+
∫
P
µhdV +
∫
∂P
(d·n)c˙dA+
∫
P
gc˙
(2.43)
Upon application of divergence theorem on the boundary terms, the configurational
(micro) forces balance and using the fact the volume is arbitrary; the local form of
the free-energy imbalance is given as
ψ˙ −P · F˙ + (p− µ)− d · ∇c˙+ J · ∇µ ≤ 0 (2.44)
2.5.7 Summary of of Fundamental Thermodynamics Equations of This Work
The basic equation for the thermomechanical and species diffusion modeling are
given below. Notice the addition of configurational forces.
ρ0 = Jρ (2.45)
∇ · d + p+ g = 0 (2.46)
c˙ = −∇ · J + h (2.47)
∇ ·P + b = ρu¨ (2.48)
∇ · S + b = ρu¨ (2.49)
PFT = FPT (2.50)
S = ST (2.51)
−ρG˙− ρT˙ s− E · S˙− pη˙ + d · ∇˙η − q
T
· ∇T ≥ 0 (2.52)
ψ˙ −P · F˙ + (p− µ)− d · ∇c˙+ J · ∇µ ≤ 0 (2.53)
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2.6 Thermomechanical Constitutive Modeling of Shape Memory Alloy
The following section describe constitutive model for SMA such that are thermo-
dynamically consistent, such that all physically admissible thermomechanical process
on SMA can be simulated. I employ a rational procedure that dates back to the likes
of Coleman and Benard, Walter Noll and Truesdell which has been further used in
detailed by Gurtin. My model is guided by features and variable observed from
experimental results as described in the introduction section of this dissertation
2.6.1 Thermomechanical Constitutive Assumptions
The class of material describe here although later specified to shape memory
alloys satisfy the following assumption of material class of
• the dynamic process is isochoric, so the constitute class is for incompressible
material, therefore the density is constant
• Material is phase transforming under thermomechanical stimulus
• The strain measure can be additively decomposed into elastic transformation
and thermal expansion part.
Therefore, the Green-Lagrange strain is taken to be separable in the sense of
additive decomposition into elastic and a transformation. Using this decomposition,
it is expected that large rotation will be captured.
E = Ee + Et(η) + αt(η)(T − T0) (2.54)
where Et := E
t$(η), and Et is the transformaton strain at thermodynamic equi-
librium in the martensite phase.
60
2.6.2 Derivation of Constitutive Function for Thermomechanical Response of
SMA
I now make the following anzats that the independent variable of our constitutive
model are [S, η,∇η, η˙,Et, T, z]. Where z = ∇T . Et is the lagrangian transformation
strain tensor. S, T and z are basic to thermo-elastic theory. So by extension to
model dynamics of solid-solid phase transformation that involve thermo-mechical
process using continuum phase field approach, η is introduce to identify the phase
present, ∇η is introduced to characterize the interfacial structure; η˙ is introduced
based on the hypothesis of an intrinsic rate dependence due to interface motion.
While Et is the Lagrangian transformation strain accompanying martensitic phase
transformation. Now, I assume that the constitutive behavior of material points is
characterized by the following response functions when the independent variables are
known:
G = Gˆ(S, η,∇η, η˙,Et, T, z) (2.55)
s = sˆ(S, η,∇η, η˙,Et, T, z) (2.56)
q = qˆ(S, η,∇η, η˙,Et, T, z) (2.57)
E = Eˆ(S, η,∇η, η˙,Et, T, z) (2.58)
d = dˆ(S, η,∇η, η˙,Et, T, z) (2.59)
p = pˆ(S, η,∇η, η˙,Et, T, z) (2.60)
I based my method on Truesdell principle of equipresence. In this principle, Truesdell
postulated that a quantity or independent variable that is present in one constitutive
equation should be so present in all except if its presence does contradict some law of
physics or rule of invariance. Inclusion of η˙ in the response function of Gas well is jus-
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tified by the need to ensure compatibility of every constitutive response function with
the second law of thermodynamics and this is based on the Truesdell equipresence
principle. As will be shown later it is proven that in order for the thermodynamics
process in SMA to be consistent with the second law of thermodynamics, η˙ should
not be found in the free energy but in the internal configurational force p or the heat
flux q Now, using chain rule
G˙ =
∂Gˆ
∂S
· S˙ + ∂Gˆ
∂T
· T˙ + ∂Gˆ
∂η
· η˙ + ∂Gˆ
∂η˙
· η¨ + ∂Gˆ
∂∇η · ∇˙η +
∂Gˆ
∂Et
· E˙t + ∂Gˆ
∂z
· z˙, (2.61)
by insertion of G˙ into Equation(2.42) and using Coleman-Noll procedure the following
restrictions are placed on the constitutive response functions.
E = −ρ∂Gˆ
∂S
, (2.62)
d = ρ
∂Gˆ
∂∇η , (2.63)
s = −∂Gˆ
∂T
, (2.64)
−q · z,≥ 0, (2.65)
and that the response functions of the constitutive fields should only depend on the
following independent variables
G = Gˆ(S, η,∇η,Et, T ), (2.66)
s = sˆ(S, η,∇η,Et, T ), (2.67)
q = qˆ(S, η, η˙,∇η,Et, T, z), (2.68)
E = Eˆ(S, η,∇η,Et, T ), (2.69)
d = dˆ(S, η,∇η,Et, T ), (2.70)
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p = pˆ(S, η, η˙,∇η,Et, T, z), (2.71)
for the model to be thermodynamically consistent. The Coleman-Noll procedure
is based on the premise that for all admissible processes, the second law must be
satisfied regardless of how difficult it is to produce such process in the laboratory.
As noted by Gurtin, the Coleman-Noll procedure has the same goal as variational
procedures. Their goal is to ensure a properly invariant theory that is consistent
with fundamental laws under the broadest given circumstances. The Coleman-Noll
procedure is based on the premise that all conceivable or admissible processes, re-
gardless of how hard it is to produce such process in the laboratory, should satisfy the
second law of thermodynamics. The rational application of this procedure requires
external forces and supplies that may be assigned arbitrarily to ensure satisfaction of
the underlying balances in all processes. This may seem artificial, but it is no more
artificial than theories based on virtual work, a paradigm that requires arbitrary
variations, which are not guaranteed to be consistent with the resulting evolution
equations, granted a constitutive description. The Coleman-Noll procedure makes
explicit the external fields needed to support the ”virtual processes” used, and in so
doing ensures that these external fields, whether virtual or not, enter he theory in
a thermodynamically consistent manner. As can be seen in the response functions,
the intrinsic rate dependence and the temperature gradient can only enter the con-
stitutive model through either the heat flux q or the internal configurational force p.
There is nothing that suggests that the heat flux depends on the rate of the order
parameter or the transformation rate, however, the internal configurational force be-
ing intrinsic to the material itself may manifest the inherent rate dependency more
so that it relates to interface motion. So base on my hypothesis, the intrinsic rate de-
pendency is introduced using the internal configurational force p. The reduced form
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of the dissipation rate depends on the transformation strain as seen in the equation
below
−(pη˙ + ρ∂Gˆ
∂η
η˙ + ρ
∂Gˆ
∂Et
: E˙t) ≥ 0. (2.72)
Now, since the order parameter is the sole kinematic descriptor which characterizes
phase transformation and consequently dissipation, the inelastic strain or transfor-
mation strain Et evolution is related to the order parameter rate according to the
following equation
E˙
t
= Λη˙, (2.73)
Λ =
√
3
2
H S′∥∥∥S′∥∥∥
 , (2.74)
S
′
= S− 1
3
tr(S), (2.75)∥∥∥S′∥∥∥ = √S′ : S′ . (2.76)
The above equation is used to eliminate the transformation strain from the dissipa-
tion so that the order parameter (η) is the sole kinematic contributor to dissipation
during thermomechanical response of SMA. The particular expression for the propor-
tionality tensor Λ is motivated by three reasons (1) The model is developed to ensure
that the transformation strain is stress driven (2) Experimental observation showed
the formation of Luder’s like band which is not plasticity. So taken expression that
is based on deviatoric stress measure is necessary (3) the expression has been used
in the internal state variable theory of phenomenological modeling of SMA using the
maximum rate of transformation dissipation [58]. The transformation strain is elim-
inated from the reduced form of the second law of thermodynamics after restriction
has been placed by the second law of thermodynamics. Now the following inequality
holds for all [S, η,∇η, η˙,Et, T, z]
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−pidis(S, η,∇η, η˙,Et, T )η˙ ≥ 0, (2.77)
pidis = p+ ρ
∂Gˆ
∂η
+ ρ
∂Gˆ
∂Et
: Λ (2.78)
−(p+ ρ∂Gˆ
∂η
+ ρ
∂Gˆ
∂Et
: Λ)η˙ ≥ 0. (2.79)
Granted smoothness, the most general form of pidis consistent with Equation(2.77) is
pidis = −τ η˙, (2.80)
where τ(S, η, η˙,∇η,Et, T, z) ≥ 0. In general τ is function of [S, η, η˙,∇η,Et, T, z], in
which case is a generalization of the constant τ used for simulation for the response of
the SMA in this work. A constant τ represent a Linear kinetic relation between the
generalized flux η˙ and its thermodynamic force conjugate pidis similar to that utilized
by Abeyartne and knowles. In this case pidis represents the primary agent responsible
for entropy production (dissipation) due to phase transformation. Essentially, pidis
is a ”driving force” at the boundary of the phases while η˙ is like the velocity of
the interface which represents that rate at which material transform from a high
energy state to a lower energy state depending on the stress-temperature conditions.
Therefore equation 2.80 is a kinetic law for the change in the order parameter and
it captures the motion of the interface which is considered diffuse. This motion
of the interface represents progress of phase transformation. According to the 1st
and second of equation 2.77 there are two contribution to the internal force: a
contribution ρ∂G
∂η
+ ρ ∂G
∂Et
·Λ arising from change in the free energy and a dissipative
contribution pidis = −τ η˙. Now using d = ρ ∂G∂∇η , the second of equations 2.77 and
2.80,in equations (2.23) gives the equation of evolution of order parameter as stated
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in equation 2.81. The evolution equation of the order parameter when τ is taken
to be constant is essentially a linear kinetic law following classical non-equilibrium,
irreversible thermodynamics. The evolution equation provides the kinetic law that
characterizes the evolution of the austenite and martensite phases.
τ η˙ = ρ∇ ·
(
∂G
∂∇η
)
− ρ∂G
∂η
− ρ ∂G
∂Et
: Λ(S′) + g (2.81)
The above equation in conjunction with a free energy of the form
G = G(S, η,∇η,Et, T ) = GM(S, η,Et) +GTh(T ) + 1
2
λ |∇η|2 , (2.82)
is a necessary precondition to fully model the time evolution of SMA macroscopic
phase transition. Where S’ is the deviatoric part of the second PK stress tensor.
λ, the gradient energy per unit mass, is scalar because the interfacial energy is
assumed isotropic. The final field equation that is yet undetermined is that of the
heat flux q. From the restriction placed by the second law of thermodynamics using
the Coleman-Noll procedure, it was noted that the heat flux q must satisfy the
inequality qˆ(S, η, η˙,∇η,Et, T, z) · z ≥ 0 for the value of its arguments. Now if we
assume that q is a linear function of z, then the most general form of the constitutive
equation for
q = −K(S, η,∇η,Et, T, z)z (2.83)
where K is the conductivity tensor that is semi-definite. Now, if the conductivity
tensor is taken to be isotropic, then K = kI. Therefore the heat flux constitutive
equation becomes the Fourier law
q = −κ∇T (2.84)
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2.6.3 Gibbs Free Energy Formulation
Now, free energy of the following form is proposed in keeping with the restriction
imposed by the second law of thermodynamics for the field variables.
G = −1
ρ
S :
[
1
2
S(η)S + αt (T − To) + Et$(η)
]
+ c(η)
[
(T − To)− T ln( T
To
)
]
−so(η)T + o(η) + 1
2
λ |∇η|2 (2.85)
However, assuming the strain due to thermal expansion is negligible and the heat
capacity is constant, we have
G = − 1
2ρ
S : S(η)S−1
ρ
S : Et$(η)+c
[
(T − To)− T ln( T
To
)
]
−so(η)T+o(η)+1
2
λ |∇η|2
(2.86)
The above free energy is proposed based on the need for the function to not violate
basic thermodynamics, the kinematic assumption (decomposition of strain) and the
restriction placed on the free energy and the field variables by the second law of
thermodynamics. To confirm this we realize that the above free energy satisfy the
requirement that G = Gˆ(S, η,∇η,Et, T ) and there is neither dependency on η˙ nor
∇T . Similarly
E = −ρ∂Gˆ
∂S
= S(η)S + Et$(η) (2.87)
d = ρ
∂Gˆ
∂∇η = ρλ∇η (2.88)
s = −∂Gˆ
∂T
= c ln
T
T0
+ s0(η) (2.89)
All the above three equation are expected, based on both thermodynamics and unit
consistency reasons for a measure of total strain that is decomposed into an elastic
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and an inelastic ( only present in martensite), a configurational stress vector as
well as entropy. Which means that the form of the free energy proposed ensures
thermodynamic consistency of the field variables. Now, the following interpolation
of the properties of the SMA between the two phases austenite and martensite are
proposed.
S = SA + (SM − SA)m(η) (2.90)
so = s
A
o + (s
M
o − sAo )f(η) (2.91)
o = 
A
o + (
M
o − Ao )κ(η) (2.92)
αt = α
A
t + (α
M
t − αAt )b(η) (2.93)
c = cA + (cM − cA)a(η) (2.94)
Where
m(η) = m1η
3 +m2η
4 +m3η
5 (2.95)
$(η) = γoη + γ1η
2 (2.96)
γ(η) = η$(η) (2.97)
κ(η) = κoη
2 + κ1η
3 + κ2η
4 (2.98)
f(η) = foη
2 + f1η
3 + f2η
4 (2.99)
b(η) = boη
2 + b1η
3 + b2η
4 (2.100)
a(η) = aoη
2 + a1η
3 + a2η
4. (2.101)
The polynomials are essentially 2-3-4 polynomials, whose coefficients are determined
to ensure that the thermo-chemical part of the free energy is double well (as classically
used in phase field models). The calibration to make the polynomials double well is
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the need to ensure that at stress-temperature conditions corresponding to different
region of stability of each phase (as represented on the stress-temperature phase
diagram) and the well of the energy is minimum. The strain energy comprise of a
transition of elastic properties from austenite to martensite within region of their
stability
2.6.4 Thermomechanical 3-D Field Equations
The three field equations of the thermo-mechanical macroscopic continuum phase
field models are essentially the balances laws of configurational forces, linear momen-
tum and energy that has been restricted by the second law of thermodynamics such
that admissible process are captured by the model. The only additional condition
needed to have a complete equation is nucleation criterion, which in this work is not
considered. But the nucleus is seeded based on the stress-temperature phase diagram
boundary of stability of the two phases. In general the field equations based on the
three balance laws are
∇ ·
[
ρ
∂G
∂∇η
]
− τ η˙ −
(
∂G
∂∇η
)
− ρ ∂G
∂Et
: Λ(S′) + g = 0 (2.102)
∇ ·
[
ρ
∂G
∂E
]
+ b− ρu¨ = 0 (2.103)
−∇·κ∇T+ρcT˙−
[
S : Λ$(η) + S : Et
d$
dη
+
1
2
S : ∆S : S
dm
dη
− ρ∆odκ
dη
− p
]
η˙−ρr = 0.
(2.104)
which can be written as the field equations for the variables u, T and η becomes
τ η˙ =
1
2
S : ∆S : S
dm
dη
+ S : Et
d$
dη
+ ρ∆soT
df
dη
− ρ∆odκ
dη
+ S : Λ$+ ρλ∇2η (2.105)
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which solves for the evolution of the order parameter field
ρu¨ = ∇ · S + b = ∇ ·
[
C(η)
[
E− Et$(η)
]]
(2.106)
solves for the evolution of the displacement field, and
ρcT˙ = −∇ · q +
[
S : Λ$(η) + S : Et
d$
dη
+
1
2
S : ∆S : S
dm
dη
− ρ∆odκ
dη
− p
]
η˙ + ρr
(2.107)
describes the evolution of the temperature field.
2.7 Model for Thermomechanical Response for Linear Elastic Phases
The above model derived using finite strain measures can be derived using in-
finitesimal strain. In that case the displacement gradient is small and there is neg-
ligible difference between the deformed and reference configuration. Therefore the
strain measure becomes the linearized Lagrange strain or the infinitesimal strain 
and the stress measure becomes the Cauchy stress σ. Therefore, the constitutive
restrictions becomes
 = −ρ∂Gˆ
σ
(2.108)
d = ρ
∂Gˆ
∂∇η (2.109)
s = −∂Gˆ
∂T
(2.110)
The linear constitutive restrictions then required that
G = Gˆ(σ, η,∇η, t, T ) (2.111)
s = sˆ(σ, η,∇η, t, T ) (2.112)
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q = qˆ(σ, η, η˙,∇η, t, T, z) (2.113)
E = ˆ(σ, η,∇η, t, T ) (2.114)
d = dˆ(σ, η,∇η, t, T ) (2.115)
p = pˆ(σ, η, η˙,∇η, t, T ) (2.116)
The transformation or inelastic strain evolution becomes
˙t = Λη˙, (2.117)
Λ =
3
2
[
H
σ
′
σ¯′
]
, (2.118)
σ
′
= σ − 1
3
tr(σ)I, (2.119)
σ¯
′
=
√
3
2
‖σ′‖2. (2.120)
Consequently,
τ η˙ = ρ∇ ·
(
∂G
∂∇η
)
− ρ∂G
∂η
− ρ∂G
∂t
: Λ(σ′) + g (2.121)
The free energy can now be written as
G = − 1
2ρ
σ : S(η)σ− 1
ρ
σ : t$(η)+c
[
(T − To)− T ln( T
To
)
]
−so(η)T+o(η)+ 1
2
λ |∇η|2
(2.122)
λ is scalar because the interfacial energy is assumed isotropic.
2.7.1 Linearized Field Equations
Now the linearized field equations for linear elastic phases are
τ η˙ =
1
2
σ : ∆S : σ
dm
dη
+ σ : t
d$
dη
+ ρ∆soT
df
dη
− ρ∆odκ
dη
+ σ : Λ$ + ρλ∇2η (2.123)
ρu¨ = ∇ · σ + b = ∇ ·
[
C(η)
[
− t$(η)
]]
+ b (2.124)
71
ρcT˙ = −∇ · q +
[
σ : Λ$(η) + σ : t
d$
dη
+
1
2
σ : ∆S : σ
dm
dη
− ρ∆odκ
dη
− p
]
η˙ + ρr
(2.125)
Again, these field equations are simply the thermodynamically restricted balance
of configurational forces, linear momentum and energy this is to ensure that the
coupled field equation simulates all admissible thermomechanical processes during
the thermomechanical loading of SMA.
2.7.2 1-D Simplification of Constitutive and Field Equation
SMA is mostly available and used industrially in wire form in which the relevant
physics can be mathematically represented in 1-D form, therefore the current model
is simplified into 1-D which will be used to simulate SMA wire as an axisymmetric rod
experiencing only field variation only in the longitudinal direction. Now, simplifying
the Gibbs free energy formulation for the linear elastic phases to 1-D becomes
G = − 1
2ρ
σ2S(η)− 1
ρ
σHγ(η) + c
[
(T − To)− T ln( T
To
)
]
− so(η)T + o(η) + 1
2
λ
(
∂η
∂x
)2
(2.126)
and the field equations, assuming quasi-static loading, are
τ η˙ =
σ2
2
(
1
EM
− 1
EA
)
dm
dη
+ σH
dγ
dη
+ ρ∆soT
df
dη
− ρ∆odκ
dη
+ ρλ
∂2η
∂x2
, (2.127)
∂
∂x
[
E(η)
(
∂u
∂x
−Hγ
)]
+ bx = ρu¨ (2.128)
and
ρcT˙ = k
∂2T
∂x2
+
[
σ2
2
(
1
EM
− 1
EA
)
dm
dη
+ σH
dγ
dη
− ρ∆odκ
dη
− p
]
η˙ + ρr (2.129)
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Simplifying the thermomechanical coupled equation to 1-D, a fundamental assump-
tion is made that the SMA specimen in consideration (e.g. a wire), is insulated at
the surface and therefore there is no flux of heat within the rod at that surface.
What this means is that there is no temperature gradient in the y and z direction
for Cartesian co-ordinate or r and θ direction for cylindrical co-ordinate. The as-
sumption of 1-D for a rod that is 3-D by taking the wire to be insulated surface in
reality is really not true. The insulation assumption takes away the heat transfer at
the surface, which after all remains part of the problem. Therefore, there is the need
to somehow reintroduce this heat transfer into the mathematical description of the
problem. One way this can be done is to assume or pretend that the amount of heat
transfer occurring at the surface of the rod is, in fact, occurring as a loss of heat
or heat sink from the system, uniformly distributed throughout the cross section of
the rod. Addition of distributed heat sink restores the heat transfer at the surface
approximately and the heat transfer at the surface is counted mathematically as
consumption per unit volume term in the energy balance equation. The distributed
heat sink will replace the source term ρr in equation (2.129). So at a position x
where the temperature is T (x) and for a slab of thickness ∆x, the heat loss is
(
heattransfer
volume
)
=
(heatflux) ∗ (surfacearea)
volume
(2.130)
where P is the length of the perimeter of the rod and A its cross-sectional area. For
a circular rod P = pid and A = pi(d/2)2. Therefore the field equation for temperature
is now given as
ρcT˙ = k
∂2T
∂x2
+
[
σ2
2
(
1
EM
− 1
EA
)
dm
dη
+ σH
dγ
dη
− ρ∆odκ
dη
− p
]
η˙−hPR(T (x, t)− T∞)
A
(2.131)
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where h is the heat transfer coefficient and d is the diameter in the case of a rod and
PR is the perimeter of the rod . Equation 2.131 now simplify to
ρcT˙ = k
∂2T
∂x2
+
[
σ2
2
(
1
EM
− 1
EA
)
dm
dη
+ σH
dγ
dη
− ρ∆odκ
dη
− p
]
η˙− 4h(T (x, t)− T∞)
d
(2.132)
. The one dimensional form of the balance of linear momentum under quasi-static
loading assumption becomes
∂
∂x
[
E(η)
(
∂u
∂x
−Hγ
)]
= 0 (2.133)
2.7.3 Non-Dimensionalization of Field Equations
The 1-D model is recast into the dimensionless form to generate non-dimensional
field equations for the order parameter, dimensionless temperature and dimensionless
displacement (and consequently stress). The dimensionless form of the equation for
quasi-static (in the sense that inertia is negligible) results in five non-dimensional
parameters of the model, all of which will be stated shortly. In addition, possible
expressions to determine the two parameters that are introduced due to the kinetic
law resulting from the configurational forces balance are also stated. The resulting
dimensionless field equations are
υ
∂η
∂t∗
= βσ¯2m
′
+ ϕHσ¯γ
′
+ µf
′
θ − ζκ′ + ∂
2η
∂χ2
(2.134)
φ
∂θ
∂t∗
= ς
∂2θ
∂χ2
+
{
βσ¯m
′
+ ϕHσ¯γ
′ − ζk′ + ∂
2η
∂χ2
}
∂η
∂t∗
+ ψ (2.135)
∂2u¯
∂t∗2
= ℵ
(
∂
∂χ
[
E(η)
Ec
(
∂u
∂χ
−Hγ
)]
+ bx
)
(2.136)
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Now the dimensionless parameters that originally fall out of the dimensionless equa-
tions are
υ =
τx2c
Λtc
(2.137)
β =
E2cx
2
c∆S
Λ
(2.138)
ϕ =
x2cEc
Λ
(2.139)
µ =
ρ∆s0Tcx
2
c
Λ
(2.140)
ζ =
ρ∆0x
2
c
Λ
(2.141)
φ =
Tccx
2
c
Λ
(2.142)
ς =
kTctc
Λ
(2.143)
ψ =
ρrx2ctc
Λ
(2.144)
ℵ = Ect
2
c
ρx2c
(2.145)
Now, for the non-dimensionalization, characteristic or intrinsic properties such char-
acteristic time, length, modulus and temperature of the model are used to normalize
the fields. The normalized form of these fields are given as
χ =
x
xc
(2.146)
t∗ =
t
tc
(2.147)
σ¯ =
σ
Ec
(2.148)
θ =
T
Tc
. (2.149)
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Now,if υ, β, µ and ζ are all set to unity, we can derive the characteristic properties
which are intrinsic as
xc =
√
ρλ
ρ∆0
(2.150)
The characteristic length based on this equation is essentially the square root of
the ratio of the gradient energy coefficient of the reference internal energy, which is
related to the latent heat of transformation.
tc =
τ
ρ∆0
(2.151)
The characteristic time is essentially the ratio of the dynamic viscosity” or kinetic
coefficient to that of the reference internal energy, which is related to the latent heat
of transformation..
Ec =
√
ρ∆0
∆S
(2.152)
The intrinsic modulus of the problem is essentially the square root of the ratio of the
change in reference internal energy, which is related to the latent heat of transfor-
mation to the compliance difference between austenite and martensite.
Tc =
∆0
∆s0
(2.153)
While the characteristic temperature is the ratio of the change in reference internal
energy and change in reference entropy per unit mass.
∆S =
1
EM
− 1
EA
(2.154)
Notice that ρλ relates to length scale and intrinsic modulus. τ relates to time scale
from equation 2.151. After the earlier stated parameter have been set to unity, the
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non-dimensional field equations becomes In this case we have
∂η
∂t∗
= σ¯2m
′
+ ϕHσ¯γ
′
+ f
′
θ − κ′ + ∂
2η
∂χ2
(2.155)
φ
∂θ
∂t∗
= ς
∂2θ
∂χ2
+
{
σ¯2m
′
+ ϕHσ¯γ
′ − k′ + ∂
2η
∂χ2
}
∂η
∂t∗
+ ψ (2.156)
∂2u¯
∂t∗2
= ℵ
(
∂
∂χ
[
E(η)
Ec
(
∂u
∂χ
−Hγ
)]
+ bx
)
(2.157)
and for quasi-static case the balance of linear momentum becomes
∂
∂χ
[
E(η)
Ec
(
∂u
∂χ
−Hγ
)]
= 0 (2.158)
In this case we have only five non-dimensional parameters ϕ, ς and ψ and φ and ℵ.
These parameters are
ϕ2 =
1
ρ∆0∆S
(2.159)
φ =
c
∆s0
(2.160)
ς =
kτ
Λρ∆s0
(2.161)
ψ =
ρrτ
(ρ∆0)2
(2.162)
which actually in terms of the approximation made to lateral convection becomes
ψ =
−4h(T − T∞)τ
d(ρ∆0)2
(2.163)
Upon inserting the expression for characteristic length (xc), time (tc) and modulus
(Ec) based on the model parameter calibrated from experiment. The expression
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becomes
ℵ = τ
2
ρ2λ
∗ ϕ (2.164)
ℵ2 = τ
4
ρ4λ2
∗ ϕ2 (2.165)
Alternatively, we can choose appropriate choice for xc, tc , Ec and Tc rather than using
the intrinsic dimensionless numbers. Possible choices are certain length scale in the
problem, e.g. length of specimen, grain size e.t.c., and thermal time constant which
is ratio of square of some system dimension such as length or diameter and that of
thermal diffusivity. For temperature, we can choose the equilibrium temperature and
for intrinsic modulus, we can choose modulus of austenite being the reference material
state. For example I am planning to choose the following to non-dimensionalize with.
xc = L, (2.166)
tc =
L2
α
, (2.167)
Ec = E
A, (2.168)
Tc =
As +Ms
2
. (2.169)
where L is the specimen length or diameter or certain length dimension ,α = k
ρc
is
thermal diffusivity. If these dimensionless parameters are used, we have
υ =
ατ
Λ
(2.170)
β =
E2AL
2∆S
Λ
(2.171)
ϕ =
L2EA
Λ
(2.172)
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µ =
ρ∆s0(As +Ms)L
2
2Λ
(2.173)
ζ =
ρ∆0L
2
Λ
(2.174)
φ =
(As +Ms)ρcL
2
2Λ
(2.175)
ς =
k(As +Ms)L
2
2αΛ
(2.176)
ψ =
ρrL4
αΛ
(2.177)
2.7.4 Understanding the Meaning of Non-Dimensional Parameters
As noted earlier, there are five non-dimensional parameters that come out of the
fully coupled model developed in this work. Each one of them has the meaning of
coupling phenomena of conduction, convection, phase transformation and mechanical
deformation and wave propagation,labelled as ϕ2, φ, ψ, ς, ℵ. Each of this parameter
has a meaning of relating the different phenomena prevalent in a full structural
analysis of an SMA using thermomechanical coupled field equations of this model.
These phenomena are heat conduction, heat convection, phase transformation and
elastic wave propagation under dynamic (impact) loading. Now each of the non-
dimensional parameter gives insight into how the different phenomena are coupled,
particularly the times scale. So the first non-dimensional parameter
ϕ2 =
1
ρ∆0∆S
=
1
E2c∆S
2
, (2.178)
ϕ =
1
Ec∆S
(2.179)
seem to relate the modulus of the system. It is the inverse of the product of the
intrinsic modulus and the change in compliance of the martensite and austenite.
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Therefore the non-dimensional parameter is a measure of the intrinsic compliance
of the system scaled by the inverse of difference in elastic compliance of the SMA
phases. Now, since the entropy change does not have a ready physical meaning in
the model compared to the change in internal energy as it is hard to measure entropy
through any experimental means. The second and third non-dimensional parameter
actually have physical meaning when the change in entropy parameter is removed by
diving both parameters φ and ς In order to understand the meaning of the other four
non-dimensional parameters coming out of the dimensionless field equations, Note
that they are related to the intrinsic properties of SMA that are derived from the
coupled system of field equations, it is important to note some important time scale
of the different phenomena present in a typical SMA response. These time scales are
tc =
τ
ρ∆0
(2.180)
tcond = x
2
c/α (2.181)
tconv =
d(ρ∆0)
4h(T − T∞) (2.182)
twp =
xc√
Ec/ρ
(2.183)
Where tc is the time scale of phase transformation, tcond is the well-known time
scale of heat conduction, tconv is the time scale for heat convection out of the SMA
rod and twp is the time scale of wave propagation through SMA in the light of the
moving transformation front. Notice that twp carries a similar expression as that of
the classical time scale for wave propagation in an homogeneous elastic solid usually
written as
t =
L
CL
(2.184)
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CL =
√
λh + 2µh
ρ
(2.185)
where λh and µh are the Lame’s constant. Now having defined the time scales, it
could be shown that
ψ =
−4h(T − T∞)τ
d(ρ∆0)2
≡ Timescaleofphasetransformation
T imescaleofconvection
(2.186)
ι =
φ
ς
=
x2c
α
ρλ
τx2c
≡ Timescaleofheatconduction
T imescaleofphasetransformation
(2.187)
ℵ =
(
t2c
Ec
ρx2c
)
≡
(
Timescaleofphasetransformation
T imescaleofwavepropagation
)2
(2.188)
ℵ is proportional to ϕ2 which relates change in compliance of the SMA to the latent
heat of transformation.
2.7.5 Calibration to Experiment-Determination of Unknown Model Coefficient in
Terms of Experimental Parameters
The condition for austenite and martensite stability is used to calibrate the model
so as to obtain a landau type free energy in the sense that at different temperature and
stress the condition of stability and instability of austenite and martensite are met at
the boundary corresponding to the Clasius Clapeyron slope on the stress-temperature
phase diagram (CAandCm). For vanishing stress, the boundary of martensite sta-
bility (upon heating or unloading) is the austenite start temperature (As)and the
boundary for austenite stability upon cooling or loading is the martensite start tem-
perature (Ms). The equilibrium phase transition temperature is determined by the
condition that in both phases the Gibbs free energies are equal. The equilibrium
phase transition temperature is determined by the condition that in both phases the
Gibbs free energies are equal. This equilibrium temperature is the foremost tem-
perature for phase transition to occur upon heating and cooling. However, super
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cooling and super heating leads to hysteresis, hence the reason for the difference be-
tween Austenite start temperature and martensite start temperature. Falk assumed
the temperature for Austenite start and martensite start based on the equilibrium
temperature. However based on standard practice of the stress-temperature phase
diagram, and assume linear relationship, As and Ms can be determined. The idea
behind the calibration of the model is the requirement that at high temperature
above the austenite start temperature for zero stress (which is the boundary for the
stability of austenite) the free energy function should have a single minimum only at
vanishing order parameter (i.e. an order parameter value of zero which correspond
to austenite phase) which is the condition for the stability of austenite at T ≥As.
While at temperature lower than Ms, the only minimum should correspond to non-
vanishing order parameter- which in this case is taken to have a value of 1 for the
martensite phase. At intermediate temperature, the free energy is expected to have
minima corresponding to both phases (i.e. austenite and martensite). A single free
energy applies to both phases and based on the choice of the free energy, it is expected
that at T > T0 the martensite phase is metastable and T < T0, the high temperature
phase (austenite) is metastable. Essentially, the martensite phase becomes unstable
at T = As which implies that austenite is the only stable phase at T ≥ As. Similarly,
for T ≤ Ms for austenite phase. In the present formulation, the calibration is taken
to be such that the only a single variant of martensite is favored as the load is high
enough to bias the variant. Since the martensitic transformation is a 1st order phase
transition, there exists phase equilibrium such that at certain stress and temperature
range, both phases may be in equilibrium and therefore may coexist. Below are the
final equations for the coefficient of the polynomials introduced to ensure a double
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well potential of the free energy as seen in Equations
f0 =
6CM
CA + CM
(2.189)
f1 =
4CA − 2CM
CA + CM
(2.190)
f2 =
−3(CA − CM)
CA + CM
(2.191)
κ0 =
6CMMs
AsCA + CMMs
(2.192)
κ1 =
4AsCA − 2CMMs
AsCA + CMMs
(2.193)
κ2 =
−3(AsCA − CMMs)
AsCA + CMMs
(2.194)
∆0 =
−(AsCA − CMMs)H
2ρ
(2.195)
∆s0 =
−(CA + CM)H
2ρ
(2.196)
In addition there are five additional coefficients that results in just numbers γ0 =
3,γ1 = −2,m1 = 10,m2 = −15,m3 = 6. Details of the derivation of the above set of
equation is given in Appendix A.
2.8 Derivation of Constitutive Response Function for Diffusion in Elastic Solid
Modeling of Precipitation in SMA
The approach used to derive this model is essentially not different from that of
the last section in essence except that the balance of species mass across the interface
is added to the balance laws. Also, the order parameter is now the concentration(c)
of diffusing species (which is conserved). J is mass flux and h is external species mass
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supply. Following an approach similar to that of the thermo-mechanical case, and
using the configurational (micro) force balance and the species mass balance, I now
make the following anzats that the independent variable of my constitutive model
are [F, c,∇c, η˙, µ,∇µ]. The concentration is assumed to only change in the matrix
and accross the diffuse interface.
I consider that the constitutive behavior of material points is characterized by
the following response functions when the independent variables are known:
ψ = (ˆF, c,∇c, c˙, µ,∇µ) (2.197)
J = Jˆ(F, c,∇c, c˙, µ,∇µ) (2.198)
d = dˆ(F, c,∇c, c˙, µ,∇µ) (2.199)
P = Pˆ(F, c,∇c, c˙, µ,∇µ) (2.200)
p = pˆ(F, c,∇c, c˙, µ,∇µ) (2.201)
Notice that in this modeling approach, the chemical potential and its gradient en-
ter in as independent variable, unlike the way it is classically defined as a function
of the concentration. Here it enters the constitutive equation along with the con-
centration and its gradient. Similarly, the strain and stress measure used ensure
that the constitutive response be invariant under changes in observer. By using the
Coleman-Noll procedure on the dissipation inequality (resulting from the local form
of the second law) to place restriction on the constitutive equation, the restricted
constitutive equations becomes
ψ = ψˆ(F, c,∇c) (2.202)
J = Jˆ(F, c,∇c, c˙, µ,∇µ) (2.203)
84
d = dˆ(F, c,∇c) (2.204)
P = Pˆ(F, c,∇c) (2.205)
p = pˆ(F, c,∇c, c˙, µ,∇µ) (2.206)
and the micro-stress and the 1st PK stress are given as
d =
∂ψˆ(F, c,∇c)
∂∇c (2.207)
P =
∂ψˆ(F, c,∇c)
∂F
. (2.208)
Finally, the following inequality comes out as the reduced form of the dissipation
and must be satisfied for all [F, c,∇c, c˙, µ,∇µ]
pidis(F, c,∇c, c˙, µ,∇µ)c˙+ Jˆ(F, c,∇c, c˙, µ,∇µ) · ∇µ ≤ 0, (2.209)
pidis(F, c,∇c, c˙, µ,∇µ)c˙ = pˆ(F, c,∇c, c˙, µ,∇µ) + ∂ψˆ(F, c,∇c)
∂c
− µ (2.210)
In order for inequality in equation 2.209 to hold all the time, then pidis must have
the following expression
pidis(F, c,∇c, c˙, µ,∇µ) = −δ(F, c,∇c, c˙, µ,∇µ)c˙− b · ∇µ (2.211)
Jˆ(F, c,∇c, c˙, µ,∇µ) = −ac˙−M∇µ, (2.212)
where a = aˆ(F, c,∇c, c˙, µ,∇µ) and b = bˆ(F, c,∇c, c˙, µ,∇µ) are vectors and the
existence of a constitutive modulus δ(F, c,∇c, c˙, µ,∇µ) (a scalar). By combining
this with the configurational (micro) force balance leads to an expression for the
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chemical potential, given as
µ− b · ∇µ = ∂ψˆ(F, c,∇c)
∂c
−∇ · ∂ψˆ(F, c,∇c)
∂∇c + δc˙− g (2.213)
The above equation simplifies to
µ =
∂ψˆ(F, c,∇c)
∂c
−∇ · ∂ψˆ(F, c,∇c)
∂∇c + δc˙− g (2.214)
for isotropic material, in which case b = 0. The kinetic equation for the evolution
of the concentration field can now be derived by inserting, equation 2.213 and the
second of equation of 2.211 into the balance of diffusing species, equation 2.25. This
equation upon assumption of constant δ yield
c˙ = ∇ ·M∇[∂ψˆ(F, c,∇c)
∂c
−∇ · ∂ψˆ(F, c,∇c)
∂∇c + δc˙− g] + h (2.215)
2.8.1 3-D Field Equations for Diffusion in Elastic medium
In general the three field equations of this model including inertia for two phase
elastic solid are
c˙ = ∇ ·M∇µ+ h (2.216)
∇ · [∂ψˆ(F, c,∇c)
∂F
] + b = ρu¨ (2.217)
µ =
∂ψˆ(F, c,∇c)
∂c
−∇ · ∂ψˆ(F, c,∇c)
∂∇c + δc˙− g (2.218)
Notice that the field equations are simply the balance of species mass, the balance
of linear momentum and the equation of the chemical potential µ
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2.9 Model Form in Linear Elastic Phases
As noted earlier, shape memory alloy are material that do not have very large
elastic deformation, therefore the continuum theory can be simplified into that of
linear elastic solid by linearization of the finite strain theories to infinitesimal strain
and appropriate stress measures. The section will focus on that simplification of the
model to linear elastic phase. This is the form of the model that is implemented
for the result in this work For diffusion of atomic species in an elastic phase, the
strain measure is now the infinitesimal strain tensor. As a result the stress measure
also becomes the Cauchy stress σ as often used in linear elasticity, so just like the
derivation above, the restricted constitutive equation now becomes
ψ = ψˆ(, c,∇c) (2.219)
J = Jˆ(, c,∇c, c˙, µ,∇µ) (2.220)
d = dˆ(, c,∇c) (2.221)
σ = σˆ(, c,∇c) (2.222)
p = pˆ(, c,∇c, c˙, µ,∇µ). (2.223)
The micro-stress and cauchy stress are given as
d =
∂ψˆ(, c,∇c)
∂∇c (2.224)
σ =
∂ψˆ(, c,∇c)
∂
. (2.225)
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Finally, the following inequality comes out as the reduced form of the dissipation
and must be satisfied for all [, c,∇c, c˙, µ,∇µ]
pidis(, c,∇c, c˙, µ,∇µ)c˙+ Jˆ(, c,∇c, c˙, µ,∇µ) · ∇µ ≤ 0, (2.226)
pidis(, c,∇c, c˙, µ,∇µ)c˙ = pˆ(, c,∇c, c˙, µ,∇µ) + ∂ψˆ(, c,∇c)
∂c
− µ (2.227)
pidis(, c,∇c, c˙, µ,∇µ)c˙ = −δ(, c,∇c, c˙, µ,∇µ)c˙− b · ∇µ (2.228)
Jˆ(, c,∇c, c˙, µ,∇µ) = −ac˙−M∇µ, (2.229)
where a = aˆ(, c,∇c, c˙, µ,∇µ) and b = bˆ(, c,∇c, c˙, µ,∇µ) are vectors and the ex-
istense of a constitutive modulus δ(, c,∇c, c˙, µ,∇µ) (a scalar). By combining this
with the configurational (micro) force balance leads to an expression for the chemical
potential, given as
µ− b · ∇µ = ∂ψˆ(, c,∇c)
∂c
−∇ · ∂ψˆ(, c,∇c)
∂∇c + δc˙− g (2.230)
The above equation simplifies to
µ =
∂ψˆ(, c,∇c)
∂c
−∇ · ∂ψˆ(, c,∇c)
∂∇c + δc˙− g (2.231)
2.9.1 3-D Field Equations Diffusion in Linear Elastic Medium
Now the three linear elastic field equations to be solved for the different field
variable for the problem including inertia for linear elastic two phase material like
SMA are
c˙ = ∇ ·M∇µ+ h (2.232)
∇ · [∂ψˆ(, c,∇c)
∂
] + b = ρu¨ (2.233)
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µ =
∂ψˆ(, c,∇c)
∂c
−∇ · ∂ψˆ(, c,∇c)
∂∇c + δc˙− g (2.234)
Assuming linear elastic phases, the final form of the free energy and other constitutive
fields such as species flux, micro-traction and internal micro force can be derived.
Combining them appropriately with the balance of linear and angular momentum,
while using isotopic mobility, leads to the following basic equations. The free energy
is taken to have the following form
ψ̂ = U(c, ) + f(c) +
1
2
κ |∇c|2 . (2.235)
U(c, ) is the mechanical strain energy, f(c)is the chemical energy that is double well
whose wells defines the precipitate and the matrix, and 1
2
κ |∇c|2 represent interfacial
energy. The mobility tensor M is taken to be isotropic, therefore it becomes
M = MI (2.236)
It important to note that for this model the form of the field equation used quasi-
static mechanical equilibrium equation, the terms δ and g are set to zero for the
current implementation in this work. Therefore the model reduces to the classical
Cahn-Hilliard equation for the evolution of the concentration of diffusing species in
an elastically stressed solid. Therefore, the relevant equations are
∇ · (σ) = 0 (2.237)
where
σ =
∂U(c, )
∂
, (2.238)
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and
µ = f
′
(c) +
∂U(c, )
∂c
− κ∆c. (2.239)
It is important to note that in the current model the form of equation solved is dimen-
sionless, therefore the concentration is normalized and therefore has a value of zero
in the matrix and a value of one in the precipitate. So given, an initial microstruc-
ture, the future evolution can be studied by solving the coupled field equations for
the phase transition. The coherency strain due to lattice mismatch between the
precipitate and the matrix, taken to be dilatational, is given as
ε = βtI (2.240)
The stiffness tensor of the precipitate matrix system taken to be interpolated between
that of the matrix and precipitate for the normalized concentration, which is one in
precipitate and zero in matrix. Therefore the stiffness tensor is given as
C(c) = C + h¯(c)∆C (2.241)
∆C = Cp − Cm (2.242)
h¯(c) =
{
c3
(
10− 15c+ 6c2
)
− 1
2
}
(2.243)
C =
1
2
[Cp − Cm] (2.244)
where h¯(c) is an interpolation polynomials. From the micromechanics of an inclusion
in a matrix, then, we can see that C represents the effective elastic modulus of
the macroscopic homogeneous system. If the diffusion source h is zero, then the
dimensionless field equation solved for the present models with negligible inertia are
c˙ = ∇ ·M∇µ, (2.245)
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µ = 2Γc(1− c)(1− 2c)− 2αc∇2c+ 1
2
h¯
′
(c)e : ∇C : e − β ′(c)tC : e, (2.246)
∇ ·
[
C(c)
[
− tβ(c)
]]
= 0 (2.247)
The above three field equation has the displacement, concentration and chemical
potential as the constitutive fields.
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3. NUMERICAL IMPLEMENTATION AND SIMULATION OF PRECIPITATE
GROWTH
The discussion in this chapter is motivated by the need to simulate the evolution of
precipitate in an elastically stresses solid using the model for diffusion in an elastically
stressed solid as described earlier in Chapter 2. In addition, although the results are
qualitative in this chapter, they serve to show the breadth of capability and strength
of the modeling and implementation approach used; which will be demonstrated to
yield more qualitative results in chapter 4 and 5. Capability of a 3-D implementation
and simulation of transformation by phase boundary motion is also a consequence
of the results.
Development of such capability is particularly useful for precipitate morphology
and subsequently SMA microstructure design. SMAs are often aged to developed
fine precipitate with the intention of improving their toughness (resistance to dislo-
cation motion) changing the path of transformation as well as to shift the martensitic
transformation temperature such as Ms [38, 40, 105]. Fine Ni4Ti3 precipitates in-
crease the strength of the austenite and limit the degree of plastic deformation during
martensitic transformation under temperature or load cycling. So, the path and Ms
of SMA can be altered by controlling the size and density of Ni4Ti3. However, the
high sensitivity of Ms to Nickel concentration and the small sizes of coherent Ni4Ti3
precipitate require experimental method with very high accuracy and spatial reso-
lution in the measurement. Such precision in measurement and consequently cost
of equipment imposes a very serious challenge [38, 40]. Therefore, it is desirable to
use computational methods to complement the experimental efforts in exploring the
influence of fine precipitate on martensitic transformation. In the light of the above
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need, qualitative simulations are carried out with the elasto-diffusion model as an
attempt towards a more physical result in the future. The results in this chapter is
intended to demonstrate the capability of the model to capture qualitative salient
features of precipitate formation in an elastically stressed solid which is representative
of the formation of finely dispersed Ni4Ti3 in NiTi SMA.
It is the goal of this chapter to demonstrate that this model is useful (qualitatively
for the present form of free energy) to simulate diffusion controlled precipitate for-
mation in SMAs. The depletion of concentration fields around precipitate, which has
been experimentally measured, is well captured. The stress field expected around an
inclusion in a matrix (known from micromechanics), the effect of elastic anisotropy
and inhomogeneity are all captured qualitatively as well.
It is important to note that the current model is useful only for coherent precip-
itates. Fully coherent interphases occur when two crystals match perfectly at the
interface plane so that the two lattices are continuous across the interface. For a
material having a coherent interface, within the bulk of each phase, every atom has
an optimum arrangement of nearest neighbors that produces a low energy. However,
at the interface there is usually change in composition so that each atom is partly
bonded to wrong neighbors across the interface. The interaction increases the energy
of the interfacial atoms and leads to a chemical contribution to the interfacial energy.
If the distance between atoms of, say, two crystals are identical, there are no strains
generated. However, whenever the distance between the atoms in the interfaces is
not identical it is possible to maintain coherency by stretching one or both of the two
lattices. The resultant lattice distortions are known as the coherency strains which
result in coherency stress and coherent strain energy. In SMA coherency strain de-
velop due to composition difference between the austenite B2 structure and Ni4Ti3
phase because the formation of the Ni4Ti3 is by Ni atom diffusion, and the atom
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of Ni is 149pm and that of Titanium is 176pm with atomic size difference of about
0.8466, the strain energy is expected to be more important than the interfacial en-
ergy in determining the equilibrium shape of the precipitate.[2]. So it is important
to account for coherency elastic strain energy effect on precipitate morphology.
The strain energy is a product of misfit strain due to compositional difference
between the precipitate and matrix. Precipitates with coherent interfaces have a low
interfacial energy, but in the presence of misfit, they are associated with coherency
strain energy. If the same precipitate has non-coherent interfaces, it will have a
higher interfacial energy but the coherency strain energy will be absent.
One major challenge of simulating the formation of precipitate in SMA is the
ability to couple, in a transient manner, the concentration of diffusing species and
the mechanical field arising from the elastic strain energy due to coherency. In
other words, modeling the kinetics of diffusion mediated phase transformation in
an elastically stressed solid is been challenging. The presentation in this chapter
promises a way to address the challenges. One thing to note from the beginning
is that the word equilibrium as used in this chapter is not really a thermodynamic
equilibrium in the sense that not change can occur anymore in all thermodynamic
fields but a steady state.
3.1 Numerical Implementation in COMSOL Multiphysics
The developed model is implemented in COMSOL Multiphysics as well in 2-D
and 3-D. The field equation resulting from the balance of species mass, the balance
of configurational forces and the balance of linear momentum discussed in earlier
chapter which are a set of PDEs are solved using COMSOL Multiphysics(a commer-
cial finite element code). Two of the coupled PDEs are implemented in the PDE
interface of COMSOL. The solid mechanics module in COMSOL is used to solve the
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Figure 3.1: Chemical free energy as a function of the normalized concentration field
balance of linear momentum which comprises the coherency strain.
A unit cell of precipitate in a matrix is used with a periodic boundary condition
imposed on all the eight sides of the cubic RVE. The precipitate is initially seeded as
a circle in 2-D and a sphere in 3-D to represent an isotropic nucleus with isotropic
interfacial energy. Once the nucleus is seeded, the three set of coupled PDEs are then
solved to evolve the precipitate, which then grows into equilibrium size and shape as
dictated by these evolution laws. In order to resolve the sharp gradient of field at the
diffuse interface, an adaptive mesh refinement tool, present in COMSOL is used. The
adaptive mesh capability ensured that the meshes at the interface during the growth
of the precipitate has small enough meshes to properly approximate the geometry
and consequently better approximate the underlying physics of the diffuse interface.
It is important to note here that the simulations reported in this chapter takes several
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Figure 3.2: Stress field in the x-direction (σxx) around a coherent precipitate
hours to days to get to equilibrium configuration. In order to capture the minimum
of the free energy for the two equilibrium phase (matrix and precipitate), a double
well potential is used. Figure 3.1 is a plot of the double well potential which is
a very crude approximation of the problem. However, the results are qualitatively
representative of the actual problem. Future work should involve incorporation of
thermodynamically consistent double well potential based on material parameters as
will be demonstrated in chapter and .
3.2 2-D Precipitate Growth Simulation
This section describes the results of the simulations carried out for two di-
mensional circular precipitate in a matrix. Discussion on the effect of diffusion,
precipitate-matrix elastic inhomogeneity, material anisotropy and equilibrium mor-
phology will be described.
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Figure 3.3: Stress field in the y-direction (σyy) around a coherent precipitate
3.2.1 Diffusion Driven Growth of Inclusion in an Elastic Solid
One of the major contributions of this chapter, as noted earlier, is the implemen-
tation of coupled elastic and diffusion field to simulate kinetics of diffusion driven
precipitate evolution. In order to verify the implementation, the stress field around
an isotropic precipitate in an isotropic matrix is plotted for the axial stress σxx and
the transverse stress σyy. The results are shown in figures 3.2 and 3.3. The stress
field is dimensionless since they are intended to be qualitative and verify the imple-
mentation and the ability of the model to capture the expected trend. Comparing the
stress field to simulation in earlier works and micromechanics, the implementation is
verified as correct. The transverse stress field exhibits a sharp rise at the interface
and the decays to value of zero at the far field. The observation is correct because
there is no far field stress applied, therefore the rise in stress at the interface decays
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Figure 3.4: Pure diffusion growth of precipitate
as the distance increases form the interface. The axial stress also shows an expected
trend of a very high compressive axial stress close to and within the precipitate-
matrix interface which becomes less compressive farther from the interface. The
trends are also the same as reported by Hu and Chen [106]. The advantage here is
that, apart from 3-D implementation that will be discussed shortly, the implementa-
tion allows for the simulation of evolution of the precipitate under simultaneous fully
coupled diffusion and elastic deformation fields. So, this stress field is the coherency
stress that arises from constitutive relation with the coherency strain that result from
mismatch at the interface.
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Figure 3.5: Concentration field around a circular precipitate in an isotropic matrix
3.2.2 Discussion on Isotropic 2-D Growth of Single Precipitate
Growth of a circular precipitate without mechanical coupling is presented in fig-
ure 3.4. The plot shows how initially a very small circular precipitate grows as
diffusion progresses across the interface to enrich the precipitate to form equilibrium
circular precipitate. The equilibrium morphology is spherical as the gradient energy
coefficient is scalar, representing an isotropic interfacial behavior. A characteristic
of precipitate growth during aging of SMA is the depletion of concentration around
the precipitate. Figure 3.5 is a normalized concentration field showing depletion
of concentration near the precipitate. For the simulation, the matrix has an initial
normalized concentration of 0.2 and the precipitate seeded has a normalized con-
centration of 1. The precipitate is therefore unstable as it lies below the inflexion
point of the double well potential. So the precipitate is enriched as the matrix close
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Figure 3.6: Coarsening of precipitate under pure diffusion driven growth of precipi-
tate
to the precipitate is depleted of concentration. Unlike classical Ficks diffusion, the
direction of flow of species is not necessarily from high concentration to low concen-
tration but from high chemical potential to low chemical potential. It is important
to note that concentration field plots in Figure 3.5 does not include equilibrium
concentration field. A t equilibrium, the concentration in the matrix becomes zero.
However, note that as transformation progress the concentration is driving towards
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Figure 3.7: Representation of (a) cubic symmetric (b) Orthorhombic symmetric and
(c ) Rhombohedral symmetric crystals
zero as the slope of the depleted curve changes and becomes less steep. This result
also serves to verify the implementation and lends some credibility to the ability of
the model to qualitatively capture the physics of precipitate growth.
3.2.3 Discussion on Isotropic 2-D Growth and Coarsening of Two Precipitates
In a typical SMA, during aging, a precipitate nucleates and grows such that they
merge with adjacent precipitate resulting in precipitate coarsening. So, the elasto-
diffusion model is used to simulate the growth of two precipitate that are within very
close proximity to each other. Figure 3.6 shows two precipitate coarsening. The
features shown are representative of simulation from other works in the literature
such as the work of P.H. Leo et al[107]. This result demonstrates the ability of the
model to capture growth of multiple precipitate. It is also important to note that
the result in figure 3.6 is representative of the evolution of microstructure under
pure diffusion without the effect of coherency strain. Therefore, it is a qualitative
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Figure 3.8: Representative stiffness tensor for (a) cubic and (c) orthorhombic sym-
metric crytal
description at best. However, the predictions follow what is expected.
3.3 Effect of Material Anisotropy
In order to account for the anisotropic elastic behavior of the precipitate and
the matrix within which it grows, the elastic stiffness tensor representative of the
crystal structure of the precipitate and the matrix is used in the stiffness tensors
of the constitutive equation of the mechanical field as described in equation 2.241.
Figure 3.7a, b and c are an example for three crystal lattices unit cell for a cubic,
orthorhombic and rhombohedra crystals respectively. These different crystals will
result in different stiffness tensor. Example of generalized form of representative
elastic stiffness tensors for a cubic and orthorhombic crystals are presented in figure
3.8 a and b. These numerical values of the component of the stiffness tensors will
be determined by the basic elastic properties of the different material, which for
SMA is cubic for austenite matrix. First, the growth of a precipitate with a cubic
elastic property in a cubic matrix is simulated using the implemented model within
COMSOL. As shown in figure 3.9 the precipitate is seeded to be initially a circle of
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Figure 3.9: Initial size and shape of the precipitate with cubic symmetric in a cubic
matrix
radius of about 40 unit in a square matrix RVE of about 200 unit sides. The initial
condition is that the precipitate has a normalized concentration with numerical value
of 1 and the matrix has a concentration value of 0.2. This will result in a difference
in the chemical potential between the two phases. The potential of the precipitate is
lower than that of the matrix. The difference in potential then drives the diffusion
from matrix to precipitate, which results in the growth of the precipitate. What
was observed is that initially the precipitate grows as a circle because its shape
was dominated by the interfacial energy which is isotropic. However, after a few
time units, the precipitate shape begins to change from circular to a cubic shape.
The shape is being determined by the elastic strain energy, which dominates as
the precipitate size increases. Notice that because the initial size of the precipitate
is relatively bigger, the shape change occurs faster before much growth takes place.
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Figure 3.10: Isotropic Equilibrium Size and Shape with coupled problem with Rhom-
bohedra inclusion and Cubic matrix
Figure 3.11 is a picture of the equilibrium shape of the precipitate which is typical of
a cubic symmetric inclusion in a cubic matrix[106, 107]. Other simulations that were
carried out but not shown here suggests that the equilibrium shape of the precipitate
may be slightly different from what is presented in Figure 3.11 for different initial
precipitate size. The precipitate often grows much bigger before the strain energy
effect begins to dominate and result in shape change. Whatever the case, the set
of simulation carried out by this model, of which Figure 3.11 is a representative
equilibrium morphology, the equilibrium size and shape depends strongly on the
competition between the strain energy and the interfacial energy, which is influenced
also by the initial size of the precipitate nucleus. The axial stress field around the
precipitate at equilibrium is shown in figure 3.12. If the axial stress field at the center
of the precipitate is plotted from left to right, the profile will be observed to be similar
to what was reported in figure 3.2. The field demonstrates that there is elastic stress
present due to coherency strain energy which results in precipitate shape change.
The reported stress field and precipitate morphology shows similarity in shape to
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Figure 3.11: Anisotropic elastic property on equilibrium Size and Shape with coupled
problem with Cubic inclusion and matrix
demonstrate the direct correlation between the stress field and the precipitate shape.
The result therefore verifies the implementation of the model has been fully coupled
between mechanical and diffusion fields. To further demonstrate the usefulness of
the model and its implementation, a precipitate assigned an orthorhombic stiffness
tensor in a cubic matrix is simulated as well. Initially the precipitate is seeded
as a circle as well but much smaller than the initial precipitate size for the cubic
precipitate of figure 3.9. Notice from figure 3.10a that the precipitate size is smaller,
which result in a substantial growth of the precipitate before reaching equilibrium
configuration. The observation supports the earlier explanation of the competition
between the elastic strain and interfacial energy to determine the size and shape of
the precipitate. It is important to note that the final shape of the precipitate in figure
3.10b shows an elongated precipitate with a higher aspect ratio than the equilibrium
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Figure 3.12: Stress field around an equilibrium cubic symmetric precipitate in a cubic
symmetric matrix
shape of the cubic symmetric precipitate. It seems that this would make sense if we
compare the unit cell of an orthorhombic and cubic crystal. The present simulation
will be representative, in a qualitative manner, of an isolated (from the field of other
precipitate) precipitate growth in a single crystal.
3.4 3-D Precipitate Growth
It is not only important to demonstrate the capability of the model in 2-D, but
also in 3-D because the real microstructure and precipitate formations result in a
three dimensional morphology. Therefore, this section is a brief discussion on the
qualitative results of precipitate growth and morphology in three dimensions
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Figure 3.13: Pure diffusion evolution of precipitate
3.4.1 3-D Growth of Elastically Isotropic Precipitate in an Isotropic Matrix
Similar to what has been reported to 2-D growth of precipitate in an elastically
stressed solid, 3-D results are reported in this section. An example of the growth of
a precipitate in an isotropic matrix is given in figure 3.13. Figure 3.13a shows a
precipitate that is initially seeded as a sphere of radius 10 units with a normalized
concentration vale of 1 in a matrix of unit cell 80 unit lengths with a concentration
value of 0.2 as well. The solution of the model results in the growth of the precipitate
to an equilibrium shape that is spherical, which is as shown in figure 3.13b and c. The
result is expected since the matrix and the precipitate are isotropic and the interfacial
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Figure 3.14: Concentration field around an equilibrium shape of cubic symmetric
precipitate in a cubic symmetric matrix
energy is also isotropic. Figure 3.13d shows the concentration field on a line drawn
across the center of the unit cell of the simulation. It is important to note that the
3-D implementation also shows the concentration depletion that has been reported in
experiment during precipitate growth. Ability to capture concentration depletion in
3-D is very interesting because it serves to affirm this modeling approach as suitable
for modeling the evolution of concentration field during precipitate growth when SMA
is being aged. The concentration field showing difference as the precipitate evolves
can be used to design suitable concentration profile that gives the desired Ms for a
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Figure 3.15: 3-D cubic precipitate simulations
typical SMA. In other words a microstructure based SMA design is possible with the
phase field model, more so that a methodical approach based on standard continuum
thermodynamics is used in this work to include relevant features.
3.4.2 3-D Growth of Cubic Precipitate in a Cubic Matrix
The real SMA material will develop a coherent precipitate that will result in
coherency strain energy and anisotropic material effects. Figure 3.14 shows equi-
librium morphology of a cubic symmetric precipitate in a cubic matrix. Notice the
concentration field around the precipitate shows that the precipitate growth is also
diffusion driven in 3-D. The 3-D result verifies the implementation of the model as
being fully coupled. Figure 3.15a also shows the initial and equilibrium shape of
the same cubic symmetric precipitate in a cubic matrix. The precipitate is initially
seeded as a sphere like that of figure 3.13a, but the equilibrium shape of the pre-
cipitate is cubic as dictated by the elastic stiffness tensor through the elastic strain
energy. The coherency strain which is taken to be dilatational changes the stress
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Figure 3.16: 3-D Evolution of cubic-orthorhombic matrix-precipitate from initial to
equilibrium configuration
state in the material system as the precipitate evolves and grows thereby causing
shape change as the size of the precipitate increases. Just like the 2-D result, the
interfacial energy dominates the initial response of the precipitate resulting in ini-
tially spherical growth but as the precipitate size increases; the elastic energy begins
to dominate causing the shape to change to a cube as seen in Figure 3.15b
3.4.3 3-D Growth of Orthorhombic Precipitate in a Cubic Matrix
To verify that the model and the implementation is properly capturing the in-
fluence of elastic stiffness tensor via the strain energy on the precipitate and that
the shape change is not going to be always cubic, an orthorhombic precipitate is
seeded in a cubic matrix. The initial size is the same as that of figure 3.15a. The
initial shape is also spherical as seen in figure 3.16a such that we compare the shape
change between a cubic and orthorhombic symmetric matrix without other effect of
size coming to play. Figure 3.16b clearly shows a more penny shape like configura-
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Figure 3.17: Dimensionless Von Misses Stress Field at some point during precipitate
growth showing obvious change in the stress field
tion of the equilibrium orthorhombic precipitate as compared to the cubic shape of a
cubic symmetric precipitate. Accompanying equivalent von-misses stress is shown in
figure 3.17. Qualitatively, the dimensionless stress field shows non-uniform field due
to the anisotropy of the matrix and precipitate properties. Therefore, the current
model and the 3-D implementation is verified as fully coupled between mechanical
and diffusion field, incorporating matrix-precipitate elastic inhomogeneity as well as
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Figure 3.18: Multiple 3-D Evolution of cubic-orthorhombic matrix-precipitate from
initial to equilibrium configuration
material anisotropy.
3.4.4 3-D Coarsening of Orthorhombic Precipitate in a Cubic
Symmetric Matrix
Now, to sort of complicate the simulation, the coarsening of orthorhombic precip-
itate in a cubic matrix is simulated. The results as shown in figure 3.18 does clearly
shows that the coarsening of precipitate due to diffusion in an elastic field is well cap-
tured. From figure 3.18a, three precipitate are seeded with shape and size that is
the same as the previous 3-D simulations. The normalized concentration field in the
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precipitate, with initial value 1 and the matrix of value 0.2. Notice that after some
time as seen in figure 3.18b all three precipitates, at intermediate size, begins to
change shape from spherical to that which looks somewhat cubic but elongated and
then to a more penny shaped precipitate figure 3.18c and the finally, the three pre-
cipitate begins to coarsen as shown in figure 3.18d. It seem also that a new nucleus
is formed in other parts of the RVE, however I think this may not be actual mate-
rial behavior but a possible numerical issue because of the mesh not being refined
enough to capture the refined details. Attempt to refine the to be much more finer
increased the memory usage so much that the 32MB RAM used runs out of memory.
So it is recommended that a super computer be used for simulations such as this and
microstructure simulation for the 3-D morphology of multiple precipitate. At this
point, the ability of the phase field model reported in this work is demonstrated and
the implementation verified to simulate relevant features of precipitate growth and
coarsening with the effect of elastic anisotropy and precipitate size demonstrated in
a qualitative manner. More quantitative and detailed simulation will be subject of
careful numerical study and improvement of the model in the future
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4. MECHANICALLY INDUCED PHASE TRANSFORMATION USING
CFPA
SMAs properties can be harnessed either by subjecting them to mechanical or
thermal stimuli. This chapter is focused on pseudoelastic response of SMA.Particularly
during forward transformation from austenite to martensite. Simulation of prevalent,
design relevant features of the time dependent stress-strain and thermal response of
SMA during forward transformation for a pseudoelastic loading path is simulated
using the thermo-mechanical field equations 2.127, 2.132, 2.158 described in Chap-
ter 2. The interest is to demonstrate the capability of the current model to simulate
the kinetic of phase transition in SMA under thermomechanical loading paths that
produce pseudoelastic response, to examine the possible limitations of the model and
new insight it offers for improved design of SMA for engineering application; and to
confirm the correctness or otherwise of the hypothesis made and the methodology
for developing the model to simulate challenging features of SMA response. In ad-
dition, it is desired to draw reasonable scientific conclusions from the results of the
simulation.
4.1 Numerical Implementation
This section focus on the numerical implementation of the SMA model. The three
field equations arising form the quasi-static balance of linear momentum, configura-
tional forces and energy balances restricted by the second law of thermodynamics
is solved within a finite element framework. A commercial finite element solver
COMSOL Multiphysics is used. Within the COMSOL Multiphysics a mathematical
module exist, which comprise of a PDE interface that consist of common partial
differential equations as well as two forms of generalized differential equations. The
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Figure 4.1: The interpolating polynomial functions for parameters in table 4.1
PDE interface becomes very handy because it does allow a custom implementation
of differential equations as the case is for this work. There is no need to write a
UMAT (user material subroutine). There are three main ways of utilizing the COM-
SOL generic PDE interface, they are (1) coefficient form (2) general form (3) weak
form. Each of the ways has their strengths and weaknesses. For the implementa-
tion of the field equations solved in this chapter, the coefficient form of the PDE is
used. In this coefficient form, the three PDEs are written to match the coefficients
of the PDE. COMSOL is written to accept PDE in this form, even for very highly
non-linear PDEs because COMSOL has a fairly sophisticated linear and nonlinear
solver. Appropriate initial and boundary conditions can be specified along with the
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Figure 4.2: Derivative of the interpolating polynomials for parameter values in table
4.1
differential equations in COMSOL so that a well posed problem is given. COMSOL
allows for very sophisticated meshing abilities, including adaptive mesh refinement.
Also as will be stated clearly shortly, COMSOL gives the flexibility of specifying
the type of interpolation function used. Essentially, I am solving three set of PDEs
two of which are parabolic nonlinear PDEs and the third one is a elliptic PDE. So,
COMSOL Multiphysics (a commercial finite element code) is used to solve three the
fully thermomechanical coupled equations simultaneously.
The polynomials in the field equations have been calibrated to the parameter
of the particular NiTi SMA being studied. The polynomials has value of 0 when
the order parameter is zero so that the phase will have free energy representative
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Figure 4.3: The interpolating polynomial functions for parameter in table 4.2
of austenite phase. The polynomials have numerical value of 1 when the order
parameter is 1 so that free energy is that of martensite. Essentially at each point an
order parameter value of 1 (0) is assigned a free energy value of martensite (austenite).
Similarly, their derivative show how the free energy has extremum value at order
parameter values of 1 and 0 (i.e. their derivative is zero at the two order parameter
values second derivative ≥ will ensure a local minimum),representing martensite
phase and austenite phase as admissible phases. As seen in figure 4.1a-d and figure
4.2a-d which are for the simulation using parameters in table 4.1. Figure 4.3a-d
and figure 4.4a-d are for parameters in table 4.2 as well.
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Figure 4.4: Derivative of the interpolating polynomials for parameters values in table
4.2
4.2 Mechanically Induced Phase Transformation-Pseudoelasticity
An SMA wire is simulated as an axisymmetric rod under different strain rates and
thermal boundary conditions. Figure 4.5 is a diagram of the president of the initial-
boundary value problem(IBVP). Heat transfer is assumed to be negligible radially
across the wire such that temperature is constant at each cross section but only vary
axially along the wire. The earlier discussed model is used to simulate the kinetic
of phase transition, the resulting temperature profile due to heat generation, heat
transfer and the stress-strain response under different mechanical loading conditions,
rates and thermal ambient conditions. The initial and boundary conditions of the
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Figure 4.5: Schematics of initial-boundary value problem (IBVP) for displacement
controlled loading of SMA rod showing thermal, mechanical and order parameters
boundary conditions and intial conditions
coupled PDEs are given below. For the order parameter field equation, the following
initial and boundary conditions are imposed
n · ∇η(0, t) = 0, (4.1)
n · ∇η(L, t) = 0, (4.2)
η(0 ≤ x ≤ x1, t = tc) = 1, (4.3)
η(x1 ≤ x ≤ L, t = tc) = 0. (4.4)
The field equation of displacement, which is the mechanical equilibrium equation,
has the following boundary conditions:
u(L, t)) = u(t), (4.5)
n · t(L, t) = F˜ (t), (4.6)
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u(0, t) = 0. (4.7)
Equation 4.5 is for displacement controlled loading, while the second is for force
controlled loading. Now, for the temperature field equation, the initial and boundary
conditions are
n · k∇T (0, t) = 0, (4.8)
n · k∇T (L, t) = 0, (4.9)
η(x, t = t0) = Tin. (4.10)
For the finite element model of the problems, a quadratic lagrange interpolation
function was chosen for all three field equations in COMSOL Multiphysics. Other
types and order of interpolation functions are present in the commercial code up to
septic order of the polynomial. The solver used for the field equation is a direct solver
MUMPS, other options includes PARDISO, SPOOLES and Dense matrix direct
solver. The nonlinear solver uses a Newton’s method. A customized user controlled
meshing sequence was used to achieve the best approximation of the domain in the
light of the physics of the problem. It is important to restate that the mechanical
loading condition simulated in the research is for the pseudoelastic response. The goal
is so that relevant features of the SMA rate dependent thermomechanical response
can be captured. Some of these features include the following
• Sensitivity of stress-strain response to loading rates and related temperature
changes due to self-heating and cooling ( latent heat)
• Temperature change due to exothermic nature of forward transformation has
effect on stress-strain response
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• increase in nucleation and propagation stress with ambient temperature
• Difference in stress-strain response depending on whether it is under displace-
ment controlled loading or force controlled loading
• Relaxation and creep due to self-heating and possible viscosity of the mate-
rial (intrinsic to the material itself). This supposed viscous behavior of SMA
necessitate explanation as it is still being debated in the SMA community
• Polycrystalline NiTi strips, wires and tubes deforms under tension by nucle-
ation and growing macroscopic martensite domains that consist of most fully
transform grains
• Martensite (austenite) nucleates at a higher(lower) stress level than the stress
at which phase transition progresses during forward(reverse) transformation
• Deformation during transformation of NiTi SMA under mechanical load is
inhomogeneous comprising of two or more differently deformed regions (phases)
connected by a narrow zone with steep deformation gradient (transition front).
This observation motivates the use of a two phase, diffuse interface model
• Application of uniform stress with isothermal condition results in only one
nucleation front
• under non-isothermal condition, it may be possible that the released (absorbed)
heat can cause a local change in temperature and result in thermal hardening
(rise in propagation stress). Therefore, the nucleation stress in a cooler region
of the specimen may be surmounted resulting in a new nucleation.
• location where two existing front meets is the preferred site for the nucleation
during unloading
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Figure 4.6: Stress-strain response for isothermal (without thermomechanical cou-
pling) condition under ˙ = 10−4s−1
• Transition front is nearly at an angle of between 55 − 60◦C to the loading
direction and sometimes have criss-cross pattern
Attempt will be made towards simulating some of the features and the limita-
tion of the model for others will be noted as a possible recommendation for future
improvements and simulations
4.2.1 Initial Isothermal Result for Forward Transformation
The simulations reported in this section are based on results for an SMA wire
with properties given in table 4.1. The first result to be analyzed is that of an SMA
axisymmetric rod in a water ambient medium, which is known to be representative
of near isothermal condition. The loading rate was a strain rate of 10−4s−1. Before,
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Table 4.1: Properties for simulation except otherwise stated
Properties Notation Value
Martensite Modulus EM 15GPa
Austenite Modulus EA 33 GPa
Martensite Start Temperature Ms 242 K
Austensite Start Temperature As 261 K
Kinetic Coefficient τ 4.08 ×106Pas
Gradient energy coefficient ρλ 1.5 N
clasius clapeyron parameter (austenite) CA 4.5 Mpa K−1
clasius clapeyron parameter (Martensite) CM 4.5 Mpa K−1
Heat Transfer coefficient in air h 6.5 W/m−2K−1
Heat Transfer coefficient in water h 890 W/m−2K−1
Table 4.2: Properties for simulation
Properties Notation Value
Martensite Modulus EM 30GPa
Austenite Modulus EA 60 GPa
Martensite Start Temperature Ms 272 .5K
Austensite Start Temperature As 318 K
Kinetic Coefficient τ 1 ×107Pas
Gradient Energy Coefficient ρλ 5 N
clasius clapeyron parameter (austenite) CA 8.8 Mpa K−1
clasius clapeyron parameter (Martensite) CM 6.125 Mpa K−1
123
Figure 4.7: Order parameter evolution characterizing phase transformation for
isothermal (without thermomechanical coupling) condition (Agboola et al 2014 [108])
the full thermomechanical coupled model was solved; a bench mark to verify that the
model is solving the actual physics was carried out. The first simulation is based on
the solution of the balance of linear momentum and the balance of configurational
forces to solve for the displacement and order parameter field respectively. The
balance of energy is not solved in this case. The result of the simulation is given in
figure 4.6. The ordinate axis is the stress in MPa, while the abscissa in the plot
is the nominal strain defined as u
L
. u is the axial elongation and L is the length
of the rod. Looking at the figure, the observed difference between the nucleation
(σc)and propagation (σp) stress during forward transformation is clearly simulated.
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Since this result is for purely isothermal without any thermomechanical coupling (as
the temperature field equation was not solved), then the response obviously is not
due to thermomechanical coupling but due to mechanical instability of nucleation
event and subsequent propagation. The transformation strain generated due to the
nucleation event does result in a relaxation of the stress-(i.e. the material softens due
to nucleation and propagation of boundary between two phases with different elastic
properties). Notice also that the deep in the end of the plateau is also captured
by the model. Classically, a trilinear curve is used to represent such material that
soften. So, the plateaus stress is often termed the Maxwell stress. In the standard
phase front models based on Ericksen seminal work, the Maxwell stress is taken to
be the stress value of the line that cuts the trilinear curve into two equal areas.
However, in this model the plateau stress results from the solution of the IBVP once
the nucleus is seeded. As noted in table 4.1, the maximum transformation strain
of this particular NiTi SMA is 0.023 and it is well reproduced by the model. The
maximum transformation strain of the result is determined using the line drawn
from the elastic curve for pure martensite to the strain axis (see dashed line in
the plot). Another important feature of importance in the plot, is that the slope
of the homogenous elastic response of the purely austenite phase is different from
that of the homogeneous elastic deformation of the purely martensite phase. These
slopes also have the numerical values of the prescribed modulus of the austenite and
martensite phases in table 4.1. The hypothesis of this model is that the unique
features and the macroscopic transformation strain generated in SMA as observed in
experiments and shown in figure 1.8 are due to the propagation of a transformation
front which introduced a new time scale to the model. The simulation result so far,
as first evidence, demonstrates this hypothesis to be true. Figure 4.7 shows the
evolution of the order parameter which characterizes phase transition. The ordinate
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Figure 4.8: Isothermal pseudoelastic stress-strain response under displacement con-
trol
of the plot is the order parameter, which has a value of 1 for martensite and 0
for austenite. Transformation from purely austenite (with a martensite nucleus)
to a fully martensite phase progresses from left to right. The SMA is loaded and
deform in a homogenous elastic manner in a fully austenite phase at a constant
displacement rate. At about 46s, the critical stress σc is reached and a seed of
martensite of about 0.2mm in length is nucleated on the left of the rod. Since at this
critical stress, the driving force for phase transformation has reached its critical value,
the transformation progresses. At about 320s, the entire rod has transformed to
martensite after which the deformation is purely elastic in martensite phase as stated
earlier. So, the order parameter evolution plot serves to show that the transformation
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strain in figure 4.6 is a result of the accretion of martensite over the austenite phase
with time, which cause strain to accumulate in the specimen. The rod then elongates
to the right and the nominal strain is measures as described earlier. The hypothesis
of a moving boundary for modeling SMA response is corroborated by these plots.
4.2.2 Full Isothermal Hysteretic Response
In addition to the isothermal forward transformation response simulation, a full
isothermal hysteretic response was carried out using the balance of linear momentum
and the configurational forces balance. The result is shown in figure 4.8. In this
figure also, the ordinate is the stress in MPa and the abscissa is the nominal strain.
Notice that apart from he difference in the nucleation σNf = 150MPa and propaga-
tion σpf = 125MPa stress for the forward transformation, there is also a difference in
the nucleation σNr = 80MPa and propagation σpr = 100MPa stress for the reverse
transformation due to the recovery of the transformation strain causing the stress
to increase beyond the nucleation stress. The magnitude of difference between the
nucleation and propagation stress are about 20MPa. Afterward the nucleation for
both forward and reverse transformation, a stress plateau is observed. This observa-
tion is very similar to what experiment has shown, where distinct stress plateau is
expected for isothermal quasi-static loading of SMA. It is also important to note that
the slope of the elastic part of the response both for complete austenite and marten-
site are fairly the same during loading and unloading. The result demonstrates the
ability of the model to simulate the observed experimental feature of SMA response,
particularly for thin devices and components. It is also important to state that this
features does occur from the solution of the IBVP once the nucleus is seeded at the
appropriate critical stress level for transformation to begin as observed on the σ−T
phase diagram.
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Figure 4.9: Interface evolution and accompanying temperature field due to localized
heat release and transfer (Agboola et al 2015 [109])
To determine the gradient energy coefficient ρλ which incoporate the length scale
of the problem. The length scale is the distance traveled by the transformation front
in one second. BY using the values of ρλ that gives experimentally comparable result
4.2.3 Thermomechanical Coupled Response of SMA for Forward
Transformation
The two set of result discussed so far are for purely isothermal loading condi-
tion. In this section, focus will be on the fully thermomechanical model. In essence,
the simulated result will come from solution field equations 2.127, 2.132and 2.158;
coming from the three balance laws of linear momentum, configurational forces and
energy. So we expect to have evolution of order parameter, temperature and dis-
placement (consequently stress and strains). Figure 4.9 shows the evolution of
phase transformation with local increase in temperature due to exothermic latent
heat of the forward transformation. The result for figure 4.9 is for a water ambient
medium, which is representative of practical isothermal loading condition. Accumu-
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Figure 4.10: Interface evolution showing elongation of SMA rod
lation of strain due to the motion of transformation front is also observed. Notice
that the rod elongates as transformation progresses. A better view of the elongation
of the rod due to phase transformation is better captured by figure 4.10. The plots
in white and labelled T in figure 4.9 are the accompanying temperature fields. It
is important to note that the result of the simulation shows a peak in temperature
at the interface. Notice that by comparing the white ( the temperature field) and
colored plots ( which represents the transformation strain field), it is obviious that
as the transformation front moves from bottom to top in the plots, the peak of the
temperature also moves with it. The temperature peak is localized at the interface
between a fully austenite and a fully martensite regions. This observation is in keep-
ing with experimental result as depicted in figure 1.8, which served to motivate
the underlying hypothesis for this scientific research. The other conclusion from the
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Figure 4.11: Temperature field under water ambient media
plots is that transformation occurs at the interface, which explains why thr rise in
temperature is maximum at the interface and the transformation strain in maximum
in one region and aproximately zero in the other region, thereby distinguishing be-
tween austenite and martensite phases. It is, however, important to note at this
point that the transformation front is only visible specimen that are closer to the
grain dimension. So the current model is more accurate for thinner specimen but
also a good approximation for thicker specimen.
4.2.3.1 Temperature Field
To understand what the model reveal about how different ambient medium
changes the temperature field of the thermomechanical results, the temperature field
of the SMA loaded in water and air ambient medium as well as adiabatic thermal
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Figure 4.12: Temperature field under air ambient medium
condition is reported in figures 4.11, 4.12 and 4.13 respectively. On the vertical
axis, the plot has the difference between the temperature field in the rod and the
initial temperature Tin, measured in Kelvin (K). On the horizontal axis, the distance
along the specimen is plotted. To simulate the different ambient medium, heat trans-
fer coefficient of h = 890, h = 6.5 and h = 0 are used to represent the water, air and
adiabatic ambient conditions respectively. This number are not magical, they can
be varied to best simulate given SMA results. More importantly, they can be de-
termined from realistic fluid mechanics flow condition depending on ambient media
and prevailing flow confitions. Result for water ambient medium, figure 4.11, shows
a constant peak in temperature throughout the transformation and has a maximum
temperature difference of about 0.5K. As time progresses from 46 s to 245 s on the
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Figure 4.13: Temperature field under adiabatic condition
plot, the peak in temperature at the interface remains the same. These constant
peaks suggest that the convection rate dominate the conduction rate.
In air ambient medium, as shown in figure 4.13 the local rise in temperature at the
SMA transformation front is higher than that of the case of water ambient medium.
It is expected that this is so from the understanding of the physical difference between
the heat transfer coefficient of water and air. The temperature field not only show
higher temperature change in peak compared to water ambient medium, but also
a fairly moderate increase in temperature throughout the rod as transformation
progress. The increase in temperature which can be attributed to an increase in
the degree of heat conduction in the specimen, where the convection rate is not as
dominating as would have been in water ambient medium.
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Under adiabatic thermal condition, the heat released into the specimen are not
transferred out of the specimen through convection. Therefore, all the heat transfer
is due to conduction in the specimen. It is important to note that temperature field
at t = 245s is not the maximum temperature difference in adiabatic condition. The
maximum is about 14K for this NiTi SMA as will be shown later. Since, conduction
dominates in adiabatic condition, the peak of temperature difference at the transfor-
mation front rises considerably as transformation progresses. Also, remember that
the no flux boundary condition is at thE end of the roddoes not allow for heat flux
in and out of the specimen. So all the heat transfer is by conduction within the rod,
thereby raising the temperature of other parts of the specimen considerably as the
transformation progresses. (See figure 4.13)
4.3 Rate Dependent Response due to Coupling Betweeen Environmental and
Loading Condition on Pseudoelastic Forward Transformation Response of
NiTi SMA
One of the features that have been reported in experiments that characterize the
response of SMA, when loaded along a path that result in pseudoelasticity is the
difference in the response under different ambient medium. Therefore, to further
verify the reliability of the model presented in this work as relevant for SMA design,
simulation of the response of NiTi SMA under different ambient medium is carried
out. The properties used are indicated in the plots, otherwise they are in table 4.1.
The effect of different loading rates for the same ambient medium is also simulated.
The observations that are gathered from the plots further demonstrate the reliability
of this conttinuum thermodynamics constitutive phase field model and gives cred-
ibitity to the underlying hypothesis and theory. In the following subsections, the
results are elucidated to convince the reader of the claim.
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Figure 4.14: Nominal Stress and strain comparison for different ambient medium
under the same mechanical loading condition (Agboola et al 2015 [109])
4.3.1 Slow Displacement Controlled Loading of SMA in a Water Environment
Application of SMA under relatively slow loading rate that represents isothermal
condition is often taken at a strain rate of about ε˙ = 10−4s−1 in water ambient
medium. So, to see the ability of the model to simulate this response, result of
quasi-static tensile loading of the SMA rod at ε˙ = 10−4s−1 within a water ambient
medium is reported here. The heat transfer coefficient used is (h = 890W/(m2K)).
The result as shown in figure 4.14, comprise results of three ambient medium for the
same loading rate. The ordinate axis is the stress and the abscissa axis is the nominal
strain. The red color and diamond marker represents the case in water. Notice that
the result, which is obtained by solving the full phase transition thermomechanical
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field equations, is an exact replica of the result for isothermal condition (see figure
4.6), which was obtained without solving the energy balance for the temperature
field. The strong similarity serves to verify the model and the implementation of
the full thermo-mechanically coupled models. Just like the earlier result, the result
obtained for this simulation is based a nucleation of martensite in austenite at a stress
level corresponding to the isothermal critical stress on the stress-temperature phase
diagram. After the nucleation, a strain softening is experienced as the stress drops
while the strain increases a little due to the transformation strain generated by the
martensite domain. After this, a lower rest stress or propagation stress is reached
which remains constant throughout the phase transition. The reason is because
the ambient medium is considered to be water, the heat is removed throughout the
specimen by convection at a faster rate compared to the rate at which heat is being
conducted through the material as noted earlier when discussing the temperature
field. Therefore only very small peak, localized at the interface, is observed in the
temperature field. As a consequence, no thermal hardening is observed since the
stress needed to sustain phase transformation remains the same as loading continues.
Figure 4.15 shows the accompanying order parameter evolution which is indicative
of phase transformation. Notice that the transformation in a water ambient medium
is much faster than that of other ambient condition studied. It is important to again
note by comparing the temperature field of the water ambient medium as shown
in figure 4.16 that the rise in temperature at the interface for the water ambient
medium is neglible relative to the other ambient condition. I point this out to show
that the result is very consistent with what is expected experimentally for an SMA
loaded under water ambient condition for pseudoelastic response of SMA.
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Figure 4.15: Order parameter field comparison for different ambient medium under
the same mechanical loading condition (Agboola et al 2015 [109])
4.3.2 Slow Displacement Controlled Loading of SMA in a Air Environment
There are certain applications, if not most, of SMA where the ambient medium
is air. In such application, it is desirable to know how the ambient air interacts with
the SMA to change its response. So, in order to confirm the ability of the model to
simulate such condition, loading at strain rate of ε˙ = 10−4s−1 within an air ambient
medium is reported here. The heat transfer coefficient used is h = 6.5W/(m2K).
The result as shown in figure 4.14 indicate that unlike the water ambient medium,
the air ambient medium (captured by a lower heat transfer coefficient) results in
the same initial behavior as the water ambient medium. However as phase transi-
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Figure 4.16: Temperature change field for different ambient medium under the same
mechanical loading condition. (Agboola et al 2015 [109])
tion continues, thermal hardening is observed as more mechanical work is needed
to propagate the phase front due to the rise in temperature. Essentially, a higher
stress is needed to keep martensite stable as the temperature rises locally at the
interfcace and throughout the SMA rod as heat is being conducted. The relatively
higher temperature change at the interface resulting from the exothermic nature of
the forward transformation causes thermal hardening. The hardening, which man-
ifested in higher stress magnitude to sustain transformation, increases with further
transformation because the heat convection is relatively slower than conduction com-
pared to that of water ambient medium. Therefore, there is moderate conduction
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within the rod throughout the phase transition, causing not only the interfacial tem-
perature to rise with further transition but for the temperature of other part of the
material to rise as well (see figure 4.16 ). It is also important to note that the order
parameter field for air is much slower than that of water as shown in figure 4.15. Te
observation indicates that depending on ambient medium, manifested by difference
in cooling rate, the speed of SMA response can vary slightly because of different
resistance to transformation. So, the speed of SMA may be controlled by using ap-
propriate cooling medium. The difference between the stress-strain responses of the
simulated NiTi SMA for the same quasi-static loading rate shows that the ambient
medium in which an SMA is tested is very crucial for their design.
4.3.3 Slow Displacement Controlled Loading of SMA Insulated from the
Environment
Although it is rarely the case that an SMA is loaded under an adiabatic condition,
it is important to demonstrate that the model does represent the physics of the SMA
response under such condition. Therefore, in order to quantify the amount of heat
released during the transformation from austenite to martensite, simulation of the
loading of the SMA in adiabatic condition is reported. The loading rate is still
quasi-static at a strain rate of ε˙ = 10−4s−1. The adiabatic condition is simulated by
(h = 0W/(m2K)) since no convection is allowed at all by this condition. Therefore,
all the exothermic latent heat released into the specimen stays within the specimen-
there is no heat flux across the boundary of the material. However, heat conduction
dominates due to the temperature gradient between the interface and the rest of
the material. Under this condition, there is obvious difference in the stress-strain
response of the SMA. More thermal hardening is observed as the stress needed to
sustain phase transformation is higher compared to that of water and air as shown
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Figure 4.17: Temperature field for constant loading rate in Air. (Agboola et al 2015
[109])
in figure 4.14. Explanation of this higher stress level can be seen in figure 4.16,
where not only is the rise in temperature for adiabatic condition locally higher than
that of air and water, but also the temperature at parts of the SMA that are not the
transformation front. The temperature of the other part of the rod rises considerably.
The degree of temperature rise is much higher than that of air and water. The reason
for this is because only heat conduction takes place within the SMA rod due the
temperature gradient that drives it. Another observation is that the temperature
field shows a switch in behavior as time increases. This switch is due to the fact
that although heat is rising throughout the specimen by heat conduction, the region
closest to the interface experience higher increase per time as compared with the
rest of the material. Therefore, initially the left region has higher temperature while
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Figure 4.18: Temperature field for constatnt loading rate in Water.(Agboola et al
2015 [109])
towards the end of transformation; the right region has higher temperature. It is
important to note that the hardening of SMA or lack thereof depending on ambient
media is reflected in the comparison between the stress-strain reponse during inelastic
deformation and the temperature field. The dashed red lines of Figures 4.17 and 4.18
shows that the fields are similar to that of the inelastic portion of the stress-strain
plots for air and water ambient medium respectively. The observation corroborate
the hypothesis that transformation occur locally at the interface thereby having a
different stress-strain field which is commensurate to the temperature field at the
interface per time along the specimen.
So, it is obvious that a time scale associate with interface evolution, which re-
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Figure 4.19: Stress-Strain plot under different strain rates in air environment.
(Agboola et al 2015 [109])
sult fromt the configurational forces balance, is essential for modeling reliable and
controllable SMA response.
4.3.4 Effect of Tensile Loading Rate on SMA Operating in Air Environment
The simulations reported so far is for difference in response of SMA for different
environment condition but the same loading rate of 1× 10−4. Here simulation in air
ambient medium under loading rate of 2×10−4 also show thermal hardening, similar
to 1 × 10−4. The reason is the same as that of slower loading rate but the stress-
strain response is different as the loading rate is much faster. The faster loading rate
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Figure 4.20: Local strain-nominal strain response for different ambient medium under
the same mechanical loading condition at x = 20mm
does not allow for much time for the heat to be taken out of the material through
convection to the ambient medium. Therefore the stress increases much higher than
that of 1 × 10−4 since the degree of rise in temperature at the interface is higher.
Higher stress value is, therefore, needed to keep martensite as the stable phase. The
stress-strain response of figure 4.14and figure 4.19 are different as the loading rate
has changed from 1×10−4 to 2×10−4 and then to 5×10−4. Although the rate at which
heat is being exchanged with the ambient medium (simulated by the heat transfer
coefficient of air) is the same, the loading rate increase result in different critical
stress and the value of the stress during inelastic strain accumulation is increased
with the loading rate.
Another feature which is consistent with experimental observation is the vanishing
of the strain softening as the loading rate increases. So far, simulation shows that
the macroscopic stress strain response of given polycrystalline NiTi SMA, at the
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Figure 4.21: Local strain-nominal strain response for different ambient medium under
the same mechanical loading conditionat x = 30mm
minimum depends on complex interaction between the phase transition kinetics, the
external loading rate (mechanical work rate), the speed of heat convection and that
of heat conduction away from the interface. Experimentalists have reported similar
conclusion.
4.3.5 Nominal Strain-Local Strain Response
The fact that SMA transform by the propagation of a boundary between fully
austenite and fully martensite phases, which result in localization of strain, the lo-
cal strain and the nominal strain is expected to be different. This has been ob-
served in experiments [4]. In order to verify that this model actually capture the
appropriate phase boundary motion relation, local strain is plotted against the nom-
inal strain at different point the specimen. These results are depicted in figures
4.20, 4.21, 4.22, 4.23 for local strain measured at 20mm,30mm,40mm,64mm respec-
tively . The strain fields generated match qualitatively with that of experiment as
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Figure 4.22: Local strain-nominal strain response for different ambient medium under
the same mechanical loading condition at x = 40mm
seen in figure 7b of [4]. Observe that initially the local ( which would represent a local
extensometer measurement) and nominal strain(which represents grip displacement
divided by specimen length) is the same during elastic deformation of the material
for measurement taken at the end of the rod as seen in figure 4.23
Measurement of elastic deformation taken at 20mm,30mm,40mm respectively
shows that the nominal strain increases slower than the local strains. At the end of
elastic loading, the local strain is 0.005 as seen in the result of figure 4.20 to 4.23
. However, the nominal strain is smaller than the local strain at end of the elastic
response stage. The nominal strain is measured as u
L
, where u is the displacement
measured at each point in consideration for the figures. Once the stress reaches the
critical isothermal stress level, at the point of nucleation of martensite in austenite;
strain localization begins which result in increase in nominal strain as transformation
progresses. Observe that once the transformation front reaches the point where field
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Figure 4.23: Local strain-nominal strain response for different ambient medium under
the same mechanical loading condition at rod end x = L
s are measured in each of the figures, the local strain experiences a jump in value to
increases to that of the Nominal strain. This train field demonstrates as well that not
only is the experimental features of the response of this SMA specimen rightly cap-
tured but also that the hypothesis of the need to model SMA using transformation
by evolving interface is confirmed. For the response of figure 4.23, as the transfor-
mation front propagates, inelastic strain is accumulated as the deformation is now
inhomogeneous until the entire material is fully transformed. Once the transforma-
tion reaches the specimen end, the local and nominal strain becomes the same, which
manifest in a jump of strain at the end of the specimen. Subsequent application of
load result in elastic deformation of the fully martensite SMA. Another important
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Figure 4.24: Change in temperature-nominal strian response for different ambient
medium under the same mechanical loading condition at the end of the rod x = L
observation is that the nominal strain level at which the local strain experience jump
to match with that of the nominal strain increase as the ambient medium changes
from water environment to adiabatic thermal condition for all the results of figures
4.20, 4.21, 4.22, 4.23 .This is because, as explained in earlier section, transformation
progresses faster in water than in air and faster in air than in adiabatic condition,
manifested by the difference in speed of transformation fronts. The explanation is
that due to the level of resistance to transformation by thermal hardening of the
materials. A representative plot of change in temperature against nominal strain
field at the end of the SMA rod is shown in figure 4.24. Notice that in the fig-
ure, the same trend of temperature field across the specimen dimension is shown in
the change in temperature against nominal strain. The changes in temperature are
higher in ambient medium than in air and higher in air than in water environment.
Also looking at the strain level at which the peak in temperature occurs, it is the
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same that of the jump in the local strain to increase to that of the nominal strain
for the loading in water ambient medium. The temperature peak is also close to the
local stain jump for the other local points of measure results. The trend is similar
to what was observed in the experimental result by Shaw and kyriakides (1995) (see
figure 7b in the paper)
So far, the set of result reported have demonstrated that the macroscopic stress
strain response of given polycrystalline NiTi SMA, at the minimum depends on
complex interaction between the phase transition kinetics, the external loading rate
( mechanical work rate) , the speed of heat convection and that of heat conduction.
These observations have been reported in experiment[22]. In addition, and of greater
importance the result reported in this work so far demonstrate a strong qualitative
and near qualitative agreement between the trend observed in experiment and the
simulation. The difference being only in that the properties of the SMA used as
compared to that Shaw and Kyriakides (1995) are different but the specimen di-
mensions are the same. So far, the result of the model suggests strongly that this
model promises to be reliable for SMA modeling particularly for thinner devices and
components where strong thermo-mechanical interaction with ambient and external
mechanical loading rate becomes very significant. This model developed in this work
is able to capture experimental features because of the intrinsic rate dependency
associated with the phase transition through the introduction of a new interface ki-
netic time scale along with other time scales of convection, conduction and wave
propagation.
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Figure 4.25: Stress relaxation in NiTi SMA within an air ambient medium for rep-
resentative NiTi parameter in table 4.1 (Agboola et al 2015 [109])
4.4 Mechanically Induced Phase Transformation-Pseudo-
Viscoelasticity
Seeming viscoelastic behavior has been reported for shape memory alloy . This
behavior includes strain creep at fixed stress and stress relaxation under fixed strain.
Simulation of these two phenomena and possible explanation is the focus of this sec-
tion. The simulations in this work not only show the ability of the model to capture
the pseudo-viscous behavior of SMA as claimed by some researcher , and gives sci-
entific explanation for the observed response. There have been two prevalent views
on the stress-relaxation and creep observes in SMA near room temperature, which
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is appear somewhat anomalous. Reason being that viscoelasticity is usually observed
in Metals at very high temperature based on the mechanism of dislocation. One view
is that the pseudo-creep and stress relaxation in SMA is solely a manifestation of
the strong thermomechanical coupling in SMA response. Essentially, that the stress
relaxes because temperature drop after the displacement is fixed at the end of the
specimen thereby causing the stress needed to sustain phase transformation to also
drop. Similarly, it is claimed that the pseudo-creep is a result of the same tempera-
ture drop. The other view is that apart from the strong thermomechanical coupling,
there is a viscous property of the material that serves to result in these two phenom-
ena of stress relaxation and pseudo-creep. So, to further check my validity of the
chosen method that there is the need to use the balance of configurational forces as
fundamental to other balance laws of continuum physics to introduce the time scale
of phase transformation (consequently how it couples with wave propagation), these
seeming anomalous characteristics phenomena are simulated.
4.4.1 Stress Relaxation under Constant Strain in SMA
In addition to the scientific questions on these phenomena in SMA, some re-
searchers such as Russalian and Bhattacharyya [110] have suggested that it is ex-
pedient to simulate this behavior under pseudoelastic loading because the ability
of model to capture this feature will serve to validate the model as appropriate for
SMA design[110]. Initial attempt to simulate the phenomena of stress relaxation in
SMA generate the result shown in figure 4.25. The IBVP involve an SMA loaded
at a constant stress rate of about 3.3MPa/s, rather than displacement rate, until a
critical stress for transformation is reached based on the σ − T phase diagram. At
this stress level, martensite is seeded at the left end of the rod. The stress level is
produces critical driving force to ensure phase transformation progress. Therefore,
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Figure 4.26: Simulated force controlled loading stress-strain response and transfor-
mation induced stress relaxation (Agboola et al 2015 [109])
the phase transformation is allowed progress until a point at which the displacement
is fixed. The response of the SMA is reported figure 4.25. The figure shows that ini-
tial loading of SMA result in elastic homogenous response as shown by stage 1 (blue)
of figures 4.25. Once the critical stress is reached, transformation progresses and is
shown as stage 2 (gray) in the plot. At this stage the stress continues to increase at
constant rate of 3.3MPa/s causing accumulation of strain to about 0.018s−1. The
displacement is then fixed at this point to a value of 0.018∗L, where L is the specimen
length. The displacement is held constant until about 600s. The stress is observed
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Figure 4.27: Associated stress temperature field for stress relaxation with air ambient
medium for parameter in table 4.1 plotted on the stress-temperature phase diagram
of the NiTi SMA (Agboola et al 2015 [109])
to drop as indicated by the line labeled 3. Additional energy by through external
work on the specimen boundary is required to further transform the SMA after the
rest or equilibrium stress is reached. The process of keeping the displacement fixed
is often called ”strain arrest” by some researcher [110]
It should be noted that the final stress under strain arrest is the value of the
plateau stress value needed to propagate the front for an equivalent displaceement
rate controlled dloading of the same SMA in water ambient condition (isothermal)
as seen in figure 4.26 (see dashed line showing softening). Therefore the result
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Figure 4.28: Force controlled loading Stress-Strain response and Stress against time
during elastic response,partial transformation and stress relaxation.
(Agboola et al 2015 [109])
indicated that the model is able to predict stress relaxation in SMA. A plot of the
accompanying temperature profile suggest that during relaxation, the temperature of
the interface drops as the system seek to move towards equilibrium (see figure 4.27).
The simulation reported in figure 4.25 are all based on properties shown on it. It is
important to state here that there is not stress relaxation experimental result for this
particular NiTi SMA. So the result is at best qualitative and could not be used to
make conclusive statement on the ability of the SMA to simulate stress relaxation.
Now based on the loading rate reported by Matsui et al, to see if this relaxation
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Figure 4.29: Order parameter field showing evolution of transformation front during
partial transformation (Agboola et al 2015 [109])
will occur under isothermal condition, simulation using the parameters on figures
4.33 and 4.32. The results are for the response under full thermomechanical loading
(i.e. solving the three field equations) and isothermal (i.e. solving balance of con-
figurational forces and balance of linear momentum) respectively. Both result shows
obvious relaxation. However, the relaxation final or asymptote stress magnitude is
slightly different. These two results indicate that the stress relaxation behavior in
SMA is due not only to the strong thermomechanical coupling but also to a possible
intrinsic reason that is viscous. At this point, the desires to explain the relaxation
phenomena and propose this model as relevant for SMA design necessitate the need
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Figure 4.30: Order parameter field showing evolution of transformation front during
relaxation (Agboola et al 2015 [109])
to simulate an actual experimental relaxation result with known response and param-
eters. In 2004, Matsui et al reported experimental results of stress relaxation.These
set of result is simulated and the result will be discussed next. The properties of the
SMA used by Matsui et al is given in table 4.2 and it is based on the experimental
result by Tobushi et al 2004 with the parameter value taken form Tobushi et al 1995
for the same SMA composition. To simulate the response of the SMA, the gradient
energy coefficient per unit mass (λ) as well as the kinetic modulus (τ) of the model
is calibrated to predict the response of the stress based loading of the SMA, which
is shown in figure 4.26 (solid black line and subsequent loading and relaxation). The
154
Figure 4.31: Isothermal stress relaxation during constant strain under stress rate of
1 MPa/s
value of the gradient energy coefficient (ρλ) and the kinetic modulus (τ) that gave
this result are 5N and 1 × 107Pas respectively. It should be noted however that
for the partial transformation simulation to match with experiment, the value of the
heat transfer coefficient is 640W/m2K. Once the simulation for the partial trans-
formation (solid black line) and the experiment is the same, the total strain is then
arrested. The heat transfer coefficient of h = 4W/m2K is used to simulate the stress
relaxation. The final value of the relaxed stress as predicted by the model matches
with that of the experiment for the set of parameters used (see figure 1.12 and 4.28
). This value of τ ,ρλ and heat transfer coefficient of 4W/m2K is now used to simu-
late the experiment for strain rate loading. The result is also in very good agreement
155
Figure 4.32: Simulated stress relaxation phenomena for coupled isothermal displace-
ment and order parameter field equation under 30 MPa/s sress loading
with the experiment within acceptable discrepancies as seen by comparing figure
1.12 and 4.26 These observations may seem to suggest that the stress relaxation
in SMA is solely due to the drop in temperature, whereby the thermal state favors
the formation of martensite; therefore less stress is required to ensure further phase
transformation due to the thermomechanical coupling. However, this conclusion may
be misleading unless the same behavior can be observed under isothermal condition.
It is important to note here that the theory that the stress relaxation is due to the
drop in temperature during strain arrest has been put forward by some researchers
. The question to ask, however, is what our model points towards as the reason for
the stress relaxation.
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Figure 4.33: Simulated stress relaxation phenomena for fully coupled thermomechan-
ical field equation under 30 MPa/s sress loading
According to the simulation, this relaxation occur due to the further motion
of the transformation front which indicates continued phase transformation as the
SMA relaxes towards equilibrium ( see figure 4.26,4.28,4.29 and 4.30). The model
shows that there is a time lag between when the strain was arrested and when the
front stops. So, is this further motion of the front (i.e. further transformation)
due to drop in temperature or not? To arrive at a solid conclusion, we decided
to simulate the relaxation phenomena under isothermal condition using this model.
Since there is no thermal effect during relaxation, we expect that if the main reason
for the relaxation, due to the motion of the front, is the drop in temperature then
we expect that this phenomena should not occur for this isothermal case. On the
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contrary, the result of our simulation under isothermal condition does show that
transformation front moved during the time that the displacement was fixed and
consequently stress relaxation. (See figures 4.31) Therefore, there is reason to belief
that apart from thermomechanical coupling, there is an intrinsic explanation for
the drop in stress. Since thermal effect is eliminated, we expect that the system
move towards a state of equilibrium by minimization of the strain energy and the
interfacial energy. Therefore the strain energy stored in the SMA will be expended
to move the transformation front. Since the total strain is kept fixed and further
inelastic strain accumulate by the further motion of the transformation front, the
stress drops so as to maintain the constant strain imposed at the boundary. Noticed
that after a given time the stress in the SMA reaches an asymptotic value where the
interface stops moving such that for transformation to continue, more energy has to
be supplied to perform work in moving that phase transformation front by loading
the SMA at the boundary. In addition, to arrive at a solid conclusion, strain arrest
under isothermal condition using this model is simulated. Since there is no thermal
effect during relaxation, it is expected that if the essential reason for the relaxation
resulting from front motion is the drop in temperature then this phenomena should
not occur under isothermal condition. The result of our simulation, under isothermal
condition, does show the contrary. Stress relaxation and motion of transformation
front still occured during strain arrest both for 1MPa/s and 30MPa/s loading
rate as can be seen in figures 4.31 and 4.32. for the 30MPa/s loading rate, the
corresponding full thermomechanical field equation response is shown in figure 4.33,
which strongly show relaxation very close that of teh isothermal. These set of results
further corroborates the observation of relaxation under isothermal condition.
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Figure 4.34: (a) Stress strain response during partial transformation and creep in
SMA (b) Change in temperature field during partial transformation (Agboola et al
2015 [109])
4.4.2 Transformation Induced Pseudo-Creep
As reported by experiment and shown in figures 1.13 and 1.14, accumulation of
strain when stress is constant during transformation is characteristic of pseudoelastic
loading of SMAs. In order to validate the versatility and accuracy of this model and
its predictions, transformation induced creep behavior of NiTi SMAs is simulated.
The simulation is carried out under load and displacement control. Similar to the
stress relaxation, the simulation is performed under full thermomechanical coupling
and under isothermal condition to corroborate the scientific explanation that the
relaxation and creep is not only due to thermomechanical coupling but also an in-
trinsic viscous like effect resulting fron the evolution of transformation from resulting
in isothermal transformation.
4.4.2.1 Transformation Induced Creep under Force Controlled Loading
To simulate the ”pseudo-creep” in SMA, the SMA is loaded (using properties in
table 4.2) under a stress rate of 3.3MPa/s until a strain of about 0.018. At this
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Figure 4.35: (a) Change in stress with time (b) Change in stain with time (Agboola
et al 2015 [109])
point the stress is kept constant. The analysis shows, as can be seen in figures 4.34
and 4.35, that strain continues to accumulate until the SMA is fully transformed if
the stress is kept constant. This is also due to the fact that the transformation front
continues to move as seen in order parameter plot in figure 4.36) as the stress state
is above the rest stress associated with mechanical state that allows the two phases
to exist in equilibrium. It should however be noted that this simulation was carried
in an air ambient medium. Therefore there is going to be heat convection out of the
specimen under constant stress, which seem to provide reasonable explanation for
the continuous transformation since the lower temperature would favor the stability
of austenite over martensite for the same stress level. Since the total strain is not
fixed, there is no drop in stress although transformatiion continues as represented by
the order parameter evolution, consequently transformation strain. The inelastic or
transformation strain continues to accumulate due to the motion of the transforma-
tion front until the entire material is fully transformed. It is worth noting that in
this case as well, the stress-strain response follows the temperature field as shown in
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Figure 4.36: Order parameter change showing transformation front evolution during
(a) partial transformation and (b) strain accumulation (creep) under stress arrest
(Agboola et al 2015 [109])
figures 4.34. Another interesting observation is that the strain-time and stress-time
response matches very well with experimentally observed trend.(see figure 4.35 a
and b). Figure 4.35a demonstrates that during the strain accumulation the stress in
the simulation is actually kept constant. So, there is no doubt that the pseudo-creep
actually occurred.Figure 4.35a show the stain plot against time. The result show
an initial increase in strain with time at constant rate after which the slope changes
because transformation has started at about 46s. At about 77s the stress is kept
constant and the strain continues to accumulate until about 90s where the strain no
longer increase with time because the entire material has transformed to martensite.
The temperature field accompanying the strain accumulation at constant stress is
given in figure 4.37a and b. Figure 4.37a represents shows that during the transfor-
mation, the temperature field exhibits an increase at the interface as time increases.
Once the stress is kept constant, the temperature as shown in figure 4.37b begins to
drop with time which favors the formation of martensite at constant stress. So just
like that of stress relaxation, there is an obvious thermomechanical reason for the
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Figure 4.37: Change in temperature accompanying (a) partial transformation and
(b) strain accumulation at constant stress (Agboola et al 2015[109])
creep. The question now is if the same behavior will observed under isothermal con-
dition. The answer is yes, the phenomena was observed under isothermal condition.
The discussion will be discussed a little later.
4.4.2.2 Transformation Induced Creep under Displacement Controlled Loading
Since the experiment that have been published in the literature does suggest that
the accumulation of strain under constant stress is observed even under strain or
displacement control [30, 31, 110], simulation of the response of the SMA rod un-
der strain-based loading is simulated. This simulation will be used to show that
isothermal transformation does occur under purely mechanical condition. Just like
the phenomena of stress relaxation is present in both stress (load) or strain (dis-
placement) controlled loading, figure 4.38 demonstrates that strain (displacement)
based loading of SMA exhibits the phenomena of creep accumulation under constant
stress. In the result, the SMA is loaded under a strain rate of 10−4s−1 until the
critical stress for transformation begin at an elastic strain of about 0.0048. At which
point the seeded martensite nucleus begins to grow and cause the drop in stress but
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Figure 4.38: Isothermal creep of SMA under constant stress
the transformation front motion result in transformation strain. At about at 120s
the strain value is now at 0.012s and the stress is about 144MPa (see Figures 4.39
and 4.39). At this point the stress is held constant at a value of about 144MPa.
What can be observed from the plots is that the strain continues to accumulate until
a maximum transformation strain is attained when the entire rod has been trans-
formed. it is important to note that the result presented in figure 4.38 and 4.39, the
accumulation of strain under constant stress occurs under isothermal condition. This
is trur because when the stress is kept constant, the field equation solved does not in-
clude the temperature field equation. Only the balance of configurational forces (for
order parameter field) and the balance of linear momentum equations were solved.
Therefore, the mechanism behind this phenomenon is not solely thermomechanical
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Figure 4.39: (a) Isothermal strain vs time (b) Isothermal stress vs time for creep of
SMA under constant stress
effect but also a mechanical reason. Like the stress relaxation result, the explanation
I propose is that the elastic energy stored in the material is used to perform work
to move the transformation front until the equilibrium is reached where the config-
uratonal forces are balanced. However, because the displacement of the rod is not
fixed at the boundary, the transformation strain generated due to the further trans-
formation (by the motion of the transformation front) continues to add the elastic
strain thereby resulting in ana increase in the total strain until the entire material is
transformed.
It is important to note the figure 4.39 does show that during the accumulation
of the strain (”creep”), the stress is constant. So no external energy is supplied to
the material by boundary work by application of stress. This serve to corroborate
the explanation that the further transformation is due to stored mechanical energy.
In addition, this result shows that apart from thermo-mechanical reasons, whereby
the transformation from austenite to martensite is favored because of reduction in
temperature, isothermal transformation is possible due mechanical work coming from
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Figure 4.40: Parametric study of effect of gradient energy coefficient (λ) under 1
MPa/s loading
strain energy stored in the material.
Another important insight from the isothermal creep result in addition to the
isothermal stress relaxation simulated in this work is that apart from time scale of
wave propagation and heat transfer, there is another time scale of phase transforma-
tion inherent or characteristic of SMA behavior which results in a viscous behavior.
So the hypothesis of this work, that in order to simulate the rate dependent response
of SMA, a new time scale associted with phase transformation by interface evolution
need to be introduced into SMA modeling, which was introduced using the balance
of configurational forces. The results being very representative of experimental find-
ings shows that this model promises to be better suited for SMA design as it can
simulate the intrinsic rate dependent response of SMA apart from thermomechanical
coupling.
4.4.3 Parametric Study of Kinetic Modulus and Gradient Energy Coefficient
Parametric study of the kinetic modulus τ and the gradient energy coefficients
λ is carried out in order to understand their effect and to calibrate the parameter
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Figure 4.41: Parametric study of effect of gradient energy coefficient (λ) under 30
MPa/s loading
for different SMA. Under a stress rate of 30MPa/s, the stress-strain response of
the SMA is observed to change for different values of τ and λ. As λ increases, the
stress corresponding to each strain becomes smaller for the same kinetic modulus.
This is suggestive of ability to model interaction between other length scale and the
length scale associated with the gradient energy coefficient. As the gradient energy
coefficient decreases, which correspond to a thinner interface, a higher stress is needed
to generate the same inelastic strain (see Figures4.40,4.41 and 4.42). Since there is an
intrinsic length scale associated with the interface width, this model may be improved
or calibrated to include the effect of length scales and sizes on the response of the
SMA. This may be in the form of inclusion size, interparticle distance, grain size or
the actual geometry of the structural material being studied. The kinetic modulus
on the other hand has an opposite effect on the stress strain response as compared
to the gradient energy coefficient. As the kinetic coefficient increases, the stress
corresponding to the same amount of strain increases. This kinetic modulus carries
with it an intrinsic time scale and is expected to relate to a characteristic time of
166
Figure 4.42: Parametric study of effect of gradient energy coefficient (λ) under dis-
placement controlled loading
the SMA phase transformation as shown from the dimensionless parameters and the
characteristic time of the thermomechanical model. Since these parameter changes
the stress strain response, they are to be calibrated for specific SMA based on material
specific characteristic length and time scale as well as thermomechanical properties.
Therefore, the specific rate dependent behavior of difference SMA material will result
form unique interaction of other time scales with that of phase transformation.
A study of the effect of the kinetic coefficient under displacement and force con-
trolled loading shows that the magnitude of drop between the nucleation and prop-
agation stress reduces with increase in value of the ”dynamic viscosity” of the SMA.
So, using classical terminology in two phase elastic material modeling, the Maxwell
stress increase with increase in the ”dynamic viscosity” or ”kinetic coefficient” of the
SMA as seen in figure 4.43. This effect indicate that higher value of the kinetic
coefficient offer less resistance to phase transformation as can be seen in the order
parameter field equation ( balance of configurational forces) as well. Similar effect
can be seen under load control as shown in figures 4.44 and 4.45
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Figure 4.43: Parametric study of effect of Kinetic coefficient (τ) under displacement
controlled loading
Similarly, but with opposite variation, increase in the gradient energy coefficient
causes the Maxwell stress to decrease. The implication of this is that the gradient
energy coefficient introduces high resistance to phase transformation as its magni-
tude becomes bigger. By implication, these two parameters can be calibrated to
capture the relative degree of resistance of various SMA to phase transformation and
subsequently the relative speed of response. The dimensionless parameters shows
that both parameters depend on ρ∆u0 which according to the model represents that
latent heat of transformation.
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Figure 4.44: Parametric study of effect of Kinetic coefficient (τ) under force controlled
loading
Figure 4.45: Parametric study of effect of Kinetic coefficient (τ) under force control
controlled loading
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5. THERMALLY INDUCED PHASE TRANSFORMATION USING CPFA
As discussed earlier, one of the manifestation of the shape memory behavior of
SMA is a load biased thermally induced phase transformation. In this loading path
the SMA transform between austenite and martensite phases under constant load,
while temperature is being varied from above Af to below Ms, and vice versa. As
noted earlier, this loading path is very important for the use of SMA as actuators.
Other seeming complex path for actuation exists but this is the basic actuation
path. The basic question that motivates the result presented in this section is to
explore the capability of and scientific insight gained from the model based on the
CFPA to simulate challenging experimentally observed responses under thermally
induced transformation. Among others, the effect of cooling rate is explored on
SMA response as reported from experimental strain-time, strain temperature as well
as DSC and DMA result for NiTi and CuNiAl SMA. It is important to model these
responses as they will have very strong effect on the SMA response during application
in varying cooling environment, particularly in aerospace application where different
flight atmospheric flow conditions may exist. Explanation is sought for the reason
behind the apparent rate dependent thermal response of SMA. Also, the results
are intended to propose experiments that should be carried out to validate this
model and get better insight into better testing methods for improved understand
of the response of SMA under isobaric thermally induced phase transformation. As
noted in the introduction of this dissertation, there are no standards yet for testing
and characterizing SMA. Therefore, the ability to use modeling to further aid the
design of experiments to characterize, test and understand SMA actuation response
is greatly need and would advance the state of scientific knowledge and engineering
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design of SMA for various applications. Of particular interest will be in aerospace
applications where prevalent remote ambient interaction may not be fully understood
experimentally. One interesting application may also be seen in radiative cooling and
heating in hypersonic flight vehicle during reentry. Before exploring and analyzing
the simulated result of the model, It is important to note that the result of this section
are all going to be new in the scientific community for SMA in terms of simulating
the dynamic thermo-mechanical response of SMA based on phase front evolution
as suggested by experiments for mechanically induced phase transformation. It is
this observation that forms the hypothesis that leads to the modeling approach used
in this work. It is important to note that the results presented in this chapter are
qualitative. More quantitative works and experimentations will be subject of future
research. It is known that in the test and application of SMA, heating and cooling
rates are concern [115, 10]. Heating and cooling rates are particularly important
in bulk SMAs due to prolonged period of heat transfer [116]. Although several
work has been conducted on the thermo-mechanical response of SMA, work on the
effect of heating and cooling rates are few and far between [116]. In this chapter,
thermally induced phase transformation for a load-biased condition is simulated.
The transient non-equilibrium character of phase transformation is simulated by
incorporating kinetic laws resulting from the configurational forces balance. Probable
influence of the gradient energy coefficient (which represents interfacial energy) and
the kinetic coefficient (dynamic viscosity) on the forward transformation and by
consequence on thermal hysteresis is noted.
5.1 Effect of Cooling Rate on SMA Actuation Response
It is known that the response rate of SMA actuators is the direct result of the
combination of their heating and cooling rates [111]. Lohan et al [112, 127] in a
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recent set of work studied the heating and cooling rate effects on calorimetric re-
sponse and martensitic structure on Cu-Zn-Al SMA [112, 127]. In their study, a
good correlation between heating rate and reverse martensite transformation tem-
perature, with increasing the heating rate value was found, which was concluded by
two variation tendencies experienced by martensite reversion to parent phase: (i)
to shift to higher values of critical transformation temperatures and (ii) to become
smoother. In particular, in addition to existing studies on the effects of cooling rates
(CR) for Ti-Ni, Ti-Ni-Cu, or Ni-Fe-Ga SMA actuators, they studied for Cu-Zn-Al
SMA. In addition, Lohan et al (2013)[111] found out that with cooling rate increase,
the exothermic peak associated with direct martensitic transformation was observed
to increase in intensity with increase in cooling rate, which they attributed to higher
amount of parent phase transformed into martensite and therefore causes the trans-
formation temperature to move to lower value. Also, Tadesse et al [10] reported
on active cooling of SMA to improve their response time, particularly in embedded
condition where heat transfer rate is the controlling factor. The goal was to increase
the cooling time so as to improve the response time. The slow speed of the response
of SMA due to slowness in dissipation of heat from the SMA has been attributed to
the major hindrance to its wide application [113]. So, a model that can help design
better actuator with improved understanding of the heat dissipation capability is
desired.
Jaeger et al [75] recently published a work where they showed that NiTi SMA
exhibits thermal hysteresis which is affected by cooling/heating rates using stress-
free thermal analysis. In essence, the apparent transformation temperatures and
the hysteresis is said to be affected by the cooling and heating rate. Furthermore
they suggested that thermal hysteresis is not only related to interfacial strain energy
effects but also effect from the transient character of the transformation process
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Figure 5.1: DSC Experimental result on the effect of cooling rate on Ms for equi-
atomic NiTi (S.H. Chang, S.K. Wu 2008 [114])
incorporating specific thermal relaxation times. This two effects will relate to the
two coefficients, λ and τ respectively, introduced through the configurational forces
balance into the model. [115] studied the effect of heating and cooling rate on
the transformation characteristics of TiNiCu SMA alloy using DSC. Their result
showed that Mf and Af depends strongly on the rate of heating and cooling. They
observed that Mf decreased and Af increased with increasing cooling/heating rate.
They, however, observed that the Ms and As are not sensitive to the cooling rate.
Thee observation of Wang et al[115] is different from that of [114] where Ms and As
depend strongly on heating and cooling rate. Nurveren et al 2008 [116] showed the
effect of cooling and heating rate for NiTi SMA annealed below and above certain
critical temperature exhibits different effect of cooling and heating rates because of
the different number of the stages that transformation has to take. In some cases
transformation from austenite to martensite undergoes an R−phase transformation
before it undergoes the martensitic transformation (see Otsuka and wren) . Of
interest to this work is a single stage transformation from austenite to martensite
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Figure 5.2: DMA Experimental result on the effect of cooling rate on Ms for
equiatomic NiTi (S.H. Chang, S.K. Wu 2008 [114]))
and vice versa with single peak of exothermic and single peak of endothermic in
DSC thermogram. For the SMA that was annealed above 600◦C, which is more
related to the simulation in this chapter, the higher the cooling rate, the lower the
start transformation temperatures until a heating/cooling rate of about 10◦C/min
where the transformation temperature remained fairly constant. Austenite finish
temperature increases with increase in heating rate after initial decrease from about
1 to 5◦C. However Mf decrease with increase in cooling rate. In addition the heat
released and absorbed increases with increase in heating/cooling rate. (See figures
6 and 7 in [116]) In general, experimental works that have been reported so far
showed that the transformation temperatures and hysteresis of SMA changes with
cooling and heating rate. In stoichiometric NiTi, the martensite start and finish
temperatures have been reported to decrease with increase in cooling rate and the
austenite start and finish temperature have been reported to increase with increasing
cooling rate (see figures 5.1 and 5.2). In some cases like NiTiCu, the martensite and
austenite start temperatures have been observed to be independent of the cooling
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Figure 5.3: Effect of cooling rate on SMA response (Nurveren et al 2009 [116])
or heating rate. But the Mf and Af are observed to depend on the heating and
cooling rates. The disparity between the observation of cooling and heating rates
effects on start and finish temperature may be due to other microstructural factors
and mechanisms that interplay with the motion of the transformation front. These
factors that influence the transformation characteristics in NiTi-based SMAs may
include nickel content, ageing after solution treatment to form precipitates, thermo-
mechanical treatments, thermal cycling, addition of ternary alloying-elements and
processing techniques ( see [117, 118, 119, 120, 121, 122, 123]). The effect of cooling
and heating rate on the response time of SMA is also known and highly desirable
to improve on the limitation of SMA based on narrow bandwidth due to longer
response time [10]. Tadassee et al (2009) [10] noted that earlier work studied on
SMA motors showed that the problem of achievable velocity is a challenge for SMA
application. Change in SMA speed is related to the response time of SMA. Some
of the proposed method to achieve a faster response time is to use SMA coupled
with fluid cooling system [124, 125], mobile sink [126], running through a metal tube
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Figure 5.4: IBVP for load biased thermally induced phase transformation (actuation)
filled with silicone grease [113],pneumatic cooling [128]. Figure 5.3a and b shows
sets of experiments on the effect of cooling media used for active cooling of SMA.
The response is faster for fluid quenching but slower for free convection, resulting
in difference in speed of actuator. The effect different cooling media as manifested
in different heat transfer coefficient is representative of the effect of cooling rate
on the response of SMA. It seems that the effect will be more pronounced as the
specimen gets thinner, like wires. Since all the applications mention and described
above for SMA as active members depends on cooling and heating rate, it desirable
to simulate them with constitutive model in order to aid in their design and active
control. All the above stated experimental need and the scientific question of the
need for additional balance law to generate kinetic equation to capture intrinsic
time scales and consequently rate dependent response of SMA is the reason for the
simulation in this chapter. The chapter is with the goal of discussing qualitative
demonstration of the capability of the model as well as the insight it offers towards
improved application of SMAs, particularly NiTi SMAs.
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5.2 Initial Boundary Value Problem
In order to investigate the response of SMA simulation using the SMA model
for load-biased thermally induced phase transformation for different cooling rate, an
initial-boundary value problem similar to that of the mechanically induced phase
transformation is studied. The IBVP is represented on figure 5.4. The boundary
conditions are the same as that of the mechanical loading except that the load is
constant for all time and the temperature only changes due to convective cooling. In
the discussions that follows, the effect of cooling rate, possible test set-up grip effect
on the SMA response are elucidated.
Figure 5.5: Strain-temperature response for single nucleus showing the effect of cool-
ing rate
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5.2.1 Simulation of the Effect of Cooling Rate for Single Nucleus and
Transformation Front
SMA properties in table 4.1 is used. The SMA rod is initially at a temperature
of 290K, which is above the Af , is loaded at a stress of 158MPa. Therefore austenite
is the stable phase at this temperature. Now, ambient cooling of the SMA was sim-
ulated using the model containing the distributed heat sink. To simulate the effect
of cooling rate, the heat transfer coefficient h is varied between several values. The
higher the number, the more the degree of convection (consequently cooling rate) as
it is obvious from the convective heat transfer boundary condition. At the initial
time t = t0, the rod is in the austenite phase with a nucleus of martensite of about
0.02mm being seeded at the bottom of the specimen. What this means is that the
order parameter will have a value of 0 everywhere in the rod at the beginning of
simulation except for the nucleus which has a value of 1, representing austenite and
martensite respectively. Figure 5.5 is the nominal strain-temperature response of
the rod. It is important to note from the outset that the value of τ and λ will dictate
the speed of the response of the SMA. At this point, in order to get a meaningful
qualitative response, representative value of 105 and 1.5 for τ and ρλ respectively
are chosen for the simulation. The value of the ρλ is chosen to match with that
used for the mechanical loading simulation for the same SMA used in Chapter 3 for
the forward transformation under pseudoelastic loading. The corresponding value
of τ that gave qualitatively physically meaningful results is sought. Now from the
figure 5.5, the effect of cooling rate does changes the apparent Ms of the SMA
as reported in experiment. The faster the cooling rate (represented by higher heat
transfer coefficient h), the lower the apparent Ms. The simulation trend matches
well with the trends in the DSC and DMA result of figure 5.1 and figure 5.2. So, for
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the h = 200W/m2K, the SMA begins to transform at a temperature of about 253K
and for h = 100W/m2K, the transformation begins at 258K, both of which are lower
than the Ms for the stress value from the phase diagram used for the simulation. As
the cooling rate gets slower to about 50W/m2K and 60W/m2K, the effect of cooling
rate becomes negligible which is in consonance with some experimental observation.
These addition slower cooling rate have their apparent transformation temperature
at about 260K and therefore suggests further that the cooling rate of SMA changes
the critical temperature at which transformation begins as well as likely change in
the hysteretic response. Another important observation from the plot is that the
SMA response deviates from what is often reported classically (see figure 5.5) in
that at the end of transformation , the temperature of the SMA rises, unlike what
is often reported where the temperature begins to decrease even faster towards the
end of transformation. First, the reason for the behavior will be explained shortly
after which the possible scientific and engineering implications will be stated. To
explain the rise in temperature at the end of transformation, recall that the under-
lying hypothesis behind the theory. Based on experimental observation, explained
in Chapter 1, the idea is that SMA macroscopic response is a result of macroscopic
nucleation and propagation of martensitic domain (i.e. phase boundary, interface
or transformation front evolution). Therefore, the new time scale associated with
phase boundary motion representing phase transformation has to be introduced in
SMA model. So, the SMA was originally in austenite, when the simulation begins,
the initial nucleus dissolves back to austenite as austenite is the only stable phase
at this state of stress and temperature. Once the temperature reaches the apparent
Ms depending on the cooling rate, the nucleus suddenly show up again ( as it is
thermodynamically favored at this state of stress and temperature) since martensite
is now the thermodynamically stable phase. The martensitic nucleus begins now to
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propagate from the bottom up. Like the mechanical loading of SMA, latent heat is
released (forward transformation being exothermic), so the temperature rises locally.
However, because of ambient or convective cooling as well as heat conduction in the
SMA, the heat is usually quickly transferred out of the SMA transformation front to
other part of the specimen. However, once the front reaches the end of the specimen
which has a no flux boundary condition for the order parameter and the temperature,
the heat released localize at the end of the specimen resulting in a very sudden rise
in temperature. The temperature rises considerably as the transformation happens
somewhat relatively faster than the cooling rate needed to keep the temperature low
in the SMA. Notice that as the convective cooling rate get higher, the amount of
rise in temperature gets smaller-corroborating the explanation for the result. This
observation has not been reported anywhere from experiment to the best of this au-
thor’s knowledge and may serve to validate or better improve this model. The trend
of cooling rate effect on Ms as shown in the result of the simulation of this chapter
is typical of a stoichiometric NiTi , which do not form precipitate, therefore this
trend may be characteristics of SMA composition that are not tenable to forming
precipitates. Now, for the consequence of this observation, it seems that the testing
and characterization of SMA may be affected by the nature of the grip due to the
latent heat of transformation. This hypothesis will further examined and discussed
in details later. So far, it can be seen that the presented SMA model is able to
simulate, not only the forward response of SMA under pseudoelastic loading but
also for isobaric thermally induced phase transformation. In addition, new insight
to the response of SMA is suggested by the simulation. The implication of these
is that, as demonstrated under mechanics loading, the intrinsic time scale of phase
transformation introduced to the reported SMA model is the plausible explanation
for the reported effect of rate on the SMA response for thermal loading as well.
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The transformation time interacts with heat transfer time to result in the complex
response. The resulting implication is that SMA macroscopic response should be
model as evolving phase boundary in order to capture the realistic response.
Figure 5.6: Strain-temperature response for SMA response under two nucleation sites
intial condition
5.2.2 Simulation of the Effect of Cooling Rate for Two Nucleus and
Transformation Fronts
It is expected that the transformation behavior of SMA would involve more than
one nucleation site. Investigation of the effect of more than one nucleation site on
the SMA response is investigated in this section. The strain-temperature response
is given in figure 5.6. In this case as well, the faster the cooling rate lower the
apparent Ms. Rise in temperature at the need of transformation is also observed but
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Figure 5.7: Change in response time of SMA based on cooling rate
to a lesser degree in this case. One major observed similarity between the result of
single nucleation site (see figure 5.5) and the two nucleation site (see figure 5.6)
is that they possess the same apparent Ms for the same cooling rate. However,
the apparent Mf temperatures are different because of difference in the hysteretic
behavior which may be associated with the amount of latent heat released for the
two nucleation site relative to the response with one nucleation site. So the amount
of cooling needed to generate the same strain (or actuator) is different in both cases.
The single nucleation site result requires more cooling to generate the same actuation
or strain that the two nucleation site. Therefore it seems that the response time of
an SMA simulated using this model with two nucleation site will be faster than that
of the SMA with a single nucleation site for the same ambient condition. If these
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Figure 5.8: Order parameter initial condition-two nucleation sites
findings are physically validated to be true, then it suggests that microstructural
manipulation of the SMA to generate more than one nucleation site is desirable for
faster actuators. All things being equal, if this finding is true, then it seem that the
more propagating macroscopic domain we can generate in an SMA the faster it will
respond in different cooling condition. To be able to minimize the design life cycle
of producing faster SMA actuators, it is desirable to have a model that can simulate
the amount of speed gained with different cooling rate.
Figure 5.7 shows the displacement at the boundary of the rod against time. Cool-
ing rate of the plot decreases from left to right for each strain-time response in figure
5.7.The result demonstrates the change in response time of the SMA depending on
the cooling rate, with faster cooling rate resulting in quicker ”actuator” response
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Figure 5.9: Evolution of phase transformation stage 2
time. This result demonstrates that the model developed in this work is very useful
to aid the design of better actuators. In addition to change in critical transformation
temperature, there is also like change in the hysteretic response as seen in the strain
temperature plot difference both under different cooling rate but also when more
than one nucleation site is present. So, in order to ensure faster response time of
SMA actuators, as noted earlier, method for faster cooling and heating rate should
be sought in addition to engineering the microstructure to favor the formation of
multiple nucleation site while ensuring inhibiting microstructural effects that sup-
press multiple nucleation are removed in the microstructural engineering of SMA
actuators.
It is important to note that the result presented for the two nucleation result
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Figure 5.10: Evolution of phase transformation stage 3
comes from more than one initial nucleation site as seen on the evolution of the
order parameter plots of figures 5.8, 5.9 and 5.10. This is to demonstrate that
the phase transformation front is not elastic wave propagation but an obvious phe-
nomenon of phase transformation front (phase boundary) motion, representing phase
transformation, resulting from the kinetic law derived from the configuration forces
balance. Figure 5.11 shows the initial condition for two nucleation sites. The nucleus
of martensite is first seeded (order parameter η =1) in austenite phase (where order
parameter η =0) at two sites. One site is at the left edge and the other is at the
center. However, in the plot, the order parameter value went almost to zero but still
showed a difference from the rest of the points in the rod as shown by the ”bulge” in
the field. The reason for the dissolution of the nucleated martensite phase is because
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Figure 5.11: Order parameter field representing progress of phase transformation for
two nucleation site
the temperature value has not reached a state where the thermodynamic driving
force, both local and global, has reached the critical value for the stress state such
that it can drive phase transformation. After some time, the driving force reaches
the critical value as the temperature drops depending on the cooling rate. What this
means in terms of nucleation theory is that the necessary degree of undercooling that
favors the nucleation of the martensite phase has been reached. Different cooling rate
therefore leads to a different degree of undercooling necessary to nucleate martensite.
At this point, the order parameter reaches a value of 1 which indicates the presence
of martensite. The transformation front now begins to move on both sides of the
nucleus that begins at the center, but move toward the right for the nucleus at the
end of the specimen. The transformation continues that way until the entire mate-
rial is transformed. While transformation fronts are moving, transformation strain
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Figure 5.12: Temperature change during cooling of SMA for two nucleation site for
different cooling rate
accumulates in the rod, which adds to the elastic strain to increase the total strain
of the SMA.
Under different cooling rate for the two nucleation site, the order parameter
field shows why there is difference is speed of response. From the figure 5.11the
order parameter field for the faster cooling rate with heat transfer coefficient of
h = 200W/(m2K) is almost fully transformed at time t = 3.9, while the slower
one with heat transfer coefficient h = 100W/(m2K) is still starting to nucleate at
the same time. This explains the effect of cooling rate affecting the apparent Ms
due to difference in degree of undercooling that cause different time of nucleation.
Also, the difference in time of nucleation and propagation can be seen in figure
5.12 for the temperature field accompanying the order parameter response of figure
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5.11. The temperature field clearly supports the explanation provided so far. Notice
how the temperature field of h = 100W/(m2K) at the same time is much higher
than that of h = 200W/(m2K). Initially the temperature field drops uniformly
through the rod length. By the time nucleation has occurred as shown by the rise
in temperature field for h = 200W/(m2K) at about time t = 3.4s, the temperature
field of h = 200W/(m2K) does not show any rise at all. Only a uniform drop in
temperature can be observed.
It is very important to emphasize that the nucleus behaves the way it did and
therefore, it is not elastic wave propagation (apart from the obvious fact that the load-
ing is quasi-static and the equilibrium equation is solved for this reported work with-
out inertia effect- second time derivative of the displacement) because it demonstrate
that this work is a very fundamental and clear contribution to modeling dissipative
materials response such as phase transformation (the theory being extendable to
modeling damage, plasticity, fracture and other dissipative mechanism that involves
motion of defects, surfaces and interfaces). In addition, the non-dimensionalization of
the model shows that the dimensionless parameter resulting from the field equation
of the order parameter is orders of magnitude different from that of the displace-
ment field equation containing inertia effect (related to wave propagation). This
is one of the major scientific contributions of this work and clearly supports the
need for additional fundamental balance law to model phase transition in continuum
thermodynamics as used in this work.
5.3 Possible Grip Effect on SMA Response
As noted earlier, it is expected that due to the boundary condition at the end
of the specimen, the spike in temperature observed may not be present. The phe-
nomenon is expected to be particularly be more interesting as the specimen becomes
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Figure 5.13: Strain-temperature field a new nucleation during transformation due to
grip conduction
thinner. So, to prove that the phenomenon is not a numerical error and to eliminate
the possible ”grip” effect, a convective heat transfer boundary condition is applied
at the end of the specimen with very high heat transfer coefficient to simulate grip
conduction. Notice from figure 5.13 that the spike in the temperature (reported ear-
lier in for example figure 5.6), as the transformation finishes, at the end of the rod
is eliminated. The reported temperature is measured at the specimen end. Another
important observation, which is non-classical response of the SMA rod is also shown
in Figure 5.13. The SMA showed a rise in temperature during partial transforma-
tion of the rod. At the end of the rod, temperature rises due to formation of another
nucleus because the lower temperature that is close to the end of the specimen due
to higher rate of convection (representing grip conduction). The faster heat transfer
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Figure 5.14: Temperature Field accompanying simulation before transformation be-
gins with boundary convection allowed
condition at the end of the rod causes the temperature of the materials close to the
SMA rod end to be much lower than the rest of the rod( see figure 5.14, which fa-
vor the formation of martensite that subsequently propagates o transform the SMA.
Propagation occurs more to the left as can be shown in figure 5.15 as there are
more materials to be transformed. Also, because transformation from martensite to
austenite is exothermic, there is a rise in temperature at the new interface. Now
since there are now two nucleus and two exothermic peaks ( see figure 5.13),the
response of the material seem to be different. I do not know any experimental work
that has reported such a behavior. So, this may be some new insight to the be-
havior of SMA that this modeling is showing and therefore should be a subject of
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Figure 5.15: Order parameter and new nucleus
future experimental and theoretical investigation. During the phase transformation,
when the condition is favorable for the formation of a new martensite nucleus in
an originally uniform austenite phase, the temperature field also showed a spike (as
represented by the bump in the temperature field to right in figure 5.16 which is
the onset of nucleation as can be seen in figure 5.13. The observation could either
be a numerical error or an actual constitutive response of the SMA. The result is
not numerical since the order parameter field does not show any instability in the
response when this spike occur (see figure 5.15). In addition, it seems that such phe-
nomena as was observed in experiment under mechanical loading may occur under
thermal loading as well. Just like in mechanical loading case ( from experiment), if
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Figure 5.16: Temperature field on the specimen for new nucleation during transfor-
mation due to grip conduction
the specimen is cooled from the end and regions that are cooler may result in nucle-
ation as the temperature for nucleation is reached since it is lower than that of other
region of the SMA due to the released latent heat. The order parameter field to the
left (at the point of the formation of the new nucleus) has the same characteristic
features as that of the existing transformation front to the left in (see figure 5.15).
Therefore, the rise in temperature is due to the exothermic nature of the forward
transformation producing latent heat of transformation, which implies a constitutive
response of the material. Now, if an experiment could be carried out using a highly
conductive material for the SMA grip, this response may be observed perhaps to a
lesser degree. If this behavior is observed, it then serves to not only support the
thermodynamic consistency of the model but will become a very strong validation of
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the predictive nature of this model. The engineering implication of this anomalous
behavior is that the grip used to test and characterize SMA has to represent the
thermal conductivity of the material to which the SMA will be connected in applica-
tion, which point furthermore the complexity that SMA possess to design engineer.
On the other hand to see the intrinsic behavior of the SMA for scientific purposes,
the experiments need to be carried with the grip being made of very highly insu-
lating material. The take home message from this anomalous behavior is that the
SMA macroscopic strain-temperature response could change considerably depending
on the thermal condition of the grip used to characterize and the material member
it is connected to in application. One important thing to keep in mind is that the
observed possible grip effect occurs with values of the kinetic coefficient τ and the
gradient energy coefficient ρλ of 75Pas and 0.5N respectively. So, it is not certain if
this phenomenon will be observed for different values of these parameters. Hence it
should be the subject of further investigation to ensure that the phenomenon is not
limited to this value of SMA parameter-whatever they mean physically.
5.3.1 Possible Experimental Set-up to Validate Grip Effect
To see the effect of cooling rate in SMA as shown by the simulation in this chapter
the following experiment is proposed
• An experiment could be designed for a relatively thin SMA wire or rod. The
grip of the first test should be insulated from the material to prevent heat
transfer between the grip and the SMA rod. To also avoid heat transfer due to
contact with thermocouples, a non-contact strain and temperature field mea-
surement such as DIC and IR should be used respectively. The grip displace-
ment should be measured and the nominal strain plotted against the tempera-
ture at the end of the specimen. If the simulations of this chapter are physical,
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the spike in temperature will be observed at the end of the specimen.
• A second set of experiments should be carried out, if possible, with test grips
that are highly conductive. The grips should be varied from those with lower
thermal conductivity to those with higher conductivity. The response of each
test is expected to be different; if the response observed in this chapter suggest-
ing the effect of the grip is possible, as the cooling due the grip conductivity
will drastically change the SMA response.
• A third experiments similar to the first one but with a set up that changes the
cooling rate of the SMA rod should be carried out. This is intended to see the
effect of ambient cooling on SMA response. The specimen should be placed
in a cooling chamber with set up similar to the first test above. These set of
experiments should help to validate the thermodynamic consistency and the
predictive nature of the reported model.
Finally, to model the heating of the SMA, the appropriate heat source expression
representing resistive, radiative as well as inductive heating and cooling should be
additional included in the source term of the balance of energy.
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6. CONCLUSIONS, FUTURE WORKS AND RECOMMENDATIONS
Thermodynamically consistent, continuum thermodynamic constitutive phase
field models using the notion of configurational force balance and order parameters
are reported. The first model couples coherency strain energy to diffusion of atomic
species and is used to qualitatively simulate precipitate evolution in SMA. Growth
and morphology of precipitate in an elastically stressed solid are simulated. The sim-
ulation include the effect of elastic inhomogeneity, material anisotropy, concentration
depletion around precipitate, precipitate coarsening and ripening in 2-D and 3-D. In
essence the capability to simulate coupling between diffusion and coherent elastic
effect is developed. The second model is thermo-mechanical and is used to simulate
the rate dependent response of SMAs. Two different compositions of NiTi SMA
are simulated. The model does couple different time and length scales, which corre-
spond to the different phenomena responsible for the macroscopic response of SMA.
The approach used is an extension of continuum thermodynamics by introducing
additional balance laws that captures phenomena associated with phase transfor-
mation and general phenomena involving boundary motion. Additional balance of
configurational forces is introduced along with conventional balance of mass, lin-
ear momentum, angular momentum, energy and second law of thermodynamics to
derive the thermo-mechanical model. The elasto-diffusion model is also based on
incorporation of balance of atomic species mass in addition to configurational forces
balance to generate field equation which is a generalization of the classical Cahn-
Hilliard equation. The importance of the balance law is demonstrated because, like
other balance laws, it resulted in field equations (differential equation). The field
equation simulates the evolution of the conserved (concentration) and non-conserved
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order parameter, which represents motion of transformation front. Experimentally
observed pseudoelastic and constant stress thermally induced phase transformation
are simulated. Under pseudoelastic loading, simulation results capture several exper-
imentally observed features of the stress-strain response for forward transformation.
The features include
• localized heating at the transformation front or interface, which results in ther-
mal hardening
• Interaction between different ambient medium to determine apparent rate de-
pendent response of SMA. The model simulates the change in response for
constant loading rates and different ambient medium as well as for same am-
bient cooling under different loading rates.
• loading rate dependence of critical stress for phase transformation
• transformation induced stress relaxation; and pseudo-creep in SMA is also
simulated with quantitative results
Two additional parameters that introduce intrinsic time and length scales to SMA
response are introduced, which are the kinetic coefficient (τ) and the gradient energy
coefficient (λ) of SMAs. Different values result in different stress-strain response,
which give insight to the fact these parameters will be different for each SMA. Five
basic dimensionless parameters are derived for the full thermomechanical SMA model
and four time scales of heat conduction, convection, wave propagation and phase
transformation are derived. Simulation of thermally induced phase transformation
showed that the thermo-mechanical model is able to simulate the rate dependent
thermal response in SMA. In particular, the effect of cooling rates on the macro-
scopic response of SMA such as change in apparent martensite start temperature
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and the hysteresis of SMA with cooling rate. This rate dependent response is also
shown to be very useful in controlling the speed of SMA actuators. The difference in
speed for different cooling rate was observed to be a result of different resistance to
transformation front evolution depending on the cooling rate. Therefore the model
presented in this work promises to be very useful for controlled actuation application
of SMA under strong environmental flow and thermal conditions. Simulations also
suggest the effect of testing grip on the response of thin SMA components due to
possible conduction for grips that are not properly insulated. To the best of this
authors knowledge, the model developed in this work is the first to present the mod-
eling of SMA in a 3-D continuum thermodynamic, constitutive thermodynamically
consistent manner; with full thermomechanical coupling based on the propagation of
transformation fronts. It is theorized that the stress relaxation behavior of SMA is es-
sentially due to the fact that the macroscopic deformation of SMA components result
from the evolution of a phase boundary between fully austenite and fully martensite
phases, apart from the thermomechanical coupling. All the different complex inter-
action resulting in the rate dependent SMA response under pseudoelastic loading
and constant stress thermally induced phase transformation converges to interaction
with the evolution of a transformation front. Since, the thermo-mechanically cou-
pled model captures rate dependent phenomena in SMA, it should be expected that
many design problems that involve complex thermo-mechanical interaction can now
be solved. It is concluded that the complex interaction between the loading rate,
rate of interface evolution (transformation kinetics), latent heat of transformation,
convection and conduction of heat (manifested in temperature change) of the SMA
specimen is the reason for the rate dependent response of SMA. This work shows that
kinetics of phase transformation in SMA result in characteristic macroscopic prop-
erties, and that interaction between time and length scales of prevalent phenomena
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with that of phase transformation front evolution has a very definite determinant ef-
fect on the rate dependent thermomechanical macroscopic response of SMA. Finally,
this work showed that in addition to strong thermomechanical coupling, SMA possess
an inherent time scale associated with the transformation front, which result in the
pseudo-viscoelastic behavior of SMA viz. stress relaxation and pseudo-creep under
constant strain and stress respectively. Furthermore, the similarity of the simulation
in comparison to experimental observation gives credibility to the thermo-mechanical
model as advancing the state of the art in constitutive modeling of SMA. The model
is expected to benefit greatly applications that involve varying loading rates as well
as those that involve SMA interacting with solid or fluid media in which they are em-
bedded. Of particular benefit are applications involving thermal interactions in high
temperatures aerospace applications. Examples of applications that can be aided by
the model include:
• MEMS application of SMA and all form of use of SMA as wires and thin
members.
• SMA embedded in polymer for high temperature applications
• Effect of SMA on retention of residual stresses in functionally graded ceramic
metal (SMA) composites (GCMeC)
• Aircraft aero-structural morphing members
• Flutter mitigation through the vibration isolation and dampening properties
of SMA
• Improved design of SMA torque tube as solid state actuator incorporating the
effect of cooling and heating rates.
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• Improved design of the variable geometry chevron (VGC) by better incorpo-
rating the environmental flow and thermal conditions on SMA response.
• Improved design and control of tensegrity structures with SMA tensile members
of deployable space structures.
• Application design of other aircraft morphing structural members and other
applications that utilizes SMA as reviewed by Jani et al and the references
therein.[1]
As an extension, this work suggests among others, that configurational forces
balance may be a fundamental concept necessary in continuum thermodynamics to
model material with evolving inhomogeneity, surfaces and interfaces. Combination
of this notion with phase field theory (diffuse interface), may lead the scientific com-
munity towards modeling several challenging engineering problems involving motion
of defects and boundary between distinct phases. Finally, in the light of the lim-
itations of existing models in relation to mechanism reported in experiments for
shape memory alloy response, this model is a significant contribution to the state of
the art in SMA modeling and by extension a worthwhile contribution to continuum
thermodynamics.
6.1 Future Works
There are several works that can be done beyond what is reported in this work
using the model developed in this dissertation as well as the framework used. These
works include
• Simulation of heating rate effect on load biased thermally induced phase trans-
formation of SMA actuation and structural members.
• Simulation of full hysteretic response of SMA devices.
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• Detailed quantitative study the implication of the length scale associated with
interface width on SMA response.
• Develop a test set-up to validate the possible effect of grip on SMA response
during testing.
• Perform experiment to validate the effect of cooling rate on SMA macroscopic
response.
• Improvement of the model to include two or more variants that differentiate
tensile and compressive responses in SMA.
• Include transformation induced plasticity to capture irrecoverable strain in-
duced by transformation.
• 2-D and 3-D simulation of SMA macroscopic thermo-mechanical response using
the thermo-mechanical model.
• Improvement of the elasto-diffusion model to capture realistic precipitate be-
havior based on processing condition by incorporating more physical chemical
energy.
• Extension of the methodology to coupled thermal, mechanical and diffusion
fields for high temperature applications involving thermal migration under me-
chanical load.
• Linearization of nonlinear field equation to develop a control model for SMA
actuator response
• Study the mathematical nature of the set of field equations.
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• Develop means of passing predicted precipitate stationary morphology as ge-
ometry to analyze SMA macroscopic thermo-mechanical response.
• Develop kinetic model of multiple variants model of SMA using the methodol-
ogy and their interaction with precipitates.
• Extension of the methodology to couple thermal, mechanical and diffusion fields
• Use model to design tensegrity structures for use in space antennas and general
deployable structures
• Simulation of impact problem in SMA using the model to understand the
interaction between the transformation front and wave propagation.
6.2 Recommendations
It is recommended that the model developed in this work be verified in details,
validated with experimental work that is carefully carried out based on finding from
this work. Once the model is verified and refined, attempt should be made to more
qualitatively calibrate the kinetic coefficient and the gradient energy coefficient pa-
rameters to experiment. Alternatively, map of the Kinetic coefficient and the gradient
energy coefficient can be created for several simulated SMA composition. This map
may serve to identify some relationship between SMA composition and the numeri-
cal range of these parameters. In addition, the dimensionless parameters should be
carefully studied for the different SMAs to determine conditions of domination of the
different time scales and how they interact. Since this model may be less accurate as
the specimen dimensions becomes thicker, analysis should be done to find out what
is the range of validity of the model and obvious limitations.
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APPENDIX
In order to calibrate the free energy to experimental material parameters so that
a double well potential that represents stability of austenite and martensite under
condition for stress and temperature, the following criterions were imposed on the
free energy. The criterions also placed restrictions on the admissible polynomials and
are described below
G(η = 0) = GAustenite ≡ GA, (6.1)
G(η = 1) = GMartensite ≡ GM , (6.2)
∂G
∂η
(η = 0) = 0, (6.3)
∂G
∂η
(η = 1) = 0, (6.4)
∂2G
∂η2
(η = 0) ≤ 0, (6.5)
∂2G
∂η2
(η = 1) ≤ 0, (6.6)
Each of the criterion is to ensure that the free energy is a double well potential with
wells at η = 0 and η = 1 and that at each state of temperature and stress only a well
is minimum and therefore corresponding phase is thermodynamically stable. These
criterion will be used to calibrate the free energy to the stress-temperature phase
diagram to ensure that forward and reverse transformation behavior are captured
for given stress and temperature state and history.
Now, the criteria G(η = 0) = GAustenite and G(η = 1) = GMartensite implies that the
choice of polynomials in the free energy must satisfy the criteria that when η = 0 they
are also zero and when η = 1, they are also one so that an interpolation between the
219
free energy of martensite and austenite is ensured. Secondly, the conditions ∂G
∂η
(η =
0) = 0, ∂G
∂η
(η = 1) = 0, ∂
2G
∂η2
(η = 0) ≤ 0 and ∂2G
∂η2
(η = 1) ≤ 0, which represents the
stability and instability criteria of the free energy, must be at least twice differentiable
with wells and extremum corresponding to the value of η = 0 and η = 1. Therefore,
∂2G
∂η2
≥ 0 correspond to stability condition to ensure a minimum energy for the two
values of η. The polynomials in Chapter were selected with these criteria. Some
reduction and additions were made to the generic form of the polynomials in order
to have a consistent model. Mathematically,
G(η = 0) = GA ⇒ f(0) = 0, κ(0) = 0,m(0) = 0, a(0) = 0, b(0) = 0, γ(0) = 0, (6.7)
G(η = 1) = GM ⇒ f(1) = 1, κ(1) = 1,m(1) = 1, a(1) = 1, b(1) = 1, γ(1) = 1, (6.8)
∂G
∂η
(η = 0) = 0⇒ ∂f
∂η
= 0,
∂κ
∂η
= 0,
∂m
∂η
= 0,
∂a
∂η
= 0,
∂b
∂η
= 0,
∂γ
∂η
= 0, (6.9)
∂G
∂η
(η = 1) = 0⇒ ∂f
∂η
= 0,
∂κ
∂η
= 0,
∂m
∂η
= 0,
∂a
∂η
= 0,
∂b
∂η
= 0,
∂γ
∂η
= 0,(6.10)
represent the conditions for thermodynamic equilibrium and extremum values of the
free energy, which the polynomials have to satisfy. The important set of equation
that fall out of this conditions are
m0 +m1 +m2 +m3 = 1 (6.11)
f0 + f1 + f2 = 1 (6.12)
κ0 + κ1 + κ2 = 1 (6.13)
2a0 + a1 + a2 = 1 (6.14)
b0 + b1 + b2 = 1 (6.15)
γ0 + γ1 = 1. (6.16)
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Now, the first derivatives of the polynomials w.r.t to η are
m
′
= 2m0η + 3m1η
2 + 4m2η
3 + 5m3η
4, (6.17)
f
′
= 2f0η + 3f1η
2 + 4f2η
3, (6.18)
κ
′
= 2κ0η + 3κ1η
2 + 4κ2η
3, (6.19)
a
′
= 2a0η + 3a1η
2 + 4a2η
3, (6.20)
b
′
= 2b0η + 3b1η
2 + 4b2η
3, (6.21)
γ
′
= 2γ0η + 3γ1η
2 + γ2η
3. (6.22)
where ()
′
and ()
′′
in this appendix represent the first and second derivatives with
respect to eta respectively. Also, the important set of equation that result from this
conditions are
2m0 + 3m1 + 4m2 + 5m3 = 0 (6.23)
2f0 + 3f1 + 4f2 = 0 (6.24)
2κ0 + 3κ1 + 4κ2 = 0 (6.25)
2a0 + 3a1 + 4a2 = 0 (6.26)
2b0 + 3b1 + 4b2 = 0 (6.27)
2γ0 + 3γ1 + γ2 = 0. (6.28)
Similarly, the second derivatives are
m
′′
= 2m0 + 6m1η + 12m2η
2 + 20m3η
3, (6.29)
f
′′
= 2f0 + 6f1η + 12f2η
2, (6.30)
κ
′′
= 2κ0 + 6κ1η + 12κ2η
2, (6.31)
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a
′′
= 2a0 + 6a1η + 12a2η
2, (6.32)
b
′′
= 2b0 + 6b1η + 12b2η
2, (6.33)
γ
′′
= 2γ0 + 6γ1η. (6.34)
Furthermore, Austenite (Martensite) is expected to be the stable phase at T  As
(T ≺ Ms) for zero stress and Mσs corresponding to different stress level. Ignoring
any difference in thermal expansion between austenite and martensite, the second
derivative of the free energy w.r.t to η with conditions that at zero stress for η = 0
and η = 1 respectively, austenite (martensite at Ms(As) instability should be met.
The temperature expression for region of stability of martensite after assuming linear
relationship is
T ≤ g0T0 −∆0κ0
g0∆c−∆s0f0 , (6.35)
which implies that
Ms =
g0T0 −∆0κ0
g0∆c−∆s0f0 (6.36)
Now assuming that the heat capacity in austenite and martensite is the same,
Ms =
∆0κ0
∆s0f0
. (6.37)
Similarly for stability of austenite
T ≥ ∆0(κ0 + 3κ1 + 6κ2)− [(∆c(g0 + 3g1 + 6g2)−∆s0(f0 + 3f1 + 6f2)] . (6.38)
Therefore
As =
∆0(κ0 + 3κ1 + 6κ2)
− [(∆c(g0 + 3g1 + 6g2)−∆s0(f0 + 3f1 + 6f2)] . (6.39)
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Now assuming that heat capacity is constant between martensite and austenite,
As =
∆0(κ0 + 3κ1 + 6κ2)
∆s0(f0 + 3f1 + 6f2)
. (6.40)
So far the polynomial changes wells at Ms and As for stress σ = 0 under change
in temperature. These are the conditions for forward and reverse transformations.
However, at different stress level, the transformation start temperatures changes as
represented by the Clausius Clapeyron parameters on the phase diagram. In order for
the polynomials to change wells appropriately to represent these material conditions,
the Clausius Clapeyron parameter expression w.r.t to the free energy parameters is
derived by taking the second derivative of the free energy potential. Essentially
CM =
dσ
dT
(6.41)
for η = 0, and
CA =
dσ
dT
(6.42)
for η = 1 Now using the second derivative of the free energy w.r.t to η and ignoring
quadratic or nonlinear expressions in axial stress and temperature, m0 becomes
necessarily zero. Now upon manipulation of the expression to make the axial stress
the subject of the formula of the equation resulting based on the inequality ∂
2G
∂η2
(η =
0) ≤ 0 impies that
σ ≥ ρ [∆cg0T −∆c0g0T0 −∆s0f0T + ∆0κ0]
Hγ0 + b0∆αt(T − T0 . (6.43)
Now,at the boundary between region of austenite stability ad isntability the stress
is the equaliity of the above expression. Now assuming for simplicity that no change
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in coefficient of thermal expansion and heat capacity between the two phases (i.e
∆αt = 0 and ∆c = 0 )
σ =
ρ [∆cg0T −∆c0g0T0 −∆s0f0T + ∆0κ0]
Hγ0
. (6.44)
Now taking derivative of the above expression w.r.t to temperature, we can determine
that
CM =
dσ
dT
=
−ρ∆s0f0
Hγ0
. (6.45)
Similarly, by using ∂
2G
∂η2
(η = 1) ≤ 0
CA =
dσ
dT
=
−ρ∆s0(f0 + 3f1 + 6f2)
H(γ0 + 3γ1)
. (6.46)
Now, with these conditions imposed on the free energy to capture the conditions
of equilibrium of phases and onset of transformation by changing the wells of the
polynomials, we have 17 equation in 17 unknowns that can be solved simultaneously
to determine the expressions or values of the coefficient of the polynomials that will
satisfy the condition of stability and instability required for phase equilibrium and
transformations respectively. For the results presented in this work, since change
in heat capacity and thermal expansion is assumed negligible, the set of equations
reduces to 13 in 13 unknowns. The equations are summarized below (recall m0 = 0)
m1 +m2 +m3 = 1 (6.47)
f0 + f1 + f2 = 1 (6.48)
κ0 + κ1 + κ2 = 1 (6.49)
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γ0 + γ1 = 1 (6.50)
3m1 + 4m2 + 5m3 = 0 (6.51)
2f0 + 3f1 + 4f2 = 0 (6.52)
2κ0 + 3κ1 + 4κ2 = 0 (6.53)
2γ0 + 3γ1 = 0 (6.54)
Ms =
∆0κ0
∆s0f0
(6.55)
As =
∆0(κ0 + 3κ1 + 6κ2)
∆s0(f0 + 3f1 + 6f2)
(6.56)
CM =
dσ
dT
=
−ρ∆s0f0
Hγ0
(6.57)
CA =
dσ
dT
=
−ρ∆s0(f0 + 3f1 + 6f2)
H(γ0 + 3γ1)
. (6.58)
. In this case, which is reported and used for the simulations in this dissertation, the
set of equation has 13 unknowns m1,m2,m3, f0, f1, f2, κ0, κ1, κ2, γ0, γ1,∆s0,∆0 with
five material parameters As,Ms, CM , CA, H which are the austenite start tempera-
ture, martensite start temperature, Clausius Clapeyron parameters and the maxi-
mum transformation strain under uniaxial loading of SMA respectively. These set
of equations are solved simultaneously to give the expressions for the unknowns as
described in chapter 2
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