Abstract. We prove the existence of a finite quadratic variation for stochastic processes u( Y), where Y is Brownian motion on a Green domain of R", stopped upon reaching the Martin boundary, and « is a positive superharmonic function on the domain. As by-products we have results which are also of interest from a nonprobabilistic point of view.
1. Introduction and summary. Let X={Xt, 0 = t = T<co}bea stochastic process with a.e. continuous sample paths; let 7rn be a sequence of partitions of [0, T\ given by 0 = t0n) <t¡n)<---<tg=T.
Let S2(X, 7rn) = 2?r01 (X^-X^f. Then it may be important to know the asymptotic behaviour of the random variable S2(X, irn), if \\Trn\\=maxj(t}fx -tin))-^-0. If a limit exists in some sense it is called the quadratic variation of X.
This problem was studied first by P. Levy in the case where X is Brownian motion on [0, T]. Levy obtained Lj-convergence of S2(X, irn) if |irB| -> 0 and a.e. convergence if either {wj is monotone and |n-B|| -> 0 or if 2 ||tb|| <oo. In this case the limit is the constant T. Since under very general assumptions continuous martingales can be obtained as images of Brownian motion under a random time change [2] it is suggestive to expect similar results for continuous martingales. In [7] , the problem of quadratic variation was studied for ¿¡»-martingales which can be written as stochastic integrals with respect to Brownian motion. In [4] L\-convergence of S2(X, ir") was proved for the wider class of continuous La-martingales X, if ||irB|| -> 0. In that paper it was also pointed out that the increasing process A of the Doob decomposition of the submartingale X2 plays an important role. The most recent work is a paper by Millar [6] which discusses convergence of S2(X, 7rB) in probability of Lj-bounded martingales. This includes of course martingales for which X2 may fail to be a submartingale because EXt2 = oo. Under stronger assumptions Millar obtains convergence of S(X, rrn) in L"-norm.
It is the purpose of this paper to discuss the quadratic variation of a process {u(Yt),t^0} where (1) y is Brownian motion on some Green domain £2ç Rn, stopped upon reaching 3£2, the Martin boundary of ÎÎ, (2) u is either a potential on £î or the difference of two positive harmonic functions on Q, and is extended to 8Ü. by its fine boundary function u*.
We shall show that a quadratic variation of the process i/( Y) always exists in the sense that S2(m(T), 7rn) converges in probability for very general {7rn}, and we shall compute the value of the limit. Under somewhat stronger assumptions we shall obtain convergence of S(w( T), rrn) a.e. and also in £2-norm if « is a potential and in £"-norm (/» > 1) if u is harmonic. In §5 we derive a generalized version of a formula of K. Ito.
For our proofs we shall use results in [4] , [6] for martingales and make use of the theory of additive functionals for 77-dimensional Brownian motion. This theory is presented for general Markov processes e.g. in [1] .
The statements on a.e. convergence of Siui Y), trn) will be obtained from a lemma on martingales whose derivation we give in §2 and which strengthens a theorem in [7] .
As by-products of our discussion we will have a few results which might also be interesting from a strictly nonprobabilistic point of view. Finally we remark that parts of our theorems have formulations in terms of general superharmonic functions.
Acknowledgement. The author would like to thank Professor J. L. Doob for suggesting the problem and his kind'interest during the preparation of this paper.
2. Three lemmas for martingales. Let M={Mt, %t, O^r^oo} be a martingale for which almost all sample paths are continuous and EM2 <co and & = &+• All processes will be assumed adapted to 3rt. The submartingale M2 is of class (£) and moreover, because of the continuity of the M-paths, regular in the sense of [5] .
Therefore M2 has a Doob decomposition:
where Nt is a continuous martingale and At is a continuous nondecreasing process and No = A0 = 0. The decomposition is unique. Let {rrn} be a sequence of partitions given by 0 = t™ < tin) <■■■< tjg < 00 such that (1) f&> -* 00, (2) Kl = max, (r^ -/;»>) -► 0.
The following lemma is essentially contained in [4] .
Lemma 2.1. If M, A, {irn} are as above, then S2iM,irn)^-Ax in Lx-norm and hence in probability. Proof. Assume first that s=0, M0 = 0 a.e. In this case (a) follows from the definition of A and (b) is essentially contained in Theorem 6.2 in [6] . We shall give here a different derivation of (b) : By [2] we know that we can redefine M in such a way that there is a one-dimensional Brownian motion Y for which A is a random time change and for which YAt = Mt.
However:
{XYt-tYt2 + y2,%t,t H} is a martingale as is easily seen from the fact that the function
is a solution of \uyy + ut=0. Therefore, for any stopping time t,
is also a martingale. Hence
where the expectations are finite. Applying the Schwarz inequality, we obtain :
which implies E F(4AT á 30£(í A t)2. Letting i f oo we obtain by Fatou's Lemma and the monotone convergence theorem EY* = 30Et2.
Letting r = At, (b) follows.
The general case can be reduced to the one just considered: If we define M¡ = Mt+s-Ms, í5í = í5í+s, then {M't, %'t, 0 = t^co} is a martingale for which M'o = 0 a.e. The fact that {Mt2-At, fyf, O^r^oo} is a martingale implies that {Ml2 -A't, iy¡, Oáíáoo} is a martingale for A't = At + s -As. Hence the increasing process in the Doob decomposition of M'2 is A't. (2) 7Tn is a partition of [0, £] such that 2 |k"|| <co. By Doob [3] the martingales of (1) are exactly the processes obtained as stochastic integrals j0fs dYis) where Y is a 1-dimensional Brownian motion and fis such that J£ £/(4 dt<oo, both defined on a possibly enlarged probability space. The relation between fand A is given by At=fi2. For these stochastic integrals the assertion of Lemma 2.3 was proved in [7] under the stronger assumption that lim,,.,«, ||wn||772 + l' = 0 for some 8>0.
3. Quadratic variation of potentials. We introduce some notations to be used in this section and in §4 and §5. Let £2 be a Green domain Ç £" (n ^ 2), dQ. its Martin boundary and g its Green function. Let Y be Brownian motion on Q (J dQ. stopped upon reaching dQ.; Px, Ex refer to this motion starting at x. As a-fields fy¡ If/is defined on O and has fine boundary function/*, we extend/to 80 by/*; and if {trn} is a sequence of partitions given by 0=t¿n)< r{n)< ■ • • < t¡*)<co, we let S2C/>n) = S2ifiiY),nn) = 2 {/(%>,)-AYS?)}2-
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Now let pix) = J"n g(x, y)pidy) be a potential on O. We recall the following wellknown properties (see e.g. [8] , [9] ): Proof. We prove the theorem first for continuous p (possibly assuming the value oo). Fix xe Op. Since rx<r2 implies that /»(TtATl)=/»(TiAl2Atl), it is sufficient to prove the theorem for sufficiently large n. But for sufficiently large n, x e {/» < 77}. The set {/» < 77} is open and has /¿-measure 0. This implies that p is harmonic on {/» < 77} and hence {pi TiAtn), 0 £ t á 00, Px} is a martingale.
For general p let p = ^pk where the pk are continuous and let r^ = TlPk>n).
Then for x e Op, holds also for q. Let B be the continuous homogeneous additive functional of Y corresponding to q by (3). Since by Proposition 3.1, {q(YtMn),0Stû<x>,Px} is a martingale for all n and x e Q", we get q(x) = ExBoe=0 for x e Q.q, hence q = 0. We finish the proof of this proposition by showing that (2') implies (2) . Let x0 e Qp, and assume that lim,,.,,,, nPXo{rn<oo}=0. Assume first that p is continuous (possibly infinite). If also Xx e Q.p, then for some nlt x0, xx e{p<nx). For n^n±, the functions nP.{rn <oo} are harmonic on the open set {p<nx} and we have by Harnack's inequality nPXl{rn<ao}-^C-nPXo{Tn<co\ with C<co, which implies lim,,-.,*, nPXl{Tn<oo} = 0. In the general case let p = ~2.pk where the pk are continuous. Then x0e£lPlc and if r{k) = TxPk>n), then lim,,.,» nP^r^<oo}=0.
Therefore (2) and hence (3) hold for pk. Let Am be the A corresponding to pk by (3) ; then the processes {pk( Yt) + Af\ 0 = t = co,Px} are martingales for xe QPk. Since ¿lpçC)k QP(t we conclude by VII, T32(l) and VI, T20 in [5] that (2) holds for p. Hence we get for x e {/> >n}, 1 ^ (2/n) \nl2<p g(x, y)p(dy), which implies for xeO, Px{rn<oo}á(2/n) )nl2<pgix, y)pidy), because Px{rn<oo} is the equilibrium potential at x of the open set {p > n}. We conclude n2Px{rn < oo} ^ 4 f piy)gix, y)pidy).
Jnl2<p
But the right side converges to 0 for x = x0 because J"n piy)gix0, y)v-idy) < oo, which implies also p{y;piy) = oo} =0.
As a consequence of Propositions 3.1 and 3.2 we obtain the following Proof. By VI, P3.6 in [1] , there is a unique decomposition p=p.x+p.2 where px does not charge any polar set and p2 lives on a polar set. The proposition follows from the two preceding propositions.
Remark. This proposition is the analogue of a theorem of K. Ito and S. Watanabe about the representation of a nonnegative supermartingale as the sum of a local martingale and an increasing process.
We shall prove now two lemmas which will be useful. Proof. Assume first that /» is bounded. Then p2 is a distribution and we obtain (in distribution sense) A(/»2) = 2|grad/»|2-4/»/i.
(It is not difficult to see that the application of the product rule in the preceding differentiation is legitimate. In particular, |grad/7|2 is locally integrable, because for a bounded potential p0 whose measure p0 has compact support, the energy J"n \gradp0\2(x)dx = const ¡npo(x)p0(dx) is finite.) If we now let v=px-p2 with Px(x) = 2 Jp(y)g(x, y)p(dy), then At;= -21grad/»|2 (in distribution sense), which implies that v = u a.e. (Lebesgue measure), where u is superharmonic. Since v is bounded, so is u, and hence the potential part of u, namely P*(x) = j \gradp\2(y)g(x, y) dy. Now let w=p2+p2. Then Aw=-App. Since w is lower semicontinuous and bounded and w* = 0, we have w=px-
In the general case let PÁx) = p(x) a n = j g(x, y)pn(dy) (n ^ 3).
Then pn f p, and it is sufficient to prove :
(1) Urn j |gradpn\2g(x, y) dy = J |grad /?|2(j)g(x, >>) cfy,
Hm \ pn(y)g(x, y)pn(dy) = \ p(y)g(x, y)p(dy).
(1) is proved as follows: gradp and gradpn exist for all x £ N where A/£ Q is a set of Lebesgue measure 0; moreover if x$ N, then |grad^B|2(x)^ |gradpB+i|2(x) ¿\gradp\2(x), equality occurring for sufficiently large n. (1) follows from the monotone covergence theorem.
(2) follows for any sequence pn(x)=$ g(x, y)pn(dy) \ p(x) from the remark after Proposition 3.2 and VII, T62 and T63 in [5] .
Remark. The preceding lemma and the proof of (2) imply that for any sequence pn(x) = j g(x, y)pn(dy) f p(x), (1) is also true, for all xe Q". (1) and (2) can be interpreted as analogues of a classical theorem on the convergence of the energy of potentials. This follows from the fact that the integrands converge to 0 Px-a.e. and are majorized by A\ and Am(Aoe + suptp(Yt)) respectively; from p. 142 in [5] we havê {suPí p( Yt)}2 Í 4EXA% = 4Px(x). We therefore have to discuss 52(M,7r")= 2 (Mt^-M^)2.
1=0
Proof of (a) and (b). Let M¡^ = MtAXn for O^r^oo where rn = Tlp>n}. Then by Proposition 3.3, {M¡n\ 0 = t = oo, Px} is a martingale for xeQp. We shall prove that S2(M™, TTk)-^pj^ \grad p\2(Ys) ds in P*-probability. This is trivial if x e {p > n} ; so we may assume that x e{p^ n}. In view of Lemma 2.1 it is sufficient to prove that M^-T " |grad/>|2(rs)¿.y, 0 ú tú co,Px is a martingale. This is seen as follows: Letpn=p A n, and let A(n) he the continuous homogeneous additive functional associated with pn, and let Nt Remark. The random variable S2 is in general not a constant on T-paths converging to a fixed boundary point. For example let O = £n(/j > 2) and let p be the potential of a measure living on a polar set = £". Here r3Q = {co}, ExS2=p2ix) = oo, whereas, for x e Op, S2<oo Px-a.e. (2) || AI !< oo iff h is the difference of two positive harmonic functions. In this case h has a fine boundary function 77*. Remark. If we let r=2« in (b) of the preceding theorem then we get estimates for harmonic functions which can be formulated in strictly nonprobabilistic language. Recall that the constants a2n and ß2n are independent of O.
5. Generalization of a formula by K. Ito. We are now able to give a generalization of a classical formula by K. Ito. According to Ito we have for a function u e C2(£n), for all x e Rn, Px-a.e. uiY)-uiY0) = /»,-£ grad a(T.) dY,+± £ (A«)(TS) ds.
Here Tis Brownian motion on £n. In the following we denote by Y again Brownian motion on a Green domain £2=£", stopped upon reaching 80. On the other hand, if the measure corresponding to p lives on a polar set, then A[n) -> 0 in ^-probability for x e Op. In either case we obtain (x) by taking in (+) the limit in ^-probability as n -> oo ; for general p, we obtain (x) by using the decomposition in the proof of Proposition 3.3.
Proof of Theorem 5.1(b). The proof follows by the same argument as in the first part of the preceding proof.
