Abstract. This paper is concerned with approximations to nonlinear filtering problems that are of interest over a very long time interval. Since the optimal filter can rarely be constructed, one needs to compute with numerically feasible approximations. The signal model can be a jump-diffusion or just a process that is approximated by a jump-diffusion. The observation noise can be either white or of wide bandwidth. The observations can be taken in either discrete or continuous time. The cost of interest is the pathwise error per unit time over a long time interval. It is shown under quite reasonable conditions on the approximating filter and the signal and noise processes that (as time, bandwidth, process, and filter approximation, etc.) go to their limit in any way at all, the limit of the pathwise average costs per unit time is just what one would get if the approximating processes were replaced by their ideal values and the optimal filter were used. Analogous results are obtained (with appropriate scaling) if the observations are taken in discrete time, and the sampling interval also goes to zero. For these cases, the approximating filter is a numerical approximation to the optimal filter for the presumed limit (signal, observation noise) problem.
1. Introduction. This paper is concerned with approximations to nonlinear filtering problems that are of interest over a very long time interval. Consider the simplest such problem where the observation is a function of the state of a diffusion process and either or both the function or the process is nonlinear. Then, except in a few cases which on the whole are not of much practical value, it is not feasible to compute the truly optimal filter. Then one must approximate in some way.
Suppose that the approximation is parameterized by a parameter h such that as h → 0, the approximation converges to the true filter in the sense that the computed expectations of any bounded and continuous function converge to the true conditional expectation; equivalently, the computed approximating conditional distribution converges weakly to the true conditional distribution. Now suppose that the filter is of interest over an arbitrarily large interval T and the errors of concern are the pathwise average (not the mean value) "prediction" errors per unit time for some rather arbitrary definition of prediction. Pathwise errors are a main item of interest in many such applications since we work with only one long path, and the law of large numbers argument which justifies the use of mean values is inappropriate. Now there are two parameters: h and T . The convergence of the filter over any fixed finite interval says nothing about the behavior of the pathwise average errors as h → 0 and T → ∞ arbitrarily. We will show that, under quite reasonable conditions, the pathwise errors converge in probability to an optimal deterministic limit in a very natural sense. This limit is what one would get if one used the true optimal filter and not an approximation. In fact, the limit is also what one would get for the true optimal filter if the expectation of the pathwise average replaced the pathwise average. The convergence is independent of how h → 0 or T → ∞. The error function is quite general and can even be an (appropriate) path functional. This is quite a strong result. Note that it is important that we allow h → 0 and T → ∞ in an arbitrary way. If, for example, we required that the time required to get a good approximation by the "ergodic limit" depends on h, for small h, then the approximating filter would not be good for large time, since the better the filter is (i.e., the smaller h is), the more time is required for the pathwise average to be well approximated by the ergodic limit.
Actually, our interest is in more general problems as well. We let the signal process be replaced by a "pre-jump-diffusion," which is only approximated by a jumpdiffusion. The discrete time case is also treated. Also, we allow wide bandwidth observation noise. Much (perhaps most) of the theoretical work in nonlinear filtering is in continuous time, and white observation noise is the usual one. But most applications are in discrete time. If the interval between observations becomes small so that one is tempted to use a continuous time model, then one is confronted with the very real presence of wide bandwidth and not white noise. One usually constructs a numerical approximation to a filter which assumes white observation noise and a diffusion model. Then the wide bandwidth observation noise, combined with all of the other approximations, can conceivably lead to serious errors when T is large.
The last part of the paper deals with this general problem. The observations are in discrete time with a small time interval between the observations, the observation noise is wide bandwidth, the signal is only approximated by a sampled diffusion, and the pathwise average errors over a long time interval T are of interest. Under reasonable conditions we show that the desired limit result holds here as well, as all the parameters go to their limits simultaneously (observation interval, observation noise bandwidth, h, the signal converging to a jump-diffusion, T , etc.). This is a true justification of filtering work in continuous time.
Some work on this problem was done in [21] , where the pathwise average error was replaced by an expectation of the pathwise average error, and which contains much additional material on the wide bandwidth observation noise problem. In [12] , the asymptotics of the filter alone was dealt with, and it was presumed that the filter was the true optimal filter, not an approximation. The approach taken here uses an adaptation of the occupation measure approach which was used successfully on a variety of control and limit problems in [19, 22] .
Problem formulation and occupation measures.
Let h parameterize the approximating filter. Until section 5, we work with observations in continuous time. Let X(·) denote the basic signal process, which is the solution to an Itô equation. The process can be a jump-diffusion with time independent coefficient functions, with only notational changes required in the development. But for notational simplicity, we work with a simple diffusion, which takes values in a compact set in R r , Euclidean r-space. Where continuity is used in the current proof, for the jump-diffusion case it is replaced by the fact that we have continuity at each time with probability one, and uniform (in t) right continuity in probability. Similarly, under appropriate conditions on the boundary and reflection directions, the results hold for a reflected jump-diffusion. Our basic condition on the signal process is the following. The uniqueness assumption imposes rather mild requirements on p(·) and σ(·), while the compactness of the state space will hold if, say, σ(·) vanishes outside a compact set and 0 is a global attractor for the deterministic equation obtained by substituting σ = 0 in (2.1). Alternatively, compactness of the state space can be achieved by constraining a diffusion in a bounded region by appropriately reflecting it at the boundary. Then the model is represented as the solution to the Skorohod problem, and the techniques of the current paper can be used to cover this case as well. In many applications, the state spaces are inherently compact; for example, where the state is the phase of a signal. Additionally, unbounded signal models are often used for mathematical convenience, while the true process does take values in a compact set.
The observation process is Y (·), defined by
g(X(s))ds + B(t), where g(·) is a continuous vector-valued function and B(·) is a standard vector-valued Wiener process, independent of W (·) and X(0).
Unless otherwise stated all statements of the form, "with probability one (w.p.1)," "almost surely (a.s.)", "convergence in probability," etc., will correspond to the basic probability space which supports X(·), Y (·), W (·), B(·).
The optimal filter process. We will use the representation of the optimal filter as it was originally developed in [15] . This is most convenient for our purposes and it is completely equivalent to the forms used later, as in [8, 11, 23] . LetX(·) be a process satisfying (2.1), and one which (loosely speaking) is conditionally independent of (X(·), W (·), B(·)) given its initial condition. We formalize this as follows:X(·) is a process satisfying (2.1) such that there exists a (possibly random) probability measure Π * on R r with the properties that conditioned on Π * ,X(·) is independent of (X(·), W (·), B(·)), and the conditional distribution ofX(0) given Π * is Π * . We will call Π * the "random initial distribution" ofX(·) (i.e., the distribution ofX(0)). It will vary depending on the need and will be specified when needed.
Let
. Until further notice, let Π(0) denote the distribution of X(0) and Π(t) the distribution of X(t), given the data Y 0,t and Π(0). LetX 0,a denote the values ofX(·) in the time interval [0, a]. Define the function
Let E Z f denote the expectation of a function f given the data Z. Then the optimal filter Π(·) satisfies the following relation (which defines the inner product notation).
For each bounded and measurable real-valued function φ(·)
where Π(0) is the distribution of the initial conditionX(0). Owing to the Markov property of X(·), the optimal filter defined by (2.4) satisfies the following semigroup relation: For 0 < s < t
In (2.5), Π(t − s) is the (possibly random) distribution of the initial conditionX(0). Throughout the paper, we use the notation E {Π(a),Y a,b } F (X 0,s , Y a,b ) for the conditional expectation, given the data Y a,b and where the random initial distribution for X(·) is Π(a). The analogous notation will be used when approximations toX(·) are used. Since Π(t) is nearly always hard (if not impossible) to compute for nonlinear problems, in applications one uses various approximations. Let Π h (·) denote the actual measure-valued process, to be specified more precisely below (see (2.7)), which is the "numerical" filter used in the application. Thus, Π h (t) (with values Π h (t, dx)) is the approximation at time t.
As discussed earlier, Π(0) and Π h (0), which represent the initial condition of the auxiliary process used in the filter formula, will be allowed to be random (i.e., they can be measure-valued random variables, although always nonanticipative with respect to the Wiener processes. In this case, we can still write P Π(0) {X(0) ∈ A} = Π(0, A), random or not.
Defining Π(0) arbitrarily. Equation (2.4) defines a measure-valued process Π(·), with initial condition Π(0). This process Π(·) is well defined even if Π(0) is not the distribution of X(0), although it would not then be the optimal filter. Keep in mind the following important fact: In what follows, we allow Π(0) to be arbitrary but with support in G, and we will note it explicitly if it is the distribution of X(0). Then, the semigroup property in equation (2.5) shows that the pair (X(·), Π(·)) is Markov.
An approximating auxiliary process and approximate filter. A common way to approximate the optimal filter is to find a process which suitably approximates X(·) but for which the optimal filter is feasible. We then construct the optimal filter for the approximating process but use the actual observations (2.2). This was the motivation for the Markov chain approximation filter in [16, 20] . The approximating filter Π h (·), which will be defined later in this section, will be constructed by replacing the auxiliary processX(·) in (2.4) byX h (·), whereX h (·) approximates the auxiliary processX(·) but is "simpler" than it. Thus, this filter is built under the assumption that the true signal process isX h (·), not X(·). The processX h (·) might be Markov; for example, a continuous time Markov chain on a finite state space. More commonly, it is an interpolation of a discrete parameter process; i.e, there is δ h > 0 and which goes to zero as h → 0 such thatX h (·) is constant on the intervals [nδ h , nδ h + δ h ) andX h (nδ h ), n = 0, . . . , is Markov. When the signal process is defined in continuous time, we always assume thatX h (·) is of one of these two forms. Furthermore, we always suppose (without loss of generality) thatX h (t) takes values in G. To quantify the sense in whichX h (·) approximatesX(·), we will assume the following basic consistency condition. Assumption 2.2. For any sequence {Π h } of probability measures converging weakly to some probability measure Π,X h (·) with the initial distribution Π h converges weakly toX(·) with the initial distribution Π. This is a very weak assumption on the approximating filter. It holds, for example, whenX h (·) is a finite state Markov chain, which is "asymptotically consistent" with X(·), as defined in [16, 20] . Indeed, the convergence (as h → 0 and for an arbitrary finite time) of filters based on this approximating model has been proved in [16, 20] , and the approximation performs well if the state dimension is not higher than four. Another possibility is to use an appropriate discrete time approximation toX(·). One might discretize time, but not space, provided that the computation is feasible. In either case, Assumption 2.2 will be satisfied if the approximating process satisfies the minimal consistency conditions in [16, 20] . Similar to the construction ofX(·), we will takeX h (·) to be independent of (X(·), W (·), B(·)), given the initial condition. The distribution of the initial conditioñ X h (0) will be a measure-valued random variable, analogous to what was done in (2.4) and (2.5), whenX(·) was used. Define
For MarkovX h (·), the approximating filter Π h (·) is defined by
and Π h (·) satisfies the semigroup equation
According to our standard notation, the initial distribution ofX h (·) in (2.7) is Π h (0) and in (2.8) it is Π h (t). WhenX h (·) is piecewise constant with {X h (nδ h ); n ≥ 1} being Markov, then the approximating filter is defined by (2.7) and (2.8), but where t and s are integral multiples of δ h and Π h (·) is constant on the intervals [nδ h , nδ h + δ h ). Thus, the evolution of Π h (·) can be written in recursive form in general. From the Feller-Markov property of X(·), it follows easily that the pair (X(·), Π(·)) is Feller-Markov. Since X(t) takes values in a compact set G, and the samples of Π(t) are measures with support in G, we have at least one invariant measure for the Markov family determined by (X(·), Π(·)). When initialized at this measure, the process (X(·), Π(·)) is stationary; i.e., the distribution of
does not depend on t. LetQ(·) denote the measure of the joint process
where (X(·), Π(·)) is stationary. LetQ f (·) denote the measure of the stationary joint process (X(·), Π(·)). We will make the following fundamental assumption throughout this paper. Assumption 2.3. There is a unique invariant measure for (X(·), Π(·)). In section 7 we provide conditions for the uniqueness of the invariant measure to hold and provide some examples for which these conditions can be verified. The critical importance of the uniqueness of the stationary joint process was first raised in [21] .
The stationary process and associated measure will be given a filtering interpretation later in this section.
In the following, lower case letters x(·), π(·), etc., are used for the canonical sample paths. Letters such as x, y, . . . are used to denote vectors such as x(t), y(t), etc. Define ψ f (·) = (x(·), π(·)), Ψ f (·) = (X(·), Π(·)), and ψ(·) = (x(·), π(·), y(·), b(·), w(·)), although we will not always need the component w(·).
For each t ≥ 0, define the process
In sections 4 and 6 in which we consider more general approximate filtering problems, we will consider modifications to the Ψ h (t, ·) process by replacing 
Owing to the fact that the values of X(t) andX h (t) are in G, the samples of the Π(t) and its approximations Π h (·) take values in M(G). The path Π(·) and its approximations will take values in the CADLAG space D[M(G); 0, ∞), also with the Skorohod topology used. The measure-valued random variables Q h,T (·) defined by (2.9) below take values in the space of measures on the product path space
for the appropriate value of k (which is the sum of the dimensions of x, y, b, w).
A "prediction error" function. We start with a special case of the error or performance function in order to fix ideas. Let φ(·) be a bounded, continuous, and real-valued function of x and consider the pathwise average error per unit time
We will show that, under quite broad conditions on the approximate filter,
in the sense of probability, as h → 0 and T → ∞, in any way at all. Later in this section, it will be seen that the right side of (2.10) is what one would also get as the limit if the true optimal filter were used and not the approximation. In this sense there is pathwise asymptotic optimality. The result will actually be much more general. The errors will be written in terms of the following occupation measure.
The occupation measures. For a random variable Z and set A, let I A (Z) denote the indicator function of the event that Z ∈ A. Let C and C ′ be measurable sets in the product path spaces of Ψ h (t, ·) and Ψ h f (t, ·), resp. Define the occupation measures Q h,T (·) and Q
We can write (2.9), in terms of Q
A more general error or performance function. It will be shown that for any (bounded, measurable, and continuous w.p.1 with respect to the measureQ
in probability. This says that sample mean errors of many types (see the example in the next paragraph) will converge to the stationary value, which is the same value that one would get if the true optimal filter were used, and the pathwise occupation measure replaced by its expected value. The convergence is in the sense of probability, and holds as T → ∞ and h → 0 in any way at all. The arbitrariness of the way that T → ∞ and h → 0 is crucial in applications. It is important that the approximation is good for all small h, not depending on T , if T is large enough. Results such as (2.14) are the main contributions of this paper. The function F (·) can be quite general. In (2.10), F (ψ f (·)) depends only on ψ f (0), since it equals | π(0), φ − φ(x(0))| 2 . But, F (·) might have a more complex dependence on ψ f (·). For example, consider the case where we are interested in
Here
Comment on the stationary process. Let us deviate a little and discuss the meaning of a stationary process (X(·), Π(·)). Recall that we assume that the measureQ f (·) of the stationary pair (X(·), Π(·)) is unique. Now, consider the correctly initialized filter, i.e., the true optimal filter, which we denote by Π 0 (·), i.e., Π 0 (B) = P {X(0) ∈ B} for each Borel set B ∈ R r . Define the mean occupation measure Q T f (·) by
for measurable sets C in the product path space. Note that Q T f (·) is a measure but it is not random. It follows from the proofs of Theorems 3.1 and 3.2 that {Q T f (·); T < ∞} is tight and converges toQ f (·), the measure of the unique stationary process. Thus, the limit in (2.14) is the same as if the optimal filter were used (with probability one) and the pathwise occupation measure were replaced by the mean occupation measure.
Note that the integrand in (2.14) is the measure of the (system, filter) pair on the time interval [t, ∞), and the integral is equivalent to choosing t at random in [0, T ]. This gives a loose interpretation ofQ f (·) in terms of a random initial time.
3. Tightness and weak convergence. The following lemma will be used in the tightness arguments to follow.
Lemma 3.1 (see [14, Theorem 2.7b]). Let Z n,s (·), n = 1, 2, . . . ; s > 0 be a family of processes with paths in the Skorohod space D[S 0 ; 0, ∞), where S 0 is a complete and separable metric space with metric γ(·). For each δ > 0 and each t in a dense set, let there be a compact set S δ,t ⊂ S 0 such that
Let F n,s t denote the minimal σ-algebra which measures {Z n,s (u), u ≤ t}, and T n,s (T ) the set of F n,s t -stopping times which are less than T > 0. Suppose that for each T
Then to every ǫ > 0 there exists a compact set K ǫ such that
We will apply the above theorem for the doubly parametrized process {Π h (t + ·); h > 0, t > 0}. Condition (3.1) will hold trivially due to the compactness of the space and we will concentrate on verifying (3.2).
Theorem 3.1. Assume that Assumptions 2.1, 2.2, and 2.3 hold. Then
To every ǫ > 0 there exists a compact set K ǫ such that
Also for every sequence
Let Q(·) denote a weak sense limit of the set in (3.4), as k → ∞. Let ω be the canonical variable on the probability space on which Q(·) is defined, and denote the samples by Q ω (·). Then, for each ω, Q ω (·) is a measure on the product path space
is stationary. Proof. The set {X(t + ·), t ≥ 0} is tight, by the fact that the set of "initial conditions" {X(t), t > 0} are confined to a compact set and the properties of the diffusion (2.1). The set in (3.3b) is tight by the assumptions onX h (·) concerning weak convergence, which (using the fact that the possible values ofX h (0) are confined to some compact set) implies that every subsequence of the set in (3.3b) has a further subsequence which converges weakly.
To prove (3.3c) we will apply Lemma 3.1. For a real number ρ > 0 and each fixed h and t, let T h,t (ρ) denote the set of stopping times with respect to the filtration σ{Π h (t + s) : s ≤ u} u≥0 , bounded by ρ. Then, by Lemma 3.1, it is sufficient to show that
for each continuous, bounded, and real-valued φ(·). Define the function
Owing to the use of the weak topology, the boundedness of φ(·), and the semigroup property (2.18), proving that (3.6) is equivalent to proving that
But showing this is straightforward, owing to the convergence to unity of the exponential function R(X h 0,δ , Y t+τ,t+τ +δ ) as δ → 0. In particular, it is sufficient to show that (where d s denoted the differential with respect to the s variable)
goes to zero in mean as δ → 0, uniformly in (h, t, τ ), for each bounded and continuous function φ(·). But this follows from the boundedness of g(·). This proves (3.3c). Since
is always tight, (3.3c) implies that to every ǫ > 0 there exists a compact set K ǫ such that lim sup 
The difference goes to zero as T → ∞ for all ω, c, h, and H. This and the weak convergence yields the stationarity of the limit processes (X ω (·), Π ω (·)) for almost all ω.
We now need to identify the processes associated with the limits of the occupation measures and prove the main result (2.10).
Theorem 3.2. Assume that Assumptions 2.1, 2.2, and 2.3 hold. Then, for almost all ω, the following hold.
(
(iv) For each bounded and measurable real-valued function φ(·)
is the unique stationary process, and hence its distribution does not depend on ω.
Finally, for any bounded and measurable real-valued function F (·) which is continuous almost everywhere with respect to the unique measureQ f (·) of the stationary process,
in probability as h → 0 and T → ∞ in any way at all.
, and index it by h k , T k also, abusing the notation. It will turn out that all convergent subsequences have the same limit.
The processes B ω (·), W ω (·). Let us demonstrate the Wiener and mutual independence properties (for almost all ω). Let f i (·) and q(·) be real-valued and continuous functions of their arguments and with compact support, with the f i (·) being twice continuously differentiable. Let φ j (·) be an arbitrary finite collection of bounded and continuous real-valued functions. Let ρ and τ be arbitrary nonnegative numbers, and let u i ≤ ρ be (a finite collection of) arbitrary nonnegative real numbers. Define the function
The b i (resp., w i ) are the scalar components of b (resp., w).
We will show that
for almost all ω. The arbitrariness of the functions and of ρ, τ, u i ≤ ρ and (3.12) imply that W ω (·) and B ω (·) are standard vector-valued and independent Wiener processes, and martingales with respect to the filtration generated by {Ψ h (s), s ≤ t}, hence the nonanticipativity.
To get (3.12), we will show that the mean square value
goes to zero as h, T go to their limits. This and the weak convergence imply (3.12) since they imply that E Q(dψ(·))F (ψ(·)) 2 = 0. (An analogous calculation for a queueing problem is in [22] .) By the definition of the occupation measure, the expression
where F 1 (t) equals F 2 (t)F 3 (t), and where
The mean square value of (3.14b) equals
Now, using the fact that (the martingale property)
we see that (3.15) is of the order of O(1/T k ), which yields the desired result.
To identify the Y ω (·) process, we will prove that
for each s. This is equivalent to
which implies (3.8) for almost all ω. Equation (3.17) is shown by using the definition of the occupation measure and the weak convergence, i.e., by using the fact that (2.2) implies
Now use the weak convergence and the fact that the integrand in the first integral is a bounded and continuous function of ψ(·).
We deal with X(·) by a process approximation method. Recall the definitions of p(·) and σ(·) from (2.1). For each ǫ > 0 and t ≥ 0, there is ∆ 0 > 0 such that for ∆ ≤ ∆ 0 we have (uniformly in u ≥ 0) (3.18)
We have shown above that (W ω (·), B ω (·)) are Wiener processes, and that (X ω (·), Π ω (·)) is nonanticipative with respect to them. Suppose that we can show that for each ǫ > 0 and t ≥ 0 there is ∆ ǫ > 0 such that for ∆ ≤ ∆ ǫ ,
Then, analogous to what was done for Y ω (·) above, we have, for almost all ω,
modulo O(ǫ) in mean square. This and the arbitrariness of ǫ and ∆ imply (3.9). The reason for using the finite sum approximation to the stochastic integral is that now the integrand in (3.19) is a bounded and continuous function of ψ(·), w.p.1 for each ω, since the Q ω (·) must induce continuous processes. (If X(·) is jump-diffusion, the continuity w.p.1 still holds since the probability that a jump occurs at any given (nonrandom) time point is zero.) Thus, the weak convergence can be used.
Consider now
The h index is irrelevant in this calculation. By the definition of the occupation measure, the above expression is equivalent to
But, (3.18) implies that, for small enough ∆ > 0, the expectation of this is O(ǫ) uniformly in T . This and the weak convergence of Q h,T (·) to Q(·) imply (3.19). The Π ω (·) component. Now we turn our attention to Π h (·) and the sample value Π ω (·) component of the weak sense limit. For small ∆ > 0, define
analogously to what was done in (3.18). For arbitrary t define
.
We note that {X h (·)} is equicontinuous in probability in the following sense. For each positive ρ and t, there is h 0 > 0 and α > 0 such that
By the properties of the approximation of the stochastic integral by a sum, for each ǫ ′ > 0 and ǫ ′′ > 0, there is ∆ 0 such that for ∆ < ∆ 0 , and small h > 0, we have
This is due to the just-cited equicontinuity in probability, keeping in mind that the state space is compact, and where the sup is over all possible values. Next we verify that (3.10) holds. We would like to show that, for each s,
But the integrand function is not well defined, since y(·) is an arbitrary path function and the stochastic integral in R(·) in (3.21) is not defined. The problem is resolved by working with an approximation. It will actually be shown that
goes to zero as ∆ → 0, which implies (3.10). Here theX(·) is a process with initial distribution π(0) and the law of evolution of X(·). Note that the integrand function in (3.22) does not depend on this process, only on its initial condition. Also it is bounded and continuous w.p.1 (with respect to Q ω (·)) for almost all ω. By the weak convergence, (3.22) is the limit of
Thus, we need only show that, for each s > 0 and each bounded and continuous function φ(·), this expression is small for small ∆ > 0, h k > 0 and large T k < ∞. By the definition of the measure Q h,T (·), this expression equals
Now, the fact that (3.23) is small for small h k , ∆ follows from (3.20) . Theorem 3.1 yields the stationarity of (X ω (·), Π ω (·)) for almost all ω. The measureQ f (·) of the stationary (X ω (·), Π ω (·)) process is unique by assumption. Thus Q h k ,T k f (·) converges weakly toQ f (·) along the chosen subsequence. The uniqueness also implies that the subsequence is irrelevant and that Q h,T f (·) converges weakly tō Q f (·) along any (h, T ) subsequence. This implies (3.11).
4. Non-Markov signal processes. In actual physical applications, the signal process would not generally be a diffusion or jump-diffusion, but rather some nonMarkov process which is only approximated by a diffusion or jump-diffusion. For example, the physical process might be a dynamical system which is driven by a wide bandwidth noise process and not a Wiener process. To quantify the connection, we need to parameterize the physical process, and suppose that it converges weakly to some "ideal" signal process, a diffusion or jump-diffusion, as the approximation parameter h goes to its limit. We would construct an approximation to the optimal filter for the ideal signal process, but use the physical observations. Thus, we are concerned with the convergence of the pathwise average errors as the time interval goes to its infinite limit; the physical process is better and better approximated by its ideal limit and the filter approximation converges to the optimal filter for that ideal limit. Thus, we have a physical process X h (·), with values on the same compact range space G and which is approximated by the diffusion X(·), defined by (2.1), and a filter Π h (·) which is a numerical approximation to the optimal filter for (2.1) with observations (2.2), but where the actual physical observations defined by
are used. We could use another parameter rather than h to index the "prediffusion" process and then let this go to its limit together with h, T , but there is no loss of generality in using h to index this process as well. The filter to be built is as in section 2. This would be a filter constructed under the assumption that the system is (2.1) and observations (2.2). But, with (4.1) actually used. The approximating filter uses the auxiliary processX h (·), which satisfies (A2.2). Thus the approximating filter takes the form (2.7), but with Y h (·) replacing Y (·). The process X h (·) is not to be confused withX h (·). The former is the actual physical signal process. The latter continues to play the role that it had in the previous sections; i.e., it is an approximation to the ideal limit, which is used only to get a numerical approximation to the optimal filter for (2.1) and (2.2). The following is the basic assumption on the physical process X h (·). Assumption 4.1. X h (t) ∈ G for all t, h > 0. The family {X h (t+·); h > 0, t ≥ 0} is tight and whenever for some subsequence (h k , t k ) k≥1 , where h k → 0 as k → ∞, the distribution of X h k (t k ) converges weakly to some measure Π and the sequence {X h k (t k + ·)} k≥1 is weakly convergent, then the limit of the latter is X(·) with initial distribution Π.
If the filter is to operate over some fixed finite time interval, then convergence results are relatively easy to obtain, since the criteria of interest in that case are mean values. Many such results are in [21] . In the definition of Ψ h (·), drop the W -component and replace X(·), Y (·), by X h (·), Y h (·), resp. Redefine the Ψ(·), ψ(·), Q h,T (·) analogously. In Theorem 4.1 we obtain the analog of Theorems 3.1 and 3.2 for this approximate filtering problem. Theorem 3.1 continues to hold, with the same proof. In the proof of the analog of Theorem 3.2, there is no new problem with the identification of the limit processes Y ω (·) and Π ω (·). But there is a problem in the identification of the limit X ω (·). The assumption of weak convergence on X h (t + ·) made above is not enough. The problem is that the Q h,T (·) are occupation measures, whose values depend on the samples of the paths. Owing to this we need to make a (quite unrestrictive) assumption so that a martingale type method can be used to identify X ω (·). Theorem 3.2 can be viewed as an ergodic theorem or weak law of large numbers, and it works partly due to the ergodic properties of X(·), as reflected in the uniqueness of the stationary process. But the assumed weak convergence of X h (t + ·) is not enough in itself to get such a weak law of large numbers. It says little about "long range dependence." This is the main issue that we will need to deal with.
A note on the martingale problem method. In order to motivate the assumptions to be used, we first recall the classical martingale problem formulation of the existence of a solution to (2.1). Let φ j (·), q(·) and ρ, τ, u i ≤ ρ, satisfy the conditions above (3.12) and let f (·) be real-valued with compact support and with partial derivatives up to third order being continuous. Let A denote the differential generator of X(·). To identify the process X ω (·) as that satisfying (3.9) for an appropriate Wiener process
, it is sufficient to show that X(·) solves the martingale problem of Stroock and Varadhan; namely, for all such f (·), q(·), etc.,
Af (x(s))ds = 0.
To show (4.2), it is natural to try to evaluate
and show that it goes to zero as h, T go to their limits, analogous to the procedure used in connection with (3.12) and (3.13). This and the weak convergence imply (4.2); equivalently, there exists X ω (·) and W ω (·), with X ω (·) nonanticipative, satisfying (3.9) for almost all ω.
It is hard to show (4.3) directly. We take an approach which has been one of the most powerful tools to date for functional limit theorems for convergence to diffusion type processes, namely, the perturbed test function method [5, 13, 17, 18, 19, 26] . This method uses a perturbation f h (·) to the test function f (·) in (4.2). To simplify the development, and preserve the generality of the results, we will simply assume that a suitable perturbation exists, but methods for constructing it in many important cases are in the references.
The perturbed test function method. Given a test function f (·), which is three times continuously differentiable and with compact support, we seek a process f h (·) which is close to f (X h (·)) and an extensionÂ h of the operator A such that, loosely speaking,
With such perturbed test functions f γ (·) available, simple adaptations of the martingale method can be used to identify X ω (·).
The operatorÂ h . Let F h t be a filtration on the probability space, where F h t measures at least {Ψ h (s), s ≤ t}, and where
. Let u(·) and v(·) denote measurable processes which are F h t -adapted and progressively measurable and satisfy the following conditions:
Then we say that u(·) ∈ D(Â h ), the domain of the operatorÂ h , and writeÂ h u = v. This operator was introduced originally in [13, 27] . The most important property of the operatorÂ h is given by Lemma 4. 
is an F h t -martingale and, w.p.1,
Equation (4.5) continues to hold if the t and t+s are replaced by any bounded stopping times τ 1 and τ 2 with τ 1 ≤ τ 2 , and which take countably many values. If u(·) is right continuous, then the τ i can be any bounded stopping times with τ 1 ≤ τ 2 .
In order to apply the perturbed test function method we need that the domain of the operatorÂ
h is sufficiently rich and as h → 0 the operatorÂ h is consistent with A. This is made precise in the following assumption. 
General methods of construction of f h (·) are in [18] under quite broad conditions on the processes involved, and the reader is referred to that reference for more information. See also [19] . The key result for applications is the following lemma.
Lemma 4.2 (see [18] ). Let the sequence {X h (·), h > 0} converge weakly in D[R r ; 0, ∞) to a process X(·). Assume that Assumption 4.2 holds. Then, X(·) solves the martingale problem for operator A.
The following theorem essentially says that under the above assumptions Theorems 3.1 and 3.2 continue to hold for this approximate filtering problem.
Theorem 4.1. Assume that Assumptions 2.1, 2.2, 2.3, 4.1, and 4.2 hold. Then (3.3a) holds with X(·) replaced by X h (·). Also, (3.3b), (3.3c), and (3.4) continue to hold with the modified definitions of Π h (·) and Q h,T (·) stated at the beginning of this section.
Let Q be a weak limit as in Theorem 3.1; then Q ω induces a process
For almost all ω the following hold.
(ii) There exists a Wiener process W ω for which statements (i) through (v) in Theorem 3.2 hold.
Finally the last conclusion of Theorem 3.2 also holds; i.e., (3.11) is true. Comment on the proof. The only difference from the proofs of Theorems 3.1 and 3.2 concern the proof of (4.2). As noted, this is to be done by showing that (4.3) goes to zero as h, T go to their limits. Thus, we confine our remarks to an evaluation of (4.3).
Let h → 0, T → ∞ index a weakly convergent subsequence. The expression (4.8)
Af (x(s))ds equals (4.9)
Rewrite the bracketed term in (4.9) as
where
By (4.6) and (4.7), lim h sup t E|V h (t + τ + ρ) − V h (t + ρ)| = 0. The weak sense limits of (4.9) are then the same as those of
Now, square (4.10), take expectations and use the martingale properties of M h f (·) to get that the mean square value is O(1/T ). This and the weak convergence imply (4.2). 
where {ξ(n)} are mutually independent (0, I) Gaussian random variables which are independent of X(·), and g(·) is continuous. The Bayes' rule formula for the true conditional distribution of X(n) given Y 0,n can be represented in terms of an auxiliary processX(·) as in section 2, whereX(·) has the probability law of X(·) but, conditioned on its (possibly random) initial condition, is independent of all the other processes. Analogous to the notation used for the continuous time problem, let Y 0,n denote the set {Y (i); i ≤ n}. Define
Then as in section 2, the optimal filter Π(·) can be defined by its moments:
where Π(0) is the distribution of X(0) andX(0). As before (X(·), Π(·)) is FellerMarkov. Henceforth, as in the previous sections, when discussing Π(·), we allow Π(0) to be arbitrary, and not necessarily the distribution of X(0). Analogous to the case in section 2, it is generally necessary to approximate the optimal filter in some way. For example, the sequence X(·) might be samples of a diffusion process taken at discrete instants, and the transition function must then be computed approximately. In order to approximate the transition function we might try to solve the corresponding Fokker-Planck equation on [0, 1] by the Markov chain approximation method and also appropriately approximate the initial condition. Or we might try to solve it by some other numerical method (e.g., finite elements, spectral method, etc.) which yields approximations to the one step transition density (assuming that there is a density) which converge in L 2 to the true transition density as the approximation parameter goes to its limit. If this approximation is not nonnegative, we can take its positive part and renormalize to get a transition probability. Finally, even if the original processes were given in discrete time, i.e., no approximations of a p.d.e. were needed, it might be too hard to perform the integrations with the true transition function and we might have to use an appropriate approximation instead. These considerations lead to a formulation analogous to what led to the approximating form (2.7), which we now develop.
Analogous to for the continuous time case, the approximating filter can often be represented in terms of a discrete parameter auxiliary Markov processX h (·), with values in a compact subset of R r , and which is independent of the other processes, given its initial condition. As in the continuous time case we will assume the following condition on the auxiliary process.
Assumption 5.2. IfX
h (0) converges weakly (for any subsequence of values of h → 0) with limit distribution Π(0), then the sequenceX h (·) converges weakly to X(·) with initial distribution Π(0).
Define, for n = 1, . . . ,
Again, define the approximating filter Π h (·) by its moments as follows:
Equation (5.3) is just the Bayes' rule formula for the filter for the signal processX h (·), but with the actual observations Y (n) − Y (n − 1) used.
The analog of the semigroup relation (2.8) holds, but where time is discrete. The semigroup property stems from the fact that the filter is that for the discrete parameter Markov processX h (·), but with the actual physical observations used. Define the sequences B(n) = n i=1 ξ i and
. Define ψ(·) and ψ f (·) analogously. The Skorohod topology is replaced by a "sequence" topology as follows: The Π h (n) still take values in M(G) and the weak topology is still used on this space. Let d π (·) and d k (·) denote the metrics on the space of measures and on Euclidean-k space, resp., where k is the sum of the dimensions of Y (n), B(n), and X(n). Let d 0 (·) denote the product metric. Then the metric on the product path (sequence) space is
Define the occupation measure Q h,N (·) by: For a Borel set C in the product sequence space,
Finally we impose the following basic condition. Assumption 5.3. There is a unique stationary measureQ f (·) of the Ψ f (·) = (X(·), Π(·)) process.
Let F (·) be a real-valued bounded and continuous (w.p.1 with respect toQ f (·)) function of ψ f (·). Then, analogous to (2.10) and (2.14), we are concerned with the convergence (in probability)
where h → 0 and N → ∞ in any way at all. The analogs of Theorems 3.1 and 3.2 hold, and the proof is close to those proofs. But owing to the discrete time some of the details are simpler, and others slightly different.
Theorem 5.1. Assume that Assumptions 5.1, 5.2, and 5.3 hold. Then {Q h,N (·); h > 0, N > 0} is tight. Let Q(·) denote a weak sense limit, always as h → 0 and N → ∞. Let ω be the canonical variable on the probability space on which Q(·) is defined, and denote the sample values by Q ω (·). Then, for each ω, Q ω (·) is a measure on the product path (sequence) space. It induces a process
For almost all ω, the following hold:
(iv) X ω (·) has the transition function of X(·). Finally, for each integer n and each bounded and measurable real-valued function φ(·),
Remark on the proof. The details are essentially the same as those of the proofs of Theorems 3.1 and 3.2 and are omitted. We note only two differences. First, owing to the use of discrete time, the martingale method cannot be used to characterize B ω (·), as done in the first part of the proof of Theorem 3.2. But an analogous method, using a direct computation of the (conditional) characteristic function, can be used instead, as follows. Replace the expression F (·) defined above (3.12) by the following. For arbitrary integers m, n, k, let u i ≤ m and v p ; p ≤ n, be arbitrary integers. Let ν i be vectors (with the dimension of ξ(n)), and replace the expression by
We need to show that, for almost all ω,
which will imply that (5.6b)
This, in turn, implies that (for almost all ω) the ξ ω (l) are mutually independent, normally distributed with mean zero and with the covariance being the identity matrix, and are independent of the X ω (·) and of the "past" of the Π ω (·) process. The proof of (5.6a) is analogous to the arguments below (3.12) , and the details are omitted.
We need to characterize X ω (·). In particular, we need to show that it is Markov with the transition function of X(·). A characteristic function and "weak law of large numbers type" argument can be used. The goal is to show that, for any integer m, any bounded and continuous real-valued function q(·), and any vector λ,
where P (dv, 1|x) is the one step transition function of X(·). Equation (5.7) says that X ω (·) is Markov with the transition function of X(·) since it says that the conditional expectation of e iλ ′ X ω (m+1) , given the "past" and the current state, can be computed by use of the transition function.
Rewrite (5.7) as the weak sense limit of
Note that by the Markov property the expectation of the nth summand (conditioned on the data to time n + m) in (5.8) is zero. Now, use this last fact to show that the mean square value is O(1/N ). The rest of the details are as in the proofs of Theorems 3.1 and 3.2.
A non-Markov signal process.
Recall the model of section 4, where the underlying signal process, called X h (·) there, was not Markov. We supposed that it converged weakly to the process of section 2 as h → 0. We can do a similar analysis in the discrete time case, and it is worthwhile since the actual signal process will not usually be Markov and it is not a priori obvious that even small errors per step will not lead to large errors as the time interval goes to infinity. As noted in section 4, we could use a symbol other than h to index this process, but there is no loss of generality in using h. In lieu of the perturbed test function method introduced in section 4, we will follow the procedure of the previous subsection as closely as possible. We keep the assumptions onX h (·) and the filter form (5.3), which uses instead of Y (·) the following modified observation process:
The main new problem is the identification of the X ω (·). We concentrate on that and make the assumptions of the last subsection.
Some assumption on the convergence of X h (·) to X(·) is needed. The procedure of the last subsection requires that we show that
converges to zero in probability as N → ∞. The convergence in (5.9) is not guaranteed by the weak convergence of X h (·) to X(·), since the property (5.9) involves the "long range dependencies" of the X h (·) processes. We will take an approach that is quite flexible and whose conditions are not stringent.
We make the following assumptions. Define the process X(·|x) to have the law of evolution of X(·), but with initial condition x.
Assumption 5.4. For an arbitrary integer m and any bounded and continuous real-valued function f (·) of m arguments,
Assumption 5.5. For an arbitrary integer m and any bounded and continuous real-valued function f (·) of m arguments and any µ > 0, there is m µ < ∞ such that
Condition (5.10) can be interpreted as follows: It is equivalent to saying that if for any sequence n h , X h (n h ) converges weakly to a random variableX(0) as h → 0, then {X h (n h + ·)} converges weakly to X(·) with initial conditionX(0). It is unrestrictive since the usual choices for X h (·) are Markov with time independent transition functions. Condition (5.11) deals with long-range dependence. It basically says that if we take increments of the X h (·) process which are separated by a large time interval which does not depend on h), then their correlation is small for small h. This does not appear to be restrictive. It is guaranteed by appropriate mixing conditions [9] . Actually, (5.11) is needed only for the types of functions which appear in (5.9). In the definition of Comments on the proof. All of the details are as in Theorem 5.1, except for the characterization of X ω (·) and we concentrate on this. Return to the proof of (5.7) via an evaluation of the limit of (5.9). For a bounded and continuous function q(·), define
in mean as N → ∞ and h → 0. This, together with the weak convergence, yields (5.7) for almost all ω. Evaluate the integral in (5.12) by first rewriting it as
Now, split (5.13) into the difference of the two sums (5.14)
By Assumption 5.5, (5.14) goes to zero in mean square as N → ∞ and h → 0. By Assumption 5.4, the term
in the sense that the mean square limits as N → ∞ and h → 0 are the same. By the Markov property of X(·), for any initial condition
By the last two sentences, we can replace the expected value in (5.15) by
without changing the limits. Using Assumption 5.4 again, we can replace (5.15) in that the mean square limits are the same. Now, use Assumption 5.5 again to get that the mean square limit of (5.15) with this last replacement is zero. We have shown that the mean square limit of (5.13) is zero, as N → ∞ and h → 0, which implies (5.7).
6. Discrete to continuous time: White or wideband observation noise. The most appropriate justification of the classical continuous time filter is as an approximation to the discrete time model for small sampling intervals. Quite often, one has wide bandwidth rather than white noise and the signal is not a diffusion but only an approximation to a diffusion. One still might wish to use some sort of ideal filter, which is built on the assumption that the signal is a particular diffusion and that the observation noise is white. If the filter is to be used for a very long time interval and one is interested in pathwise prediction errors or other performance measures (see section 2 for an example), questions arise concerning the asymptotic quality, as the time, the bandwidth of the observation noise, the parameter in the diffusion approximation to the actual signal process, etc., all go to their respective limits. We will see that the previous robustness results continue to hold under reasonable conditions.
Asymptotic, large time results were obtained in [21] for mean value criteria. Depending on how the filter with wide bandwidth observation noise is constructed, there might be the so-called correction terms [21] . In the present context, we suppose that either the basic Bayes' rule formulas such as (2.7) or its later analogs are used or that the constructed filter is equivalent to these formulas, at least asymptotically. There is no need to introduce correction terms into the Bayes' rule formulas as written here.
The problem formulation. The signal process X h (·) is assumed to satisfy the conditions used in Theorem 4.1 and is sampled at intervals of width ∆ h → 0. The observation noise is wide bandwidth in the sense to be made precise below. There is a process B h (·) satisfying Assumptions 6.1, 6.2, and 6.3 below, such that the observation process, {Y h (n∆ h ); n ≥ 0} satisfies the equation
The assumptions on the process B h (·) are as follows. Assumption 6.1. The process B h (·) is independent of X h (·). The set
is tight and any weakly convergent subsequence of the form
Assumption 6.2. For every family of random variables of the form {µ ∆,h n , n ≥ 1, h > 0, ∆ > 0} which satisfies (i)-(iii) below, we have that for each T > 0 and ǫ > 0,
is bounded uniformly in n, ∆, and h. (ii) For each fixed h and ∆, the family {µ
The requirement (6.3) is mainly a condition on how fast the conditional dependence of the "future," given the "past," goes to zero. Owing to the independence of {µ h n , n < ∞} and B h (·), the condition is not stringent. Various sufficient conditions for (A6.2) to hold will be given at the end of the section. Now for the final assumption. Assumption 6.3. For every positive integer m, real numbers ρ > 0, u j ≤ ρ, j ≤ m, and real-valued bounded and continuous function f (·)
This condition essentially says that the correlation between intervals that are separated in time by at least some constant goes to zero as h → 0, uniformly in time.
The process B h (·) could be white, but not necessarily Gaussian. In this case, the verification of the conditions in Assumptions 6.2 and 6.3 is usually trivial.
We define Y h (s) = B h (s) = 0 for s < 0. The filter is denoted by {Π h (n∆ h )}, and we define the continuous time interpolations
In what follows, we use the convention that if a limit of summation is not an integer, take the integer part. We represent the filter as in the previous sections, in terms of an auxiliary processX h (·) which satisfies the assumptions imposed on it in section 2. At the sampling times, the filter takes the form
where we use the definition
where Z is defined by (6.8)
The definition (6.6), with (6.8) used, satisfies the semigroup property over the discrete time mesh: {n∆ h ; n ≥ 1}. Instead of constant interpolation of Π h (·) over the interval [n∆ h , n∆ h + ∆ h ), one may use the following different definition for the approximate filter.
The forms (6.6) and (6.9) are equal at the sampling times. Theorem 6.1 continues to hold for the form of filter in (6.9); however, for the sake of brevity we will only prove the constant interpolation case. (6.6) ) and Q h,T (·). Comments on the proof. The proof is similar to those of Theorems 3.1, 3.2, and 4.1. The main differences concern the characterization of the limit X ω (·), the proof for (3.3c), the proof that B ω (·) is a standard Wiener process which is independent of X ω (·), and the proof of the representation of Π ω (·). The characterization of X ω (·) as X(·), with the appropriate initial condition, is analogous to what was done in section 4, with only minor notational differences, which are due to the replacement of B(·) by B h (·), and so we omit the details. Proof of (3.3c). It is difficult to prove (3.3c) directly. We will actually prove the tightness of an approximation to the family {Π h (t + ·); h > 0, t > 0} and use the following useful fact. Let the sequence {Z n (·)} have paths in some Skorohod space with metric denoted by d(·, ·). Suppose that for each positive real numbers ǫ 1 , ǫ 2 and T 0 , there is a process Z ǫ1,ǫ2,T0 n (·) such that (6.10) lim sup
and {Z ǫ1,ǫ2,T0 n (·), n < ∞} is tight for each ǫ 1 , ǫ 2 , T 0 . Then {Z n (·)} is tight. The approximations generally simplify the characterization of the weak sense limits as well.
Note that for our case the process index is the pair (h, t) instead of n. Pursuing this idea, let ǫ 1 , ǫ 2 , T 0 be as above. Then, for each h and t, we seek a processΠ h (t, ·) (dropping the affixes ǫ 1 , ǫ 2 , T 0 ) such that (6.11) lim sup
and {Π h (t, ·); h > 0, t ≥ 0} is tight. If we can find such processes, then (3.3c) holds. We now show (6.11) . We can work with each φ(·) separately due to the definition of the weak topology.
Keep in mind that we can have a different modification for each (h, t). We first consider the case where t = n∆ h for some n. Fix φ(·). Let ∆ > 0 be small but fixed. Assume that h is small enough such that ∆ >> ∆ h . The idea is to break the sum (6.12)
in (6.8) as a sum of (6.13)
and the "error" (6.14)
Note that if we concatenate the sums in (6.14), we get
for an obvious definition of µ h,∆ i , which clearly satisfies (i), (ii), and (iii) in Assumption 6.2, in view of weak convergence properties ofX h (·). The case where t/∆ h is not an integer is dealt with in a completely analogous way and we omit the details. Now we use Assumption 6.2 for the family {µ h,∆ i ; h, ∆, i}. For an arbitrary small ǫ 3 > 0, define τ h,∆,t = min{s : |V h,∆ (t, s)| ≥ ǫ 3 }. Then Assumption 6.2 yields that, for small ǫ > 0 and small enough ǫ 3 > 0, (6.15) lim
t,t+s ) with (6.13) replacing (6.12). Now definê Π h (t, ·) by
and, except on as a (h, t-dependent) set of arbitrarily small measure, τ h,∆,t ≥ T 0 for small h and ∆. Hence, we can suppose that, asymptotically, |e V h (t,s) − 1| ≤ ǫ 4 , arbitrary. Thus, (6.11) holds.
The tightness of the set {Π h (t, ·); h, t} for each ∆ > 0 is clear. This follows by noting that the exponential contains the sum (6.13), henceΠ h (t, ·) contains only simple discontinuities at deterministic times i∆. This proves (3.3c). Thus in view of the tightness assumptions on the set {X h (t + ·), B h (t + ·) − B h (t); h > 0, t}, we have that (3.4) holds. We can extract a weakly convergent subsequence of the set in (3.4) , indexed again by (h, t), and with limit denoted by Q(·), with sample values Q ω (·). The independence of B ω (·) and X ω (·). We will only do a simple calculation to illustrate the general procedure. Let f i (·) be bounded and continuous real-valued functions of their arguments, and with compact support. We wish to show that, for almost all ω and any nonnegative u, v,
Write the prelimit forms of the difference between the two sides:
The rest of the procedure is to square, take expectations, and use the fact that B h (·) is independent of X h (·) and Assumption 6.3 to show that the difference goes to zero in mean square as h → 0, T → ∞. Define C = Ef 1 (B(v)). Let us first evaluate the expectation of the square of the first term; namely, evaluate
Now, use Assumption 6.3, the weak convergence of B h (t + ·) − B h (t), and the independence of B h (·) and X h (·) to show that the limits are the same as those of
A similar procedure shows that the limits of the expectation of the square of the second term and of the product of the first and second terms in (6.17) is also the same. Thus, the limit is zero, as desired. The same procedure works if the functions f i (·) depend on the processes at an arbitrary finite number of times. Hence the independence of X ω (·) and B ω (·). The Wiener property of B ω (·) for almost all ω. The proof is similar to what was done to prove the independence of the X ω (·) and B ω (·). We need to show characteristic function results such as the following. Let λ q be arbitrary vectors (of the dimension of b). Show that, for almost all ω,
2 /2 .
To show this, work with the difference of the prelimit forms of the two sides:
Square, take expectations, and use the weak convergence and Assumption 6.3, analogous to what was done to show the independence property. Characterization of the process Π ω (·). Given the tightness of {Π h (·)} and the discussion in that section, the fact that (3.10) holds is essentially a property of the asymptotic smoothness ofX h (·). It can be proved by working withΠ h (t, ·) in lieu of Π h (t + ·), and then letting ∆ → 0, and the details are omitted. Sufficient conditions for Assumption 6.2 to hold. Define ξ
The simplest case satisfying (6.3) is where the ξ h i are martingale differences with variances bounded by some constant times ∆ h ), i.e., where the observation noise is white but not necessarily Gaussian.
Correlated noise can be treated by the perturbed test function method [18] of the type introduced in section 4. Here we will construct a particular perturbation which serves our present purposes. Let E n denote the expectation conditioned on {µ
Assume that (6.18) sup
Define the "perturbation"
Suppose that (6.20)
where O(∆ h ) is uniform in i, and that
These conditions are rather mild. They would be satisfied, for example, if B h (·) were a sufficiently "nonanticipatively smoothed" Wiener process; e.g., B
h (t) = t −∞ q h (t − s)B(s)ds for an appropriate kernel q h (·) which converges to a delta function as h → 0.
Noting that the index i is in the upper limit in (6.8) and in the lower limit in (6.9), we have
Thus the perturbed functioñ
is a martingale, and martingale inequalities can be used to get (6.3). The desire to get this martingale property is the key motivation behind the way the perturbation δS h,∆,n,T i was constructed. It was constructed specifically to effect the desired cancellation.
Recall that if M i is a square integrable martingale, then
Condition (6.20) and the fact that the µ h,∆ i
can be taken to be arbitrarily small implies that, for any ǫ > 0, (6.23) lim
This is a consequence of the facts that the µ-terms are bounded and small in probability and independent of the ξ terms, and that (6.20) implies that
Also, a direct computation using (6.21), (6.22) , and the boundedness and smallness in probability of the µ-terms (and their independence of the ξ) yields
The last two equations and (6.22) yield
This and (6.23) imply (6.3).
7. Uniqueness of the invariant measure of (X(·), Π(·)). In this section we address the question of uniqueness of the invariant measure for the pair (X(·), Π(·)). It is known from Kunita [12] that if X(·) is a time homogeneous Feller-Markov process with a compact state space, such that it admits a unique invariant measure and the corresponding stationary flow is purely nondeterministic, then the true optimal filtering process Π(·) taken by itself has a unique invariant measure. The results in [12] , however, do not provide any information concerning the uniqueness of the stationary joint distribution of (X(·), Π(·)). Uniqueness for the joint problem is considerably harder to prove and to date the only known result, excepting the linear filtering case, is for a discrete time filtering problem where the signal is a finite state Markov chain (see also Stettner [28] ). We provide in Theorem 7.1 a sufficient condition under which the uniqueness for the joint problem holds. The theorem roughly says that if the signal process has a unique invariant measure and the filter "forgets its initial condition," in the sense to be made precise below, then the pair (X(·), Π(·)) has at most one invariant measure. We refer the reader to [1, 2, 6, 7, 10, 24, 25] for some recent results on forgetting of the initial condition. Finally, we discuss some examples in which the sufficient condition can be seen to hold.
Let (S, S) be a Polish space, S being the Borel sigma-field on S. Let X(·) be an S-valued Markov process with0 CADLAG paths and Y (·) be given via (2.2), where, as before, B(·) is independent of X(·). As in section 2, we will consider the process (X(·), Y (·)) on the path space, D(S × R m ; 0, ∞), where m denotes the dimension of the observation vector. Let P µ be the probability measure on the path space of (X(·), Y (·)) under which X(0) has the distribution µ. With an abuse of notation, we will use the notation P x when µ is a point mass concentrated at x ∈ S. If the filter is initialized at Π(0) = ν (whether or not it is the distribution of X(0)), we denote the process by Π ν (·). Following the notation of section 2, Π ν (·) is defined by Π ν (t), φ = E ν,Y0,t φ(X(t))R(X 0,t , Y 0,t ) E ν,Y0,t R(X 0,t , Y 0,t )
, where φ(·) is a bounded and measurable real-valued function, andX(·) is as in section 2. Recall that Π ν (0) = ν is the distribution ofX(0). Definition 7.1. We say that the "filter forgets its initial condition" if for all ν 1 , ν 2 ∈ M(S), for all x ∈ S and continuous bounded real valued functions φ(·) on S:
| Π ν1 (t), φ − Π ν2 (t), φ | converges to zero in P x -probability as t → ∞. Theorem 7.1. Suppose that X(t) has a unique invariant measure and the filter forgets its initial condition. Then the pair (X(·), Π(·)) has at most one invariant measure.
Proof. Suppose ρ 1 and ρ 2 are two invariant measures for the pair (X(·), Π(·)). We will show that for all continuous and bounded functions f on S × M(S) (7.1) f (x, α)ρ 1 (dx, dα) = f (x, α)ρ 2 (dx, dα),
where (x, α) denotes a generic element of S ×M(S). Let µ denote the unique invariant measure of X(·) and let µ 1 , µ 2 be regular conditional probability functions such that ρ i (dx, dα) = µ i (x, dα)µ(dx); i = 1, 2. The left side of (7.1) equals, for all t > 0,
while the right hand side of (7.1) equals, for all t > 0, E x f (X(t), Π β (t)) µ 2 (x, dβ) µ(dx).
Thus (7.2)
f (x, α)ρ 1 (dx, dα) − f (x, α)ρ 2 (dx, dα)
≤ E x f (X(t), Π α (t)) − f (X(t), Π β (t)) µ 1 (x, dα)µ 2 (x, dβ)µ(dx).
The assumption on forgetting the initial condition implies that for all x ∈ S and α, β ∈ M(S), as t → ∞, E x f (X(t), Π α (t)) − f (X(t), Π β (t)) → 0.
Now an application of dominated convergence theorem shows that the right side of (7.2) converges to 0 as t → ∞. This proves (7.1).
Remark. Although we have stated and proved the above theorem for a signal evolving continuously in time and observations taken continuously, the result holds for discrete time models such as in section 5, where the signal can evolve either continuously or discretely in time, but the observations are taken at discrete time instants. (The paper [6] also allowed a point process observation model.) The proof, excepting some minor notational changes, remains unchanged.
We now give some examples, in the following two theorems, where the sufficient condition in the above theorem is seen to hold. The theorems below are fairly straightforward consequences of the results proved in Atar and Zeitouni [2] and LeGland [10] , in view of which details of the proofs are omitted.
Theorem 7.2. Let the signal X(·) (indexed either by a continuous or discrete time parameter) be a Feller time homogeneous Markov process taking values in a compact Polish space S. Suppose that the observations are in discrete time and given by (5.1), Suppose that there exists a finite measure µ on (S, S) and an integer n ≥ 1 such that for all x ∈ S:
where P (dχ, n|x) is the n-step transition probability function for X(·) and c 1 , c 2 are some finite positive constants. Then the process {X(k), Π(k), k < ∞} has at most one stationary measure. Remarks on the Proof. The proof is based on the properties of Hilbert's projective metric (see [4] ) on the space of finite measures. It can be shown that for x, ν 1 , ν 2 as in the beginning of the section, the Hilbert distance between Π ν1 (m) and Π ν2 (m) converges to zero a.s. P x as m → ∞. This fact is proved for n = 1 in [2] and for n ≥ 1, in the special case of finite state Markov chains in [10] . The case of general compact state space follows by similar arguments. The convergence in the Hilbert metric implies the convergence in total variation norm which in turn implies the property of the filter forgetting its initial condition in the sense of Definition 7.1.
Since X(·) is Feller with a compact state space, it has at least one invariant measure. Finally, if µ 1 , µ 2 are two such invariant measures, we have, using the properties of Hilbert metric and (7.2) , that the Hilbert distance between P (·, n|x)µ 1 (dx) and P (·, n|x)µ 2 (dx) converges to zero as n → ∞. This implies that µ 1 = µ 2 and therefore Theorem 7.1 can be applied.
Theorem 7.3. Let the signal be given via (2.1) and suppose that it takes values in a compact Riemannian manifold. Suppose that p(·) and σ(·) are Lipschitz continuous and that the generator of the Markov process is strictly elliptic. Assume that the observation process is given via (2.2) with g(·) a twice continuously differentiable realvalued function. Then (X(·), Π(·)) has a unique stationary measure.
Remarks on the Proof. Arguments as in Theorems 3.1 and 3.2 show that (X(·), Π(·)) has at least one invariant measure. Furthermore, upper and lower bounds on the transition probability kernel of a Markov diffusion process on a compact manifold (see [2] ) yield that if µ 1 and µ 2 are two invariant measures for X(·), then the Hilbert distance between P (·, t|x)µ 1 (dx) and P (·, t|x)µ 2 (dx) converges to 0 as t → ∞, where P (·, t|x) is the transition probability kernel of X(·). This proves the uniqueness of the invariant measure for X(·). Let h(·) denote the Hilbert distance between the measures. Next, the results in [2] show that, for the additive white noise corrupted observation case, where x, ν 1 , ν 2 are as in the beginning of this section and satisfy h(ν 1 , ν 2 ) < ∞, a.s. P x , we have that h(Π ν1 (t), Π ν2 (t)) converges to zero a.s. P x as t → ∞. The constraint, h(ν 1 , ν 2 ) < ∞, can be removed using techniques similar to those of [7, Theorem 3.2] on first proving that the P x -probability of the event, h(Π ν1 (t), Π ν2 (t)) < ∞ for some t, is one.
