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ANALOGUES ELLIPTIQUES DES NOMBRES MULTIZE´TAS
BENJAMIN ENRIQUEZ
Re´sume´. Nous e´tudions des fonctions du parame`tre elliptique de´finies commes inte´grales ite´re´es de
fonctions elliptiques. Nous e´tablissons leur lien avec les “associateurs elliptiques” de notre pre´ce´dent
travail au moyen de re´alisations fonctionnelles d’alge`bres de Lie apparaissant dans cette the´orie.
Introduction
La the´orie des nombres multize´tas a de´bute´ dans [Za] avec la construction de familles de relations
entre ces nombres, reposant en partie sur le lien observe´ par Kontsevich entre multize´tas et inte´grales
ite´re´es sur les espaces de modules de courbes rationnelles avec points marque´s. Paralle`lement,
Drinfeld a e´tabli des relations d’origine ge´ome´trique satisfaites par une se´rie non-commutative,
l’associateur KZ ([Dr]) ; Le et Murakami ont identifie´ l’associateur KZ a` une se´rie ge´ne´ratrice
des multize´tas ([LM]), ce qui a permis de conside´rer les relations de l’associateur KZ comme un
deuxie`me syste`me de relations entre multize´tas. Le lien entre les deux syste`mes de relations a e´te´
e´tudie´ par Furusho ([Fu]).
Un analogue elliptique de la the´orie des associateurs a e´te´ construit dans [En2] a` partir d’un
analogue elliptique de la connection de Knizhnik-Zamolodchikov ([CEE], voir aussi [LR]). Le roˆle
de l’associateur KZ y est tenu par un couple de fonctions (A(τ), B(τ)) d’un parame`tre τ dans
le demi-plan de Poincare´, a` valeurs dans un groupe de se´ries non-commutatives a` deux variables
exp(ˆf2). Les re´sultats principaux de [En2] sur le couple (A(τ), B(τ)) sont : le comportement
de ce couple sous les transformations modulaires ; une famille de relations alge´briques (d’origine
ge´ome´trique) satisfaites par (A(τ), B(τ)) ; une e´quation diffe´rentielle satisfaite par le meˆme objet ;
son comportement en τ → i∞. Un corollaire de cette e´tude est une famille de relations alge´briques
entre inte´grales ite´re´es de se´ries d’Eisenstein et multize´tas. Un roˆle important est joue´ dans cette
the´orie, et e´galement dans la the´orie relie´e des motifs elliptiques universels ([HM, Pk]), par une
alge`bre de Lie 〈δ2n, n ≥ −1〉 ⊂ Der(f2). Nous rappelons ces re´sultats en section 1.
Le but principal de cet article est l’e´tude des coefficients des se´ries A(τ), B(τ). Il s’agit de
fonctions
Id(τ), Jd(τ), d = (d1, . . . , dn) ∈ {−1, 0, 1, . . .}
n
du parame`tre elliptique, qui sont des analogues elliptiques des nombres multize´tas.
La section 2 est consacre´e a` la de´termination d’expressions inte´grales pour ces fonctions. Nous
utilisons pour cela le calcul de l’holonomie re´gularise´e des e´quations diffe´rentielles sur ]0, 1[ a` valeurs
dans une alge`bre libre, avec singularite´s aux extre´mite´s. Ce calcul a e´te´ effectue´ dans [En1] a` partir
d’ide´es contenues dans [LM]. Le re´sultat de [En1] est formule´ en sections 2.1 et 2.2, et applique´ en
sections 2.3 et 2.4 au calcul d’expressions inte´grales pour les Id(τ), Jd(τ) (relations (18), (19), (20),
(21)). En section 2.5, nous traduisons en termes des Id(τ), Jd(τ) certaines identite´s satisfaites par
(A(τ), B(τ)).
La section 3 est consacre´e aux syste`mes diffe´rentiels satisfaits par les Id(τ), Jd(τ). En section
3.1, on construit des syste`mes diffe´rentiels satisfaits par des inte´grales ite´re´es ge´ne´rales du type de
celles introduites en section 2.2. En section 3.2, on applique ce re´sultat aux fonctions Id(τ), Jd(τ)
et on obtient ainsi un syste`me diffe´rentiel satisfait par ces fonctions (the´ore`me 3.10).
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En section 4, on montre l’e´quivalence entre ce syste`me diffe´rentiel et le syste`me diffe´rentiel satis-
fait par (A(τ), B(τ)) explicite´ dans [En2]. Ceci est re´alise´ au moyen d’une re´alisation fonctionnelle
de l’alge`bre de Lie 〈δ2n, n ≥ −1〉 (section 4).
Enfin, en section 5, on applique le syste`me diffe´rentiel du the´ore`me 3.10 au de´veloppement asymp-
totique des Id(τ), Jd(τ) en τ → i∞ ; on montre que ce de´veloppement asymptotique s’exprime a`
l’aide de nombres multize´tas.
Signalons enfin les liens possibles entre le pre´sent travail et [BL] : les auteurs de cet article
construisent une the´orie des polylogarithmes elliptiques multiples, qui sont certaines fonctions mul-
tivalue´es sur la varie´te´ Enτ , ou` Eτ := C/(Z + τZ). Ils projettent d’en de´duire, par spe´cialisation,
des fonctions de τ qu’ils appellent “fonctions multize´tas elliptiques”. On peut s’attendre a` ce que
ces fonctions pre´sentent des liens e´troits avec les fonctions Id(τ), Jd(τ) du pre´sent article.
1. Pre´liminaires : associateurs elliptiques
Dans cette section, nous rappelons la construction et les proprie´te´s de la fonction τ 7→ (A(τ), B(τ))
([En2]).
1.1. De´finition de (A(τ), B(τ)). Soit pour n ≥ 2, t¯1,n l’alge`bre de Lie pre´sente´e par les ge´ne´rateurs
xi, yi, i ∈ {1, . . . , n} et les relations
∑
i xi =
∑
i yi = 0, [xi, xj] = [yi, yj] = 0, [xi, yj ] = [xj , yi] =: tij
si i 6= j, [xk, tij ] = [yk, tij ] = 0 si i, j, k sont distincts. En particulier, l’alge`bre de Lie t¯1,2 s’identifie
a` l’alge`bre de Lie f2 librement engendre´e par les deux ge´ne´rateurs x := x1 et y := y1.
Soit H := {τ ∈ C|ℑ(τ) > 0} le demi-plan de Poincare´. On note (z, τ) 7→ θτ (z) la fonction sur
C× H donne´e par1
θτ (z) :=
eπ i z − e−π i z
2π i
∏
n>0
(1− e2π i(z+nτ))(1− e2π i(−z+nτ))
(1− e2π inτ )2
.
On a θτ (z+1) = −θτ (z) = θτ (−z), θτ (z+τ) = −e
− i πτe−2π i zθτ (z),
∂
∂z θτ (z)|z=0 = 1, et (θτ (−))
−1(0) =
Z+ τZ. La fonction θτ (−) est relie´e a` la fonction theˆta de Jacobi donne´e par
ϑ1(z, τ) = −
∑
n∈Z+ 1
2
eπ in
2+2π in(z+ 1
2
)
par l’identite´ ϑ1(z, τ) = 2πη(τ)
3θτ (z), ou` η(τ) = q
1
24
∏
n>0(1− q
n) et q = e2π i τ .
On de´finit A(τ), B(τ) comme les holonomies re´gularise´es de l’e´quation diffe´rentielle
X ′(z) = −
θτ (z + adx) ad x
θτ (z)θτ (ad x)
(y) ·X(z), (1)
a` valeurs dans le groupe exp(ˆ¯t1,2) le long les chemins [0, 1] et [0, τ ] (l’alge`bre de Lie est comple´te´e
pour le degre´ en x, y). Dans cette e´quation, on donne a` l’expression f(z, adx)(y) la valeur
∑
n≥0 gn(z)(adx)
n(y),
ou` gn(z) :=
1
n!(
∂
∂t)
nf(z, t)|t=0, et f(z, t) est une fonction analytique en deux variables, re´gulie`re en
t = 0 (ici f(z, t) = − θτ (z+t)θτ (z)
t
θτ (t)
, qui vaut −1 en t = 0). Cette e´quation admet une solution X(z)
de´finie sur {a+ bτ |(a, b) ∈]0, 1[2} telle que X(z) ≃ (−2π i z)−[x,y] en z → 0. Alors
A(τ) := X(z)−1X(z + 1), B(τ) := X(z)−1e2π ixX(z + τ).
Ce sont des e´le´ments du groupe exp(ˆ¯t1,2).
1.2. Proprie´te´s de A(τ), B(τ).
1On note i :=
√
−1.
2
1.2.1. Proprie´te´s modulaires. On a d’apre`s [En2], Proposition 66
A(
−1
τ
) = Ad
(−1
τ
)−t
◦ ατ (B(τ)
−1), B(
−1
τ
) = Ad
(−1
τ
)−1
◦ ατ (BAB
−1(τ)), (2)
ou` ατ ∈ Aut(exp(ˆf2)) est donne´ par x 7→ −τx, y 7→ −2π i x− τ
−1y,
t := −[x, y]
et (−τ−1)−t := exp(− log(−τ−1)t), la de´termination du logarithme e´tant de partie imaginaire
comprise entre 0 et π.
Les identite´s (−I2)(A(τ)) = A(τ)
2,1, (−I2)(B(τ)) = B(τ)
2,1, dans lesquelles (−I2) est l’automorphisme
de exp(ˆf2) induit par x 7→ −x, y 7→ −y, et les identite´s (5) (voir section 1.2.2) impliquent
(−I2)(A(τ)) = e
− iπtA(τ)−1e− iπt, (−I2)(B(τ)) = e
i πtB(τ)−1ei πt.
Compte tenu des ces identite´s et de (6), les deux parties de (2) sont e´quivalentes apre`s application
de τ 7→ −τ−1 a` l’une d’elles.
1.2.2. Relations alge´briques. Soit Φ(a, b) l’associateur KZ, de´fini par Φ(a, b) = Y −11 Y0, ou` Yi sont les
solutions de Y ′(z) = (a/z+b/(z−1))Y (z) sur ]0, 1[ telles que Y0(z) ≃ z
a en z → 0, Y1(z) ≃ (1−z)
b
en z → 1, et ou` a, b sont des variables formelles non-commutatives.
On pose
α+ := e
iπ(t12+t13)A(τ)1,23Φ(t12, t23), α− := e
− iπ(t12+t13)B(τ)1,23Φ(t12, t23),
ou` a 7→ a1,23 est le morphisme d’alge`bres de Lie t¯1,2 → t¯1,3 tel que x1 7→ x1, x2 7→ x2+x3, y1 7→ y1,
y2 7→ y2 + y3.
La premie`re famille de relations satisfaites par (A(τ), B(τ)) est
α3,1,2± α
2,3,1
± α± = 1 (dans exp(ˆ¯t1,3)), (3)
ou` a 7→ a2,3,1 est l’automorphisme de t¯1,3 tel que xi 7→ xi+1 mod 3, yi 7→ yi+1 mod 3, et a 7→ a
3,1,2 est
le carre´ de cet automorphisme.
Le couple (A(τ), B(τ)) satisfait d’autre part la relation
(Φ(t12, t23)
−1 ∗B(τ)1,23, (e− i πt12Φ(t21, t13)) ∗ (A(τ)
2,13)−1) = e2π i t12 (dans exp(ˆ¯t1,3)), (4)
ou` (x, y) := xyx−1y−1, x ∗ y := xyx−1, t12 := [x1, y2] et a 7→ a
2,13 est le morphisme t¯1,2 → t¯1,3
donne´ par x1 7→ x2, x2 7→ x1 + x3, y1 7→ y2, y2 7→ y1 + y3.
Les relations (3) impliquent alors
ei πtA(τ)ei πtA(τ)2,1 = e− iπtB(τ)e− iπtB(τ)2,1 = 1 (dans exp(ˆ¯t1,2)), (5)
ou` a 7→ a2,1 est l’automorphisme involutif de t1,2 donne´ par x1 ↔ x2, y1 ↔ y2, et la relation (4)
implique
(A(τ), B(τ)) = e−2π i t (dans exp(ˆ¯t1,2)). (6)
1.2.3. Equations diffe´rentielles. Pour chaque n ≥ −1, il existe une unique de´rivation de f2, ho-
moge`ne pour le bidegre´ en (x, y) et telle que δ2n(x) = ad(x)
2n+2(y) =: [x2n+2y] et δ2n([x, y]) = 0.
Les fonctions A(τ), B(τ) satisfont alors les e´quations diffe´rentielles
2π i ∂τA(τ) = −(
∑
n≥−1
(2n+1)G2n+2(τ)δ2n)(A(τ)), 2π i ∂τB(τ) = −(
∑
n≥−1
(2n+1)G2n+2(τ)δ2n)(B(τ)).
(7)
(cf. [En2], Proposition 67), ou` les se´ries d’Eisenstein sont de´finies par
Gk(τ) =
∑
a∈(Z+τZ)−{0}
1
ak
si k est pair ≥ 4, G2(τ) =
∑
m∈Z
(
∑
n
′ 1
(n+mτ)2
), G0(τ) := −1,
3
et
∑′ signifie ∑n∈Z si m 6= 0 et ∑n∈Z−{0} si m = 0.
1.2.4. Comportement a` l’infini. On a
A(τ) = Φ(y˜, t)e2π i y˜Φ(y˜, t)−1 +O(e2π i τ ), (8)
B(τ) = eiπtΦ(−y˜ − t, t)e2π i xe2π i y˜τΦ(y˜, t)−1 +O(e2π i(1−ǫ)τ ) (9)
pour tout ǫ > 0, lorsque τ → i∞ ([CEE], de´monstration de Proposition 4.7 puis Lemma 4.14), ou`
y˜ := −
adx
e2π i adx − 1
(y)
et on rappelle que t = −[x, y] et Φ(a, b) est l’associateur KZ de´fini en section 1.2.2.
2. Les analogues elliptiques des nombres multize´tas
Dans cette section, nous calculons l’holonomie re´gularise´e de certaines e´quations diffe´rentielles
(section 2.1). Nous exprimons cette holonomie en termes d’inte´grales ite´re´es re´gularise´es (section
2.2). Nous utilisons ces re´gularisations en section 2.3 pour de´finir les fonctions du parame`tre
elliptique, analogues des nombres multize´tas. Nous montrons que les fonctions A(τ), B(τ) peuvent
s’interpre´ter comme des se´ries ge´ne´ratrices pour ces fonctions (section 2.4). Les proprie´te´s de
A(τ), B(τ) peuvent donc se traduire en termes fonctionnels : c’est ce qui est fait explicitement en
section 2.5 pour certaines de ces proprie´te´s.
2.1. Holonomies re´gularise´es. Soit I un ensemble fini contenant les e´le´ments 0, 1. Soit Ω1 :=
Ω1(]0, 1[,C) l’espace des formes diffe´rentielles sur ]0, 1[ et soit i 7→ ωi une application I → Ω
1, telle
que ω0 = dlog(z), ω1 = dlog(1− z), et pour i 6= 0, 1, la forme ωi est re´gulie`re en 0 et 1.
Soit V := ⊕i∈ICai l’espace vectoriel engendre´ par I. On pose
ω :=
∑
i∈I
ωi · ai ∈ Ω
1(]0, 1[, V ).
On note T (V ) l’alge`bre tensorielle de V , munie du produit de concate´nation, et Tˆ (V ) sa comple´tion
pour le degre´ pour lequel V est de degre´ 1. L’e´quation diffe´rentielle df = ωf d’inconnue une fonction
f :]0, 1[→ Tˆ (V ) admet deux solutions f0 et f1, telles que f0(z) ∼ z
a0 pour z → 0 et f1(z) ∼ (1−z)
a1
pour z → 1. On de´finit alors l’holonomie re´gularise´e de cette e´quation diffe´rentielle comme
Hol([0, 1], ω) := f−11 f0 ∈ Tˆ (V ). (10)
D’apre`s [En1], appendice, on a
Hol([0, 1], ω)
= 1 +
∑
n≥1
∑
(i1,...,in)∈I
n,
i1 6=0,in 6=1
(∫
[0,1]
ωi1 • · · · • ωin
) ∑
A⊂{a|ia=0},
B⊂{b|ib=1}
(−a1)
|B|(ain · · · ai1)A,B(−a0)
|A|,
ou` (ain · · · ai1)A,B est le produit des aik , dans lequel k parcourt de facon de´croissante l’ensemble
[1, n] − (A ∪ B), et ou` on pose
∫
[0,1] α1 • · · · • αn :=
∫
∆n
α1 ⊗ · · · ⊗ αn, ou` ∆n est le simplexe
{(t1, . . . , tn) ∈ R
n|0 ≤ t1 ≤ . . . ≤ tn ≤ 1} pour α1, . . . , αn ∈ Ω
1.
Soit Holn([0, 1], ω) la partie de degre´ n de cette somme. Alors
Hol([0, 1], ω) =
∑
n≥0
Holn([0, 1], ω).
Soit x 7→ xop l’involution de T (V ) donne´e par (v1 ⊗ · · · ⊗ vk)
op := vk ⊗ · · · ⊗ v1. Soit m : C[a0] ⊗
T (V ) ⊗ C[a1] → T (V ) l’application compose´e C[a0] ⊗ T (V ) ⊗ C[a1] →֒ T (V )
⊗3 → T (V ), ou`
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la premie`re application est un produit tensoriel d’injections canoniques et de l’identite´, et ou` la
deuxie`me application est la multiplication de T (V ). Soit Op l’endomorphisme de T (V ) donne´ par
Op = (T (V )
mor
→ C[a0]⊗ T (V )⊗C[a1]
m
→ T (V )), (11)
ou` mor est le morphisme d’alge`bres induit par a0 7→ a
(2)
0 − a
(1)
0 , a1 7→ a
(2)
1 − a
(3)
1 , ai 7→ a
(2)
i , i 6= 0
(on note a
(1)
0 := a0 ⊗ 1⊗ 1, a
(2)
i := 1⊗ ai ⊗ 1, a
(3)
1 := 1⊗ 1⊗ a1).
Posons ω0 := ω0 ⊗ a0, ω1 := ω1 ⊗ a1 ; ce sont des e´le´ments de Ω
1 ⊗ V . Alors
Hol0([0, 1], ω) = 1, Hol1([0, 1], ω) = (
∫
[0,1]
⊗id)(ω − ω0 − ω1),
et si n ≥ 2,
Holn([0, 1], ω)
op = (
∫
∆n
⊗Op)((ω − ω0) ◦ ω
◦n−2 ◦ (ω − ω1))
ou` ◦ est le produit de l’alge`bre tensorielle T (Ω1 ⊗ V ).
Notons ω 7→ ω01, ω02, ω03 les applications naturelles de Ω1⊗Ca0, Ω
1⊗V , Ω1⊗Ca1 vers T (Ω
1)⊗
C[a0]⊗ T (V )⊗ C[a1]. Alors (11) implique que pour n ≥ 2,
Holn([0, 1], ω)
op = (
∫
∆n
⊗m)
(
((ω−ω0)
02−ω031 )◦ (ω
02−ω010 −ω
03
1 )
◦n−2 ◦ ((ω−ω1)
02−ω010 )
)
, (12)
ou` le terme entre crochets est un e´le´ment de T (Ω1)⊗ C[a0]⊗ T (V )⊗ C[a1].
On montre facilement l’e´nonce´ suivant :
Lemme 2.1. Soit Ω, V des espaces vectoriels, soit A une alge`bre commutative. On note ω 7→ ω12,
α 7→ α13 les applications naturelles de Ω⊗V et Ω⊗A vers T (Ω)⊗T (V )⊗A. On note x le produit
de battage de T (Ω), donne´ par (x1 ⊗ · · · ⊗ xk)(xk+1 ⊗ · · · ⊗ xk+l) =
∑
xf(1) ⊗ · · · ⊗ xf(k+l), ou` la
somme parcourt les permutations de [1, k + l] telles que si f(i) < f(j) ≤ k ou l + 1 ≤ f(i) < f(j),
alors i < j. On note e´galement x : (T (Ω) ⊗ T (V )) ⊗ (T (Ω) ⊗ A) → T (Ω) ⊗ T (V ) ⊗ A le produit
tensoriel du produit x : T (Ω)⊗2 → T (Ω) avec les endomorphismes identite´ de T (V ) et de A.
Si ω ∈ Ω⊗ V , α ∈ Ω⊗A, alors
(ω12 + α13)◦n =
n∑
k=0
ω◦n−kxα◦k,
ou` les puissances sont calcule´es dans les produits tensoriels T (Ω) ⊗ T (V ) ⊗ A, T (Ω) ⊗ T (V ) et
T (Ω)⊗A, ou` T (Ω) est muni du produit de battage et T (V ) du produit de concate´nation.
En appliquant cette e´galite´ au membre de droite de (12), on trouve
Holn([0, 1], ω)
op =
∑
k,l≥0
k+l≤n−2
(−a0)
k
(∫
∆n
(ω − ω0) ◦ (ω
◦k
0 xω
◦l
1 xω
◦n−2−k−l) ◦ (ω − ω1)
)
(−a1)
l
+ (−a0)
k
(∫
∆n
ω1 ◦ (ω
◦k
0 xω
◦l
1 xω
◦n−2−k−l) ◦ (ω − ω1)
)
(−a1)
l+1
+ (−a0)
k+1
(∫
∆n
(ω − ω0) ◦ (ω
◦k
0 xω
◦l
1 xω
◦n−2−k−l) ◦ ω0)
)
(−a1)
l
+ (−a0)
k+1
(∫
∆n
ω1 ◦ (ω
◦k
0 xω
◦l
1 xω
◦n−2−k−l) ◦ ω0)
)
(−a1)
l+1 (13)
pour k ≥ 2, expression dans lequelle ◦ est le produit de concate´nation dans T (Ω1) ou T (Ω1)⊗T (V ),
l’espace T (Ω1) est conside´re´ comme un sous-espace de T (Ω1) ⊗ T (V ) par tensorisation avec 1,
le symbole x de´signe le produit sur T (Ω1) ⊗ T (V ), produit tensoriel du produit de battage et
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du produit de concate´nation, et
∫
∆n
: T (Ω1) ⊗ T (V ) → T (V ) de´signe le produit tensoriel de∫
∆n
: T (Ω1)→ C avec l’identite´ de T (V ).
En utilisant l’identite´ (a◦A)x(b◦B) = a◦(Ax(b◦B))+b◦(Bx(a◦A)) dans T (Ω1), ou` a, b ∈ Ω1,
A,B ∈ T (Ω1), on simplifie ainsi cette expression
Holn([0, 1], ω)
op =
∫
∆n
∑
k,l≥0
k+l≤n−2
(−a0)
k
(
ω◦k0 xω
◦l
1 xω
◦n−2−k−l
)
(−a1)
l, (14)
dans laquelle les signes somme et inte´grale ne peuvent eˆtre inverse´s, les termes individuels de la
somme n’e´tant pas inte´grables.
Remarque 2.2. On peut re´duire la dimension du simplexe d’inte´gration dans les formules (13),
(14) en utilisant l’identite´
∫
∆n
α ◦ ((df)◦ax(dg)◦bxβ) ◦ γ =
∑
a′,a′′|a′+a′′=a
∑
b′,b′′|b′+b′′=b
∫
∆n−a−b
(−f)a
′′
a′′!
(−g)b
′′
b′′!
α ◦ β ◦ γ
fa
′
a′!
gb
′′
b′′!
dans laquelle α, β, γ sont dans T (Ω1) et f, g sont des fonctions sur [0, 1].
2.2. Inte´grales ite´re´es re´gularise´es. Soit A une alge`bre, limite projective d’alge`bres de dimen-
sion finie. Soit a0, a1 des e´le´ments de A, et posons
Ωa0,a1 := {ω ∈ Ω
1(]0, 1[,A)|ω = a0dlog(z) +O(1) si z → 0, ω = a1dlog(1− z) +O(1) si z → 1}.
(15)
Pour ω ∈ Ωa0,a1 , on pose
Ireg
[0,1]
(ω) :=
∫
[0,1]
(ω − a0dlog(z)− a1dlog(1− z)).
Pour n ≥ 2 et ω1, . . . ,ωn ∈ Ωa0,a1 , on pose
Ireg[0,1](ω1, . . . ,ωn) :=
∑
a,b,ǫ,η|
a,b≥0,a+b≤n−2,
ǫ,η∈{0,1}
aa+ǫ0 · I
ǫη
a,b · a
b+η
1 ,
le produit e´tant calcule´ dans Aop (l’alge`bre oppose´e a` A), ou`
I00a,b =
∫
∆n
(ωa+1−a0dlog(z))◦
(
(−dlog(z))◦ax(−dlog(1−z))◦bx(ωa+2◦· · ·◦ωn−b−1)
)
◦(ωn−b−a1dlog(1−z)),
I01a,b =
∫
∆n
(−dlog(1−z))◦
(
(−dlog(z))◦ax(−dlog(1−z))◦bx(ωa+1◦· · ·◦ωn−b−2)
)
◦(ωn−b−1−a1dlog(1−z)),
I10a,b =
∫
∆n
(ωa+2 − a0dlog(z)) ◦
(
(−dlog(z))◦ax(−dlog(1− z))◦bx(ωa+3 ◦ · · · ◦ωn−b)
)
◦ (−dlog(z)),
I11a,b =
∫
∆n
(−dlog(1− z)) ◦
(
(−dlog(z))◦ax(−dlog(1− z))◦bx(ωa+2 ◦ · · · ◦ ωn−b−1)
)
◦ (−dlog(z)),
ou` : ◦ est le produit dans T (Ω1)⊗Aop, les formes dlog(z), dlog(1− z) de Ω1 sont identifie´es a` des
e´le´ments de T (Ω1)⊗Aop par tensorisation avec 1, on note l’application
∫
∆k
⊗id : (Ω1)⊗k⊗Aop → Aop
simplement
∫
∆k
.
On a alors :
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Proposition 2.3. Soit A une alge`bre, limite projective d’alge`bres de dimension finie. Soit a0,a1 des
e´le´ments de A et soit ω un e´le´ment de Ωa0,a1. L’holonomie re´gularise´e Hol([0, 1],ω) de l’e´quation
diffe´rentielle df = ωf , de´finie par (10), est donne´e par
Hol([0, 1],ω) = 1 +
∑
n≥1
Ireg[0,1](ω, . . . ,ω︸ ︷︷ ︸
n
). (16)
Soit M une varie´te´ lisse, U ⊂ M un ouvert, et γ : [0, 1] → M un chemin tel que γ(]0, 1[) ⊂ U .
Pour A,a0,a1 comme ci-dessus, on pose
Ωa0,a1(γ) := {ω ∈ Ω
1(U,A)|γ∗(ω) ∈ Ωa0,a1}; (17)
pour ω1, . . . ,ωn ∈ Ωa0,a1(γ), on pose I
reg
γ (ω1, . . . ,ωn) := I
reg
[0,1](γ
∗(ω1), . . . , γ
∗(ωn)). Enfin, pour
ω ∈ Ωa0,a1(γ), on pose Hol(γ,ω) := Hol([0, 1], γ
∗(ω)). On a alors
Hol(γ,ω) = 1 +
∑
n≥1
Iregγ (ω, . . . ,ω︸ ︷︷ ︸
n
).
Example 2.4. For n = 2,
Ireg[0,1](ω1,ω2) =
∫
∆2
(ω1 − a0dlog(z)) ◦ (ω2 − a1dlog(1− z)) + (−dlog(1− z)) ◦ (ω2 − a1dlog(z)) · a1
+ a0 · (ω1 − a0dlog(z)) ◦ (−dlog(z)) + a0 · (−dlog(1− z)) ◦ (−dlog(z)) · a1.
2.3. Les analogues elliptiques des nombres multize´tas. Fixons τ ∈ H. Pour x ∈ C, on pose
στx(z) :=
θτ (z + x)
θτ (z)θτ (x)
.
Conside´rant x comme une variable formelle proche de 0, on voit στx comme un e´le´ment de x
−1Mer(C)[[x]],
ou` Mer(C) = {fonctions me´romorphes de´finies sur C}. Plus pre´cise´ment :
Proposition 2.5. στx admet le de´veloppement
στx(z) =
1
x
+
∑
n≥0
kτn(z)x
n,
avec kτ0 (z) = (θ
′
τ/θτ )(z) et k
τ
n finie en 0 et 1 si n > 0.
De´monstration. Le parame`tre τ e´tant fixe´, on conside`re θτ (−) comme une fonction de la variable
z. On a xστx(z)|x=0 = 1. De plus,
(στx(z)−
1
x
)|x=0 =
1
x
(
θτ (z + x)
θτ (z)
x
θτ (x)
− 1)|x=0 =
θ′τ
θτ
(z).
Enfin, le de´veloppement de στx(z) en z = 0 est, compte tenu de l’imparite´ de θτ
στx(z) =
θτ (x+ z)
θτ (x)
1
θτ (z)
= (1 + z
θ′τ
θτ
(x) +O(z2))(
1
z
+O(z)) =
1
z
+
θ′τ
θτ
(x) +O(z).
Donc
στx(z)− (
1
x
+ kτ0 (z)) = (
θ′τ
θτ
(x)−
1
x
) + (
1
z
−
θ′τ
θτ
(z)) +O(z)
qui est fini en z = 0. Il s’ensuit que les kτn sont finis en 0. Par syme´trie, ils sont e´galement finis en
1. 
Posons A := C, a0 = a1 := 1. Alors pour x ∈ C, la forme σ
τ
x(z)dz appartient a` l’espace Ω1,1
de´fini par (15).
De meˆme, la forme e2π i
xz
τ στx(z)dz appartient a` l’espace Ω1,1([0, τ ]) de´fini par (17), ou` [0, τ ] est
le chemin line´aire [0, 1]→ [0, τ ] trace´ sur C.
On pose alors :
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De´finition 2.6. On note [0, 1] et [0, τ ] les chemins line´aires [0, 1] → [0, 1] et [0, 1] → [0, τ ] trace´s
sur C. Pour τ ∈ H, on pose
Ix1,...,xn(τ) := I
reg
[0,1](σ
τ
x1dz, . . . , σ
τ
xndz) (18)
Jx1,...,xn(τ) := I
reg
[0,τ ](e
2π i
x1z
τ στx1(z)dz, . . . , e
2π i xnz
τ στxn(z)dz); (19)
ce sont des se´ries dans (x1 · · · xn)
−1C[[x1, . . . , xn]].
En utilisant (13), on trouve pour n ≥ 0
Ix1,...,xn(τ) =
∑
k,l|k,l≥0,
k+l≤n−2
(20)
∫
∆n
(στxk+1 − dlog(z)) ◦
(
(−dlog(z))◦ax(−dlog(1− z))◦bx(στxk+2 ◦ · · · ◦ σ
τ
xn−l−1
)
)
◦ (στxn−l − dlog(1− z))
+
∫
∆n
(−dlog(1− z)) ◦
(
(−dlog(z))◦ax(−dlog(1− z))◦bx(στxk+1 ◦ · · · ◦ σ
τ
xn−l−2
)
)
◦ (στxn−l−1 − dlog(1− z))
+
∫
∆n
(στxk+2 − dlog(z)) ◦
(
(−dlog(z))◦ax(−dlog(1− z))◦bx(στxk+3 ◦ · · · ◦ σ
τ
xn−l
)
)
◦ (−dlog(z))
+
∫
∆n
(−dlog(1− z)) ◦
(
(−dlog(z))◦ax(−dlog(1− z))◦bx(στxk+2 ◦ · · · ◦ σ
τ
xn−l−1
)
)
◦ (−dlog(z))
ce qui donne
Ix1,...,xn(τ) =
∫
∆n
∑
k,l|k,l≥0,
k+l≤n−2
(−dlog(z))◦kx(−dlog(1− z))◦l ◦ (στxk+1 ◦ · · · ◦ σ
τ
xn−l
) (21)
(en notant στx a` la place de σ
τ
x(z)dz). En particulier, on a
Ix,y(τ) =
∫
∆2
(στx − dlog(z)) ◦ (σ
τ
y − dlog(1− z))− dlog(1− z) ◦ (σ
τ
x − dlog(1− z))
− (στy − dlog(z)) ◦ dlog(z) + dlog(1− z) ◦ dlog(z)
On a aussi
Ix(τ) =
∫
[0,1]
(στx(z)dz − dlog(z)− dlog(1− z))
La fonction Jx1,...,xn(τ) est donne´e par les formules analogues, obtenues au moyen des substitutions
[0, 1]→ [0, τ ], log(z)→ log(z/τ), log(1− z)→ log(1− zτ ), σ
τ
x(z)dz → e
2π i xz
τ στx(z)dz.
Pour d := (d1, . . . , dn) ∈ Z
n
≥−1, on note Id(τ), Jd(τ) les nombres complexes de´finis par
Ix(τ) =
∑
d∈Zn≥−1
Id(τ)x
d, Jx(τ) =
∑
d∈Zn≥−1
Jd(τ)x
d,
ou` x := (x1, . . . , xn) et x
d := xd11 · · · x
dn
n . On a en particulier I−1,...,−1︸ ︷︷ ︸
n
(τ) = 1/n!, J−1,...,−1︸ ︷︷ ︸
n
(τ) =
τn/n!.
On appelle les fonctions Id(τ), Jd(τ) les analogues elliptiques des nombres multize´tas ; les
Ix1,...,xn(τ), Jx1,...,xn(τ) en sont des se´ries ge´ne´ratrices. Cette terminologie est justifie´e par les
re´sultats de la section suivante.
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2.4. Lien avec le de´veloppement de A(τ), B(τ). Soit
F := ⊕n≥0Fn :=
⊕
n≥0
(x1 · · · xn)
−1C[[x1, . . . , xn]];
munie du produit f ∗ g := h, avec h(x1, . . . , xn+m) := f(x1, . . . , xn)g(xn+1, . . . , xn+m) pour f ∈ Fn,
g ∈ Fm, c’est une alge`bre gradue´e.
L’alge`bre de Lie f2 est librement engendre´e par les e´le´ments x, y et est bigradue´e par le degre´ en
ces ge´ne´rateurs. Par e´limination de Lazard, la somme directe f2⊖Cx de ses composantes de degre´
> 0 en x est l’alge`bre de Lie librement engendre´e par les [xny] := (adx)n(y), n ≥ 0. Son alge`bre
enveloppante est donc l’alge`bre associative libre sur ces ge´ne´rateurs. On note A la comple´tion de
cette alge`bre enveloppante pour le degre´ total en x, y.
On en de´duit :
Lemme 2.7. On a un isomorphisme entre A et la comple´tion Fˆ :=
∏
n≥0 Fn de F via
[xd1y] · · · [xdny]↔ xd1−11 · · · x
dn−1
n ∈ Fn.
On conside`re l’alge`bre enveloppante de f2 ⊖ Cx comme gradue´e par le degre´ total en x, y ; son
alge`bre enveloppante est donc gradue´e avec composantes homoge`nes de dimension finie, et A est
donc une limite projective d’alge`bres de dimension finie.
Posons a0 = a1 := t = −[x, y] et
ω(z)dz := −
θτ (z + ad(x))
θτ (z)
ad(x)
θτ (ad(x))
(y)dz ∈ Ω1(]0, 1[,A).
Alors ω(z)dz ∈ Ωa0,a1 . On lui associe
I(τ) := Hol([0, 1],ω) ∈ A.
On pose ω˜(z)dz := e2π i
z
τ ω(z)dz. Cette forme admet comme poˆle t en 0 et τ , donc ω˜ ∈ Ωa0,a1([0, τ ]),
ou` [0, τ ] est le chemin line´aire [0, 1]→ [0, τ ]. On pose alors
J(τ) := Hol([0, τ ], ω˜) ∈ A.
Sous l’isomorphisme du lemme 2.7, on a
A ∋ ω ↔ −στx(z)dz ∈ F1,
d’ou`
A ∋ Ireg(ω, . . . ,ω︸ ︷︷ ︸
n
)↔ (−1)nIreg[0,1](σ
τ
xn , . . . , σ
τ
x1) = (−1)
nIxn,...,x1(τ) ∈ Fn,
d’ou`
A ∋ I(τ)↔
(
(−1)nIxn,...,x1(τ)
)
n≥0
∈ Fˆ . (22)
On montre de meˆme la correspondance
A ∋ J(τ)↔
(
(−1)nJxn,...,x1(τ)
)
n≥0
∈ Fˆ . (23)
Les solutions f0, f1 de df = ωf (voir section 2.1) sont relie´es a` X(z) (voir section 1.1) par X(z) =
f0(z)(−2π i)
t, X(z − 1) = f1(z)(2π i)
t. On en de´duit
Ad((2π)t)(ei
π
2
tA(τ)ei
π
2
t) = Hol([0, 1],Ω). (24)
On a B(τ) = Z(z)−1Z(z + τ), ou` Z(z) est la solution dans D := {a+ bτ |(a, b) ∈]0, 1[2} de
dZ = (
2π i x
τ
dz + ω˜(z)dz)Z
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telle que Z(z) ∼ (−2π i z)t pour z → 0. Soit e+ ∈ Der(f2) la de´rivation (x, y) 7→ (0, x). En
appliquant l’automorphisme exp(2π iτ e+) a` l’expression reliant B(τ) avec Z(z), on obtient :
exp(
2π i
τ
e+)(B(τ)) = T (z)
−1T (z + τ),
ou` T (z) est la solution dans D de dT = ω˜(z)dz · T , telle que T (z) ∼ (−2π i z)t en z → 0. Un
raisonnement analogue au pre´ce´dent donne alors
Ad((2π)t)(e− i
π
2
t · exp(
2π i
τ
e+)(B(τ)) · e
− i π
2
t) = Hol([0, τ ], Ω˜) (25)
(22) et (23) d’une part, (24) et (25) d’autre part impliquent :
Proposition 2.8. Sous l’isomorphisme du Lemme 2.7, on a
Ad((2π)t)
(
ei
π
2
tA(τ)ei
π
2
t
)
↔
(
Ixn,...,x1(τ)
)
n≥0
.
Ad((2π)t)
(
e− i
π
2
t · exp(
2π i
τ
e+)(B(τ)) · e
− i π
2
t
)
↔
(
(−1)nJxn,...,x1(τ)
)
n≥0
.
Remarque 2.9. Le formalisme de´veloppe´ par J. Ecalle utilise une variante de l’isomorphime
F ↔
⊕
n≥0 C[x1, . . . , xn] du lemme 2.7, donne´ par [x
d1y] · · · [xdny] = f ↔ maf := x
d1
1 · · · x
dn
n ∈
C[x1, . . . , xn].
2.5. Proprie´te´s alge´briques et modulaires. Les multize´tas elliptiques sont relie´s par l’identite´
modulaire
Jx1,...,xn(τ) = Ix1
τ
,...,xn
τ
(
−1
τ
), (26)
qui repose sur l’identite´ σ
−1/τ
x (z)dz = e2π i xτzσττx(τz)d(τz). L’identite´ (26) traduit l’identite´ (2)
reliant A(τ) et B(τ).
Le caracte`re “de type groupe” de A(τ), B(τ) se traduit par les identite´s
Id1,...,dn(τ)Idn+1,...,dn+m(τ) =
∑
σ∈Sn,m
Idσ(1),...,dσ(n+m)(τ), (27)
ou` Sn,m = {σ ∈ Sn+m|σ(i) < σ(j) si i < j ≤ n ou n+ 1 ≤ i < j}, ainsi que les identite´s similaires
pour les Jd(τ) (qui leur sont e´quivalentes compte tenu de (26)).
Les identite´s (5) se traduisent par
n∑
k=0
(−1)d1+···+dkId1,...,dk(τ)Idk+1,...,dn(τ) = 0 si n ≥ 1, d1, . . . , dn ≥ −1
et les identite´s analogues en remplac¸ant chaque Id par Jd (qui leur sont e´galement e´quivalentes).
3. Syste`me diffe´rentiel pour les analogues elliptiques des nombres multize´tas
Dans cette section, on montre que les inte´grales ite´re´es re´gularise´es de´finies dans la section 2.2
sont, sous certaines hypothe`ses, solutions de certains syste`mes diffe´rentiels (section 3.1). En section
3.2, on applique ce re´sultat aux analogues elliptiques des nombres multize´tas de´finis en section 2.3.
3.1. Syste`mes diffe´rentiels pour les inte´grales ite´re´es re´gularise´es. Soit I un intervalle de
R contenant 0. On note F l’ensemble des 1-formes lisses sur I×]0, 1[ de la forme ω = ω(t, z)dz, telles
que ω− dlog(z) admet un prolongement lisse a` I × [0, 1[ et ω− dlog(1− z) admet un prolongement
lisse a` I×]0, 1]. On note G l’ensemble des 1-formes lisses sur I × [0, 1] de la forme g = g(t, z)dt. On
suppose donne´s :
• des e´le´ments ωi (i = 1, . . . , n) et ψi,i+1 (i = 1, . . . , n − 1) de F ;
• des e´le´ments gi (i = 1, . . . , n) de G, tels que:
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(a) pour i = 1, . . . , n, la forme ωi(t, z)dz + gi(t, z)dt est ferme´e, ce qui se traduit par l’identite´
∂ωi
∂t
(t, z) =
∂gi
∂z
(t, z)
sur I×]0, 1[;
(b) pour i = 1, . . . , n− 1, on a l’identite´
gi(t, z)ωi+1(t, z)− gi+1(t, z)ωi(t, z) = (gi(t, 0) − gi+1(t, 0))ψi,i+1(t, z)
sur I×]0, 1[;
(c) pour i = 1, . . . , n, on a l’identite´ gi(t, 0) = gi(t, 1) sur I.
On se place dans le cadre de la section 2.2, avec A = C, a0 = a1 = 1, pour de´finir Ω1,1. Pour
tout α ∈ F et tout t ∈ I, la restriction αt de α a` {t}×]0, 1[ appartient a` Ω1,1. La de´finition de I
reg
[0,1]
en section 2.2 permet alors de de´finir le nombre Ireg[0,1](α
t
1, . . . , α
t
n) pour tous α1, . . . , αn ∈ F et t ∈ I.
Proposition 3.1. Sous les hypothe`ses du de´but de la section 3.1 sur (ωi)i=1,...,n, (ψi,i+1)i=1,...,n−1,
et (gi)i=1,...,n, on a l’identite´ suivante sur I
d
dt
Ireg[0,1](ω
t
1, . . . , ω
t
n) =− g
t
1(0)I
reg
[0,1](ω
t
2, . . . , ω
t
n) + g
t
n(0)I
reg
[0,1](ω
t
1, . . . , ω
t
n−1)
+
n−1∑
i=1
(gti(0) − g
t
i+1(0))I
reg
[0,1](ω
t
1, . . . , ψ
t
i,i+1, . . . , ω
t
n−1). (28)
La fin de cette section est consacre´ a` la de´monstration de cette proposition.
De´finition 3.2. On note Ω l’espace des 1-formes sur ]0, 1[ a` valeurs dans C, de la forme ω(z)dz =
(a0z +
a1
z−1+f0(z))dz, ou` f0(z) est une fonction lisse sur [0, 1] et a0, a1 ∈ C. On note Ωreg.0 et Ωreg.1
les sous-espaces de Ω de´finis par les conditions respectives a0 = 0 et a1 = 0.
On a une application line´aire Ω → C2 donne´e par ω(z)dz 7→ (a0, a1) ; Ωreg.0 et Ωreg.1 sont alors
les pre´images de 0⊕ C et C⊕ 0.
De´finition 3.3. Pour m ≥ 1, on de´finit le sous-espace (Ω⊗m)int de Ω
⊗m ainsi:
• si m = 1, alors Ωint := Ωreg.0 ∩ Ωreg.1;
• si m ≥ 2, alors (Ω⊗m)int := Ωreg.0 ⊗ Ω
⊗m−2 ⊗Ωreg.1.
On identifie Ω⊗m a` un sous-espace de Ωm(]0, 1[m,C). Alors l’image de chaque e´le´ment de (Ω⊗m)int
est absolument inte´grable sur le simplexe ∆m ⊂]0, 1[
m. L’inte´gration sur ∆m donne alors une
application line´aire ∫
∆m
: (Ω⊗m)int → C.
De´finition 3.4. Pour a ≥ 0, on pose (Ω⊗a)int.0 := Ωreg.0 ⊗ Ω
⊗a−1 si a > 0, et (Ω⊗a)int.0 := C si
a = 0. Pour b ≥ 0, on pose (Ω⊗b)int.1 := Ω
⊗a−1⊗Ωreg.1 si b > 0, et (Ω
⊗b)int.1 := C si b = 0. Enfin,
pour a, b ≥ 0, on pose (Ω⊗a ⊗ Ω⊗b)int := (Ω
⊗a)int.0 ⊗ (Ω
⊗b)int.1.
Soit g un e´le´ment de C∞([0, 1],C). Alors dg ∈ Ω. Pour m entier ≥ 1, on de´finit l’application
line´aire
ins(dg) :
⊕
a+b=m−1
Ω⊗a ⊗ Ω⊗b → Ω⊗m
comme la somme des applications Ω⊗a ⊗ Ω⊗b → Ω⊗m, α⊗ β 7→ α⊗ dg ⊗ β d’insertion de dg dans
le produit tensoriel.
Pour c ≥ 0, on de´finit une application line´aire
C∞([0, 1],C) ⊗ Ω⊗c → Ω⊗c, f ⊗ ω 7→ f · ω
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par f · (γ1 ◦ · · · ◦ γc) := (fγ1) ◦ · · · ◦ γc si c > 0, et f · 1 := f(1)1 pour c = 0 (fγ est le produit de la
fonction f et de la 1-forme γ). On de´finit de meˆme une application line´aire
Ω⊗c ⊗ C∞([0, 1],C) → Ω⊗c, ω ⊗ f 7→ ω · f
par (γ1 ◦ · · · ◦ γc) · f := γ1 ◦ · · · ◦ (fγc) si c > 0, et 1 · f := f(0)1 pour c = 0.
Pour g dans C∞([0, 1],C), on de´finit alors des applications line´aires
l(g), r(g) :
⊕
a+b=m−1
Ω⊗a ⊗ Ω⊗b → Ω⊗m−1
comme e´tant les sommes directes des applications Ω⊗a⊗Ω⊗b → Ω⊗m−1 donne´es par l(g)(α⊗β) :=
α⊗ (g · β), r(g)(α ⊗ β) := (α · g) ⊗ β.
Comme dg ∈ Ωreg.0∩Ωreg.1 ⊂ Ω, il existe une application (
⊕
a+b=m−1 Ω
⊗a⊗Ω⊗b)int → (Ω
⊗m)int,
qui sera e´galement note´e ins(dg), telle que le diagramme suivant commute
(
⊕
a+b=m−1 Ω
⊗a ⊗Ω⊗b)int
ins(dg)
//
 _

(Ω⊗m)int _
⊕
a+b=m−1 Ω
⊗a ⊗ Ω⊗b
ins(dg) // Ω⊗m
Pour tout c ≥ 0, les applications C∞([0, 1],C)⊗Ω⊗c → Ω⊗c, f ⊗ω 7→ f ·ω et Ω⊗c⊗C∞([0, 1],C) →
Ω⊗c, ω⊗f 7→ ω ·f , se restreignent et corestreignent en des applications C∞([0, 1],C)⊗ (Ω⊗c)int.1 →
(Ω⊗c)int.1 et (Ω
⊗c)int.0⊗C
∞([0, 1],C) → (Ω⊗c)int.0. On en de´duit l’existence d’applications l(g), r(g) :
(
⊕
a+b=m−1 Ω
⊗a ⊗ Ω⊗b)int → (Ω
⊗m−1)int, telle que le diagramme
(
⊕
a+b=m−1 Ω
⊗a ⊗ Ω⊗b)int
l(g),r(g)
//
 _

(Ω⊗m−1)int _
⊕
a+b=m−1 Ω
⊗a ⊗ Ω⊗b
l(g),r(g)
// Ω⊗m−1
commute. Enfin, le diagramme suivant commute
(
⊕
a+b=m−1 Ω
⊗a ⊗Ω⊗b)int
ins(dg)
//
r(g)−l(g)

(Ω⊗m)int
∫
∆n

(Ω⊗m−1)int ∫
∆n−1
// C
par le the´ore`me de Fubini. On rassemble ces re´sultats dans le diagramme suivant
⊕
a+b=m−1 Ω
⊗a ⊗ Ω⊗b
ins(dg) //
r(g)−l(g)

Ω⊗m
(
⊕
a+b=m−1 Ω
⊗a ⊗ Ω⊗b)int
7 W
can
jj❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
ins(dg)
//
r(g)−l(g)

(Ω⊗m)int
∫
∆n

?
can
OO
Ω⊗m−1 (Ω⊗m−1)int?
_canoo ∫
∆n−1
// C
(29)
ou` chacun des carre´s commute, et ou` can sont des inclusions canoniques.
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Posons T (Ω) := ⊕a≥0Ω
⊗a. Les sommes sur m ≥ 0 des applications line´aires
l(g), r(g) :
⊕
a,b|a+b=m
Ω⊗a ⊗ Ω⊗b → Ω⊗m
sont des applications line´aires l(g), r(g) : T (Ω)⊗2 → T (Ω).
Muni du produit de battage x et du coproduit de de´concate´nation ∆x donne´ par ∆x(α1 ◦
· · · ◦ αn) :=
∑n
k=0(α1 ◦ · · · ◦ αk) ⊗ (αk+1 ◦ · · · ◦ αn), l’espace T (Ω) est une bige`bre. Le produit x
e´tant commutatif, les repre´sentations re´gulie`res a` gauche et a` droite de T (Ω) sont isomorphes ; ceci
donne un T (Ω)-module T (Ω). En utilisant le coproduit, on munit l’espace T (Ω)⊗2 d’une structure
de T (Ω)-module. On a alors :
Lemme 3.5. L’application line´aire r(g) − l(g) : T (Ω)⊗2 → T (Ω) est un morphisme de T (Ω)-
modules. En d’autres termes, on a
(r(g)− l(g))
(
(α(1)xβ)⊗ (α(2)xγ)
)
= αx
(
(r(g) − l(g))(β ⊗ γ)
)
(30)
(e´galite´ dans T (Ω)) pour tous α, β, γ dans T (Ω), dans laquelle on note ∆x(α) = α
(1) ⊗ α(2).
De´monstration. Notons a(g) := r(g) − l(g). Si β = γ = 1, le membre de gauche est e´gal a`
a(g)(α(1)⊗α(2)) qui est e´gal, apre`s simplifications, a` α◦ (g ·1)− (1 ·g)◦α = (g(1)−g(0))α. D’autre
part, le membre de droite est e´gal a` αx
(
a(g)(1 ⊗ 1)
)
= αx
(
(g · 1) − (1 · g)
)
= (g(1) − g(0))α.
L’identite´ (30) est donc satisfaite si β = γ = 1.
Si β ∈ Ω et γ = 1, alors le membre de gauche est e´gal a` a(g)((α(1)xβ) ⊗ α(2)), ce qui d’apre`s
l’identite´
∀α ∈ T (Ω),∀β ∈ Ω, αxβ = α(1) ◦ β ◦ α(2), (31)
est e´gal a` a(g)((α(1) ◦ β ◦ α(2))⊗ α(3)). Apre`s simplification, ce dernier terme est e´gal a` g(1)α(1) ◦
β ◦ α(2) − α(1) ◦ (gβ) ◦ α(2). D’autre part, le membre de droite est e´gal a` αx
(
a(g)(β ⊗ 1)
)
. On a
a(g)(β ⊗ 1) = g(1)β − gβ, donc compte tenu de (31), le membre de droite est e´gal a` α(1) ◦ (g(1)β −
gβ) ◦ α(2) L’identite´ (30) est donc satisfaite si β ∈ Ω et γ = 1. On montre de meˆme que l’identite´
(30) est satisfaite si β = 1 et γ ∈ Ω.
Si β et γ appartiennent a` Ω, le membre de gauche est e´gal a` a(g)
(
(α(1)xβ)⊗ (α(2)xγ)
)
, ce qui
d’apre`s (31) est e´gal a` a(g)
(
(α(1) ◦ β ◦ α(2))⊗ (α(3) ◦ γ ◦ α(4))
)
, terme qui compte tenu de l’e´galite´
suivante (dans laquelle T (Ω)+ = ⊕a>0Ω
⊗a)
∀α, β ∈ T (Ω),∀α, β ∈ T (Ω)+, a(g)((α ◦ α
′)⊗ (β′ ◦ β)) = α ◦ a(g)(α′ ⊗ β′) ◦ β
est e´gal a` α(1) ◦ a(g)
(
(β ◦ α(2))⊗ (α(3) ◦ γ)
)
◦ α(4). L’e´galite´ suivante
∀β, γ ∈ Ω,∀α ∈ T (Ω), a(g)
(
(β ◦ α(1))⊗ (α(2) ◦ γ)
)
= β ◦ α ◦ (gγ) − (gβ) ◦ α ◦ γ
implique alors que ce dernier terme est e´gal a` α(1) ◦
(
β ◦ α(2) ◦ (gγ) − (gβ) ◦ α(2) ◦ γ
)
◦ α(3). On a
l’identite´ suivante
∀β, γ ∈ Ω,∀α ∈ T (Ω), αx(β ◦ γ) = α(1) ◦ β ◦ α(2) ◦ γ ◦ α(3), (32)
qui permet d’exprimer le dernier terme comme αx
(
β ◦(gγ)− (gβ)◦γ
)
, qui est donc αxa(g)(β⊗γ),
et donc e´gal au membre de droite. L’identite´ (30) est donc satisfaite si β = 1 et γ ∈ Ω.
Les deux membres de l’identite´ (30) sont les valeurs en α⊗ β ⊗ γ de deux applications line´aires
gch, dt : T (Ω)⊗ T (Ω)⊗2 → T (Ω). La de´composition
T (Ω)⊗2 = T (Ω)⊗2+ ⊕ (T (Ω)+ ⊗C)⊕ (C⊗ T (Ω)+)⊕ C
⊗2
induit par tensorisation avec T (Ω) une de´composition de la source des applications gch, dt. On a
par ailleurs montre´ l’e´galite´ des restrictions des applications gch et dt aux produits tensoriels de
T (Ω) avec les sous-espaces Ω⊗2 ⊂ T (Ω)⊗2+ , (Ω ⊗ C) ⊂ (T (Ω) ⊗ C), (C ⊗ T (Ω)) ⊂ (C ⊗ T (Ω)),
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et C⊗2 ⊂ C⊗2. L’e´galite´ de ces applications line´aires sur les trois premiers espaces est alors une
conse´quence des identite´s
∀β˜ ∈ T (Ω),∀β0 ∈ T (Ω)+, a(g)
(
(β˜ ◦ β0)⊗ 1
)
= β˜ ◦ a(g)(β0 ⊗ 1),
∀γ˜ ∈ T (Ω),∀γ0 ∈ T (Ω)+, a(g)
(
1⊗ (γ0 ◦ γ˜)
)
= a(g)(1 ⊗ γ0) ◦ γ˜,
∀β˜, γ˜ ∈ T (Ω),∀β, γ ∈ T (Ω)+, a(g)
(
(β˜ ◦ β0)⊗ (γ0 ◦ γ˜)
)
= β˜ ◦ a(g)(β0 ⊗ γ0) ◦ γ˜, (33)
et de l’identite´
αx(β ◦ γ) = (α(1)xβ) ◦ (α(2)xγ) (34)
pour α, β, γ ∈ T (Ω).
Montrons par exemple l’identite´ (30) dans le cas du produit tensoriel de T (Ω) avec T (Ω)⊗2+ . Par
line´arite´, on suppose β ⊗ γ ∈ T (Ω)⊗2+ de la forme (β˜ ◦ β0)⊗ (γ0 ◦ γ˜) ou` β˜, γ˜ ∈ T (Ω) et β0, γ0 ∈ Ω.
Alors, si α ∈ T (Ω),
a(g)
(
(α(1)xβ)⊗ (α(2)xγ)
)
= a(g)
((
α(1)x(β˜ ◦ β0)
)
⊗
(
α(2)x(γ0 ◦ γ˜)
))
= a(g)
((
(α(1)xβ˜) ◦ (α(2)xβ0)
)
⊗
(
(α(3)xγ0) ◦ (α
(4)
xγ˜)
))
(en utilisant (32))
= (α(1)xβ˜) ◦ a(g)
(
(α(2)xβ0)⊗ (α
(3)
xγ0)
)
◦ (α(4)xγ˜) (en utilisant (33))
= (α(1)xβ˜) ◦
(
α(2)xa(g)
(
β0 ⊗ γ0
))
◦ (α(3)xγ˜) (en utilisant (30) pour β0, γ0 ∈ Ω)
= αx
(
β˜ ◦ a(g)
(
β0 ⊗ γ0
)
◦ γ˜
)
(en utilisant (34))
= αxa(g)
(
(β˜ ◦ β0)⊗ (γ0 ◦ γ˜)
)
(en utilisant (33))
= αxa(g)(β ⊗ γ).

Compte tenu de ce que (T (Ω),x,∆x) est une bige`bre, (30) implique :
∀α, β, γ, δ ∈ T (Ω), (r(g) − l(g))
(
(α(1)xβxδ(1))⊗ (α(2)xγxδ(2))
)
= αx
(
(r(g) − l(g))(β ⊗ γ)
)
xδ
(35)
(e´galite´ dans T (Ω)).
Pour ω˘1, . . . , ω˘n ∈ Ω1,1, on pose
int(ω˘1, . . . , ω˘n) :=
∑
a,b|a+b≤n
(−1)a+b(dln(z))◦ax(ω˘a+1 ◦ · · · ◦ ω˘n−b)x(dln(1 − z))
◦b ∈ Ω⊗n.
On a vu en section 2.2 que int(ω˘1, . . . , ω˘n) =
∑
ǫ,η∈{0,1}
k,l|k+l≤n−2
intǫ,ηk,l(ω˘1, . . . , ω˘n), ou`
int0,0k,l (ω˘1, . . . , ω˘n)
= (ω˘k+1 − dlog(z)) ◦
(
(−dlog(z))◦kx(−dlog(1− z))◦lx(ω˘k+2 ◦ · · · ◦ ω˘n−l−1)
)
◦ (ω˘n−l − dlog(1− z)),
int1,0k,l (ω˘1, . . . , ω˘n)
= (ω˘k+2 − dlog(z)) ◦
(
(−dlog(z))◦kx(−dlog(1− z))◦lx(ω˘k+3 ◦ · · · ◦ ω˘n−l)
)
◦ (−dlog(z)),
int0,1k,l (ω˘1, . . . , ω˘n)
= (−dlog(1− z)) ◦
(
(−dlog(z))◦kx(−dlog(1− z))◦lx(ω˘k+1 ◦ · · · ◦ ω˘n−l−2)
)
◦ (ω˘n−l−1 − dlog(1− z)),
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int0,0k,l (ω˘1, . . . , ω˘n)
= (−dlog(1− z)) ◦
(
(−dlog(z))◦kx(−dlog(1− z))◦lx(ω˘k+2 ◦ · · · ◦ ω˘n−l−1)
)
◦ (−dlog(z)).
Chaque intǫ,ηk,l(ω˘1, . . . , ω˘n) appartient a` (Ω
⊗n)int, donc int(ω˘1, . . . , ω˘n) aussi. On a aussi pose´
Ireg[0,1](ω˘1, . . . , ω˘n) =
∫
∆n
int(ω˘1, . . . , ω˘n).
Soit g˘1, . . . , g˘n ∈ C
∞([0, 1],C) tels que g˘i(0) = g˘i(1) ; pour n ∈ {1, . . . , n}, on de´finit l’e´le´ment
suivant Ω⊗n
δcint(ω˘1, . . . , ω˘n) :=
∑
a,b|a+b≤n
a+1≤c≤n−b
(−1)a+b(−1)a+b(dln(z))◦ax(ω˘a+1 ◦ · · · ◦ dg˘c ◦ · · · ◦ ω˘n−b)x(dln(1− z))
◦b.
On de´finit δcint
ǫ,η
k,l(ω˘1, . . . , ω˘n) comme e´tant 0 si c /∈ {k + 1, . . . , n − l}, et comme e´tant le re´sultat
du remplacement du terme comprenant ω˘c (qui peut eˆtre ω˘c, ω˘c − dlog(z) ou ω˘c − dlog(1− z)) par
dg˘c. Par exemple, on a
δcint
0,0
k,l (ω˘1, . . . , ω˘n) :=
δk+1,cdg˘c ◦
(
(−dlog(z))◦kx(−dlog(1− z))◦lx(ω˘k+2 ◦ · · · ◦ ω˘n−l−1)
)
◦ (ω˘n−l − dlog(1− z))
+ δk+2≤c≤n−l−1(ω˘k+1 − dlog(z))◦
◦
(
(−dlog(z))◦kx(−dlog(1− z))◦lx(ω˘k+2 ◦ · · · ◦ dg˘c ◦ · · · ◦ ω˘n−l−1)
)
◦ (ω˘n−l − dlog(1− z))
+ δn−l,c(ω˘k+1 − dlog(z)) ◦
(
(−dlog(z))◦kx(−dlog(1− z))◦lx(ω˘k+2 ◦ · · · ◦ ω˘n−l−1)
)
◦ dg˘c
(ou` δk+2≤c≤n−l−1 = 1 si k + 2 ≤ c ≤ n− l − 1, et = 0 sinon).
Comme dg˘c ∈ Ωreg.0 ∩ Ωreg.1, on a δcint
0,0
k,l (ω˘1, . . . , ω˘n) ∈ (Ω
⊗n)int pour tout (k, l). De meˆme, on
a pour (ǫ, η) ∈ {(1, 0), (0, 1), (1, 1)} et tout (k, l), δcint
ǫ,η
k,l(ω˘1, . . . , ω˘n) ∈ (Ω
⊗n)int. On en de´duit
δcint(ω˘1, . . . , ω˘n) ∈ (Ω
⊗n)int.
On de´finit l’e´le´ment relc ∈
⊕
a,b|a+b=n−1Ω
⊗a ⊗ Ω⊗b par
relc :=
∑
a,b|a+b≤n
a+1≤c≤n−b
∑
a=a′+a′′
b=b′+b′′
(−1)a+b
(
(dln(z))◦a
′
x(ω˘a+1 ◦ · · · ◦ ω˘c−1)x(dln(1− z))
◦b′
)
⊗
⊗
(
(dln(z))◦a
′′
x(ω˘c+1 ◦ · · · ◦ ω˘n−b)x(dln(1− z))
◦b′′
)
On de´finit (relc)
0,0
k,l ∈
⊕
a,b|a+b=n−1(Ω
⊗a ⊗ Ω⊗b)int par
(relc)
0,0
k,l := δk+1,c · 1⊗
((
(−dlog(z))◦kx(−dlog(1− z))◦lx(ω˘k+2 ◦ · · · ◦ ω˘n−l−1)
)
◦ (ω˘n−l − dlog(1− z))
)
+ δk+2≤c≤n−l−1(ω˘k+1 − dlog(z))◦
◦
(
(−dlog(z))◦kx(−dlog(1− z))◦lx(ω˘k+2 ◦ · · · ◦ dg˘c ◦ · · · ◦ ω˘n−l−1)
)
◦ (ω˘n−l − dlog(1− z))
+
∑
k′,k′′|k=k′+k′′
l′,l′′|l=l′+l′′
δk+2≤c≤n−l−1
(
(ω˘k+1 − dlog(z)) ◦
(
(−dln(z))◦k
′
x(−dln(1− z))◦l
′
x(ω˘k+2 ◦ · · · ◦ ω˘c−1)
))
⊗
⊗
((
(ω˘c+1 ◦ · · · ◦ ω˘n−l−1)x(−dln(z))
◦k′′
x(−dln(1− z))◦l
′′)
◦ (ω˘n−l − dlog(1− z))
)
+ δn−l,c
(
(ω˘k+1 − dlog(z)) ◦
(
(−dlog(z))◦kx(−dlog(1− z))◦lx(ω˘k+2 ◦ · · · ◦ ω˘n−l−1)
))
⊗ 1
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et on de´finit de fac¸on analogue les autres (relc)
ǫ,η
k,l dans
⊕
a,b|a+b=n−1(Ω
⊗a ⊗ Ω⊗b)int. Alors relc =∑
ǫ,η∈{0,1}
∑
k,l|k+l≤n−2(relc)
ǫ,η
k,l , donc
relc ∈
⊕
a,b|a+b=n−1
(Ω⊗a ⊗ Ω⊗b)int.
Compte tenu de (35), on a
(r(g˘c)− l(g˘c))(relc) =
∑
a,b|a+b≤n
a+1≤c≤n−b
(−1)a+b(dlog(z))◦ax(dlog(1− z))◦bx
x(r(g˘c)− l(g˘c))((ω˘a+1 ◦ · · · ◦ ω˘c−1)⊗ (ω˘c+1 ◦ · · · ◦ ω˘n−b))
On a donc
n∑
c=1
(l(g˘c)− r(g˘c))(relc) =
∑
a,b|a+b≤n
(−1)a+b(dlog(z))◦ax(dlog(1− z))◦bx
x
(
− g˘a+1(0)(ω˘a+2 ◦ · · · ◦ ω˘n−b) + (ω˘a+1 ◦ · · · ◦ ω˘n−b−1)gn−b(0)
+
n−b−1∑
i=a+1
ω˘a+1 ◦ · · · ◦ (g˘iω˘i+1 − g˘i+1ω˘i) ◦ · · · ◦ ω˘n−b
)
.
Supposons que pour i = 1, . . . , n − 1, on dispose de ψ˘i,i+1 ∈ Ω1,1 tel que g˘iω˘i+1 − g˘i+1ω˘i =
(g˘i(0)− g˘i+1(0))ψ˘i,i+1. Alors
n∑
c=1
(l(g˘c)− r(g˘c))(relc) =
∑
a,b|a+b≤n
(−1)a+b(dlog(z))◦ax(dlog(1− z))◦bx
x
(
− g˘a+1(0)(ω˘a+2 ◦ · · · ◦ ω˘n−b) + (ω˘a+1 ◦ · · · ◦ ω˘n−b−1)g˘n−b(0)
+
n−b−1∑
i=a+1
(g˘i(0)− g˘i+1(0))ω˘a+1 ◦ · · · ◦ ψ˘i,i+1 ◦ · · · ◦ ω˘n−b
)
(36)
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(e´galite´ dans Ω⊗n−1) D’autre part, en de´composant le de´veloppement de int(ω˘1, . . . , ψ˘i,i+1, . . . , ω˘n)
selon les valeurs de a, b, on a le de´veloppement suivant dans Ω⊗n−1
− g˘1(0)int(ω˘2, . . . , ω˘n) + g˘n(0)int(ω˘1, . . . , ω˘n−1) +
n−1∑
i=1
(g˘i(0)− g˘i+1(0))int(ω˘1, . . . , ψ˘i,i+1, . . . , ω˘n)
= −g˘1(0)
∑
a,b|a+b≤n−1
(−dln(z))◦ax(−dln(1− z))◦bx(ω˘a+2 ◦ · · · ◦ ω˘n−b)
+ g˘n(0)
∑
a,b|a+b≤n−1
(−dln(z))◦ax(−dln(1− z))◦bx(ω˘a+1 ◦ · · · ◦ ω˘n−b−1)
+
n−1∑
i=1
(g˘i(0)− g˘i+1(0))
∑
a,b|a+b≤n−1
a≤i−1,b≤n−i−1
(−dln(z))◦ax(−dln(1− z))◦bx(ω˘a+1 ◦ · · · ◦ ψ˘i,i+1 ◦ · · · ◦ ω˘n−b)
+
n−1∑
i=1
(g˘i(0)− g˘i+1(0))
∑
a,b|a+b≤n−1
a≥i−1
(−dln(z))◦ax(−dln(1− z))◦bx(ω˘a+2 ◦ · · · ◦ ω˘n−b)
+
n−1∑
i=1
(g˘i(0)− g˘i+1(0))
∑
a,b|a+b≤n−1
b≥n−i
(−dln(z))◦ax(−dln(1− z))◦bx(ω˘a+1 ◦ · · · ◦ ω˘n−b−1) (37)
Apre`s inversion des signes somme dans le quatrie`me terme du membre de droite de (37), on voit
que la somme de ce terme et du premier terme de ce membre de droite est e´gale au premier terme
du membre de droite de (36). De meˆme, la somme des deuxie`me et cinquie`me termes du membre
de droite de (37) est e´gale au deuxie`me terme du membre de droite de (36). Enfin, les troise`mes
termes des membres de droite de (36) et (37) sont e´gaux. On a donc l’e´galite´ suivante
n∑
c=1
(l(g˘c)− r(g˘c))(relc) (38)
= −g˘1(0)int(ω˘2, . . . , ω˘n) + g˘n(0)int(ω˘1, . . . , ω˘n−1) +
n−1∑
i=1
(g˘i(0) − g˘i+1(0))int(ω˘1, . . . , ψ˘i,i+1, . . . , ω˘n)
dans Ω⊗n−1, et donc dans (Ω⊗n−1)int.
Rappelons que pour c ∈ {1, . . . , n}, relc ∈ (
⊕
a+b=n−1 Ω
⊗a ⊗ Ω⊗b)int est tel que ins(dg˘c)(relc) =
δcint(ω˘1, . . . , ω˘n). On en de´duit (voir (29)) que (r(g˘c)−l(g˘c))(relc) ∈ (Ω
⊗n−1)int et
∫
∆n
δcint(ω˘1, . . . , ω˘n) =∫
∆n−1
(r(g˘c)− l(g˘c))(relc). En sommant sur c = 1, . . . , n, et en utilisant (38), on en de´duit∫
∆n
δcint(ω˘1, . . . , ω˘n) =
∫
∆n−1
(membre de droite de (38)). (39)
On se place maintenant dans le cadre de l’e´nonce´ de la proposition 3.1. Fixons t ∈ I et posons
ω˘i := ω
t
i , g˘i := g
t
i , ψ˘i,i+1 := ψ
t
i,i+1. Alors les hypothe`ses sur les ω˘i, g˘i, ψ˘i,i+1 sont satisfaites, et
δcint(ω˘1, . . . , ω˘n) = (d/dt)int(ω
t
1, . . . , ω
t
n), donc le membre de gauche de (39) s’identifie au membre
de gauche de (28). De meˆme, le membre de droite de (39) s’identifie au membre de droite de (28).
Ceci montre (28) et termine la de´monstration de la proposition 3.1.
3.2. Syste`mes diffe´rentiels pour les analogues elliptiques des nombres multize´tas. Soient
x1, . . . , xn des nombres complexes (ou des variables formelles proches de 0).
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De´finition 3.6. Pour i ∈ {1, . . . , n} et (τ, z) ∈ H×]0, 1[, on pose
ωi(τ, z)dz := σ
τ
xi(z)dz, gi(τ, z)dτ :=
∂
∂xi
(
1
2πi
στxi(z))dτ,
et pour i ∈ {1, . . . , n − 1} et (τ, z) ∈ H×]0, 1[,
ψi,i+1(τ, z)dz := σ
τ
xi+xi+1(z)dz.
On a vu que pour chaque couple (τ, x), στx(z)dz est dans Ω1,1, ce qui implique que les ωi (i =
1, . . . , n) et les ψi,i+1 (i = 1, . . . , n− 1) sont dans F . De plus, on a le de´veloppement
1
2πi
1
θτ (z)
θτ (z + x)
θτ (x)
=
1
2πi
(
1
z
+O(z))
θτ (z + x)
θτ (x)
=
1
2πiθτ (x)
(
θτ (x)
z
+ θ′τ (x) +O(z)) =
1
2πi
(
1
z
+
θ′τ
θτ
(x) +O(z))
d’ou` le fait que a` (τ, x) fixe´, z 7→ gx(τ, z) est lisse en 0, avec
gx(τ, z) =
∂
∂x
(
1
2πi
θτ
θτ
(x)) +O(z),
d’ou` l’on de´duit
gx(τ, 0) =
∂
∂x
(
1
2πi
θτ
θτ
(x)). (40)
L’invariance de z 7→ θτ (z) sous z 7→ 1 − z implique que gz(τ, z) est e´galement lisse en 1, avec
gx(τ, 0) = gx(τ, 1).
Dans [CEE], trois lignes apre`s l’e´quation (14), on montre l’e´galite´
∂τ (
θτ (z + x)
θτ (z)θτ (x)
) =
1
2π i
∂z∂x(
θτ (z + x)
θτ (z)θτ (x)
)
qui implique imme´diatement
∂ωi
∂τ
(τ, z) =
∂gi
∂z
(τ, z)
pour i ∈ {1, . . . , n}.
La fonction de Weierstrass est de´finie par ℘τ (z) =
∑′
a∈Z+τZ((z+ a)
−2− a−2), ou`
∑′ signifie que
le terme a−2 n’est pas pris en compte lorsque a = 0. On pose alors
℘˜τ (z) := ℘τ (z) +G2(τ) =
∑
m∈Z
(
∑
n
′
(z + n+mτ)−2).
Lemme 3.7. On a les de´veloppements de Laurent suivants en x = 0
θ′τ
θτ
(x) =
1
x
−G2(τ)x−G4(τ)x
3 − · · · , ℘τ (x) =
1
x2
+ 3G4(τ)x
2 + 5G6(τ)x
4 + · · · .
De´monstration. Le deuxie`me de´veloppement provient de (x+ a)−2 = a−2 − 2xa−3 + · · · .
D’apre`s [Po], Thm. 3.9, ℘τ = −(σ
′/σ)′, ou` on pose σ(z) := e
1
2
G2(τ)z2θτ (z). Donc (θ
′
τ/θτ )
′(z) =
−℘τ (z)−G2(τ), ce qui de´termine le de´veloppement de θ
′
τ/θτ a` une constante additive pre`s. Cette
constante est de´termine´e par le fait que θ′τ/θτ est une fonction impaire. 
On en de´duit
℘˜τ (x) =
∑
n≥−1
(2n+ 1)G2n+2(τ)x
2n = −(
θ′τ
θτ
)′(x),
ou` on a pose´ G0(τ) := −1. L’e´quation (40) implique alors
gi(0, τ) = gi(1, τ) = −
1
2πi
℘˜τ (xi). (41)
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Lemme 3.8. On a l’identite´
∀x, y ∈ C, (∂xσ
τ
x)σ
τ
y − σ
τ
x(∂yσ
τ
y ) = σ
τ
x+y(℘τ (y)− ℘τ (x)), (42)
De´monstration. Le membre de gauche a le meˆme comportement que le membre de droite sous
les transformations de la variable muette z 7→ z + 1, z 7→ z + τ ; pour e´tudier son comportement
en z = 0, on le transforme ainsi
(∂xσ
τ
x)σ
τ
y (z)−σ
τ
x(∂yσ
τ
y )(z) = σ
τ
xσ
τ
y (
∂xσ
τ
x
στx
−
∂yσ
τ
y
στy
)(z) = στxσ
τ
y (
θ′τ
θτ
(z+x)−
θ′τ
θτ
(x)−
θ′τ
θτ
(z+y)+
θ′τ
θτ
(y))
dont le de´veloppement est 1
z2
× z × ((θ
′
τ
θτ
)′(x)− (θ
′
τ
θτ
)′(y)) +O(1) = 1z (℘τ (y) − ℘τ (x)) +O(1). On a
donc un poˆle simple en 0, ce qui implique que le membre de gauche est proportionnel a` στx+y ; le
de´veloppement en 0 permet aussi de calculer le coefficient de proportionnalite´. 
L’e´quation (41) et le lemme 3.8 impliquent alors l’e´galite´
(giωi+1 − gi+1ωi)(τ, z) = (gi(0, τ)− gi+1(0, τ))ψi,i+1(τ, z).
On a alors:
Proposition 3.9. Les (ωi)i=1,...,n, (gi)i=1,...,n et (ψi,i+1)i=1,...,n−1 de la de´finition 3.6 satisfont les
hypothe`ses de la proposition 3.1.
En appliquant la proposition 3.1, on obtient la premie`re partie du re´sultat suivant :
The´ore`me 3.10.
(2π i)∂τ Ix1,...,xn(τ) = ℘˜τ (x1)Ix2,...,xn(τ)−℘˜τ (xn)Ix1,...,xn−1(τ)+
n−1∑
i=1
(℘τ (xi+1)−℘τ (xi))Ix1,...,xi+xi+1,...,xn(τ).
(43)
et
(2π i)∂τJx1,...,xn(τ) = ℘˜τ (x1)Jx2,...,xn(τ)− ℘˜τ (xn)Jx1,...,xn−1(τ) +
n−1∑
i=1
(℘τ (xi+1)− ℘τ (xi))Jx1,...,xi+xi+1,...,xn(τ)
−
2π i
τ
(x1∂x1 + · · · + xn∂xn)Jx1,...,xn(τ).
La deuxie`me identite´ est une conse´quence de la premie`re identite´ et de l’identite´ modulaire (26),
compte tenu de la relation modulaire ℘˜−1/τ (x) = τ
2℘˜τ (τx) − 2π i τ , qui provient de ℘−1/τ (x) =
τ2℘τ (τx) et de G2(−1/τ) = τ
2G2(τ)− 2π i τ ([Se], e´quation (45) p. 156). 
4. Re´alisation de 〈δ2n, n ≥ −1〉 et comparaison de syste`mes diffe´rentiels
Comme F = U(f2 ⊖ Cx) ⊂ U(f2) est un sous-f2-module de U(f2), on dispose d’un sous-espace
Dert(f2, F ) ⊂ Dert(f2, U(f2)) = Dert(U(f2)), qui est en fait une sous-alge`bre de Lie. (Dert est
l’ensemble des de´rivations qui envoient t = −[x, y] ∈ f2 sur 0.) D’autre part, le degre´ en y induit
une graduation de ces alge`bres de Lie ; on note Der(f2)+ ⊂ Der(f2) la partie de y-degre´ > 0.
On a donc une suite d’inclusions d’alge`bres de Lie
〈δ2n, n ≥ −1〉 ⊂ Dert(f2)+ ⊂ Dert(f2, F ) ⊂ Dert(F ).
Le but de cette section est d’e´tablir un isomorphisme
Dert(f2, F ) ≃ G0
entre Dert(f2, F ) et une alge`bre de Lie “fonctionnelle” G0 explicite, puis d’en de´duire le lien entre
les e´quations diffe´rentielles du the´ore`me 3.10 et celles satisfaites par A(τ), B(τ) (e´quations (7)).
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Pour n ≥ 1, on pose G[n] := C(x1, . . . , xn+1), le corps des fractions rationnelles a` coefficients
dans C en n+ 1 inde´termine´es x1, . . . , xn+1. On pose
G := ⊕n≥1G[n].
L’e´nonce´ suivant est imme´diat.
Proposition 4.1. G est munie d’une structure d’alge`bre de Lie gradue´e donne´e par
[ϕ,ψ] :=
m+1∑
i=1
ϕi,i+1,...,i+nψ1,...,i−1,ii+1...i+n,i+n+1,...,n+m+1 − ((ϕ, n)↔ (ψ,m)) ∈ G[n+m]
pour ϕ ∈ G[n], ψ ∈ G[m] ; on note ϕ1,...,n+1 := ϕ(x1, . . . , xn+1), ϕ
12,3 := ϕ(x1 + x2, x3), etc.
L’espace F∞ := C(xi, i ∈ Z) des fractions rationnelles en une infinite´ de variables est un G-module
via ϕ ∗ f :=
∑
i∈Z ϕ
i,i+1,...,i+nf ...,i−1,ii+1...i+n,i+n+1,....
Par l’identification de C[x1, . . . , xn] a` C[x1, . . . , xn+1]/(x1 + · · · + xn+1), on obtient une action
du groupe syme´trique Sn+1 sur cette premie`re alge`bre (en d’autres termes, on a affaire a` l’alge`bre
syme´trique du quotient Cn+1/C de la repre´sentation naturelle par la triviale). On note Cn+1 ⊂ Sn+1
le sous-groupe cyclique. L’e´le´ment x1 · · · xn(x1+ · · ·+xn) de C[x1, . . . , xn] est invariant par l’action
de ce groupe.
Pour n ≥ 1, on pose
G0[n] :=
(
(x1 · · · xn(x1 + · · ·+ xn))
−1C[x1, . . . , xn]
)Cn+1 ,
ou` l’espace entre parenthe`ses est celui des fractions rationnelles en x1, . . . , xn avec de´nominateur
x1 · · · xn(x1 + · · ·+ xn). On pose alors
G0 := ⊕n≥1G0[n].
Proposition 4.2. Une structure d’alge`bre de Lie gradue´e est de´finie sur G0 par
[ϕ,ψ]0 :=
n∑
i=1
(ϕi,i+1,...,i+n−1 − ϕi+1,...,i+n)ψ1,...,i−1,ii+1...i+n,i+n+1,...,n+m
−
m∑
j=1
(ψj,j+1,...,j+m−1 − ψj+1,...,j+m)ϕ1,...,j−1,jj+1...j+m,j+m+1,...,n+m
− ϕ1,...,nψn+1,...,n+m + ϕm+1,...,n+mψ1,...,m ∈ G0[n+m]
pour ϕ ∈ G0[n], ψ ∈ G0[m]. L’espace F a une structure de G0-module gradue´ par
ϕ • f :=
m∑
i=1
(ϕi,i+1,...,i+n−1 − ϕi+1,...,i+n)f1,...,i−1,ii+1...i+n,i+n+1,...,n+m
− ϕ1,...,nfn+1,...,n+m + ϕn+1,...,n+mf1,...,m ∈ Fn+m (44)
pour ϕ ∈ G0[n], f ∈ Fn. Un isomorphisme d’alge`bres de Lie gradue´es Dert(f2, F ) ≃ G0 est donne´
par
Dert(f2, F )[n] ∋ D ↔ ϕ(x1, . . . , xn) ∈ G0[n],
ou` D est la de´rivation donne´e par x 7→ u, y 7→ v, ou` u ∈ Fn, v ∈ Fn+1 sont donne´s par
u(x1, . . . , xn) = (x1 + · · · + xn)ϕ(x1, . . . , xn),
v(x1, . . . , xn+1) = (
1
x1
−
1
x1 + · · · + xn+1
)ϕ(x2, . . . , xn+1)+ (
1
x1 + · · ·+ xn+1
−
1
xn+1
)ϕ(x1, . . . , xn).
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Un morphisme d’alge`bres de Lie G0 → G est par ailleurs donne´ par
G0[n] ∋ ϕ(x1, . . . , xn) 7→ ϕ(x1, . . . , xn)− ϕ(x2, . . . , xn+1) ∈ G[n].
De´monstration. Soit D ∈ Dert(f2, F )[n]. Cet e´le´ment est de´termine´ par le couple (u, v) :=
(D(x),D(y)) ∈ Fn × Fn+1. La condition sur (u, v) est
(x1 + · · ·+ xn+1)v(x1, . . . , xn+1) = x
−1
1 u(x2, . . . , xn+1)− x
−1
n+1u(x1, . . . , xn)
(identite´ dans (x1 · · · xn+1)
−1C[x1, . . . , xn+1]). On dispose d’une application de re´duction modulo
x1+ · · ·+xn+1 de cet espace vers (x1 · · · xn(x1+ · · ·+xn))
−1C[x1, . . . , xn]. L’image de cette identite´
exprime alors la Cn+1-invariance de ϕ(x1, . . . , xn) := u(x1, . . . , xn)/(x1 + · · ·+ xn). On a donc une
application line´aire
Dert(f2, F )[n]→ (x1 · · · xn(x1 + · · ·+ xn))
−1C[x1, . . . , xn]
Cn+1 , (45)
D 7→ ϕ. Cette application est injective car la nullite´ de u implique celle de v. Les deux dernie`res
formules de la proposition de´finissent une application
(x1 · · · xn(x1 + · · · + xn))
−1C[x1, . . . , xn]
Cn+1 → Fn × Fn+1
(le poˆle en x1 + · · · + xn+1 disparaissant par Cn+1-invariance), qui est en fait d’image dans
Dert(f2, F )[n] et inverse a` (45). On ve´rifie alors que le transport a` G0 de la structure d’alge`bre
de Lie sur Dert(f2, F ) et de module de F sur cette alge`bre de Lie est donne´ par les formules de
l’e´nonce´. 
On a
G0[1] = x
−2
1 C[x
2
1].
Lemme 4.3. L’isomorphisme G0 ≃ Dert(f2, F ) induit la correspondance
δ2n ∈ Dert(f2)+[1] ⊂ Dert(f2, F )[1]↔ G0[1] ∋ x
2n
1 .
De´monstration. La de´rivation correspondant a` x2n1 est une de´rivation de Dert(f2, F ) telle que
x 7→ u = x2n+11 ↔ [x
2n+2y]. Comme l’application Dert(f2, F ) → F , D 7→ D(x) est injective, cette
de´rivation coincide avec la de´rivation δ2n de´finie en section 1.2.3. 
Rappelons par ailleurs la correspondance
ei πtA(τ) ∈ U(f2 ⊖ Cx)↔ F ∋ ((−1)
nIxn,...,x1(τ))n≥0 =: I˜(τ).
(section 2.4). D’apre`s (7) et l’invariance de t sous les δ2n, n ≥ −1, e
i πtA(τ) satisfait l’e´quation
diffe´rentielle
2π i ∂τ (e
i πtA(τ)) = −(
∑
n≥−1
(2n+ 1)G2n+2(τ)δ2n)(e
i πtA(τ)).
L’image de cette e´quation diffe´rentielle sous l’isomorphisme U(f2 ⊖ Cx) ≃ F donne
2π i ∂τ I˜(τ) = −(
∑
n≥−1
(2n+ 1)G2n+2(τ)x
2n
1 ) • I˜(τ) = −℘˜τ (x1) • I˜(τ),
donc si I(τ) := (Ix1,...,xn(τ))n≥0, alors 2π i ∂τI(τ) = −℘˜τ (x1) • I(τ), c’est-a`-dire que pour chaque n
2π i ∂τIx1,...,xn(τ) = −℘˜τ (x1) • Ix1,...,xn−1(τ).
Compte tenu de la formule (44) pour l’action de G0 sur F , on retrouve ainsi la premie`re e´quation
diffe´rentielle du the´ore`me 3.10.
De meˆme, e− iπtB(τ) satisfait l’e´quation diffe´rentielle
2π i ∂τ (e
− i πtB(τ)) = −(
∑
n≥1
(2n + 1)G2n+2(τ)δ2n)(e
− iπtB(τ)).
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Soit B˜(τ) := exp(2π iτ e+)(e
− i πtB(τ)) (voir section 2.4), on en de´duit
2π i ∂τ B˜(τ) = −(
2π i
τ
h+
∑
n≥−1
(2n+ 1)G2n+2(τ)δ2n)(B˜(τ)),
ou` h := [e+, δ] est la de´rivation de f2 donne´e par (x, y) 7→ (x,−y), compte tenu de [e+, δ2n] = 0 si
n ≥ 0 et 12 [e+, [e+, δ−2]] + e+ = 0.
On a la correspondance
U(f2 ⊖ Cx) ∋ B˜(τ)↔ ((−1)
nJxn,...,x1(τ)) =: J˜(τ) ∈ F,
par ailleurs la de´rivation h se transporte sous cette correspondance en la de´rivation de F = ⊕n≥0Fn
de degre´ ze´ro, ope´rant sur Fn comme ξ :=
∑n
i=1 xi∂xi . On en de´duit
2π i ∂τ J˜(τ) = −(
2π i
τ
ξ + ℘˜τ (x1)•)J˜(τ),
donc J(τ) := (Jx1,...,xn(τ))n≥0 satisfait la meˆme e´quation diffe´rentielle, donc
2π i ∂τJx1,...,xn(τ) = −
2π i
τ
(
n∑
i=1
xi∂xi)Jx1,...,xn(τ)− ℘˜τ (x1) • Jx1,...,xn−1(τ),
ce qui permet de retrouver la deuxie`me e´quation diffe´rentielle du the´ore`me 3.10.
5. De´veloppement asymptotique des analogues elliptiques des nombres multize´tas
Dans cette section, nous utilisons les e´quations diffe´rentielles satisfaites par les fonctions A(τ) et
B(τ) (e´quations (7)) et leur comportement a` l’infini ((8), (9)) pour en obtenir un de´veloppement
asymptotique en τ → i∞. Nous en de´duisons la forme du de´veloppement asymptotique des fonc-
tions Id(τ), Jd(τ) dans cette re´gion.
5.1. De´veloppement de g(τ). Soit G la comple´tion de l’alge`bre de Lie 〈δ2n, n ≥ −1〉 ⊂ Dert(f2)
pour le bidegre´ en (x, y) ; on a |δ2n| = (2n + 1, 1). Soit G := exp(G) ⊂ Autt(ˆf2) le groupe de Lie
correspondant.
Proposition 5.1. Il existe une unique fonction g(τ) : H→ G, telle que
2π i ∂τg(τ) = −(
∑
n≥−1
(2n + 1)G2n+2(τ)δ2n)g(τ)
et g(τ) ≃ e
−1
2π i
(δ−2+
∑
n≥0(2n+1)·2ζ(2n+2)δ2n)τ = eD0τ en τ → i∞. Il existe une collection (hk)k≥0,
avec h0 = 1, telle que g(τ) a le de´veloppement asymptotique
g(τ) ≃
∑
k,n≥0
1
n!
hkD
n
0 τ
ne2π i kτ
en τ → i∞.
De´monstration. Posons D(τ) := −12π i
∑
n≥−1(2n + 1)G2n+2(τ)δ2n. Posons si m ≥ 1, g2m(n) :=
2(2π i)2m
(2m−1)! σ2m−1(n) (ou` σk(n) =
∑
d|n d
k) si n > 0, et g2m(0) := 2ζ(2m) ; et posons g0(n) = 0 si
n > 0, et g0(0) = −1. Alors G2m(τ) =
∑
n≥0 g2m(n)e
2π inτ et
D(τ) =
∑
m≥0
Dme
2π imτ , ou` Dm :=
−1
2π i
∑
n≥−1
(2n + 1)g2n+2(m)δ2n.
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Comme D0 est de y-degre´ 1, 2π im − adD0 est inversible dans End(UG) si m > 0. De´finissons
(hm)m≥0 par h0 := 1,
hm := (2π im− adD0)
−1(
∑
m′+m′′=m
m′>0
Dm′hm′′) si m > 0.
Alors h(τ) :=
∑
m≥0 hme
2π imτ est une solution formelle de ∂τh(τ) = D(τ)h(τ) − h(τ)D0, qui est
l’e´quation diffe´rentielle satisfaite par g(τ)e−D0τ ; cette fonction admet donc h(τ) comme de´veloppement
asymptotique. 
5.2. De´veloppements de A(τ), B(τ). Posons
A∞ := Φ(y˜, t)e
2π i y˜Φ(y˜, t)−1, B(τ) := ei πtΦ(−y˜ − t, t)e2π ixe2π i y˜τΦ(y˜, t)−1, B∞ := B[0].
D’apre`s [CEE], on a
A∞ = e
τD0(A∞), B(τ) = e
τD0(B∞).
Posons h(τ) := g(τ)e−τD0 , alors d’apre`s la proposition 5.1, h(τ) admet le de´veloppement asympto-
tique h(τ) ≃ 1 +
∑
m>0 hme
2π imτ .
On a alors A(τ) = g(τ)(A∞) = h(τ)(A∞) donc A(τ) admet le de´veloppement asymptotique
A(τ) ≃
∑
m≥0
e2π imτhm(A∞),
et B(τ) = g(τ)(B∞) = h(τ)(B(τ)), donc B˜(τ) admet le de´veloppement asymptotique
B˜(τ) ≃ exp(−
2π i
τ
e+)h(τ)(B(τ)).
5.3. De´veloppements de Id(τ), Jd(τ). Soit kMZV ⊂ C le Q-sous-anneau engendre´ par les mul-
tize´tas. L’associateur Φ e´tant a` coefficients dans kMZV , on de´duit de (5.2) et (5.2) :
Proposition 5.2. Les fonctions Id(τ), Jd(τ) admettent les de´veloppements asymptotiques
Id(τ) ≃
∑
n≥0
Id,ne
2π inτ , Jd(τ) ≃
∑
n≥0
∑
s∈Z
Jd,n,sτ
se2π inτ ,
dans lesquels les coefficients sont dans kMZV [2π i]. Dans la deuxie`me se´rie, la deuxie`me somme∑
s est finie pour tout n ≥ 0.
Bibliographie
[BL] F. Brown, A. Levin, Multiple elliptic polylogarithms, preprint arXiv:1110:6917 (2011, revised in 2013).
[CEE] D. Calaque, B. Enriquez, B. Etingof, Universal KZB equations: the elliptic case. Algebra, arithmetic, and
geometry: in honor of Yu. I. Manin. Vol. I, 165–266, Progr. Math., 269, Birkha¨user Boston, Inc., Boston, MA,
2009.
[Dr] V. Drinfeld, On quasitriangular quasi-Hopf algebras and a group closely connected with Gal(Q¯/Q), Leningrad
Math. J. 2 (1991), 829–860.
[En1] B. Enriquez, Quasi-reflection algebras and cyclotomic associators, Selecta Math. (N.S.) 13 (2007), no. 3,
391463.
[En2] B. Enriquez, Elliptic associators, Selecta Math. (N.S.) 20 (2014), no. 2, 491-584.
[Fu] H. Furusho, Double shuffle relation for associators. Ann. of Math. (2) 174 (2011), no. 1, 341–360.
[HM] R. Hain, M. Matsumoto, expose´ au workshop “Multizeta values, modular forms and elliptic motives”, Heil-
bronn Institute of Mathematical Research, Bristol (2011).
[LM] T.T.Q. Le, J. Murakami, Kontsevich’s integral for the Kauffman polynomial. Nagoya Math. J. 142 (1996),
39–65.
[LR] A. Levin, G. Racinet, Towards multiple elliptic polylogarithms, arXiv:math/0703237, preprint (2007).
[Po] A. Polishchuk, Abelian varieties, theta functions and the Fourier transform. Cambridge Tracts in Mathematics,
153. Cambridge University Press, Cambridge, 2003.
[Pk] A. Pollack, Relations between derivations arising from modular forms, the`se de Ph.D., Duke University (2009).
23
[Se] J.-P. Serre, Cours d’arithme´tique. Collection SUP : “Le Mathe´maticien”, 2. Presses Universitaires de France,
Paris 1970.
[Za] D. Zagier, Values of zeta functions and their applications. First European Congress of Mathematics, Vol. II
(Paris, 1992), 497–512, Progr. Math., 120, Birkha¨user, Basel, 1994.
IRMA (CNRS), Universite´ de Strasbourg, 7 rue Rene´ Descartes, F-67084 Strasbourg, France
E-mail address: b.enriquez@math.unistra.fr
24
