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THE REST MASS OF AN ASYMPTOTICALLY ANTI-DE SITTER
SPACETIME
PO-NING CHEN, PEI-KEN HUNG, MU-TAO WANG, AND SHING-TUNG YAU
Abstract. We study the space of Killing fields on the four dimensional AdS spacetime
AdS
3,1. Two subsets S and O are identified: S (the spinor Killing fields) is constructed
from imaginary Killing spinors, and O (the observer Killing fields) consists of all hy-
persurface orthogonal, future timelike unit Killing fields. When the cosmology constant
vanishes, or in the Minkowski spacetime case, these two subsets have the same convex
hull in the space of Killing fields. In presence of the cosmology constant, the convex hull
of O is properly contained in that of S . This leads to two different notions of energy
for an asymptotically AdS spacetime, the spinor energy and the observer energy. In [10],
Chrus´ciel, Maerten and Tod proved the positivity of the spinor energy and derived impor-
tant consequences among the related conserved quantities. We show that the positivity of
the observer energy follows from the positivity of the spinor energy. A new notion called
the “rest mass” of an asymptotically AdS spacetime is then defined by minimizing the
observer energy, and is shown to be evaluated in terms of the adjoint representation of
the Lie algebra of Killing fields. It is proved that the rest mass has the desirable rigidity
property that characterizes the AdS spacetime.
1. Introduction
In special relativity, the rest mass of a particle is defined to be the minimum value of
energy seen among all observers, namely, the collection of all future timelike unit Killing
vector fields in the Minkowski spacetime. While the notion of mass is a more challenging
question in general relativity, the positivity of the ADM mass [3] was proved by Schoen-Yau
[14, 15] and Witten [22] for an asymptotically flat initial data set.
Theorem 1.1. Let (M,g, k) be an asymptotically flat initial data set that satisfies the
dominant energy condition. The ADM mass of (M,g, k) is non-negative. It vanishes if
and only if (M,g, k) is the data of a hypersurface in the Minkowski spacetime R3,1.
We do not emphasize the exact asymptotics at infinity. The optimal result is found by
Bartnik for the time symmetric case [5] and by Chrus´ciel for the general case [7].
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Witten’s proof employs the spinor method and in particular it is shown that the energy
associated with each asymptotically constant spinor is non-negative. The ADM mass, as
the minimum of the energy, is thus non-negative. An underlying algebraic fact of the proof
is that the set of all constant spinors, through a quadratic relation, reproduces all future
timelike null translating Killing fields in R3,1. Out of the ten dimensional Killing fields of
R
3,1, the four dimensional subspace of translating Killing fields corresponds exactly to the
notion of ADM energy and linear momentum, and the complement of which corresponds
to the Lorentz algebra so(3, 1).
The situation of an asymptotically AdS spacetime is more complicated, where the space
of Killing fields is the ten dimensional Lie algebra so(3, 2). The concept of energy in this
case was first defined by Abbott-Deser in [1], according to which, “It also appears likely
that the recent proof by Witten1 that the energy is positive for gravity with Λ = 0 can
be extended to the present case.” In [10] (see also [1], [4], [11], [12], [13], [20]), Chrus´ciel,
Maerten and Tod generalized Witten’s proof and proved a positive energy theorem for
an asymptotically AdS initial data set. In particular, each asymptotic imaginary Killing
spinor defines a non-negative energy. They also identified 10 physical quantities (e, ~p,~c,~j)
from the boundary terms of Witten’s formula as energy, linear momentum, center of mass,
and angular momentum. These conserved quantities determine a quadratic form Q [10,
page 11] on C4. The positive energy theorem states that Q is positive semi-definite. An
important consequence of their positive energy theorem is a set of inequalities among
these conserved quantities. They also proved rigidity theorems under various conditions
involving the vanishing of the energy associated with asymptotic Killing spinors. Before
[10], Gibbons-Hull-Warner in [11] derived inequalities among (e, ~p,~c,~j) under the stronger
assumption that Q is strictly positive, or there is no Killing spinor.
A natural question is how the energy defined by spinors can be interpreted as the energy
seen by observers. In the asymptotically flat case, the ADM energy momentum (e¯, p¯j)
can be considered as an element in the dual space of R3,1, and the pairing with a future
timelike unit Killing field gives the energy seen by the corresponding observer. The ADM
mass,
√
e¯2 −∑j p¯2j , is the minimum energy seen among all observers and characterizes
the rigidity property. In attempt to generalize the quasi-local mass defined in [18, 19]
from the Minkowski reference to the AdS reference, such an interpretation of energy [17]
appears to be crucial. In this article, we show that the above picture holds true even in
the asymptotically AdS case, if the ADM mass is replaced by the rest mass defined below.
For κ ≥ 0, we recall the metric on the four dimensional AdS spacetime, AdS3,1:
−(1 + κr2)dt2 + 1
(1 + κr2)
dr2 + r2(dθ2 + sin2 θdφ2).
We denote the corresponding Lorentzian product by 〈·, ·〉AdS3,1 . Most previous discus-
sions of asymptotically AdS energy [6, 10, 13, 23] are with respect to ∂∂t , a future timelike
translating Killing field. However, from an invariant point of view, any future Killing field
1The recent proof by Witten refers to Witten’s proof of the positive energy theorem [22].
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in the orbit of ∂∂t under the SO(3, 2) action should be included in the consideration of
energy. These Killing fields can be characterized as follows.
Definition 1.2. A Killing field K of AdS3,1 is said to be an observer Killing field if K
is hypersurface orthogonal, future timelike, and “unit” in the sense that the minimum of
−〈K,K〉AdS3,1 is 1. The subset of all observer Killing fields of AdS3,1 is denoted by O.
It is clear that −〈 ∂∂t , ∂∂t〉AdS3,1 = 11+κr2 and ∂∂t is “unit” in the above sense. We shall
see that the minimum of −〈K,K〉AdS3,1 is exactly the norm square of K measured by the
Killing form on the Lie algebra of Killing fields, thus justifying the nomenclature “unit”.
On the other hand, an imaginary Killing spinor (see Definition 4.1) on AdS3,1 gives rise
to a Killing field:
Definition 1.3. A Killing field K of AdS3,1 is said to be a spinor Killing field if there
exists an imaginary Killing spinor ψ such that
〈K,X〉AdS3,1 = −(X.ψ,ψ)
for any tangent vector X of AdS3,1, where X. denote the Clifford multiplication by X. The
set of spinor Killing fields of AdS3,1 is denoted by S.
As the space of Killing fields is isomorphic to the Lie algebra so(3, 2), both K and O
are subsets so(3, 2). When κ = 0 (the Minkowski spacetime), the boundary of K is O, and
they have the same convex hull. This is no longer true when κ > 0 and we prove:
Theorem 1.4. If κ > 0, the convex hull of O in so(3, 2) is properly contained in that of
S.
Our approach is to express the two subsets in terms of a special coordinate system on
so(3, 2) and study their defining equations. For simplicity, we assume κ = 1 in the rest of
the paper.
Combining Theorem 1.4 and the positive energy theorem for asymptotically AdS space-
times proved by Chrus´ciel, Maerten and Tod in [10], we conclude that the energy seen by
an observer (the observer energy) in O is non-negative. The rest mass m of an asymptoti-
cally AdS spacetime is then defined by minimizing the observer energy (see Definition 6.4).
We show that the rest mass has the desirable rigidity property that characterizes the AdS
spacetime. The following is the AdS version of Theorem 1.1.
Theorem 1.5. Let (M,g, k) be an asymptotically AdS initial data set that satisfies the
dominant energy condition as in [10] . The rest mass of (M,g, k) is non-negative. It
vanishes if and only if (M,g, k) is the data of a hypersurface in Anti-de Sitter spacetime
AdS3,1.
Remark 1.6. In R3,1, the set of observer Killing fields consists of unit future directed
timelike vectors (or the interior of the future light cone in R3,1) and the set of spinor
Killing fields consists of future directed null vectors (or the future light cone in R3,1). It is
clear that the convex hull of the former is contained in the convex hull of the latter. For
an asymptotically flat initial data set, the minimum energy associated with the observer
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Killing fields is the ADM mass
√
e¯2 −∑j p¯2j while the minimum energy associated with
the asymptotically constant spinors of unit length is e¯ − |p¯|. Both quantities characterize
the rigidity property of R3,1. For AdS3,1, the sets of observer Killing fields and spinor
Killing fields are described in Section 3 and 4, respectively. For an asymptotically AdS
initial data set, the minimum energy associated with the observer Killing fields is the rest
mass, which characterizes the AdS spacetime, see Theorem 1.5. The minimum energy
associated with the asymptotically Killing spinors is computed in [20], which does NOT
characterize the AdS spacetime.
Theorem 1.5 is proved at the end of Section 6. We remark that the positive mass theorem
in the time symmetric case (k = 0), which corresponds to an asymptotically hyperbolic
Riemannian manifold, has been considered by many authors [2, 8, 9, 21, 24], who made
use of sections of the complex rank 2 spinor bundle on the 3-dimensional hyperbolic space.
Chrus´ciel, Maerten and Tod in [10] considered the full spacetime version of the complex
rank 4 spinor bundle on AdS3,1.
2. AdS spacetime
We review the AdS spacetime in different coordinate systems in this section. Take R3,2
with the coordinate system (y0, y1, y2, y3, y3) and the metric
−(dy4)2 +
3∑
i=1
(dyi)2 − (dy0)2.
AdS3,1 can be identified with the timelike hypersurface given by −(y4)2 +∑3i=1(yi)2 −
(y0)2 = −1. Note that the group SO(3, 2) leaves this hypersurface invariant and thus the
isometry group of AdS3,1 is SO(3, 2), which is 10 dimensional.
Consider the following parametrization of AdS3,1:
y0 =
√
1 + r2 sin t
y1 = r sin θ sinφ
y2 = r sin θ cosφ
y3 = r cos θ
y4 =
√
1 + r2 cos t.
This gives the static chart of AdS3,1
−(1 + r2)dt2 + 1
(1 + r2)
dr2 + r2(dθ2 + sin2 θdφ2).
In order to interpret the conserved quantities corresponding Killing fields, we consider
a conformal coordinate system x0, x1, x2, x3 such that
y0 = −x
0
u
, yi = −x
i
u
, y4 =
2
u
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with
u =
1
4
[
3∑
k=1
(xk)2 − (x0)2
]
− 1.
We check that
−(y4)2 +
3∑
i=1
(yi)2 − (y0)2 = −( 2
u
+ 1)2 +
3∑
i=1
(xi)2
u2
− (x
0)2
u2
= −1.
The induced metric on AdS3,1 in the x0, x1, x2, x3 coordinate system is
1
u2
[−(dx0)2 +
∑
i
(dxi)2].
This is conformal to the Minkowski metric on R3,1. We deduce that AdS3,1 has 10
dimensional Killing fields and 15 dimensional conformal Killing fields, exactly the same as
R
3,1.
In the x0, x1, x2, x3 coordinate system, y0 ∂
∂yi
+yi ∂∂y0 corresponds to x
0 ∂
∂xi
+xi ∂∂x0 , which
is a boost Killing fields on R3,1. Indeed, we can check directly that
yk
∂
∂y0
+ y0
∂
∂yk
= xk
∂
∂x0
+ x0
∂
∂xk
, k = 1, 2, 3
using ∂u
∂x0
= −12x0 and ∂u∂xi = 12xi.
The rotation Killing fields yi ∂
∂yj
− yj ∂
∂yi
, i < j correspond to xi ∂
∂xj
− xj ∂
∂xi
.
The time translating Killing field
y0
∂
∂y4
− y4 ∂
∂y0
corresponds to
1
4
(
[−(x0)2 +
∑
(xk)2]
∂
∂x0
+ 2x0(x0
∂
∂x0
+ xl
∂
∂xl
)
)
+
∂
∂x0
,
the first summand corresponds to a conformal Killing field on R3,1.
Finally, the second set of boost Killing fields
y4
∂
∂yi
+ yi
∂
∂y4
, i = 1, 2, 3,
corresponds to
1
4
(
−[−(x0)2 +
∑
(xk)2]
∂
∂xi
+ 2xi(x0
∂
∂x0
+ xl
∂
∂xl
)
)
− ∂
∂xi
, i = 1, 2, 3.
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3. Observer Killing fields of AdS3,1
Recall from the last section, a Killing field of AdS3,1 (or R3,2) can be written as
(3.1) K = A(y0
∂
∂y4
− y4 ∂
∂y0
) +Bi(y
0 ∂
∂yi
+ yi
∂
∂y0
)+Cj(y
4 ∂
∂yj
+ yj
∂
∂y4
) +Dpǫpqry
q ∂
∂yr
.
For simplicity, we will write K = (A, ~B, ~C, ~D) and consider ~B, ~C, and ~D as vectors in R3
with the usual inner and cross products. In particular, the time translating Killing field ∂∂t
is simply
∂
∂t
= y0
∂
∂y4
− y4 ∂
∂y0
and (A, ~B, ~C, ~D) = (1,~0,~0,~0). Finally, let ǫijk be the Levi-Civita symbol of R
3.
In this section,we derive the condition on A, ~B, ~C and ~D so that K = (A, ~B, ~C, ~D) is
an observer Killing field defined in Definition 1.2.
Lemma 3.1. The Killing field K of the form (3.1) is hypersurface orthogonal if and only
if
~B × ~C = −A~D.
Proof. Let α be a one-form dual to the Killing field K. Thus
(3.2) α = A(−y0dy4 + y4dy0) +Bi(y0dyi − yidy0) + Cj(y4dyj − yjdy4) +Dpǫpqryqdyr.
By the Frobenius theorem, K is hypersurface orthogonal if and only if
(3.3) α ∧ dα = 0.
We compute
(3.4) dα = −2Ady0 ∧ dy4 + 2Bidy0 ∧ dyi + 2Cjdy4 ∧ dyj +Dpǫpqrdyq ∧ dyr
and rewrite
α = (Ay4 −Biyi)dy0 + (−Ay0 −Cjyj)dy4 + (Biy0 + Ciy4 +Dkǫkjiyj)dyi.
Expanding α ∧ dα and collecting terms, we derive
α ∧ dα =2(−BiCj +BjCi −ADkǫkij)yidy0 ∧ dy4 ∧ dyj
+ [(Ay4 −Blyl)Dkǫkij − (Ciy4 +Dkǫkliyl)(2Bj)]dy0 ∧ dyi ∧ dyj
+ [(−Ay0 − Clyl)Dkǫkij − (Biy0 +Dkǫkliyl)(2Cj)]dy4 ∧ dyi ∧ dyj
+ (Biy
0 + Ciy
4)(Dpǫpqr)dy
i ∧ dyq ∧ dyr.
As a result, α ∧ dα = 0 is equivalent to the following set of conditions:
−BiCj +BjCi −ADkǫkij =0(3.5)
(Ay4 −Blyl)Dkǫkij − (Ciy4 +Dkǫkliyl)Bj + (Cjy4 +Dkǫkljyl)Bi =0(3.6)
(Ay0 + Cly
l)Dkǫkij + (Biy
0 +Dkǫkliy
l)Cj − (Bjy0 +Dkǫkljyl)Ci =0(3.7)
(Biy
0 + Ciy
4)(Dpǫpqr)ǫiqr =0.(3.8)
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Equation (3.5) is the same as ~B× ~C = −A~D. For equation (3.6), the coefficient for y4 also
vanishes if ~B × ~C = −A~D. The coefficient for yl vanishes if
BlDkǫkij +DkBjǫkli −DkBiǫklj = 0.
It suffices to check this condition for i = 1, j = 2 and l = 1, 2, 3. For this pair of i and j,
the equality holds trivially for l = 1 and l = 2. For l = 3, the equation reduces to ~B · ~D = 0
which is also implied by ~B × ~C = −A~D.
Similarly, equation (3.7) follows from ~B × ~C = −A~D. Lastly, equation (3.8) is the same
as ~B · ~D = 0 and ~C · ~D = 0 and both follow from ~B × ~C = −A~D. 
In the next lemma, we find the condition on A, ~B, ~C and ~D so that K is everywhere
timelike.
Lemma 3.2. Let K be a hypersurface orthogonal Killing field of the form (3.1) Then K
is timelike in AdS3,1 if and only if
|A| >max{| ~B|, | ~C|, | ~D|}
A2 + | ~D|2 >| ~B|2 + | ~C|2.
(3.9)
Moreover, for such a hypersurface orthogonal and timelike Killing field, we have
min(−〈K,K〉AdS3,1) = A2 + | ~D|2 − | ~B|2 − | ~C|2.
It can be checked that the expression A2+ | ~D|2− | ~B|2− | ~C|2 is exactly the norm square
of K in the Killing form of so(3, 2).
Remark 3.3. It is easy to see that |A| > max{| ~B|, | ~C |} is a necessary condition for K to
be everywhere timelike. On the other hand, we will see that |A| > | ~D| and
A2 + | ~D|2 − | ~B|2 − | ~C|2 > 0
are preserved under the action of isometry on Killing fields.
Proof. We consider two cases depending on whether ~D vanishes. In each case, we apply
coordinate change to transform the Killing field into a simpler form.
Suppose ~D is not zero. We show that (A, ~B, ~C, ~D) can be changed into the following
form:
(A, ~B, ~C, ~D) = (A, (B, 0, 0), (0, C, 0), (0, 0,D))
with AD +BC = 0.
First, it is easy to see that starting from
(A, ~B, ~C, ~D) = (A, (B, 0, 0), (0, C, 0), (0, 0,D))
with AD +BC = 0, we could perform the following boost
y′0 =cosh θy0 + sinh θy1
y′1 =cosh θy1 + sinh θy0.
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Under the boost, (A, (B, 0, 0), (0, C, 0), (0, 0,D)) is transformed to
(A cosh θ, (B,−D sinh θ, 0), (−A sinh θ,C, 0), (0, 0,D cosh θ)).
We observe that under the boost, the value of
A2 + | ~D|2 − | ~B|2 − | ~C|2
is preserved. So is the condition |A| > | ~D|.
On the other hand, starting with a general (A, ~B, ~C, ~D), up to an SO(3) action on
y1, y2, y3, we may assume
K = (a, (b1, b2, 0), (c1, c2, 0), (0, 0, d))
where
ac1 − b2d = 0.
This implies that the vector (a, d) is parallel to (c1, b2). Moreover, |A| > | ~C| implies that
|a| > |c1|. As a result, we can find A′, B′, C ′, D′ and θ such that
K = (A′ cosh θ, (B′,−D′ sinh θ, 0), (−A′ sinh θ,C ′, 0), (0, 0,D′ cosh θ)).
We then perform the boost mentioned before. As a result, it suffices to study the case
K = (A, ~B, ~C, ~D) = (A, (B, 0, 0), (0, C, 0), (0, 0, D))
where AD +BC = 0.
The conditions
|A| >max{| ~B|, | ~C|, | ~D|}
A2 + | ~D|2 >| ~B|2 + | ~C|2
is the same as
|A| >max{|B|, |C|, |D|}
A2 +D2 >B2 + C2.
From AD + BC = 0 and |A| > max{|B|, |C|}, we conclude that min{|B|, |C|} > |D| and
|A| > |D|. As mentioned before, A > max{|B|, |C|} is clearly a necessary condition for the
Killing field to be everywhere timelike, in the following, we show that it is also a sufficient
condition.
For a Killing field K of the form (3.1), we compute
−〈K,K〉2AdS3,1 =(Ay0 + Cy2)2 + (By1 −Ay4)2 − (By0 −Dy2)2 − (Cy4 +Dy1)2
=(A2 −B2)(y0)2 + (A2 − C2)(y4)2 + (C2 −D2)(y2)2 + (B2 −D2)(y1)2
+ 2(AC +BD)y0y2 − 2(AB + CD)y1y4
=(
√
A2 −B2y0 +
√
C2 −D2y2)2 + (
√
A2 − C2y1 +
√
B2 −D2y4)2.
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In the last equality, we use the condition |A| > max{|B|, |C|} and min{|B|, |C|} > |D| to
take the square root and the condition AD +BC = 0 to complete the square. This shows
that K is everywhere timelike.
To evaluate value of min−〈K,K〉R3,2 , we observe the following statement: Given two
numbers a and b such that a > |b| and fix s, we have
min
x2−y2=s2
(ax+ by)2 = (a2 − b2)s2
which can be proved by either Lagrange multiplier or the parametrization x = s cosh θ and
y = s sinh θ. Finally, to minimize
−〈K,K〉2AdS3,1 = (
√
A2 −B2y0 +
√
C2 −D2y2)2 + (
√
A2 − C2y1 +
√
B2 −D2y4)2
(3.10)
under the constraint
(y0)2 + (y4)2 − (y1)2 − (y2)2 = 1 + (y3)2 ≥ 1,
if (y0)2− (y2)2 and (y4)2− (y1)2 are both non-negative, then we apply (3.10) to both terms
and conclude that the minimal value is indeed A2+D2−B2−C2. Otherwise, we may assume
that (y0)2− (y2)2 > 1. We simply apply (3.10) to the term (√A2 −B2y0+√C2 −D2y2)2
and conclude that the value has to be larger.
The second and simpler case is ~D = 0. We can use a coordinate boost to rewrite K into
the simpler form
K = (A, ~B, ~C, ~D) = (A, (B, 0, 0), (0, 0, 0), (0, 0, 0))
where equation (3.9) is the same as |A| > |B|. The rest of the argument is the same as
before. 
Combing the above two Lemmas, we obtain:
Proposition 3.4. A Killing field K of the form (3.1) is an observer Killing field in O if
and only if
A~D = − ~B × ~C,A >max{| ~B|, | ~C|, | ~D|}
and
A2 + | ~D|2 − | ~B|2 − | ~C|2 = 1.
4. Spinorial Killing fields of AdS3,1
We first review the Killing spinors and the construction of the corresponding Killing
fields as follows. An irreducible representation of Clifford algebra of R3,1 on C4 is given by
γ0 =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 , γ1 =


0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0


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γ2 =


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0

 , γ3 =


0 0 0 −i
0 0 i 0
0 i 0 0
−i 0 0 0

 .
Denote by γi1i2...ik = γi1γi2 . . . γik . On C
4 there is a form defined by
((v1, v2), (u1, u2)) = 〈v1, u2〉+ 〈v2, u1〉 , vj , uj ∈ C2
which is linear in the first argument (v1, v2) and conjugate linear in the second one (u1, u2).
It can be easily checked that (X.ψ, φ) = (ψ,X.φ) for any vector X ∈ R3,1, where “.” is the
Clifford multiplication. This form is SL(2,C)-invariant where the SL(2,C) action is given
by
ρ(g) =
[
g¯ 0
0 (gt)−1
]
,
for any g ∈ SL(2,C).
All these can be extended to any 4-dimensional spin Lorentzian manifold, where the
spinor bundle is the complex rank 4 bundle associated with the standard representation.
Let Σ be the irreducible spinor bundle of AdS3,1.
Definition 4.1. A section σ of the complex rank 4 spinor bundle on AdS3,1 is an imaginary
Killing spinor if ∇Xσ = i2X.σ where ∇ is the spinor connection.
The following Lemma is well-known and the proof is included for completeness.
Lemma 4.2. Suppose ψ is an imaginary Killing spinor on AdS3,1, then the 1-form α
defined by α(X) = −(X.ψ,ψ) is a Killing 1-form.
Proof.
∇α(ek, ej) +∇α(ej , ek) = −( i
2
ej .ek.ψ, ψ) − (ej .ψ, i
2
ek.ψ)− ( i
2
ek.ej .ψ, ψ) − (ek.ψ, i
2
ej .ψ)
= − i
2
([ej , ek].ψ, ψ) − i
2
([ek, ej ].ψ, ψ) = 0.

For a spinor Killing vector field (Definition 1.3) of AdS3,1 of the form (3.1), the coeffi-
cients A, ~B, ~C, ~D can be explicitly related to imaginary Killing spinor ψ as follows.
Take the base point o ∈ AdS3,1 with R3,2 coordinates y0 = 1, yi = 0, i = 1, 2, 3, y4 = 0. At
o, the frame { ∂
∂y4
, ∂
∂y1
, ∂
∂y2
, ∂
∂y3
} is orthonormal. We choose a trivialization of the spinor
bundle o such that the Clifford multiplications by ∂
∂y4
and ∂
∂yi
, i = 1, 2, 3 are identified with
matrix multiplication by γ0 and γi, i = 1, 2, 3, respectively. The set of imaginary Killing
spinors is parametrized by the fiber of the spinor bundle at o, which is isomorphic to C4.
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Lemma 4.3. Let ψ be an imaginary Killing spinor and K be the corresponding Killing
field of the form (3.1). Then the coefficients of K are:
(4.1)
A = (γ0ψ,ψ), Bj = −(γjψ,ψ)
Cj = (iγ0jψ,ψ), Dj = (
i
2
ǫjklγklψ,ψ)
where all quantities above are evaluated at the base point o
Proof. Let α be the 1-form dual to K. With the above identification and (3.2), A =
−α( ∂
∂y4
) = ( ∂
∂y4
.ψ, ψ). Bj = α(
∂
∂yj
) = −( ∂
∂yj
.ψ, ψ). By (3.4), Cj =
1
2dα(
∂
∂y4
, ∂
∂yj
) and
Dj =
ǫjkl
4 dα(
∂
∂yk
, ∂
∂yl
).
We compute
dα(X,Y ) = −X(Y.ψ, ψ) + Y (X.ψ,ψ) + ([X,Y ].ψ, ψ)
= −(Y. i
2
X.ψ,ψ) − (Y.ψ, i
2
X.ψ) + (X.
i
2
Y.ψ, ψ) + (X.ψ,
i
2
Y.ψ)
= i([X,Y ].ψ, ψ).
Therefore,
Cj =
i
2
([
∂
∂y4
,
∂
∂yj
].ψ, ψ) = (i
∂
∂y4
.
∂
∂yj
.ψ, ψ).
Dj =
i
4
ǫjkl([
∂
∂yk
,
∂
∂yl
].ψ, ψ) =
i
2
ǫjkl(
∂
∂yk
.
∂
∂yl
.ψ, ψ).

Since the space of imaginary spinors can be identify with C4 and the space of Killing
fields is identified with so(3, 2), we obtain the following corollary:
Corollary 4.4. The map ψ 7→ (A, ~B, ~C, ~D) where A, ~B, ~C, ~D are given in (4.1) can be
considered as a map from C4 to so(3, 2) whose image is the set S of spinor Killing fields.
To compare the sets S and O, we will characterize the set S in terms of its defining
equations. A key to deriving these defining equations is the Fierz identity, which is briefly
reviewed here. See [16] for more details.
Let MC(4) be the complex vector space of 4×4 complex matrices and denote by I βα the
identity matrix. The main idea is as follows:
{1
2
I,
1
2
γ0,
1
2
γj ,
1
2
γ0j ,
1
2
γjk,
1
2
γ0jk,
1
2
γ123,
1
2
γ0123}
form a unitary basis for MC(4) with respect to the Hermitian product defined using the
trace. Let B denote the index set of (a1, · · · , ak), k = 0, 1, 2, 3, 4 in this basis. As a result,
any matrix can be expressed as a linear combination of the basis where the coefficients can
be computed effectively. A direct calculation shows that each γa1,...ak is either Hermitian
or skew-Hermitian. Precisely, the complex conjugate γ∗a1...ak is
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γ∗a1...ak = (−1)k(k+1)/2+sγa1...ak , where s =
{
1 if one of a1 . . . ak is 0
0 otherwise
.
Any matrix M βα in MC(4) can be expressed as
(4.2) 4M βα =
∑
(a1,··· ,ak)∈B
(−1)k(k+1)/2+s(γa1...ak) βα Tr(γa1...akM).
Since equation (4.2) holds for any matrix M , it follows that
(4.3) 4I µα I
β
ν =
∑
(a1,··· ,ak)∈B
(−1)k(k+1)/2+s(γa1...ak) βα (γa1...ak) µν .
Proposition 4.5. A Killing field K of the form (3.1) is a spinor Killing field in S if and
only if (A, ~B, ~C, ~D) with A > 0 satisfies the following relations:
A2 = | ~B|2 + | ~C|2 + | ~D|2 − 2∆2
( ~B · ~C)2 = (| ~B|2 −∆2)(| ~C|2 −∆2)
( ~C · ~D)2 = (| ~C|2 −∆2)(| ~D|2 −∆2)
( ~B · ~D)2 = (| ~B|2 −∆2)(| ~D|2 −∆2)
| ~B|2, | ~C|2, | ~D|2 ≥ ∆2 ≥ 0
( ~B · ~C)( ~C · ~D)( ~D · ~B) ≥ 0
(4.4)
where ∆2 = − ~B · ( ~C × ~D)/A.
Proof. Let V be the set of (A, ~B, ~C, ~D) that satisfies (4.4). We prove that S = V in the
following.
Part 1: S ⊂ V
Let K ∈ S be a spinor Killing field which is defined by ψ ∈ C4 through the identification
at the base point o. Define A,Bj , Cj ,Dj as before. Furthermore, we define
Ej =
〈
i
2
ǫjklγklψ,ψ
〉
, G = 〈γ0ψ,ψ〉
F = −〈γ123ψ,ψ〉, H = −〈iγ0123ψ,ψ〉 .
We derive relations among A, ~B, ~C, ~D, ~E, F,G,H by contracting the Fierz identity with
various spinors.
Contracting (4.3) with ψαψ¯βψ
ν ψ¯µ gives
3A2 = | ~B|2 + | ~C|2 + | ~D|2 + | ~E|2 + F 2 +G2 +H2.
Contracting (4.3) with (γ0j)
α
α˜ψ
α˜ψ¯βψ
ν ψ¯µ gives
A~B = − ~C × ~D +H ~E.
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Contracting (4.3) with (γj)
α
α˜ψ
α˜ψ¯βψ
νψ¯µ gives
A~C = − ~D × ~B + F ~E.
Contracting (4.3) with (γ0ij)
α
α˜ψ
α˜ψ¯βψ
ν ψ¯µ gives
A~D = − ~B × ~C +G~E.
Contracting (4.3) with (γ0123)
α
α˜ψ
α˜ψ¯βψ
νψ¯µ gives
AH = ~B · ~E.
Contracting (4.3) with (γ123)
α
α˜ψ
α˜ψ¯βψ
ν ψ¯µ gives
AF = ~C · ~E.
Contracting (4.3) with (γ0)
α
α˜ψ
α˜ψ¯βψ
νψ¯µ gives
AG = ~D · ~E.
Contracting (4.3) with (γij)
α
α˜ψ
α˜ψ¯βψ
νψ¯µ gives
A~E = H ~B + F ~C +G~D.
In conclusion, we have
3A2 = | ~B|2 + | ~C|2 + | ~D|2 + | ~E|2 + F 2 +G2 +H2
A~B = − ~C × ~D +H ~E AH = ~B · ~E
A~C = − ~D × ~B + F ~E AF = ~C · ~E
A~D = − ~B × ~C +G~E AG = ~D · ~E
A~E = H ~B + F ~C +G~D.
(4.5)
In the following calculations, we eliminate ~E,F,G,H from equation (4.5) to derive equa-
tion (4.4).
Lemma 4.6. Equation (4.5) implies
H2 = | ~B|2 −∆2
F 2 = | ~C|2 −∆2
G2 = | ~D|2 −∆2.
(4.6)
Proof. Starting with
A~B = − ~C × ~D +H ~E,
we take the inner product of both sides with ~B. We have
A~B · ~B = (− ~C × ~D +H ~E) · ~B.
Using AH = ~B · ~E and the definition of ∆, we conclude
H2 = | ~B|2 −∆2.
The other two equations can be derived similarly. 
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In particular, this implies
| ~B|2, | ~C |2, | ~D|2 ≥ ∆2 ≥ 0.
Next we prove
Lemma 4.7. Equation (4.5) implies
~B · ~D =HG
~C · ~D =GF
~C · ~B =FH.
(4.7)
Proof. Starting with
A~B = − ~C × ~D +H ~E,
we take the inner product of both sides with ~D and use AG = ~D · ~E. We conclude that
~B · ~D = HG.
The other two equations can be derived similarly. 
The second through the forth equations in equation (4.4) follows from the above two
lemmas. For example,
( ~B · ~C)2 =F 2H2
=(| ~B|2 −∆2)(| ~C |2 −∆2).
Finally, we show that the first equation in (4.4) follows from equation (4.5). We start
with AF = ~C · ~E and use also A~E = H ~B + F ~C +G~D. We compute
AF = ~C · ~E
=
1
A
(
F | ~C|2 +G~C · ~D +H ~B · ~C
)
=
F
A
(
F 2 +G2 +H2 +∆2
)
.
As a result,
A2 = F 2 +G2 +H2 +∆2 = | ~B|2 + | ~C|2 + | ~D|2 − 2∆2.
This finishes the proof of this part.
Part 2: V ⊂ S
The proof of this direction consists of four lemmas.
Lemma 4.8. (A, ~B, ~C, ~D) ∈ V if and only if (A, ~C, ~D, ~B) ∈ V. (A, ~B, ~C, ~D) ∈ S if and
only if (A, ~C, ~D, ~B) ∈ S
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Proof. The first statement is obvious in the view of (4.4). For the second one, suppose
ψ = (w1, w2, u1, u2) ∈ C4. Let ψ˜ = (iw1 + iu1, iw2 + iu2, w1 − u1, w2 − u2)/
√
2. Then by
direct computation we have
A(ψ) = A(ψ˜), ~B(ψ) = ~C(ψ˜)
~C(ψ) = ~D(ψ˜), ~D(ψ) = ~B(ψ˜).

Lemma 4.9. We have the following two statements:
(1) (A, ~B, ~C, ~D) ∈ S if and only if (A, cos θ ~B + sin θ ~C,− sin θ ~B + cos θ ~C, ~D) ∈ S.
(2) (A, ~B, ~C, ~D) ∈ V if and only if (A, cos θ ~B + sin θ ~C,− sin θ ~B + cos θ ~C, ~D) ∈ V.
Proof. The first statement follows that S is invariant under the isometry group of AdS3,1
and that this transformation corresponds to the time translation. We begin to prove the
second one. Since ∆2, | ~B|2 + | ~C|2 and | ~B × ~C|2 are unchanged under the transformation,
it’s sufficient to show ( ~B · ~D)2 = (| ~B|2 −∆2)(| ~D|2 −∆2) is preserved.
We compute (
(cos θ ~B + sin θ ~C) · ~D
)2
=cos2 θ( ~B · ~D)2 + sin2 θ( ~C · ~D)2 + 2 sin θ cos θ( ~B · ~D)( ~C · ~D)
and (
| cos θ ~B + sin θ ~C|2 −∆2
)
(| ~D|2 −∆2)
=
(
cos2 θ(| ~B|2 −∆2) + sin2 θ(| ~C|2 −∆2) + 2 cos θ sin θ ~B · ~C
)
(| ~D|2 −∆2)
= cos2 θ( ~B · ~D)2 + sin2 θ( ~C · ~D)2 + 2cos θ sin θ ~B · ~C(| ~D|2 −∆2).
The lemma follows since ( ~B · ~D)2( ~C · ~D)2 = ( ~B · ~C)2(| ~D|2−∆2)2 and ( ~B · ~D)( ~C · ~D), ( ~B · ~C)
have the same sign. 
Lemma 4.10. Suppose (A, ~B, ~C, ~D) ∈ V and ~B = 0, then (A, ~B, ~C, ~D) ∈ S.
Proof. We have ∆2 = 0, A2 = | ~C|2 + | ~D|2. This implies that ~C, ~D are parallel. Picking
ψ = (1, exp(−iθ), exp(iθ), 1)/2,
A(ψ), ~B(ψ), ~C(ψ), ~D(ψ))
=(1, (0, 0, 0), (0,− cos θ sin θ, sin2 θ), (0, cos2 θ,− cos θ sin θ)).
Thus (A, ~B, ~C, ~D) can be achieved by choosing suitable θ and applying Lemma 4.9 if
necessary. 
Lemma 4.11. If (A0, ~B0, ~C0, ~D0) ∈ V satisfies | ~B0|2 = ∆20, then it is also in S.
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Proof. In view of (4.4), we know ~B0 · ~C0 = ~B0 · ~D0 = 0. By dilation, rotation and Lemma
4.9 we can assume
(A0, ~B0, ~C0, ~D0) = (1, (−b, 0, 0), (0, c,−γ), (0, µ, c)).
(4.4) becomes
1 + b2 = µ2 + γ2 + 2c2
(γ − µ)2c2 = (µ2 + c2 − b2)(γ2 + c2 − b2)
b(µγ + c2) = b2.
From Lemma 4.10 we can assume b 6= 0. Eliminating c2 in the first and the third lines we
obtain a quadratic equation of b
1 + b2 = µ2 + γ2 + 2b− 2µγ.
We conclude b = 1± (µ− γ) and c2 = b− µγ = 1− µγ ± (µ− γ).
Case 1: µ = γ
In this case ~C0, ~D0 are orthogonal and | ~B0| = | ~C0| = | ~D0| = 1. Pick ψ = (−1, i, , i,−1)/2
then
(A, ~B, ~C, ~D) = (1, (0, 0,−1), (1, 0, 0), (0, 1, 0)).
Together with Lemma 4.8 and Lemma 4.9, this situation can be obtained.
Case 2: µ < γ
In this case from b ≤ 1 we have b = 1 + (µ − γ). Let
α =
µ+ γ
µ− γ , β = −
2sgn(c)
γ − µ
√
(1− γ)(1 + µ).
Then ψ =
√
γ−µ
2 (1, w2,−w¯2,−1) with w22 = α+ iβ has the desired image.
Case 3: µ > γ
In this case form b ≤ 1 we have b = 1− (µ − γ). Assign
α =
µ+ γ
µ− γ , β =
2sgn(c)
µ− γ
√
(1 + γ)(1 − µ)
and ψ =
√
µ−γ
2 (1, w2, w¯2, 1) with w
2
2 = α+ iβ has the desired image. 
Now we can show V ⊂ S. Given (A, ~B, ~C, ~D) ∈ V. By dilation we can assume A = 1.
By Lemma 4.9 we can replace ~B, ~C by cos θ ~B + sin θ ~C,− sin θ ~B + cos θ ~C. By choosing θ
such that cos θ( ~B · ~D)+ sin θ( ~C · ~D) = 0, we can assume ~B · ~D = 0. From (4.4) this implies
either | ~B|2 = ∆2 or | ~D|2 = ∆2. From Lemma 4.8 we can assume | ~B|2 = ∆2. And it is
done in Lemma 4.11. 
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5. Spinor Killing fields vs. Observer Killing fields
We study the relation between the two subsets O and S of Killing fields in this section.
The following lemma for the subset O is needed in the proof of Theorem
Lemma 5.1. For any (A, ~B, ~C, ~D) ∈ O we have
min
|~x|=1
A2 − ( ~B · ~x)2 − ( ~C · ~x)2 − ( ~D · ~x)2 ≥ 0.
The equality holds if and only if (A, ~B, ~C, ~D) is null. And in this case, the minimum is
attained only if ~D · ~x = 0.
Proof. Up to rotation and dilation, we may assume
(A, ~B, ~C, ~D) = (1, (b, 0, 0), (c1 , c2, 0), (0, 0, d)).
Let ~x = (α, β, γ), then
( ~B · ~x)2 + ( ~C · ~x)2 + ( ~D · ~x)2 = (αb)2 + (αc1 + βc2)2 + (γd)2
= (b2 + c21 − d2)α2 + (c22 − d2)β2 + 2c1c2αβ + d2.
In view of | ~D| ≤ | ~B|| ~C| and | ~B|, | ~C | ≤ 1 we have | ~D| ≤ | ~B|, | ~C|. Then the above
expression attends its maximum only if γ = 0. We can denote α = cos θ, β = sin θ. Then
above expression becomes
(b2 + c21 − d2) cos2 θ + (c22 − d2) sin2 θ + 2c1c2 cos θ sin θ + d2
=
(
b2 + c21 − c22
2
)
cos 2θ + c1c2 sin 2θ +
b2 + c21 + c
2
2
2
≤
√(
b2 + c21 − c22
2
)2
+ c21c
2
2 +
b2 + c21 + c
2
2
2
≤1.
The last inequality comes from 1 + d2 ≥ b2 + c21 + c22 and d = bc2. 
We prove Theorem 1.4 which gives the precise relation between the sets O and S.
Theorem 1.4 The convex hull of O is properly contained in that of S.
Proof. We show that each y ∈ O can be written as a linear combination of elements in S
with positive coefficients. We look at two cases depending on whether ~D vanishes.
If ~D = 0 then we may assume that y ∈ O is of the form (A, b, 0, 0, c, 0, 0, 0, 0, 0) where
A > 0 and A2 = b2+c2+1. However, this is clearly in the convex null of S since S contains
all vector of (A, b, 0, 0, c, 0, 0, 0, 0, 0) where A > 0 and A2 = b2 + c2.
If ~D is not zero, we may assume that y ∈ O is of the form (A, 1, 0, 0, c1 , c2, 0, 0, 0, d)
where Ad = −c2,
A2 + d2 − 1− c21 − c22 = 1.
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and A > 1 > c21 + c
2
2. We may also assume 1 > d > 0.
We observe that (A,~0,~0, ~D) ∈ S if A = | ~D|. As a result, any (A,~0,~0, ~D) with A >
| ~D| is in the convex hull of S. It suffices to find α > 0 and |e| < 1 such that (A −
α, 1, 0, 0, c1 , c2, 0, 0, 0, d − αe) is in S.
Note that for ~D perpendicular to both ~B and ~C, the defining equations for S reduces to
A2 = | ~B|2 + | ~C|2 − | ~D|2
( ~B · ~C)2 = (| ~B|2 −∆2)(| ~C|2 −∆2)
| ~D|2 = − ~B · ( ~C × ~D)/A.
In terms of A, D, ci, e and α, the defining equations reads
(
c2
d− αe)
2 = 1 + c21 + c
2
2 + (d− αe)2
d− αe = − c2
A− α.
We only have two remaining equations since the first two equations both reduce to the first
one. If we plug in d = − c2A to the second equation, we have
(
c2
d− αe)
2 = 1 + c21 + c
2
2 + (d− αe)2(5.1)
αe =
c2α
A(A− α) .(5.2)
We solve αe from equation (5.1) and then solve α from equation (5.2). We have to make
sure that the solution exist and the obtained solution satisfy |αe| < α and A− α > 0.
Equation (5.1) can be solved by applying intermediate value theorem. Consider the
function f
f(x) = (
c2
d− x)
2 − 1− c21 − c22 − (d− x)2.
We have f(0) = 1 > 0 and f(d− 1) = −2− c21 < 0. Hence, there is a solution of equation
(5.1) αe between d− 1 and 0. With this solution, we can solve from equation (5.2) that
α =
A2αe
Aαe+ c2
.
The denominator is non-zero since both αe and c2 are negative. It is also clear from the
expression that α is positive. Moreover, from
A− α = c2α
Aαe
,
we conclude that A− α > 0.
Finally,
|αe|
α
=
1
A
|c2|
A− α < 1
since A > 1 and
(
c2
A− α )
2 = 1 + c21 + c
2
2 + (d− αe)2 > 1.
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This shows that the convex hull of O is contained in that of S. To show that it is
properly contained, it suffices to find a vector in S which does not lie in the convex hull
of O. Let ψ = (1, 0, 1 + i, 0) ∈ C4 be the value of an imaginary Killing spinor at the base
point o, the corresponding Killing field is
(A0, ~B0, ~C0, ~D0) = (3, (−1, 0, 0), (−2, 0, 0), (2, 0, 0)).
For ~x0 = (1, 0, 0), we have
A20 = ( ~B0 · ~x0)2 + ( ~C0 · ~x0)2 + ( ~D0 · ~x0)2.
Suppose (A0, ~B0, ~C0, ~D0) is contained in the convex hull of O.
(A0, ~B0, ~C0, ~D0) =
∑
j
λj(Aj , ~Bj , ~Cj , ~Dj), λj > 0, (Aj , ~Bj , ~Cj , ~Dj) ∈ O.
From Lemma 5.1, we have (Aj , ~Bj ·~x0, ~Cj ·~x0, ~Dj ·~x0) are future causal but (A0, ~B0 ·~x0, ~C0 ·
~x0, ~D0 · ~x0) is null. Thus (Aj , ~Bj · ~x0, ~Cj · ~x0, ~Dj · ~x0) are also null and ~Dj · ~x0 = 0 from
Lemma 5.1. But ~D0 · ~x0 = 2 6= 0. It’s a contradiction. This finishes the proof of the
theorem. 
6. The observer energy and the rest mass of an asymptotically AdS
spacetime.
For an asymptotically AdS initial data, let e be the total energy and ~p, ~c and ~j be the
total linear momentum, center of mass and angular momentum, respectively. (See [10]
for the details on the asymptotic assumptions and the definition of the total conserved
quantities.) These quantities are associated with the Killing fields of the background AdS
spacetime. Precisely
y0
∂
∂y4
− y4 ∂
∂y0
7−→ e , y0 ∂
∂yk
+ yk
∂
∂y0
7−→ pk
y4
∂
∂yk
+ yk
∂
∂y4
7−→ ck, ǫkqryq ∂
∂yr
7−→ jk.
The following positive energy theorem is proved in [10].
Theorem 6.1. For an asymptotically AdS initial data satisfying the dominant energy
condition with conserved quantities (e, ~p,~c,~j) and any spinor Killing vector field K =
(A, ~B, ~C, ~D) in S,
Ae+ ~B · ~p+ ~C · ~c+ ~D ·~j ≥ 0.
In particular, this implies e ≥ |~p| and as ~p = 0
(6.1) e ≥
√
|~c|2 + |~j|2 + 2|~c×~j|.
Moreover, the data comes from a hypersurface in AdS if any of the followings holds.
(1) There are two linearly independent imaginary Killing spinors along the initial data.
(2) (e, ~p) is null.
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(3) The equality in equation (6.1) holds and ~c×~j = 0.
Remark 6.2. In [10], two additional rigidity conditions are provided. For simplicity, we
only state the ones that will be used later in this article.
As an immediate consequence of Theorem 1.4,
Corollary 6.3. Let (M,g, k) be an asymptotically AdS initial data satisfying the dom-
inant energy condition and e, ~p, ~c and ~j be the total energy, linear momentum, center
of mass, and angular momentum as defined in [10]. Then for any observer Killing field
K = (A, ~B, ~C, ~D) ∈ O,
Ae+ ~B · ~p+ ~C · ~c+ ~D ·~j ≥ 0
From the above positivity, we define the rest mass of an asymptotically AdS initial data
as follows:
Definition 6.4. The rest mass m of an asymptotically AdS initial data with conserved
quantities (e, ~p,~c,~j) is defined to be
m = inf
(A, ~B, ~C, ~D)∈O
Ae+ ~B · ~p+ ~C · ~c+ ~D ·~j,
where O is the set of observer Killing fields.
The conserved quantities (e, ~p,~c,~j) can be considered as an element in so(3, 2)∗, the dual
space of the Lie algebra so(3, 2). SO(3, 2) is a semi-simple Lie group and the Killing form
is non-degenerate. In terms of the coordinate we used, the Killing form is B(K,K) =
6(−A2 − | ~D|2 + | ~B|2 + | ~C|2). Thus 16B(., .) induces an isomorphism so(3, 2)∗ ∼= so(3, 2).
For an element K∗ ∈ so(3, 2)∗, denote
α(K∗) = −1
6
Tr(adK∗ ·adK∗)
and
β(K∗) = −1
3
Tr(adK∗ ·adK∗ ·adK∗ ·adK∗) + 1
12
(Tr(adK∗ ·adK∗))2 .
Remark 6.5. One observes that the Killing form B is related to the timelike condition
in Lemma 3.2 for Killing vector fields, and to the positivity result stated in the following
theorem for conserved quantities.
Remark 6.6. Different notions of the rest mass were proposed by other authors (such as
[20]). They were proved to be positive. However, it is not clear that these definitions are
physically relevant.
Theorem 6.7. For (e, ~p,~c,~j) arising from an asymptotically AdS initial data satisfying
the dominant energy condition, denote
(6.2)
α = e2 + |~j|2 − |~p|2 − |~c|2
β = (e2 − |~j|2 − |~p|2 − |~c|2)2 − 4|~j × ~p|2 − 4|~p× ~c|2 − 4|~c×~j|2 + 8e~c · (~p×~j).
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Then α and β are both non-negative and the rest mass m of (e, ~p,~c,~j) is of the form
m2 =
1
2
(α+
√
β).(6.3)
Proof. We divide the proof into two cases.
Case 1: ~p = 0.
From Theorem 6.1, e ≥
√
|~j|2 + |~c|2 + 2|~j × ~c|. In particular, this implies that both α and
β are non-negative.
We first further assume e >
√
|~j|2 + |~c|2 + 2|~j × ~c|. Let K = (A, ~B, ~C, ~D) be an observer
Killing field. Let | ~C| = η, | ~D| = d, and θ be the angle between ~B and ~C. Proposition 3.4
implies
Ad = η sin θ| ~B| and A2 + d2 = η2 + | ~B|2 + 1.
We solve
A2 =
η2 sin2 θ
η2 sin2 θ − d2 (η
2 − d2 + 1) ≥ η2 + η
2
η2 − d2
and the equality holds as sin θ = ±1. In other words, ~B and ~C are orthogonal. Under the
constraints | ~C|, | ~D| and ~C · ~D fixed, the minimum of ~D · ~j + ~C · ~c occurs only if ~C, ~D ∈
Span{~j,~c}. Denote by θ0 the angle from ~j to ~c and by ϑ the angle from ~j to ~D. Then
~C · ~c+ ~D ·~j = d|~j| cos ϑ+ η|~c| cos(ϑ± π
2
− θ0)
=
(
d|~j| ± η|~c| sin θ0
)
cos ϑ∓ (η|~c| cos θ0) sinϑ
≥ −
√
d2|~j|2 + η2|~c|2 ± 2ηd|~j||~c| sin θ0
≥ −
√
d2|~j|2 + η2|~c|2 + 2ηd|~j × ~c|
and the equality holds when ~C, ~D and ~c,~j have the same orientation and
cosϑ = − d|
~j|+ η| sin θ0~c|√
d2|~j|2 + η2|~c|2 + 2ηd|~j × ~c|
sinϑ = sgn(sin θ0)
η|~c| cos θ0√
d2|~j|2 + η2|~c|2 + 2ηd|~j × ~c|
.
(6.4)
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Let d = η cosφ. Then
Ae+ ~C · ~c+ ~D ·~j ≥
(√
η2 + sin−2 φ
)
e− η
√
cos2 φ|~j|2 + |~c|2 + 2|~c ×~j| cosφ
≥ sin−1 φ
√
e2 − (|~j|2 cos2 φ+ |~c|2 + 2|~c×~j| cosφ)
=
√
|~j|2 + e
2 − |~j|2 − |~c|2
sin2 φ
− 2|~c ×
~j| cosφ
sin2 φ
where the second inequality is an equality when
(6.5) η = sin−1 φ
e√
e2 − (|~j|2 cos2 φ+ |~c|2 + 2|~c×~j| cosφ)
.
Denote P = e2 − |~j|2 − |~c|2, R = 2|~c×~j|. By our assumption P > R and
P
sin2 φ
− R cosφ
sin2 φ
attains its minimum at cosφ = P−
√
P 2−R2
R with value
1
2
(
P +
√
P 2 −R2
)
. Thus
(
Ae+ ~C · ~c+ ~D ·~j
)2
≥ 1
2
(
e2 + |~j|2 − |~c|2 +
√
(e2 − |~j|2 − |~c|2)2 − 4|~c×~j|2
)
.
The equality holds when cosφ = P−
√
P 2−R2
R , | ~C| is given by (6.5), ϑ is given by (6.4), ~C, ~D
and ~c,~j span the same plane with the same orientation, and ~B, ~C are orthogonal. Suppose
e =
√
|~j|2 + |~c|2 + 2|~j × ~c|. Then by replacing e by e+ ǫ and letting ǫ→ 0 the result still
follows.
Case 2: General ~p.
From Theorem 6.1, e ≥ |~p|. Suppose e > |~p| then by a coordinate change we can make
~p = 0. The result follows since α and β are invariant under the SO(3, 2) action. For e = |~p|,
we can also replace e by e+ ǫ and let ǫ→ 0. 
We now prove Theorem 1.5.
Theorem 1.5 Let (M,g, k) be an asymptotically AdS initial data set that satisfies the dom-
inant energy condition as in [10]. The rest mass of (M,g, k) is non-negative. It vanishes
if and only if (M,g, k) is the data of a hypersurface in the AdS space-time AdS3,1.
Proof. We may assume e > |~p| since e = |~p| is precisely the second condition in Theorem
6.1 such that the data comes from a hypersurface in the AdS spacetime. By boosting, we
can further assume ~p = 0. In this case, the rest mass is simply
m2 =
1
2
(
e2 + |~j|2 − |~c|2 +
√
(e2 − |~j|2 − |~c|2)2 − 4|~c×~j|2
)
.
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As a result, m = 0 implies ~j = 0 since e2 ≥ |~j|2+|~c|2+2|~j×~c| by Theorem 6.1. We conclude
that ~p = ~j = 0 and e = |~c|. It follows that the data comes from an AdS hypersurface since
this is a special case of the third condition in the rigidity statement of Theorem 6.1.

7. Algebraic interpretations and comparisons with previous results
In this section, we explain and compare the results as algebraic properties of the Lie
algebra so(3, 2) and the spinor representation of the Clifford algebra Cl(3, 1), which is
isomorphic to C4. Let γ0, γ1, γ2, γ3 be an orthonormal basis in R
3,1 and identify them with
elements in the Clifford Algebra Cl(3, 1) which acts on C4 by the Clifford multiplication.
Witten’s formula gives the following algebraic expression (compare with [11, (4.6)] and
[10, page 11]):
(7.1)
(
(eγ0 − pjγj + ck(iγ0γk) + jm i
2
ǫmklγkγl)ψ,ψ
)
where (e, ~p,~c,~j) are physical quantities. (eγ0 − pjγj + ck(iγ0γk) + jm i2ǫmklγkγl) ∈ Cl(3, 1)
acts on ψ ∈ C4. The positive energy theorem shows that (7.1) is non-negative for any
ψ ∈ C4. Note that since γ20 = 1 and (γ0ψ, φ) = 〈ψ, φ〉, we can rewrite (7.1) in terms of the
standard Hermitian form 〈·, ·〉 on C4:
(7.2) 〈(e− pj(γ0γj) + ck(iγk) + jm( i
2
ǫmklγ0γkγl)ψ,ψ〉.
Gibbons et al. used the spinor representation [11, (4.7)] to identify eγ0−pjγj+ck(iγ0γk)+
jm
i
2ǫ
mklγkγl with an element JAB in so(3, 2), and proceeded to further identify this with
a real 4 × 4 matrix Jab [11, (A, 20)] through the isomorphism so(3, 2) ∼= sp(4). The
positive energy theorem is equivalent to Jab being non-negative definite. In [11], Gibbons
et al derived the following inequalities under the stronger assumption that Jab is positive
definite (or no Killing spinor).
C2 > 0
1
2
C22 > C4 >
1
4
C22
where C2 = J
A
BJ
B
A and C4 = J
A
BJ
B
CJ
C
DJ
D
A. In terms of K
∗ = (e, ~p,~c,~j), C2 =
2α(K∗) and C4 = α(K∗)2 + β(K∗). The above inequalities can be rewritten as
α(K∗) > 0
α(K∗)2 > β(K∗) > 0.
Also, they can choose a suitable frame such that ~p and ~c vanish. In this case they got the
expression of e which is the same as the rest mass m in (6.4). One can also get e = m from
(6.2) assuming ~p = ~c = 0.
Chrus´ciel et al. studied the more general case when Jab (Q defined on [10, page 11]) is
non-negative definite and derived several inequalities among (e, ~p,~c,~j). In particular, they
discussed the case when Jab or Q has non-trivial zero eigenvalues and how such conditions
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imply the rigidity property that the physical data arises from the AdS spacetime. In
the case ~p = 0 they obtained an inequality among energy, center of mass and angular
momentum:
(6.1) e ≥
√
|~c|2 + |~j|2 + 2|~c×~j|
which implies α(K∗) ≥ 0 and α(K∗)2 ≥ β(K∗) ≥ 0 when ~p = 0.
Here we take a different approach from [11] and [10] and interpret (7.1) as a pairing
eA+ ~p · ~B + ~c · ~C +~j · ~D
of the conserved quantities (e, ~p,~c,~j) and
A = (γ0ψ,ψ), Bj = −(γjψ,ψ)
Cj = (iγ0jψ,ψ), Dj = (
i
2
ǫjklγklψ,ψ).
In our approach, (A, ~B, ~C, ~D) is viewed an element in so(3, 2) through the map C4 →
so(3, 2) defined in Corollary 4.4. The expression is considered as a paring of (e, ~p,~c,~j) ∈
so(3, 2)∗ with (A, ~B, ~C, ~D) for an (A, ~B, ~C, ~D) in the image of the map, which is identified
with spinor Killing fields S. We utilize the positivity of these expressions to study observer
energy, or the pairing with elements in the set of observer Killing fields O.
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