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Hardware-based acceleration technologies provide great opportunities for speeding up database
processing. GPUs (optionally with Tensor Cores), iGPUs, FPGA, TPUs, intelligent network
devices, memory and disks are only some examples of suitable approaches. Based on an
analysis of available technologies we discussed in the working group use cases for database
accelerators from the level of individual operators and algorithms up to the level of complex
tasks such as query planning and optimization. Particularly, we investigated the following
three questions: How to exploit tensor cores for query operators, e.g. for joins? How to speed
up (by batch processing) scalar functions, parsing/deserialization of strings/CSV/JSON, as
well as the transposition of batches of records? How to exploit accelerators for cardinality
estimation and query planning? How to abstract the execution on heterogeneous resources
with the help of a task dependency model?
There are a few interesting points to note in the discussion. First, it is still quite difficult
to obtain the most efficient implementation for a given problem on a target architecture,
although the problem has been studied to some extent in the form of paper publication
or open source. Second, hardware architectures are evolving, and even the state-of-the-art
implementations can become inefficient in future architectures. Third, one of the consequences
from the first and second points is that, it is rather challenging and tedious to have a fair
and complete benchmark on different implementations for a given problem across different
architectures.
As results of the group’s discussion we propose a public repository for implementations of
database tasks using different accelerator technologies which forms the basis for programming
contests and at the same time allows for a performance comparison of different implementa-
tions. As a second result we discussed a survey to be prepared that covers the state of the
art of implementing fundamental database operations such as joins, aggregations, sorting,
and advanced scans for different accelerators, so that the community can be aware of the
state-of-the-art work that has been done, and identify the challenges and opportunities for
improving the performance of those operations.
Finally, we discussed future research directions with respect to hardware acceleration
for database tasks both on premise (intelligent memory and storage controllers, memory
filters, as well as gather operations with static and dynamic strides) as well as for cloud
environments (intelligent storage, virtualization of accelerators). The work items are to be
defined, since the scope spans across many relevant areas. It can be the topic of a future
Dagstuhl seminar.
As a side project, we had quite intensive discussions on how to exploit the Tensor
cores for different data processing operations beyond deep learning. The recent and rapid
development of deep learning systems and applications have driven tremendous efforts in
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tensor accelerator units. One example is from NVIDIA’s tensor core and the other example
is Google’s TPU. Those tensor hardware units can typically demonstrate superb tensor
computation performance. In this study, we show how common database operations can be
implemented from those sensor operations. We will implement our proposal on NVIDIA
Volta architecture, and demonstrate its performance and tradeoff. We expect that there will
be some tradeoff in such mappings since they may be too restrictive in implementing with
tensor operations.
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