We give a combinatorial characterization of upward planar graphs in terms of upward planar orders, which are special linear extensions of edge posets.
Introduction
An upward planar graph is a planar embedding of an acyclic directed graph with the constraint that all edges increase monotonically in the vertical direction, see Fig 1. In practice, upward planar graphs are commonly used to represent hierarchical structures, such as PERT networks, Hasse diagrams, family trees, etc. For several decades, upward planar graphs have been extensively studied in the fields of graph theory, graph drawing algorithms, ordered set theory (see, e.g., [5] for a review). A simple characterization of upward planarity was given independently by Battista, Tamassia [3] and Kelly [8] . They characterized upward planar graphs as spanning subgraphs of planar st graphs, which are planar embeddings of acyclic directed graphs with exactly one source s and exactly one sink t such that both s and t are mapped on the boundary of the unbounded face. A further characterization of upward planar graphs was given in [1, 2] by means of bimodal embeddings and consistent assignments of sources and sinks to faces Progressive plane graphs are fundamental objects in the theory of graphical calculus [7] , whose equivalence with (upward) planar st graphs was pointed out in [6] . A progressive plane graph can be combinatorially characterized by the notions of a progressive graph and a planar order [6] . In this paper, based on the work in [6] , we give a new characterization of upward planarity. Precisely, we introduce the notion of an upward planar order for an acyclic directed graph G, which is a special linear extension of the edge poset of G, and show that it characterizes an upward planar embedding of G.
The paper is organized as follows. In Section 2, we review the combinatorial characterization of progressive plane graphs. In Section 3, we introduce the notion of an upward planar order for a general acyclic directed graph and study its basic properties. In Section 4, we give several combinatorial characterizations of progressive plane graphs. In Section 5, we introduce the notion of a canonical progressive planar extension (CPP-extension for short) for an acyclic directed graph G. We show that there is a natural bijection between upward planar orders on G and CPP-extensions of G. In Section 6, we justify our combinatorial characterization of upward planarity. We show that a directed graph endowed with an upward planar order has an upward planar embedding in a canonical way, and conversely, there is at least one upward planar order for any upward planar graph. We point out that our characterization of upward planarity can also be applied to characterize planarity of (non-directed) graphs.
Progressive plane graph
A progressive plane graph is an embedding of an acyclic directed graph in a plane box such that (1) all edges monotonically decrease in the vertical direction; (2) all sources and sinks are of degree one; and (3) all sources and sinks are placed on the horizontal boundaries of the plane box. A progressive graph is an acyclic directed graph with all source and sink vertices of degree 1. This notion is essentially equivalent to the one of PERT-graph [6] . A vertex is called progressive if it is neither a source nor a sink. An edge of a progressive graph is called an input edge if it starts from a source and output edge if it ends with a sink.
A planar embedding of a progressive graph G is boxed if it is mapped in a plane box with all sources of G lying on one of the horizontal boundaries of the plane box and all sinks of G on the other one. A planar embedding of a directed graph is upward if all edges increase monotonically in the vertical direction (we freely change the convention of drawings: upward or downward). It is easy to see that a progressive plane graph is a boxed and upward planar embedding of a progressive graph. Two progressive plane graphs are equivalent if they are connected by a planar isotopy such that each intermediate planar embedding is boxed.
For a vertex v of a directed graph, a polarization [7] of v is a choice of a linear order I(v) and a linear order on O(v), where I(v) and O(v) are the set of incoming and outgoing edges of v, respectively, and possibly one of them is empty. A directed graph is called polarized if each of its vertices equips with a polarization. In the way shown in Fig 3, progressive plane graphs and general upward planar graphs are polarized. A planar order [6] on a progressive graph G is a linear order ≺ on E(G), such that (P 1 ) e 1 → e 2 implies that e 1 ≺ e 2 ; and (P 2 ) if e 1 ≺ e 2 ≺ e 3 and e 1 → e 3 , then either e 1 → e 2 or e 2 → e 3 , where e 1 → e 2 denotes that there is a directed path starting from e 1 and ending with e 2 . By the linearity of ≺, it is easy to see that (P 2 ) is equivalent to ( P 2 ): if e 1 ≺ e 2 ≺ e 3 and t(e 1 ) = s(e 3 ), then either e 1 → e 2 or e 2 → e 3 . A progressive graph together with a planar order is called a planarly ordered progressive graph or POP-graph. 
UPO-graph
Let S be a finite set with a linearly order <. Given a subset X ⊆ S, we write X − = min X and
A directed graph together with an upward planar order is called an upward planarly ordered graph or UPO-graph. Any UPO-graph must be acyclic. Obviously, (U 1 ) = (P 1 ), say ≺ is a linear extension of →. (U 2 ), under (U 1 ), is equivalent to O(v) − = I(v) + + 1 (with respect to ≺) for any progressive vertex v.
The following lemma is an easy consequence of (U 3 ). 
Proof. We only prove (1). The proof of (2) is similar. Both I(v 1 ) and I(v 2 ) are intervals of
An embedding of directed graphs φ :
, such that s(φ 1 (e)) = φ 0 (s(e)) and t(φ 1 (e)) = φ 0 (t(e)) for any e ∈ E(G 1 ). In this case, G 1 is called a subgraph of G 2 . We freely identify the vertices and edges of G 1 with their images, and view
The following lemma shows that (U 1 ) and (U 3 ) are hereditary. 
On the other hand, we must have
In summary,
Let (G, ≺) be a UPO-graph and v a vertex of G. We set
We define an order < on U (v) as follows. For any
The next lemma shows that when suitable vertices and edges are added to a UPO-graph, the resulting graph will admit a unique extended upward planar order. (
, and t(e) = D(s(e)) − . Then there exists a unique upward planar order ≺ Γ on Γ, whose restriction is ≺ G . Proof. The uniqueness follows from (U 2 ) of ≺ Γ . In fact, in cases (1) and (2), e = O(t(e)) − − 1; and in cases (3) and (4), e = I(s(e)) + + 1. In this way, the linear order ≺ Γ on E(Γ) = E(G) ⊔ {e} is uniquely defined. To show the existence it suffices to show that ≺ Γ is an upward planar order. Now we check (U 1 ) for ≺ Γ . In case (1), e ∈ I(Γ), so we only need to show that e → e 1 implies that e ≺ Γ e 1 . In fact, e → e 1 , implies that there is an edge e 2 ∈ O(t(e)) such that e 2 → e 1 in G, so e 2 ≺ G e 1 and hence
In case (2), we only need to show that e 1 → e and e → e 2 implies that e 1 ≺ Γ e 2 . Set
On the other hand, O(t(e)) O(w) implies the non-existence of a direct path in G that starts from t(e) and ends with w, so just as case (1), e → e 2 implies that there is an edge e 3 ∈ O(t(e)) such that e 3 → e 2 in G, which implies that e ≺ Γ e 3 ≺ Γ e 2 . In summary,
The proofs in cases (3) and (4) are similar.
Under
which is obvious from the construction of ≺ Γ . Now we are left to check (U 3 ).
If
is trivial. So we assume v 1 and v 2 are different vertices of G such that I Γ (v 1 ) ∩ I Γ (v 2 ) = ∅. There are two possibilities for v 1 .
Otherwise, e ∈ I Γ (v 1 ), there are three cases. In cases (1) and (2),
In the former case, since e ∈ I G (v 1 ), so
In the later case, note that e = I G (s(e)) + + 1 and e ∈ I Γ (v 2 ) (by
Dually, we can show that for any different
The proof is completed.
Characterizations of POP-graphs
We introduce new constraints for UPO-graphs and list some lemmas which are useful for characterizing POP-graphs.
Lemma 4.1. Let G be a progressive graph with a linear order ≺ on E(G). Then
(1) for any vertices
Proof. We only prove (1). By assumption v 1 = v 2 and I(v 1 ) ∩ I(v 2 ) = ∅, we know that the degree of v 2 is not equal to one. Since G is a progressive graph, v 2 must be progressive. The proof of (2) is similar. Proof. We only prove the first part of (A) Next, we claim that v 1 must not be a sink. If not, by the fact that G is a progressive graph,
and we complete the proof. Otherwise, note that O(v 1 ) − ∈ I(w 1 ) = ∅, similar as v 1 , w 1 must not be a sink, so we can repeat the above procedure to find w 2 → w 3 → · · · , until we find a w k (k ≥ 1) such that w k → v 2 . Since G has only finite vertices and the above procedure never reaches a sink, so such a w k must exist, and hence we have
Similarly, we can prove that 
Lemma 4.4. Let G be a progressive graph and ≺ a linear order on E(G). If
Proof. ( P 2 ) =⇒ (P 3 ). We only prove the first part of (P 3 ), the proof of the second part is similar. First by Lemma 4.1 (1), I(v 1 ) ∩ I(v 2 ) = ∅ implies that v 2 is progressive.
Now take e ∈ I(v 1 ) ∩ I(v 2 ), then I(v 2 ) − ≺ e ≺ I(v 2 ) + ≺ O(v 2 ) − , where the last equality follows from (U 2 ). Clearly, t(I(v 2 ) − ) = v 2 = s(O(v 2 ) − ), then by ( P 2 ) we have either I(v 2 ) − → e or e → O(v 2 ) − . If I(v 2 ) − → e, then I(v 2 ) + → e, which contradicts e ≺ I(v 2 ) + and (U 1 ). So we must have e → O(v 2 ) − , which implies that v 1 → v 2 .
(P 3 ) =⇒ ( P 2
Then e 2 ∈ [e 1 , e 3 ] ⊆ E(v) implies that either e 2 ∈ I(v) or e 2 ∈ O(v). If e 2 ∈ I(v), then e 2 ∈ I(t(e 2 )) ∩ I(v) = ∅. So by (P 3 ), we have t(e 2 ) → v, hence e 2 → e 3 . Similarly, e 2 ∈ O(v) implies that e 1 → e 2 . Now we give several characterizations of POP-graphs. Theorem 4.5. Let G be a progressive graph with a linear order ≺ on E(G) satisfying (P 1 ). Then the following statements are equivalent:
Proof.
(1) ⇐⇒ (2). By Lemma 4.4 and the fact that (P 2 ) ⇐⇒ ( P 2 ), we see that (P 2 ) ⇐⇒ (P 3 ) under (U 1 ) and (U 2 ). Since ≺ satisfies (P 1 ) = (U 1 ), then to prove (1) ⇐⇒ (2) we only need to prove (P 1 ) + (P 2 ) =⇒ (U 2 ). In fact, let v be a progressive vertex of G, e 1 = I(v) + and e 2 = O(v) − . Clearly, e 1 → e 2 , and by (P 1 ), e 1 ≺ e 2 . Now we prove e 2 = e 1 + 1 by contradiction. Suppose there exists an edge e with e 1 ≺ e ≺ e 2 , then by (P 2 ) we have either e 1 → e or e → e 2 . If e 1 → e, then there must exist an edge e ′ ∈ O(v) such that e ′ → e or e ′ = e, which follows e ′ e by (P 1 ). Hence e ′ ≺ e 2 , which contradicts the facts that e ′ ∈ O(v) and e 2 = O(v) − . Similarly, e → e 2 also leads a contradiction.
(1) =⇒ (3). We have proved (P 1 ) + (P 2 ) =⇒ (U 2 ) and Lemma 4.2 shows that (P 1 ) + (P 2 ) =⇒ (A), thus to prove (1) =⇒ (3) we only need to prove (P 1 ) + (P 2 ) =⇒ (U 3 ). By (1) ⇐⇒ (2), it suffices to show (P 3 ) =⇒ (U 3 ).
We prove this by contradiction. Suppose
, so we have either e 1 ≺ h 1 ≺ e 2 or e 1 ≺ h 2 ≺ e 2 . Both cases imply I(v 2 ) ∩ I(v 1 ) = ∅, then by (P 3 ), we have v 2 → v 1 , a contradiction with the acyclicity of G. The second part of (U 3 ) can be proved similarly.
(3) =⇒ (2). This is a direct consequence of the fact that (U 3 ) + (A) =⇒ (P 3 ). (3) ⇐⇒ (4). This is a direct consequence of Lemma 4.3.
CPP-extension
A canonical progressive planar extension, or CPP-extension, of a directed graph G is a POP-graph (Γ, ≺) together with an embedding φ :
where |X| denotes the cardinality of X;
implies that either O(s(e)) − ≺ e ≺ O(s(e)) + or I(t(e)) − ≺ e ≺ I(t(e)) + .
Clearly, G must be acyclic if it has a CPP extension. Any CPP-extension of G is obtained from G by adding some new vertices and edges, whose local configurations are listed in Fig 5. Since Γ is progressive, (E 1 ) says that the vertices of G exactly correspond to the progressive vertices of Γ. (E 2 ) says that the number of newly added edges are exactly |S(G)| + |T (G)|, and (E 3 ) says that any newly added edge should not connect a source and a sink of G. (E 4 ) says that if a newly added edge is neither an input nor output edge of Γ, then its local configuration should be the case (2) or (4) in Fig 5. 
Remark 5.1. In general, the CPP-extension may not exist; and it may not be unique if exists. While for a UPO-graph, there exists a unique CPP-extension with compatible ordering, see Proposition 5.4 below.
The following lemma characterizes the newly added edges.
Lemma 5.2. Let G be an acyclic directed graph and φ
and |I(φ 0 (v))| = 1 for any v ∈ S(G), and |O(φ 0 (w))| = 1 for any w ∈ T (G).
Proof. Assume S(G)
Let ≺ G be the linear order on E(G) induced from ≺. The following lemma is a direct consequence of (E 4 ), which says that some properties of an edge of G with respect to ≺ G are preserved by the embedding φ : G → Γ.
Lemma 5.3. Let G be an acyclic directed graph and φ : G → (G, ≺) a CPP-extension of G. For any edge e of G, we set e ′ = φ 1 (e). Then we have:
Proposition 5.4. Let (G, ≺) be a UPO-graph. Then there exists a unique CPP-extension φ : G → (G, ≺) such that for any e 1 , e 2 ∈ E(G), e 1 ≺ e 2 implies that φ 1 (e 1 )≺φ 1 (e 2 ).
Proof. We construct a POP-graph (G, ≺) by adding vertices and edges to (G, ≺) just in the ways of Lemma 3.3.
(1) For each v ∈ S(G), if U (v) = ∅, we add to G a source vertex v − and an input edge e v with s(e v ) = v − , t(e v ) = v. Otherwise, we add to G an edge e v with s(e v ) = U (v) − , t(e v ) = v. For both cases, we set the order
we add to G a sink vertex v + and an output edge e v with s(e v ) = v, t(e v ) = v + . Otherwise, we add to G an edge e v with s(e v ) = v, t(e v ) = D(v) − . For both cases, we set the order e v = I(v) + + 1.
Clearly, the order of adding edges are unimportant and the above construction produces a unique progressive graph G, a unique linear order ≺ on E(G) and a unique embedding φ : G → G which preserves the orders on edges and satisfies (E 1 ), (E 2 ), (E 3 ), (E 4 ). Iteratively applying Lemma 3.3, we see that (G, ≺) is a UPO-graph.
To show that (G, ≺) is a POP-graph, by Theorem 4.5, it suffices to show that (G, ≺) satisfies (U 4 ). We prove this by contradiction. Suppose there exists a progressive vertex v of G with
. Take an edge e ∈ I(G) ∩ O(v) and set w = t(e). By the construction of (G, ≺), e ∈ I(G) implies that w ∈ S(G) , U (w) = ∅ in (G, ≺), e = e w , and
Now we show the uniqueness of the CPP-extension. Suppose ϕ : G → (G 1 , ≺ 1 ) is a CPPextension of G that preserves the upward planar orders. By Lemma 5.2, for any e ∈ E( ≺ 1 ) is a UPO-graph, then e = O(t(e)) − + 1 or e = I(s(e)) + + 1. Comparing to the construction of (G, ≺), there is no difficulty to see that there exists a canonical order-preserving isomorphism λ : G 1 → G such that φ = λ • ϕ. Thus all order-preserving CPP-extensions of (G, ≺) are canonically isomorphic to each other. 
Justifying UPO-graph
We show that upward planar orders indeed characterize upward planarity. 
implies that either O(s(e)) − < e < O(s(e)) + or I(t(e)) − < e < I(t(e)) + , where the linear orders are given by the polarization of Γ.
Proof. We want to extend G to a progressive plane graph. Let v 1 , · · · , v n be an ordering of V (G),
Clearly v n = v αµ is a sink vertex. We will inductively eliminate all the sinks of G by adding suitable new edges and vertices.
First, we add a vertex v + n and an edge h = [v n , v + n ] to G, where the coordinate of v + n is (X n , Y n − 1) and h = [v n , v + n ] is the segment with s(h) = v n , t(h) = v + n . Denote the resulting upward planar graph as G 1 .
Then we move to v α µ−1 . If Y α µ−1 = Y αµ , just as above, we add a vertex v + α µ−1 and an
Then we consider the horizontal line y = Y α µ−1 and the set of its intersection points with G 1 . There are three cases: (1) there is an intersection point on the left of v α µ−1 ; (2) there is an intersection point on the right of v α µ−1 ; and (3) v α µ−1 is the unique intersection point of the line with G 1 .
Case (1): We consider the strip of the plane delimited by horizontal lines y = Y α µ−1 and y = Y α µ−1 − ε, where ε > 0 is small enough so that the strip contains no vertices in its interior, and the strip is divided by the edges of G 1 into (at least two) connected regions bounded by vertically monotonic curves.
Let e 0 be the edge of G 1 such that it is on the boundary of the region that contains v α µ−1 and on the left of v α µ−1 (the assumption in (1) guarantees the existence of e 0 ). Then either e 0 = h, or there exists a unique directed path e 0 e 1 e 2 · · · e r , such that e i = O(s(e i )) + for all 1 ≤ i ≤ r and t(e r ) = v + n (equivalently, e r = h), where the existence and the uniqueness of such path are guaranteed by the ordering of T (G) and the requirement e i = O(s(e i )) + , respectively. Then we have two subcases.
Subcase (1.1): For all 0 ≤ i ≤ r, e i = I(t(e i )) + with respect to the polarization of G.
In this case, we add to G 1 a vertex v + α µ−1 with vertical ordinate Y n − 1, on the right of and close enough to v + n ; and add an edge h 1 with s(h 1 ) = v α µ−1 , t(h 1 ) = v + α µ−1 , and draw it into G 1 as a monotonic curve on the right of and close enough to the directed path e 0 e 1 · · · e r , see 
. . e r = h h 1 Figure 6 . Drawing of h 1 in subcase (1.1).
Subcase (1.2): There exists some i ∈ [0, · · · , r−1] such that e i < I(t(e i )) + , and e j = I(t(e j )) + for all j < i.
In this case, we add to G 1 an edge h 1 with s(h 1 ) = v α µ−1 , t(h 1 ) = t(e i ), and draw it into G 1 as a monotonic curve on the right of and close enough to e 0 e 2 · · · e i , see Fig 7. Clearly, e i < h 1 < I(t(e i )) + with respect to the polarization of the resulting upward planar graph.
. . Repeating the above procedure successively for v α µ−2 , v α µ−3 , · · · , v α 1 , we can eliminate all the sinks. Similarly, we can eliminate all the sources. As a result, we get a progressive plane graph Γ boxed in D and with G as a subgraph. By the construction the resulting embedding ψ : G → Γ satisfies all the required conditions listed in the proposition. The proof is completed.
By Theorem 2.1, the geometric embedding φ : G → Γ in Proposition 6.2 induces a CPPextension of G, which, by Proposition 5.5, implies the converse part of Theorem 6.1. Using a fundamental result independently due to Fáry [4] and Wagner [9] , we may obtain a combinatorial characterization of planarity of (non-directed) graphs. Proof. We need only to show the "only if" part, and the other direction is obvious.
We first claim that any simple planar graph Γ has an upward drawing. By Fáry-Wagner theorem, there exists a planar drawing of Γ such that all edges are straight line segment. We may rotate the plane an appropriate angle, so that any horizontal line contains at most one vertex of Γ. This can be done since Γ has only finitely many vertices, and hence only finitely many straight lines will contain more than one vertices. Then there exists a (unique) orientation of Γ making the resulting embedding an upward planar drawing. Now the proof follows from the easy fact that a graph G has a planar drawing if and only if the associated simple graph of G has a planar drawing.
