Cell-signaling networks consist of proteins with a variety of functions (receptors, adaptor proteins, GTPases, kinases, proteases, and transcription factors) working together to control cell fate. Although much is known about the identities and biochemical activities of these signaling proteins, the ways in which they are combined into networks to process and transduce signals are poorly understood. Network-level understanding of signaling requires data on a wide variety of biochemical processes such as posttranslational modification, assembly of macromolecular complexes, enzymatic activity, and localization. No single method can gather such heterogeneous data in high throughput, and most studies of signal transduction therefore rely on series of small, discrete experiments. Inspired by the power of systematic datasets in genomics, we set out to build a systematic signaling dataset that would enable the construction of predictive models of cell-signaling networks. Here we describe the compilation and fusion of ϳ10,000 signal and response measurements acquired from HT-29 cells treated with tumor necrosis factor-␣, a proapoptotic cytokine, in combination with epidermal growth factor or insulin, two prosurvival growth factors. Nineteen protein signals were measured over a 24-h period using kinase activity assays, quantitative immunoblotting, and antibody microarrays. Four different measurements of apoptotic response were also collected by flow cytometry for each time course. Partial least squares regression models that relate signaling data to apoptotic response data reveal which aspects of compendium construction and analysis were important for the reproducibility, internal consistency, and accuracy of the fused set of signaling measurements. We conclude that it is possible to build self-consistent compendia of cellsignaling data that can be mined computationally to yield important insights into the control of mammalian cell responses. Molecular & Cellular Proteomics 4:1569 -1590, 2005.
The development of numerical models of complex biological processes such as signal transduction depends on the availability of accurate, self-consistent, and quantitative experimental data. Large scale collection and systematization of such data is likely to have as great an impact on cell biology as complete genome sequencing has had on genetics (1, 2) . A few high throughput signaling datasets describing lymphokine-induced protein networks (3) and phosphotyrosine networks (4) have recently become available, and the Alliance for Cellular Signaling continues its efforts to collect data on large numbers of signaling proteins (5) . However, the assembly of cell-signaling datasets is in its infancy and faces challenges not encountered in genomics. First, unlike gene sequences, signaling data are necessarily heterogeneous (6) . Activation of intracellular signal transduction networks involves biochemical processes as distinct as receptor-ligand binding, protein modification, assembly of multicomponent complexes, translocation among cellular compartments, and protein synthesis and destruction (hereafter referred to as "signals"). Whereas the sequence of an entire genome can be determined using a single mature technology and genome-wide transcriptional profiling can be accomplished with microarray methods alone, monitoring cell signaling requires a wide variety of experimental techniques including enzymatic assays (7), immunoblotting (8) , flow cytometry (3), immunofluorescence (9) , and mass spectrometry (10) . Only a subset of these approaches are currently used in large scale data collection (phosphoprotein mass spectrometry for example) in part because techniques that are mainstays of standard cell biology, such as immunoblotting and immunofluorescence, are not well adapted to high throughput analysis.
A second complication in systematizing cell-signaling measurements is the lack of inherent structure in the data. Structured data, such as DNA sequence, can be referenced to a single data model and systematized via relational databases. Manipulating unstructured data, such as microscopy and immunoblot images, is a significant informatic challenge to which current databases are not well suited (11) . Third, unlike gene sequences, the meaning of data on kinase activation, receptor-ligand interaction, signalosome assembly, and phospholipid modification depends heavily on context (6, 11) . Critical aspects of biological context include cell type, nature and concentration of a cytokine stimulus, and cell cycle or growth phase. Experimental methods also contribute to context because quantitative measurements vary with reagent source and protocol. Finally signaling data are necessarily incomplete: whereas a genomic sequence has a well defined start and finish, the characterization of a complex signaling network is an open-ended process.
This study examined signaling networks that control the apoptosis-survival decision in HT-29 human colon adenocarcinoma cells treated with combinations of the prodeath cytokine tumor necrosis factor-␣ (TNF) 1 and the prosurvival growth factors epidermal growth factor (EGF) and insulin. TNF activates intracellular signals by binding to trimeric death receptors and promoting assembly of intracellular death-inducing signaling complexes (12, 13) . Death-inducing signaling complexes then activate several parallel signaling pathways, including apoptotic caspases (14) , stress-activated c-jun Nterminal kinase 1 (JNK1) and p38 pathways (15) , and the proinflammatory IB kinase (IKK)-nuclear factor-B pathway (16) .
Activation of the EGF receptor (EGFR) tyrosine kinase occurs through receptor dimerization, conformational change, and autophosphorylation (17, 18) . Phosphorylated receptors recruit adaptor proteins, and these then activate multiple signaling proteins including extracellular signal-regulated kinase (ERK) via Ras and the Akt kinase via phosphatidylinositol 3-kinase (19) . The binding of insulin to the insulin receptor also activates ERK and Akt, but in contrast to EGFR, the insulin receptor is constitutively dimerized, and most insulin-induced signaling involves modification of insulin receptor substrate 1 (IRS1), a multidomain adaptor protein (20) . Antagonism between TNF and EGF or TNF and insulin is well documented and relevant to many diseases, including cancer, inflammatory bowel disease, and diabetes. 2 However, there exists only limited molecular level understanding of the strategies cells use to process conflicting cytokine stimuli and regulate responses such as apoptosis. The limitation arises in part because current practice in signal transduction research, as in other areas of cell biology, is to interpret data only with respect to contemporaneous controls. Categorical conclusions are drawn from direct comparison of experimental and control samples (e.g. ERK is more, less, or equally active between samples), and the next experiment is designed. In studies of complex networks, however, many variables must be measured, and the piecemeal accumulation and analysis of data become both cumbersome and limiting.
In this study we asked whether a validated and self-consistent dataset could be constructed from diverse biochemical measurements of cell-signaling proteins in human cells exposed to TNF, EGF, and insulin. Using techniques available in the average research laboratory, we normalized and fused into a single dataset ϳ10,000 data points collected over an 18-month period. We have not yet tackled the informatic challenge of building a database to hold the information, relying instead on a series of customized spreadsheets. We therefore refer to the assembled dataset as a compendium. The heterogeneity, lack of intrinsic structure, context dependence, and open-ended nature of the signaling data make the construction of this cytokine-signal-response (CSR) compendium nontrivial (22) . However, we show that the compendium makes it possible to compare, with high reliability, data that were not collected contemporaneously. We also show that data can be mined for insights that would not be obvious from more conventional approaches. Finally because the value of a data compendium can only be unlocked computationally, we analyzed the full dataset by using a predictive statistical model based on partial least squares regression (PLSR). 3 We will describe elsewhere the use of modeling to elucidate the mechanisms by which cells process conflicting cytokine stimuli 3 ; here we apply modeling to the more general problem of assessing the quality and information content of a CSR compendium. In contrast to many other proteomic efforts, we incorporated modeling early in the data collection process by linking protein signaling to relevant phenotypic responses. The inclusion of responses is necessary to constrain statistical models sufficiently to provide useful quantitative assessment of compendium design. Our key findings are that heterogeneous, time-resolved information is indeed critical for predictive power as is sampling broadly across the network. Nonetheless it appears sufficient to monitor a subset of network reactions, significantly reducing the data collection burden on future proteomic compendia.
EXPERIMENTAL PROCEDURES
Cell Culture and Treatments-HT-29 human colon adenocarcinoma cells (ATCC) were maintained in McCoy's 5A supplemented with 10% fetal bovine serum, 2 mM glutamine, 10 units/ml penicillin, and 10 units/ml streptomycin (Invitrogen). Cells were used within passage 10 after thaw for all experiments and passaged 2 days prior to plating. For each experiment, HT-29 cells were plated at 50,000 cells/cm 2 . After 24 h, the cells were sensitized by changing to medium 1 The abbreviations used are: TNF, tumor necrosis factor ␣; CSR, cytokine-signal-response; EGF, epidermal growth factor; EGFR, epidermal growth factor receptor; ERK, extracellular signal-regulated kinase; FKHR, Forkhead transcription factor; pFKHR, phospho-FKHR; FOXO3, Forkhead box O3a; IKK, IB kinase; IL-1␣, interleukin-1␣; IL-1R, IL-1 receptor; IL-1ra, IL-1 receptor antagonist; IR, insulin receptor; IRS1, insulin receptor substrate 1; pIRS1, phospho-IRS1; JNK, c-jun N-terminal kinase; MEK, mitogen-activated protein kinase and extracellular signal-regulated kinase kinase; MK2, mitogen-activated protein kinase-activated protein kinase 2; PLSR, partial least squares regression; ptAkt, phospho-to-total Akt; ptEGFR, phosphoto-total EGFR; SGK, serum-and glucocorticoid-inducible kinase; TGF-␣, transforming growth factor ␣; VIP, variable importance in the projection.
2 K. A. Janes, S. Gaudet, J. G. Albeck, U. B. Nielsen, D. A. Lauffenburger, and P. K. Sorger, submitted for publication. supplemented with 200 units/ml interferon-␥ at a ratio of ϳ0.13 ml of medium/cm 2 . The cultures were stimulated 24 h later by adding the stimulus diluted in 1 ⁄20 of the culture volume of serum-free medium for final concentrations of 0, 0.2, 5, or 100 ng/ml TNF (Peprotech); 0, 1, or 100 ng/ml EGF (Peprotech); and 0, 1, 5, or 500 ng/ml insulin (Sigma). The C225 anti-EGFR monoclonal antibody (H. S. Wiley laboratory) and IL-1ra (Amgen) inhibitors were used at 10 g/ml. Triplicate plates were lysed at 0, 5, 15, 30, 60, and 90 min and 2, 4, 8, 12, 16, 20 , and 24 h or prepared for flow cytometry at 12, 24, and 48 h.
Cell Lysis-Cell lysis had to be compatible with multiple assays and combine dead (floating) and viable cells. Floating cells were pelleted from culture supernatant and rinsed with ice-cold PBS. Adherent cells were lysed in ice-cold lysis buffer (as described in Ref. 7) and combined with the dead cells pelleted from the culture medium. An aliquot of the whole-cell homogenate was immediately frozen for use in immunoblot analysis. The lysates were clarified by centrifugation (10 min at 15,000 rpm) and aliquoted for antibody array and kinase assay. Total protein concentration was determined using the bicinchoninic acid assay (Pierce) for both the clarified lysates and the whole-cell homogenates (following addition of SDS-based lysis buffer to final concentrations of 112.5 mM Tris-Cl, pH 7.5, 4% SDS, 10 mM ␤-glycerophosphate, 10 mM NaF, 10 mM sodium pyrophosphate, 1 mM Na 3 VO 4 , 1 g/ml leupeptin, 1 g/ml pepstatin, and 1 g/ml chymostatin).
Kinase Assays-Kinase assays were performed as described previously (7). All signaling measurements were normalized to total protein concentration in each lysate. For kinase assays, we also corrected for variations in ATP specific activity; all measurements are expressed in relative units of kinase activity. Relative units were calculated by comparing the day-specific ratio of t ϭ 0 min (untreated) kinase activity/background activity to a compendium-wide average. The data were normalized so that one relative unit corresponded to the compendium-averaged t ϭ 0 min activity for the kinase.
Antibody Microarray-Antibody microarrays were processed as described previously (24) . For EGFR, the same antibodies were used (24) , for Akt array measurements anti-Akt (Upstate Biotechnologies) was used as a capture antibody, and anti-phospho-Akt and anti-panspecific Akt (catalog numbers 4051 and 9272, Cell Signaling Technologies) were used as detection antibodies. We obtained three measurements for EGFR and Akt, phosphoprotein levels, total protein level, and phosphorylated to total protein ratio, from triplicate spots for each lysate. The ratiometric measurement was used to account for spot-to-spot variation in printing. All three measures were normalized to total protein concentration and to the t ϭ 0 min average for each time course and are therefore expressed as -fold activation over the base-line signals.
Immunoblots-For immunoblots, 75 g of total cell homogenates were separated by SDS-PAGE and transferred to nitrocellulose. Reference samples of HT-29 cells treated with 200 units/ml interferon-␥ for 24 h and then 500 ng/ml insulin for 30 min or 100 ng/ml TNF for 40 h were run on each gel for normalization purposes. Membranes were cut at specific molecular weights to allow probing with several antibodies for each gel. Immunoprobing was performed as described previously (25) . Primary antibodies used were anti-phospho-AktSer 473 (catalog number 9271), anti-caspase-8 1C12 (catalog number 9746), anti-phospho-FKHR-Ser 256 (catalog number 9461), anti-phospho-IRS-Ser 636 (catalog number 2388), and anti-phospho-MEK1/2-Ser 217/221 (catalog number 9121) from Cell Signaling Technologies; anti-phospho-IRS1-Tyr 896 (catalog number GF1003) from Calbiochem; and anti-caspase-3 (1:250, catalog number SC-7272) from Santa Cruz Biotechnologies. The fluorescence was assessed using a FluorImager 495 scanner (Amersham Biosciences) and quantitated using ImageQuant (Amersham Biosciences). Signal intensities were normalized to intensities in the reference samples to correct for differences in transfer and probing efficiencies. Signals where the t ϭ 0 min average was consistently above background level were normalized to this basal level for each time course and expressed in -fold activation units.
Flow Cytometry-Cells were grown in 24-well plates and treated with the indicated cytokines as described above. For each experiment, triplicate reference samples (untreated, treated with 100 ng/ml TNF, and treated with 100 ng/ml TNF ϩ the prosurvival factor used in that experiment) were collected for normalization purposes and to verify the bioactivity of the cytokines. The supernatant and rinse were saved and combined with the trypsinized cells to assay both floating and adherent cells. Live cells were stained with Alexa 488-labeled annexin V and 1 g/ml propidium iodide (Molecular Probes). Fixed cells (4% formaldehyde for 10 min followed by 100% methanol) were stained with 50 g/ml propidium iodide (for sub-G 1 DNA content) or with M30 monoclonal antibody against cleaved cytokeratin (Roche Applied Science) and anti-cleaved caspase-3 (Cell Signaling Technologies, BD Biosciences) followed by Alexa 488-conjugated donkey anti-mouse IgG and Alexa 647-conjugated donkey anti-rabbit IgG (Molecular Probes). Samples were analyzed on a BD Biosciences FACSCalibur or FACScan. Apoptosis measurements were normalized to average values found in contemporaneously treated and processed reference samples to account for variations in staining efficiency: 100 ng/ml TNF-treated reference samples were used for propidium iodide permeability and cleaved caspase-3 and cytokeratin staining assays, and untreated reference samples were used for annexin V binding and sub-G 1 DNA content assays.
Partial Least Squares Model-The descriptors of signaling dynamics and partial least squares models were generated using MATLAB® and SIMCA-P, respectively, as described elsewhere. 3 The fitness of values predicted by the model to the measured values for cell death was evaluated according to the equation,
where n is the number of response measurements. The non-parametric 90% confidence intervals on the fitness to measured values were evaluated, based on the Fisher inversion, on the average R 2 value for seven models from cross-validation,
The variable importance in the projection (VIP) was calculated using
where k is the number of variables, w ak is the weight of the kth variable for principal component a, A is the total number of principal components, and SS a is the sum of squares explained by principal component a.
To mimic measurement error, random noise was added to the signaling measurements in the 5 ng/ml TNF ϩ 1 ng/ml EGF treatment from a normal distribution centered at zero with a standard deviation of 0.1, 0.2, 0.3, 0.4, or 0.5 times the range of values for the time course in that signal. Time course descriptors were then extracted as described elsewhere. 3 
RESULTS

Data Generation
To explore systematically the relationships between cytokine-receptor interaction, activation of intracellular signaling cascades, and apoptosis-survival cell fate decisions, HT-29 human colon adenocarcinoma cells were exposed to a set of 10 cytokine treatments and monitored over a 48-h period. Each treatment consisted of a combination of TNF and either EGF or insulin (Fig. 1A) . HT-29 cells respond to TNF, EGF, and insulin in a dose-dependent manner (26, 27) , 2 and all three cytokines were therefore examined at subsaturating concentrations designed to mimic physiological conditions and at saturating concentrations at which essentially all receptors were ligand-bound. At 13 time points after cytokine addition, three replicate dishes of cells (six for the zero time point) were harvested to measure kinase activities, changes in protein phosphorylation, caspase cleavage, and changes in protein abundance. Altogether, 19 protein distinct signals were examined ( Fig. 1C and Table I ). Five kinases, ERK (28), Akt (29), JNK1 (28), IKK (16) , and mitogen-activated protein kinaseactivated protein kinase 2 (MK2) (30) , were assayed in vitro using microtiter-based immunocomplex kinase activity assays (7) . Five phosphorylation sites on four proteins and cleavage of caspase-3 and -8 were measured by quantitative immunoblotting. Phospho-, total, and phospho-to-total (pt) measures of EGFR and Akt were obtained by using antibody arrays (24) . Because kinases such as Akt and ERK were maximally active 5-15 min after cytokine addition (Fig. 1, D and E), whereas caspase cleavage was evident only after 4 h (Fig. 1F) , time points were spaced closely from 0 -2 h (0, 5, 15, 30, 60, 90, and 120 min) and then more sparsely from 4 -24 h (4, 8, 12, 16, 20 , and 24 h) where t ϭ 0 min is the time of cytokine addition. Nonuniform sampling made it possible to measure both early and late signals effectively (Fig. 1B) .
To characterize the responses of cells to cytokine combinations, four measures of apoptosis were performed on triplicate plates 12, 24, and 48 h after stimulation (Fig. 1B) . These four measures represent distinct stages or aspects of programmed cell death (Fig. 1C) . Both adherent (viable) and floating (dying) cells were examined in all cases. In TNFtreated cells, procaspase-8, an initiator caspase, is activated by cleavage and then cleaves and activates the executioner caspase, caspase-3, leading to the degradation of a wide variety of essential proteins. The cleavage of procaspase-3 and -8 measured by immunoblots constituted signals in our dataset, whereas downstream events, measured by flow cytometry, were considered to be responses. The cleavage of caspase-3 and of its target, cytokeratin, was measured using cleavage-specific antibodies (Table I, response R1). DNA digestion by endonucleases and subsequent nuclear fragmentation were quantified by propidium iodide staining to detect cells with sub-G 1 DNA content (R2). Loss of plasma membrane asymmetry was assayed by the binding of annexin V to exposed phosphatidylserine, a phospholipid normally restricted to the inner membrane leaflet (R3). Finally, the complete loss of plasma membrane integrity was assayed using a vital stain (R4). Most of the apoptotic response measures are end points that increase steadily over time. However, phosphatidylserine exposure (R3) represents a transient state fairly early in apoptosis in which membrane structure is partially but not yet completely disrupted. The final product of the signal and response measurements was a set of 10 time courses, each describing the activities of 19 protein signals measured at 13 time points and four response measures at three time points, all in triplicate biological samples. The total number of measurements in this initial dataset was 8,340, collected over a period of 18 months by four scientists working in collaboration. , immunoblot-measured phospho-Akt levels (E), and cleaved caspase-8 levels (F) in cells co-treated with 100 ng/ml TNF and 500 ng/ml insulin. Values are means of biological triplicate samples, and error bars show the S.E. IB, immunoblot; KA, kinase assay; PS, phosphatidylserine; NFkB, nuclear factor B; CytoC, cytochrome c; FADD, Fas-associated death domain; TRADD, tumor necrosis factor receptor-associated death domain protein; MAP3K, mitogen-activated protein kinase kinase kinase; XIAP, X-linked inhibitor of apoptosis protein; cIAP, cellular inhibitor of apoptosis protein; HSP, heat shock protein; RIP, receptor-interacting protein; PI3K, phosphatidylinositol 3-kinase; P'ase, phosphatase; GAP, GTPase-activating protein; FLIP, FADD-like interleukin-1-converting enzyme (FLICE)-inhibitory protein; MEKK1, MEK kinase 1; mTOR, mammalian target of rapamycin; Grb2, growth factor receptor-bound 2; JNKK, JNK kinase; Ins, insulin; PtdIns, phosphatidylinositol; pAkt, phospho-Akt; Casp., caspase; TNFR1, tumor necrosis factor receptor 1; PDK1, 3-phosphoinositide-dependent protein kinase 1; S6K, S6 kinase; AP-1, activator protein-1; PTEN, phosphatase and tensin homolog; TRAF2, tumor necrosis factor receptor-associated factor 2; TSC, tuberous sclerosis complex; AFX, ALL1 fused gene from chromosome X.
Creation of a Cytokine-Signal-Response Data Compendium by Data Normalization, Fusion, and Validation
Our overall aim was to merge time course data collected at different times into a single self-consistent compendium. This involved a variety of experimental and data analysis techniques, some of which were obvious, whereas others were more subtle. One obvious step was to limit day-to-day and sample-to-sample variation by standardizing assay protocols, limiting cells to a narrow range of passage number, and ensuring uniformity in cell culture and treatment conditions through the use of lot-controlled sera, cytokines, and antibodies (supplemental material, Table S1 ). Raw data were corrected for other sources of variation by signal-specific normalization. As described in greater detail under "Experimental Procedures," normalization included the following: 1) correcting each signaling measurement for the total amount of cellular protein in the sample, 2) adjusting kinase activity measurements for changes in the specific activity of [␥-
32 P]ATP, and 3) comparing immunoblot signals to contemporaneous positive controls to correct for variations in transfer efficiency and antibody binding. Signals with t ϭ 0 min normalized averages that were consistently above background were divided by the t ϭ 0 min average for that treatment to yield a measure of "-fold activation." Other signals were expressed in activity units referenced to a base line of zero. Apoptosis measurements were compared with contemporaneous positive and negative control cell populations to yield a normalized cell death fraction. We found that careful normalization was essential for data fusion: by minimizing the contributions of experimental variability on signal measurements, it was possible to reduce the median coefficient of variation among biological replicates to ϳ11%.
As one means to judge how reliably data from different assays had been fused in the CSR compendium, we examined correlations among three measures of Akt protein kinase activation. Immunoblots and antibody microarrays were used to monitor the levels of phospho-Ser 473 , a modification that is associated with Akt activation (31, 32) (Table I and Fig. 2A ). An in vitro immunocomplex kinase assay was used to monitor Akt-catalyzed phosphorylation of a sequence-optimized peptide substrate (Table I and Fig. 2A ). After normalization, we found that all three measures of Akt were correlated across the full panel of cytokine combinations with pairwise Pearson coefficients of 0.80 -0.87 (Fig. 2, B-D) . Although experimental error may be partly responsible for the discrepancies among these measures, the biochemistry of Akt was also an important factor. Akt activation is known to involve two phosphorylation events: Ser 473 modification by rictor-mTOR (mammalian target of rapamycin) (33) and modification of Thr 308 by 3-phosphoinositide-dependent protein kinase 1 (34) . Although fully activated only when doubly phosphorylated, Akt is at least partially active with only one modification (35, 36) . We might therefore expect to see situations in which Akt activity was relatively high but Ser 473 phosphorylation was low; this is exactly what was observed in cells treated with saturating TNF ϩ insulin at t ϭ 2-12 h (Fig. 4A) . Other discrepancies in measures of Akt activation could similarly be explained by current understanding of its regulation. In summary, the strong correlation among three different measures of Akt kinase activity argues that data from different biochemical assays can be fused into one compendium. It is important to note, however, that correlations among different measures of protein function are critically dependent on understanding the mechanisms of signal activation and inhibition.
Signals and responses were acquired as time course experiments, one cytokine combination at a time over a period of 18 months. To enable direct comparison of data collected non-contemporaneously, it was essential that the CSR compendium be self-consistent. Reproducibility over time is the most obvious criterion for self-consistency. To address the issue of reproducibility, we generated a validation dataset by using an experimental scheme orthogonal to that of the primary dataset. The validation data consisted of the 19 protein signals measured in triplicate at a single time point (t ϭ 15 min) following exposure to eight different cytokine treatments; this corresponds to a single-time slice through the CSR data space (Fig. 3A) . Apoptotic responses were also assayed at 12, 24, and 48 h in this experiment. We observed good correlations between values in the validation dataset and the initial CSR compendium: most signals and responses had correlation coefficients of 0.9 or higher. However, a subset of signals were poorly correlated. We noticed that these signals did not vary substantially from one treatment to the next, and thus the Pearson correlation coefficient was dominated by experimental noise. To distinguish high and low variance signals, we calculated their "dynamic range" by taking the variation in a signal (measured across treatments) and dividing by the measurement noise (from triplicate biological samples; see (measured by immunoblotting) had a high dynamic range (7.5) at t ϭ 15 min and was characterized by a high correlation between the single treatment and single time experiments (R ϭ 0.98; Fig. 3B ). IKK varied little among treatments (dynamic range, 1.5), and the correlation between compendium and validation data was low, although the absence of observable differences between the two datasets emphasizes that the issue was primarily one of noise and not inconsistency (Fig. 3C) . Overall the great majority of signals and responses had a dynamic range above 2.5 and were well correlated between the compendium and the validating single time dataset (median Pearson coefficient of 0.95 for responses and 0.91 for signals; Fig. 3D ). Monte Carlo simulations indicated that a Pearson coefficient of 0.9 corresponds to a ϳ14% coefficient of variation between measurements. This is only slightly larger than the 11% median coefficient of variation observed among biological replicates assayed at the same time, suggesting that day-to-day variation in compendium data was similar in magnitude to biological variation and measurement noise. We conclude that our experimental methods and data fusion techniques had therefore generated a self-consistent compendium in which data collected at different times could be compared with confidence. 
Key Features of the Signaling Compendium Identified by Cytokine-Signal Covariates
To visualize the entire CSR compendium in a compact form, a heat map was constructed (Fig. 4, A and B) . The error analysis described above (Fig. 3D) suggested that quantitative differences larger than ϳ30% between observed signals or responses were likely to be biologically significant. Most variation in the compendium was much larger than this, ranging from 3-fold changes in ptEGFR to over 50-fold changes in JNK and MK2 activity. Many of the patterns that could be discerned from the heat map were expected (e.g. EGF and insulin significantly inhibited TNF-induced caspase-8 cleavage at t ϭ 8 -24 h; p Ͻ 10 Ϫ4 ; Fig. 4A ), but several were unanticipated (see supplemental material, Figs. S1-S4). In these cases the primary value of the CSR compendium was its ability to put each measured signal within the broader biological context of other signals, treatments, and time points.
In addition to visual inspection, the quality of the CSR data enabled us to examine quantitative correlations between cytokines and signals. We applied a previously described statistical mapping technique based on eigenvalue decomposition and rotation (25) . 2 Briefly each protein signal in the compendium was integrated over its 24-h time course and then projected onto a set of classifiers describing the TNF and EGF or insulin treatment (see Ref. 25 for details). This projection generated a map in which the positions of 19 protein signals were plotted relative to the TNF, EGF, and insulin stimuli. The closer a protein signal is to a cytokine, the more strongly and specifically the signal is activated by that cytokine. For example, TNF strongly induces caspase-8 cleavage and JNK1 and MK2 activation (14, 15) , and these signals were closest to TNF on the cytokine-signal map (Table II) . Of particular interest were unanticipated map positions. We illustrate this point with two examples: one in which an unexpectedly close correlation was observed between EGF and pIRS1-Tyr 896 and a second in which a lack of correlation was observed between the Akt kinase and its substrate, pFKHR.
IRS1-Tyr 896 as a Candidate EGFR Phosphorylation SiteThe signal that mapped closest to EGF was not a measure of EGF receptor activation but IRS1 phosphorylation at Tyr 896 (Table II) . IRS1 is a key adaptor protein associated with insulin signaling and is known to contain at least 12 functionally important phosphorylation sites (37, 38) . IRS1 tyrosine phosphorylation, on sites such as Tyr 612 , Tyr 941 , and Tyr 989 , is strongly induced by insulin and insulin-like growth factor receptor tyrosine kinases (37, 39) . Whereas IRS1 tyrosine phosphorylation stimulates downstream signaling, serine phosphorylation is inhibitory (40, 41) . The kinase that mediates IRS1-Tyr 896 phosphorylation has not been identified, but the modification is known to create an Src homology 2 binding site for Grb2 (growth factor receptor-bound 2) and thus to serve as a positive regulator of signaling (39, 42) (Fig. 1C) .
In agreement with results from the cytokine-signal map, strong IRS1-Tyr 896 phosphorylation was observed in time courses of EGF-treated cells, but the modification was undetectable in the presence of insulin or TNF alone (Fig. 4, A and  C) . EGF-induced IRS1 modification was not unique to HT-29 cells: EGFR-dependent IRS1-Tyr 896 phosphorylation was also observed in A431 epidermoid carcinoma cells. 4 EGF has previously been reported to promote tyrosine phosphorylation of IRS1, but specific sites of phosphorylation have not been identified (43) (44) (45) . To search for candidate IRS1-Tyr 896 kinases, we used the Scansite motif-based searching algorithm (46) , which compares Swiss-Prot protein sequences to experimentally determined consensus sites for dozens of protein kinases. Strikingly the amino acid sequence surrounding IRS1-Tyr 896 (EPKSPGEYVNIEFGS) conformed well to the EY(F/V/I) consensus site for the EGFR tyrosine kinase (47, 48) and ranked in the top 0.113% of potential EGFR substrates overall (Table III) . This score is considerably better than the 0.2% cutoff recommended to avoid false positives with Scansite (49) . Moreover only one known EGFR autophosphorylation site scored better than IRS1-Tyr 896 (EGFR-Tyr 1197 at 0.041%); conversely other well characterized EGFR sites had poorer scores than IRS1-Tyr 896 (Table III) (Table III and  Ref. 39 ). IRS1-Tyr 896 lacks a methionine in the ϩ1 position that is important for IR-dependent modification (48) and is therefore less likely to be an in vivo IR kinase substrate. Intriguingly, IRS1-Tyr 896 also scored highly as a potential substrate for the fibroblast growth factor receptor and platelet-derived growth factor receptor tyrosine kinases (data not shown). This raises the possibility that IRS1 functions downstream of EGFR and other growth factor receptors. Directed experiments in vivo and in vitro will be required to test this hypothesis and unravel the role played by IRS1 in cross-talk between EGFR, fibroblast growth factor receptor, plateletderived growth factor receptor, and insulin receptors.
FKHR Phosphorylation Does Not Correlate with Akt Activation-The closest signals to insulin on the cytokine-signal map were the three measures of Akt activation (Table II) (Table II) . When the dynamics of Akt activation and FKHR-Ser 256 phosphorylation were examined, we found that EGF induced a sharp, transient Akt signal at t ϭ 5 min, consistent with previous studies in myocytes (53) , and an overlapping peak in pFKHR-Ser 256 levels (Fig. 4, A, D, and E) . TNF treatment also caused transient (but weaker and delayed) Akt activation, probably as a result of a TNF-inducible TGF-␣ autocrine loop, 2 and a transient pFKHR-Ser 256 peak (Fig. 4 , A, D, and E). In contrast, Akt was strongly induced in a sustained fashion by insulin, but no significant increase in pFKHR-Ser 256 was observed (Fig. 4 , A, D, and E). Thus, within the CSR compendium, Akt activation and FKHR-Ser 256 phosphorylation are not always correlated (Ϫ0.01 Ͻ R Ͻ 0.02 overall with each of the three measures of Akt activation). The absence of a correlation between signals thought to be biochemically coupled is potentially as valuable as a strong correlation because it implies that mechanistic models are incomplete.
One simple explanation for the discordance between Akt activation and pFKHR-Ser 256 modification is that, in TNF-and EGF-treated cells, FKHR is phosphorylated by a basophilic kinase other than Akt. Indeed two other FKHR phosphorylation sites (Thr 24 and Thr 316 ), originally identified as Akt phosphoacceptor sites (52, 54) , have recently been reported to be Akt-independent in hepatocytes (55) . Furthermore the equivalent sites on a closely related transcription factor, FOXO3 (Thr 32 and Ser 315 ), are not phosphorylated by Akt but rather by serum-and glucocorticoid-inducible kinase (SGK) (56 Perm.) , or sub-G 1 DNA content were measured by flow cytometry. C-E, time courses of pIRS1-Tyr 896 (C), Akt activity (D), and pFKHR-Ser 256 (E) in untreated cells (gray) or cells treated with 100 ng/ml TNF (red), 100 ng/ml EGF (blue), or 500 ng/ml insulin (black). Values in C-E are means Ϯ S.E. of biological triplicate samples normalized to the maximal value in the compendium for that signal. ClvC8, cleaved caspase-8; pAkt, phospho-Akt; pMEK, phospho-MEK; ProC3, procaspase-3. a Proteins are abbreviated as described in Table I and ranked according to map distance.
b Euclidean cytokine-signal distances on the mapping described in Footnote 2. Distances were normalized to the farthest protein signal for each cytokine.
c Calculated between a scaled cytokine classifier (Footnote 2) and the integrated signal for each treatment. a Proteins are abbreviated as described in Table I . b Ranked percentile as EGFR and insulin receptor tyrosine kinase substrate motifs as scored by Scansite (46) . c N.S., not scored (too poor a substrate).
3-kinase and 3-phosphoinositide-dependent protein kinase 1 (34) , but the compendium data may have determined conditions under which Akt is uncoupled from FKHR-Ser 256 modification. Follow-up experiments can now be designed to test the idea that the critical FKHR kinase in TNF-and EGF-treated cells is SGK. Moreover novel mechanistic hypotheses can be derived by examining even well known signaling events within a broad biological context of compendium data.
A Linear Model of TNF-induced Cell Death
To evaluate rigorously our design strategy for the CSR compendium (e.g. selection of which signals to measure and time points to sample, assembly of multiple data types, choice of cytokine treatments, and approaches to data processing), we used a data-driven PLSR model. This model, designed to generate predictions of apoptotic responses based on measured intracellular signaling profiles, will be described in detail elsewhere. 3 Briefly, signal measurements were cast as independent (predictor) variables, and apoptotic responses were cast as dependent (predicted) variables. To maximize the information extracted from compendium data, the set of independent variables was expanded to include not only the actual measurements of each of the 19 signals at 13 time points (247 independent variables) but also 22-25 metrics describing the time-dependent dynamics of that signal. These derived metrics included "local descriptors" such as the instantaneous derivative of the signal at each time point, the area under the curve, and the activation and down-regulation rates for each peak in the time course. "Global descriptors" included the total area under the curve over a 24-h period and the global maximum, mean, and steady-state values of the signal. Together the time point measurements and the derived metrics for each signal constituted a set of 660 independent variables. 3 Changes in the independent variables were related to changes in the dependent variables (apoptosis measures) through regression coefficients that the PLSR algorithm calculates for the full range of cytokine treatments in the compendium. Cross-validation showed that the PLSR model could predict the apoptotic responses for any single treatment withheld from the training set with a squared Pearson correlation (R 2 ) of 0.94. Furthermore this model could predict data not in the training set with R 2 ϭ 0.91. 3 
Maximizing Information Content in Models by Unit-Variance Scaling
PLSR models weigh independent and dependent variables with large covariance most heavily (57); this biases the models toward variables with the largest dynamic range. In the compendium, JNK1 activity at t ϭ 15 min varied more than 200-fold across all treatments, whereas Akt activity never varied more than 5-fold at any time point. A priori it is not obvious that large changes in JNK1 activity are more important than more modest but sustained changes in Akt activity, yet regression-based models emphasize the former. To give all variables an equal likelihood of contributing to the PLSR model, we applied unit-variance scaling, a common preprocessing technique in regression analysis (57) . Each variable (JNK1 activity at t ϭ 15 min, for example) was divided by the square root of its variance calculated across all cytokine treatments. This maintained the relative variation in the CSR compendium (e.g. JNK1 activity at t ϭ 15 min was still higher for TNF treatment when compared with insulin treatment), but the dataset was scaled so that all variables had the same "spread" of values. Some time courses were altered quite dramatically by unit-variance scaling. For example, high variance in JNK1 activity at t ϭ 5, 15, and 30 min and lower (but potentially informative) variance across treatments at later time points led to a scaled TNF-induced time course in which the second wave of activation was emphasized (Fig. 5A) . For caspase-8 activation, easily overlooked differences in the extent of cleavage at early times were amplified relative to cleavage at later times (Fig. 5B) . As a general rule, we found that scaling enhanced the importance of signals at late time points relative to those at early times (Fig. 5D ). However, a few signals with relatively uniform variance were minimally affected by scaling; raw and scaled phospho-Akt time courses were very similar for example (Fig. 5C) .
Does unit-variance scaling increase the amount of information extracted from the compendium as measured by the number of independent variables incorporated into the model? To answer this, we constructed PLSR models from either scaled or unscaled data and then evaluated the contribution of each variable (i.e. measurements and derived metrics such as maximum, area under the curve, etc.) to the two models by examining the VIP. The VIP is a normalized expression for the magnitude of the regression coefficients for each variable (see Ref. 58 and "Experimental Procedures"). Variables with a high VIP value (VIP Ͼ 1) play an important role in the PLSR model, whereas variables with a low VIP value (VIP Ͻ Ͻ 1) do not. For a model with unscaled variables (the "unscaled" model), only a small number of independent variables had a high VIP with most of the signals contributing negligibly to predictions (Fig. 5E) . By contrast, a "scaled" model built from unit-variance scaled data incorporated far more signaling variables into the response prediction, and the signals were weighed more equally (Fig. 5F ). This illustrates that the scaled model drew from data across the CSR compendium, whereas the unscaled model relied entirely on the highest variance signals.
Both scaled and unscaled models predicted cell death responses with good accuracy for single treatments withheld from the training set (squared Pearson correlation of 0.94 with measured values). As a more stringent test of performance, we examined how well the two models predicted death responses under conditions that were different from those used to generate training data. A first set of test data was obtained from cells treated with TNF in the presence of the EGFR-blocking antibody C225 (59) , and the second was obtained from cells treated with TNF in the presence of interleukin-1 receptor (IL-1R) antagonist (IL-1ra) (60) . We show elsewhere that, at early times, the signaling and cell death response of cells to TNF is mediated in part by an TGF-␣-EGFR autocrine loop and, at later times, by an IL-1␣-IL-1R autocrine loop 2 ;
FIG. 5. Unit-variance scaling enhances small but important features in the signaling time courses. A-C, time courses of JNK1 activity (A) and cleaved caspase-8 levels (B) in cells treated with 100 ng/ml TNF and of phospho-Akt levels from cells treated with 100 ng/ml EGF (C). Normalized mean values from triplicate samples are shown in blue, and the values after scaling are shown in red. Error bars denote the S.E. D, bar graph comparing the sum of all signal values at each time point from normalized data (Not scaled, blue) or from unit-variance scaled data (Scaled, red). E and F, box-and-whisker plots showing the distribution of VIP for each signal in the PLSR models built using not scaled (E) or scaled (F) data. For each signal, the median is represented by a red bar, and its non-parametric 90% confidence interval is represented by the notches in the box. The box extends from the 25th to the 75th percentile values (blue), and the whiskers show the range of other data points (black). Outliers are shown as red crosses. pAkt, phospho-Akt; KA, kinase assay; IB, immunoblot; AA, antibody array; pMEK, phospho-MEK; ClvC8, cleaved caspase-8; ProC3, procaspase-3; ProC8, procaspase-8; tEGFR, total EGFR; pEGFR, phospho-EGFR; a.u., arbitrary units; Ј, minutes.
C225 and IL-1ra disrupt the TGF-␣ and IL-1␣ autocrine loops, respectively. Their importance for the current discussion is that C225 caused fairly dramatic changes in signaling as early as t ϭ 15 min but only small changes in responses. Conversely IL-1ra elicited more modest changes in signaling (mostly at t Ͼ 4 h) but caused substantial changes in TNFinduced cell death responses (Fig. 6, A-C) . When test data from cells treated with TNF ϩ C225 were used as independent variables in the scaled PLSR model, cell death response predictions had a least squares fitness of 0.81 to experimental values (a perfect prediction would yield a fitness of 1; see "Experimental Procedures"). In contrast, the unscaled model performed very poorly, exhibiting no significant correlation between prediction and experiment (Fig. 6D) . Although the impact of scaling was less dramatic for TNF ϩ IL-1ra test data, we again found that the scaled model performed significantly better than the unscaled model (0.94 versus 0.81 least squares fit; Fig. 6D ). We conclude that important information for predicting cell fate responses is contained in the small, consistent variations of low dynamic range signals and intermediate-to-late time points. Unit-variance scaling extracts this information from the CSR compendium and enables accurate prediction of cell death in treatments that are different from those within the training set data.
Aspects of the Compendium That Contribute to Prediction Accuracy and Model Robustness
The example above suggested a general approach for evaluating the importance of different aspects of the CSR compendium design using PLSR modeling. Scaled models lacking one or more data types were built and then compared with the
FIG. 6. Unit-variance scaling is required for the model to correctly predict apoptosis induced by perturbations of autocrine signaling.
A and B, heat maps of the signals (A) and cell death responses (B) measured in two test datasets where TNF-induced autocrine loops were perturbed. Measurements were performed as in the single treatment experiments of the full compendium. Cells were stimulated with 100 ng/ml TNF ϩ 10 g/ml IL-1ra (top) or with 5 ng/ml TNF ϩ 10 g/ml C225 (bottom). In each case, the signaling profile is compared with the profile from the unperturbed treatment condition in the compendium. Averages from triplicate samples, normalized to the maximal value for that signal in the original compendium, are plotted for each time point (signals: 0, 5, 15, 30, 60, and 90 min and 2, 4, 8, 12, 16, 20, and 24 h; responses: 12, 24, and 48 h; 0, green; 0.5, black; 1, red). C, table showing the normalized Euclidean distances between the independent variables vector (time points and derived descriptors) of each of the test datasets and that of the corresponding unperturbed treatment before and after unit-variance scaling of the variables. The distances were normalized to the shortest distance in the full compendium for that unperturbed treatment. D, bar graph showing the least squares fitness of the apoptosis values predicted by the models to values measured in the two test datasets. The model from unit-variance scaled data (red) accurately predicts the cell death responses in the test data, whereas the model from data that was not scaled (blue) fails to predict the cell death responses from the C225 test dataset. Error bars denote the 90% confidence interval in the fitness estimate. pMEK, phospho-MEK; pAkt, phospho-Akt; ProC3, procaspase-3; ClvC8, cleaved caspase-8; PS, phosphatidylinositol; Memb. perm., membrane permeability; N.S., not significant; CC3/CCK, cleaved caspase-3/cleaved cytokeratin.
full scaled model to judge their ability to predict apoptotic responses in TNF ϩ C225-and TNF ϩ IL-1ra-treated cells.
The Value of Heterogeneous Signals Measured by Distinct Assays-To test our assumption that it was valuable to sample multiple features of a signaling network (Fig. 1C) we built PLSR models from subsets of the data. As expected, models built on measurements on a single protein performed poorly (Fig. 7A) . More surprisingly, models built from multiple signals gathered using a single type of assay (e.g. immunoblots) were also inferior to the model based on the full compendium (Fig.  7B) . For example, kinase activity data were as good as the full model at predicting apoptosis following TNF ϩ IL-1ra treatment (0.94 least squares fit) but very poor at predicting the outcome of TNF ϩ C225 treatment (no significant fit; Fig. 7B ). Overall, immunoblot data yielded the best single assay model, but this model was still significantly less predictive than the full model (0.84 versus 0.94 for TNF ϩ IL-1ra and 0.65 versus 0.81 for TNF ϩ C225; Fig. 7B ). We do not yet know whether the limitations of single-assay data can be overcome simply by measuring many more signals, using the same assay or whether something more fundamental is at work. However, given current technology, cell-signaling measurements are most powerful when different techniques are used in combination.
Efficient Data Collection by Combination Cytokine Treatments-In the design of a typical experiment, parameters are changed one at a time. In contrast, the CSR compendium included many treatments combining prodeath and prosurvival cytokines. To assess the value of combinatorial stimuli, we identified two models trained on few treatments that were still predictive of cell death in the test datasets: 1) a TNF-only model containing subsaturating and saturating TNF-alone treatments as well as the mock treatment and 2) a TNF-EGFinsulin model built from the saturating TNF ϩ EGF and saturating TNF ϩ insulin treatments (Fig. 7C) . We then expanded the training data for the two models by including the low TNF ϩ low EGF dataset. Both models predicted cell death in test data as accurately as the full model (fitness of 0.90 for model 1 and 0.94 for model 2; Fig. 7D ). However, we reasoned that models trained on smaller datasets might be less robust to measurement noise in the training data. When random noise was added to the low TNF ϩ low EGF signaling data and the models were recalculated, the TNF-only model performed poorly, whereas the TNF-EGF-insulin model and the full model remained reliable (Fig. 7D) . We therefore conclude that inclusion of signaling data from cells exposed to multiple cytokines in combination yields models that are less sensitive to experimental noise.
Contributions from Derived Metrics-The full PLSR model was constructed using both signal measurements and derived metrics as independent variables. Was it important to include these derived metrics? Remarkably a model that included derived metrics but excluded actual signal measurements performed as well as the full model on both sets of test data (Fig. 7E, "No time points") . In contrast, a model built from signal measurements alone was unable to predict cell death in the C225 test dataset (Fig. 7E, "Time points") . Moreover activation rates and global descriptors of signaling dynamics (area under the curve, mean, maximal, and steady-state values) were among the most heavily weighted variables in the full model. 4 Why are derived metrics so important for model construction? In the PLSR approach described here, each time point is treated as a separate independent variable, and thus, derived metrics are the only variables that contain information on how measurements were ordered in time. To assess the relative value of each derived metric, we constructed models from single metric types. Several of the models accurately predicted apoptotic responses in the IL-1ra test data, but only one (based on activation rate, or on-slope) yielded predictions with a significant fitness to the measured apoptosis values in the C225 test data (Fig. 7E) . Combining several derived metrics therefore seems to yield the most predictive power. Because derived metrics are more predictive than measurements themselves, we conclude that information encoded in time-dependent signaling is a critical aspect of the CSR compendium.
Predictive Information in Early and Late Signals-Can early signals predict late responses? Surprisingly, early time points between 5 and 90 min were predictive of cell death in the combined test datasets 12-48 h later (Fig. 7F) , although they were significantly worse at predicting the C225 than IL-1ra test data (data not shown). This suggests that protein activities at early times encode much of the information needed to specify an apoptosis-survival cell fate decision. Late time points (t Ͼ 12 h) also had good overall predictive power (Fig.  7F ), but this is to be expected because caspase activation at these late time points is mechanistically linked to cell death. Strikingly, a clear drop was observed in the predictive ability of the protein signals that were measured at t ϭ 2, 4, and 8 h (Fig. 7F) . It seems unlikely that information is really lost between 2 and 8 h; rather it may be encoded in transcriptional responses absent from our dataset (61) . We hypothesize that the inclusion of transcriptional data in the compendium will reestablish the predictive power of models based on these time points. Taken together, compendium-based modeling results suggest that early signals immediately downstream of receptors contain much of the information needed to specify cell fate decisions up to 24 h later.
DISCUSSION
In this article, we describe the construction and validation of a cytokine-signal-response compendium with which to investigate the regulation of cell fate in cells exposed to combinations of the prodeath cytokine TNF and the prosurvival cytokines EGF and insulin. The compendium contains more than 10,000 biochemical measurements on the states and activities of cell-signaling proteins and apoptotic responses in human cells. At the outset of the work described here it was unclear whether heterogeneous data from immunoblots, an-FIG. 7. The PLSR model requires multiple, heterogeneous, time-dependent protein signals to predict apoptosis robustly. Shown are bar graphs of the least-squares fitness of predicted-to-measured cell death responses in test datasets (IL-1ra, green; C225, orange) for models built from data subsets. Light green and orange horizontal bands mark the 90% confidence interval of the prediction fitness for the full compendium for the IL-1ra and C225 test datasets, respectively. Least-squares fitness values less than zero are marked as non-significant (N.S.). Error bars show the 90% confidence interval in the estimate. A and B, fitness values of predicted-to-observed cell death responses for models built from time course data on single protein signals (A) or from signaling data generated by a single assay (antibody arrays (AA), kinase assays (KA), or immunoblots (IB)) (B). Datasets that included cleaved caspase-8 (ClvC8 in A, and immunoblots in B) performed best because this signal is the most directly linked, biochemically, to the outcomes. C, three-dimensional representation of the cytokine combinations used in models with subsets of treatment conditions. Model 1 used data from mock, 5 ng/ml TNF, and 100 ng/ml TNF treatments, whereas model 2 was built from data on 100 ng/ml TNF with either 100 ng/ml EGF or 500 ng/ml insulin. D, comparison of the fitness of predicted-to-measured apoptosis values in the IL-1ra and C225 test datasets combined for models with (gray) or without (white) simulated random normally distributed noise added to the 5 ng/ml TNF ϩ 1 ng/ml EGF signal measurements. The fitness of models with noise represents the average predictive ability of three instances each at five noise levels (10, 20, 30, 40, or 50% of the range of values for each signal). E, fitness values of predicted-to-tibody microarrays, kinase activity assays, and flow cytometry could be effectively assembled into a single dataset. However, we have now established that a carefully assembled CSR compendium enables the construction of informative statistical models and yields new hypotheses about the regulation of cell fate by cytokines. Elsewhere we describe some specific biological conclusions that can be inferred by mining compendium data 2 ; here we concentrate on more general issues associated with the construction, validation, and mining of such datasets.
A key step in the construction of self-consistent datasets is data fusion. Heterogeneous measurements acquired at different times must be combined in such a way that they can be compared quantitatively across the full dataset. Experimental databases are common in genomics largely because sequence data are homogeneous and structured with a clear beginning and end, and data fusion is therefore straightforward. In contrast, cell-signaling data are heterogeneous and unstructured, lack an obvious completion point, and depend heavily on biological context. These features make fusion of signaling data challenging. Our approach to building a data compendium started with the definition of an experimental template that was applied repeatedly to the analysis of different cytokine combinations. The template specified standardized experimental protocols and optimized normalization procedures for determining the time-dependent activities of 19 protein signals and four cell death responses over a 48-h period. The template was applied to data collected from cells treated with 10 cytokine combinations and two combinations of a cytokine and a receptor inhibitor. Overall the raw cytokine-signal-response dataset contained ϳ10,000 quantitative measurements assembled from 12 independent experiments. Accuracy and Self-consistency of the CSR CompendiumTo support reliable hypothesis generation, data fusion must maintain measurement accuracy and self-consistency. A number of procedures were used to ensure the accuracy of the data, and these procedures were validated experimentally. First, the linearity of each assay was verified, and measurements were shown to be directly proportional to signal strength. Experimental protocols, cell treatments, and reagents were standardized, and measurements were adjusted for assay-and sample-specific fluctuations in factors such as reagent activities and lysate concentrations. For each treatment and time point, at least three replicate biological samples were measured, allowing formal statistical testing and assessment of the magnitude of biological variation and measurement noise.
Second, to rule out fluctuations in measurements during the 18-month data collection period, measurements in the primary compendium were compared with those in a validation dataset. The validation dataset replicated a subset of the compendium measurements but with an orthogonal experimental design. Whereas the primary compendium consisted of single treatments analyzed at different time points, validation data were collected at a single time from cells treated with different cytokine combinations. For most signals and responses, validation data matched primary data very well. A few signals could not be validated quantitatively because they lacked sufficient dynamic range to distinguish real variation from noise. Nonetheless we conclude that most signals and responses were consistent throughout the data collection process; validation experiments must be designed to maximize the number of signals showing significant variation across treatments.
As a third self-consistency check we asked whether different measures of the same biochemical process yielded similar data. In DNA sequencing this type of quality control is straightforward and involves checking the noncoding and coding sequences for complementarity. However, verifying the congruence of protein signals is more complex in part because a mechanistic model relating the different biochemical properties measured by each assay is necessary. For example, we assayed the activation of Akt both by kinase activity assay and by tracking its phosphorylation state at Ser 473 , an activating site, using immunoblots and antibody arrays. Perfect correlations between these assays would require that phospho-Ser 473 be essential for kinase activity and that all forms of phospho-Akt-Ser 473 be fully active. Although kinase activity and phospho-Ser 473 assays of Akt were generally well correlated, subtle discrepancies were observed. These discrepancies are consistent with the known mechanisms of Akt regulation (bisphosphorylated Akt is more active than Akt singly phosphorylated at Ser 473 or Thr 308 (35, 36) ), but they also highlighted the challenges involved in validating the merger of data from heterogeneous assays into a single coherent representation.
Context-dependent Signaling Dynamics-The CSR compendium allowed us to compare signaling dynamics within a range of cytokine contexts. We used two approaches to mine compendium data for interesting signaling patterns: heat maps (see Supplementary Material) and cytokine-signal maps. 2 One surprising finding was that the treatment of cells with EGF, but not with insulin, was strongly associated with observed cell death responses in each test dataset for models built from single variable types. The variables were grouped by time point values, global area under the curve (AUC), mean, maximal (max), or steady-state value over the time course, local area under the curve (AUC peaks), slope of activation phase (On slope) or of down-regulation phase (Down slope), and instant derivatives at each time point (Deriv.). F, plot of predictive ability of models built from single time point data as expressed by the least-squares fitness to the measured values for the two test datasets combined. Similar trends were observed with each perturbation alone. Error bars denote the 90% confidence interval, and the trend line (red) is a polynomial fit to the fitness values plotted against time. (51, 52) . The lack of correlation leads us to hypothesize that FKHR-Ser 256 may be targeted by a kinase other than Akt in EGF-and TNF-treated cells. Consistent with this idea, the basophilic kinase SGK has recently been shown to modify the FKHR homologue FOXO3 on two phosphoacceptor sites previously thought to be Akt substrates (56) . These two findings illustrate the value of comparing signal strengths quantitatively across a set of different biological conditions. Unexpected statistical correlations observed among signals are suggestive of new mechanistic links, whereas the absence of an expected correlation suggests that existing links may require reinvestigation.
Experimental Requirements for Signaling Compendia-The construction and validation of computational models of cell signaling was our primary goal in generating the CSR compendium. As a first step, we built a regression (PLSR) model that relates protein signals to cell death responses.
3 PLSR models built from data scaled to unit variance extracted the most information from the compendium and performed much better than models built from unscaled variables. The best PLSR data-driven model was surprisingly powerful: given signaling information from test data not included in the training set, the model predicted apoptotic responses to within the range of error for experimental measurements. 3 PLSR models were used to analyze the design and assembly of CSR data with the goal of developing optimized strategies for the construction of future compendia.
Would a simpler experimental scheme with fewer signals, treatments, or time points have yielded a CSR compendium with a similar ability to support PLSR modeling? Although the answer appears to be "yes" because some data scored low in the VIP (Fig. 5F ), statistical modeling clearly benefited from heterogeneous measurements, information on signal dynamics, and the analysis of cells treated with combinations of cytokines. Models built from single signals were ineffective at predicting apoptosis, consistent with the idea that cells weigh the contributions from multiple signals when committing to survival or death (62) . More interestingly, models built from any single type of assay were significantly less predictive than models based on the full compendium. Among the singleassay models, immunoblot data performed best probably because immunoblots were used to assay two distinct biochemical processes: protein phosphorylation and protein cleavage. Most proteomic efforts to date (63) have centered on the use of a single technology such as protein arrays (64) or mass spectrometry (10) . However, our results suggest that it is highly advantageous to combine several different assay methods to capture the diversity of protein signals that mediate cell fate decisions.
If the analysis of single proteins is insufficient to predict cell fate, then how much coverage of a signaling network is required? The success of our CSR compendium shows that it is not necessary to strive for complete coverage: apoptosis was predicted within 94% accuracy given signaling information from only 11 of the roughly 75 protein nodes shown in Fig. 1C  (15% coverage) . However, we suspect that a sparse sampling of a network will only yield predictive models when nodes are repeatedly sampled under a variety of conditions. In a typical experiment one usually decides to vary one parameter at a time, but we have found that data from cells treated with a combination of cytokines were more informative than data from single cytokine treatments particularly when measurements were noisy. Combinations of prodeath and prosurvival cytokines evoke more complex signaling patterns than individual stimuli, and it seems likely that this provides a broader context within which to assess the role of each signal in cell death responses.
Which signals should be measured in the protein network? Although the answer clearly depends on the biological system, we found that upstream signals (e.g. receptors and adaptors) were easiest to relate to cytokine stimuli in statistical maps. For instance, IRS1-Tyr 896 phosphorylation was prominent as an EGF-dependent signal on the cytokine-signal map.
2 With the PLSR model, however, downstream signals like ERK, JNK1, and MK2 were most predictive of apoptotic responses. 3 We also found that measuring connected nodes in the network, initially thought to represent somewhat redundant assays, provided useful insight into the propagation of signals through particular pathways. Akt-FKHR is one example of a densely sampled region of the network; another is the dual measurements of ERK activity and phospho-MEK level (Fig. 8B) . The correlation between these two signals was reasonable (Pearson coefficient of 0.68 overall), but more in-depth analysis revealed that ERK and phospho-MEK were best correlated at the earliest time point after cytokine addition, implying that their activation was coincident (Fig. 8A, 5  min) . At later time points, MEK was inactivated more rapidly than ERK, and the correlation was lost probably as a result of differential dephosphorylation (Fig. 8, A and B) (65) . The ERK-MEK disparity was exacerbated under conditions of saturating TNF treatment (Fig. 8A, circles) . Thus, TNF may activate the Ser-Thr phosphatases that act on MEK or alternatively inactivate the dual specificity and Tyr phosphatases that act on ERK (Fig. 8B) . Directed phosphomapping experiments and phosphatase assays should be able to test this prediction. More generally, the variability in MEK-ERK induction highlights how proteins that interact directly and function in the same pathway can exhibit time-dependent changes in relative activities.
Propagation of Signaling Information with Time-In the CSR compendium, protein signals were encoded by two types of variables: discrete measurements collected at 13 points over a 24-h period and derived metrics describing the local and global dynamics of signaling. We found that these derived metrics were essential for constructing predictive PLSR models and that they could not be replaced by the measurements from which they were derived. PLSR treats each time point independently, and derived metrics were therefore the primary means by which time dependence was encoded. We presume that this explains the importance of the metrics for the PLSR model. Unexpectedly, however, when the CSR compendium was modeled using a multilinear regression technique (66) that constrains the sequence of time points by explicitly ordering signaling network "snapshots" in time, we were unable to construct predictive models. 5 One explanation for the success of derived metrics in PLSR and failure of multilinear regression is that critical signaling information is imbedded in the cumulative activities and rates of change of key signals, calculated as derived metrics, rather than in the ordering of signaling events. For example, the cumulative activity of caspase-8 is likely to be more important than the time at which activity is first detected. Indeed molecular integrators and differentiators have been previously identified in both prokaryotic and eukaryotic signaling networks (21, 23, 67) .
PLSR models based on single time point snapshots between 5 and 90 min or 12 and 24 h were able to predict apoptotic responses with reasonable accuracy although not as well as the full model. A clear loss of information was observed with protein signals at t ϭ 2-8 h. In HT-29 cells, TNF-induced apoptosis is not apparent until ϳ8 h after stimulus addition, 4 implying that cells must still be processing apoptosis-survival cues at those time points. One explanation for the loss of predictive power from 2 to 8 h is that informa-5 K. A. Janes and P. K. Sorger, unpublished observations.
FIG. 8. Differential regulation of MEK and ERK by phosphatases is context-dependent.
A, scatter plots of pairwise comparisons of ERK activity and phospho-MEK (pMEK) levels at 5, 15, and 30 min and at time points greater than 30 min as indicated. Values are means Ϯ S.E. of biological triplicate samples normalized to the maximal value in the compendium for that signal. Pearson correlations are noted in the upper left corner when the dynamic range is greater than 2.5. B, schematic diagram showing the two measurement types, ERK kinase activity assays (KA) and phospho-MEK levels by immunoblot (IB), the differential regulation of ERK and MEK by phosphatases. MEK is targeted only by Ser-Thr phosphatases (S/T-P'ase) that may be activated by TNF treatment. ERK is additionally targeted by dual specificity phosphatases (DS-P'ase) and Tyr phosphatases (Y-P'ase) that may be inhibited by TNF treatment. a.u., arbitrary units. tion processing involves changes in gene transcription, which were not measured in our experiments. Microarray experiments are currently underway to test this idea. Nonetheless it is clear that protein signals alone, when sampled over a time course, are sufficient for predicting HT-29 apoptotic responses induced by cytokines. It will be interesting to determine whether PLSR models based on the current CSR compendium will also be effective in predicting apoptosis induced by other stimuli or in different cell lines.
Conclusion-The data in this article show that cytokinesignal-response compendia should be constructed using measurements that are well distributed across a signaling network, although sparse coverage of the network is acceptable. Nonetheless resampling a subset of nodes using multiple assays helps to verify the consistency of heterogeneous data. Experimental validation of measurements is best carried out under conditions in which all signals have a sufficiently large dynamic range for correlation coefficients to be meaningful. In some cases this will involve two validation experiments, for example one at an early time point and one later. Measurement of signaling dynamics is clearly critical for CSR compendia, and uneven spacing of time points makes it possible to sample adequately both transient and sustained signals. Within the context of the regression-based models used here, it is important to rely not only on the data themselves but also to compute metrics that describe signal dynamics. Moreover scaling data to unit variance is necessary to optimize the extraction of information from compendium data.
In summary, we have described methods for compiling validated, self-consistent data compendia describing timevarying signals induced by cytokines and have demonstrated the value of compendium data in the study of mammalian signal transduction. We believe that similar CSR compendia coupled with both regression-based and mechanistic models will be valuable in the systematic analysis of other complex biological networks.
