Abstract. Models of the diffusion-weighted signal are of strong interest for population studies of the brain microstructure. These studies are typically conducted by extracting a scalar property from the model and subjecting it to null hypothesis significance testing. This process has two major limitations: the reported p-value is a weak predictor of the reproducibility of findings and evidence for the absence of microstructural alterations cannot be gained. To overcome these limitations, this paper proposes a Bayesian framework for population studies of the brain microstructure represented by multi-fascicle models. A hierarchical model is built over the biophysical parameters of the microstructure. Bayesian inference is performed by Hamiltonian Monte Carlo sampling and results in a joint posterior distribution over the latent microstructure parameters for each group. Inference from this posterior enables richer analyses of the brain microstructure beyond the dichotomy of significance testing. Using synthetic and in-vivo data, we show that our Bayesian approach increases reproducibility of findings from population studies and opens new opportunities in the analysis of the brain microstructure.
Introduction
Novel models of the microstructure from diffusion-weighted imaging (DWI) provide insights into the cellular architecture of the healthy and diseased brain [4] . Population studies of the brain microstructure are commonly conducted by extracting a property of interest (e.g., diffusivities of a fascicle [8] , principal direction of diffusion [7] or fraction of the isotropic compartment [5] ) and subjecting it to null hypothesis significance testing (NHST). Because the p-value is uniformly distributed under the null hypothesis, no evidence in favor of the null can be gained in this process [3] . The null hypothesis will thus eventually be rejected if a sufficient number of attempts are made, which significantly hampers the building of scientific knowledge and reduces the reproducibility of results [3] . These limitations are critical in microstructure imaging, wherein reproducibility is a major concern and researchers want evidence for the absence of abnormalities in certain brain regions alongside the detection of abnormalities in other regions.
Bayesian approaches to population studies address these limitations. They proceed by defining a generative model of the data in both populations and inferring a joint posterior probability over the model parameters. The posterior probability can then be interrogated to answer research questions [1] . Defining a generative model of the microstructure at the population level, however, is challenging due to the geometry of the space of parameters. This paper tackles this challenge and presents a novel Bayesian inference framework for population studies the brain microstructure. Section 2 presents our assumptions. Section 3 and 4 describe our model and its inference. Section 5 shows experimental results.
Parameterization and Assumptions
Multi-fascicle models represent the signal from each compartment in each voxel as a separate Gaussian encoded by a tensor D i , weighed by f i [6]:
T Dig , where b is the b-value and g is the gradient.
One tensor is isotropic [4, 5, 6] Inter-subject variability in these properties (encoded in the likelihood) is assumed much larger than DWI noise. An extra level in the hierarchical model could otherwise link parameters to DWI [9] . Fascicles are assumed independent from one another. By symmetry, directions are independent from diffusivities and fractions. Signal fractions mostly relate to partial voluming and are thus independent from fascicle properties. Diseases may affect several properties of the microstructure, so that these assumptions are only valid conditional on the diagnoses. In summary, we have:
