Lattice Boltzmann Method for Simulating Turbulent Flows by Koda, Yusuke
Lattice Boltzmann Method for
Simulating Turbulent Flows
by
Yusuke Koda
A thesis
presented to the University of Waterloo
in fulfillment of the
thesis requirement for the degree of
Master of Applied Science
in
Mechanical Engineering
Waterloo, Ontario, Canada, 2013
c© Yusuke Koda 2013
I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis,
including any required final revisions, as accepted by my examiners.
I understand that my thesis may be made electronically available to the public.
ii
Abstract
The lattice Boltzmann method (LBM) is a relatively new method for fluid flow simulations,
and is recently gaining popularity due to its simple algorithm and parallel scalability.
Although the method has been successfully applied to a wide range of flow physics, its
capabilities in simulating turbulent flow is still under-validated. Hence, in this project, a
3D LBM program was developed to investigate the validity of the LBM for turbulent flow
simulations through large eddy simulations (LES).
In achieving this goal, the 3D LBM code was first applied to compute the laminar flow
over two tandem cylinders. After validating against literature data, the program was used
to study the aerodynamic effects of the early 3D flow structures by comparing between 2D
and 3D simulations. It was found that the span-wise instabilities have a profound impact
on the lift and drag forces, as well as on the vortex shedding frequency.
The LBM code was then modified to allow for a massively parallel execution using graphics
processing units (GPU). The GPU enabled program was used to study a benchmark test
case involving the flow over a square cylinder in a square channel, to validate its accuracy,
as well as measure its performance gains compared to a typical serial implementation. The
flow results showed good agreement with literature, and speedups of over 150 times were
observed when two GPUs were used in parallel.
Turbulent flow simulations were then conducted using LES with the Smagorinsky subgrid
model. The methodology was first validated by computing the fully developed turbulent
channel flow, and comparing the results against direct numerical simulation results. The
results were in good agreement despite the relatively coarse grid. The code was then used
to simulate the turbulent flow over a square cylinder confined in a channel. In order to
emulate a realistic inflow at the channel inlet, an auxiliary simulation consisting of a fully
developed turbulent channel flow was run in conjunction, and its velocity profile was used
to enforce the inlet boundary condition for the cylinder flow simulation. Comparison of the
results with experimental and numerical results revealed that the presence of the turbulent
flow structures at the inlet can significantly influence the resulting flow field around the
cylinder.
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Chapter 1
Introduction
1.1 Motivation
In Computational Fluid Dynamics (CFD), one of the most challenging tasks is to accu-
rately and efficiently simulate turbulent flow. The main aspect about turbulent flows that
make them difficult to predict is that it contains a wide range of length and time scales.
Although it is possible to resolve all scales of motion by employing an extremely fine mesh
through a direct numerical simulation (DNS), the resulting computational costs can be-
come astronomical for practical flows. Therefore, it is more common to use turbulence
models to simplify the computation. The most widely used and practical method of such
is the Reynolds Averaged Navier-Stokes (RANS) approach, where the unsteadiness of the
flow is modeled. This approach has proven to work well for certain flows, but the fact that
a wide range of physics is accounted for by predetermined models make them non-ideal
for a universal representation of turbulent flows. Large eddy simulations (LES) on the
other hand, attempts to resolve the large scale motions, and use subgrid scale models to
incorporate the effects of the small scale motions. This approach is more realistic than the
RANS approach, since the features of the small eddies in a flow are relatively universal,
and independent of the flow geometry.
The lattice Boltzmann method (LBM) is a numerical technique derived from the Boltz-
mann equation and kinetic theory, and is being recognized as an alternative to the methods
based on the Navier-Stokes equations for flow computations. Contrary to the conven-
tional CFD methods that solve the Navier-Stokes equations, the LBM employs discretized
particle velocity distribution functions based on microscopic fluid physics to emulate the
hydrodynamic flow field. In the LBM, fictitious particles are assumed at each node on
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the computational domain, where the particles are allowed to advect along restricted di-
rections, and collide with other particles. The movement and collision rules are designed
such that “coarse graining” the particle distributions will recover the weakly compress-
ible Navier-Stokes equations. Recently, the LBM has been gaining popularity, especially
with the advent of the multiple-relaxation time (MRT) model that significantly improved
its numerical stability. The method has successfully been applied to flows with complex
geometries, multi-phase flows, micro-fluidics, and turbulent flows [1, 11].
The primary advantages of the LBM compared to traditional CFD methods such as the
finite volume method, are:
• Ease of coding.
• Suitability for parallel execution.
• Ability to incorporate complex geometries.
These features stem from the fact that LBM is derived from particle based interactions
that follow simple physics with limited range, which also obviates the need to solve the
elliptic Poisson equation, common to most traditional CFD methods. Its disadvantages on
the other hand, include:
• Numerical instabilities when the grid resolution is low.
• Existence of compressibility effects when simulating incompressible flow.
In the context of LBM applied to turbulent flows, there have been some notable work on
some fundamental flows using LES [4, 29, 52, 61, 67, 73], following the pioneering work
by Hou et al. [25], who successfully incorporated the Smagorinsky subgrid model [60]
to the LBM framework. However, investigations involving the applicability of LBM for
LES are still at an early stage [55], and further evaluation of its accuracy and efficiency is
necessary.
1.2 Objective
This thesis aims to investigate the validity of the LBM for simulating the incompressible
flow over bluff bodies in both the laminar and turbulent regimes, and its implications in
the context of high performance computing (HPC). In particular, the following three topics
were studied:
• Analyzing the effects of 3D flow structures in the laminar flow over two tandem
cylinders.
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• Exploring the computational efficiency of the LBM when implemented on the graph-
ics processing unit (GPU) for massively parallel execution.
• Evaluating the accuracy of the LBM for performing a LES on the turbulent flow over
a square cylinder confined in a channel.
1.3 Thesis Structure
Background information on the LBM, including its origins and basic implementations are
given in Chapter 2. Chapter 3 presents a study on the aerodynamic effects of the 3D
flow structures that develop in the flow over two tandem cylinders. The content of the
chapter is largely based on the author’s publication that can be found in [28]. The LBM
code that was developed in this thesis project was then modified to allow for a massively
parallel execution on the GPU. The background information related to GPU computing,
as well as the specifics of the current implementation, are outlined in Chapter 4. The GPU
enabled LBM code was then applied to simulate the turbulent flow over a square cylinder
confined in a channel in Chapter 5. Finally, in Chapter 6, the concluding remarks, as well
as recommended future work are presented.
3
Chapter 2
Background
2.1 Lattice Gas Automaton
The LBM originates from the Lattice Gas Automaton (LGA) model proposed by Frisch
et al. [19], which involved simple, parallelizable algorithms, capable of simulating incom-
pressible flows. In this model, the lattice sites carry Boolean information on whether a
particle exists or not. The particles each have momentum, that allows them to travel along
the lattice structure. When two or more particles reach a single lattice site, it is assumed
that the particles interact in a ballistic fashion, effectively altering their momenta. The
LGA evolution equation for each individual lattice site can be written as:
ni(~r + ~ci, t+ 1) = ni(~r, t) + Ci (2.1)
where ni(~r, t) is a Boolean number of particles with velocity ~ci, and i are directions from
site ~r to its neighboring sites. Ci is the collision operator, where Ci ∈ {−1, 0,+1} for any
LGA model [74]. The macroscopic variables related to the Navier-Stokes equations can be
obtained by local linear operations at ni(~r, t). Equation 2.1 can be solved by starting from
an initial configuration, and updating the particle locations based on two alternating steps
[11]:
1. Streaming, where every particle moves along the lattice to a neighboring site in the
direction of its velocity.
2. Collision, where the particles arriving at each lattice site interact and scatter accord-
ing to predefined rules.
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2.2 Lattice Boltzmann Equation
Although LGA successfully modeled various fluid behavior, the computed hydrodynamic
flow field contained statistical noise inherent from the Boolean processes [15]. In order
to solve this problem, the Boolean particle occupation variables, ni, were replaced by its
ensembled average, fi = 〈ni〉, which became the primitive variables constituting the Lattice
Boltzmann Equation (LBE) [34]:
fi(~r + ~ci, t+ 1) = fi(~r, t) + Ωi (2.2)
where fi(~r, t) is the probability distribution function of the particle populations at site ~r,
and Ωi is the collision operator. It is important to note that this equation is formulated
in terms of lattice units, where both the lattice spacing and the time interval between
iterations are unitary. The macroscopic variables, density ρ and velocity ~u, are defined
from the local particle distributions by their moments as:
ρ =
q−1∑
i=0
fi (2.3)
~u =
1
ρ
q−1∑
i=0
~cifi (2.4)
where q is the number of lattice neighbors associated with the given node.
A common lattice structure used for the 2D LBM is referred to as the D2Q9 lattice,
where the “D2” denotes the number of dimensions, and the “Q9” denotes the number
of discrete velocities associated with each lattice node. For the D2Q9 lattice, the nine
discrete velocities of a node are directed to its nearest neighbors (including itself), as
shown in Figure 2.1. For 3D LBM, the D3Q19 lattice (Figure 2.2) is commonly used.
2.3 Single-relaxation-time Lattice Boltzmann Method
The most popular collision operator is known as the Bhatnagar-Gross-Krook (BGK) colli-
sion operator, which makes use of a single relaxation time towards local equilibrium, and
is often described as the single-relaxation-time (SRT) LBM model. The collision operator
for this model can be shown to be [11]:
ΩBGKi = −
1
τ
(fi − f eqi ). (2.5)
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Figure 2.1: The 9 velocity components associated with each node for the D2Q9 lattice.
Note that c0 is a (0, 0) vector.
Figure 2.2: The 19 velocity components associated with each node for the D3Q19 lattice.
Note that c0 is a (0, 0, 0) vector.
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τ is the relaxation time, and f eqi is the local equilibrium distribution. τ defines the viscosity
of the fluid, as:
ν =
cδx
3
(
τ − 1
2
)
. (2.6)
c is the lattice speed, which is defined as δx/δt, where δx is the lattice spacing, and δt is
the time increment, and is unity for uniform lattice structures. f eq is defined as:
f eqi = ρwi
(
1 +
1
c2s
~ci · ~u+ 1
2c2s
Qi : ~u~u
)
. (2.7)
wi is a constant, cs is the speed of sound of the model, which is normally taken to be 1/
√
3,
and the tensor Q is defined as:
Qi = ~ci~ci − c2sI (2.8)
where I is the identity matrix. The constants q, ~ci, cs, and wi are defined by the structure of
the lattice. The lattice weights, wi, are used to take into account the different magnitudes
of the lattice vectors. For the D2Q9 model, the lattice weights can be shown to be:
w0 =
4
9
w1−4 =
1
9
w5−8 =
1
36
, (2.9)
and for the D3Q19 model,
w0 =
1
3
w1−6 =
1
18
w7−17 =
1
36
. (2.10)
2.4 Multiple-relaxation-time Lattice Boltzmann Method
The multiple-relaxation-time (MRT) LBM is an improvement to the LBGK model, where
the collision operator is designed such that each moment in the set of distribution functions
are relaxed at different rates. This allows the relaxation times for each moment to be
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adjusted to optimize for stability. In this section, the MRT-LBM model for the D3Q19
lattice will be outlined [14].
The collision model for the MRT-LBM can be written as:
f(~r + ~ci, t+ 1) = f(~r, t)−M−1 · S · (M · f(~r, t)−M · f eq(~r, t)), (2.11)
where f denotes the distribution functions, and f eq denotes the local equilibrium distribu-
tion functions. For this study, the D3Q19 lattice, where the discrete velocities are defined
as:
~ci =

(0, 0, 0), i = 0
(±1, 0, 0), (0,±1, 0), (0, 0,±1), i = 1, 2, ..., 6
(±1,±1, 0), (±1, 0,±1), (0,±1,±1), i = 7, 8, ..., 18,
(2.12)
was used (see also Figure 2.2).
The transformation matrix M is chosen such that the distribution functions are mapped
to its moments, m. For the D3Q19 lattice, it is given by:
M =

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
−30 −11 −11 −11 −11 −11 −11 8 8 8 8 8 8 8 8 8 8 8 8
12 −4 −4 −4 −4 −4 −4 1 1 1 1 1 1 1 1 1 1 1 1
0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1 0 0 0 0
0 −4 4 0 0 0 0 1 −1 1 −1 1 −1 1 −1 0 0 0 0
0 0 0 1 −1 0 0 1 1 −1 −1 0 0 0 0 1 −1 1 −1
0 0 0 −4 4 0 0 1 1 −1 −1 0 0 0 0 1 −1 1 −1
0 0 0 0 0 1 −1 0 0 0 0 1 1 −1 −1 1 1 −1 −1
0 0 0 0 0 −4 4 0 0 0 0 1 1 −1 −1 1 1 −1 −1
0 2 2 −1 −1 −1 −1 1 1 1 1 1 1 1 1 −2 −2 −2 −2
0 −4 −4 2 2 2 2 1 1 1 1 1 1 1 1 −2 −2 −2 −2
0 0 0 1 1 −1 −1 1 1 1 1 −1 −1 −1 −1 0 0 0 0
0 0 0 −2 −2 2 2 1 1 1 1 −1 −1 −1 −1 0 0 0 0
0 0 0 0 0 0 0 1 −1 −1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 −1 1
0 0 0 0 0 0 0 0 0 0 0 1 −1 −1 1 0 0 0 0
0 0 0 0 0 0 0 1 −1 1 −1 −1 1 −1 1 0 0 0 0
0 0 0 0 0 0 0 −1 −1 1 1 0 0 0 0 1 −1 1 −1
0 0 0 0 0 0 0 0 0 0 0 1 1 −1 −1 −1 −1 1 1

. (2.13)
The corresponding moments for this matrix would be:
m = (ρ, e, ε, jx, qx, jy, qy, jz, qz, 3pxx, 3pixx, pww, piww, pxy, pyz, pxz,mx,my,mz)
T , (2.14)
8
where ρ is the density, e and ε are related to the kinetic energy independent of the density,
j is the momentum, p is the viscous stress tensor, q is the energy flux, m is the third-order
moment tensor, and pi is the fourth-order moment tensor. The equilibrium moments, meq,
for the non-conserved moments for the D3Q19 can be given as:
eeq = −11ρ+ 19
ρ0
j · j, εeq = −475
63
j · j (2.15)
qeqx = −
2
3
jx, q
eq
y = −
2
3
jy, q
eq
z = −
2
3
jz (2.16)
3peqxx =
1
ρ0
(
2j2x − (j2y + j2z )
)
, peqww =
1
ρ0
(
j2y − j2z
)
(2.17)
peqxy =
1
ρ0
(jxjy), p
eq
yz =
1
ρ0
(jyjz), p
eq
xz =
1
ρ0
(jxjz) (2.18)
3pieqxx = pi
eq
ww = m
eq
x = m
eq
y = m
eq
z = 0. (2.19)
The collision matrix S is a diagonal matrix consisting of:
S = diag (0, s1, s2, 0, s4, 0, s4, 0, s4, s9, s10, s9, s10, s13, s13, s13, s16, s16, s16) , (2.20)
where the zero elements correspond to the conserved moments in the LBM: mass and
momentum. The molecular viscosity of the fluid is specified by s9 and s13 as:
ν =
1
3
(
1
s9
− 1
2
)
=
1
3
(
1
s13
− 1
2
)
. (2.21)
The other elements of S can be chosen arbitrarily, as the non-hydrodynamic moments do
not directly affect the hydrodynamic solution. In this study, these elements were set to
1.
2.5 Recovering the Navier-Stokes Equations
In this section, the incompressible Navier-Stokes equations will be recovered from the LBE.
For simplicity, the SRT LBE with the BGK collision operator will be used. The evolution
equation for this model is:
fi(~r + ~ci, t+ 1) = fi(~r, t)− 1
τ
(fi − f eqi ). (2.22)
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The incompressible Navier-Stokes equations can be recovered from this equation through
the Chapman-Enskog analysis, which is essentially a formal multi-scaling expansion [11,
19]:
∂
∂t
= 
∂
∂t1
+ 2
∂
∂t2
+ · · · (2.23)
∂
∂x
= 
∂
∂x1
+ · · · . (2.24)
The expansion parameter, , is the Knudsen number, defined as the ratio between the mean
free path of a gas molecule and a macroscopic length scale [31]. Using this technique, the
particle distribution function, fi, can be expanded about the local equilibrium function,
f eqi , as:
fi = f
eq
i + f
neq
i . (2.25)
Here, f eqi is defined from Equation 2.7, and must satisfy:
q−1∑
i=0
f eqi = ρ (2.26)
1
ρ
q−1∑
i=0
~cif
eq
i = ~u. (2.27)
The non-equilibrium distribution function, fneqi = f
1
i + f
2
i + O(2), has the following
constraints to ensure conservation of mass and momentum in the collision operator:
q−1∑
i=0
fki = 0 (2.28)
q−1∑
i=0
~cif
k
i = 0. (2.29)
for both k = 1 and k = 2. Equation 2.5 can be Taylor expanded, and rewritten in the
consecutive order of  as [74]:
f 0i = f
eq
i : O(0) (2.30)
(∂t0 + ~ci · ∇) f 0i = −
1
τ
f 1i : O(1) (2.31)
∂t1f
0
i +
(
2τ − 1
2τ
)
(∂t0 + ~ci · ∇) f 1i = −
1
τ
f 2i : O(2) (2.32)
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Using the constraints shown in Equations 2.26–2.29, and summing the first order expansion
(Equation 2.31) for all i, the continuity equation can be obtained as:
∂ρ
∂t
+∇ · ρ~u = 0. (2.33)
Next, by multiplying ~ci to both sides of Equations 2.31 and 2.32 and combining them, the
momentum equation is derived as:
∂(ρ~u)
∂t
+∇ ·
(
Π0 +
2τ − 1
2τ
Π1
)
= 0, (2.34)
where Π0 and Π1 are momentum flux tensors defined as:
Π0 =
q−1∑
i=0
~ci~cif
0
i = pδαβ + ρuαuβ (2.35)
Π1 =
q−1∑
i=0
~ci~cif
1
i = ν (∇α(ρuβ) +∇β(ρuα)) . (2.36)
p is the pressure, and is related to density as:
p = c2sρ =
1
3
ρ. (2.37)
The resulting momentum equation becomes:
ρ
(
∂~u
∂t
+ ~u.∇~u
)
= −∇p+ ρν∇2~u, (2.38)
which is identical to the Navier-Stokes equations, given that the density fluctuations are
small enough [11].
2.6 Boundary Conditions
At domain boundaries, or in the presence of solid walls, the general computational proce-
dure outlined in the previous section encounters problems. After the streaming step, the
particle distribution functions that are streamed from outside the domain are unknown
2.3. In the LBM, boundary conditions are implemented to model the unknown particle
distributions.
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Figure 2.3: Particle distributions at the south boundary, after the streaming operation.
Three particle distributions are “missing”.
The simplest boundary condition that models a no-slip wall is referred to as the bounce back
boundary. In this boundary condition, the incoming particle distributions are “bounced
back”, by changing their direction by 180◦. For the south boundary in the D2Q9 lattice
(Figure 2.3),
f2 = f4 (2.39)
f5 = f7 (2.40)
f6 = f8. (2.41)
The collision step is skipped for these boundary nodes. It is important to note that the
exact location of the boundary is located half way between the boundary node and the
inner node. The bounce back boundary is trivial to implement, and is proved to have
second order accuracy in the spatial discretization [71].
The symmetry boundary, or the free-slip wall, can be implemented in a similar fashion.
Instead of copying the incoming distributions to the opposite direction, they are copied to
its symmetric counterpart. For the south boundary in the D2Q9 lattice (Figure 2.3),
f2 = f4 (2.42)
f5 = f8 (2.43)
f6 = f7. (2.44)
2.6.1 Velocity and Pressure Boundary Conditions
One of the major challenges in the LBM is the implementation of velocity and pressure
boundary conditions. The difficulty stems from the fact that LBM relies on particle dis-
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tribution functions instead of the hydrodynamic variables, which leads to a higher degree
of freedom on a per node basis. This means that specifying the pressure and velocities at
a given node does not completely define the state of a node. Hence, there is a need to in-
troduce some assumptions to recover the particle distributions from a given hydrodynamic
state. Here, the method proposed by Mussa et al. [41] is outlined.
For a 2D computational domain with a Cartesian grid, let the nodes be indexed by (i, j),
where i ∈ {1, 2, ..., Nx} and j ∈ {1, 2, ..., Ny}. In order to impose a velocity boundary
condition at i = 1, the velocity at the nodes of i = 1 are set to the prescribed velocity,
u. The remaining moments, m, at the boundary are simply copied from the nodes at
i = 2. Since all of the moments on the boundary are now known, the moments can be
transformed into distribution functions, f . This procedure can be written as:
f(i = 1, j) = M−1 ·m∗(i = 2, j)|u=uin , (2.45)
where m∗ refers to the post-collision moments. Pressure boundary conditions can be
implemented in a similar fashion, as:
f(i = 1, j) = M−1 ·m∗(i = 2, j)|ρ=ρin . (2.46)
Since this method only consists of copying over the moments from its neighbor node, it is
trivial to implement in a 3D domain as well.
2.6.2 Curved Boundary Treatments
The most widely used boundary condition for no-slip walls is the bounce back (BB) scheme,
where the particle distributions are simply reflected at the solid node. For the BB scheme,
the exact location of the wall is known to be half way between the solid node and its
adjacent fluid node [22]. This method is often sufficient to model straight walls, but
in order to accurately model the curved boundaries on the cylinder surface, additional
treatments are required. For this study, the interpolated bounce back (IBB) scheme [7]
was adopted. This method utilizes interpolations to estimate the particle distribution
function at a location that is coherent with the wall location. The details of this method
are explained as follows.
Let q be the location of the wall, measured from the fluid node adjacent to the wall (Figure
2.4). For the BB scheme, the wall is located at q = 0.5, which means that the particles
traverse a total distance of δ. Assuming δ = 1, for q < 0.5, a fictitious node, rB, is assumed,
such that
‖rA − rB‖ = 1− 2q. (2.47)
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The particles departing rB should travel a distance of 1 as it collides with the wall, and reach
rA. The distribution function at rB can be estimated by a linear interpolation between rA
and rA − ci, hence yielding:
fi′(rA, t+ 1) = f
∗
i (rB, t)
= 2qf ∗i (rA, t) + (1− 2q)f ∗i (rA − ci, t), (2.48)
where i′ denotes the opposite velocity of i (i.e. ci′ = −ci), and f ∗ denotes the post-collision
distribution.
In the case where q ≥ 0.5, the fi particles leaving rA will collide with the wall, and arrive
at a fictitious node, rB, where
‖rA − rB‖ = 2q − 1. (2.49)
At the same time, the fi′ particles from rA will reach node rA− ci. Therefore, fi′ at rA for
the next time step can be obtained as:
fi′(rA, t+ 1) =
(2q − 1)
2q
fi′(rA − ci, t+ 1) + 1
2q
fi′(rB, t+ 1)
=
(2q − 1)
2q
f ∗i′(rA, t) +
1
2q
f ∗i (rA, t). (2.50)
Note that it is also possible to use quadratic interpolations to improve the accuracy of this
method. In this study, linear interpolations were used for its simplicity.
2.6.3 Force Evaluations
The forces experienced by the solid boundary can be obtained by computing the change
in momentum of the particle distribution functions. The momentum transfer at a given
boundary link can be shown to be [30]:
δFi(rA + ci, t+ δt/2) = ci [f
∗
i (rA, t) + fi′(rA + ci, t)] . (2.51)
By summing the forces from each boundary link, it is possible to deduce the total hydro-
dynamic force exerted on the solid boundary.
2.7 Local Grid Refinement
Incorporating local grid refinements is a very effective way of reducing the computational
cost of grid based numerical methods. In the current work, blocks of refined grids were
14
Figure 2.4: Schematic for the interpolated bounce back method. (a) q < 0.5. (b) q ≥ 0.5.
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overlaid on top of the base grid in a hierarchical fashion, using the method proposed
by Filippova and Ha¨nel [17]. In this method, the lattice speed is kept constant, while
the grid size, δx, and time step size, δt, are reduced by the refinement factor, n. Since
ν = (1/s9−1/2)δxc/3, in order to achieve the same viscosity as the base grid, the relaxation
parameter, s9, must be adjusted as:
s9,f =
2
1 + n(2/s9,c − 1) , (2.52)
where the subscript f and c refer to the fine and coarse grids, respectively. Furthermore,
to keep the hydrodynamic variables and their derivatives continuous between the fine and
coarse grids, the non-equilibrium portion of the post-collision distribution functions (or
alternatively its moments) must scale according to:
f ∗c = f
eq
f +
(
f ∗f − f eqf
) (1− s9,c)s9,fn
s9,c(1− s9,f ) (2.53)
f ∗f = f
eq
c + (f
∗
c − f eqc )
s9,c(1− s9,f )
(1− s9,c)s9,fn. (2.54)
Note that by scaling the distribution functions in phase space instead of moment space, it
is implied that all moments are scaled based on the value of s9. By choosing to perform the
scaling in moment space, one can scale each moment based on its corresponding element
in S.
In this study, the refined grid is oriented such that the fine grid nodes are all offset from
the coarse grid nodes, and n is set to 2 for each refinement (Figure 2.5). Since the time
step size is halved for each refinement level, the refined grid must be marched by two time
steps for each time step in the coarse grid. After each streaming step in the fine grid,
the nodes on the outer edge of the fine grid (indicated by the red nodes in Figure 2.5)
will have unknown particle distributions. For such nodes, the particle distributions are
interpolated from the coarse grid both spatially and temporally. Spatial interpolations
can be performed by using bilinear (2D) or trilinear (3D) interpolations with its closest
neighbors, and linear interpolations can be used for the temporal interpolations [18]. For
example, the distribution functions at node a in Figure 2.5 for t = t0 can be obtained
as:
fat0 =
1
16
(
9fDt0 + 3f
B
t0
+ 3fCt0 + f
A
t0
)
, (2.55)
and for t = t0 +
1
2
, the coarse grid solution at t0 +1 is spatially interpolated to obtain f
a
t0+1
,
which is used for the linear interpolation in time:
fa
t0+
1
2
=
1
2
(
fat0 + f
a
t0+1
)
. (2.56)
16
At t = t0 + 1, the distributions on the fine grid are spatially averaged, and copied onto the
corresponding coarse grid nodes.
Figure 2.5: Schematic of local grid refinement by a factor of 2. The fine grid nodes are offset
from the coarse grid nodes. Red nodes indicate nodes that require spatial and temporal
interpolations.
For the MRT LBM, it is also possible to employ a quadratic bubble function to realize
a second order interpolation in space [20, 66]. In this method, the distributions at the
neighboring nodes are converted into moments, interpolated using a compact second order
scheme, and converted back into particle distributions. The method can be outlined as
follows.
First, consider the cell consisting of the four nodes, A, B, C, and D, in Figure 2.5, and let
the coordinates of each node be denoted as:
A :(x0, y0 + h) (2.57)
B :(x0 + h, y0 + h) (2.58)
C :(x0, y0) (2.59)
D :(x0 + h, y0). (2.60)
A velocity field of the following form is assumed.
ux(x
′, y′) = a0 + a1x′ + a2y′ + a3x′y′ + cx(1− x′2) + cy(1− y′2) (2.61)
uy(x
′, y′) = b0 + b1x′ + b2y′ + b3x′y′ + dx(1− x′2) + dy(1− y′2) (2.62)
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where
x′ =
2(x− x0)
h
− 1 (2.63)
y′ =
2(y − y0)
h
− 1. (2.64)
The coefficients a and b relate to the bilinear interpolation, while the coefficients c and d
relate to the second order quadratic interpolation. The values for a and b can be obtained
by enforcing the known velocities at the four coarse grid nodes. For ux, the constraints
give: 
uAx
uBx
uCx
uDx
 =

1 −1 1 −1
1 1 1 1
1 −1 −1 1
1 1 −1 −1
 .

a0
a1
a2
a3
 . (2.65)
Inverting the matrix leads to:
a0
a1
a2
a3
 = 14

1 −1 1 −1
−1 −1 1 1
1 1 1 1
−1 1 1 −1
 .

uAx
uBx
uCx
uDx
 . (2.66)
Similarly, for uy, 
b0
b1
b2
b3
 = 14

1 −1 1 −1
−1 −1 1 1
1 1 1 1
−1 1 1 −1
 .

uAy
uBy
uCy
uDy
 . (2.67)
To compute the quadratic coefficients, c and d, information on the elements of the strain
rate tensor are computed at the coarse grid nodes. In the MRT LBM model, the strain
rate elements are related to the non-equilibrium moments as [66]:
∂xux = Sxx =
s9
c2δt
[
3
4
(
u2x − u2y −
pxx
ρ0
)]
+O(h2) (2.68)
∂yuy = Syy =
s9
c2δt
[
3
4
(
u2y − u2x +
pxx
ρ0
)]
+O(h2) (2.69)
∂xuy + ∂yux = 2Sxy = 3
s9
c2δt
[
3
4
(
uxuy − pxy
ρ0
)]
+O(h2) (2.70)
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At each of the four nodes, A, B, C, and D, Equations 2.68 to 2.70 are applied as constraints,
which leads to a system of 12 equations:

4/h 0 0 0
0 0 4/h 0
0 4/h 0 4/h
−4/h 0 0 0
0 0 4/h 0
0 4/h 0 −4/h
−4/h 0 0 0
0 0 −4/h 0
0 −4/h 0 −4/h
4/h 0 0 0
0 0 −4/h 0
0 −4/h 0 4/h

.

cAx
cBy
dCy
dDy
 =

uCx −uDx
h
+ SCxx
uCy −uAy
h
+ SCyy
uCx −uAx+uCy −uDy
h
+ 2SCxy
uCx −uDx
h
+ SDxx
uDy −uBy
h
+ SDyy
uDx −uBx +uCy −uDy
h
+ 2SDxy
uAx−uBx
h
+ SBxx
uDy −uBy
h
+ SByy
uDx −uBx +uAy −uBy
h
+ 2SBxy
uAx−uBx
h
+ SAxx
uCy −uAy
h
+ SAyy
uCx −uAx+uAy −uBy
h
+ 2SAxy

. (2.71)
Of the 12 equations, only four are linearly independent, the original authors for this in-
terpolation method used the Moore-Penrose pseudo-inverse to compute the coefficients,
cx, cy, dy, dx [66]. It is also possible to simply combine the linearly dependent equations to
reduce the system to four equations. The resulting expressions for the quadratic coefficients
are:
cx =
h
16
[SAxx + S
C
xx − SBxx − SDxx] (2.72)
dy =
h
16
[SCyy + S
D
yy − SAyy − SByy] (2.73)
cy =
h
8
[SCxy + S
D
xy − SAxy − SBxy] +
h
8
[uCy + u
B
y − uAy − uDy ] (2.74)
dx =
h
8
[SCxy + S
A
xy − SDxy − SBxy] +
h
8
[uCx + u
B
x − uAx − uDx ]. (2.75)
Hence, by utilizing the information on the elements of the strain rate tensor, the LBM
allows for a compact, second order interpolation for the velocity field. The other moments,
such as density and strain rates, can be obtained from a simple bilinear (trilinear) inter-
polation. Once all of the moments are known, the distribution functions can be recovered
as:
f = M−1 ·m. (2.76)
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2.8 Smagorinsky Subgrid Model for the Lattice Boltz-
mann Method
In order to model the unresolved scales of motion at high Reynolds numbers, subgrid
models are often employed. For LES, the subgrid models are applied after a spatial filtering
operation, defined as [51]:
w(x) =
∫
w(x)G(x, x′)dx′ (2.77)
where w is a spatially dependent quantity, and G the kernel function. Based on this filtering
function, the filtered particle distribution function, f i, can be defined as:
f i(x) =
∫
fi(x)G(x, x
′)dx′. (2.78)
Thus, the filtered LBE becomes:
f i(~r + ~ci, t+ 1) = f i(~r, t) + Ωi. (2.79)
From here, it is assumed that the filtered particle distribution will relax towards a lo-
cal filtered equilibrium distribution, which only depends on the local filtered macroscopic
variables (ρ and ~u) [25]. Hence,
Ωi(f(~r, t)) = Ωi(f(~r, t)), (2.80)
where the equilibrium distribution function, f eq, is:
f
eq
i = ρti
(
1 +
1
c2s
~ci · ~u+ 1
2c2s
Qi : ~u~u
)
. (2.81)
For subgrid closure, the Smagorinsky model [60], which relates the eddy viscosity to the
local strain rate tensor, was used. The governing equation for this model is:
νtotal = ν0 + C∆
2
∣∣S∣∣ , (2.82)
where νtotal is the total effective viscosity, ν0 is the molecular viscosity, ∆ is the filter size,
C is the Smagorinsky constant, and
∣∣S∣∣ is related to the magnitude of the filtered strain
rate tensor as: ∣∣S∣∣ = √2S : S, (2.83)
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where
S =
1
2
(∇u+ (∇u)>). (2.84)
In the LBM, the viscosity of the fluid is governed by the relaxation time. Hence, the
Smagorinsky subgrid model can be implemented by locally adjusting the relaxation time
in the LBE. From Equation 2.6,
νtotal = cδx
2τtotal − 1
6
. (2.85)
Combining this with Equation 2.82,
τtotal =
3
cδx
(
ν0 + C∆
2
∣∣S∣∣)+ 1
2
= τ0 +
3
cδx
C∆2
∣∣S∣∣ , (2.86)
where τ0 is the relaxation time obtained from the molecular viscosity. The filtered strain
rate tensor can be computed directly from the non-equilibrium momentum flux tensor, Π1
[25]. Using Equation 2.83, it can be seen that Equation 2.36 can be written as:
Π
1
=
q−1∑
i=0
~ci~cif
1
i = −
2ρτtotalcδx
3
S. (2.87)
Taking the tensorial magnitude, and defining Q1/2 =
√
Π
1
: Π
1
,
Q1/2 =
√
2τtotalρcδx
3
∣∣S∣∣ (2.88)
Substituting Equation 2.86 into 2.88 leads to a quadratic equation for
∣∣S∣∣, which can be
solved to obtain:
∣∣S∣∣ = −τ0ρcδx+
√
(τ0ρcδx)2 + 18
√
2ρC∆2Q1/2
6ρC∆2
. (2.89)
Substituting Equation 2.89 into Equation 2.86 and assuming δx = ∆ (implicit filtering),
the final expression for τ becomes:
τtotal =
τ0
2
+
√
(τ0ρc)2 + 18
√
2ρCQ1/2
2ρc
. (2.90)
Contrary to the finite volume Navier-Stokes solvers that require finite difference schemes
to compute
∣∣S∣∣, the LBM allows direct computation of ∣∣S∣∣ using local variables.
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2.9 Computational Procedure
For computational implementation, the LBE (Equation 2.2) is often split into two steps:
the collision step, and the streaming step. The collision step involves updating the local
particle distribution functions according to the collision operator, Ωi, as:
f˜i(~r, t) = fi(~r, t) + Ωi, (2.91)
where f˜i represents the post-collision particle distribution. In order to realize the collision
process, the hydrodynamic variables, ρ and ~u, are obtained from Equations 2.3 and 2.4.
For the SRT model, Equation 2.7 is then used to compute the equilibrium distributions,
and Equation 2.5 is used to complete the collision step. In the streaming step, f˜i is moved
along the discretized velocity space, as:
fi(~r + ~ci, t+ 1) = f˜i(~r, t). (2.92)
Completing the two steps constitutes one time step of the simulation. It should be noted
that the procedure only involves information local to the node, or from its neighboring
nodes, thus making the LBM a highly parallel efficient method.
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Chapter 3
3D Simulation of the Laminar Flow
Over Two Tandem Cylinders
3.1 Problem Description
In this chapter, the validity of the LBM code is evaluated in the context of simulating
the laminar flow over bluff bodies. A classical case for this type of flow is the flow over
a circular cylinder, which has been studied extensively for over 100 years, as it contains
a wide range of complex flow phenomena, despite its simple geometry. It is known that
the flow displays characteristic regimes based on its Reynolds number (Re), the most
famous one being the formation of the von Ka´rma´n vortex street, where counter-rotating
vortices are shed from the cylinder in a periodic fashion. This two-dimensional flow is
known to transition to three-dimensional flow at Re ≈ 190, as suggested by numerical
and experimental work [5, 63, 69]. This transition is referred to as the introduction of
Mode A instabilities, which are characterized by the span-wise periodic deformation of
the primary von Ka´rma´n vortices. There is also a subsequent stage at Re > 250, where
finer stream-wise vortex structures appear, which is referred to as the Mode B instabilities.
More details on studies involving the wake dynamics of cylinders can be found in the review
by Williamson [70].
This class of flow evolves in complexity when an additional cylinder is placed in the wake
of the other. The tandem configuration of the cylinders involves wake interaction that is
strongly dependent on the Reynolds number and the spacing between the cylinders. A
review paper by Sumner that focuses on two cylinders in cross flow can be found in [62].
The general flow structure can be categorized based on the cylinder spacing, s. Here, the
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flow classification by Carmo et al. [10] is adopted. For small s (∼ 1.5d), the shear layers
separate from the upstream cylinder, and reattach onto the downstream cylinder, forming
a nearly steady flow between the cylinders. This stage is referred to as SG (symmetric in
the gap). For s ∼ 2d − 3d, vortices are not shed in the interstitial region, but vortices
start to grow and decay alternately, hence named the AG (alternating in the gap) regime.
Further increasing the spacing past the critical spacing, sc, allows the vortex street to
form between the cylinders, causing the force coefficients and the Strouhal number (St) to
rapidly increase. This final regime is referred to as WG (wake in the gap).
In the past, a number of numerical studies have been conducted in 2D for this flow at low
Reynolds numbers [26, 32, 36, 38, 39, 58], but there are very few studies that focus on the
3D effects. Papaioannou et al. [50] conducted 2D and 3D direct numerical simulations
with two tandem cylinders at 100 ≤ Re ≤ 1000, with spacings ranging from 1.1d to 5d.
They found that 2D simulations tend to under-predict the critical spacing, and that for
s < sc, the 3D effects are suppressed, while for s > sc, the 3D effects generally increase.
Deng et al. [13] investigated the effects of the cylinder spacing and Reynolds number on
the three dimensionality of the flow. This was done by varying the spacing from 1.5d to 8d
at Re = 220, and varying the Re from 220 to 270 at a spacing of 3.5d. It was found that at
Re = 220, the wake is 3D for s ≥ 4d, and at s = 3.5d, the Mode A instabilities appear at
Re = 250. Carmo et al. [8] used the spectral element method in 2D and 3D for 1.5 ≤ s ≤ 8
at 160 ≤ Re ≤ 320, and analyzed the 3D instabilities with a focus on formation length and
St. They concluded that when Re > 190, 2D simulations cannot accurately predict the
critical spacing. This study was followed up in 2010, where Carmo et al. [10] conducted a
detailed analysis on the secondary instabilities involved in this flow using a spectral method
based direct numerical simulation together with asymptotic stability theory. Their study
confirmed the findings reported in [8, 13, 50], and elucidated the specific critical Re and
spacing for each unstable mode for the different regimes in the flow. They also present
another study [9] that focuses on the hysteresis in the transition between different flow
regimes and its relation with the conditions for 3D instabilities.
These past studies have explicated the conditions and mechanisms responsible for the de-
velopment of 3D instabilities in the flow past tandem cylinders with great detail. However,
to the author’s knowledge, there are no studies that focus on the consequences of the incep-
tion of 3D flow structures in terms of aerodynamic forces. For many practical applications,
the forces exerted by the flow field is of major concern, and accurately predicting these
values is critical for engineering design.
The objective of this chapter is to investigate the effects of the early span-wise instabilities
on the aerodynamic forces experienced by the cylinders. The Re of interest are at 160 ≤
Re ≤ 220, which is where the Mode A instabilities are expected to develop. Both 2D and
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3D simulations were conducted at non-dimensional cylinder spacings of 1.5, 3.0, 3.5, 4.0,
5.0, and 8.0, each at Reynolds numbers of 160, 180, 200, and 220. Simulations were also
performed on single cylinders, and the results were summarized in terms of St and span-
wise averaged force coefficients. It should be stressed that the objective of the simulations
was not to accurately predict the critical Re for transition to 3D flow, but rather to
quantify the aerodynamic consequences from the presence of the span-wise modes. The
results presented in this chapter have been published as a journal article [28].
3.2 Validation
3.2.1 Single Cylinder at Re=100
As a preliminary validation study, the well known 2D incompressible flow over a single
circular cylinder in an unbounded domain was simulated. For the 2D simulations, the 3D
code was used with a span-wise dimension of 1 lattice unit with span-wise periodicity, to
ensure consistency when comparing 2D and 3D results. Since the refinement technique
employed for this study introduces refinements in the span-wise direction, the mesh for the
2D simulations have a maximum of 4 nodes in the span-wise direction, so it is not a true
2D simulation in the strictest sense. However, the span-wise dimension is only 1/5 of the
diameter of the cylinder, which is expected to be small enough to suppress the development
of 3D flow structures.
The Reynolds number defined as Re ≡ U∞d/ν, where U∞ is the free stream velocity, d
is the diameter of the cylinder, and ν is the kinematic viscosity, was set to 100. At this
Reynolds number, the flow is considered to be truly 2D. The domain geometry for this case
is shown in Figure 3.1. All dimensions presented are normalized by d, which was set to be
5 lattice units in the base mesh. Local mesh refinements were applied near the cylinder to
enhance the accuracy of the simulation. The initial condition was set to be at a uniform
flow of ux = 0.08c, where c is the lattice speed (normally set to 1), and a small perturbation
was introduced to accelerate the formation of the vortex street. Computation was carried
on until a constancy of ±1% was achieved in its mean and RMS lift and drag coefficients,
which typically required ∼ 200 time units (t˜ = U∞t/d) from the initial condition, and
statistics were collected for at least 300 time units.
The moment extrapolation method [41] was used to set the inlet velocity to ux = 0.08c
and uy = 0, and the outlet density to 1.0. The IBB [7] was used to model the no-slip wall
boundaries on the cylinder surface. Symmetry boundaries were applied to the top and
bottom walls by simply reflecting the particle distributions about the x− z plane.
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Figure 3.1: Domain geometry and boundary conditions for a single cylinder at Re=100.
Mesh refinement region shown in dashed line.
A reference case was performed with L1 = 10d, L2 = 15d, W = 20d, with local refinements
spanning ±3d in the stream-wise direction and ±2d in the cross-stream direction from the
cylinder. Mesh refinement was achieved by overlaying two grids, each with a refinement
factor of 2, which results in having 5×22 = 20 nodes along the diameter of the cylinder. The
domain dimensions L1, L2, W , the local refinement region, and the local refinement level,
were then adjusted to larger values one at a time, to assess the validity of the setup.
The results obtained from the base setup showed good agreement with the Navier-Stokes
solver results by Sharman et al. [58], as well as the LBM results by Shu et al. [59] (Table
3.1). The table also shows that increasing the domain geometry or further refining the mesh
only contributes to marginal improvements in the results, so for the following simulations,
the dimensions from the reference case were chosen. The inlet velocity had some notable
effect on the obtained results, which was expected, since it is known that the accuracy
of the LBM at the incompressible limit is dependent on the Mach number [53, 21]. This
dependency stems from the fact that LBM is a pseudo-compressible method applied to
incompressible flow, much like the artificial compressibility method [2, 12, 44]. A higher
order solution for CD based on ux, estimated by Richardson extrapolation was found to
be 1.404. This suggests that inlet velocities of ux = 0.08c, ux = 0.04c, and ux = 0.02c
result in relative errors of 2.77%, 0.99%, and 0.35%, respectively. Although the errors
decrease more than linearly with only a linear increase in computational time, a lower ux
26
Table 3.1: Numerical results for flow over circular cylinder at Re=100
CD CL
′ St
Reference case 1.365 0.238 0.161
Inlet distance L1 = 12d 1.352 0.237 0.160
Outlet distance L2 = 20d 1.367 0.240 0.162
Side wall distance W = 25d 1.365 0.239 0.161
Refinement region (downstream) Rx2 = 5d 1.368 0.240 0.161
Refinement region (cross-stream) Ry = 3d 1.367 0.238 0.161
Refinement level ×23 1.344 0.232 0.163
Inlet Velocity ux = 0.04c (Ma = 0.069) 1.390 0.245 0.162
Inlet Velocity ux = 0.02c (Ma = 0.035) 1.399 0.247 0.163
Shu et al. [59] 1.383 0.247 0.161
Sharman et al. [58] 1.33 0.23 0.164
leads to a higher relaxation rate, which makes the simulation more susceptible to numerical
instabilities. Therefore, for the following studies, ux was kept at 0.08c.
3.2.2 Two Cylinders in Tandem at Re=100
The LBM code was further validated by simulating the 2D flow over two cylinders in
tandem at Re=100. The problem geometry is shown in Figure 3.2. L1, L2, W , and the
boundary conditions were kept the same as the single cylinder case. The local refinement
region spanned 3d upstream of the first cylinder to 3d downstream of the second cylinder in
the stream-wise direction, and ±2d in the cross-stream direction from the cylinder center
line. Since it is known that the flow regime transitions display hysteresis [39], care was
taken so that the flow develops from an initially quiescent state. The same convergence
criterion was used as the single cylinder case. Simulations were conducted with cylinder
spacings, s, of 1.5d, 3d, 3.5d, 4d, 5d, and 8d. Figures 3.4 to 3.6 summarize the St as well
as the mean and RMS values of the lift and drag coefficients for both cylinders.
The critical spacing was found to be at 3.5d < sc < 4d, and the results were generally
consistent with the LBM results presented by Mussa et al. [41] and Navier-Stokes solver
results by Sharman et al. [58]. Hence, it was reasonable to conclude that the LBM code
used for this study is capable of capturing the general flow physics involving two cylinders
in tandem.
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Figure 3.2: Domain geometry and boundary conditions for two cylinders in tandem at
Re=100. Mesh refinement region shown in dashed line.
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Figure 3.3: CD against cylinder spacing, at Re=100. a) upstream cylinder; b) downstream
cylinder.
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Figure 3.4: C ′D against cylinder spacing, at Re=100. a) upstream cylinder; b) downstream
cylinder.
3.3 2D and 3D Simulations at 160 ≤ Re ≤ 220
3.3.1 Mean and RMS Force Coefficients and Strouhal Number
in 2D
2D and 3D simulations were conducted on one and two cylinders in tandem at Reynolds
numbers of 160, 180, 200, and 220, at cylinder spacings of 1.5d, 3d, 3.5d, 4d, 5d, and 8d.
The simulation setup was made identical to that used in the validation study with two
cylinders. Computations were carried out until its statistics reached a constancy of ±1%,
and at least 25 shedding cycles were recorded to extract statistical data. The results are
summarized in Table 3.2.
For the Reynolds numbers investigated, the critical spacing was 3.5d < sc < 4d. The
effects of changing the spacing, s, were consistent for all Re, and there was no evidence of
any change in the general flow phenomenon with increased Re.
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Figure 3.5: C ′L against cylinder spacing, at Re=100. a) upstream cylinder; b) downstream
cylinder.
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Figure 3.6: Strouhal number against cylinder spacing, at Re=100
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Table 3.2: 2D Numerical results for flow over one and two circular cylinders in tandem at
160 ≤ Re ≤ 220. s = 0d refers to the single cylinder case.
Re s/d CD1 C
′
D1 C
′
L1 CD2 C
′
D2 C
′
L2 St
160 0 1.359 0.019 0.406 - - - 0.181
160 1.5 1.128 0.002 0.014 -0.171 0.002 0.032 0.145
160 3.0 1.074 0.003 0.017 -0.102 0.005 0.161 0.122
160 3.5 1.060 0.003 0.031 -0.018 0.010 0.267 0.123
160 4.0 1.264 0.032 0.489 0.444 0.115 1.171 0.159
160 5.0 1.286 0.026 0.420 0.513 0.101 1.095 0.167
160 8.0 1.323 0.022 0.414 0.462 0.082 0.776 0.176
180 0 1.366 0.025 0.452 - - - 0.186
180 1.5 1.115 0.002 0.014 -0.188 0.002 0.033 0.153
180 3.0 1.058 0.003 0.021 -0.114 0.007 0.193 0.127
180 3.5 1.040 0.003 0.030 -0.043 0.011 0.269 0.124
180 4.0 1.275 0.037 0.525 0.438 0.122 1.200 0.166
180 5.0 1.291 0.034 0.456 0.491 0.114 1.107 0.172
180 8.0 1.331 0.029 0.455 0.409 0.088 0.783 0.180
200 0 1.376 0.032 0.495 - - - 0.190
200 1.5 1.107 0.002 0.016 -0.201 0.001 0.041 0.161
200 3.0 1.043 0.003 0.023 -0.129 0.009 0.212 0.127
200 3.5 1.023 0.003 0.028 -0.068 0.012 0.267 0.123
200 4.0 1.287 0.041 0.558 0.442 0.135 1.229 0.170
200 5.0 1.295 0.041 0.489 0.459 0.125 1.111 0.175
200 8.0 1.340 0.034 0.490 0.365 0.093 0.805 0.184
220 0 1.387 0.039 0.533 - - - 0.194
220 1.5 1.100 0.002 0.018 -0.214 0.000 0.045 0.166
220 3.0 1.031 0.004 0.025 -0.144 0.010 0.222 0.128
220 3.5 1.009 0.003 0.028 -0.090 0.014 0.263 0.124
220 4.0 1.296 0.046 0.584 0.432 0.146 1.247 0.173
220 5.0 1.301 0.043 0.521 0.429 0.131 1.112 0.178
220 8.0 1.350 0.040 0.521 0.329 0.103 0.844 0.188
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3.3.2 Mean and RMS Force Coefficients and Strouhal Number
in 3D
For the 3D simulations, the span-wise dimension was set to 6.0d, with span-wise periodicity.
This dimension was chosen since the stream-wise vortex pairs from the Mode A instabilities
are expected to have wavelengths of roughly 3d− 4d [70]. The same criterion was used to
assess convergence to a statistically stationary state. However, the single cylinder case and
s ≥ 4d cases at Re = 220 showed low frequency oscillations in the signals (periods of ∼ 30
shedding cycles), making it difficult to achieve the ±1% constancy (Figure 3.16). In such
cases, simulations were extended to record at least 80 shedding cycles. Also note that the
force coefficients presented in this paper are span-wise averaged values. The results are
summarized in Table 3.3.
The relative differences with the 2D cases can be used as a measure for the 3D effects in the
flow. From the single cylinder cases (s = 0d), it can be seen that the 3D case at Re = 220
displays notable discrepancies with the 2D case. This may be regarded as evidence for
3D flow structures, suggesting that the transition to 3D flow occurs at 200 < Rec ≤ 220.
Figure 3.7 compares the flow fields at Re = 200 (2D flow) and Re = 220 (3D flow). The
figure clearly indicates that the vortices being shed from the cylinder at Re = 200 are
2D, while the Re = 220 case shows the deformation in the span-wise vortices, which is
characteristic of the Mode A instabilities. According to Barkley and Henderson’s Floquet
stability analysis [5], this transition to 3D flow should occur at Rec = 188.5, which raises
the possibility of insufficient grid resolution for the present simulation. However, the trend
where the 3D computation for Re = 220 yielded a lower St, CD, and C
′
L are consistent
with the findings by [37]. It is also interesting to see the rapid increase in C ′D in the 3D
simulation, which is likely due to the low frequency fluctuations in the CD time history, as
will be shown in the following section (Figure 3.17 in Section 3.3.3).
When there are two cylinders in tandem, notable differences were observed at Re = 220,
mainly for the cases in the WG regime (s > sc) (the exceptional case of s = 3d is discussed
in the following paragraph). Figures 3.8 to 3.11 compare the differences between the 2D and
3D computations. Figure 3.8 suggests that for s > sc, the 2D computations under-predict
CD for the upstream cylinder, and over-predict for the downstream cylinder. Figure 3.9
shows that the 3D simulations yield lower values of C ′D for s = 4d and s = 5d, but jumps
to a higher value at s = 8d, quickly approaching the prediction for the single cylinder
case. It also shows that in the WG regime, the 3D predictions for C ′D are lower than the
single cylinder case, which contrasts the 2D predictions that are higher than the single
cylinder case. This suggests that the downstream cylinder has a stabilizing effect on C ′D,
provided that the span-wise modes are allowed to exist. In terms of C ′L, the 3D simulations
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Table 3.3: 3D Numerical results for flow over one and two circular cylinders in tandem at
160 ≤ Re ≤ 220. s = 0d refers to the single cylinder case. Numbers in parentheses denote
the % difference with respect to the 2D case.
Re s/d CD1 C
′
D1 C
′
L1 CD2 C
′
D2 C
′
L2 St
160 0 1.359 (0.0) 0.019 (0.0) 0.406 (0.0) - (-) - (-) - (-) 0.181 (0.0)
160 1.5 1.128 (0.0) 0.002 (0.0) 0.014 (0.0) -0.171 (0.0) 0.002 (0.0) 0.032 (0.0) 0.145 (0.0)
160 3 1.074 (0.0) 0.003 (0.0) 0.017 (0.0) -0.102 (0.0) 0.005 (0.0) 0.161 (0.0) 0.122 (0.0)
160 3.5 1.061 (0.0) 0.003 (0.0) 0.031 (0.0) -0.018 (0.0) 0.010 (0.0) 0.268 (0.4) 0.123 (0.0)
160 4 1.264 (0.0) 0.032 (0.0) 0.487 (-0.4) 0.442 (-0.5) 0.115 (0.0) 1.173 (0.2) 0.159 (0.0)
160 5 1.286 (0.0) 0.027 (0.4) 0.420 (0.0) 0.514 (0.2) 0.101 (0.0) 1.095 (0.0) 0.167 (0.0)
160 8 1.323 (0.0) 0.022 (0.0) 0.414 (0.0) 0.465 (0.6) 0.083 (1.2) 0.778 (0.3) 0.176 (0.0)
180 0 1.366 (0.0) 0.025 (0.0) 0.452 (0.0) - (-) - (-) - (-) 0.186 (0.0)
180 1.5 1.115 (0.0) 0.002 (0.0) 0.014 (0.0) -0.188 (0.0) 0.002 (0.0) 0.033 (0.0) 0.153 (0.0)
180 3 1.058 (0.0) 0.003 (0.0) 0.021 (0.0) -0.114 (0.0) 0.007 (0.0) 0.193 (0.0) 0.126 (-0.8)
180 3.5 1.040 (0.0) 0.003 (0.0) 0.030 (0.0) -0.043 (0.0) 0.011 (0.0) 0.269 (0.0) 0.124 (0.0)
180 4 1.275 (0.0) 0.037 (0.0) 0.525 (0.0) 0.438 (0.0) 0.121 (-0.8) 1.200 (0.0) 0.166 (0.0)
180 5 1.291 (0.0) 0.034 (0.0) 0.456 (0.0) 0.490 (0.0) 0.114 (0.0) 1.109 (0.1) 0.172 (0.0)
180 8 1.330 (0.0) 0.029 (0.0) 0.454 (-0.2) 0.408 (-0.2) 0.088 (0.0) 0.781 (-0.1 0.181 (0.5)
200 0 1.376 (0.0) 0.032 (0.0) 0.495 (0.0) - (-) - (-) - (-) 0.189 (-0.5)
200 1.5 1.107 (0.0) 0.002 (0.0) 0.016 (0.0) -0.201 (0.0) 0.001 (0.0) 0.041 (0.0) 0.161 (0.0)
200 3 1.043 (0.0) 0.003 (0.0) 0.023 (0.0) -0.130 (-0.8) 0.009 (0.0) 0.209 (-1.4) 0.127 (0.0)
200 3.5 1.023 (0.0) 0.003 (0.0) 0.028 (0.0) -0.068 (0.0) 0.012 (0.0) 0.268 (0.4) 0.123 (0.0)
200 4 1.267 (-1.5) 0.037 (-10.0) 0.532 (-4.7) 0.482 (9.1) 0.109 (-19.5) 1.210 (-1.6) 0.169 (-0.5)
200 5 1.296 (0.0) 0.041 (0.0) 0.490 (0.2) 0.461 (0.4) 0.124 (-0.8) 1.114 (0.3) 0.175 (0.0)
200 8 1.340 (0.0) 0.034 (0.0) 0.489 (-0.2) 0.366 (0.3) 0.093 (0.0) 0.804 (-0.1) 0.184 (0.0)
220 0 1.322 (-4.7) 0.058 (49.7) 0.426 (-20.0) - (-) - (-) - (-) 0.188 (-3.1)
220 1.5 1.100 (0.0) 0.002 (0.0) 0.018 (0.0) -0.214 (0.0) 0.000 (0.0) 0.045 (0.0) 0.166 (0.0)
220 3 1.033 (0.2) 0.004 (0.0) 0.028 (12.0) -0.128 (11.1) 0.011 (10.0) 0.246 (10.8) 0.128 (0.0)
220 3.5 1.009 (0.0) 0.003 (0.0) 0.028 (0.0) -0.091 (-1.1) 0.014 (0.0) 0.264 (0.4) 0.123 (-0.8)
220 4 1.275 (-1.6) 0.041 (-10.9) 0.554 (-5.1) 0.477 (10.4) 0.119 (-18.5) 1.214 (-2.6) 0.169 (-2.3)
220 5 1.275 (-2.0) 0.040 (-7.0) 0.479 (-8.1) 0.479 (11.7) 0.117 (-10.7) 1.066 (-4.1) 0.173 (-2.8)
220 8 1.308 (-3.1) 0.055 (37.5) 0.457 (-12.3) 0.434 (31.9) 0.144 (39.8) 0.798 (-5.5) 0.182 (-3.2)
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Figure 3.7: Isosurface contours of span-wise vorticity (ωz) for single cylinder case. Red:
ωz = 0.5; blue: ωz = −0.5. a) Re = 200; b) Re = 220;
show lower values for both cylinders for s > sc (Figure 3.10), which is similar to what was
observed for the single cylinder case. From Figure 3.11, it can be seen that St is consistently
lower in the 3D case for s > sc. Figure 3.11 also compares the present results with those
from Deng et al. [13]. Although the 2D results from the present study show significantly
lower values for the WG regime, there is good agreement in the general trends and the
values obtained from the 3D simulation. In general, the 3D effects were suppressed for
small s, and more pronounced for s > sc. An important observation that was made here
is that for the upstream cylinder, the differences in the force coefficients between the 2D
and 3D simulations were always smaller than the differences observed in the single cylinder
case. This suggests that although the presence of the downstream cylinder promotes the
inception of the Mode A instabilities, the 3D effects on the force coefficients of the upstream
cylinder are smaller than that of a single cylinder flow.
There were some disagreements between the 2D and 3D simulations for the s = 4d case at
Re = 200 and the s = 3d case at Re = 220 as well. For the s = 4d case at Re = 200, the
presence of 3D flow was confirmed from its instantaneous flow field (Figure 3.12). This is
likely to be due to s being large enough to form the WG regime, but small enough that
the two cylinders do not act as isolated cylinders. The proximity of the cylinders increases
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Figure 3.8: CD against s at Re = 220 for 2D and 3D computations. Horizontal dashed line
in a) indicate the 2D and 3D values for a single cylinder case at Re = 220. a) upstream
cylinder; b) downstream cylinder.
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Figure 3.9: C ′D against s at Re = 220 for 2D and 3D computations. Horizontal dashed line
in a) indicate the 2D and 3D values for a single cylinder case at Re = 220. a) upstream
cylinder; b) downstream cylinder.
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Figure 3.10: C ′L against s at Re = 220 for 2D and 3D computations. Horizontal dashed
line in a) indicate the 2D and 3D values for a single cylinder case at Re = 220. a) upstream
cylinder; b) downstream cylinder.
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the influence of the adverse pressure gradient in the interstitial region on the near wake
of the upstream cylinder, thus triggering the Mode A instabilities at a lower Re than the
isolated cylinder case [10]. For the s = 3d case at Re = 220, the flow displayed a slightly
different 3D flow structure than those associated with the Mode A instabilities (Figure
3.13). The span-wise wavelength of the unstable mode is ∼ 6d, and since the flow is in
the AG regime, it is likely to be the T3 mode identified by Carmo et al. [10]. The fact
that this instability was observed at s = 3d and not at s = 3.5d, which is also in the AG
regime, is also consistent with the Rec trends reported in [10]. It was found that the T3
mode increases C ′L for both cylinders, which is contrary to the trends observed with the
cases that displayed the Mode A instabilities, but no significant change was observed in
St.
Figure 3.12: Isosurface contours of: a) stream-wise vorticity (yellow: ωx = 0.1, green:
ωx = −0.1), b) span-wise vorticity (red: ωz=0.5, blue: ωz = −0.5), for s = 4d cylinder
case at Re = 200. Span-wise dimension in the figure is 6.0d.
3.3.3 Time Histories of Force Coefficients
In the previous section, it was found that the 3D effects can increase or decrease C ′D for
both the upstream and downstream cylinders, depending on the cylinder spacing. When
39
Figure 3.13: Isosurface contours of: a) stream-wise vorticity (yellow: ωx = 0.1, green:
ωx = −0.1), b) span-wise vorticity (red: ωz=0.5, blue: ωz = −0.5), for s = 3d cylinder
case at Re = 220. Span-wise dimension in the figure is 6.0d.
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the cylinders are 4d ≤ s ≤ 5d, the introduction of the span-wise instabilities decreases C ′D,
but when the spacing is increased to s = 8d, the values jump to a much higher value than
the 2D prediction. In order to explicate this phenomenon, the time histories of the force
coefficients at Re = 220 with s of 4d, 5d, and 8d, as well as the single cylinder case were
compared (Figures 3.14−3.17). Note that for s = 5d, s = 8d, and the single cylinder case,
the time histories only show 160 time units, while the 3D simulations show 480 time units.
This is because the 3D simulations were run for a longer duration than the 2D simulations
to accommodate for the unsteady fluctuations in the flow.
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Figure 3.14: Time histories of the force coefficients in 2D and 3D at Re = 220 with s = 4d.
Red: CD; blue: CL. · · · : 2D; —: 3D. a) upstream cylinder; b) downstream cylinder.
From Figures 3.16 and 3.17, it can be observed that the upstream cylinder for s = 8d shows
very similar trends with the single cylinder case, suggesting that with large spacings, the
influence of the downstream cylinder diminishes, and the upstream cylinder acts as a single
isolated cylinder. For these cases, the 3D effects in the flow introduce temporal variation in
the amplitudes of fluctuating forces from the primary vortex shedding, and superimposes
an additional fluctuating component (repetition periods of ∼ 250 time units) onto CD.
Since CL in the 3D flow contains time periods with lower amplitudes, the effective C
′
L is
reduced. CD also shows some reduction in the amplitudes at the Strouhal frequency, but
the low frequency pulsations in the local mean CD contributes to an increased C
′
D. When
41
tU/d
C D C
L
0 100 200 300 4000
0.2
0.4
0.6
0.8
1
1.2
1.4
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
a) tU/d
C D C
L
0 100 200 300 4000
0.2
0.4
0.6
0.8
1
1.2
1.4
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
b)
Figure 3.15: Time histories of the force coefficients in 2D and 3D at Re = 220 with s = 5d.
Red: CD; blue: CL. · · · : 2D; —: 3D. a) upstream cylinder; b) downstream cylinder.
s = 5d (Figure 3.15), the unsteady pulsations have a much lesser effect than at s = 8d, and
the Strouhal fluctuations are smaller than the 2D case, leading to an overall reduction in
C ′D. At s = 4d (Figure 3.14), the effects of the unsteady oscillations are almost negligible,
while there is a notable reduction in the amplitudes of the Strouhal fluctuations, hence
yielding a considerably lower C ′D than its corresponding 2D case.
3.4 Summary
In this study, the LBM was used to simulate the flow over one and two cylinders in
tandem, to analyze the effects of the early 3D instabilities on the force coefficients and
St. For a single cylinder, the flow transitioned to 3D between 200 < Re ≤ 220, while
for the tandem cylinders, the s = 4d configuration displayed 3D flow at Re = 200. At
Re = 220, the flow was 3D for s > sc, and also for s = 3d, where the presence of the T3
mode was confirmed. Although the precise Re for transition to 3D flow may deserve more
investigation, the relative order at which transition occurs for different cylinder spacings
was in good agreement with previous studies. By comparing the force coefficients obtained
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Figure 3.16: Time histories of the force coefficients in 2D and 3D at Re = 220 with s = 8d.
Red: CD; blue: CL. · · · : 2D; —: 3D. a) upstream cylinder; b) downstream cylinder.
from the 2D and 3D cases, it was found that for the Re studied, the presence of the
downstream cylinder promotes the inception of the Mode A instabilities, but the 3D effects
on the force coefficients of the upstream cylinder are smaller than that of a single cylinder
flow. It was also found that the T3 modes affect the force coefficients in a different way
than the Mode A instabilities.
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Figure 3.17: Time histories of the force coefficients in 2D and 3D at Re = 220 for one
cylinder. Red: CD; blue: CL. · · · : 2D; —: 3D.
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Chapter 4
The Lattice Boltzmann Method on
the GPU
In order to perform reliable simulations involving turbulence, it is necessary to have suffi-
cient grid resolution in the simulation domain, which leads to an increased computational
load. However, such penalties can be alleviated by the use of innovative hardware, such as
the GPU. Although GPUs have many restrictions in its operation and programming, there
has been an increased interest in using them for general purpose calculations, for its high
processing power that it harnesses from its massively multi-core architecture. NVIDIA’s
Tesla M2070 for example, is rated with a peak performance of 1331 GFLOPs with a peak
memory bandwidth of 177 GB/s (with ECC off) [47].
Since one of the main advantages of the LBM is the data locality in the algorithm, there
has been an appreciable amount of effort put into realizing efficient LBM implementations
on the GPU [3, 6, 16, 23, 24, 42, 49, 54, 64, 65]. In this chapter, the implementation of
the LBM on the GPU using NVIDIA’s Compute Unified Device Architecture (CUDA), a
programming architecture developed specifically to utilize the processing power of GPUs,
is described.
4.1 CUDA
Contrary to CPUs, GPUs are designed specially for highly parallel computation, housing
several Streaming Multiprocessors (SMs). Each SM consists of a set of Scalar Processors
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(SPs), an instruction unit, and shared memory. In the Fermi architecture (compute ca-
pability 2.x), it also includes an L1 cache. The following section discusses the CUDA
programming model. All information presented here is based on the NVIDIA CUDA C
Programming Guide [46] and NVIDIA CUDA C Best Practices Guide [45].
4.1.1 Process Hierarchy
In order to allow GPU programs to scale efficiently across GPUs with different numbers of
processing units, the CUDA programming model employs a hierarchy of process threads.
The smallest process unit is called the thread, and GPU functions (referred to as kernels),
are executed by each thread concurrently. Threads are grouped into blocks, which is a pro-
cess unit used to allocate jobs to the available SMs. The threads in a block can synchronize
and communicate through shared memory, as they will always be executed within the same
SM. Blocks are organized in a grid, which is a process unit used to execute kernels on a
group of threads. For devices with compute capabilities 2.0 and above, both blocks and
grids can have up to three dimensions, making it easy to decompose a 3D computational
domain into spatially organized blocks.
Each SM executes a kernel when they are assigned a thread block. Note that several blocks
can be assigned to a single SM, if there are enough resources. The SM first decomposes
the thread block into thread groups of 32, which are referred to as warps. A SM can only
process a single warp at a given instance, but it can switch to a different warp if the current
warp becomes idle (due to a memory request etc.). Having several warps to switch to can
help hide latencies from memory transactions, so one optimization strategy would be to
maximize the number of warps that reside in a SM, thus increasing the occupancy. This is
equivalent to maximizing the number of threads that reside in the SM, and can be achieved
by adjusting the register and shared memory usage for each block as well as the number
of threads assigned per block.
4.1.2 Memory Hierarchy
In GPU computing, the different types of memory are also organized in a hierarchical
fashion. Each thread has its own private local memory, accessible only by the thread itself.
Within a thread block, threads have common access to shared memory, which has the same
lifetime as the block. This means that once a block finishes its execution, the contents of
the shared memory are destroyed. Global memory, or device memory, is the largest memory
space, and is accessible by the CPU as well as all threads on the GPU, and its scope spans
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the lifetime of the application. Global memory also includes the constant memory and
texture memory, which are both read-only. For devices with compute capabilities 2.0 and
above, there also exists an L1 cache for each SM, as well as an L2 cache that is shared by
all SMs.
4.1.3 Basic Optimizations
One of the most important considerations when programming for GPU computing is the
memory management. The memory transactions involving registers and shared memory are
fast, and normally do not have significant impact on overall performance. Global memory
transactions on the other hand, have latencies of several hundred clock cycles, and are
sensitive to memory access patterns. Hence, optimizing global memory transactions is
critical in improving the performance of a program running on a GPU. This is especially
the case for memory bound algorithms such as the LBM.
Global memory accesses are 32, 64, or 128 byte memory transactions of 1, 2, 4, 8, or 16 byte
words, issued by half-warps (compute capability 1.x) or warps (compute capability 2.x). If
the memory requests from a half-warp (or warp) all reside in a continuous memory location
where its first address is a multiple of the transaction size, the 16 memory accesses can
be combined into a single transaction. Memory transactions that fulfill these requirements
are called coalesced accesses, and are the optimal form for accessing global memory. For
example, if the threads from a half-warp (indexed as n=0,...,15) each need access to 4
byte floats that are stored in global memory with addresses of Base Address + 4 bytes*n,
and Base Address is a multiple of 4 bytes*16, the memory access is fully coalesced. This
example will result in a single memory transaction of 64 bytes. The consequences from
uncoalesced transactions are dependent on the compute capability of the device. For earlier
devices with compute capabilities of 1.0 or 1.1, all transactions that do not meet the sizing
and base address requirements result in 16 separate transactions. For compute capabilities
1.2 and above, the penalties are less severe. Memory transactions that are contained in the
segment size will be combined into one transaction, regardless of whether the base address
is a multiple of the segment size, and the transaction sizes will be adjusted to minimize over-
fetching. For compute capabilities 2.0 and above, the global memory fetches are cached to
L1 and L2 caches. The L1 cache operates with a 128 byte cache line that maps to a 128
byte aligned segment in global memory, while the L2 cache has a smaller transaction size
at 32 bytes. For misaligned accesses, the L1 cache can improve the transaction efficiency,
but for scattered accesses, disabling the L1 cache to reduce data over-fetch can prove to
be faster.
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Therefore, in terms of memory access patterns, it is important to organize the data layout
and memory fetching patterns in a way that promotes coalesced accesses. The high laten-
cies on the other hand can be hidden by increasing the occupancy of the SMs. This means
the SMs should have multiple active warps, so that the processors can execute instructions
on a different warp while the current warp is idle. More details on the programming model
and common optimization strategies can be found in the NVIDIA CUDA C Programming
Guide [46] and NVIDIA CUDA C Best Practices Guide [45].
4.2 The lattice Boltzmann method in CUDA
The LBM is known to be a suitable method for implementing on GPUs due to its data
locality. In a typical implementation, each lattice node in the domain is assigned a thread,
and kernels are invoked to perform the propagation and collision steps. These steps should
be fused into one process, as it will reduce the number of global memory accesses by a
factor of two. The main challenge in the GPU implementation of the LBM is the memory
transactions associated with the propagation step. During propagation, threads must
access the distribution functions stored in its neighboring nodes. In order to allow coalesced
memory accesses during this step, it is important to arrange the data in a Structure of
Arrays (SoA), as opposed to an Array of Structures (AoS). In addition, by aligning the
array size to a multiple of the half-warp size, one can ensure optimal memory accesses for
propagation in the major direction. However, propagation in the minor direction causes
misaligned memory transactions that can severely deteriorate performance on some devices.
The incorporation of local grid refinements further adds complexity to the implementation,
mainly due to the interface handling that involves additional memory transactions between
nodes that are not necessarily aligned.
4.2.1 Uniform Grid Implementations
This section first outlines some of the recent implementations the LBM on uniform grids.
The performance of each method is given in terms of Million Lattice Updates Per Second
(MLUPS), which is a common performance measurement used for the LBM. To¨lke and
Krafczyk [64, 65] solve the memory misalignment problem by splitting the domain into an
array of one dimensional blocks, and performing the propagations that involve shifts in
the minor directions through shared memory. Since the scope of shared memory is limited
to the block, the distributions that are leaving the block along the minor direction are
temporarily stored as an incoming distribution from the opposite side of the block. A
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separate kernel with a different block topology is then invoked to place these distributions
to their correct locations. This approach ensures that all global memory accesses are fully
coalesced, but has the disadvantages of requiring an additional kernel to be launched. Their
implementation achieved a maximum performance of 592 MLUPS for the D3Q13 lattice
on the GeForce 8800 Ultra.
Obrecht et al. [49] showed that a relatively straight forward “reversed” scheme can achieve
high memory bandwidths on devices with higher compute capabilities. This method relies
on the fact that the penalties incurred from misaligned memory accesses have been allevi-
ated on the higher compute capability devices (1.2 and above), and on the observation that
misaligned writes are more costly than misaligned reads. The implementation consists of
each thread performing a series of global memory reads that involve misalignments, apply-
ing the collision operator, and writing the updated distributions onto global memory in a
fully coalesced fashion. Their method showed a maximum performance of 516 MLUPS for
the D3Q19 lattice on the GeForce GTX 295.
Both of the implementations above allocate arrays for two sets of domains, and alternate
between the two grids after every time step to avoid data overwriting. There have also been
work that performs the reads and writes in place, allowing the simulation to be contained
in a single array, thereby reducing memory requirements by half. Myre et al. [42] compared
the “ping-pong” scheme that alternates between two sets of grids, with the “flip-flop” and
“Lagrangian” schemes that only use one set of data. The “ping-pong” pattern used in
their study is similar to the “reversed” scheme used by Obrecht et al., but it performs the
collision in place first, and then writes the updated distributions to the neighboring sites
to complete the propagation. The “Lagrangian” pattern assigns a global memory location
for each fluid packet, and the threads are assigned a fixed point in the simulation domain.
At each time step, the threads selectively read the fluid packets that would arrive at its
location, perform the collision step, and write the updated values to the original memory
locations. In the “flip-flop” pattern, two different read/write methods are used alternately
for each time step. In the first time step, each thread reads the distribution functions
from its node, applies the collision operator, and writes the updated information in the
same node location, but with reversed directions. In the second time step, the threads now
read the incoming distributions from the adjacent nodes, and subsequently writes to the
adjacent nodes. Their study showed that the “Lagrangian” method is the fastest among
the three memory access patterns, which achieved a maximum performance of 444 MLUPS
for the D3Q19 lattice on the Tesla C1060.
Astorino et al. [3] also present a single grid method that employs the swapping technique
[33] for propagation. This technique involves a series of swapping operations between dis-
tributions in the opposite directions on adjacent nodes, thus eliminating data overwriting.
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The limitation with this propagation method in the context of GPU computing is that it
does not allow the collision and propagation steps to be combined into one kernel. This is
because the swapping technique assumes knowledge of the order of the nodes at which the
algorithm is applied. Since all threads execute concurrently, one cannot know the order
that the nodes are executed a priori, and will have to rely on kernel synchronizations to
ensure that the collision operation is only applied to the nodes that have completed the
swapping with all adjacent nodes. With this method, they report a maximum performance
of 375 MLUPS on the D3Q19 lattice using the GeForce GTX 480.
The current implementation of the LBM was based on the “reversed” scheme, where each
thread reads incoming distributions from its neighboring nodes, completes the collision
step, and writes the updated distributions in a fully coalesced manner [49]. One dimen-
sional thread blocks oriented in a way that it is aligned to the minor dimension of the
array (in this case, the x direction) to allow coalesced accesses. The optimal block size is
dependent on the size and shape of the domain, but in general, having 64 or 128 threads
per block leads to good performance. Below is an excerpt that outlines the procedure for
the current LBM implementation.
/∗
St r ipped down code f o r running the LBM on the GPU using CUDA.
∗/
#include <cuda . h>
. . .
/∗
Device func t i on f o r conver t ing x , y , z coord ina t e s to memory address
Inputs are : f num = d i s t r i b u t i o n number (0−18) ; p i t c h = p i t c h s i z e o f array
∗/
i n l i n e d e v i c e int f mem( int f num , int x , int y , int z , s i z e t p i t ch )
{
return ( x+y∗ p i t ch+z∗YDIM∗ p i t ch )+f num∗ p i t ch ∗YDIM∗ZDIM;
}
. . .
/∗
Kernel f o r streaming and c o l l i d i n g . Reads d i s t r i b u t i o n s from f i n , and
wr i t e s i t onto f o u t .
Other inpu t s are : omega = r e l a x a t i o n ra t e ; p i t c h = p i t c h s i z e o f array
∗/
g l o b a l void update ( f loat ∗ f i n , f loat ∗ f out , f loat omega , s i z e t p i t ch )
{
int x = threadIdx . x+blockIdx . x∗blockDim . x ;
int y = threadIdx . y+blockIdx . y∗blockDim . y ;
int z = threadIdx . z+blockIdx . z∗blockDim . z ;
int j = x+y∗ p i t ch+z∗YDIM∗ p i t ch ;
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f loat f [ 1 9 ] ;
// read from input array . array index computed from dev i c e func t i on :
f mem
f [ 0 ] = f i n [ f mem(0 , x , y , z , p i t ch ) ] ;
f [ 1 ] = f i n [ f mem(1 ,x−1,y , z , p i t ch ) ] ;
. . .
f [ 1 8 ] = f i n [ f mem(18 , x , y+1,z+1, p i t ch ) ] ;
// app ly boundary cond i t i on s
. . .
// app ly c o l l i s i o n opera tor
. . .
// wr i t e updated d i s t r i b u t i o n s to f o u t
f o u t [ f mem(0 ,x , y , z , p i t ch ) ] = f [ 0 ] ;
. . .
f o u t [ f mem(18 , x , y , z , p i t ch ) ] = f [ 1 8 ] ;
}
. . .
int main ( )
{
. . .
// a l l o c a t e two s e t s o f dev i c e memory
f loat ∗ f d [ 2 ] ;
// a l l o c a t e memory
cudaMalloc ( ( void ∗∗) &f d [ 0 ] , p i t ch ∗YDIM∗ZDIM∗19∗ s izeof ( f loat ) ) ;
cudaMalloc ( ( void ∗∗) &f d [ 1 ] , p i t ch ∗YDIM∗ZDIM∗19∗ s izeof ( f loat ) ) ;
// a l l o c a t e hos t memory
f loat ∗ f h ;
// i n i t i a l i z e hos t memory
. . .
// copy hos t memory to dev i c e memory to i n i t i a l i z e s imu la t i on
cudaMemcpy2D( f d [ 0 ] , p i tch , f h ,XDIM∗ s izeof ( f loat ) ,XDIM∗ s izeof ( f loat ) ,YDIM∗
ZDIM∗19 , cudaMemcpyHostToDevice ) ;
cudaMemcpy2D( f d [ 1 ] , p i tch , f h ,XDIM∗ s izeof ( f loat ) ,XDIM∗ s izeof ( f loat ) ,YDIM∗
ZDIM∗19 , cudaMemcpyHostToDevice ) ;
. . .
// de f i n e thread and b l o c k dimensions f o r GPU
dim3 threads (BLOCKSIZEX, BLOCKSIZEY, BLOCKSIZEZ) ;
dim3 gr id (XDIM/BLOCKSIZEX,YDIM/BLOCKSIZEY,ZDIM/BLOCKSIZEZ) ;
. . .
// de f i n e v a r i a b l e s to a l l ow po in t e r sw i t ch ing
int A = 0 ; int B = 1 ;
// time loop
for ( int t = 0 ; t<TMAX; t++)
{
// stream and c o l l i d e to march in time
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update<<<gr id , threads>>>(f d [B] , f d [A] , omega , p i t ch ) ;
// syncrhoni ze dev i c e
cudaDeviceSynchronize ( ) ;
//swap input and output arrays
swap (A,B) ;
}
// copy dev i c e memory back to hos t memory
cudaMemcpy2D( f h ,XDIM∗ s izeof ( f loat ) , f d [A] , p itch ,XDIM∗ s izeof ( f loat ) ,YDIM∗
ZDIM∗19 , cudaMemcpyDeviceToHost ) ;
. . .
// wr i t e r e s u l t s to output f i l e
. . .
// f r e e dev i c e memory
cudaFree ( f d [ 0 ] ) ;
cudaFree ( f d [ 1 ] ) ;
// f r e e hos t memory
. . .
return 0 ;
}
4.2.2 Non-uniform Grid Implementations
Scho¨nherr et al. [57] were the first to report on the implementation of a non-uniform grid
LBM on the GPU. Their grid refinement scheme is based on the method by Filippova
and Ha¨nel [17], and their GPU implementation is based on the shared memory method
proposed by To¨lke and Krafczyk [64, 65]. For the interpolations involved at the grid
interface, they use a compact second order spatial interpolation, where the moments are
interpolated from the four (eight for 3D) closest nodes by using a quadratic bubble function,
and subsequently converted back into distribution functions [20, 66]. They also avoid using
time interpolations by selectively discarding the invalid outer nodes after each fine mesh
time step. The details regarding the algorithm used to complete the data transactions for
the interpolations were not given, but it involves using a pre-computed list of interpolation
cells that provide the indices of the associated nodes at the grid interface.
In this study, grid refinements were achieved by a method similar to that used by Scho¨nherr
et al. [57]. Quadratic bubble functions were used to realize second order interpolations in
space, and the outer nodes of the refinement patch were discarded appropriately. The chal-
lenge associated with implementing grid refinements on the GPU is the increased number
of memory accesses, due to each grid node requiring 4 memory reads in 2D, or 8 memory
reads in 3D, before performing interpolations. Furthermore, a naive implementation where
52
each thread accesses the required memory locations to load to its local memory would
result in non-coalesced accesses, which would significantly deteriorate the overall perfor-
mance of the code. Here, the interpolation step will be considered for the coarse to fine
mesh interpolation and the fine to coarse mesh interpolation separately.
For the coarse to fine mesh interpolations, it is possible to take advantage of the shared
memory space. As mentioned earlier in Section 4.1.2, shared memory is a memory space
that can be accessed by all threads within a block. Since there will be an overlap in the
coarse node accesses for adjacent fine mesh nodes, one can pre-load all the coarse node
information onto shared memory, and then have each thread access the shared memory to
perform interpolations. The procedure used in achieving this is outlined as follows.
First, the threads are each assigned to the fine mesh nodes, which are organized in blocks
of (an×bn×cn), where n is the refinement factor (δxcoarse/δxfine), and a, b, c are arbitrary
integers. For example, for n = 2 and {a, b, c} = {4, 2, 1}, the thread block will map to the
nodes indicated by the blue diamond, in Figure 4.1 (for clarity, the figure only shows a 2D
section). The relevant coarse mesh nodes that are required for interpolation are shown by
the red circles. Since there are more threads than there are coarse mesh nodes that require
reading, only the first (a + 1)(b + 1)(c + 1) = 30 threads are assigned to read from the
coarse grid. Since each thread will be reading from adjacent memory locations (except for
at the edges), the memory accesses are mostly coalesced. The coarse grid data are stored
in shared memory, and each thread is then used to compute the interpolated values, and
write to its associated fine mesh nodes. For the fine to coarse mesh interpolations, the
above methodology is of little use, since the adjacent coarse grid nodes will never share
any fine mesh nodes for interpolation. Hence, the fine to coarse mesh interpolations were
realized by assigning a thread to each coarse node, and simply having the threads access
the eight fine mesh nodes individually. This leads to uncoalesced memory accesses, but
it is hoped that the L1 cache will help in alleviating some of the performance penalties.
4.2.3 Multi-GPU Implementation
One of the limitations in using GPUs for computation is that the available memory is
limited. For the Tesla M2070, the device memory is quoted as 6GB, but it must be noted
that the ECC memory protection feature occupies 12.5% of the GPU memory, leaving
approximately 5.25GB available for use. In the case with LBM, assuming a two-array
method, each node in the simulation domain will require 2 × 19 × n words of memory,
where n is the total number of nodes. For a single precision calculation using floats, which
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Figure 4.1: Coarse to fine mesh interpolations on the GPU. Thread block maps to the blue
diamonds, and interpolation data are read from the red circles.
have a size of 4 bytes, n will be limited to roughly 34 × 106. One way of solving this
problem would be to split the domain into multiple zones, and use a separate GPU for
each zone. After each time step, the interfacial data can be exchanged via the PCIExpress
bus, much like how it is done in MPI parallelizations. The use of multiple GPUs will also
lead to a potential improvement in execution speed.
One of the recent studies that employed multiple GPUs for the LBM include Wang and
Aoki’s large scale multi-node GPU implementation [68]. In their study, the LBM was run
using up to 100 Tesla S1070 GPUs, with 2GPUs per node. The inter-GPU communication
was managed using a combination of CUDA API cudaMemcpy and MPI. They compared the
efficiencies of 1D, 2D, and 3D domain partitioning methods, and concluded that when the
number of GPUs is <10, 1D decomposition proves to be sufficient, but for >10 GPUs, 2D
and 3D partitioning becomes important, as the size of the inter-GPU communication can
be reduced. Obrecht et al. [48] also investigated the scalability of multi-GPU LBM codes.
Their hardware configuration consisted of a single node connected to eight GPUs. With
1D domain partitioning, they observed a nearly perfect strong scalability for a sufficiently
large domain.
In this study, the number of GPUs to be used was limited to two, due to hardware avail-
ability. Since the nodes on SHARCNET’s ‘monk’ cluster are each equipped with two Tesla
M2070 GPUs, the current implementation does not require the use of MPI for inter-node
communication. For inter-GPU communication between GPUs that share the same node,
memory transfer is achieved by first copying the source GPU data back to the host memory
via cudaMemcpy, and subsequently invoking an additional cudaMemcpy from host memory
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to the destination GPU. This two step procedure can be completed in a single CUDA com-
mand by using CUDA’s peer-to-peer memory access feature, cuMemcpyPeerAsync, which
is one of NVIDIA’s recent developments to promote multi-GPU programming.
For efficient parallelization, it is critical to perform the inter-GPU memory transfers in an
asynchronous fashion to ensure that the communication is overlapped with computation.
To do so, two CUDA streams are created to separately manage each zone’s halo nodes
and inner nodes. While the halo data is being exchanged, the inner nodes are marched
in time. As long as the inner node computation takes a longer time to complete than
the data exchange in the halo region, the computational resources of the GPU will always
be fully utilized, thus leading to efficient parallelization. The excerpt below outlines the
computational procedure that was taken in this study.
. . .
int main ( )
{
. . .
// count number o f a v a i l a b l e GPUs
cudaGetDeviceCount(&GPU N) ;
. . .
// dec l a r e CUDA streams f o r each GPU
cudaStream t stream halo [GPU N ] ;
cudaStream t s t r eam inner [GPU N ] ;
for ( int n = 0 ; n<GPU N; n++)
{
cudaSetDevice (n) ;
// crea t e CUDA streams f o r each GPU
cudaStreamCreate(&stream halo [ n ] ) ;
cudaStreamCreate(&st ream inner [ n ] ) ;
// enab l e peer acces s f o r each GPU
for ( int m = 0 ; m<GPU N; m++)
i f (m != n) cudaDeviceEnablePeerAccess (m, 0 ) ;
}
. . .
// time loop
for ( int t = 0 ; t<TMAX; t++)
{
// exchange ha lo data
for ( int n = 0 ; n<GPU N; n++)
cudaMemcpyPeerAsync ( . . . , s t ream halo [ n ] ) ;
for ( int n = 0 ; n<GPU N; n++)
cudaMemcpyPeerAsync ( . . . , s t ream halo [ n ] ) ;
//compute inner nodes
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for ( int n = 0 ; n<GPU N; n++){
cudaSetDevice (n) ;
update inner <<<... , s t r eam inner [ n ]>>>(.. .) ;
}
// synchron i ze ha lo stream be f o r e computing ha lo nodes
for ( int n = 0 ; n<GPU N; n++)
cudaStreamSynchronize ( s t ream halo [ n ] ) ;
//compute ha lo nodes
for ( int n = 0 ; n<GPU N; n++)
{
cudaSetDevice (n) ;
update halo <<<... , s t ream halo [ n ]>>>(.. .) ;
}
for ( int n = 0 ; n<GPU N; n++)
{
cudaSetDevice (n) ;
cudaDeviceSynchronize ( ) ;
}
swap (A,B) ;
}
. . .
return 0 ;
}
4.3 Validation and Performance Evaluation
The GPU code was validated using the benchmark case involving the 3D flow over a square
cylinder in channel. This problem was chosen for its simple and well defined geometry,
as well as its abundance in simulation results. In this study, the results obtained from
the GPU LBM code will be compared against those summarized by Scha¨fer and Turek
[56]. The hardware used for this study was NVIDIA’s Tesla M2070, which is a dedicated
general purpose GPU. Although this GPU does not have graphics outputs, it has features
such as ECC-protected memory and a larger device memory, making them ideal for large
scale general purpose calculations. The technical specifications of this GPU are given in
Table 4.1. The ECC feature was enabled for all test cases ran in this study. The GPU was
connected by PCIe x16 Gen2 to the Intel E5607 CPU at 2.26GHz, running Linux kernel
2.6.32, with CUDA version 5.0 and nvcc release 5.0 version 0.2.1221.
The geometry of the simulation domain consisted of a square cylinder confined in a channel
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Table 4.1: Technical Specifications for the NVIDIA Tesla M2070 [47]
Compute Capability 2.0
Peak Single Precision Floating Point Performance 1030 GFLOPS
CUDA Cores 448
Memory Size 6 GB
Memory Bandwidth (ECC off) 150 GB/s
with a square cross section. The height and width of the channel was 4.1d, where d is the
diameter of the cylinder. The cylinder was placed so that its center is 5.0d from the inlet,
and 2.0d from the bottom wall. The total length of the channel is 25.0d. The four side
walls of the channel, as well as the cylinder walls, were set to be no-slip walls. A schematic
of the geometry is shown in Figure 4.2. The inflow condition is specified with a prescribed
velocity specified as:
Uin = 16Umyz(H − y)(H − z)/H4, Vin = 0,Win = 0, (4.1)
where H is the height of the channel. The Reynolds number, defined as Re = Ud/ν,
where U = 4/9Um, was set to 20, where the flow is expected to be steady. The summary
parameters used for validation are CD = 2Fx/(ρU
2
dH) and CL = 2Fy/(ρU
2
dH).
Simulations were conducted using a uniform mesh with 10 nodes along the side of the
cylinder, with a refinement patch near the cylinder, which increases the grid resolution by
a factor of two. Relative to the center of the cylinder, the refinement patch started 2d
upstream, and ended 4.4d downstream, resulting in 128 nodes in the x direction. This
value was chosen so that the x dimension of the refinement patch dimension is a multiple
of 64. In the y direction, the refinement region spanned ±2d, relative to the center of the
cylinder. In the z direction the entire width of the channel was covered. The block size for
computation was set to be (64× 1× 1).
Similar to the previous chapter where the flow over tandem cylinders were simulated, the
moment extrapolation method was used to apply the velocity inflow condition as well as
the constant pressure outflow condition. Bounce back conditions were used to model the
no-slip walls, and the lift and drag forces were computed based on the momentum exchange
method. The characteristic velocity, U , was set to 0.04c, and the outlet density was set to
1.0. Simulations were run for 20, 000 time steps, which corresponds to 80 non-dimensional
time units (t˜ = Ut/d). The strong scalability of the multi-GPU implementation was
also measured by running the simulations on one and two GPUs. Further increasing the
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Figure 4.2: Domain geometry and boundary conditions for 3D laminar flow over square
cylinder confined in a channel.
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Table 4.2: Numerical results for flow over square cylinder at Re=20
GPUs CD CL time [s] MLUPS
Uniform
1
7.614 0.0658
21 441
2 12 788
Refinement ×2 1 7.628 0.0690 103 275
2 56 511
Refinement ×4 1 7.635 0.0693 702 444
2 358 871
Scha¨fer and Turek [56] 7.50−7.70 0.06−0.08
number of GPUs can be achieved by coupling CUDA with OpenMPI, but due to the limited
availability of the hardware, this study only concerns the use of up to two GPUs. Table
4.2 summarizes the numerical results obtained, as well as the total run time and execution
speed in MLUPS.
Both CD and CL were well within the range of values presented in [56]. In terms of
performance, the uniform grid implementation on the GPU resulted in impressive execution
speeds, with 441 MLUPS and 788 MLUPS for one and two GPUs, respectively. For
reference, a serial code on the CPU was implemented, which showed an execution speed
of 4.7 MLUPs when run on Intel E5607 CPU at 2.26GHz, compiled with the GNU g++
compiler with O2 optimization. This shows that speedups of two orders of magnitude were
obtained from the GPU. The multi-GPU code showed a strong scaling efficiency of over
90% for all three cases, suggesting that the inter-GPU communication is mostly hidden
by the computation. The scaling efficiency is expected to improve if a larger domain was
used, or if the domain was split in a more sophisticated way that would minimize the
amount of communication at the zone interface. In this study however, it was sufficient to
prove that the code is capable of managing two GPUs in a reasonably efficient manner. An
interesting observation that can be made here is that the execution speed of the case with
×4 refinement is faster than the uniform grid implementation, while the ×2 refinement
is considerably slower. It is speculated that compared to the case with the uniform grid,
the ×4 refinement case had a considerably larger number of nodes, which lead to a better
utilization of the computational resources. The ×2 refinement case on the other hand,
suffered in performance, since the additional interpolations and grid interface management
routines outweighed the benefits from having more node points to saturate the available
compute power.
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4.4 Summary
In this chapter, the GPU implementation of the LBM with local grid refinement capabilities
was discussed, and tested using a benchmark case. It was found that the current multi-
GPU LBM code was capable of accurately reproducing the 3D flow over a square cylinder
confined in channel. Speed ups of over 150 times were observed in the GPU code, when
compared to a serial CPU implementation. The grid refinement capabilities were also tested
in the context of multi-GPU computing, and showed that if the refinement introduces a
sufficient number of additional nodes for computation, the performance penalties from grid
interface management can be minimized. The strong scalability of the multi-GPU code for
up to two GPUs was obtained to be over 90% for both the uniform and non-uniform grid
cases.
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Chapter 5
Large Eddy Simulations using the
Lattice Boltzmann Method
This chapter is concerned about the performance of the LBM for turbulent flow simulations
using LES. In the first section, the popular benchmark case of the fully developed turbulent
flow in an infinite channel was simulated using a periodic domain. The time averaged
velocity and RMS velocities were compared against DNS results, to assess the validity of
the LES-LBM code in simulating turbulent flows. The second section is concerned with the
application of the LES-LBM code in predicting the flow over a square cylinder confined
in a channel. For both cases, the Smagorinsky subgrid scale model with implicit grid
filtering was used for turbulence modeling. It should also be noted that in this section, the
BGK collision operator was used, since the current MRT implementation introduced some
numerical artifacts. The specific cause for these fluctuations are still under investigation.
Furthermore, in the context of LES, the grid refinement method that proved to work well
under laminar conditions, failed to produce smooth results when turbulence was present.
The reason for this is likely due to how the turbulent viscosity in the fine and coarse grids
were scaled. A recent study concerning this particular problem was presented by Touil et
al. [67].
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5.1 Turbulent Channel Flow at Reτ = 180
5.1.1 Problem Description
The fully developed turbulent flow in a plane channel is one of the most fundamental cases
for studying the nature of turbulence, and has been extensively studied both experimentally
and numerically. It is an ideal benchmark test case for turbulence models, since DNS data
is available for lower Reynolds numbers. For this flow, it is customary to define the flow
in terms of the shear Reynolds number, defined as:
Reτ =
uτδ
ν
, (5.1)
where δ is half of the channel height, H, and uτ is the friction velocity. The friction velocity
is related to the wall shear stress, τw, by:
uτ =
√
τw
ρ
. (5.2)
Since the flow is fully developed, the stream-wise forces must balance, as:
−∂p
∂x
δ = τw. (5.3)
Combining Equations 5.2 and 5.3,
−∂p
∂x
=
ρu2τ
δ
. (5.4)
The effect of the pressure gradient can be incorporated into the LBM framework by intro-
ducing an additional step after the collision step, as [35]:
f˜ ∗i = f˜i + wiδt
3
c2
∂p
∂x
ci · xˆ. (5.5)
For this study, the shear Reynolds number was set to 180. The dimensions of the compu-
tational domain were set according to the comprehensive work by Moser et al. [40], with
2piH in the stream-wise direction, and 2
3
piH in the span-wise direction. In this work, 62
nodes were allocated along H. The upper and lower surfaces of the domain were set to be
no-slip by using the bounce back scheme, and the stream-wise and span-wise boundaries
were set to be periodic. The standard Smagorinsky model with C = 0.01 was used for
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the subgrid scale model. The flow was initialized with a uniform stream-wise velocity,
and a cubical obstruction was placed to initiate turbulence. The obstruction was removed
after several thousand time-steps, and the simulation was run for a total of 3 million time
steps. An additional run with 6 million time steps was also run to check for statistical
convergence.
5.1.2 Results
The instantaneous flow field is shown in Figure 5.1 in terms of span-wise and stream-
wise velocities. Both quantities were normalized based on uτ . The figure shows that the
simulated flow is unsteady with significant 3D flow structures as indicated by the span-
wise velocities even after three million time steps, which shows that the turbulence is
self-sustaining.
Figure 5.1: Span-wise and stream-wise velocity contours on span-wise cross section. Both
velocity components normalized based on uτ .
The LES-LBM results were quantitatively compared against DNS results presented by
Moser et al. [40] in terms of time averaged flow statistics (Figures 5.2-5.3). For the mean
stream-wise velocity profile, the LES-LBM simulation predicted a notably lower velocity
compared to the DNS results. However, the profile clearly shows the transition from the
viscous sublayer to the log-law region, despite the coarse grid (minimum y+ of 2.2). The
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RMS profiles were in reasonable agreement with the DNS results. The peak location of
the stream-wise velocity fluctuations showed some discrepancy, but the cross-stream and
span-wise velocity components showed very good correspondence. Although it would be
interesting to investigate how much the results will improve with a finer grid, the present
results were deemed adequate to validate the LES-LBM code in simulating wall-bounded
turbulent flow.
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Figure 5.2: Mean stream-wise velocity profile in wall normalized units. Symbols: present
work; dotted line: DNS [40].
5.2 Turbulent Flow Over a Square Cylinder in a Chan-
nel at Red = 3000
5.2.1 Problem Description
In the previous section, it was shown that the LES-LBM is capable of simulating the
fully developed turbulent channel flow problem. In this section, the LES-LBM was used
to predict the flow over a square cylinder confined in a channel. The Reynolds number,
defined as Re = Uind/ν, where Uin is the inlet velocity, was 3000, and the blockage ratio
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Figure 5.3: RMS velocity profiles in wall normalized units. Blue: u′+; orange: v′+; green:
w′+. Symbols: present work; dotted line: DNS [40].
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was 20%. This particular flow configuration was studied experimentally by Nakagawa et
al. [43], and numerically using a finite volume method based LES by Kim et al. [27].
In the experimental work by Nakagawa et al. [43], the unsteady turbulent velocity field was
measured using laser Doppler velocimetry (LDV). The time-averaged and phase-averaged
statistics were summarized for various cylinder aspect ratios (width to height). Their
experimental setup consisted of a closed water channel with stream-wise, cross-stream,
and span-wise dimensions of 30d, 5d, and 35d, respectively. A rectangular cross-sectioned
cylinder was installed on the centerline, where the distance between the test section inlet
and the front side of the cylinder was 3d. The flow was generated by a constant head tank,
and the water was allowed to pass through a contraction before entering the test section
with a mean velocity of Uin. The stream-wise and cross-stream velocity components were
measured using a two-color four-beamed LDV.
Kim et al. [27] then conducted a numerical study in order to verify the experimental
results of Nakagawa et al. [43]. They solved the three-dimensional incompressible Navier-
Stokes equations, which were filtered by a box filter, on a non-uniform staggered Cartesian
grid, using the finite volume method with the fractional time-stepping method for time
integration. Their domain dimensions were made identical to that used in [43], except
for the span-wise dimension, which was set to 1d with periodic boundary conditions. At
the inlet, a uniform mean velocity profile with a thin boundary layer was imposed, and
‘jittered’ by using random numbers that are 6% of Uin in RMS magnitude. A convective
condition was employed to model the outlet. For turbulence modeling, a dynamic subgrid
scale model, which uses two filters to correlate the subgrid scale stresses with the resolved
turbulent stresses [72], was used.
In this study, the LES-LBM was used on a uniform grid, with the standard Smagorinsky
model for subgrid closure. The stream-wise and cross-stream dimensions of the domain
were set to 20d and 5d, respectively. Two separate cases with span-wise dimensions of 1d
and 3d were conducted, to evaluate its effect on the results. The cylinder location with
respect to the inlet location was made identical to [43] and [27] (Figure 5.4). Bounce-
back conditions were used to apply no-slip conditions on the channel and cylinder walls,
and the outlet was set to have constant pressure. For the inlet condition, instead of
prescribing a predetermined velocity profile, a time accurate velocity profile based on a
fully developed turbulent channel flow was used. This was done by running an infinite
channel flow simulation in parallel with the square cylinder simulation. At each time
step, the velocity profile from the channel flow simulation was extracted, and prescribed
as an inlet velocity condition for the square cylinder simulation, to allow for an accurate
emulation of turbulent inflow in the channel.
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To achieve this, the following method was used. For a 3D Cartesian grid, let the nodes be
indexed by (i, j, k). Assuming the steam-wise coordinates for the lines B and C in Figure
5.4 are i = B and i = C, respectively, the distribution functions at the inlet of the cylinder
flow domain can be written as:
f(C, j, k) = f eq (ρ = ρ(C + 1, j, k), ~u = ~u(B, j, k)) . (5.6)
This ensures that the velocity is prescribed based on the channel flow solution, while the
density (pressure) is set to be consistent with the cylinder flow domain.
20d
5d
ρ=1.0
5d
2d
u=0, v=0, w=0
3d
A CB
periodic
u
C
=u
B
v
C
=v
B
w
C
=w
B
Channel flow 
domain
Cylinder flow 
domain
Figure 5.4: Domain geometry and boundary conditions for 3D turbulent flow over square
cylinder confined in a channel. Lines A and B indicate the periodic coupling for the infinite
channel flow domain, and line C indicates the inlet location for the cylinder flow domain.
5.2.2 Results for Turbulent Channel Flow
Prior to simulating the flow over a cylinder in a channel, the fully developed channel
flow at the Reynolds number of interest was studied. Since the Reynolds number based
on the diameter of the cylinder is 3000, the equivalent Reynolds number based on the
channel height (ReH) is 15000. The stream-wise dimension was set to H, and the span-
wise dimension was set to 0.2H and 0.6H, where H = 200 nodes. Turbulence was initiated
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by placing a cubical obstacle in the channel, similar to the previous section. The main
challenge in this simulation was that since the Reynolds number is specified in terms of
the channel height, the shear Reynolds number (Reτ ) is unknown. This means that the
pressure gradient required to drive the flow cannot be derived a priori. Hence, in this study,
a proportional controller, which dynamically adjusts the pressure gradient to achieve the
desired flow rate, was used.
The controller was designed to adjust the pressure gradient dynamically, based on the
current flow rate in the channel. Letting the current cross-sectionally averaged stream-
wise velocity be ucurrent, the target stream-wise velocity to be utarget, the stream-wise
pressure gradient for the next time step to be ∂p/∂x|next, the current stream-wise pressure
gradient to be ∂p/∂x|current, and the initial estimate for the stream-wise pressure gradient
to be ∂p/∂x|init, ∂p/∂x|next was adjusted as:
∂p
∂x
|next = ∂p
∂x
|current + utarget − ucurrent
utarget
KP
∂p
∂x
|init (5.7)
where KP is a constant. In this study, the above correction was applied every 1000 time
steps, with KP set to 0.05.
utarget was set to 0.06c, and the simulation was run for a total of 5 million time steps.
The average cross-sectional stream-wise velocity and the applied pressure gradient was
plotted for each time step for the z = 1d case (Figure 5.5). It can be seen that the flow
rate approaches the target value in the first 2 million time steps, but does not completely
converge to a singular value. This behavior was expected, since the turbulent flow is
random in nature, and applying a constant pressure gradient does not lead to a constant
flow rate. Therefore, to obtain the pressure gradient that achieves the desired average flow
rate, the time averaged value of the final 3 million time steps was taken.
In terms of the resulting flow field, it was confirmed that the turbulent flow was self-
sustaining, with coherent structures developing in the near-wall regions for both cases
(Figure 5.6). Qualitatively, the general flow structures near the wall are similar, but the
z = 3d case displayed a higher concentration of the stream-wise vortical structures. This
observation is reasonable considering the larger range of wavelengths that are allowed to
exist in the span-wise direction for the z = 3d case.
In Figure 5.7, the mean stream-wise velocity profiles for the two cases were plotted, and
compared against the log-law profile, defined as:
u+ =
1
κ
ln(y+) +B, (5.8)
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Figure 5.5: Cross-sectionally averaged stream-wise velocity and stream-wise pressure gra-
dient, plotted against time steps.
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Figure 5.6: Vorticity and velocity plots for fully developed turbulent channel flow at ReH =
15000. Isosurface plots show the stream-wise vorticity (red: ωx = 6.67; blue: ωx = −6.67),
normalized based on Uin and H. Contour plot shows the stream-wise velocity magnitude,
normalized based on Uin. Left: z = 1d; right: z = 3d
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where κ = 0.41 and B = 5.2. It was found that the z = 3d case showed better agreement
to the log-law profile than the z = 1d case. It was interesting to see that although the
z = 1d case showed qualitatively acceptable results, the mean velocity profile displayed
an obvious discrepancy for y+ > 100, where the velocity gradient rose sharply above the
log-law profile.
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Figure 5.7: Mean stream-wise velocity profiles in wall normalized units. Symbols: present
work; dotted line: log-law. Blue: z = 1d; orange: z = 3d.
5.2.3 Results for Flow Over a Square Cylinder
In the previous section, a dynamic controller was developed to simulate the fully developed
turbulent channel flow at ReH = 15000. The resulting flow fields showed reasonable
agreement with the log-law, and the pressure gradient required to achieve the desired flow
rate was obtained. With this knowledge, it is possible to simulate the flow over a square
cylinder confined in a channel, as outlined in Section 5.2.1 (Figure 5.4). Simulations
were run for a total of 2 million time steps, where turbulent statistics were collected
after 1 million time steps. Similar to the previous section, the effect of the span-wise
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dimension was analyzed by setting up two simulations with span-wise dimensions of 1d and
3d. Simulations were also run with a simplified inlet condition, where the inlet velocity is
set to Uin, to investigate its influence on the results.
The qualitative validity of the present setup was evaluated by observing the instantaneous
flow fields. Figure 5.8 shows the instantaneous stream-wise and span-wise velocity com-
ponents at a span-wise cross section. The channel flow and the cylinder flow domains are
connected, to highlight the smooth transfer of the flow conditions at the domain boundary.
Careful observation shows that the flow field in the inlet region of the cylinder flow domain
is almost identical to that of the inlet region of the channel flow domain, which further
validates the consistency of the present inlet boundary condition.
The time averaged flow field was compared against previous studies. Figure 5.9 shows the
mean velocity profiles along the wake line of the cylinder. Note that Kim et al. [27] did not
present the turbulent statistics along the wake line. From Figure 5.9a, it can be seen that
the z = 1d case significantly over-predicted the recirculation length and maximum negative
velocity, while the z = 3d case showed good correspondence with both experimental and
numerical results. The over-prediction of the recirculation zone in the z = 1d case also
affected the stream-wise velocity fluctuations, where it displayed a peak value that is higher
by more than 50% of the experimental value (Figure 5.9b). In comparison, the z = 3d case
showed only a 10% over-prediction in the peak value. From Figure 5.9c, it was found that
both cases showed good agreement with the experimental results. The results obtained
from the uniform inlet condition (dotted lines) also showed good correspondence with
experimental results. In general, the uniform inlet cases produced better results compared
to the z = 1d case with the turbulent inlet, but the z = 3d with the turbulent inlet showed
highest correspondence with literature.
The cross-sectional velocity profiles at 1d, 3.5d, 6d, and 8.5d, were also compared in Figure
5.10. For clarity, only the turbulent inlet condition cases are shown. It was found that
the z = 1d case consistently over-predicted the turbulent fluctuations, while the z = 3d
case displayed excellent correspondence with experimental results. Comparison with the
LES results from Kim et al. [27] indicate that for both the stream-wise and cross-stream
fluctuations, the present results show better agreement in the near wake region (x = 1d).
The drag and lift force coefficients, as well as the Strouhal numbers, were compared against
literature (Table 5.2.3). The table shows that the z = 3d turbulent inlet case was in
excellent agreement with experiment [43] in terms of Strouhal number, while the z = 1d
uniform inlet case showed the closest correspondence with the LES results by Kim et al.
[27]. Considering that Kim et al. [27] enforced the inlet condition as a mean velocity
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Figure 5.8: Instantaneous stream-wise (top) and span-wise (bottom) velocity components.
Black vertical line shows the boundary between the channel flow domain and the cylinder
flow domain.
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Figure 5.9: Time averaged velocity profiles along the cylinder wake line. Solid lines:
present work (turbulent inlet); dotted line: present work (uniform inlet); broken line: LES
by Kim et al. [27]; symbols: experimental by Nakagawa et al. [43]. Blue: z = 1d; orange:
z = 3d. a) mean stream-wise velocity; b) RMS stream-wise velocity fluctuations; c) RMS
cross-stream velocity fluctuations.
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Figure 5.10: RMS stream-wise velocity fluctuation profiles at four cross-stream locations.
Solid lines: present work (turbulent inlet); dotted line: LES by Kim et al. [27]; symbols:
experimental by Nakagawa et al. [43]. Blue: z = 1d; orange: z = 3d. a) x = 1d; b)
x = 3.5d; c) x = 6d; d) x = 8.5d; measured from back face of cylinder.
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Figure 5.11: RMS cross-stream velocity fluctuation profiles at four cross-stream locations.
Solid lines: present work (turbulent inlet); dotted line: LES by Kim et al. [27]; symbols:
experimental by Nakagawa et al. [43]. Blue: z = 1d; orange: z = 3d. a) x = 1d; b)
x = 3.5d; c) x = 6d; d) x = 8.5d; measured from back face of cylinder.
76
Table 5.1: Force coefficients and Strouhal numbers for flow over square cylinder in a channel
at Red = 3000
CD C
′
D C
′
L St
Present
z = 1d, Turbulent inlet 3.40 0.50 1.97 0.136
z = 3d, Turbulent inlet 3.10 0.29 1.96 0.133
z = 1d, Uniform inlet 2.67 0.48 1.75 0.120
z = 3d, Uniform inlet 2.72 0.39 1.87 0.118
Kim et al. [27] (LES) 2.76 0.49 2.06 0.124
Nakagawa et al. [43] (exp.) - - - 0.13
profile with fluctuations created by random numbers, it can be hypothesized based on
the present work, that the Strouhal number is significantly affected by the presence of
physically coherent turbulent structures at the inlet. It was also observed that the inlet
condition and span-wise dimension had profound impact on the drag coefficient, while the
lift coefficient was relatively unaffected.
5.3 Summary
In this section, the LBM was used to perform a LES on the GPU. The validity of the
LES-LBM was evaluated by first simulating the fully developed turbulent channel flow
at Reτ = 180. The time averaged flow statistics showed good correspondence with DNS
results, despite the relatively coarse grid, showing the validity of the LES-LBM for turbu-
lent flow simulations. The code was then used to compute the fully developed turbulent
channel flow at ReH = 15000, driven by a dynamically controlled pressure gradient. Good
agreement with the log-law profile was observed from the velocity profile, so the channel
flow simulation was used to enforce a physically realistic inflow condition for the flow over
a square cylinder confined in a channel. The simulation was run with two different span-
wise dimensions, as well as with simplified inlet conditions, to quantify its effects on the
flow field and force coefficients. The results suggested that the Strouhal number and drag
coefficient were significantly affected by the inlet condition and span-wise dimension. It
was hypothesized that for simulations involving channel flows, it is important to apply a
physically coherent velocity profile that emulates the turbulent boundary layers along the
channel walls.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
In this study, the LBM was applied to both laminar and turbulent flows, and its per-
formance gains from the GPU were analyzed. The primary contributions from this work
are:
• A newly developed 3D LBM code was applied to simulate the flow over two tan-
dem cylinders. The effects of the 3D flow structures that develop at low Reynolds
numbers (Re ≤ 220) were quantified by comparing 2D and 3D predictions. It was
found that the 3D effects have notable impact on the force coefficients and vortex
shedding frequencies. It was also observed that the downstream cylinder promotes
the inception of the span-wise flow structures, but the 3D effects experienced by the
upstream cylinder are smaller than that of an isolated single cylinder flow.
• The LBM was realized on the GPU using NVIDIA’s CUDA. The code was capable
of performing LBM simulations with local grid refinements on multiple GPUs. The
performance of the GPU code was evaluated using a test case involving the flow over
a square cylinder, which showed speedups of over 150 times when two GPUs were
used in parallel.
• The GPU code was used to simulate the fully developed turbulent channel flow at
Reτ = 180. The obtained results compared well against DNS results, showing that
the LBM is a viable tool for conducting LES.
• The turbulent flow over a square cylinder confined in a channel was also simulated,
using a uniform grid. An auxiliary simulation consisting of a periodic channel flow was
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used to produce a physically realistic inflow condition for the cylinder flow simulation.
Comparisons with numerical and experimental results suggested that accounting for
the turbulent structures at the inlet location can significantly improve the results.
6.2 Future Work
Possible future work on this topic include the following:
• Extending the multi-GPU capabilities to allow for GPUs on multiple compute nodes
to be used in parallel. The current implementation is restricted to accessing GPUs
contained on the same node; combining the current code with MPI can allow access
to multiple compute nodes, which can potentially allow for hundreds of GPUs to be
used in parallel.
• Turbulence modeling in the current work was restricted to using the Smagorinsky
subgrid model, due to its simplicity and suitability for the LBM framework. Future
work should investigate the use of wall damping or dynamic subgrid models.
• The LBM is known to be similar to the artificial compressibility method, as it utilizes
fictitious compressibility for pressure calculations. A comparison study between the
two methods in terms of accuracy and suitability for parallel computing may lead to
some interesting findings.
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