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PHYSICAL MEASURES FOR PARTIALLY HYPERBOLIC
SURFACE ENDOMORPHISMS
MASATO TSUJII
Abstract. We consider dynamical systems generated by partially hyperbolic
surface endomorphisms of class Cr with one-dimensional unstable subbundle.
As the main result, we prove that such a dynamical system generically admits
finitely many ergodic physical measures whose union of basins of attraction
has total Lebesgue measure, provided that r ≥ 19.
1. Introduction
In the study of smooth dynamical systems from the standpoint of ergodic theory,
one of the most fundamental question is whether the following preferable picture is
true for almost all of them: The asymptotic distribution of the orbit for Lebesgue
almost every initial point exists and coincides with one of the finitely many ergodic
invariant measures that are given for the dynamical system. The answer is expected
to be affirmative in general[14]. However it seems far beyond the scope of researches
at present to answer the question in the general setting. The purpose of this paper
is to provide an affirmative answer to the question in the case of partially hyperbolic
endomorphisms on surfaces with one-dimensional unstable subbundle.
Let M be the two-dimensional torus T = R2/Z2 or, more generally, a region on
the torus T whose boundary consists of finitely many simple closed C2curves: e.g.
an annulus (R/Z)× [−1/3, 1/3]. We equip M with the Riemannian metric ‖ · ‖ and
the Lebesgue measure m that are induced by the standard ones on the Euclidean
space R2 in an obvious manner. We call a C1mapping F : M → M a partially
hyperbolic endomorphism if there are positive constants λ and c and a continuous
decomposition of the tangent bundle TM = Ec ⊕ Eu with dimEc = dimEu = 1
such that
(i) ‖DFn|Eu(z)‖ > exp(λn− c) and
(ii) ‖DFn|Ec(z)‖ < exp(−λn+ c)‖DFn|Eu(z)‖
for all z ∈ M and n ≥ 0. The subbundles Ec and Eu are called the central and
unstable subbundle, respectively. Notice that we do not require these subbundles
to be invariant in the definition, though the central subbundle Ec turns out to
be forward invariant from the condition (ii). The totality of partially hyperbolic
Crendomorphisms on M is an open subset in the space Cr(M,M), provided r ≥ 1.
An invariant Borel probability measure µ for a dynamical system F : M → M
is said to be a physical measure if its basin of attraction,
B(µ) = B(µ;F ) :=
{
z ∈M
∣∣∣∣∣ 1n
n−1∑
i=0
δF i(z) → µ weakly as n→∞
}
,
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has positive Lebesgue measure. One of the main results of this paper is
Theorem 1.1. A partially hyperbolic Crendomorphism on M generically admits
finitely many ergodic physical measures whose union of basins of attraction has total
Lebesgue measure, provided that r ≥ 19.
More detailed versions of this theorem will be given in the next section. Here
we intend to explain the new idea behind the results of this paper. The readers
should notice that we do not (and will not) claim that the physical measures in the
theorem above are hyperbolic. Instead, we will show that the physical measures for
generic partially hyperbolic endomorphisms have nice properties even if they are
not hyperbolic. This is the novelty of the argument in this paper.
Let us consider a partially hyperbolic endomorphism F on M . The Lyapunov
exponent of F takes two distinct values at each point: The larger is positive and
the smaller indefinite. The latter is called the central Lyapunov exponent, as it
is attained by the vectors in the central subbunle. An invariant measure for F is
hyperbolic if the central Lyapunov exponent is non-zero at almost every pont with
respect to it. In former part of this paper, we study hyperbolic invariant measures
for partially hyperbolic endomorphisms using the techniques in the Pesin theory or
the smooth ergodic theory. And, as the conclusion, we show that the following hold
under some generic conditions on F : For any χ > 0, there are only finitely many
ergodic physical measures whose central Lyapunov exponents are larger than χ in
absolute value. Further, if the complement X of the union of the basins of attraction
of such physical measures has positive Lebesgue measure, and if a measure µ is a
weak limit point of the sequence
(1)
1
n
n−1∑
i=0
(m|X) ◦ F−i, n = 1, 2, . . . , (m|X : the restriction of m to X),
then the absolute value of the central Lyapunov exponent is not larger than χ at
almost every point with respect to µ. Though these facts are far from trivial, the
argument in the proof does not deviate far from the existing ones in the smooth
ergodic theory.
The key claim in our argument is the following: If the number χ is small enough
and if F satisfies some additional generic conditions, then such measure µ as in the
preceding paragraph is absolutely continuous with respect to the Lebesgue measurem.
Further, the density dµ/dm satisfies some regularity conditions (from which we can
conclude theorem 1.1). This claim might appear unusual, since the measure µ may
have neutral or even negative central Lyapunov exponent while we usually meet
absolutely continuous invariant measures as a consequence of expanding property
of dynamical systems in all directions. We can explain it intuitively as follows:
As a consequence of the dominating expansion in the unstable directions Eu, the
measure µ should have some smoothness or uniformity in those directions. In
fact, we can show that the natural extensions of µ and its ergodic components to
the inverse limit are absolutely continuous along the (one-dimensional) unstable
manifolds. So, for each ergodic component µ′ of µ, we can cut a curve γ out of
an unstable manifold so that µ′ is attained as a weak limit point of the sequence
n−1
∑n−1
i=0 νγ ◦ F−i, n = 1, 2, . . . , where νγ is a smooth measure on γ. Since F
expands the curve γ uniformly, the image Fn(γ) for large n should be a very long
curve which is transversal to the central subbundle Ec. Imagine to look into a small
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neighborhood of a point in the support of µ′. The image Fn(γ) should appear as a
bunch of short pieces of curve in that neighborhood. (Figure 1)
Figure 1. The curve Fn(γ)
The number of the pieces of curve should grow exponentially as n gets large.
And they would not concentrate in the central direction strongly, as the central
Lyapunov exponent is nearly neutral almost everywhere with respect to µ′. These
suggest that the ergodic component µ′ should have some smoothness or uniformity
in the central direction as well as in the unstable direction and, so, the measure µ
should be absolutely continuous with respect to the Lebesgue measure m.
On the technical side, an important idea in the proof of the key claim is that we
look at the angles between the short pieces of curve mentioned above rather than
their positions. As we perturb the mapping F , it turns out that we can control
the angles between those pieces of curve to some extent, though we can not control
their positions by the usual problem of interference. And we can show that the
pieces of curve satisfy some transversality condition generically. In order to show
the conclusion of the key claim, we relate that transversality condition to absolute
continuity of the measure µ. To this end, we make use of an idea in the paper[15]
by Peres and Solomyak with some modification. We will illustrate the idea in the
beginning of section 6 by using a simple example. Actually we have used the same
idea in our previous paper[22], which can be regarded as a study for this work.
Lastly, the author would like to note that the idea in [15] can traces back to the
papers of Falconer[5] and Simon and Pollicot[18].
Acknowledgment: I would like to thank Je´roˆme Buzzi, Viviane Baladi, Artur
Avila and Mitsuhiro Shishikura for valuable comments in writing this paper.
2. Statement of the main results
Let PHr be the set of partially hyperbolic Crendomorphisms on M and PHr0
the subset of those without critical points. The subset Rr ⊂ PHr is the totality of
mappings F ∈ PHr that satisfy the following two conditions:
(a) F admits a finite collection of ergodic physical measures whose union of
basins of attraction has total Lebesgue measure on M , and
(b) a physical measure for F is absolutely continuous with respect to the
Lebesgue measure m if the sum of its Lyapunov exponents is positive.
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In this paper, we claim that almost all partially hyperbolic Crendomorphisms onM
satisfy the conditions (a) and (b) above or, in other words, belong to the subset Rr.
The former part of our main result is stated as follows:
Theorem 2.1. (I) The subset Rr is a residual subset in PHr, provided r ≥ 19.
(II) The intersection Rr ∩ PHr0 is a residual subset in PHr0, provided r ≥ 2.
The conclusions of this theorem mean that the complement of the subset Rr is
a meager subset in the sense of Baire’s category argument. However the recent
progress in dynamical system theory has thrown serious doubt that the notion of
genericity based on Baire’s category argument may not have its literal meaning. In
fact, it can happen that the dynamical systems in some meager subset appear as
subsets with positive Lebesgue measure in the parameter spaces of typical families.
For example, compare Jakobson’s theorem[24] and the density of Axiom A[12, 19]
in one-dimensional dynamical systems. For this reason, we dare to state our claim
also in a measure-theoretical framework, though no measure-theoretical definition
that corresponds to the notion of genericity has been firmly established yet.
Let B be a Banach space. Let τv : B → B be the translation by v ∈ B, that
is, τv(x) = x + v. A Borel finite measure M on B is said to be quasi-invariant
along a linear subspace L ⊂ B if M ◦ τ−1v is equivalent to M for any v ∈ L. In
the case where B is finite-dimensional, a Borel finite measure on B is equivalent to
the Lebesgue measure if and only if it is quasi-invariant along the whole space B.
But, unfortunately enough, it is known that no Borel finite measures on an infinite-
dimensional Banach space are quasi-invariant along the whole space[6]. This is
one of the reasons why we do not have obvious definitions for the concept like
Lebesgue almost everywhere in the cases of infinite-dimensional Banach spaces or
Banach manifolds such as the space Cr(M,M). However, there may be Borel finite
measures on B that are quasi-invariant along dense subspaces. In fact, on the
Banach space Cr(M,R2), there exist Borel finite measures that are quasi-invariant
along the dense subspace Cr+2(M,R2). (Lemma 3.18.) For integers s ≥ r ≥ 1,
we will denote by Qrs the set of Borel probability measures on Cr(M,R2) that are
quasi-invariant along the subspace Cs(M,R2) and regard the measures in these sets
as substitutions for the (non-existing) Lebesgue measure.
Let us consider the space Cr(M,T) of Crmappings from M to the torus T,
which contains the space Cr(M,M) of Crendomorphisms on M . For a mapping G
in Cr(M,T), we consider the mapping
(2) ΦG : C
r(M,R2)→ Cr(M,T), F 7→ G+ F.
We now introduce the following notions.
Definition. A subset X ⊂ Cr(M,M) is shy with respect to a measure M on
Cr(M,R2) if Φ−1G (X ) is a null subset with respect to M for any G ∈ Cr(M,T).
Definition. A subset X ⊂ Cr(M,M) is timid for the class Qrs of measures if Qrs
is not empty and if X is shy with respect to all measures in Qrs.
Remark. The former of the definitions above is a slight modification of that of
shyness introduced by Hunt, Sauer and Yorke[9, 10]. By the definitions, a subset
X ⊂ Cr(M,M) is shy with respect to some compactly supported measure M in
the sense above if and only if the inverse image Φ−1G (X ) for same (and thus any)
G ∈ Cr(M,T) is shy in the sense of Hunt, Sauer and Yorke. Note that a controversy
to the notion of shyness is given in the paper[20] of Stinchcombe.
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Put Sr := PHr \ Rr . The latter part of our main result is stated as follows.
Theorem 2.2. (I) The subset Sr is shy with respect to a measure Ms in Qrs−1 if
the integers r ≥ 2 and s ≥ r + 3 satisfy
(3) (r − 2)(r + 1) < (r − ν − 2)
(
2(r − 3)− (2s− r − ν + 1)
ν
)
for some integer 3 ≤ ν ≤ r−2. Moreover, Sr is timid for Qrs−1 if r ≥ 2 and s ≥ r+3
satisfy the condition (3) with s replaced by s+ 2 for some integer 3 ≤ ν ≤ r − 2.
(II) Sr ∩ PHr0 is timid for Qrs for any r ≥ 2 and s ≥ r + 2.
Remark. The measure Ms in the claim (I) above will be constracted explicitly as
a Gaussian measure.
Remark. The inequality (3) holds for the combinations (r, s, ν) = (19, 22, 3) and
(21, 26, 3) for example. But it does not hold for any s ≥ r + 3 and 3 ≤ ν ≤ r − 2
unless r ≥ 19.
As an advantage of the measure-theoretical notion of timidity introduced above,
we can derive the following corollary on the families of mappings in PHr, whose
proof is given in the appendix. Let us regard the space Cr(M × [−1, 1]k,M) as
that of Crfamilies of endomorphisms on M with parameter space [−1, 1]k. We can
introduce the notion of shyness and timidity for the Borel subsets in this space in
the same way as we did for those in Cr(M,M). Let mRk be the Lebesgue measure
on Rk.
Corollary 2.3. The set of Crfamilies F (z, t) in Cr(M × [−1, 1]k,M) such that
mRk({t ∈ [−1, 1]k | F (·, t) ∈ Sr}) > 0
is timid with respect to the class of Borel finite measure on Cr(M × [−1, 1]k,R2)
that is quasi-invariant along the subspace Cs−1(M × [−1, 1]k,R2), provided that the
integers r ≥ 2 and s ≥ r + 3 satisfy the condition (3) with s replaced by s + 2 for
some integer 3 ≤ ν ≤ r − 2.
We give a few comments on the main results above. The restriction that the
surface M is a region on the torus is actually not very essential. We could prove
theorem 2.1 withM being a general compact surface by modifying the proof slightly.
The main reason for this restriction is the difficulty in generalizing the notion of
shyness and timidity to the spaces of endomorphisms on general compact surfaces.
Since the definitions depend heavily on the linear structure of the space Cr(M,R2),
we hardly know how we can modify these notions naturally so that it is consistent
under the non-linear coordinate transformations. The generalization or modifica-
tion of these notions should be an important issue in the future. Besides, the
restriction on M simplifies the proof considerably and does not exclude the inter-
esting examples such as the so-called Viana-Alves maps[1, 25].
The assumptions on differentiability in the main theorems are crucial in our
argument especially in the part where we consider the influence of the critical
points on the dynamics. We do not know whether they are technical ones or not.
As we called attention in the introduction, the main theorems tell nothing about
hyperbolicity of the physical measures. Of course, it is natural to expect that the
physical measures are hyperbolic generically. The author think it not too optimistic
to expect that Rr contains an open dense subset of PHr in which the physical
measures for the mappings are hyperbolic and depend on the mapping continuously.
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Generalization of the main theorems to partially hyperbolic diffeomorphisms on
higher dimensional manifolds is an interesting subject to study. Our argument
on physical measures with nearly neutral central Lyapunov exponent seems to be
complementary to the recent works[2, 3] of Alves, Bonatti and Viana. However, as
far as the author understand, there exist essential difficulties in the case where the
dimension of the central subbundle is higher than one.
The plan of this paper is as follows: We give some preliminaries in section 3.
We first define some basic notations and then introduce the notions of admissible
curve and admissible measure, which play central rolls in our argument. The former
is taken from the paper[25] of Viana with slight modification and the latter is a
corresponding notion for measures. Next we introduce two conditions on partially
hyperbolic endomorphisms, namely, the transversality condition on unstable cones
and the no flat contact condition. At the end of section 3, we shall give a concrete
plan of the proof of the main theorems using the terminology introduced in this
section. In section 4, we study hyperbolic physical measures using the Pesin theory.
Section 5 is devoted to basic estimates on the distortion of the iterates of partially
hyperbolic endomorphisms. Then we go into the main part of this paper, which
consists of three mutually independent sections. In section 6, we prove that a
partially hyperbolic endomorphism belongs to the subset Rr if it satisfies the two
conditions above. In section 7 and 8 respectively, we prove that each of the two
conditions holds for almost all partially hyperbolic endomorphisms.
3. Preliminaries
In this section, we prepare some notations, definitions and basic lemmas that we
shall use frequently in the following sections.
3.1. Notations. For a tangent vector v ∈ TM , we denote by v⊥ the tangent vector
that is obtained by rotating v by the right angle in the counter-clockwise direction.
For two tangent vectors u and v, we denote by ∠(u, v) the angle between them
even if they belongs to the tangent spaces at different points. Let expz : TzT → T
be the exponential mapping, which is defined simply by expz(v) = z + v in our
case. For a point z in the torus T (or in some metric space, more generally) and
a positive number δ, we denote by B(z, δ) the open disk with center at z and
radius δ. Likewise, for a subset X , we denote its open δ-neighborhood by B(X, δ).
For a positive number δ, we define a lattice L(δ) as the subset of points (x, y) in T
whose components, x and y, are multiples of 1/([1/δ]+1), so that the disks B(z, δ)
for points z ∈ L(δ) cover the torus T.
Throughout this paper, we assume r ≥ 2. Let F : M → M be a Crmapping.
We denote the critical set of F by C(F ). For a tangent vector v ∈ TzM at a point
z ∈M , we define
D∗F (z, v) = ‖DFz(v)‖/‖v‖ if v 6= 0
and
D∗F (z, v) = (detDFz)/D∗F (z, v) if DF (v) 6= 0.
Remark. If v 6= 0 and DF (v) 6= 0, we can take orthonormal bases (v/‖v‖, v⊥/‖v⊥‖)
on TzM and (DF (v)/‖DF (v)‖, (DF (v))⊥/‖(DF (v))⊥‖) on TF (z)M . Then the rep-
resentation matrix of DFz : TzM → Tf(z)M with respect to these bases is a lower
triangular matrix with D∗F (z, v) and D
∗F (z, v) on the diagonal.
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Note that we have |D∗F (z, v)| = ‖(DF )∗(v∗)‖ / ‖v∗‖ for any cotangent vector
v∗ 6= 0 at F (z) that is normal to DF (v). We shall write D∗F (v) and D∗F (v) for
D∗F (z, v) and D
∗F (z, v) respectively in places where the base point z is clear from
the context.
For a Crmapping F :M → R2, the Crnorm of F is defined by
‖F‖Cr = max
z∈M
max
0≤a+b≤r
∥∥∥∥ ∂a+bF∂ax∂by (z)
∥∥∥∥
where (x, y) is the coordinate on T that is induced by the standard one on R2.
Similarly, for Crmappings F and G in Cr(M,T), the Crdistance is defined by
dCr (F,G) = max
z∈M
max
{
d(F (z), G(z)), max
1≤a+b≤r
∥∥∥∥ ∂a+bF∂ax∂by (z)− ∂
a+bG
∂ax∂by
(z)
∥∥∥∥
}
.
3.2. Some open subsets in PHr. In this subsection, we introduce some bounded
open subsets in PHr whose elements enjoy certain estimates uniformly. As we will
see, we can restrict ourselves to such open subsets in proving the main theorems.
This simplifies the argument considerably.
Let Sr0 be the subset of mappings F in PHr that violate either of the conditions:
(A1) The image F (M) is contained in the interior of M ;
(A2) The function z 7→ detDFz has 0 as its regular value;
(A3) The restriction of F to the critical set C(F ) is transversal to C(F ).
Notice that the condition (A2) and (A3) are trivial if the mapping F has no critical
points. To prove the following lemma, we have only to apply Thom’s jet transver-
sality theorem[7] and its measure-theoretical version[23, Theorem C].
Lemma 3.1. The subset Sr0 is a closed nowhere dense subset in PHr and shy with
respect to any measure in Qrs for s ≥ r ≥ 2.
Remark. The terminology in [23] is different from that in this paper. But we can
put theorem C and other results in [23] into our terminology without difficulty.
Consider a Crmapping F♯ in PHr and let TM = Ec⊕Eu be a decomposition of
the tangent bundle which satisfies the conditions in the definition that F = F♯ is a
partially hyperbolic endomorphism. Notice that, though the central subbundle Ec is
uniquely determined by the conditions in the definition, the unstable subbundle Eu
is not. Indeed any continuous subbundle transversal to Ec satisfies the conditions
in the definition possibly with different constants λ and c. Making use of this
arbitrariness, we can assume that Eu is a C∞subbundle. Further, by taking Eu
nearly orthogonal to Ec and by changing the constants λ and c, we can assume
that there exist positive-valued C∞functions θc and θu on M such that the cone
fields
Su(z) = {v ∈ TzM \ {0} | ∠(v,Eu(z)) ≤ θu(z)} and
Sc(z) = {v ∈ TzM \ {0} | ∠(v⊥,Eu(z)) ≤ θc(z)}
satisfy the following conditions at every point z ∈M :
(B1) Sc(z) ∩ Su(z) = ∅;
(B2) Ec(z) \ {0} is contained in the interior of the cone Sc(z);
(B3) DF♯(S
u(z)) is contained in the interior of Su(F♯(z));
(B4) (DF♯)
−1
z (S
c(F♯(z))) is contained in the interior of S
c(z);
(B5) For any v ∈ Su(z) and n ≥ 1, we have
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(i) ‖D∗Fn♯ (z, v)‖ > exp(λn− c) and
(ii) ‖D∗Fn♯ (z, v)‖ < exp(−λn+ c)‖D∗Fn♯ (z, v)‖.
Suppose that the mapping F♯ does not belong to Sr0 . Then we can take positive
constants λ, c, a small number ρ > 0 and a large number Λ > c such that the
following conditions hold for any Crmapping F satisfying dCr(F, F♯) < 2ρ:
(C1) The conditions (B3), (B4) and (B5) with F♯ replaced by F hold;
(C2) The parallel translation of Ec(F♯(z)) to F (z) is contained in S
c(F (z))∪{0}
for any z ∈M ;
(C3) d(F (M), ∂M) > ρ;
(C4) The function z 7→ detDFz has no critical points on B(C(F ), ρ) and it holds
| detDFz | > ρ · d(z, C(F )) for z ∈ B(C(F ), ρ);
(C5) If a point z ∈M satisfies d(z, w1) < ρ and d(F (z), w2) < ρ for some points
w1, w2 ∈ C(F ) and if v ∈ Su(z), the angle between DF (v) and the tangent
vector of C(F ) at w2 is larger than ρ;
(C6) ‖DFz‖ < Λ for any z ∈M .
We can choose countably many pairs of a Crmapping F♯ in PHr \Sr0 and a positive
number ρ as above so that the corresponding open subsets
U = {F ∈ Cr(M,M) | dCr(F♯, F ) < ρ}
cover PHr \ Sr0 . In order to prove the main theorems, theorem 2.1 and 2.2, it is
enough to prove them by restricting ourselves to each of such open subsets U . For
this reason, we henceforth fix a Crmapping F♯ in PHr \S0, subbundles Ec and Eu,
C∞functions θc and θu, cone fields Sc(·) and Su(·) and positive numbers ρ, Λ, λ
and c as above, and consider the mappings in the corresponding open subset U .
3.3. Remarks on the notation for constants. In this paper, we shall introduce
various constants that depend only on
• the objects that we have just fixed at the end of the last subsection, and
• the integer r ≥ 2.
In order to distinguish such kind of constants, we make it as a rule to denote them
by symbols with subscript g. Obeying this rule, we shall denote λg , cg, ρg and Λg
for the constants λ, c, ρ and Λ hereafter. (And we will use the symbols λ, c, ρ and
Λ for the other purpose.) Notice that, once we denote a constant by a symbol with
subscript g, we mean that it is a constant of this kind. In order to save symbols for
constants, we shall frequently use a generic symbol Cg for large positive constants
of this kind. Note that the value of the constants denoted by Cg may be different
from place to place even in a single expression. For instance, ridiculous expressions
like 2Cg < Cg can be true, though we shall not really meet such ones. Also note
that we shall omit the phrases on the choice of the constants denoted by Cg in most
cases.
For example, we can take a constant Ag > 0 such that it holds
(4) A−1g
|D∗Fn(z, w)|
D∗Fn(z, w)
≤ ∠(DF
n(u), DFn(v))
∠(u, v)
≤ Ag |D
∗Fn(z, w)|
D∗Fn(z, w)
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for any z ∈M , n ≥ 1 and u, v, w /∈ Sc(z)∪{0}. We shall use the following relations
frequently: For any F ∈ U , z ∈M , v ∈ Su(z) and n ≥ 1, we have
C−1g · d(z, C(F )) ≤ | detDFz| ≤ exp(Λg)‖D∗F (z, v)‖ ≤ Cg · d(z, C(F )),(5)
C−1g < ‖D∗Fn(z, v)‖ ≤ ‖DFnz ‖ ≤ Cg‖D∗Fn(z, v)‖(6)
and, if z /∈ C(F ), also
C−1g · ‖D∗Fn(z, v)‖ ≤ ‖(DFnz )−1‖−1 ≤ ‖D∗Fn(z, v)‖.(7)
3.4. Admissible curves. In this subsection, we introduce the notion of admissible
curve. From the forward invariance of the unstable cones Su or the condition (B3)
with F♯ replaced by F , the mappings in the set U preserve the class of C1curves
whose tangent vectors belong to Su. We shall investigate such class of curves and
find a subclass which is uniformly bounded in Cr−1sense and essentially invariant
under the iterates of mappings in U . We shall call the curves in this subclass
admissible curves.
In this paper, we always assume that the curves are regular and parameterized
by length. Let γ : [0, a]→M be a Crcurve such that γ′(t) ∈ Su(γ(t)) for t ∈ [0, a].
As we assume ‖γ′(t)‖ ≡ 1, the second differential of γ is written in the form
d2
dt2
γ(t) = d2γ(t) · (γ′(t))⊥
where d2γ : [0, a] → R is a Cr−2function. We define dkγ(t) for 3 ≤ k ≤ r as the
(k − 2)-th differential of the function d2γ(t). For convenience, we will denote the
differential γ′(t) by d1γ(t).
Let F∗γ : [0, a
′] → M be the image of the curve γ under a mapping F ∈ U .
Notice that F∗γ is not simply the composition F ◦ γ, because we assume F∗γ to be
parameterized by length. The right relation between γ and F∗γ is given by
(8) F∗γ(p(t)) = F (γ(t))
where p : [0, a] → [0, a′] is the unique Crdiffeomorphism satisfying p(0) = 0 and
d
dtp(t) = D∗F (γ(t), γ
′(t)). Differentiating the both sides of (8), we get the formula
D∗F (γ(t), γ
′(t)) · (F∗γ)′(p(t)) = DFγ(t)(γ′(t))
for t ∈ [0, a]. Differentiating the both sides again and considering the components
normal to (F∗γ)
′(p(t)), we get
(9) d2F∗γ(p(t)) =
D∗F (γ(t), γ′(t))
D∗F (γ(t), γ′(t))2
· d2γ(t) + Q2(γ(t), γ
′(t);F )
D∗F (γ(t), γ′(t))3
where
Q2(a, b;F ) = (D
2Fa(b, b), (DFa(b))
⊥).
Note that Q2(a, b;F ) is a polynomial of the components of the unit vector b whose
coefficients are polynomials of the differentials of F at a up to the second order.
Likewise, examining the differentials of the both sides of (9) by using the relation
d
dt
(D∗F (γ(t), γ
′(t))) =
d
dt(‖DFγ(t)(γ′(t))‖2)
2 ·D∗F (γ(t), γ′(t)) ,
we obtain, for 3 ≤ k ≤ r,
(10) dkF∗γ(p(t)) =
D∗F (γ(t), γ′(t))
D∗F (γ(t), γ′(t))k
· dkγ(t) + Qk(γ(t), γ
′(t), {diγ(t)}k−1i=2 ;F )
D∗F (γ(t), γ′(t))3k−3
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where Qk(a, b, {ci}k−1i=2 ;F ) is a polynomial of the components of the unit vector b
and the scalars ci whose coefficients are polynomials of the differentials of F at a
up to the k-th order.
Remark. In addition, we can check that Qk(a, b, {ci}k−1i=2 ;F ) for 2 ≤ k ≤ r is written
in the form
D∗F (a, b)
2k−3 · v∗((DkF )a(b, b, · · · , b)) + Q˜k(a, b, {ci}k−1i=2 ;F )
where v∗ is a unit cotangent vector at the point F (a) that is normal to DFa(b) and
Q˜k(a, b, {ci}k−1i=2 ;F ) is a polynomial of the components of b and the scalars ci whose
coefficients are polynomials of the differentials of F at a up to the (k− 1)-th order.
Fix an integer ng > 0 such that ngλg − cg > 0. Then we have
Lemma 3.2. There exist constants K
(k)
g > 1 for 2 ≤ k ≤ r such that, if a curve
γ : [0, a]→M of class Cr satisfies
(i) γ′(t) ∈ Su(γ(t)) for t ∈ [0, a],
(ii) |dkγ(t)| ≤ K(k)g for 2 ≤ k ≤ r and t ∈ [0, a],
then Fn∗ γ for n ≥ ng satisfies the same conditions.
Proof. Consider a Crcurve γ : [0, a] → M that satisfies the conditions (i) and (ii),
and let Fn∗ γ : [0, an] → M be its image under the iterate Fn. From the formulae
(9) and (10), we can see that the following holds for ng ≤ n ≤ 2ng:
(11) |dkFn∗ γ(pn(t))| ≤
|D∗F (γ(t), γ′(t))|
D∗F (γ(t), γ′(t))k
· |dkγ(t)|+R(ng,K(2)g , . . . ,K(k−1)g )
where pn : [0, a] → [0, an] is the unique diffeomorphism satisfying p(0) = 0 and
d
dtp(t) = DF
n
∗ (γ(t), γ
′(t)) and where R(ng,K
(2)
g , . . . ,K
(k−1)
g ) is a constant that
depends only on ng,K
(2)
g , . . . ,K
(k−1)
g besides the objects that we have already fixed
at the end of subsection 3.2. The coefficient of |dkγ(t)| on the right hand side of
the inequality (11) is smaller than exp(−ngλg + cg) < 1 from the condition (C1)
and the choice of ng. Thus, if we take large K
(k)
g according to the choice of the
constant K
(2)
g , . . . ,K
(k−1)
g in turn for 2 ≤ k ≤ r, the conclusion of the lemma holds
for ng ≤ n ≤ 2ng. And, employing this repeatedly, we obtain the conclusion for all
n ≥ ng. 
Henceforth we fix the constants K
(k)
g , 2 ≤ k ≤ r, in lemma 3.2. Now we put
Definition. A Cr−1curve γ : [0, a]→M is called an admissible curve if it satisfies
the conditions
(a) γ′(t) ∈ Su(γ(t)) for t ∈ [0, a],
(b) |dkγ(t)| ≤ K(k)g for 2 ≤ k ≤ r − 1 and t ∈ [0, a], and
(c) the function dr−1γ satisfies Lipschitz condition with the constant K
(r)
g :∣∣dr−1γ(t)− dr−1γ(s)∣∣ ≤ K(r)g |t− s| for any 0 ≤ s < t ≤ a.
Remark. When r = 2, the condition (b) above is vacuous and the symbol | · | on
the left hand side of the inequality in the condition (c) should be understood as the
norm on R2. (Recall that we denote d1γ(t) = γ′(t).)
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Note that a Cr−1curve γ : [0, a] → M is an admissible curve if and only if it
belongs to the closure, in the space Cr−1([0, a],M), of the set of Crcurves satisfying
the conditions (i) and (ii) in lemma 3.2. Thus we have, from lemma 3.2,
Corollary 3.3. If a Cr−1curve γ is admissible, so is Fn∗ γ for n ≥ ng.
For a positive number a, let A(a) be the set of C1curves γ : [0, a] → M of
length a such that γ′(t) ∈ Su(γ(t)) for t ∈ [0, a]. For a subset J ⊂ (0,∞), we define
A(J) as the disjoint union of A(a) for a ∈ J :
A(J) := ∐
a∈J
A(a).
Also we define
A(J) := ∐
a∈J
(A(a)× [0, a]) ⊂ A(J)× R
We can regard the space A((0,∞)) as the totality of C1curves whose length are
finite and whose tangent vectors are contained in the unstable cone Su. From the
condition (C1) in the choice of the open neighborhood U , each mapping F ∈ U
naturally acts on the space A((0,∞)):
F∗ : A((0,∞))→ A((0,∞)), γ ∈ A(a) 7→ F∗γ ∈ A(p(a))
and also on the space A((0,∞)):
F∗ : A((0,∞))→ A((0,∞)),
(γ, t) ∈ A(a) × [0, a] 7→ (F∗γ, p(t)) ∈ A(p(a))× [0, p(a)]
where p : [0, a] → [0, p(a)] is the unique diffeomoprhism satisfying p(0) = 0 and
d
dtp(t) = D∗F (γ(t), γ
′(t)).
For a positive number a, let AC(a) ⊂ A(a) be the set of admissible curves of
length a and, for a subset J ∈ (0,∞), we put
AC(J) := ∐
a∈J
AC(a) ⊂ A(J) and AC(J) := ∐
a∈J
AC(a)× [0, a] ⊂ A(J).
Note that AC(a) is a compact subset of Cr−1([0, a],M).
We equip the space AC((0,∞)) with the distance dAC defined by
dAC(γ1, γ2) = ‖γ2 − γ1‖Cr−1 + C · |a2 − a1|
for (γi, ti) ∈ AC(ai), i = 1, 2, where ‖γ2 − γ1‖Cr−1 is
max
0≤θ≤min{a1,a2}
{
d(γ2(θ), γ1(θ)), ∠(γ
′
1(θ), γ
′
2(θ)), max
2≤k≤r−1
∣∣dkγ2(θ) − dkγ1(θ)∣∣
}
and the constant C is defined by
C =
(
max
2≤k≤r
K(k)g
)
.
Note that the constant C above is chosen so that dAC satisfies the axiom of distance.
We equip the space AC((0,∞)) with the distance
dAC((γ1, t1), (γ2, t2)) = dAC(γ1, γ2) + |t2 − t1|
for (γi, ti) ∈ AC(ai) × [0, ai], i = 1, 2. It is not difficult to check that the space
AC(0,∞) andAC((0,∞)) with these distances are complete separable metric space
and that the subsets AC(J) ⊂ AC((0,∞)) and AC(J) ⊂ AC((0,∞)) for a subset
J ⊂ (0,∞) is compact if and only if J is compact.
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From corollary 3.3, the iterate Fn∗ of the mapping F∗ : A((0,∞)) → A((0,∞))
(resp. F∗ : A((0,∞)) → A((0,∞)) for any n ≥ ng carry the subset AC((0,∞))
(resp. AC((0,∞))) into itself. Further we have, for any n ≥ ng and a > 0,
(12) Fn∗ (AC([a,∞))) ⊂ AC([a exp(λgn− cg),∞))
and
(13) Fn∗ (AC([a,∞))) ⊂ AC([a exp(λgn− cg),∞)).
We define the mapping Π : A((0,∞)) → M and π : A((0,∞)) → AC((0,∞)) by
Π(γ, t) = γ(t) and Π(γ, t) = γ. Obviously we have the commutative relations:
(14)
A((0,∞)) F∗−−−−→ A((0,∞))
Π
y Πy
M
F−−−−→ M
A((0,∞)) F∗−−−−→ A((0,∞))
π
y πy
A((0,∞)) F∗−−−−→ A((0,∞)).
3.5. Admissible measures. In this subsection, we are going to introduce the
notion of admissible measure. First we introduce this notion in a simple case. Let
γ : [0, a] → M be an admissible curve and, for n ≥ 1, let pn : [0, a] → [0, an] be
the unique diffeomorphism that satisfies pn(0) = 0 and
d
dtpn(t) = D∗F
n(γ(t), γ′(t))
for t ∈ [0, a]. Since mappings F ∈ U act on the admissible curves as uniformly
expanding mappings with uniformly bounded distortion, a standard argument on
the iterations of uniformly expanding mappings gives
Lemma 3.4. The mapping pn satisfies
d
dtpn(t) ≥ exp(λgn− cg) and
log
dpn
dt
(t)− log dpn
dt
(s) ≤ Cg for t, s ∈ [0, a],
where Cg is the kind of constant that we mentioned in subsection 3.3 and, especially,
does not depend on the mapping F ∈ U , the admissible curve γ nor n ≥ ng.
We say that a measure µ on an interval I ⊂ R has Lipschitz logarithmic density
with constant L if µ is written in the form µ = ϕ ·mR|I where ϕ : I → R is a
positive-valued function satisfying
| logϕ(t) − logϕ(s)| ≤ L|t− s| for any t, s ∈ I
and mR|I is the restriction of the Lebesgue measure on R to I. Note that the sum
(or integration) of measures on an interval I having Lipschitz logarithmic density
with constant L again the same property. Form the lemma above, we can obtain
Corollary 3.5. There is a positive constant Lg such that, if a measure µ on [0, a]
has Lipschitz logarithmic density with constant Lg, then so does the measure µ◦p−1n
on [0, an] for any n ≥ ng, any F ∈ U and any admissible curve γ : [0, a]→M .
We henceforth fix the constant Lg for which the claim of corollary 3.5 holds.
And we say that a measure ν on M is an admissible measure on an admissible
curve γ : [0, a] → M if ν = µ ◦ γ−1 for a measure µ on [0, a] that has Lipschitz
logarithmic density with constant Lg. It follows from corollary 3.5 that
Corollary 3.6. If a measure ν is an admissible measure on an admissible curve
γ : [0, a]→M , then, for n ≥ ng and F ∈ U , the measure ν ◦ F−n is an admissible
measure on the admissble curve Fn∗ γ.
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We have introduced the notion of admissible measure on a single curve and seen
that the iterates of mappings F ∈ U preserve such class of measures. Now we are
going to introduce more general definitions. Let ΞAC be the measurable partition of
the spaceAC((0,∞)) into the subsets {γ}×[0, a] for a > 0 and γ ∈ AC(a). In other
words, we put ΞAC = π
−1ε where ε is the measurable partition of AC((0,∞)) into
individual points and π is the mapping defined at the end of the last subsection. On
each element ξ = {γ}× [0, a] of the partition ΞAC, we consider the measuremξ that
corresponds to the Lebesgue measure on [0, a] through the bijection (γ, t) 7→ t. For
a Borel finite measure µ˜ on AC((0,∞)), let {µ˜ξ}ξ∈ΞAC be the conditional measures
with respect to the partition ΞAC. We put the following two defintions.
Definition. A Borel finite measure µ˜ on AC((0,∞)) is said to be an admissible
measure if the conditional measures {µ˜ξ}ξ∈ΞAC has Lipschitz logarithmic density
with constant Lg, µ˜-almost everywhere.
Definition. A Borel finite measure µ on M is said to have an admissible lift if
there exists an admissible measure µ˜ on AC((0,∞)) such that µ˜ ◦ Π−1 = µ. The
measure µ˜ is said to be an admissible lift of the measure µ.
For a subset J ⊂ (0,∞), we denote, byAM(J), be the set of admissible measures
that is supported on AC(J) and, by AM(J), the set of measures on M that have
admissible lifts contained in AM(J). Then we have
Lemma 3.7. If a measure µ˜ belongs to AM([a,∞)) for some a ≥ 0 and if F ∈ U ,
then µ˜ ◦ F−n∗ belongs to AM([a′,∞)) for n ≥ ng where a′ = a exp(λgn− cg) > a.
Proof. The conditional measures of the measure µ˜ ◦ F−n∗ with respect to the par-
tition ΞAC are given as integrations of the images of the conditional measures
{µ˜ξ}ξ∈ΞAC under the mapping Fn∗ . From corollary 3.5 and the fact noted just
above it, they have Lipschitz logarithmic density with constant Lg. Hence µ˜ ◦F−n∗
is an admissible measure. The claim of the lemma follows from this and (13). 
Corollary 3.8. If µ ∈ AM([a,∞)) for some a > 0 and if F ∈ U , then the measure
µ ◦ F−n belongs to AM([a′,∞)) for n ≥ ng where a′ = a exp(λgn − cg) > a.
Especially, if an invariant measure for F ∈ U has an admissible lift, it belongs to
AM([a,∞)) for any a > 0.
Lemma 3.9. The subset AM(J) for a closed subset J ⊂ (0,∞) is closed in the
space of Borel finite measures on AC((0,∞)).
Proof. For a real number ǫ, we define the mapping Tǫ from AC((0,∞))×R to itself
by Tǫ(γ, t) = (γ, t + ǫ). Then a measure µ˜ on AC((0,∞)) ⊂ AC((0,∞)) × R is
admissible if and only if it satisfy∫
AC((0,∞))∩T−1ǫ (AC((0,∞)))
ϕ ◦ T−1ǫ dµ˜ ≤ exp(Lg|ǫ|)
∫
AC((0,∞))
ϕ dµ˜
for any non-negative-valued continuous function ϕ on AC((0,∞)) × R. For each
non-negative-valued continuous function ϕ on AC((0,∞)) × R and ǫ ∈ R, the set
of Borel measures µ˜ that satisfy the inequality above and that are supported on
AC(J) is a closed subset in the space of Borel finite measures on AC((0,∞)).
Hence so is their intersection, AM(J). 
Lemma 3.10. AM([a,∞)) = AM([a, 2a]) for a > 0.
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Proof. For a > 0, let ∆a : AC([a,∞)) → AC([a, 2a]) be the mapping that brings
an element (γ, t) ∈ AC(b)× [0, b] to
(15) ∆a((γ, t)) = (γ|[m(t),m(t)+(b/n)], t−m(t)) ∈ AC(b/n)× [0, b/n]
where n = [b/a] and m(t) = [tn/b](b/n). Then we have Π ◦∆a = Π and, for any
µ˜ ∈ AM([a,∞), the image µ˜ ◦ ∆−1a belongs to AM([a, 2a]). Thus we obtain the
lemma. 
From the lemma above and lemma 3.9, it follows
Corollary 3.11. The set AM([a,∞)) for a > 0 is a compact subset in the space of
Borel finite measures onM . Especially, for a mapping F ∈ U , the set of F -invariant
Borel probability measures that have admissible lifts is compact.
Suppose that P is a small parallelogram on the torus T whose center z belongs
to M and two of whose sides are parallel to the unstable subspace Eu(z). Then
the restriction of the Lebesgue measure m to P has an admissible lift, provided
that P is sufficiently small. Moreover any linear combination of such measures has
admissible lifts. Thus we obtain
Lemma 3.12. For any Borel finite measure ν on M that is absolutely continuous
with respect to the Lebesgue measure m, there exist a sequence bn → +0 and mea-
sures νn ∈ AM([bn,∞)) such that |ν − νn| → 0 as n → ∞. Further we can take
the measures νn so that the densities dνn/dm are square integrable.
The following is a consequence of the last two lemmas and corollary 3.8.
Lemma 3.13. Let F be a mapping in U and ν a probability measure on M that
is absolutely continuous with respect to the Lebesgue measure m. Then any limit
point of the sequence n−1
∑n−1
i=0 ν ◦F−i is contained in AM([a,∞)) for any a > 0.
Especially, physical measures for F are contained in AM([a,∞)) for any a > 0.
Finally we prove
Lemma 3.14. Let F be a mapping in U . If an F -invariant Borel probability
measure has an admissible lift, so do its ergodic components.
Proof. From corollary 3.11, it is enough to show the following claim: If an F -
invariant measure µ that has an admissible lift splits into two non-trivial F -invariant
measures µ1 and µ2 that are totally singular with respect to each other, then the
measures µ1 and µ2 have admissible lifts. We are going to show this claim. From
corollary 3.8, we can take an admissible lift µ˜ of µ that is supported on AC([1,∞)).
Consider the mapping G = ∆1 ◦ Fng∗ : AC([1,∞)) → AC([1, 2]), where ∆1 is the
mapping defined by (15). Then the measure µ˜ ◦ G−1 is an admissible lift of µ.
Replacing µ˜ by µ˜ ◦G−1, we can and do assume that µ˜ is supported on AC([1, 2]).
From the assumption of the claim, we can take an F -invariant Borel subset X ⊂M
such that µ1(M \ X) = µ2(X) = 0. Then, by the relation Fng ◦ Π = Π ◦ G, the
set X˜ := π−1(X) is G-invariant. Below we prove that X˜ is a ΞAC-set, that is,
a union of elements of the partition ΞAC, modulo null subsets with respect to µ˜.
This implies the claim above because the restriction of the measure µ˜ to X˜ is an
admissible lift of µ1.
Put Ξ1 = ΞAC and define the sequence Ξn, n = 1, 2, . . . inductively by the
relation Ξn+1 = G
−1(Ξn)∨Ξ1. Then Ξn is increasing with respect to n and the limit
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∨∞
n=1 Ξn is the measurable partition into individual points. Thus the conditional
expectation E(X˜ |Ξn) with respect to µ˜ converges to the indicator function of X˜ as
n→∞, µ˜-a.e. Note that the restriction of Gn to each element of the partition Ξn
is a bijection onto an element of Ξ1 and its distortion is uniformly bounded. Hence,
using the assumption that µ˜ is an admissible measure and the invariance of X˜, we
can see that the conditional expectation E(X˜ |Ξ1) equals to the indicator function
of X˜, or X˜ is a ΞAC-set modulo null subsets with respect to µ˜. 
3.6. The no flat contact condition. In this subsection, we consider the influence
of the critical points on ergodic behavior of partially hyperbolic endomorphisms.
We first explain a problem that the critical points may cause. And then we give a
mild condition on the mappings in U , the no flat contact condition, which allows
us to avoid that problem. In the last part of this paper, we will prove that this
condition holds for almost all partially hyperbolic endomorphisms in U .
Let us consider a mapping F ∈ U . We denote, by χc(z;F ) < χu(z;F ), the
Lyapunov exponents at z ∈M . For a Borel finite measure µ on M , we define
χc(µ;F ) =
1
|µ|
∫
log ‖DF |Ec(z)‖ dµ(z) and
χu(µ;F ) =
1
|µ|
∫
log(| detDFz |/‖DF |Ec(z)‖) dµ(z).
These are called the central and unstable Lyapunov exponent of µ, respectively.
For an invariant probability measure µ for F , we have
χc(µ;F ) =
∫
χc(z)dµ(z) and χu(µ;F ) =
∫
χu(z)dµ(z).
Further, if µ is an ergodic invariant measure for F ∈ U , the Lyapunov exponents
χc(z;F ) and χu(z;F ) take constant values χc(µ;F ) and χu(µ;F ) at µ-almost every
point z, respectively.
Let µn, n = 1, 2, · · · , a sequence of ergodic invariant probability measures for F
that have admissible lifts. And suppose that µn converges weakly to some measure
µ∞ as n →∞. Then µ∞ has an admissible lift from corollary 3.11. It is not diffi-
cult to see that the Lyapunov exponent χu(µn;F ) always converges to χu(µ∞;F ).
However, for the central Lyapunov exponent, we only have the inequality
(16) lim sup
i→∞
χc(µn;F ) ≤ χc(µ∞;F )
when F has critical points, because the function log ‖DF |Ec(z)‖ is not continuous
at the critical points. Though the strict inequality in (16) is not likely to hold often,
we can not avoid such cases in general. And, once the strict inequality holds, the
ergodic behavior of F can be wild by the influence of the critical point.
Remark. It is not easy to construct examples in which the strict inequality (16)
holds. For example, consider the direct product of the quadratic mappings given
in the paper[8] and an angle multiplying mapping θ 7→ d · θ on the circle.
Remark. We could consider a similar but more general problem: Suppose that a
point z ∈M is generic for an invariant probability measure µ, that is, the sequence
n−1
∑n−1
i=0 δF i(z) converges to µ as n→∞. The problem is that the strict inequality
χc(z;F ) < χc(µ;F ) can hold, though the equality χu(z;F ) = χu(µ;F ) always
holds. (If we did not assume the mapping F to be partially hyperbolic, these
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relation would be looser.) We may call this kind of problems Lyapunov irregularity,
as this is the case where the so-called Lyapunov regularity condition[13] does not
hold.
In order to avoid the irregularity described above, we introduce a mild condition:
Definition. We say that a mapping F ∈ U satisfies the no flat contact condition
if there exist positive constants C = C(F ), n0 = n0(F ) ≥ ng and β = β(F ) such
that, for any admissible curve γ ∈ AC(a) with a > 0, n ≥ n0 and ǫ > 0, it holds
mR ({t ∈ [0, a] ; d(Fn(γ(t)), C(F )) < ǫ}) < C · ǫβmax{a, 1}
where mR is the Lebesgue measure on R. If F has no critical points, we regard
that d(z, C(F )) = 1 for z ∈M and that F satisfies the no flat contact condition.
Remark. The definition above is motivated by the argument in a paper of Viana[25],
in which the condition as above for β = 1/2 is considered.
Below we give simple consequences of the no flat contact condition. For F ∈ U
and z ∈M , we define
(17) L(z;F ) := log
(
min
v∈Su(z)
|D∗F (z, v)|
)
∈ R ∪ {−∞}.
This function is continuous outside the critical set C(F ) and satisfies
L(z;F ) ≥ log d(z, C(F ))− Cg
from (5), provided that C(F ) 6= ∅. Thus we can get the following lemma.
Lemma 3.15. Suppose that F ∈ U satisfies the no flat contact condition and let
n0 = n0(F ) be that in the condition. For any δ > 0 and a > 0, we can choose a
positive number h = h(δ, a;F ) such that∫
min{0, L(z;F ) + h} d(µ ◦ F−n)(z) ≥ −δ · |µ|
for any µ ∈ AM([a,∞)) and n ≥ n0.
Using the inequality log ‖DF |Ec(z)‖ ≥ L(z;F ) − Cg, which follows from (5),
together with lemma 3.15, corollary 3.8 and corollary 3.11, we can obtain
Corollary 3.16. Suppose that a mapping F ∈ U satisfies the no flat contact con-
dition. Then the central Lyapunov exponent χc(µ;F ) considered as a function on
the space of F -invariant probability measures having admissible lifts is continuous
and, especially, uniformly bounded away from −∞.
This corollary implies that the irregularity of the central Lyapunov exponent we
mentioned does not take place under the no flat contact condition.
3.7. Multiplicity of tangencies between the images of the unstable cones.
By an iterate of a mapping F ∈ U , the unstable cones Su(z) at many points z will
be brought to one point and some pairs of their images may tangent, that is, have
non-empty intersection. (Recall that Su(z) does not contain the origin 0. ) In this
subsection, we introduce quantities that measure the multiplicity of such tangencies
and then formulate a condition, the transversality condition on unstable cones, for
mappings in U .
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We introduce analogues of the so-called Pesin subsets. Let χ = {χ−c , χ+c , χ−u , χ+u }
be a quadruple of real numbers that satisfy
(18) χ−c < χ
+
c < χ
−
u < χ
+
u .
Let ǫ be a small positive number. For a mapping F ∈ U , an integer n > 0 and a
real number k > 0, we define a closed subset Λ(χ, ǫ, k, n;F ) of M as the set of all
points z ∈M that satisfy
χ−c (j − i)− ǫ(n− j)− k ≤ log |D∗F j−i(v)| ≤ χ+c (j − i) + ǫ(n− j) + k
and
χ−u (j − i)− ǫ(n− j)− k ≤ logD∗F j−i(v) ≤ χ+u (j − i) + ǫ(n− j) + k
for any 0 ≤ i < j ≤ n and v ∈ Su(F i(z)). Applying the standard argument in the
Pesin theory[16, 17] to the inverse limit system, we can show
Lemma 3.17. If µ is an invariant probability measure for F ∈ U and if
χ−c < χc(z;F ) < χ
+
c and χ
−
u < χu(z;F ) < χ
+
u µ-a.e. z,
we have limk→∞ lim infn→∞ µ(Λ(χ, ǫ, k, n;F )) = 1.
The subset Λ(χ, ǫ, k, n;F ) is increasing with respect to k and ǫ, and satisfies
F i(Λ(χ, ǫ, k, n;F )) ⊂ Λ(χ, ǫ, k, n− i;F ) and(19)
Λ(χ, ǫ, k, n;F ) ⊂ Λ(χ, ǫ, k + ǫi, n− i;F ) for 0 ≤ i < n.(20)
From (4), we can and do take a constant Hg such that
(21) ∠(DFn(u), DFn(v)) < Hg
|D∗Fn(z, w)|
D∗Fn(z, w)
≤ Hg exp((χ+c − χ−u )n+ 2k)
for any z ∈ Λ(χ, ǫ, k, n;F ) and u, v, w ∈ Su(z). For z ∈M , let E(z;χ, ǫ, k, n;F ) be
the set of all pairs (w,w′) of points in F−n(z) ∩ Λ(χ, ǫ, k, n;F ) such that
(22) ∠(DFn(Eu(w′)), DFn(Eu(w))) ≤ 5Hg exp((χ+c − χ−u )n+ 2k).
Note that, if a pair (w,w′) of points in F−n(z)∩Λ(χ, ǫ, k, n;F ) does not belong to
E(z;χ, ǫ, k, n;F ), we have
(23) ∠(DFn(u), DFn(u′)) > 3Hg exp((χ
+
c − χ−u )n+ 2k)
for any u ∈ S(w) and u′ ∈ S(w′), from (21).
As a measure for the multiplicity of tangencies, we consider the number
N(χ, ǫ, k, n;F ) = max
z∈M
max
w∈F−n(z)∩Λ(χ,ǫ,k,n;F )
#{w′ | (w,w′) ∈ E(z;χ, ǫ, k, n;F )}.
This is increasing with respect to k and ǫ.
Definition. Let X = {χ(ℓ)}ℓ0ℓ=1 be a finite collection of quadruples of numbers
χ(ℓ) = {χ−c (ℓ), χ+c (ℓ), χ−u (ℓ), χ+u (ℓ)} that satisfy (18). We say that a mapping
F ∈ U satisfies the transversality condition on unstable cones for X if
lim
ǫ→+0
lim
k→∞
lim inf
n→∞
max
{
log(N(χ(ℓ), ǫ, k, n;F ))
n · (χ−c (ℓ) + χ−u (ℓ)− χ∆c (ℓ)− χ∆u (ℓ))
; 1 ≤ ℓ ≤ ℓ0
}
< 1
where χ∆c (ℓ) = χ
+
c (ℓ)− χ−c (ℓ) and χ∆u (ℓ) = χ+u (ℓ)− χ−u (ℓ).
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3.8. Measures on the space of mappings. In this subsection, we give some
additional argument concerning measures on the space of mappings. Recall that
we denote by τψ : C
r(M,R2)→ Cr(M,R2) the translation by ψ ∈ Cr(M,R2), that
is, τψ(ϕ) = ϕ+ ψ. For an integer s ≥ 0 and a positive number d > 0, we put
(24) Ds(d) = {G ∈ Cs(M,R2) | ‖G‖Cs ≤ d}.
The following lemma gives measures on Cr(M,R2) with nice properties.
Lemma 3.18. For an integer s ≥ 3, there exists a Borel probability measure Ms
on Cs−3(M,R2) such that
(1) Ms is quasi-invariant along Cs−1(M,R2) and
(2) there exists a positive constant ρ = ρs(d) for any d > 0 such that
1
2
≤ d(Ms ◦ τ
−1
ψ )
dMs ≤ 2 Ms-almost everywhere on D
s−3(d)
for any ψ ∈ Cs(M,R2) with ‖ψ‖Cs < ρ.
We will give the proof of lemma 3.18 in the appendix at the end of this paper.
This is one because the lemma itself has nothing to do with dynamical systems and
one because the proof is merely a combination of some results in probability theory.
Henceforth, we fix the measures Ms for s ≥ 3 in lemma 3.18. Note that the
measure Ms belongs to Qrs−1 when s ≥ r + 3.
Lemma 3.19. Suppose s ≥ r + 3. If a Borel subset X in Cr(M,M) is shy with
respect to the measure Ms+2, then X is timid for the class Qrs−1 of measures.
Proof. Take an arbitrary measure N in Qrs−1. The measureMs+2 is supported on
the space Cs−1(M,R2), along which N is quasi-invariant. Hence the convolution
N ∗Ms+2 is equivalent to N . From the assumption, we have
N ∗Ms+2(Φ−1G (X)) =
∫
Ms+2 ◦ τ−1ψ (Φ−1G (X))dN (ψ)
=
∫
Ms+2(Φ−1G+ψ(X))dN (ψ) = 0
for any G ∈ Cr(M,T). Thus X is shy with respect to N . 
In order to evaluate subsets in Cr(M,T) with respect to the measures Ms, we
will use the following lemma:
Lemma 3.20. Let s ≥ r + 3 and d > 0. Suppose that mappings ψi ∈ Cs(M,R2)
and positive numbers Ti for 1 ≤ i ≤ m satisfy
(25) sup
|ti|≤Ti
∥∥∥∥∥
m∑
i=1
tiψi
∥∥∥∥∥
Cs
≤ ρs(d)
where ρs(d) is that in lemma 3.18. If a Borel subset X in C
r(M,T) satisfies, for
some β > 0, that
(26) mRm
({
(ti)
m
i=1 ∈
m∏
i=1
[−Ti, Ti]
∣∣∣∣∣ ϕ+
m∑
i=1
tiψi ∈ X
})
< β
m∏
i=1
2Ti
for every ϕ ∈ X, then we have
Ms(Φ−1G (X) ∩Ds−3(d)) ≤ 2m+1β ·Ms(Φ−1G (Y )) ≤ 2m+1β
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for any G ∈ Cr(M,T), where
Y =
{
ψ +
m∑
i=1
tiψi
∣∣∣∣∣ ψ ∈ X, |ti| ≤ Ti/2
}
.
Proof. Put Z = Φ−1G (X) ∩Ds−3(d) and denote by 1Z the indicator function of Z.
Using Fubini theorem and the properties of Ms, we get∫
mRm
({
t ∈ Rm
∣∣∣∣ |ti| ≤ Ti2 , ψ˜ +
∑
tiψi ∈ Z
})
dMs(ψ˜)
=
∫
{t;|ti|<Ti/2}
(∫
1Z
(
ψ˜ +
∑
tiψi
)
dMs(ψ˜)
)
dmRm(t)
=
∫
{t;|ti|<Ti/2}
Ms
(
Z −
∑
tiψi
)
dmRm(t) ≥ 2−1Ms(Z)
m∏
i=1
Ti.
The integrand of the integral on the first line is positive only if ψ˜ belongs to Φ−1G (Y )
and bounded by β
∏m
i=1 2Ti from the assumption (26). Thus we obtain the lemma.

3.9. The plan of the proof of the main theorems. Now we can describe
the plan of the proof of the main results, theorem 2.1 and 2.2, more concretely
by using the terminology introduced in the preceding subsections. We split the
proof into two parts. In the former part, which will be carried out in sections 4, 5
and 6, we study ergodic properties of partially hyperbolic endomorphisms in U that
satisfy the no flat contact condition and the transversality condition on unstable
cones for some finite collection of quadruples. The conclusion in this part is the
following theorem: For a finite or countable collection X = {χ(ℓ)}ℓ∈L of quadruples
χ(ℓ) = {χ−c (ℓ), χ+c (ℓ)), χ−u (ℓ), χ+u (ℓ)} that satisfy the condition (18), we denote by
|X| the union of the open rectangles (χ−c (ℓ), χ+c (ℓ))× (χ−u (ℓ), χ+u (ℓ)) over ℓ ∈ L.
Theorem 3.21. Let X be a finite collection of quadruples that satisfy (18),
(27) χ−c + χ
−
u > 0, χ
−
c < 0
and also
(28) {0} × [λg,Λg] ⊂ |X| ⊂ (−2Λg, 2Λg)× (0, 2Λg).
Suppose that a mapping F in U satisfies the no flat contact condition and the
transversality condition on unstable cones for X. Then F admits a finite collection
of ergodic physical measures whose union of basins of attraction has total Lebesgue
measure on M . In addition, if an ergodic physical measure µ for F satisfies either
(χc(µ;F ), χu(µ;F )) ∈ |X| or χc(µ;F ) > 0, then µ is absolutely continuous with
respect to the Lebesgue measure m.
In the latter part of the proof, which will be carried out in section 7 and 8, we
show that the two conditions assumed on the mapping F in the theorem above hold
for almost all partially hyperbolic endomorphisms in U , provided that we choose
the finite collection X of quadruple appropriately. On the one hand, we will prove
the following theorem in section 7: For a finite collection X of quadruples that
satisfy (18), we denote by S1(X) the set of mappings F ∈ U that does not satisfy
the transversality condition on unstable cones for X.
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Theorem 3.22. There exists a countable collection X = {χ(ℓ)}∞ℓ=1 of quadruples
satisfying (18) and (27) such that
(a) |X| contains the subset {(xc, xu) ∈ R2 | xc+xu > 0, λg ≤ xu ≤ Λg, xc ≤ 0},
(b) |X| is contained in (−2Λg, 2Λg)× (0, 2Λg), and
(c) the subset S1(X′) for any finite sub-collection X′ ⊂ X is shy with respect
to the measures Ms for s ≥ r+3 and is a meager subset in U in the sense
of Baire’s category argument.
On the other hand, we will show the following theorem in section 8. Let S2 be
the set of mappings F ∈ U that does not satisfy the no flat contact condition.
Theorem 3.23. If an integer s ≥ r+3 satisfies the condition (3) for some integer
3 ≤ ν ≤ r− 2, then the subset S2 is shy with respect to the measure Ms. Moreover,
S2 is contained in a closed nowhere dense subset in U , provided that r ≥ 19.
It is easy to check that the three theorems above imply the main theorems:
Consider a countable set of quadruples X = {χ(ℓ)}∞ℓ=1 in theorem 3.22 and put
Xm = {χ(ℓ)}mℓ=1 for m > 0. Theorem 3.21 implies that the complement of
(∪∞m=1S1(Xm))∪S2 in U is contained in Rr. Thus the main theorems, theorem 2.1
and 2.2, restricted to U follow from theorem 3.22, 3.23 and lemma 3.19. As we
noted in subsection 3.2, this is enough for the proof of the main theorems.
4. Hyperbolic physical measures
In this section, we study hyperbolic physical measures for partially hyperbolic
endomorphisms. Throughout this section, we consider a mapping F in U that
satisfies the no flat contact condition.
4.1. Physical measures with negative central exponent. In this subsection,
we study physical measures whose central Lyapunov exponent is negative.
Lemma 4.1. If an ergodic probability measure µ with negative central Lyapunov
exponent has an admissible lift, then it is a physical measure.
Proof. The central Lyapunov exponent of the measure µ is bounded way from −∞
by corollary 3.16. From Oceledec’s theorem and the assumption that µ has an
admissible lift, we can find an admissible curve γ such that almost all points with
respect to the smooth measure on it are forward Lyapunov regular for µ. According
to the Pesin theory, the so-called Pesin’s local stable manifold exists for each of
such points on γ. These local stable manifolds are transversal to γ and contained
in the basin B(µ) of µ. Further, the union of them has positive Lebesgue measure
from absolute continuity of Pesin’s local stable manifolds[17, §4]. Therefore µ is a
physical measure. 
From this lemma and lemma 3.14, we can get
Corollary 4.2. If an F -invariant probability measure µ has an admissible lift, it
has at most countably many ergodic components with negative central Lyapunov
exponent, each of which is a physical measure and absolutely continuous w.r.t. µ.
The basin of an ergodic physical measure with negative central Lyapunov expo-
nent may not have interior even though we ignore null subsets with respect to the
Lebesgue measure m. Nevertheless, we have
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Lemma 4.3. For an ergodic physical measure µ with negative central Lyapunov
exponent, there is an open subset U with µ(U) = 1 such that, for a Borel fi-
nite measure ν that has an admissible lift, we have ν(B(µ)) > 0 if and only if
lim supn→∞ ν ◦F−n(U) > 0. Especially, if we assume ν to be F -invariant, we have
ν(B(µ)) > 0 if and only if ν(U) > 0.
Proof. Recall the proof of lemma 4.1. From absolute continuity of Pesin’s local
stable manifolds, there exists an open neighborhood Uz for µ-almost every point
z such that, if an admissible curve γ : [0, a] 7→ M with length a > 2 satisfies
γ([1, a− 1])∩Uz 6= ∅, the inverse image γ−1(B(µ)) has positive Lebesgue measure.
Let U be the union of such neighborhoods Uz. Then we have µ(U) = 1 obviously.
If lim supn→∞ ν ◦ F−n(U) > 0 for a Borel finite measure ν that has an admissible
lift, we have ν(B(µ)) > 0 from the choice of Uz and corollary 3.8. Conversely, if we
have ν(B(µ)) > 0, it holds lim supn→∞ ν ◦ F−n(U) ≥ ν(B(µ)) · µ(U) > 0. 
Lemma 4.4. Let µi, i = 1, 2, . . . , be a sequence of mutually distinct F -invariant
Borel probability measures each of which has an admissible lift. If µi converges to
some measure µ∞ as i→∞, we have χc(z;F ) ≥ 0 for µ∞-almost every z ∈M .
Proof. From corollary 3.11, µ∞ has an admissible lift. If the conclusion of the
lemma were not true, there should be an ergodic physical measure µ′∞ ≪ µ∞ with
negative central Lyapunov exponent, from corollary 4.2. Take the open set U in
lemma 4.3 for µ′∞. On the one hand, µ
′
∞(U) = 1 and hence µ∞(U) > 0. On the
other hand, since µi 6= µ′∞ except for one i at most, we should have µi(B(µ′∞)) = 0
and hence µi(U) = 0. These contradict the fact that µi converges to µ∞. 
From this lemma and corollary 3.16, it follows
Corollary 4.5. For any negative number χ < 0, there exist at most finitely many
ergodic physical measures for F that satisfies χc(µ;F ) ≤ χ.
Finally we show
Lemma 4.6. Let ν be a Borel finite measure that is absolutely continuous with
respect to the Lebesgue measure m and µ a limit point of the sequence of measures
n−1
∑n−1
i=0 ν ◦ F−i, n = 1, 2, . . . . Then we have either
(a) χc(z;F ) ≥ 0 for µ-almost every point z ∈M , or
(b) there is an ergodic physical measure µ′ ≪ µ with negative central Lyapunov
exponent and ν(B(µ′)) > 0.
Especially, for a physical measure µ for F , we have either (a) or
(b′) µ is ergodic and has negative central Lyapunov exponent.
Proof. Suppose that (a) does not hold. Then, from corollary 4.2, there exists an
ergodic physical measure µ′ ≪ µ with negative central Lyapunov exponent. Take
the open set U in lemma 4.3 for µ′. We have µ′(U) = 1 and hence µ(U) > 0. Thus
lim sup
n→∞
n−1
n−1∑
i=0
ν ◦ F−i(U) ≥ µ(U) > 0.
Though the measure ν may not have an admissible lift, we can use the approxima-
tion in lemma 3.12 to conclude ν(B(µ′)) > 0 from the property of U . 
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4.2. Physical measures with positive central exponent. In this subsection,
we investigate physical measures with positive central Lyapunov exponent. We
shall prove the following three propositions.
Proposition 4.7. Any physical measure µ with positive central Lyapunov expo-
nent is ergodic and absolutely continuous with respect to the Lebesgue measure m.
Moreover the basin B(µ) is an open set modulo Lebesgue null subsets.
Proposition 4.8. For any positive number χ > 0, there exist at most finitely many
ergodic physical measures for F that satisfies χc(µ;F ) ≥ χ.
Let B+(F ) (resp. B−(F )) be the union of the basins of ergodic physical measures
with positive (resp. negative) central Lyapunov exponent.
Proposition 4.9. Suppose that a Borel probability measure ν on M is absolutely
continuous with respect to the Lebesgue measure m and supported on the comple-
ment of B−(F ) ∪ B+(F ). If ν∞ is a weak limit point of the sequence of measures
n−1
∑n−1
j=0 ν ◦ F−j, n = 1, 2, . . . , then we have χc(z;F ) = 0 for ν∞-almost every
point z.
We derive the propositions above from the following single proposition: Let X(i),
i = 1, 2, · · · , be Borel subsets in M with positive Lebesgue measure. We denote by
mX(i) the normalization of the restriction of the Lebesgue measurem to X(i). For
each i ≥ 1, let µi,∞ be a weak limit point of the sequence n−1
∑n−1
j=0 mX(i) ◦ F−j,
n = 1, 2, · · · . Assume that the sequence µi,∞ converges weakly to some measure µ∞
as i→∞. Also assume that χc(µ∞;F ) > 0 and that χc(z;F ) ≥ 0, µ∞-a.e.
Proposition 4.10. In the situation as above, there exist an ergodic physical mea-
sure νi,∞ and an open disk Di in M for sufficiently large i such that
(a) νi,∞ ≪ µi,∞ and νi,∞ ≪m,
(b) χc(νi,∞;F ) > 0,
(c) the radius of Di is positive and independent of i,
(d) νi,∞(Di) > 0 and Di ⊂ B(νi,∞) modulo Lebesgue null subsets.
Below we prove proposition 4.7, 4.8 and 4.9 using proposition 4.10.
Proof of proposition 4.7. Let µ be a physical measure such that χc(µ;F ) > 0. From
lemma 4.6, we have χc(z;F ) ≥ 0 for µ-almost every point z. Apply proposition 4.10
to the situation where X(i) = B(µ) and µi,∞ = µ∞ = µ for all i ≥ 1. And let
νi,∞ and Di be those in the corresponding conclusion, which we can assume to be
independent of i. Consider the open set V =
⋃∞
n=0 F
−n(Di). Then B(νi,∞) = V
modulo Lebesgue null subsets. Since νi,∞(V ) ≥ νi,∞(Di) > 0 and since νi,∞ ≪ µ,
we have µ(V ) > 0. Hence
mB(µ)(B(νi,∞)) = lim
n→∞
n−1
n−1∑
i=0
mB(µ) ◦ F−i(B(νi,∞)) ≥ µ(V ) > 0.
This implies µ = νi,∞. We have proved proposition 4.7. 
Proof of proposition 4.8. Suppose that there exist infinitely many ergodic physical
measures µi, i = 1, 2, · · · , that satisfy χc(µi;F ) ≥ χ > 0. By taking a subsequence,
we assume that µi converges to an invariant probability measure µ∞ as i → ∞.
Then we have χc(µ∞;F ) ≥ χ > 0 from corollary 3.11 and corollary 3.16. From
PARTIALLY HYPERBOLIC ENDOMORPHISMS 23
lemma 4.4, we have χc(z;F ) ≥ 0 for µ∞-almost every point z. Thus we can apply
proposition 4.10 to the situation where X(i) := B(µi) and µi,∞ = µi for i ≥ 1.
Since µi’s are ergodic, the disks Di in the corresponding conclusion are contained
in B(µi) modulo Lebesgue null subsets and hence mutually disjoint. But this is
impossible because the radii of the disks Di are positive and independent of i. 
Proof of proposition 4.9. Let X = M \ (B−(F ) ∪ B+(F )). For the proof of the
proposition, it is enough to show the claim in the case m(X) > 0 and ν = mX .
Let ν∞ be a weak limit point of the sequence n
−1
∑n−1
j=0 ν ◦ F−j . From lemma 4.6,
it holds χc(z;F ) ≥ 0 for ν∞-almost every z ∈ M . Thus we have only to prove
χc(ν∞;F ) ≤ 0. Suppose that we have χc(ν∞;F ) > 0. Then we can apply propo-
sition 4.10 to the situation where X(i) := X for all i ≥ 1. Let νi,∞ ≪ ν∞ and Di
be those in the corresponding conclusion, which we can assume to be independent
of i. We should have
ν(B(νi,∞)) ≥ lim sup
n→∞
ν(F−n(Di)) ≥ ν∞(Di) > 0.
But this contradicts the definition of X because νi,∞ is an ergodic physical measure
with positive central Lyapunov exponent. 
We proceed to the proof of proposition 4.10. For positive numbers χ, ǫ, k and a
positive integer n, we define a closed subset Γ(χ, ǫ, k, n;F ) as the set of all points
z ∈M such that, for any 0 ≤ m < n and any v ∈ Su(Fm(z)),
(Γ1) |D∗Fn−m(v)| ≥ exp(χ(n−m)− k) and
(Γ2) |D∗F (v)| ≥ exp(−ǫ(n−m)− k).
For the points in Γ(χ, ǫ, k, n;F ), we have the following estimates on distortion:
Lemma 4.11. For positive numbers χ > 0, 0 < ǫ < χ/10 and k > 0, there
exists a positive constant α = α(χ, ǫ, k), which depends only on χ, ǫ and k besides
the objects that we fixed at the end of subsection 3.2, such that, for any n > 0
and z ∈ Γ(χ, ǫ, k, n;F ), the restriction of Fn to some neighborhood V of z is a
diffeomorphism onto the disk B(Fn(z), α) and we have
(1) ‖(DFnw)−1‖−1 > C−1g exp(χn− k) for w ∈ V , and
(2) |log | detDFnw | − log | detDFnw′ || < 1 for w,w′ ∈ V .
Proof. Fix v ∈ Su(z) and put δ(i) = |D∗Fn−i(DF i(v))|−1 for 0 ≤ i < n. Let Dn
be the disk in the tangent space TFn(z)M with center at the origin and radius α.
We define the regions Di ⊂ TF i(z)M for 0 ≤ i < n so that DF (Di) is the δ(i)α-
neighborhood of Di+1. Then we have
diamDi ≤
∥∥∥(DFn−iF i(z))−1∥∥∥ · α+
n−1∑
j=i
∥∥∥(DF j+1−iF i(z) )−1∥∥∥ · δ(j) · α
for 0 ≤ i < n. Using the relation (7), we can check∥∥∥(DF j+1−iF i(z) )−1∥∥∥ · δ(j) ≤ Cg · |D∗F (DF j(v))|−1 · δ(i).
Thus, from the conditions (Γ1) and (Γ2), it holds
diamDi ≤ Cg(n− i+ 1) · exp(ǫ(n− i) + k)δ(i) · α
≤ Cg(n− i+ 1) · exp(−(χ− ǫ)(n− i) + 2k) · α.
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From the condition (Γ2) and the relation (7), we have
‖DF−1F i(z)‖−1 ≥ C−1g exp(−ǫ(n− i)− k).
For v ∈ Di, we have the estimates∥∥∥exp−1F i+1(z) ◦F ◦ expF i(z)(v)−DFF i(z)(v)∥∥∥
≤ Cg(diamDi)2 ≤ Cgn2 exp(−(χ− 2ǫ)(n− i) + 3k)δ(i)α2
and ∥∥∥D(exp−1F i+1(z) ◦F ◦ expF i(z))v −DFF i(z)∥∥∥
≤ CgdiamDi ≤ Cgn · exp(−(χ− ǫ)(n− i) + 2k) · α.
Hence, if we take sufficiently small α depending only on χ, ǫ, k and Cg, the restric-
tion of F to expF i(z)(Di) is a diffeomorphism onto a neighborhood of the subset
expF i+1(z)(Di+1) for 0 ≤ i < n. This implies the first claim of the lemma. We can
check, by straightforward estimates, that the other claims, (1) and (2), holds if we
take sufficiently small α. 
From now to the end of this section, we consider the situation in proposition 4.10.
For each i, we take a subsequence n(j; i) → ∞ (j → ∞) such that the sequence
of measures n(j; i)−1
∑n(j;i)−1
m=0 mX(i) ◦ F−m converges to µi,∞ as j → ∞. The
following is the key lemma in the proof of proposition 4.10.
Lemma 4.12. There exist χ > 0, 0 < ǫ < χ/10 and k > 0 such that
(29) lim inf
j→∞
1
n(j; i)
n(j;i)−1∑
m=0
mX(i)(Γ(χ, ǫ, k,m;F )) > 0 for sufficiently large i.
The point of this lemma is that we can take χ, ǫ and k uniformly for sufficiently
large i. Before proving this lemma, we finish the proof of proposition 4.10 assuming
it.
Proof of proposition 4.10. Let the constants χ, ǫ and k be those in lemma 4.12 and
α = α(χ, ǫ, k, F ) that in lemma 4.11. We consider a large integer i for which (29)
holds. Then we can take a compact subset K ⊂ X(i) and a point z0 ∈M such that
(30) lim inf
j→∞
1
n(j; i)
n(j;i)−1∑
m=0
(m|K∩Γ(χ,ǫ,k,m;F ) ◦ F−m)(B(z0, α/2)) > 0.
Let Dm be the union of the connected components of F−m(B(z0, α/2)) that meet
K∩Γ(χ, ǫ, k,m;F ). Then, on each of the connected components ofDm, the mapping
Fn is a diffeomorphism onto B(z0, α/2) and satisfies the estimates in lemma 4.11.
Let νi be a limit point of the sequence {n(j; i)−1
∑n(j;i)−1
m=0 (m|Dm)◦F−m}∞j=1. Then
we have νi ≤m(X(i)) · µi,∞ and νi ≪m and, further,
e−1 · νi(B(z0, α/2))
m(B(z0, α/2))
≤ dνi
dm
≤ e · νi(B(z0, α/2))
m(B(z0, α/2))
.
We can check that νi is ergodic and χc(z;F ) > 0 for νi-almost every point z.
(See the remark below.) Hence there is an ergodic component νi,∞ of µi,∞ such
that νi ≪ νi,∞ ≪ µi,∞. The measure νi,∞ and disk Di = B(z0, α/2) satisfy the
conditions in proposition 4.10. 
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Remark. Actually, it is not completely simple to prove that the measure νi in the
proof above is ergodic and that χc(z;F ) > 0 for νi-almost every point z. But there
are a few standard ways for it. For example, we can argue as follows: Consider the
inverse limit space of F
M˜F = {(zj)−∞<j≤0 | zj ∈M, F (zj) = zj+1}
and the projection π : M˜F → M defined by π((zj)−∞<j≤0) = z0. Let µ˜i,∞ be the
natural extension of µi,∞. We can check that the part ν˜i of µ˜i,∞ that corresponds
to νi is supported on a union of local unstable manifolds, each of which is projected
onto the disk B(z0, α/2) by π. Further, the conditional measures on those local
unstable manifolds given by ν˜i are absolutely continuous with respect to the smooth
measures on them. For any continuous function ϕ onM , the backward time-average
of ϕ ◦ π is constant on each of the local unstable manifolds. From the ergodic
theorem, the forward time-average coincides with the backward time-average almost
everywhere with respect to ν˜i ≪ µ˜i,∞, and is the pull-back of a function onM by π.
Thus it must be constant ν˜i-almost everywhere. This implies that νi is ergodic. The
positivity of the central Lyapunov exponent is obtained by considering Lyapunov
exponents with respect to the backward iteration.
In the remaining part of this subsection, we prove lemma 4.12. To begin with,
we fix several constants: Fix χ0 > 0 and 0 < s0 < 1 such that
(31) µ∞({z ∈M | χc(z) > χ0}) > s0.
Also fix a positive number ǫ0 such that 0 < ǫ0 < 10
−4s0χ0. Recall that we are
considering a mapping F ∈ U that satisfies the no flat contact condition. From
lemma 3.15, we can take and fix a large positive constant h0 > χ0 such that∫
min{0, L(z;F ) + h0} d(µ ◦ F−n)(z) > −10−1s0ǫ0
for any measure µ in AM([1,∞)) and n ≥ n0(F ), where L(z;F ) is the function
defined by (17) and n0(F ) is the constant in the definition of the no flat contact
condition. From (31) and the assumption that χc(z;F ) ≥ 0 for µ∞-a.e. z, we can
take and fix a constant k0 > h0 such that
µ∞({z ∈M ; |D∗Fn(v)| ≥ exp(χ0n− k0), ∀v ∈ Su(z), ∀n ≥ 0}) > s0
and
µ∞({z ∈M ; |D∗Fn(v)| ≥ exp(−ǫ0n− k0), ∀v ∈ Su(z), ∀n ≥ 0}) > 1− s0ǫ0
10h0
.
Finally we fix a positive integer m0 that satisfies ǫ0m0 > 10k0.
Next we introduce the following subsets of M :
A = {z ∈M ; |D∗Fm(v)| > exp(χ0m− 2k0), ∀v ∈ Su(z), 0 ≤ ∀m ≤ m0},
B = {z ∈M ; |D∗Fm(v)| > exp(−ǫ0m− 2k0), ∀v ∈ Su(z), 0 ≤ ∀m ≤ m0} ⊃ A,
C =M \B and D = {z ∈ C | L(z;F ) ≤ −h0} ⊂ C.
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Note that A and B are open subsets. From the assumption that the sequence µi,∞
converges to µ∞ as i→∞, we have
lim inf
j→∞
1
n(j; i)
n(j;i)−1∑
m=0
mX(i)(F
−m(A)) > s0, and(32)
lim inf
j→∞
1
n(j; i)
n(j;i)−1∑
m=0
mX(i)(F
−m(B)) > 1− s0ǫ0
10h0
(33)
for sufficiently large i.
We fix a large integer i for which (32) and (33) hold. Using lemma 3.12, we can
find a small number b0 > 0 and a probability measure µ0 in AM([b0,∞)) such that
|mX(i) − µ0| < s0/10,(34)
lim inf
j→∞
1
n(j; i)
n(j;i)−1∑
m=0
µ0(F
−m(A)) > s0, and(35)
lim inf
j→∞
1
n(j; i)
n(j;i)−1∑
m=0
µ0(F
−m(B)) > 1− s0ǫ0
10h0
.(36)
By modifying the measure µ0 slightly if necessary, we can and do assume
n0(F )∑
m=0
∫
min{0, L(Fm(z);F ) + h0}dµ0 > −∞
in addition. Then, from corollary 3.8 and the choice of h0, we have also
(37) lim inf
j→∞
1
n(j; i)
n(j;i)−1∑
m=0
∫
min{0, L(Fm(z);F ) + h0}dµ0 ≥ −s0ǫ0
10
.
For z ∈M and integers m < n, we denote, by Az(m,n) Bz(m,n), Cz(m,n) and
Dz(m,n), the set of integers m ≤ q < n for which F q(z) belongs to A, B, C and
D respectively. Then we have
Lemma 4.13. A point z ∈M belongs to Γ(s0χ0/40, 4ǫ0, 6k0, n;F ) for n > 0 if
(A) #Az(m,n) ≥ s0(n−m)/10 for any 0 ≤ m < n,
(C) #Cz(m,n) ≤ ǫ0(n−m)/h0 for any 0 ≤ m < n, and
(D)
∑
q∈Dz(m,n)
min{0, L(F q(z);F ) + h0} ≥ −ǫ0(n−m) for any 0 ≤ m < n.
Proof. Consider a point z ∈ M and an integer n that satisfy the conditions (A),
(C) and (D). Let 0 ≤ m < n and I = {m,m + 1, . . . , n − 1}. We call a set of
m0 consecutive integers {q, q+1, . . . , q+m0−1} is an A-interval (resp. a B-interval)
if its smallest element q belongs to Az(m,n) (resp. Bz(m,n)). If {q, q + 1, . . . , q +
m0 − 1} is an A-interval, we have
(38)
m0−1∑
j=0
log |D∗F (DF j(v))| ≥ χ0m0 − 2k0 > (χ0 − ǫ0)m0 + 2k0
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for v ∈ Su(F q(z)), where the second inequality follows from the choice of m0.
Similarly, if {q, q + 1, . . . , q +m0 − 1} is a B-interval, we have
(39)
m0−1∑
j=0
log |D∗F (DF j(v))| ≥ −ǫ0m0 − 2k0 > −2ǫ0m0
for v ∈ Su(F q(z)).
Take mutually disjoint A-intervals that cover Az(m,n) and let IA be the union
of them. Then take mutually disjoint B-intervals that cover Bz(m,n) \ IA and let
IB be the union of them. We can and do take the B-intervals in IB so that their
smallest elements are not contained in IA. Note that IA and IB are not necessarily
contained in I.
Consider an arbitrary vector v ∈ Su(Fm(z)). Then DF q−m(v) belongs to
Su(F q(z)) for q ≥ m. From (38) and the fact that all the A-intervals in IA but one
is contained in I, we have∑
q∈IA∩I
log |D∗F (DF q−m(v))| ≥ (χ0 − ǫ0)#(IA ∩ I) + 2k0((#IA/m0)− 1)− 2k0.
Each A-interval in IA meets at most one B-interval in IB. Thus the number of
B-intervals in IB whose intersection with I \ IA has cardinality less than m0 is at
most (#IA/m0) + 1. From this and (39), we obtain∑
q∈IB∩(I\IA)
log |D∗F (DF q−m(v))| ≥ −2ǫ0#(IB ∩ (I \ IA))− 2k0((#IA/m0) + 1).
Since the complement of IB∪IA in I is contained in Cz(m,n), the condition (Γ1) in
the definition of the set Γ(s0χ0/40, 4ǫ0, 6k0, n;F ) follows from the two inequalities
above, the assumptions (A),(C) and (D) and the choice of ǫ0. If m belongs to
Bz(m,n), the condition (Γ2) holds obviously. Otherwise, the condition (Γ2) follows
from (D) because we have ǫ0(n−m)/h0 ≥ #Cz(m,n) ≥ 1 in that case from (C). 
In order to prove lemma 4.12, we see how often the assumptions (A), (C) and (D)
in the lemma above hold. For this purpose, we prepare the following elementary
lemma, which we shall use again in section 6.
Lemma 4.14. Let µ be a measure on a measurable space X and ψm, m = 0, 1, . . . ,
a sequence of non-negative-valued integrable function on X. For a positive number
α > 0 and an integer p ≥ 0, let Yp(α) be the set of points y ∈ X such that
p−1∑
ℓ=q
ψℓ(y) ≥ α(p− q) for some 0 ≤ q < p.
Then it holds, for any n > 0,
n−1∑
m=0
µ(Ym(α)) ≤
n∑
m=0
µ(Ym(α)) ≤ α−1
n−1∑
m=0
∫
ψmdµ.
Proof. For each point z ∈M , we define integers
n = q0(z) ≥ p1(z) > q1(z) ≥ p2(z) > q2(z) ≥ · · · ≥ pj(z) > qj(z) ≥ 1
in the following inductive manner: Suppose that qj(z) has been defined. If there
exist integers p ≤ qj(z) such that F p(z) ∈ Yp(α), let pj+1(z) be the maximum of
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such integers and qj+1(z) the smallest integer q < pj+1(z) such that
(40)
pj+1(z)−1∑
ℓ=q
ψℓ(y) ≥ α(pj+1(z)− q).
Otherwise we put j(z) = j and finish the definition. Consider the subsets
Zm = {z ∈M | qj(z) ≤ m < pj(z) for some 1 ≤ j ≤ j(z)}
for 0 ≤ m < n. Then we have Yn(α) ⊂ Zn−1. From (40), we obtain
n−1∑
m=0
∫
ψmdµ ≥ α
n−1∑
m=0
µ(Zm) ≥ α
n∑
m=1
µ(Ym(α)) = α
n∑
m=0
µ(Ym(α)). 
Now we can complete the proof of lemma 4.12.
Proof of lemma 4.12. For n ≥ 0, let A˜n, C˜n and D˜n be the set of points z ∈M for
which the condition (A), (C) and (D) does NOT hold, respectively. First, apply
lemma 4.14 to the case where α = 1 − s0/10, n = n(j; i) and ψm is the indicator
function of the complement of F−m(A). Then, from (35), we obtain
1
n(j; i)
n(j;i)−1∑
m=0
µ0(A˜m(z)) ≤ 1
1− s010
1
n(j; i)
n(j;i)−1∑
m=0
µ0(M \ F−m(A))
≤ 1− s0
1− s010
≤ 1− 9
10
s0
for sufficiently large j. Second, apply lemma 4.14 to the case where α = ǫ0/h0,
n = n(j; i) and ψm is the indicator function of the set F
−m(C) = M \ F−m(B).
Then, from (36), we obtain
1
n(j; i)
n(j;i)−1∑
m=0
µ0(C˜m(z)) ≤ h0
ǫ0
1
n(j; i)
n(j;i)−1∑
m=0
µ0(F
−m(C)) ≤ 1
10
s0
for sufficiently large j. Third, apply lemma 4.14 to the case where α = ǫ0, n =
n(j; i) and ψm(z) = −min{0, L(Fm(z);F ) + h0}. Then, from (37), we obtain
1
n(j; i)
n(j;i)−1∑
m=0
µ0(D˜m(z)) ≤ −1
ǫ0
1
n(j; i)
n(j;i)−1∑
m=0
∫
min{0, L(Fm(z);F ) + h0}dµ0(z)
≤ 1
10
s0
for sufficiently large j. From the three inequalities above and (34), we conclude
1
n(j; i)
n(j;i)−1∑
m=0
(
mX(i)(A˜m ∪ C˜m ∪ D˜m)
)
≤ 1− 6
10
s0
for sufficiently large j. Since the complement of A˜m ∪ C˜m ∪ D˜m is contained in the
subset Γ(s0χ0/40, 4ǫ0, 6k0,m;F ) from lemma 4.13, this implies lemma 4.12. 
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5. Some estimates on distortion
In this section, we give some basic estimates on distortion of the iterates of
mappings in U . The estimates are straightforward and may look rather tedious.
But we need to check that some constants in the estimates can be taken uniformly
for the mappings in U . This is important especially in our argument in section 7,
where we consider perturbations of mappings in U .
Let χ = {χ−c , χ+c , χ−u , χ+u } be a quadruple satisfying (18) and (27), and ǫ > 0 a
small positive number satisfying
(41) ǫ < 10−3min{χ−c + χ−u , |χ−c |, χ+u − χ−u , λg}.
In the argument below, we will take several constants that depend only on χ and ǫ
besides the integer r and the objects that we have already fixed in subsection 3.2.
In order to distinguish such kind of constants, we denote them by symbols with
subscript ǫ. Also we will use a generic symbol Cǫ for large positive constants of this
kind. The usage of these notations is the same as those introduced in subsection 3.3.
The following lemma is the main ingredient of this section.
Lemma 5.1. There exist positive constants 0 < ρǫ < 1, κǫ > 1 and κg > 1 such
that the following claim holds for any F ∈ U , k > 0, n ≥ 1, z0 ∈ Λ(χ, ǫ, k, n;F )
and 0 < ρ ≤ ρ0 where
ρ0 := ρǫe
−4ǫn−2k min
0≤i≤j≤n
min
v∈Su(F i(z))
|D∗F j−i(v)|(42)
≥ ρǫ exp((χ−c − 5ǫ)n− 3k) :
For every mapping G ∈ Cr(M,M) that satisfies dC1(F,G) ≤ ρ, we can take a point
z(G) and its neighborhood Vρ(G) ∋ z(G) in a unique manner so that
(i) z(G) depends on G continuously and z(F ) = z0,
(ii) Gn(z(G)) ≡ Fn(z0) and
(iii) the restriction of Gn to Vρ(G) is a diffeomorphism onto B(F
n(z0), ρ).
Further it holds
(iv) diam(Vρ(G)) < κgρ exp(−χ−c n+ k),
(v) B(z(G), κ−1g ρ exp(−χ+u n− k)) ⊂ Vρ(G),
(vi) Vρ(G) ⊂ Λ(χ, ǫ, k + 1, n;F ),
(vii) ∠(DGn(Eu(w)), DFn(Eu(z0))) ≤ κǫe2kρ for any point w ∈ Vρ(G), and
(viii) any admissible curve in B(z0, κ
−1
g ) meets Vρ(F ) in a single curve.
Proof. First of all, notice that the inequality in (42) follows from the assumption
z0 ∈ Λ(χ, ǫ, k, n;F ). We will give the conditions on the choice of the constants ρǫ,
κǫ and κg in the course of the argument below. For 0 ≤ i ≤ n, we put ζ(i) = F i(z0)
and
δ(i) =
ρ · exp(ǫ(n− i) + k)
mini≤ℓ≤nminv∈Su(ζ(i)) |D∗F ℓ−i(v)| .
Then it holds
(43) ρ < ρ exp(ǫ(n− i) + k) ≤ δ(i) ≤ ρǫ exp(−3ǫn− k) for 0 ≤ i ≤ n.
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Using the relation (7), we can see
δ(j)
δ(i)
≤ exp(−ǫ(j − i)) minj≤ℓ≤nminv∈Su(ζ(i)) |D
∗F ℓ−i(v)|
minj≤ℓ≤nminv∈Su(ζ(j)) |D∗F ℓ−j(v)|(44)
≤ Cg exp(−ǫ(j − i))‖(DF j−iζ(i) )−1‖−1
for 0 ≤ i ≤ j ≤ n, and
δ(i+ 1)
δ(i)
= exp(−ǫ)min{1, mini+1≤ℓ≤nminv∈Su(ζ(i)) |D
∗F ℓ−i(v)|}
mini+1≤ℓ≤nminv∈Su(ζ(i+1)) |D∗F ℓ−i−1(v)|(45)
≥ C−1g exp(−ǫ)‖(DFζ(i))−1‖−1
for 0 ≤ i ≤ n.
We put Dn = B(0, ρ) ⊂ Tζ(n)M and define the region Di ⊂ Tζ(i)M for 0 ≤ i < n
inductively so that DFζ(i)(Di) is the 2δ(i+ 1)-neighborhood of Di+1 ⊂ Tζ(i+1)M .
Put Bi = expζ(i)(Di). Then
diamBi = diamDi ≤ 2ρ · ‖(DFn−iζ(i) )−1‖+
n∑
j=i+1
4δ(j) · ‖(DF j−iζ(i) )−1‖(46)
< Cǫδ(i) ≤ Cǫρǫ exp(−3ǫn− k)
for 0 ≤ i ≤ n, where the second inequality follows from (44) and the third from (43).
Since ζ(0) = z0 ∈ Λ(χ, ǫ, k, n;F ), we have
(47) ‖(DFζ(i))−1‖−1 ≥ C−1g exp(−ǫ(n− i)− k) for 0 ≤ i ≤ n
by (7). Therefore, if we take the constant ρǫ sufficiently small, we can obtain
‖DGw −DFζ(i)‖ ≤ dC1(F,G) + Cg · diamBi < ‖(DFζ(i))−1‖−1
and
d(G(w), expζ(i+1) ◦DFζ(i) ◦ exp−1ζ(i)(w)) ≤ dC1(F,G) + Cg · (diamBi)2 < 2δ(i+ 1)
for 0 ≤ i < n, w ∈ B(ζ(i), diamBi) and any mapping G ∈ Cr(M,M) satisfying
dC1(F,G) ≤ ρ ≤ ρ0, where we used the relation
(diamBi)
2 ≤ Cǫδ(i)2 ≤ Cǫρǫ exp(−2ǫn)δ(i+ 1)
which follows from (43), (45) and (47). These two inequalities imply that the
mapping G restricted to B(ζ(i), diamBi) ⊃ Bi is a diffeomorphism and maps Bi
onto a neighborhood of Bi+1 for 0 ≤ i < n. Put Vρ(G) = ∩ni=0G−i(Bi). Then the
restriction of Gn to Vρ(G) is a diffeomorphism onto Bn = B(F
n(z0), ρ). Let z(G)
be the unique point in Vρ(G) that G
n brings to Fn(z0). Clearly z(G) and Vρ(G)
satisfy the conditions (i), (ii) and (iii).
We show the conditions (iv)-(viii). Using (6) and (7), we can check that (iv)
and (v) follows from (vi). We prove (vi) and (vii). Let G ∈ U be a mapping that
satisfies dC1(F,G) ≤ ρ ≤ ρ0 and w a point in Vρ(G). We put w(i) = Gi(w) for
0 ≤ i ≤ n. Consider an integer 0 ≤ i ≤ n and tangent vectors v ∈ Su(ζ(i)) and
u ∈ Su(w(i)). For 0 ≤ m ≤ n− i, we have
∠(DGmw(i)(u), DF
m
ζ(i)(v)) ≤ ∠(DFmζ(i)(u), DFmζ(i)(v))
+
m∑
j=1
∠(DFm−j+1ζ(i+j−1)(DG
j−1
w(i)(u)), DF
m−j
ζ(i+j)(DG
j
w(i)(u))).
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Remark. In the expression above, we identified tangent vectors with their parallel
translations and abused the notation slightly. In fact, DFm−jζ(i+j)(DG
j
w(i)(u)) should
have been written DFm−jζ(i+j)(τ(DG
j
w(i)(u))) where τ is the parallel translation from
w(i + j) to ζ(i + j). We continue to use such identification below.
Since w(i + j − 1) ∈ Bi+j−1 and DGj−1w(i)(u) ∈ Su(w(i + j − 1)), the parallel
translation of DGj−1w(i)(u) to ζ(i + j − 1) does not belongs to Sc(ζ(i + j − 1)),
provided that we take sufficiently small ρǫ. Also we have
∠(DFζ(i+j−1)(DG
j−1
w(i)(u)), DG
j
w(i)(u)) ≤ Cg (diam(Bi+j−1) + dC1(F,G))
for 0 ≤ j ≤ n− i. Using these and (4) in the inequality above, we obtain
∠(DGmw(i)(u), DF
m
ζ(i)(v))(48)
≤ Ag |D
∗Fm(v)|
D∗Fm(v)
∠(u, v) + Cg
m∑
j=1
|D∗Fm−j(DF j(v))|
D∗Fm−j(DF j(v))
(diamBi+j−1 + ρ)
≤ Cg exp(−λgm)∠(u, v) + Cg
m−1∑
j=1
exp(−λg(m− j))(diamBi+j−1 + ρ).
In order to prove the condition (vii), we consider (48) in the case where i = 0,
m = n and v and u are unit tangent vectors in Eu(z0) and E
u(w), respectively. In
this case, we have
|D∗Fn−j(DF j(v))|
D∗Fn−j(DF j(v))
· (diamBj−1 + ρ) ≤ |D
∗Fn−j(DF j(v))|
D∗Fn−j(DF j(v))
· Cǫδ(j − 1)
≤ Cǫρ exp(ǫ(n− j) + k) max
j≤ℓ≤n
|D∗Fn−ℓ(DF ℓ(v))|
D∗Fn−ℓ(DF ℓ(v))
|D∗F (DF j−1(v))|−1
D∗F ℓ−j(DF j(v))
≤ Cǫρ exp(−(λg − 2ǫ)(n− j) + 2k)
for 1 ≤ j ≤ n, where we used (43) and (46) in the first inequality, (7) in the second,
and the assumption z0 ∈ Λ(χ, ǫ, k, n;F ) in the third. Likewise, using the estimate
∠(v, u) ≤ Cgd(z0, w) ≤ CgdiamB0, we can show
|D∗Fn(v)|
D∗Fn(v)
∠(u, v) ≤ |D
∗Fn(v)|
D∗Fn(v)
· CgdiamB0 ≤ Cǫρ exp(−(λg − 2ǫ)n+ 2k).
Putting these inequalities in (48), we obtain the condition (vii).
Next we prove the condition (vi). Consider an integer 0 ≤ i ≤ n and a vector
u ∈ Su(w(i)). Since w(i) belongs to Bi, there is a vector v ∈ Su(ζ(i)) such that
∠(u, v) < CgdiamBi. From this, (46) and (48), we obtain
|D∗G(DGℓw(i)(v))−D∗F (DF ℓζ(i)(u))|
≤ Cg(| detDGw(i+ℓ) − detDFζ(i+ℓ)|+ |D∗G(DGℓw(i)(v)) −D∗F (DF ℓζ(i)(u))|)
≤ Cg(dC1(F,G) + diamBi+ℓ + ∠(DGℓw(i)(v), DF ℓζ(i)(u)))
≤ Cgρǫ exp(−3ǫn− k)
for 0 ≤ ℓ ≤ n− i − 1. Thus, using (47), we can obtain
(49) log
∣∣∣∣D∗Gj−i(v)D∗F j−i(u)
∣∣∣∣ <
j−i−1∑
ℓ=0
log
∣∣∣∣∣
D∗G(DGℓw(i)(v))
D∗F (DF ℓζ(i)(u))
∣∣∣∣∣ < 1 for 0 ≤ i ≤ j ≤ n,
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provided that we take the constant ρǫ sufficiently small. Likewise, we can get
log
∣∣∣∣D∗Gj−i(v)D∗F j−i(u)
∣∣∣∣ < 1 for 0 ≤ i ≤ j ≤ n.
The condition (vi) follows from these two inequalities and the assumption that z0
belongs to Λ(χ, ǫ, n, k;F ).
Finally we check the condition (viii). Let γ be an admissible curve in B(z0, κ
−1
g ).
From the argument in subsection 3.4, the curvature of F i∗γ for 0 ≤ i ≤ n is bounded
by some constant Cg, even though F
i
∗γ for 0 ≤ i ≤ ng may not be admissible. Thus
we can take the constant κg so large that the following holds: the intersection of any
arc γ˜ in F i∗γ with length less than 4Λgκ
−1
g with any ball with diameter not larger
than 2κ−1g is a single sub-arc of γ˜ with length less than 4κ
−1
g . The diameter of Bi is
bounded by 2κ−1g provided that we take the constant ρǫ sufficiently small. Thus, by
induction on 0 ≤ j ≤ n, we can check that γj := γ ∩ (
⋂j
ℓ=0 F
−ℓ(B(ζ(ℓ), diamBℓ)))
consists of a single arc. We obtain the condition (viii) as the case j = n. 
Note that the claim of lemma 5.1 remains true even if we get the constant ρǫ
smaller and κǫ and κg larger. By letting the constant ρǫ smaller and κǫ larger if
necessary, we can show the following claim in addition:
Addendum to lemma 5.1 Suppose that F ∈ U , n ≥ 1 and k > 0. Then there
exists a neighborhood W (z) for each point z ∈ Λ(χ, ǫ, k, n;F ) such that
(ix) The restriction of Fn toW (z) is a diffeomorphism onto the image. Further,
if W (z) ∩W (w) 6= ∅ for some w ∈ Λ(χ, ǫ, k, n;F ), then Fn is injective on
the union W (z) ∪W (w).
(x) m(W (z)) > κ−1ǫ exp(−(χ+u +max{χ+c , 0}+ 7ǫ)n− 6k).
Proof. We consider a point z0 ∈ Λ(χ, ǫ, k, n;F ) and continue to use the notations
in lemma 5.1 and its proof. Let γ be the curve in Vρ0 (F ) that F
n maps onto the
segment {ζ(n) + t · ec(ζ(n)) | |t| < ρ0} ⊂ B(ζ(n), ρ0) where ec(·) is a unit vector
in Ec(·). From backward invariance of the central cones Sc(·), the tangent vectors
of γ is contained in the central cones, provided that we take sufficiently small ρǫ.
From (49) and (7), the length of F i∗γ satisfies
|F i∗γ| < Cgρ0‖(DFn−iζ(i) )−1‖ < Cgρǫ exp(−4ǫn− 2k)
and, for the case i = 0,
|γ| > C−1g ρ0‖(DFnζ(0))−1‖ > C−1g min
0≤i≤j≤n
ρǫe
−4ǫn−2k‖(DFn−jζ(j) )−1‖‖(DF iζ(0))−1‖
≥ C−1g ρǫ exp(−max{χ+c , 0}n− 5ǫn− 4k).
Next consider the family of parallel segments
γy(t) = y + t · eu(z0), |t| < ρǫ exp(−(χ+u + 2ǫ)n− 2k)
parameterized by the points y ∈ γ, where eu(z0) is a unit vector in Eu(z0). And
we define W (z0) as the region that this family of segments sweeps. From the
estimate on the length of γ above, we can see that W (z0) satisfies the condition
(x), provided that we take sufficiently large constant κǫ. Since the mapping F is
uniformly expanding in the unstable directions, we can show
|F i∗γy| ≤ Cgρǫ exp(−(χ+u + 2ǫ)n− 2k)D∗F i(eu(z0)) < Cgρǫ exp(−ǫn− k)
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for 0 ≤ i ≤ n. Hence the diameter of F i(W (z0)) is bounded by
|F i∗γ|+ 2 ·max
y∈γ
|F i∗γy| ≤ Cgρǫ exp(−ǫn− k).
If W (z0) ∩ W (w) 6= ∅ for some point w ∈ Λ(χ, ǫ, n, k;F ), the diameter of the
image F i(W (z0) ∪W (w)) is bounded by 4Cgρǫ exp(−ǫn− k). On the other hand,
the distance from ζ(i) to the critical set C(F ) is not less than C−1g exp(−ǫn − k)
from (47). Thus, if we take sufficiently small constant ρǫ, the restrictions of F to
F i(W (z0) ∪W (w)) for 0 ≤ i < n are diffeomorphisms and hence (ix) holds. 
The condition (ix) implies that, if two points z and w in Λ(χ, ǫ, k, n;F ) satisfy
Fn(z) = Fn(w), the neighborhoods W (z) and W (w) are disjoint. Thus we obtain
the following corollary from the condition (x).
Corollary 5.2. For any F ∈ U , n ≥ 1, k > 0 and ζ ∈M , we have
#(Λ(χ, ǫ, k, n;F ) ∩ F−n(ζ)) ≤ κǫ exp((χ+u +max{χ+c , 0}+ 7ǫ)n+ 6k).
6. Physical measures with neutral central Lyapunov exponent
In this section, we study physical measures with nearly neutral central Lyapunov
exponent. The goal is the proof of theorem 3.21, which will be carried out in the
last three subsections.
6.1. An illustration of the idea of the proof. The argument in this section
is based on a new idea that relate the transversality condition on unstable cones
to absolute continuity of physical measures with nearly neutral central Lyapunov
exponent. In this first subsection, we illustrate the idea using a simple example,
one because it is quite new in the study of dynamical systems, as far as the author
understands, and one because the argument in the following subsections is rather
involved in spite of the simplicity of the idea.
As a simplified model of partially hyperbolic endomorphism, we consider the
skew product F : [0, 1)× R→ [0, 1)× R defined by
F (x, y) = (d · x, aix+ biy + ci) on [i/d, (i+ 1)/d)× R, i = 0, 1, 2, · · · , d− 1,
where d ≥ 2 is an integer and ai, bi and ci are real numbers. And we assume that
• |bi| < d for 0 ≤ i < d, so that F is partially hyperbolic with Ec = 〈∂/∂y〉,
• |bi| > d−1 for 0 ≤ i < d, so that F is volume-expanding, and
• ∑d−1i=0 log |bi| < 0, so that most of the orbits are bounded.
Put θ = max1≤i≤d |ai|/(d − |bi|) and bmax = max1≤i≤d |bi|. Then F brings a
segment with slope less than θ in absolute value to a union of segments with the
same property. Assume in addition that
(50) |ai − ai′ | > 3θ · bmax for any i 6= i′.
This is a much simplified analogue of the transversality condition on unstable cones.
Indeed, if ℓσ is a segment in [iσ/d, (iσ + 1)/d)× R for σ = 1, 2, and if their slopes
are bounded by θ in absolute value, then (50) implies that the difference between
the slopes of their images under the mapping F is larger than θ · bmax/d, provided
i1 6= i2.
We prove the existence of an absolutely continuous invariant measure for F with
negative central Lyapunov exponent. First of all, observe the following fact: if
Lebesgue integrable functions ψ1 and ψ2 on [0, 1]×R take constant values on lines
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with slopes k1 and k2 respectively or, in other words, satisfy ψi(x, y) = ψi(0, y−kix)
for 0 ≤ x ≤ 1 and y ∈ R, then we have
(ψ1, ψ2)L2 =
∫
ψ1(x, y)ψ2(x, y)dxdy
=
∫
ψ1(0, y
′) · ψ2(0, y′ + (k1 − k2)x)dxdy′ where y′ = y − k1x
≤ |k1 − k2|−1‖ψ1‖L1‖ψ2‖L1 provided k1 6= k2.
Let ψ(x, y) be an L2 function on [0, 1] × R and suppose that it is the sum of
non-negative functions ψj(y), j = 1, 2, · · · ,m, that take constant values on lines
with slopes kj with |kj | < θ respectively. Let PF and Pi, 0 ≤ i < d, be the
Perron-Frobenius operator associated to F and its restriction to [i/d, (i+1)/d]×R
respectively, so that PF =
∑d−1
i=0 Pi. By using the transversality condition (50) and
the fact we observed above, we can obtain
‖PFψ‖2L2 =
∑
i
‖Piψ‖2L2 +
∑
i6=i′
(Piψ,Pi′ψ)L2(51)
≤ 1
d ·min{|bi|}‖ψ‖
2
L2 +
d
θ · bmax ‖ψ‖
2
L1.
Remark. We can regard this inequality as an analogue of the so-called Lasota-Yorke
inequality.
Note that the coefficient 1/(d ·min{|bi|}) is smaller than 1 from the assumption.
The Perron-Frobenius operator PF preserves L1 norm of non-negative functions and
not dissipative because of the assumption
∑d−1
i=0 log |bi| < 0. Since the images PnFψ
again satisfy the condition that we assumed for ψ, we can apply the inequality (51)
repeatedly and see that PnF (ψ), n = 1, 2, . . . , are uniformly bounded with respect to
the L2norm. Thus we can find a non-trivial fixed point of PF in L2([0, 1]×R) as a
L2-weak limit point of the sequence n−1
∑n−1
m=0 PmF (ψ), n = 1, 2, . . . . The measure
µ having this fixed point as density is an absolutely continuous invariant measure
for F , whose central Lyapunov exponent is d−1
∑d
i=1 log |bi| < 0.
In the argument above, we used the assumption
∑d
i=1 log |bi| < 0 only to ensure
that the Perron-Frobenius operator P is not dissipative. So, if we consider mappings
on compact surfaces, the same argument should be valid in the case where the
central Lyapunov exponent is neutral or even slightly positive. This is the key idea
that we will develop in the following subsections.
6.2. Semi-norms on the space of measures. For a Borel finite measure µ on
M and 0 < δ < 1, we define the function
Jδµ : T→ R, Jδµ(w) := µ(B(w, δ))
πδ2
=
1
πδ2
∫
1δ(w, z)dµ(z)
where
1δ : T× T→ R, 1δ(w, z) =
{
1, if d(w, z) < δ;
0, otherwise.
And we put, for Borel finite measures µ and ν on M ,
(µ, ν)δ = (Jδµ, Jδν)L2(m), ‖µ‖δ =
√
(µ, µ)δ = ‖Jδµ‖L2(m).
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Obviously ‖ · ‖δ is a semi-norm and satisfies
(52) ‖µ‖δ ≤ |µ|
πδ2
.
The semi-norm ‖µ‖δ for a measure µ is essentially decreasing with respect to the
auxiliary parameter δ. More precisely, we have
Lemma 6.1. There is an absolute constant C0 > 1 such that
(53) ‖µ‖δ ≤ C0‖µ‖ρ
for any 0 < ρ ≤ δ < 1 and any Borel finite measure µ.
Proof. There is an absolute constant C such that, for any 0 < ρ ≤ δ < 1, we can
cover the disk B(0, δ) in R2 by disks B(wi, ρ), 1 ≤ i ≤ [Cδ2/ρ2], by choosing the
points wi appropriately. Using Schwarz inequality, we obtain
‖µ‖2δ =
1
π2δ4
∫
µ(B(z, δ))2dm(z) ≤ 1
π2δ4
∫ [Cδ2/ρ2]∑
i=1
µ(B(z + wi, ρ))


2
dm(z)
≤ 1
π2δ4
· C δ
2
ρ2
·
[Cδ2/ρ2]∑
i=1
∫
µ(B(z + wi, ρ))
2dm(z) ≤ C2‖µ‖2ρ
for any Borel finite measure µ on M . 
We will make use of the following properties of the semi-norm ‖ · ‖δ.
Lemma 6.2. If we have lim infδ→0 ‖µ‖δ < ∞ for a Borel finite measure µ, then
the measure µ is absolutely continuous with respect to the Lebesgue measure m and
it holds limδ→0 ‖µ‖δ = ‖dµ/dm‖L2(m).
Proof. The assumption implies that there exists a sequence δ(i) → +0 such that
Jδ(i)µ is uniformly bounded in L
2(m). Taking a subsequence, we can assume that
Jδ(i)µ converges weakly to some ψ ∈ L2(m) as i → ∞. Since (f, ψ)L2(m) =
limi→∞
∫
f · Jδ(i)µ dm =
∫
fdµ for any continuous function f on M , we have
µ = ψ ·m. Now the last equality is standard. 
Lemma 6.3. If a sequence of Borel finite measures µi, i ≥ 1, converges weakly to
some Borel finite measure µ∞, then we have ‖µ∞‖δ = limi→∞ ‖µi‖δ for δ > 0.
Proof. We have µ∞(∂B(z, δ)) = 0 for Lebesgue almost every point z, because∫
µ∞(∂B(z, δ))dm(z) =
∫
d(z,w)=δ
dµ∞(w)dm(z) =
∫
m(∂B(w, δ))dµ∞(w) = 0.
This implies that Jδµi converges to Jδµ∞ Lebesgue almost everywhere as i → ∞.
Since the semi-norms ‖Jδµi‖δ, i ≥ 1, are uniformly bounded from (52), the lemma
follows from Lebesgue’s convergence theorem. 
6.3. Two lemmas on the semi-norm ‖ · ‖δ. Let χ = {χ−c , χ+c , χ−u , χ+u } be a
quadruple satisfying the conditions (18) and (27), and ǫ a small positive constant
satisfying (41). For simplicity, we put
χ∆c = χ
+
c − χ−c , χ∆u = χ+u − χ−u .
Let F be a mapping in U , k a positive number, n a positive integer and µ a Borel
finite measure on M that is supported on the subset Λ(χ, ǫ, k, n;F ). The aim of
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this subsection is to give two lemmas that estimate ‖µ ◦F−n‖δ. Below we shall use
the notation in section 5.
Suppose that the measure µ is absolutely continuous with respect to the Lebesgue
measure m and that the density dµ/dm is square integrable. Then it holds
‖d(µ ◦ F−n)/dm‖2L2(m) ≤ m · exp(−(χ−c + χ−u )n+ 2k)‖dµ/dm‖2L2(m)
where m = max{#(F−n(w) ∩ Λ(χ, ǫ, k, n;F )) | w ∈M }, because
| detDFn| ≥ exp((χ−c + χ−u )n− 2k) on Λ(χ, ǫ, k, n;F ).
The following lemma is a counterpart of this simple fact for the semi-norm ‖ · ‖ρ.
Recall the constants 0 < ρǫ < 1 and κǫ, κg > 1 in lemma 5.1.
Lemma 6.4. Let ρ be a positive number satisfying
0 < ρ < ρǫ exp((χ
−
c − 5ǫ)n− 3(k + 1))/(10κ2g)
and put
δ = 10κgρ exp(−χ−c n+ k + 1).
Suppose that a measure µ in AM([δ,∞)) is supported on a Borel subset X in
Λ(χ, ǫ, k, n;F ). Then we have
(54) ‖µ ◦ F−n‖2ρ ≤ Ig ·m · exp((−χ−c − χ−u + χ∆c + χ∆u )n+ 6k)‖µ‖2δ
for some constant Ig > 0, where m = max{#(F−n(w) ∩B(X, δ)) | w ∈M}.
Remark. The point of the lemma above is that the auxiliary parameter of the semi-
norm on the right hand side of (54), that is δ, is larger than that on the left hand
side, that is ρ. If the auxiliary parameter on the right hand side were allowed to
be much smaller than that on the left hand side, the inequality (54) would hold
without the assumption that µ has an admissible lift.
Proof. For each point y ∈ Λ(χ, ǫ, k+ 1, n;F ), there is a unique neighborhood V (y)
such that Fn restricted to V (y) is a diffeomorphism onto the disk B(Fn(y), ρ),
according to lemma 5.1. Note that the diameter of V (y) is smaller than δ/10 from
lemma 5.1(iv) and the definition of δ. Let U be the union of the neighborhoods
V (y) for all y ∈ X . Then U is contained in B(X, δ/10) and also in Λ(χ, ǫ, k+1, n;F )
from lemma 5.1(vi) because X is a subset of Λ(χ, ǫ, k, n;F ). From the definition of
U and the assumption that µ is supported on X , it follows
Jρ(µ ◦ F−n)(w) = 1
πρ2
µ ◦ F−n(B(w, ρ)) = 1
πρ2
∑
z∈F−n(w)∩U
µ(V (z))
for w ∈M . Suppose that we have proved
(55) µ(V (z)) ≤ Cg exp(−(χ−c + χ−u )n+ 2k)
(ρ
δ
)2
µ(B(z, δ))
for any z ∈ Λ(χ, ǫ, k + 1, n;F ). Then it follows
(56) Jρ(µ ◦ F−n)(w) ≤ Cg exp(−(χ−c + χ−u )n+ 2k)
∑
z∈F−n(w)∩U
Jδµ(z)
for each w ∈M . As we have
| detDFn| ≤ exp((χ+c + χ+u )n+ 2k + 2) on U ⊂ Λ(χ, ǫ, k + 1, n;F ),
we can obtain the inequality (54) from (56) by integrating the squares of the both
sides and using Schwarz inequality. Therefore, in order to prove the lemma, it is
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enough to show the inequality (55). Since the both sides of (55) is linear with
respect to µ, we may assume without loss of generality that µ has an admissible
lift that is supported on a single element of the partition ΞAC in AC([δ,∞)).
Let γ : [0, a] → M be an admissible curve with length a ≥ δ and z a point
in Λ(χ, ǫ, k + 1, n;F ). Consider a connected component I of γ−1(V (z)) and let
J be the connected component of γ−1(B(z, δ)) ⊃ γ−1(V (z)) that contains I. As
δ < κ−1g , lemma 5.1(viii) tells that the interval I is the unique connected component
of γ−1(V (z)) in J . For the length of I, we have
mR(I) = |γ|I | ≤ |Fn∗ (γ|I)| exp(−χ−u n+ k + 2) ≤ Cgρ exp(−χ−u n+ k + 2)
where the first inequality follows from the fact that γ|I is an admissible curve in
V (z) ⊂ Λ(χ, ǫ, k + 2, n;F ) and the second from the fact that Fn∗ (γ|I) is a curve
in Fn(V (z)) = B(Fn(z), ρ) whose tangent vectors are contained in the unstable
cones Su. For the length of J , we have mR(J) ≥ δ/2 because the curve γ|J meets
V (z) ⊂ B(z, δ/10) while the length of γ is not less than δ. These estimates hold
for each connected component of γ−1(V (z)). Thus we obtain
mR(γ
−1(V (z)))
mR(γ−1(B(z, δ)))
< Cg
ρ exp(−χ−u n+ k)
δ
< Cg
ρ2
δ2
exp(−(χ−c + χ−u )n+ 2k),
where we used the definition of δ in the second inequality. From this and the
definition of admissible measure, we can conclude (55) for any measure µ that has
an admissible lift supported on {γ} × [0, a]. 
The next lemma is a counterpart of the inequality (51). Recall the definition of
N(χ, ǫ, k, n;F ) in subsection 3.7.
Lemma 6.5. Let ρ and δ be positive numbers that satisfy
ρ · exp((−χ−c + ǫ)n) ≤ δ ≤ exp((χ−c − 2χ+u − 3ǫ)n).
Suppose that a measure µ in AM([δ,∞)) is supported on Λ(χ, ǫ, k, n;F ). Then we
have
∥∥µ ◦ F−n∥∥2
ρ
≤ N(χ, ǫ, k + 1, n;F )‖µ‖
2
ρ
exp((χ−c + χ
−
u − χ∆c − χ∆u − 2ǫ)n)
+
exp((−2χ+c + 2ǫ)n)
δ2
|µ|2,
provided that n is larger than some integer n∗ = n∗(χ, ǫ, k) which depends only on
χ, ǫ and k besides the objects that we have fixed at the end of subsection 3.2.
Proof. In the course of the proof below, we will give some conditions on the choice
of n∗ = n∗(χ, ǫ, k). First, we require that n∗ is so large that it holds
exp((χ−c − χ+u − ǫ)n∗) < ρǫ exp((χ−c − 5ǫ)n∗ − 3(k + 1))/(10κ2g).
Consider an integer n ≥ n∗ and put ρ1 := exp((χ−c − χ+u − ǫ)n). Let L(ρ1) be the
lattice that we defined in subsection 3.1.
For w ∈ L(ρ1), let D3(w, i), 1 ≤ i ≤ m(w), be the connected components of
F−n(B(w, 3ρ1)) that meet Λ(χ, ǫ, k, n;F ). By lemma 5.1 and the choice of n∗
above, we can check that the restriction of Fn to D3(w, i) is a diffeomorphism
onto B(w, 3ρ1) and that D3(w, i) is contained in Λ(χ, ǫ, k + 1, n;F ). Let D1(w, i)
and D2(w, i) be the part of D3(w, i) that F
n maps onto B(w, ρ1) and B(w, 2ρ1)
respectively. For σ = 1, 2, 3, let Dσ(w) be the union of Dσ(w, i) for 1 ≤ i ≤ m(w).
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Since the disks B(w, ρ1) for w ∈ L(ρ1) cover the torus T, we have
µ ◦ F−n ≤
∑
w∈L(ρ1)
(µ ◦ F−n)|B(w,ρ1).
The function Jρ((µ ◦ F−n)|B(w,ρ1)) is supported on the disk B(w, 2ρ1) as ρ < ρ1
from the assumption on ρ. And the intersection multiplicity of the disks B(w, 2ρ1)
for w ∈ L(ρ1) is bounded by 102 at most. Thus we obtain, by Schwarz inequality,
∥∥µ ◦ F−n∥∥2
ρ
≤
∫  ∑
w∈L(ρ1)
Jρ((µ ◦ F−n)|B(w,ρ1))(z)


2
dm(z)
≤ 102
∫ ∑
w∈L(ρ1)
(
Jρ((µ ◦ F−n)|B(w,ρ1))(z)
)2
dm(z)
= 102
∑
w∈L(ρ1)
‖(µ ◦ F−n)|B(w,ρ1)‖2ρ.
Since the intersection multiplicity of the regions D2(w) for w ∈ L(ρ1) is also
bounded by 102, we have
∑
w∈L(ρ1)
µ|D2(w) ≤ 102µ and hence∑
w∈L(ρ1)
‖µ|D2(w)‖2ρ =
∫ ∑
w∈L(ρ1)
(Jρ(µ|D2(w))(z))2dm(z)
≤
∫
(102 · Jρµ(z))2dm(z) ≤ 104‖µ‖2ρ.
Therefore we can deduce the inequality in the lemma from its localized version:
∥∥(µ ◦ F−n)|B(w,ρ1)∥∥2ρ ≤ N(χ, ǫ, k + 1, n;F )‖µ|D2(w)‖
2
ρ
exp((χ−c + χ
−
u − χ∆c − χ∆u − ǫ)n)
(57)
+
exp((−2χ+c + ǫ)n)
δ2
(µ(D2(w)))
2
for w ∈ L(ρ1), provided that we take the constant n∗ so large that exp(ǫn∗) > 106.
Below we fix w ∈ L(ρ1) and prove the inequality (57). From the definition of
D3(w, i) and the assumption that µ is supported on Λ(χ, ǫ, k, n;F ), we have
(
µ ◦ F−n) |B(w,ρ1) =
m(w)∑
i=1
(
µ|D1(w,i)
) ◦ F−n.
Hence the left hand side of the inequality (57) is written in the form
(58)
∑
1≤i,j≤m(w)
((µ|D1(w,i)) ◦ F−n), (µ|D1(w,j)) ◦ F−n)ρ.
For 1 ≤ i ≤ m(w), let zi be the unique point in D3(w, i) such that Fn(zi) = w,
which belongs to Λ(χ, ǫ, k+1, n;F ). For 1 ≤ i, j ≤ m(w), we write i ⋔ j if the pair
(zi, zj) does not belong to the subset E(w;χ, ǫ, k + 1, n;F ), that is,
∠(DFn(Eu(zi)), DF
n(Eu(zj))) > 5Hg exp((χ
+
c − χ−u )n+ 2(k + 1)).
(See subsection 3.7 for the definition of the set E(·).) We split the sum (58) into
two parts according to the condition i ⋔ j and reduce the inequality (57) to the
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following two inequalities:
∑
i6⋔j
((µ|D1(w,i)) ◦ F−n, (µ|D1(w,j)) ◦ F−n)ρ ≤
N(χ, ǫ, k + 1, n;F )‖µ|D2(w)‖2ρ
exp((χ−c + χ
−
u − χ∆c − χ∆u − ǫ)n)
and∑
i⋔j
((µ|D1(w,i)) ◦ F−n, (µ|D1(w,j)) ◦ F−n)ρ ≤
exp((−2χ+c + ǫ)n)
δ2
(µ(D2(w)))
2.
We denote the sums on the left hand sides of these two inequalities by
∑
6⋔ and
∑
⋔
respectively.
We prove the first inequality. By Schwarz inequality, we have
∑
6⋔
≤
∑
i6⋔j
‖(µ|D1(w,i)) ◦ F−n‖2ρ + ‖(µ|D1(w,j)) ◦ F−n‖2ρ
2
.
Since each term ‖(µ|D1(w,i))◦F−n‖ρ appears for at most 2 ·N(χ, ǫ, k+1, n;F ) times
on the right hand side, this implies
∑
6⋔
≤ N(χ, ǫ, k + 1, n;F )
m(w)∑
i=1
‖(µ|D1(w,i)) ◦ F−n‖2ρ.
Besides, we have
∑m(w)
i=1 ‖µ|D2(w,i)‖2ρ ≤ ‖µ|D2(w)‖2ρ. Therefore it is enough to show
(59) ‖(µ|D1(w,i)) ◦ F−n‖2ρ ≤
‖µ|D2(w,i)‖2ρ
exp(χ−c + χ
−
u − χ∆c − χ∆u − ǫ)
.
We show this inequality by using lemma 6.4. Unfortunately, we can not apply
lemma 6.4 directly to the measure µ|D2(w,i) because some part of its admissible
lift may be supported on the part of AC((0,∞)) that corresponds to very short
admissible curves, as a consequence of the restriction. We argue as follows: Observe
that Fn brings any C1curve with length less than δ in D3(w, i) ⊂ Λ(χ, ǫ, k+1, n;F )
to a curve with length less than ρ1 from the assumption on δ and (6), provided that
n∗ is larger than some constant which depends only on ǫ, k and the constant Cg
in (6). Suppose that an admissible curve γ with length a ≥ δ meets D2(w, i) and
that a connected component I of γ−1(D2(w, i)) has length less than δ. Then the
curve γ|I meets the boundary of D2(w, i) and hence Fn∗ (γ|I) meets the boundary
of B(w, 2ρ1). From the observation above, F
n
∗ (γ|I) does not meet B(w, ρ1) and
hence γ|I does not meet D1(w, i). Using this fact, we can construct a measure
µ˜ in AM([δ,∞)) that satisfies µ|D1(w,i) ≤ µ˜ ≤ µ|D2(w,i) by discarding the part
of the admissible lift of µ|D2(w,i) that is supported on AC((0, δ)). Note that the
observation above implies also that the δ-neighborhood of D2(w, i) is contained in
D3(w, i), so that max{#(F−n(z) ∩ B(D2(w, i), δ)) | z ∈ M} = 1. Now we apply
proposition 6.4 to µ˜ and X = D2(w, i). Then the corresponding conclusion and
(53) imply (59), provided that n∗ is larger than some constant which depends only
on ǫ, k, ρǫ, κg and Ig.
Next we prove the second inequality. It is enough to show(
(µ|D1(w,i)) ◦ F−n, (µ|D1(w,j)) ◦ F−n
)
ρ
≤ δ−2 exp((−2χ+c + ǫ)n) · µ(D2(w, i)) · µ(D2(w, j))
(60)
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for 1 ≤ i, j ≤ m(w) such that i ⋔ j. The both sides of this inequality are linear
with respect to µ|D2(w,i) and µ|D2(w,j). Hence, without loss of generality, we can
assume that µ|D2(w,i) (resp. µ|D2(w,j)) has an admissible lift supported on a single
element {γi} × [0, ai] (resp. {γj} × [0, aj]) of the partition ΞAC and that the curve
γi (resp. γj) is a connected component of the intersection of an admissible curve
with length ≥ δ with D2(w, i) (resp. D2(w, j)). From the argument in the proof
of the first inequality above, if the length of the curve γi (resp. γj) is less than δ,
it can not meet D1(w, i) (resp. D1(w, j)) and hence the inequality (60) is trivial.
Thereby, we can assume also that the lengths of γi and γj , that is, ai and aj , are
not less than δ.
By the definition of admissible measure and that of the semi-norm ‖·‖ρ, we have(
(µ|D1(w,i)) ◦ F−n, (µ|D1(w,j)) ◦ F−n
)
ρ
µ(D2(w, i)) · µ(D2(w, j))
≤ Cg
aiaj(πρ2)2
∫
T×[0,ai]×[0,aj]
1ρ(F
n ◦ γi(t), y) · 1ρ(Fn ◦ γj(s), y)dm(y)dtds
≤ Cgδ−2ρ−2
∫
[0,ai]×[0,aj]
12ρ(F
n ◦ γi(t), Fn ◦ γj(s))dtds.
We estimate the last term by using the assumption i ⋔ j. From (21), it holds
∠(DFn(Eu(γi(t))), DF
n(γ′i(t))) ≤ Hg exp((χ+c − χ−u )n+ 2(k + 1))
for t ∈ [0, ai]. From lemma 5.1(vii), it holds
∠(DFn(Eu(zi)), DF
n(Eu(γi(t)))) ≤ κǫe2(k+1) · 2ρ1
≤ Hg exp((χ+c − χ−u )n+ 2(k + 1))
t ∈ [0, ai], where the second inequality follows from the definition of ρ1 provided
that n∗ is larger than some constant which depends only on ǫ, κǫ and Hg. Thus we
have
∠(DFn(Eu(zi)), DF
n(γ′i(t))) ≤ 2Hg exp((χ+c − χ−u )n+ 2(k + 1)) for t ∈ [0, ai]
and the same estimate with the index i replaced by j. Therefore the condition i ⋔ j
implies that, for any t ∈ [0, ai] and s ∈ [0, aj ],
∠(DFn(γ′i(t)), DF
n(γ′j(s))) > Hg exp((χ
+
c − χ−u )n+ 2(k + 1)).
By simple geometric consideration using this fact, we can see that the part of
the curve Fn∗ γi that is within distance 2ρ from the curve F
n
∗ γj has length less
than Cgρ exp(−(χ+c − χ−u )n − 2(k + 1)). Since γi and γj are admissible curves in
Λ(χ, ǫ, k + 1, n;F ), we obtain
mR{t ∈ [0, ai] | d(Fn(γi(t)), Fn∗ γj) ≤ 2ρ} ≤
Cgρ exp(−(χ+c − χ−u )n− 2(k + 1))
exp(χ−u n− (k + 1))
= Cgρ exp(−χ+c n− (k + 1))
and the same inequality with the indices i and j exchanged. These imply∫
[0,a1]×[0,a2]
12ρ(F (γi(t)), F (γj(s)))dtds ≤ Cgρ2 exp(−2χ+c n− 2(k + 1)).
Therefore we can conclude (60) by taking the constant n∗ larger if necessary. 
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6.4. The proof of theorem 3.21: Part I. We give the proof of theorem 3.21
in the following three subsection. From this point to the end of this section, we
consider the situation assumed in the theorem: Let X be a finite collection of
quadruples χ(ℓ) = {χ−c (ℓ), χ+c (ℓ), χ−u (ℓ), χ+u (ℓ)}, 1 ≤ ℓ ≤ ℓ0, satisfying (18), (27)
and (28); Let F be a mapping in U that satisfy the no flat contact condition and
the transversality condition on unstable cones for X. The aim of this subsection is
to derive the conclusions of theorem 3.21 from the following proposition:
Proposition 6.6. Under the assumptions as above, the following claim holds: Let
µi, i ≥ 1, be a sequence of Borel probability measures on M . We assume either
(A) every µi is invariant and has an admissible lift, or
(B) µi = n(i)
−1
∑n(i)−1
j=0 mX ◦F−j for some subsequence n(i)→∞, where mX
is the normalization of the restriction of the Lebesgue measure m to some
Borel subset X ⊂M with positive Lebesgue measure.
Further, we assume that µi converges weakly to a Borel probability measure µ∞ as
i → ∞ and that the pair of Lyapunov exponents (χc(z;F ), χu(z;F )) is contained
in the region |X| for µ∞-almost every point z. Then, for sufficiently large i, there
exists a measure νi ≤ µi such that
(a) |νi| > 1/3 and
(b) νi is absolutely continuous with respect to the Lebesgue measure m and the
L2-norm of the density dνi/dm is bounded by a constant independent of i.
We assume proposition 6.6 and prove theorem 3.21.
Proof of theorem 3.21. First, note that, if an ergodic invariant measure µ has an
admissible lift, and if the pair of Lyapunov exponent (χc(µ;F ), χu(µ;F )) of µ is
contained in |X|, then µ is absolutely continuous with respect to the Lebesgue mea-
sure m and, hence, is a physical measure. This follows immediately from proposi-
tion 6.6 if we set µi = µ∞ = µ in the assumption (A).
We show that there exist at most finitely many ergodic physical measures. Sup-
pose that there exist infinitely many mutually distinct ergodic physical measures
µi, i = 1, 2, · · · . By taking a subsequence, we can assume that µi converges weakly
to some measure µ∞ as i→∞. We have χc(µ∞;F ) = 0 from corollary 4.5, propo-
sition 4.8 and corollary 3.16. Moreover, we have χc(z;F ) = 0 for µ∞-almost every
point z. In fact, otherwise, there should be an ergodic physical measure µ′∞ ≪ µ∞
with negative central Lyapunov exponent from lemma 4.6 and hence µi = µ
′
∞
for sufficiently large i from lemma 4.3, which contradicts the assumption that µi
are mutually distinct. Since λg ≤ χu(z;F ) ≤ Λg for any point z ∈ M from the
choice of the constants λg and Λg, the assumption (28) implies that the pair of
Lyapunov exponents (χc(z;F ), χu(z;F )) is contained in |X| for µ∞-almost every
point z. Therefore we can apply proposition 6.6 with assumption (A) to the se-
quence µi and conclude that there is a measure νi ≤ µi for sufficiently large i such
that |νi| > 1/3 and ‖dνi/dm‖L2(m) < C for a constant C that is independent of i.
For these measures νi, Schwarz inequality gives
(1/3)2 < |νi|2 ≤m(B(µi))‖dνi/dm‖2L2(m) < C2m(B(µi)).
Obviously this contradicts the fact that the basins B(µi) are mutually disjoint.
Let B0 be the union of the basins of ergodic physical measures whose central
Lyapunov exponent is neutral. Below we prove that the Lebesgue measure of the
subset X := M \ (B− ∪ B0 ∪ B+) is zero. Again the proof is by contradiction.
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Suppose that the subset X has positive Lebesgue measure. Then, by choosing a
subsequence n(i)→∞ appropriately, we can assume that the sequence of measures
µi = n(i)
−1
∑n(i)−1
j=0 mX ◦F−j converges to some measure µ∞ as i→∞. Note that
the measures µi are supported on X , for F (X) ⊂ X . From proposition 4.9, we have
χc(z;F ) = 0 for µ∞-almost every point z. Thus the assumption (28) imply that the
pair of Lyapunov exponents (χc(z;F ), χu(z;F )) is contained in |X| for µ∞-almost
every point z. Each ergodic component of µ∞ has an admissible lift from lemma
3.14 and hence it is a physical measure with neutral central Lyapunov exponent from
the fact we noted in the beginning. Especially µ∞ is supported on B0. Now apply
proposition 6.6 with assumption (B) to the sequence µi and then let νi be those
in the corresponding conclusion. Since the density ψi := dνi/dm has uniformly
bounded L2norm for sufficiently large i, we can assume that ψi converges weakly
to some ψ∞ ∈ L2(m), by taking a subsequence of n(i). Note that ψ∞ is not trivial
because
(ψ∞, 1)L2(m) = lim
i→∞
(ψi, 1)L2(m) = lim
i→∞
|νi| ≥ 1/3.
On the one hand, we have
∫
ψidµ∞ = 0 since νi ≤ µi is supported on X ⊂M \ B0.
On the other hand, we should have
lim
i→∞
∫
ψidµ∞ ≥ lim
i→∞
∫
ψiψ∞dm = lim
i→∞
(ψi, ψ∞)L2 = ‖ψ∞‖2L2(m) > 0
because ψ∞ ·m ≤ µ∞. We have arrived at a contradiction.
We have proved that there exists only finitely many ergodic physical measures
for F and that the union of basins of them has total Lebesgue measure. The last
statement of theorem 3.21 follows from proposition 4.7 and the fact we noted in
the beginning of this proof. 
6.5. The proof of theorem 3.21: Part II. In this subsection, we give the proof
of proposition 6.6, assuming a lemma, lemma 6.8, whose proof is left to the next
subsection. Let µi and µ∞ be those in proposition 6.6. We denote
χ∆c (ℓ) = χ
+
c (ℓ)− χ−c (ℓ) and χ∆u (ℓ) = χ+u (ℓ)− χ−u (ℓ) for 1 ≤ ℓ ≤ ℓ0.
To begin with, we take and fix several constants in the following order:
(K1) Take 0 < ǫ < 1 so small that (41) hold for all the quadruples χ ∈ X and
that
lim
k→∞
lim inf
n→∞
max
1≤ℓ≤ℓ0
log(N(χ(ℓ), ǫ, k, n;F ))
n · (χ−c (ℓ) + χ−u (ℓ)− χ∆c (ℓ)− χ∆u (ℓ)− 100ǫ)
< 1.
This is possible from the transversality condition on unstable cones for X.
(K2) Take positive constants ρǫ so small and κǫ so large that lemma 5.1 and
lemma 6.4 hold for all the quadruples χ ∈ X and ǫ above.
(K3) Take a positive constant η so small that
10Λgη < ǫ and η < 10
−3ǫ < 10−3.
(K4) Take positive constants h0 and m0 so large that h0 > Λg > 1, m0 ≥ ng and∫
min{0, L(Fn(z);F ) + h0} dµ(z) > − η
100
· |µ|
for any µ ∈ AM([1,∞)) and n ≥ m0, where L(·) is the function defined in
(17). This is possible from lemma 3.15.
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(K5) Take a positive constant k0 such that k0 > h0 and that
µ∞
(
ℓ0⋃
ℓ=1
Λ(χ(ℓ), ǫ, k0 − 1, n;F )
)
> 1− η
200h0
for any n > 0.
This is possible from lemma 3.17, and the assumption on µ∞.
(K6) Take a large positive integer p0 such that
(a) N(χ(ℓ), ǫ, k0+2, p0;F ) ≤ exp((χ−c (ℓ)+χ−u (ℓ)−χ∆c (ℓ)−χ∆u (ℓ)−100ǫ)p0),
(b) p0 > n∗(χ(ℓ), ǫ, k0 + 1)
for 1 ≤ ℓ ≤ ℓ0 where n∗(·) is that in lemma 6.5. This is possible from the
choice of ǫ and the fact that N(χ(ℓ), ǫ, k, p0;F ) is increasing with respect
to k.
Hereafter we will never change the constants taken in (K1)-(K5). Note that we can
choose the integer p0 arbitrarily large in the condition (K6) above. In some places
below, we shall put additional conditions that p0 is larger than some numbers that
depend only on X, cg, λg, Λg, κg, ℓ0 and the constants taken in (K1)-(K5).
For a point z ∈M , we define
k(z) = min

k ∈ Z
∣∣∣∣∣∣ k ≥ k0 and z ∈
⋃
1≤ℓ≤ℓ0
Λ(χ(ℓ), ǫ, k, p0;F )

 ≥ k0
and k(z) =∞ if the set {·} above is empty. Also we define
I(z) =
{
0, if k(z) = k0;
1, if k(z) > k0.
This is the indicator function of the complement of
⋃
1≤ℓ≤ℓ0
Λ(χ(ℓ), ǫ, k0, p0;F ).
Let m be a positive integer and write it in the form m = q(m) · p0 + d(m) where
q(m) = [m/p0], so that 0 ≤ d(m) < p0. We define the subset R(m) as the set of
points z ∈M that satisfy
(R1) #{1 ≤ j ≤ q | I(Fm−jp0 (z)) = 1} < η · q
10h0
for 1 ≤ q ≤ q(m);
(R2)
q∑
j=1
(k(Fm−jp0 (z))− k0) < η · qp0 for 1 ≤ q ≤ q(m); and
(R3) k(z)− k0 < ηm.
The following lemma gives a sufficient condition in order that R(m), m = 1, 2, · · · ,
are not very small with respect to a measure µ.
Lemma 6.7. Let µ be a Borel probability measure µ on M and n a positive integer
such that n ≥ 10p0. Assume that
(61)
n−1∑
j=0
∫
|L(F j(z);F )| · I(F j(z)) dµ(z) < ηn
10
and that
(62)
n−1∑
j=0
∫
I(F j(z)) dµ(z) <
ηn
100h0
.
Then we have n−1
∑n−1
m=0 µ(R(m)) ≥ 1/2.
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Proof. For 0 ≤ m < n, let Q1(m), Q2(m) and Q3(m) be the sets of points z that
violate the condition (R1), (R2) and (R3) respectively. We are going to estimate
the measures of these subsets by using lemma 4.14. First we give the estimate on
the subset Q1(m) for 0 ≤ m < n. If z ∈ Q1(m), we have
q∑
j=1
I(Fm−jp0 (z)) ≥ η · q
10h0
for some 1 ≤ q < q(m). Using lemma 4.14 with the assumption (62), we obtain
n−1∑
m=0
µ(Q1(m)) =
p0∑
d=1
[(n−d)/p0]∑
j=0
µ(Q1((n− d)− jp0))
≤
p0∑
d=1

10h0
η
[(n−d)/p0]∑
j=0
∫
I
(
F (n−d)−jp0(z)
)
dµ(z)

 ≤ n
10
.
Next we give the estimate on the union Q2(m) ∪ Q3(m). Let us put
ψ(z) = (|L(z;F )|+ 5Λg) · I(z) for j ≥ 1.
We claim that
(63) k(z)− k0 ≤
p0−1∑
j=0
ψ(F j(z)) for z ∈M.
For a point z, take the smallest integer 0 ≤ p < p0 such that k(F p(z)) = k0, and
set p = p0 if there are no such integers. If p = 0, the inequality (63) is trivial. So
we assume p > 0. In the case 0 < p < p0, we choose an integer 1 ≤ ℓ ≤ ℓ0 so
that Λ(χ(ℓ), ǫ, k0, p0;F ) contains F
p(z). In the case p = p0, we choose 1 ≤ ℓ ≤ ℓ0
arbitrarily. For 0 ≤ i < i′ ≤ p and v ∈ Su(F i(z)), we have the following obvious
estimates:
i′−1∑
j=i
L(F j(z);F ) ≤ log |D∗F i′−i(v)| ≤ Λg(i′ − i), and
− Λg ≤ −cg ≤ log |D∗F i′−i(v)| ≤ Λg(i′ − i).
Using these estimates and the fact that F p(z) ∈ Λ(χ(ℓ), ǫ, k0, p0;F ) in the case
p < p0, we can check that z belongs to Λ(χ(ℓ), ǫ, k, p0;F ) for
k = k0 +

p−1∑
j=0
(|L(F j(z);F )|+ 3Λg + ǫ)

+ 1.
This implies (63).
If a point z belongs to Q2(m) or Q3(m) for p0 ≤ m < n, we have, from (63),
m−1∑
j=m′
ψ(F j(z)) ≥ η(m−m′) for some 0 ≤ m′ < m.
As we took h0 so that h0 > Λg, the assumptions (61) and (62) imply
n−1∑
j=0
∫
ψ(F j(z))dµ(z) ≤ ηn
5
.
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Therefore, by using lemma 4.14, we can obtain
n−1∑
m=p0
µ(Q2(m) ∪ Q3(m)) ≤ n
5
.
Note that we have
∑p0
m=0 µ(Q2(m) ∪Q3(m)) ≤ p0 ≤ n/10, as we assume n ≥ 10p0
in the lemma. Since R(m) is the complement of Q1(m) ∪ Q2(m) ∪ Q3(m), we can
obtain the lemma from the estimates above. 
The following lemma is the key step in the proof of proposition 6.6.
Lemma 6.8. Let µ be a Borel finite measure on M and n a non-negative integer.
If µ has an admissible lift µ˜ such that µ˜ ◦ F−i∗ belongs to AM([exp(−ηn),∞)) for
0 ≤ i < n, then we have
‖(µ|R(n)) ◦ F−n‖ρ < C|µ|+ C exp(−ǫn)‖µ‖ρ exp(−10ηn)
for 0 < ρ ≤ exp(−10Λgp0), where C > 0 is a constant that does not depend on the
measure µ nor the integer n.
Remark. Actually, the constant C > 0 above depends only on ǫ, p0, cg and Λg.
We give the proof of this lemma in the next subsection. Below we assume this
lemma and complete the proof of proposition 6.6.
Proof of proposition 6.6. First consider the case where the assumption (A) holds.
From the choice of k0, we have
µi
(
ℓ0⋃
ℓ=1
Λ(χ(ℓ), ǫ, k0, p0;F )
)
> 1− η
100h0
or, in other words, ∫
I(z)dµi <
η
100h0
for sufficiently large i, because Λ(χ(ℓ), ǫ, k0, p0;F ) contains an open neighborhood of
the compact subset Λ(χ(ℓ), ǫ, k0−1, p0;F ). The measure µi belongs to AM([1,∞))
from corollary 3.8. Thus, it follows from the choice of h0 that∫
min{0, L(z;F ) + h0}dµi(z) > − η
100
.
Hence ∫
|L(z;F )| · I(z)dµi(z) < h0 · η
100h0
+
η
100
<
η
10
.
Now we can apply lemma 6.7 to the invariant measure µi for sufficiently large i,
and obtain
n−1
n−1∑
j=0
µi(R(j)) ≥ 1
2
for n ≥ 10p0.
We put
νi,n =
1
n
n−1∑
j=0
(µi|R(j)) ◦ F−j ≤ µi for n ≥ 1,
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so that |νi,n| ≥ 1/2 for n ≥ 10p0. Obviously the measure µi has an admissible lift
that satisfies the assumption of lemma 6.8 for any n ≥ 0. Thus it holds
‖νi,n‖ρ ≤ 1
n
n−1∑
j=0
∥∥(µi|R(j)) ◦ F−j∥∥ρ ≤ C + Cn
n−1∑
j=0
exp(−ǫj)‖µi‖ρ exp(−10ηj)
for 0 < ρ ≤ exp(−10Λgp0). This, together with (52) and the choice of η, im-
plies lim supn→∞ ‖νi,n‖ρ ≤ C. Let νi be a weak limit point of the sequence νi,n,
n = 1, 2, . . . . Then it holds νi ≤ µi and |νi| ≥ 1/2. Also we have ‖νi‖ρ ≤ C for
0 < ρ ≤ exp(−10Λgp0) from lemma 6.3. From lemma 6.2, this implies that νi
is absolutely continuous with respect to the Lebesgue measure m and the den-
sity satisfies ‖dνi/dm‖L2(m) ≤ C. Thus the measures νi satisfy the conditions in
proposition 6.6.
Next we consider the case where the assumption (B) holds. Let n0 = n0(F ) > ng
be that in the definition of the no flat contact condition. Let X andmX be those in
the assumption (B). Using lemma 3.12, we can find a small positive number b > 0
and a probability measure ω′ ∈ AM([b,∞)) such that
• |mX − ω′| < 10−3η/h0,
• ω′ ◦ F−n0 is absolute continuous with respect to the Lebesgue measure m,
• the density of the measure ω′◦F−n0 , d(ω′◦F−n0)/dm, is square integrable.
Remark. In the third condition above, we do not care how large the L2norm is.
We put ω = ω′ ◦ F−n0 and
µ′i = n(i)
−1
n(i)−1∑
j=0
ω ◦ F−j, for i = 1, 2, . . . .
Then, for sufficiently large i, we have |µi − µ′i| < 10−3η/h0 and hence
µ′i
(
ℓ0⋃
ℓ=1
Λ(χ(ℓ), ǫ, k0, p0;F )
)
> 1− η
100h0
, that is,
∫
I(z)dµ′i <
η
100h0
from the choice of k0. From corollary 3.8, ω ◦ F−j belongs to AM([1,∞)) for
sufficiently large j. Thus we have∫
|L(z;F )| · I(z)dµ′i(z) < h0 ·
η
100h0
+
η
100
<
η
10
for sufficiently large i, from the choice of h0. Now we can apply lemma 6.7 to µ = ω
and n = n(i) in order to obtain
n(i)−1
n−1∑
m=0
ω(R(m)) ≥ 1/2
for sufficiently large i. Let ω˜′ be an admissible lift of ω′ that belongs to AM([b,∞))
and put ω˜ = ω˜′ ◦ F−n0∗ . Then ω˜ is an admissible lift of ω. Take a large positive
integer n1 that satisfies exp(−η · n1) < b exp(−cg). From lemma 3.7, the measures
ω˜ ◦ F−i∗ = ω˜′ ◦ F−i−n0∗ for i ≥ 0 belongs to AM([exp(−ηn),∞)), provided n ≥ n1.
Thus we can apply lemma 6.8 to ω, and obtain
‖(ω|R(n)) ◦ F−n‖ρ < C|ω|+ C exp(−ǫn)‖ω‖ρ exp(−10ηn)
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for 0 < ρ ≤ exp(−10Λgp0) and n ≥ n1. We put
ν′i =
1
n(i)
n(i)−1∑
j=n1
(ω|R(j)) ◦ F−j ≤ µ′i i = 1, 2, . . . .
Then, for sufficiently large i, we have |ν′i| ≥ (2/5) and
‖ν′i‖ρ ≤ C +
C
n(i)
n(i)−1∑
j=n1
exp(−ǫj)‖ω‖ρ exp(−10ηj)
for 0 < ρ ≤ exp(−10Λgp0). Letting ρ→ +0 in the last inequality, we obtain∥∥∥∥ dν′idm
∥∥∥∥
L2
≤ C +

 C
n(i)
n(i)−1∑
j=n1
exp(−ǫj)

∥∥∥∥ dωdm
∥∥∥∥
L2
by lemma 6.2. Since we have |µ′i − µi| < 10−2 and ν′i ≤ µ′i, we can find a Borel
measure νi such that νi ≤ ν′i, νi ≤ µi, |νi| > 1/3 and ‖dνi/dm‖L2 ≤ 2C for
sufficiently large i. The measures νi satisfy the conditions in proposition 6.6. 
6.6. The proof of theorem 3.21: Part III. In this subsection, we give the proof
of lemma 6.8 and complete the proof of theorem 3.21. Let n, µ and µ˜ be those in
lemma 6.8. Recall the mapping Π : A((0,∞))→M and the commutative relation
(14) in subsection 3.4. Below we divide the measure µ˜ into many parts so that we
can evaluate the semi-norms of their images under the mapping Π ◦Fn∗ by the two
inequalities we gave in subsection 6.3.
We write the integer n in the form n = q(n)p0 + d(n) where q(n) = [n/p0], so
0 ≤ d(n) < p0. For integers −1 ≤ q ≤ q(n), we put
τ(q) =
{
qp0 + d(n), in the case 0 ≤ q ≤ q(n);
0, in the case q = −1,
so that τ(q(n)) = n, and also put
δ(q) =
{
exp (−4η(n− τ(q)) − 7Λgp0 − cg) , in the case 0 ≤ q ≤ q(n);
exp (−4ηn− 7Λgp0) , in the case q = −1.
Take and fix a number 0 < ρ ≤ exp(−10Λgp0) arbitrarily and put
ρ(q) = ρ exp(−10η(n− τ(q))) for −1 ≤ q ≤ q(n).
We put W = AC([exp(−ηn),∞)), so µ˜ ◦ F−i∗ for 0 ≤ i ≤ n are supported on W ,
from the assumption.
We begin with constructing measurable partitions ξ(q), −1 ≤ q ≤ q(n), of the
space W such that
(Ξ1) ξ(q) subdivides the partition ΞAC onW , which is defined in subsection 3.5.
And ξ(q) is increasing with respect to q, that is, ξ(q + 1) subdivides ξ(q).
(Ξ2) Each element of the partition ξ(q) is of the form {γ} × J where γ is an
admissible curve in AC(a) with a ≥ exp(−ηn) and J is an interval in [0, a]
such that δ(q) ≤ |F τ(q)∗ (γ|J)| ≤ 2δ(q).
The construction is done by induction on q easily. Since δ(−1) < exp(−ηn), we
can construct a partition ξ(−1) that satisfies (Ξ1) and (Ξ2) by subdividing the
partition ΞAC on W . Let 0 ≤ q ≤ q(n) and suppose that we have constructed the
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partitions ξ(j) for −1 ≤ j < q. For each element {γ} × J of ξ(q − 1), the length of
the curve F
τ(q)
∗ (γ|J) is not less than
δ(q − 1) · exp(λg(τ(q) − τ(q − 1))− cg) > δ(q),
provided that we take the constant p0 so large that (λg − 4η)p0 > cg. (Recall
the remark on the choice of the constant p0 in the last subsection.) Hence we can
construct the partition ξ(q) satisfying (Ξ1) and (Ξ2) by subdividing ξ(q − 1).
A Borel measurable subset in W is said to be a ξ(q)-subset if it is a union of
elements of ξ(q). Note that, if Y is a ξ(q)-subset, the measure (µ˜|Y ) ◦F−τ(q)∗ ◦Π−1
is contained in AM([δ(q), 2δ(q)]) from the condition (Ξ2).
For −1 ≤ q ≤ q(n) and an element P = {γ} × J of the partition ξ(q), we define
kq(P ) := min{k(F τ(q)(γ(t))) | t ∈ J } ≥ k0,
where k(·) is that defined in the last subsection. For simplicity, we denote
‖ν˜‖ρ := ‖ν˜ ◦Π−1‖ρ for a measure ν˜ on W .
The following is a consequence of the two inequalities in subsection 6.3.
Sublemma 6.9. Let Y be a ξ(q)-subset in W for some −1 ≤ q ≤ q(n) and k an
integer such that
(64) k0 ≤ k ≤ k0 + η(n− τ(q)).
If kq(P ) ≤ k for all elements P ∈ ξ(q) that is contained in Y , we have∥∥∥(µ˜|Y ) ◦ F−τ(q+1)∗ ∥∥∥
ρ(q+1)
≤ exp(10Λgp0 + 6(k − k0))
∥∥∥(µ˜|Y ) ◦ F−τ(q)∗ ∥∥∥
ρ(q)
.
Moreover, if k = k0 and q ≥ 0 in addition, we have either∥∥∥(µ˜|Y ) ◦ F−τ(q+1)∗ ∥∥∥
ρ(q+1)
≤ exp(−48ǫp0)
∥∥∥(µ˜|Y ) ◦ F−τ(q)∗ ∥∥∥
ρ(q)
or ∥∥∥(µ˜|Y ) ◦ F−τ(q+1)∗ ∥∥∥
ρ(q+1)
≤ δ(q)−1 exp(3Λgp0) · µ˜(Y ).
Proof. We put p = τ(q+1)−τ(q) ≤ p0. So p is smaller than p0 only if q = −1. From
the assumption, we can divide the subset Y into ξ(q)-subsets Y (ℓ), 1 ≤ ℓ ≤ ℓ0, such
that Π ◦ F τ(q)∗ (P ) ∩ Λ(χ(ℓ), ǫ, k, p0;F ) 6= ∅ for each P ∈ ξ(q) that is contained in
Y (ℓ). The measures (µ˜|Y (ℓ)) ◦ F−τ(q) ◦Π−1 belong to AM([δ(q),∞)), as we noted
above.
We prove the first claim. By using (64) and (28), we can check
2δ(q) ≤ κ−1g ρǫ exp((χ−c (ℓ)− χ+u (ℓ)− 5ǫ)p0 − 4k),
provided that p0 is larger than some constant that depends only on k0, ρǫ, κg
and Λg. This and the claim (v) and (vi) of lemma 5.1 imply that the subset
Π ◦ F τ(q)∗ (Y (ℓ)) is contained in Λ(χ(ℓ), ǫ, k + 1, p0;F ) and, hence, is contained in
Λ(χ(ℓ), ǫ, k + 1 + ǫp0, p;F ) even in the case p < p0, by (20).
For simplicity, we put
δ := 10κgρ(q + 1) exp(−χ−c (ℓ)p+ k + ǫp0 + 2).
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We have
δ < κ−1g ρǫ exp((χ
−
c − χ+u − 5ǫ)p− 4(k + 1 + ǫp0)),(65)
ρ(q) < δ < δ(q) and(66)
0 < ρ(q + 1) ≤ ρǫ exp((χ−c (ℓ)− 5ǫ)p− 3(k + 2 + ǫp0))/(10κ2g)(67)
from (64) and (28), provided that p0 is larger than some constant which depends
only on k0, ρǫ, κg, cg and Λg. Since the subset Π ◦ F τ(q)∗ (Y (ℓ)) is contained in
Λ(χ(ℓ), ǫ, k + 1 + ǫp0, p;F ) as we noted, the claims (v) and (vi) of lemma 5.1 and
the inequality (65) imply that the δ-neighborhood of Π ◦ F τ(q)∗ (Y (ℓ)) is contained
in Λ(χ(ℓ), ǫ, k + 2 + ǫp0, p;F ). From corollary 5.2, it follows
max
w∈M
#(F−p(w) ∩B(Π ◦ F τ(q)∗ (Y (ℓ)), δ)) < exp(6Λgp0 + 6k)
provided that p0 is larger than some constant that depends only on κǫ and Λg. Now
we can apply lemma 6.4 and obtain∥∥∥(µ˜|Y (ℓ)) ◦ F−τ(q+1)∗ ∥∥∥2
ρ(q+1)
≤ Ig · exp(16Λgp0 + 6(k + ǫp0 + 1) + 6k)
∥∥∥(µ˜|Y (ℓ)) ◦ F−τ(q)∗ ∥∥∥2
δ
≤ ℓ−20 exp(20Λgp0 + 12(k − k0))
∥∥∥(µ˜|Y ) ◦ F−τ(q)∗ ∥∥∥2
ρ(q)
using (53), provided that p0 is larger than some constant which depends only on Ig
k0, ℓ0 and Λg. Summing up the square root of the both sides over 1 ≤ ℓ ≤ ℓ0, we
obtain the first claim.
We prove the second claim by using lemma 6.5. Note that Π ◦ F τ(q)∗ (Y (ℓ)) is
contained in Λ(χ(ℓ), ǫ, k0+1, p0;F ) in this case, from the argument above. We can
check
ρ(q + 1) exp((−χ−c (ℓ) + ǫ)p0) < δ(q) < exp((χ−c (ℓ)− 2χ+u (ℓ)− 3ǫ)p0),
provided that p0 is larger than some constant which depends only on cg and Λg.
Recall that we took p0 so large that p0 ≥ n∗(χ(ℓ), ǫ, k0 + 1) in the condition (K6).
Hence we can apply lemma 6.5 and obtain∥∥∥(µ˜|Y (ℓ)) ◦ F−τ(q+1)∗ ∥∥∥2
ρ(q+1)
≤ exp(−98ǫp0)
∥∥∥(µ˜|Y (ℓ)) ◦ F−τ(q)∗ ∥∥∥2
ρ(q+1)
+ δ(q)−2 exp((−2χ+c (ℓ) + 2ǫ)p0) · µ˜(Y (ℓ))2,
where we used the condition (K6)(a) in the choice of p0. This implies∥∥∥(µ˜|Y (ℓ)) ◦ F−τ(q+1)∗ ∥∥∥
ρ(q+1)
≤ exp(−49ǫp0)
∥∥∥(µ˜|Y ) ◦ F−τ(q)∗ ∥∥∥
ρ(q+1)
+ δ(q)−1 exp((−χ+c (ℓ) + ǫ)p0) · µ˜(Y ).
Summing up the both sides for 1 ≤ ℓ ≤ ℓ0 and using (53), we conclude∥∥∥(µ˜|Y ) ◦ F−τ(q+1)∗ ∥∥∥
ρ(q+1)
≤ C0ℓ0 · exp(−49ǫp0)
∥∥∥(µ˜|Y ) ◦ F−τ(q)∗ ∥∥∥
ρ(q)
+ ℓ0 · δ(q)−1 exp((2Λg + ǫ)p0) · µ˜(Y ).
The second claim follows from this inequality, provided that p0 is larger than some
constant that depends only on ℓ0, Λg and ǫ. 
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For integers −1 ≤ q′ ≤ q ≤ q(n), let K(q′, q) be the set of sequences σ = (σj)q−1j=q′
of (q − q′) integers that satisfy
(68) 0 ≤ σj ≤ η(n− τ(j)) for q′ ≤ j < q.
In the case q′ = q, we regard that K(q′, q) = K(q, q) consists of one empty sequence,
which we denote by ∅q. We put
K(q) =
⋃
{ K(q′, q) | −1 ≤ q′ ≤ q }
for 0 ≤ q ≤ q(n). Below we construct subsets D(σ) in W for σ ∈ ⋃q(n)q=−1K(q) so
that the following conditions hold:
(D1) D(σ) for σ ∈ K(q) are mutually disjoint ξ(q − 1)-subsets.
(D2) The union of D(σ) for all σ ∈ K(q) contains the subset Π−1(R(n)) ∩W .
(D3) For −1 ≤ q′ < q ≤ q(n) and σ = (σj)q−1j=q′ ∈ K(q′, q), we have∥∥∥(µ˜|D(σ)) ◦ F−τ(q)∗ ∥∥∥
ρ(q)
≤ exp(10Λgp0 + 6σq−1)
∥∥∥(µ˜|D(σ′)) ◦ F−τ(q−1)∗ ∥∥∥
ρ(q−1)
where σ′ = (σj)
q−2
j=q′ ∈ K(q′, q − 1) (so σ′ = ∅q′ if q′ = q − 1). Further, it
holds∥∥∥(µ˜|D(σ)) ◦ F−τ(q)∗ ∥∥∥
ρ(q)
≤ exp(−48ǫp0)
∥∥∥(µ˜|D(σ′)) ◦ F−τ(q−1)∗ ∥∥∥
ρ(q−1)
in the case where q ≥ 1 and σq−1 = 0.
(D4) For the empty sequence ∅q ∈ K(q, q) for q ≥ 0, we have∥∥∥(µ˜|D(∅q)) ◦ F−τ(q)∗ ∥∥∥
ρ(q)
≤ δ(q − 1)−1 exp(3Λgp0) · µ˜(D(∅q)).
The construction is done by induction on q. For the case q = −1, we just define
D(∅−1) =W . For the case q = 0, we have to define D(σ) for σ = ∅0 ∈ K(0, 0) and
σ = (σ−1) ∈ K(−1, 0), where 0 ≤ σ−1 ≤ ηn from (68). We let D(∅0) be the empty
set and put
D((σ−1)) =
⋃
{P ∈ ξ(−1) | k(−1)(P ) = k0 + σ−1} for 0 ≤ σ−1 ≤ ηn.
Then the conditions (D1) and (D4) hold obviously. The condition (D2) follows
from the condition (R3) in the definition of the subset R(n). The first claim of
sublemma 6.9 implies that the condition (D3) holds also.
Next, let q ≥ 1 and suppose that we have defined D(σ) for σ ∈ K(q − 1) so
that the conditions (D1)-(D4) hold for them. Consider an element σ = (σj)
q−1
j=q′ in
K(q′, q) with q′ < q and put σ′ = (σj)q−2j=q′ ∈ K(q′, q − 1). Let us set
(69) D∗(σ) =
⋃
{P ∈ ξ(q − 1) | P ⊂ D(σ′) and kq−1(P ) = k0 + σq−1} .
In the case σq−1 > 0, we define D(σ) = D∗(σ). In the case σq−1 = 0, we define
D(σ) in the following manner: From the second claim of sublemma 6.9, we have
either ∥∥∥(µ˜|D∗(σ)) ◦ F−τ(q)∗ ∥∥∥
ρ(q)
≤ exp(−48ǫp0)
∥∥∥(µ˜|D∗(σ)) ◦ F−τ(q−1)∗ ∥∥∥
ρ(q−1)
(70)
or ∥∥∥(µ˜|D∗(σ)) ◦ F−τ(q)∗ ∥∥∥
ρ(q)
≤ δ(q − 1)−1 exp(3Λgp0) · µ˜(D∗(σ)).(71)
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We define
D(σ) =
{
D∗(σ), in the case (70) holds;
emtpy set, otherwise.
Finally we define D(∅q) as the union of D∗(σ) for the sequences σ = (σj)q−1j=q′ in⋃
−1<q′<q K(q′, q) = K(q)\{∅q} such that σq−1 = 0 and that (70) does not hold. As
a consequence of this definition, the condition (D4) holds for the empty sequence ∅q.
The condition (D1) holds obviously. We can check the condition (D2) by using the
condition (R2) in the definition of the subset R(n). The condition (D3) follows
from the first claim of sublemma 6.9 and the construction above. We have finished
the definition of the subsets D(σ).
For −1 ≤ q′ ≤ q(n), let K∗(q′) be the set of sequences σ = (σj)q(n)−1j=q′ in
K(q′, q(n)) that satisfy the conditions
|σ|0 ≤ η(q(n) − q′) and |σ|1 ≤ 2η(q(n)− q′)p0
where
|σ|0 := #{q′ ≤ j < q(n) | j ≥ 0 and σj > 0}, |σ|1 :=
q(n)−1∑
j=q′
σj .
Then, from the definition of the subsets R(n) and D(σ), we have
Π−1(R(n)) ∩W ⊂
q(n)⋃
q′=−1
⋃
σ∈K∗(q′)
D(σ)
and hence
(µ˜|Π−1(R(n))) ◦ F−n∗ ≤
q(n)∑
q′=−1
∑
σ∈K∗(q′)
(µ˜|D(σ)) ◦ F−n∗ .
For each σ = (σj)
q(n)−1
j=q′ in K∗(q′) with q′ ≥ 0, we can obtain∥∥(µ˜|D(σ)) ◦ F−n∗ ∥∥ρ =
∥∥∥(µ˜|D(σ)) ◦ F−τ(q(n))∗ ∥∥∥
ρ(q(n))
≤ exp (10Λgp0|σ|0 + 6|σ|1 − 48ǫ(q(n)− q′ − |σ|0)p0) ·
∥∥∥(µ˜|D(∅q′)) ◦ F−τ(q′)∗
∥∥∥
ρ(q′)
from the conditions (D3) and, hence,∥∥(µ˜|D(σ)) ◦ F−n∗ ∥∥ρ ≤ exp(−45ǫ(q(n)− q′)p0 + 11Λgp0 + cg) · |µ˜|
from the condition (D4) and the choice of η. Similarly, for σ = (σj)
q(n)−1
j=−1 inK∗(−1),
we can obtain∥∥(µ˜|D(σ)) ◦ F−n∗ ∥∥ρ ≤ exp (6Λgp0(|σ|0 + 1) + 3|σ|1 − 48ǫ(q(n)− |σ|0)p0) · ‖µ˜‖ρ(−1)
and hence ∥∥(µ˜|D(σ)) ◦ F−n∗ ∥∥ρ ≤ exp(−45ǫn+ 8Λgp0) · ‖µ˜‖ρ(−1) .
For the cardinality of the set K∗(q′), we have
#K∗(q′) ≤
(
q(n)− q′
[η(q(n) − q′)]
)
·
(
[2ηp0(q(n) − q′)] + [η(q(n)− q′)]
[η(q(n)− q′)]
)
where the first factor on the right hand side is an upper bound for the number
of possible arrangements of integers j ≥ 0 for which σj may be positive and the
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second factor is an upper bound for the cardinality of σ ∈ K∗(q′) when one of such
arrangements is given. For positive numbers α, β > 0 and an integer m ≥ 1 such
that αm ≥ 1 and βm ≥ 1, we have
log
(
αm+ βm
βm
)
≤ αm log
(
1 +
β
α
)
+ βm log
(
1 +
α
β
)
+A0
from Stirling’s formula, where A0 is an absolute constant. Hence we can obtain
log#K∗(q′)
q(n)− q′ ≤ −(1− η) log(1− η)− η log η
+ 2ηp0 log
(
1 +
1
2p0
)
+ η log(1 + 2p0) + 2A0
for −1 ≤ q′ < q(n). This implies
#K∗(q′) ≤ exp(ǫp0(q(n)− q′)) for −1 ≤ q′ < q(n),
provided that p0 is larger than some constant which depends only on ǫ and η. Now
we can conclude∥∥(µ|R(n)) ◦ F−n∥∥ρ = ∥∥(µ˜|Π−1(R(n))) ◦ F−n∗ ∥∥ρ
≤

q(n)∑
q′=0
∑
σ∈K∗(q′)
∥∥(µ˜|D(σ)) ◦ F−n∗ ∥∥ρ

+

 ∑
σ∈K∗(−1)
∥∥(µ˜|D(σ)) ◦ F−n∗ ∥∥ρ


≤
q(n)∑
q′=0
exp(−44ǫ(q(n)− q′)p0 + 11Λgp0 + cg)|µ|+ exp(−44ǫn+ 8Λgp0)‖µ‖ρ(−1).
This implies the inequality in lemma 6.8.
7. Genericity of the transversality condition on unstable cones
In this section, we consider multiplicity of tangencies between the images of the
unstable cones under iterates of mappings in U , and investigate to what extent we
can resolve the tangencies by perturbation. The goal is the proof of theorem 3.22.
The point of our argument in this section is that the dominating expansion in the
unstable direction acts as uniform contraction on the angles between subspaces in
the unstable cones. This enables us to control the images of the unstable cones in
perturbations of mappings in U . Notice that the content and the notation in this
section is independent of those in the last section.
7.1. Reduction of theorem 3.22: The first step. In this subsection and the
next, we reduce theorem 3.22 to more tractable propositions in two steps. For a
quadruple χ = (χ−c , χ
+
c , χ
−
u , χ
+
u ), we put
χ++c := max{χ+c , 0}, χ∆c := χ+c − χ−c and χ∆u := χ+u − χ−u .
For a quadruple χ satisfying (18) and a positive number ǫ, let S1(χ, ǫ) be the set
of mappings F ∈ U that satisfy
(72) lim sup
n→∞
n−1 logN(χ, ǫ, ǫn, n;F ) ≥ χ−c + χ−u − χ∆c − χ∆u − ǫ.
The first step of the reduction is simple. We show that we can deduce theorem 3.22
from the following proposition:
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Proposition 7.1. Suppose that s ≥ r+3 and let Ms be the measure on Cr(M,R2)
introduced in lemma 3.18. The subset S1(χ, ǫ) is shy with respect to the measure
Ms for s ≥ r + 3, if the quadruple χ = (χ−c , χ+c , χ−u , χ+u ) satisfies the conditions
(27) and
(73) −2Λg < χ−c < χ+c < χ−u < χ+u < 2Λg,
(74) χ∆c + χ
∆
u < χ
−
c + χ
−
u ,
(75) χ−u + χ
−
c − χ++c >
(
χ++c + χ
+
u
χ−c + χ
−
u − χ∆c − χ∆u
+ 1
)
· (χ∆c + χ∆u )
and if ǫ > 0 is smaller than some constant which depends only on χ and s besides
the integer r ≥ 2 and the objects that we fixed in subsection 3.2.
Below we prove theorem 3.22 assuming this proposition.
Proof of theorem 3.22. For any point (χc, χu) in the subset given in the claim (a):{
(xc, xu) ∈ R2 | xc + xu > 0, λg ≤ xu ≤ Λg, xc ≤ 0
}
,
we can take a quadruple χ = (χ−c , χ
+
c , χ
−
u , χ
+
u ) satisfying the conditions (27),
(73), (74) and (75) such that the rectangle (χ−c , χ
+
c )× (χ−u , χ+u ) contains the point
(χc, χu). Thus we can choose a countable collection X of quadruples that satisfy
(27), (73), (74) and (75) such that the conditions (a) and (b) in theorem 3.22 hold.
We are going to show the condition (c) in theorem 3.22. We fix s ≥ r + 3. Let
X′ be an arbitrary finite subset of X. Then we can take positive number ǫ > 0 so
small that the conclusion of proposition 7.1 holds for all the quadruples in X′. For
each χ ∈ X′ and n ≥ 1, let S∗1 (χ, ǫ, n) be the closed subset of mappings F ∈ U that
satisfy
N(χ, ǫ, ǫn, n;F ) ≥ exp ((χ−c + χ−u − χ∆c − χ∆u − ǫ)n) .
If a mapping F ∈ U belongs to S1(X′), or F does not satisfy the transversality
condition on unstable cones for X′, it holds
lim inf
n→∞
max
{
log(N(χ, ǫ, ǫn, n;F ))
n · (χ−c + χ−u − χ∆c − χ∆u )
; χ = (χ−c , χ
+
c , χ
−
u , χ
+
u ) ∈ X′
}
≥ 1
because N(χ, ǫ, k, n;F ) is increasing with respect to ǫ and k. Hence we have
S1(X′) ⊂
⋃
m>0
⋂
n>m
⋃
χ∈X′
S∗1 (χ, ǫ, n) ⊂
⋃
χ∈X′
S1(χ, ǫ).
From proposition 7.1, the subset
⋃
χ∈X′ S1(χ, ǫ) is shy with respect to the measure
Ms and, hence, so is S1(X′). Further, the closed subset
⋂
n>m
⋃
χ∈X′ S∗1 (χ, ǫ, n) is
nowhere dense, because it is shy with respect to the measure Ms. Thus S1(X′) is
a meager subset in U in the sense of Baire’s category argument. 
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7.2. Reduction of theorem 3.22: The second step. The second step of the
reduction is rather involved. We reduce proposition 7.1 to yet another proposition,
proposition 7.3, which will be proved in the remaining part of this section. Be-
low we consider an integer s ≥ r + 3, a quadruple χ = {χ−c , χ+c , χ−u , χ+u } and a
positive number ǫ. We assume that the quadruple χ satisfies the assumptions in
proposition 7.1, that is, the conditions (27), (73), (74) and (75).
In this section, we will introduce several constants that depends only on the
quadruple χ and the integers s ≥ r ≥ 2 besides the objects that we fixed in
subsection 3.2. In order to distinguish such kind of constants, we will denote them
by symbols with subscript χ. Also we will use a generic symbol Cχ for large positive
constants of this kind. The usage of these notations is the same as those introduced
in subsection 3.3 and section 5.
The choice of the number ǫ > 0 is important for our argument not only in
this subsection but also in the remaining part of this section. We claim that our
argument in this section is true if ǫ is smaller than some constant ǫχ. Below we will
assume 0 < ǫ ≤ ǫχ and give the conditions on the choice of ǫχ in the course of the
argument.
From the condition (75), we can take and fix a positive constant hχ such that
hχ + 1 >
χ++c + χ
+
u
χ−c + χ
−
u − χ∆c − χ∆u
and that
χ−u + χ
−
c − χ++c > (hχ + 2)(χ∆c + χ∆u ).
Then we fix a positive integer qχ such that
qχ >
2(χ−u − χ−c ) + χ++c − χ−c + χ∆c + 2χ∆u
χ−u + χ
−
c − χ++c − (hχ + 2)(χ∆c + χ∆u )
.
Also we put
(76) rχ = 100(hχ + 1)
2Λ2g/λg ≥ 100.
Definition. For integers 0 < p < n and a point z ∈ M , let S1(χ, ǫ, n, p, z) be the
set of mappings F ∈ U such that there exist a subset {wi}qχi=0 in F−p(z) and subsets
Ei, 0 ≤ i ≤ qχ, in F−n+p(wi) ⊂ F−n(z) that satisfy the following three conditions:
(S1) The subsets Ei for 0 ≤ i ≤ qχ are contained in Λ(χ, ǫ, 2(hχ + 1)ǫn, n;F ),
and
#Ei = [exp((χ
−
c + χ
−
u − χ∆c − χ∆u − rχǫ)n)] + 1.
(S2) For any points y and y′ in the union
⋃qχ
i=0Ei, we have
∠(DFn(Eu(y)), DFn(Eu(y′))) ≤ exp((χ+c − χ−u + 6ǫ+ hχ(χ∆c + χ∆u + 4ǫ))n).
(S3) For 0 ≤ j ≤ p and 0 ≤ i, i′ ≤ qχ, we have
F j(B(wi, 10 exp(−rχǫn)) ∩B(wi′ , 10 exp(−rχǫn)) = ∅
but for the case where both i = i′ and j = 0 hold.
For an integer n ≥ 1, we consider the lattice
Ln = L(exp((χ
−
c − χ−u )n))
where L(·) is that defined in subsection 3.1. The following lemma is the main
ingredient of this subsection:
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Lemma 7.2. We have
(77) S1(χ, ǫ) ⊂ lim sup
n→∞
(⋃
p
⋃
z∈Ln
S1(χ, ǫ, n, p, z)
)
,
where ∪p indicates the union over integers p satisfying
(78) 3hχ(Λg/λg)ǫn ≤ p ≤ 3hχ(hχ + 1)(Λg/λg)ǫn+ 1.
Proof. Let F be a mapping in S1(χ, ǫ). We show that there are an arbitrarily large
integer n, an integer p satisfying (78) and a point z ∈ Ln such that F belongs to
S1(χ, ǫ, n, p, z). From the definition of S1(χ, ǫ), there are infinitely many integers m
that satisfy
(79) N(χ, ǫ, ǫm,m;F ) > exp((χ−c + χ
−
u − χ∆c − χ∆u − 2ǫ)m).
In the argument below, we consider a large integer m satisfying the condition (79).
Note that, since we can take the integer m as large as we like, we may and will
replace m by larger one if it is necessary. From the definition of N(·), there exist a
point ζ ∈M and a subset P in Λ(χ, ǫ, ǫm,m;F ) with cardinality
#P > exp((χ−c + χ
−
u − χ∆c − χ∆u − 2ǫ)m)
such that Fm(P ) = {ζ} and that
∠(DFm(Eu(w)), DFm(Eu(w′))) ≤ 10Hg exp((χ+c − χ−u + 2ǫ)m)
for w,w′ ∈ P . We put p := [3hχ(Λg/λg)ǫm] + 1 and consider the subsets of P ,
Pℓ(w) =
{
w′ ∈ P | Fm−ℓp(w′) = Fm−ℓp(w)}
for 0 ≤ ℓ ≤ [m/p] and w ∈ P . Since the subset Pℓ(w) is contained in the subset
Λ(χ, ǫ, (m+ ℓp)ǫ,m− ℓp;F ) from (20), we have
#Pℓ(w) ≤ κǫ exp((χ+u + χ++c + 7ǫ)(m− ℓp) + 6(m+ ℓp)ǫ))(80)
≤ exp((χ+u + χ++c + 7ǫ)(m− ℓp) + 7(m+ ℓp)ǫ))
from corollary 5.2, where the second inequality holds when m is sufficiently large.
Especially, for the case ℓ = [m/p], we have
#P[m/p](w) ≤ exp((χ+u + χ++c + 7ǫ)p+ 14ǫm)) < exp(−[m/p] · ǫp) ·#P
where the second inequality holds if ǫχ is smaller than some constant that depends
only on χ, hχ, Λg and λg and if we consider sufficiently large m according to the
choice of ǫχ. Thus there exist integers 0 ≤ ℓ < [m/p] such that
(81) max
w∈P
#Pℓ+1(w) < exp(−ǫp)max
w∈P
#Pℓ(w).
Let ℓ0 be the smallest integer 0 ≤ ℓ < [m/p] such that (81) holds. Then we have
max
w∈P
#Pℓ0(w) ≥ exp(−ǫℓ0p) ·#P.
Take a point w0 ∈ P such that #Pℓ0(w0) = maxw∈P #Pℓ0(w), and put n = m−ℓ0p,
z = Fn(w0), E = Pℓ0(w0). It holds
#E = #Pℓ0(w0) ≥ exp(−ǫ(m− n))#P ≥ exp((χ−c + χ−u − χ∆c − χ∆u − 3ǫ)m).
Comparing this with (80) for ℓ = ℓ0, we obtain
m <
χ++c + χ
+
u
χ−c + χ
−
u − χ∆c − χ∆u − 17ǫ
· n < (hχ + 1)n
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where the second inequality follows from the choice of hχ provided that ǫχ is smaller
than some constant that depends only on χ and hχ. Hence n and p satisfy the
condition (78) and it holds
E ⊂ Λ(χ, ǫ, ǫm,m;F ) ⊂ Λ(χ, ǫ, (m+ ℓ0p)ǫ,m− ℓ0p;F ) ⊂ Λ(χ, ǫ, (2hχ+1)ǫn, n;F ).
From (4), we can obtain, for any points w and w′ in E,
∠(DFn(Eu(w)), DFn(Eu(w′)))
≤ Ag D∗F
m−n(eu(Fn(w)))
|D∗Fm−n(eu(Fn(w)))|∠(DF
m(Eu(w)), DFm(Eu(w′)))
≤ Ag exp((−χ−c + χ+u )(m− n) + 2ǫm) · 10Hg exp((χ+c − χ−u + 2ǫ)m)
= 10HgAg exp((χ
+
c − χ−u + 4ǫ)n+ (∆χc +∆χu + 4ǫ)(m− n))
≤ exp((χ+c − χ−u + 5ǫ+ hχ(χ∆c + χ∆u + 4ǫ))n)
provided that m is sufficiently large.
Let us consider the subset {wi}i0i=1 ⊂ F−p(z) of all points w ∈ F−p(z) such that
Fn−p(w) ∩ E 6= ∅ . From (19) and (20), it is contained in Λ(χ, ǫ, ǫ(m+ pℓ0), p;F ).
Corollary 5.2 gives the following estimate for its cardinarity i0:
i0 ≤ κǫ exp(5Λgp+ 6ǫ(m+ pℓ0)) ≤ κǫ exp(5Λgp+ 12ǫm).
We denote Ei = {y ∈ E | Fn−p(y) = wi} for 1 ≤ i ≤ i0, so E = ∪i0i=1Ei.
By changing the index i, we assume that the cardinality of the subset Ei is
decreasing with respect to i. Let i1 be the smallest positive integer such that
i1∑
i=1
#Ei >
1
2
i0∑
i=1
#Ei =
#E
2
.
Then we have #Ei1 · (i0 − i1 + 1) ≥
∑i0
i=i1
#Ei ≥ #E/2 and hence
#Ei ≥ #Ei1 ≥
#E
2i0
> exp((χ−c + χ
−
u − χ∆c − χ∆u − rχǫ)n) for 1 ≤ i ≤ i1,
where the last inequality follows from the definitions of p and rχ provided that m
is sufficiently large. Also we have
i1 ≥
∑i1
i=1#Ei
#E1
≥ #E
2#E1
≥ exp(ǫp)
2
from the condition (81) for ℓ = ℓ0.
Notice that the point z that we took above may not be contained in Ln, while
it have to be. So we want to shift it to the closest point in Ln. The distance from
the point z to the closest point in Ln is bounded by exp((χ
−
c −χ−u )n) and hence by
ρǫ exp((χ
−
c − 5ǫ− 3(2hχ + 1)ǫ))n), provided that ǫχ is smaller than some constant
which depends only on χ and that we took sufficiently large m. Thereby, by virtue
of lemma 5.1, we can move the points wi and those in Ei accordingly so that the
relations F p(wi) = z and F
n−p(Ei) = {wi} are preserved. Henceforth, we consider
the points z ∈ Ln, wi and the subsets Ei thus obtained. Lemma 5.1 guarantees
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that the subsets Ei are contained in Λ(χ, ǫ, 2(hχ + 1)ǫn, n;F ) and that
∠(DFn(Eu(w)), DFn(Eu(w′))) ≤ exp((χ+c − χ−u + 5ǫ+ hχ(χ∆c + χ∆u + 4ǫ))n)
+ 2κǫ exp((χ
−
c − χ−u + (4hχ + 2)ǫ)n)
< exp((χ+c − χ−u + 6ǫ+ hχ(χ∆c + χ∆u + 4ǫ))n)
for any points w,w′ ∈ ⋃i1i=1 Ei, provided that ǫχ is smaller than some constant
which depends only on χ and that m is sufficiently large. Up to this point, we have
found arbitrarily large integer n, an integer p, points z, wi, 1 ≤ i ≤ i1, and subsets
Ei, 1 ≤ i ≤ i1, that satisfy the conditions (78), (S1) and (S2). It remains to choose
(qχ + 1) points among wi, 1 ≤ i ≤ i1, so that the condition (S3) holds.
Put W = {wi; 1 ≤ i ≤ i1} and δ = 40p · exp(2Λgp − rχǫn). Note that the
points wi belong to Λ(χ, ǫ, 2(hχ + 1)ǫn, p;F ) by (19). We can check
2δ < κ−1g ρǫ exp((−χ+u + χ−c − 5ǫ)p− 8(hχ + 1)ǫn)
by using the definition of p and rχ and the condition (78), provided that m is
large enough. Thus F p is a diffeomorphism on the 2δ-neighborhood of each point
in W from lemma 5.1(v). This implies that the distances between the points in
W ⊂ F−p(z) are not less than 2δ. Let L ⊂ W be the set of points in W that are
within distance δ to either of the points F j(z), 0 ≤ j < p. Then we have #L ≤ p
obviously.
Consider a sequence J = (jν)
ν0
ν=0 of integers such that 1 ≤ jν ≤ p for 0 ≤ ν ≤ ν0.
We denote the sum of the integers in J by |J | := ∑ν0ν=0 jν . For x, x′ ∈ W \ L, we
denote x ≻J x′ if there is a sequence of points x0 = x, x1, · · · , xν0+1 = x′ in W \ L
such that
F jν (B(xν , 10 exp(−rχǫn)) ∩B(xν+1, 10 exp(−rχǫn)) 6= ∅ for 0 ≤ ν ≤ ν0.
From the definition of δ above, it is easy to see that we have d(F |J|(x), x′) < δ if
x ≻J x′ for some J with |J | ≤ 2p. Hence, given a point x ∈ W \ L and an integer
1 ≤ i ≤ 2p, there is at most one point x′ in W \ L that satisfies x ≻J x′ for some
sequence J with |J | = i.
Actually, the relation x ≻J x′ holds for some points x, x′ inW \L only if |J | < p.
In fact, otherwise, there should be a sequence J with p ≤ |J | < 2p and points x, x′
in W \ L such that x ≻J x′ and hence d(F |J|−p(z), x′) = d(F |J|(x), x′) < δ. But,
since 0 ≤ |J | − p < p, this contradicts the definition of L.
The relation x ≻J x′ never holds if x = x′. In fact, if x ≻J x for some J , the
relation x ≻Ji x should hold for any i ≥ 1 where J i is the iteration of J for i times.
But this obviously contradicts the fact proved in the preceding paragraph.
Let us denote x ≻ x′ for x, x′ ∈ W \ L if either x = x′ or x ≻J x′ for some
sequence J = (jν)
ν0
ν=0 satisfying 1 ≤ jν ≤ p. From the argument above, this
relation is a partial order on the set W \ L and, for each x ∈W \ L, there exist at
most p points x′ in W \ L such that x ≻ x′. Let Wmax be the set of the maximal
elements in W \ L with respect to the partial order ≻. Then we have
#Wmax ≥ #(W \ L)
p
≥ ([exp(ǫp)/2]− p)
p
≥ (qχ + 1)
provided that m is large enough. Take (qχ + 1) points {wi}qχi=0 from Wmax, then
the condition (S3) holds for them. We have completed the proof of lemma 7.2. 
Using lemma 7.2, we can deduce proposition 7.1 from the following proposition:
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Proposition 7.3. Let s ≥ r+3. Suppose that a quadruple χ satisfies the conditions
(27), (73), (74) and (75) and that a positive number ǫ satisfies 0 < ǫ ≤ ǫχ. Then,
for any d > 0 and any mapping G in Cr(M,T), there exists an integer n0 such that
(82) Ms(Φ−1G (S1(χ, ǫ, n, p, z)) ∩Ds−3(d)) < exp((2χ−c − 2χ−u − ǫ)n)
for n ≥ n0, z ∈ Ln and 0 < p < n that satisfies the condition (78).
Remark. ΦG and D
s−3(d) above are those defined by (2) and (24) respectively.
In fact, since we have #Ln = ([exp((−χ−c + χ−u )n)] + 1)2, it follows from propo-
sition 7.3 and (77) that
Ms
(
Φ−1G (S1(χ, ǫ)) ∩Ds−3(d)
)
= 0 for any d > 0 and G ∈ Cr(M,T).
Since the measure Ms is supported on Cs−3(M,R2) =
⋃
d>0D
s−3(d), this implies
that the subset S1(χ, ǫ) is shy with respect to the measure Ms.
7.3. Perturbations. In this subsection, we introduce some families of mappings
and give estimates on the variations of the images of the unstable subspaces Eu(z)
under iterates of the mappings in the families. Henceforth, in this subsection and
the next, we consider the situation in proposition 7.3: Let s ≥ r + 3; Let χ a
quadruple that satisfies the conditions (27), (73), (74) and (75) and ǫ a positive
number ǫ that satisfies 0 < ǫ ≤ ǫχ.
Take and fix a C∞ function ψ : R2 → R such that ‖ψ‖C1 ≤ 1 and that
ψ(w) =
{
x, if ‖w‖ ≤ 1/10;
0, if ‖w‖ ≥ 1 for w = (x, y) ∈ R
2.
For each point z ∈M , we consider an isometric embedding
ϕz : {w ∈ R2 | ‖w‖ < 1} → T
that carries the origin to z and the x-axis R× {0} to Eu(z). For n ≥ 1, we put
δn = exp(−rχǫn).
Recall that we took the subset U of mappings as a neighborhood of a Crmapping
F♯ in subsection 3.2. For an integer n ≥ 1 and a point z ∈ M , we define the
C∞mapping ψn,z :M → R2 by
ψn,z(w) :=
{
δs+3n · ψ
(
ϕ−1z (w)/δn
) · ec(F♯(z)), if d(w, z) < δn;
0, otherwise
where ec(·) is either of the two unit vectors in the central subspace Ec(·). Note
that, for any mapping F ∈ U , the parallel translation of the vector ec(F♯(z)) to
F (z) is contained in Sc(F (z)) from the choice of the constant ρg in subsection 3.2.
Remark. Notice that the definition of ψn,z(w) does not depend on F ∈ U .
Let n and p be positive integers that satisfy the condition (78), S = {xi}qχi=0
an ordered subset of the lattice L(δn/40) and F a mapping in U . The family of
mappings that we are going to consider is
Ft(w) = F (w) +
qχ∑
i=1
ti · ψn,xi(w) : M → T
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where t = (ti) ∈ Rqχ is the parameter that ranges over the region
R = {t = (ti) ∈ Rqχ | |ti| ≤ exp(χ−c n)}.
For this family, we have
(83) dCℓ(Ft, F ) ≤ Cg · qχδs−ℓ+3n ‖t‖ · ‖ψ‖Cℓ for t ∈ R and 0 ≤ ℓ ≤ s.
From this inequality in the case ℓ = 0, we obtain
(84) dC0(F
j
t , F
j) ≤ p exp(Λgp) · Cg · qχδs+3n exp(χ−c n) < δn
for 0 ≤ j ≤ p and t ∈ R, where the second inequality follows from the condition (78)
and the definition of rχ provided that n is larger than some constant Nǫ. (Recall
the notation introduced in section 5.)
Denote by ∂i the partial differentiation with respect to the parameter ti. Then
(85) ‖∂iFt(w)‖ ≤ δs+3n
and
(86) ‖∂i(DFt)(v)‖ ≤ Cg · δs+2n ‖v‖
for any w ∈M , v ∈ Su(w) and t ∈ R. If d(w, xi) < δn/10 in addition, we also have
(87) |v∗(∂i(DFt(v)))| ≥ C−1g · δs+2n ‖v‖
for any w ∈ M , v ∈ Su(w) and t ∈ R, where v∗ is the unit cotangent vector at
Ft(w) that is normal to DFt(v).
In the following argument, we assume that
(88) F j(B(xi, 2δn)) ∩B(xi′ , 2δn) = ∅
for 0 ≤ i, i′ ≤ qχ and 0 ≤ j ≤ p but for the case where both i = i′ and j = 0 hold.
Note that (88) and the estimate (84) imply
(89) F jt (B(xi, δn)) ∩B(xi′ , δn) = ∅ for t ∈ R.
Consider a point z ∈ M and families of points yi(t) ∈ M , 0 ≤ i ≤ qχ, parame-
terized by t ∈ R continuously. Suppose that it holds
(Y1) Fnt (yi(t)) = z,
(Y2) yi(t) ∈ Λ(χ, ǫ, (2hχ + 3)ǫn, n;Ft), and
(Y3) d(Fn−pt (yi(t)), xi) < δn/10
for 0 ≤ i ≤ qχ and t ∈ R. Let us put
Ai(t) = δ
s+2
n
|D∗F p−1t (DFn−p+1t (eu(yi(t))))|
D∗F
p−1
t (DF
n−p+1
t (e
u(yi(t))))
for 1 ≤ i ≤ qχ, where eu(z) is either of the two unit tangent vectors in Eu(z). Then
we can show the following estimates on the motion of the subspace DFnt (E
u(yi(t)))
as the parameter t moves.
Lemma 7.4. By letting the constant Nǫ larger if necessary, we have the following:
If n ≥ Nǫ, we have
C−1g Ai(t) ≤ |∂i∠(DFnt (Eu(yi(t))),Eu(z))| ≤ CgAi(t)
for 1 ≤ i ≤ qχ, and also
|∂j∠(DFnt (Eu(yi(t))),Eu(z))| ≤ Cg exp(−λgp)Ai(t)
60 MASATO TSUJII
for 0 ≤ i ≤ qχ and 1 ≤ j ≤ qχ provided i 6= j.
Proof. Let 1 ≤ i ≤ qχ and 0 ≤ j ≤ qχ. For 0 ≤ m ≤ n, we denote by em
the unit tangent vector in the direction of DFmt (e
u(yi(t))) and by e
∗
m the unit
cotangent vector that is normal to em. We can and do choose the orientation of
the cotangent vectors e∗m so that (DF
n−m)∗(e∗n) = D
∗Fn−m(em) · e∗m. Also we
denote zm = F
m
t (yi(t)) for simplicity. Notice that em, e
∗
m and zm depend on the
parameter t.
We first give simple consequences of the conditions (Y1) and (Y3). From (89) and
the condition (Y3), the point zm is not contained in B(xj , δn) for n− 2p < m < n
but for the case where both m = n − p and j = i hold. Especially, the points zm
for n − p < m < n are not contained in ⋃qχℓ=0B(xℓ, δn). So the condition (Y1)
implies that the point zm does not depend on the parameter t. For 0 ≤ m ≤ n− p,
differentiation of the both sides of the identity Fn−p+1−mt (zm) ≡ zn−p+1 gives
(
DFn−p+1−mt
)
zm
(∂jzm) +
n−p+1∑
ℓ=m+1
(
DFn−p+1−ℓt
)
zℓ
((∂jFt)(zℓ−1)) = 0.
Applying (DFn−p+1−mt )
−1
zm to the both sides of this identity and using (85) and (7),
we obtain
(90) |∂jzm| ≤
n−p+1∑
ℓ=m+1
Cg
∥∥((DF ℓ−mt )zm)−1∥∥ · δs+3n ≤
n−p+1∑
ℓ=m+1
Cgδ
s+3
n∣∣D∗F ℓ−mt (em)∣∣ .
Now we are going to estimate
∂j∠(DF
n
t (E
u(yi(t))),E
u(z)) = ∂j∠(en,E
u(z)) =
e∗n(∂j(DF
n
t (e0)))
D∗Fnt (e0)
.
Differentiating the both sides of
DFnt (e0) = (DFt)zn−1 ◦ (DFt)zn−2 ◦ · · · ◦ (DFt)z0(e0)
and using the relation DFmt (e0) = D∗F
m
t (e0) · em, we can obtain
∂j(DF
n
t (e0)) =
n−1∑
m=0
(DFn−m−1t )zm+1((∂j(DFt)zm)(em)) ·D∗Fmt (e0)
+
n−1∑
m=0
(DFn−m−1t )zm+1(D
2Ft(em, ∂jzm)) ·D∗Fmt (e0)
+ (DFnt )z0(De
u(∂jz0)).
From this and the relation (DFn−m)∗(e∗n) = D
∗Fn−m(em)e
∗
m, it follows
e∗n(∂j(DF
n
t (e0))) =
n−1∑
m=0
D∗Fn−m−1t (em+1) · e∗m+1((∂j(DFt)zm)(em))D∗Fmt (e0)
+
n−1∑
m=0
D∗Fn−m−1t (em+1) · e∗m+1(D2Ft(em, ∂jzm))D∗Fmt (e0)
+D∗Fnt (e0) · e∗0(Deu(∂jz0)).
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Note that (∂j(DFt))zm = 0 for n − 2p < m < n but for the case m = n − p, and
that ∂jzm = 0 for n− p < m ≤ n as we noted above. Thus we obtain
e∗n(∂j(DF
n
t (e0)))
D∗Fnt (e0)
− D
∗F p−1t (en−p+1)
D∗F
p−1
t (en−p+1)
· e
∗
n−p+1((∂j(DFt)zn−p)(en−p))
D∗Ft(en−p)
(91)
=
n−2p∑
m=0
D∗Fn−m−1t (em+1)
D∗F
n−m−1
t (em+1)
· e
∗
m+1((∂j(DFt)zm)(em)))
D∗Ft(em)
+
n−p∑
m=0
D∗Fn−m−1t (em+1)
D∗F
n−m−1
t (em+1)
· e
∗
m+1(D
2Ft(em, ∂jzm))
D∗Ft(em)
+
D∗Fnt (e0)
D∗Fnt (e0)
· e∗0(Deu(∂jz0)).
From (86), the first sum on the right hand side is bounded in absolute value by
Cgδ
s+2
n ·
|D∗F p−1t (eun−p+1)|
D∗F
p−1
t (e
u
n−p+1)
n−2p∑
m=0
exp(−λg(n− p+ 1−m+ 2cg))
≤ Cg · Ai(t) exp(−λgp).
By the estimate (90) on ∂jzm and the condition (Y2), the second sum on the right
hand side is bounded in absolute value by
Cg
n−p∑
m=0
n−p+1∑
ℓ=m+1
|D∗Fn−m−1t (em+1)|
D∗F
n−m
t (em)
δs+3n
|D∗F ℓ−mt (em)|
= Cg
n−p∑
m=0
n−p+1∑
ℓ=m+1
|D∗Fn−ℓt (eℓ)|
D∗F
n−ℓ
t (eℓ)
δs+3n
D∗F
ℓ−m
t (em)|D∗Ft(em)|
< Cgδ
s+3
n
|D∗F p−1t (en−p+1)|
D∗F
p−1
t (en−p+1)
n−p∑
m=0
n−p+1∑
ℓ=m+1
exp(−λg(n− p+ 1−m+ 2cg))
exp(−(2hχ + 4)ǫn)
< CgAi(t) · δn exp((2hχ + 4)ǫn) < CgAi(t) exp(−λgp),
where the last inequality follows from the definition of the constant rχ and the
condition (78) on p. Similarly, we can show that the last term on the right hand
side is bounded by
Cg
n−p+1∑
ℓ=1
|D∗Fnt (e0)|
D∗Fnt (e0)
δs+3n
|D∗F ℓt (e0)|
< CgAi(t) exp(−λgp).
From (86) and (87), we have
C−1g δ
s+2
n < |e∗n−p+1(∂jDFt(en−p))| < Cgδs+2n if j = i
and ∂iDFt(en−p) ≡ 0 otherwise. Using these estimates in (91), we can conclude
the lemma, by taking the constant Nǫ larger if necessary. 
Consider the mapping Ψ : R→ Rqχ defined by
(92) Ψ(t) =
(
∠(DFnt (E
u(yi(t))), DF
n
t (E
u(y0(t)))
)qχ
i=1
.
As a consequence of the lemma 7.4, we have the following corollary, where we take
the constant Nǫ still larger if necessary.
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Corollary 7.5. The mapping Ψ is injective and there is a constant Bχ such that
| detDΨ(t)| > exp(−Bχǫn) for t ∈ R,
provided that n ≥ Nǫ.
Proof. Let us denote by DΨ(t)ij the (i, j)-entry of the representation matrix of
DΨ(t) with respect to the standard coordinate on Rqχ . Lemma 7.4 tells that the
diagonal entries satisfy
C−1g Ai(t) < |DΨ(t)ii| < CgAi(t)
while the off-diagonal entries satisfy
|DΨ(t)ij | < Cg exp(−λgp)Aj(t), j 6= i.
These imply that Ψ is injective on R and | detDΨ(t)| is bounded from below by∏qχ
i=1 CgAi(t), provided that n is larger than some constant Cχ. Therefore we have
| detDΨ(t)| >
(
Cg exp((χ
−
c − χ+u )p− (4hχ + 6 + (s+ 2)rχ)ǫn)
)qχ
from the condition (Y2). Using the condition (78), we obtain the corollary. 
7.4. The proof of proposition 7.3. In this subsection, we complete the proof
of theorem 3.22 by proving proposition 7.3. Let G be a mapping in Cr(M,T) and
d > 0 a positive number. We consider a large integer n > Nǫ, an integer p satisfying
the condition (78), and a point z in the lattice Ln. We put δn = exp(−rχǫn) as in
the last subsection. Let S = {xi}qχi=0 be an ordered subset in the lattice L(δn/40).
We denote by S1(χ, ǫ, n, p, z;S) the set of mappings F in S1(χ, ǫ, n, p, z) such that
the subset {wi}qχi=0 in the definition can be taken so that
(S4) d(wi, xi) < δn/20 for 0 ≤ i ≤ qχ.
The subset S1(χ, ǫ, n, p, z) is contained in the union of S1(χ, ǫ, n, p, z;S) over all
ordered subsets S = {xi}qχi=0 of the lattice L(δn/40). And the number of such
ordered sets S is bounded by (40δ−1n + 1)
2(qχ+1). Therefore, in order to prove the
inequality in proposition 7.3, it is enough to show
(93) Ms(Φ−1G (S1(χ, ǫ, n, p, z;S))∩Ds−3(d)) < exp((2(χ−c −χ−u )− 2rχ(qχ+2)ǫ)n)
for sufficiently large n.
Take a mapping F in S1(χ, ǫ, n, p, z;S) arbitrarily and consider the family of
mappings Ft defined for the ordered subset S in the last subsection. Note that the
conditions (88) and (89) follows from the conditions (S3) and (S4). Let Y be the
set of continuous mappings
y : R→M ×M × · · · ×M, y(t) = (yi(t))qχi=0
that satisfy the conditions (Y1), (Y2) and (Y3) in the last subsection. A family
y(t) in Y is uniquely determined once y(0) is given because of the conditions (Y1)
and (Y2). Thus we have
#Y ≤ (#(Λ(χ, ǫ, (2hχ + 3)ǫn, n;F ) ∩ F−n(z)))qχ+1
≤ κǫ exp((χ+u + χ++c + 7ǫ+ 6(2hχ + 3)ǫ)(qχ + 1)n)
≤ exp((χ+u + χ++c )(qχ + 1)n+ Cχǫn)
for sufficiently large n, from corollary 5.2 and the condition (Y2).
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For a family y ∈ Y, we denote by Z(y) the set of parameters t ∈ R such that
∠(DFnt (E
u(yi(t))), DF
n
t (E
u(y0(t))))
≤ exp((χ+c − χ−u + 6ǫ+ hχ(χ∆c + χ∆u + 4ǫ))n)
for all 1 ≤ i ≤ qχ. Lemma 7.5 implies that we have
m(Z(y)) ≤ exp((χ+c − χ−u + hχ(χ∆c + χ∆u ))qχn+ Cχǫn)
provided that n ≥ Nǫ.
Suppose that Fs belongs to S1(χ, ǫ, n, p, z;S) for a parameter s ∈ R. Then
there are points wi ∈ F−ps (z), 0 ≤ i ≤ qχ, and subsets Ei ⊂ F−(n−p)s (wi), 0 ≤
i ≤ qχ, which satisfy the conditions (S1)-(S4) with F replaced by Fs. Consider a
combination (yi)
qχ
i=0 of points such that yi ∈ Ei for 0 ≤ i ≤ qχ. From (83), we can
check that
dC1(Ft, Fs) < ρǫ exp((χ
−
c − 5ǫ)n− 3 · 2(hχ + 1)ǫn) for any t ∈ R
provided n is sufficiently large. Thus, the condition (S1) and lemma 5.1, we can
check that there exists a unique element y(t) = (yi(y))
qχ
i=0 in Y such that yi(s) = yi
for 0 ≤ i ≤ qχ. The condition (S2) implies that s belongs to the subset Z(y).
Therefore, if Fs belongs to S1(χ, ǫ, n, p, z;S), the parameter s belongs to the subset
Z(y) for at least
qχ∏
i=0
#Ei ≥ exp((χ−c + χ−u − χ∆c − χ∆u − rχǫ)(qχ + 1)n)
elements y in Y. Now we arrive at the estimate
m({t ∈ R | Fs ∈ S1(χ, ǫ, n, p, z;S)}) ≤
∑
Y ∈Ym(Z(y))∏qχ
i=0#Ei
≤ exp(((χ
+
c − χ−u + hχ(χ∆c + χ∆u ))qχ + (χ+u + χ++c )(qχ + 1))n+ Cχǫn)
exp((χ−c + χ
−
u − χ∆c − χ∆u − rχǫ)(qχ + 1)n)
.
Note that we have this estimate uniformly for the mappings F in S1(χ, ǫ, n, p, z;S).
Put m = qχ, Ti = exp(χ
−
c n) and ψi = ψn,xi for 1 ≤ i ≤ qχ in lemma 3.20. Then
the assumption (25) holds provided that n is sufficiently large. The conclusion is
Ms(Φ−1G (S1(χ, ǫ, n, p, z;S)) ∩Ds−3(d))
< 2qχ+1 exp
(
(χ++c − χ−c − χ−u + (hχ + 2)(χ∆c + χ∆u ))qχn
)
× exp((χ++c − χ−c + χ∆c + 2χ∆u + Cχǫ)n).
Using the condition in the choice of qχ, we obtain (93) for sufficiently large n,
provided that we take sufficiently small ǫχ.
8. Genericity of the no flat contact condition
In this section, we consider the situation where the images of admissible curves
under an iterate of a mapping F ∈ U have flat contacts with the curves in the
critical set C(F ), and investigate whether we can resolve all of such flat contacts by
perturbations. Our goal is the proof of theorem 3.23, which will be carried out in
the last subsection. The key idea in the proof is that the non-flatness of contacts
between curves is easier to establish if we assume higher differentiability. The reader
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should notice that the content and the notation in this section is independent of
those in the last two sections.
8.1. The jet spaces of curves. We begin with formulating a sufficient condition
for the no flat contact condition in terms of jet. For an integer 1 ≤ q ≤ r and
a point z ∈ M , let Γqz be the set of germs of Cqcurves γ : (R, 0) → (M, z) at z.
Recall that we always assume the curves to be parameterized by length. Two germs
γ1 and γ2 in Γ
q
z are said to have contact of order q if d(γ1(t), γ2(t))/|t|q → 0 as
t→ 0. This is an equivalence relation on the space Γqz. The equivalence classes are
called q-jets of curve and the quotient space is denoted by JqΓz. Suppose that a
q-jet j of curve at z ∈ M is represented by γ ∈ Γqz. Then the the tangent vector
d
dtγ(0) ∈ TzM at z does not depend on the choice of the representative γ, and
neither do the differentials diγ(0), 2 ≤ i ≤ q, which are defined in subsection 3.4.
Thus we put
j(0) = z, j(1) =
d
dt
γ(0) and j(i) = diγ(0) for 2 ≤ i ≤ q.
The jet space of curves of order q is the disjoint union JqΓ := ∐z∈MJqΓz, which
is equipped with the distance defined by
dJ(j1, j2) = max
{
d(j
(0)
1 , j
(0)
1 ),∠(j
(1)
1 , j
(1)
2 ),max
{
|j(i)1 − j(i)2 |; 2 ≤ i ≤ q
}}
.
Then the following mapping is a homeomorphism:
j ∈ JqΓ 7→
(
j(1), (j(i))qi=2
)
∈ T 1M × Rq−1
where T 1M is the unit tangent bundle of M . Each mapping F ∈ U acts naturally
on the space JqΓ. We denote this action simply by
F : JqΓ→ JqΓ, [γ] 7→ [F∗γ].
For 2 ≤ q < r, let JqAC ⊂ JqΓ be the compact subset of q-jets that are represented
by germs of admissible curves. Lemma 3.2 tells that Fn(JqAC) ⊂ JqAC for n ≥ ng.
For a Cqcurve γ : I → M defined on an interval I, its q-jet extension is the
mapping Jqγ : I → JqΓ that carries a parameter t ∈ I to the jet in JqΓγ(t) that is
represented by the germ of γ at t. Recall that the critical set C(F ) for any mapping
F in U consists of finitely many Cr−1curves. Let C(F ) ⊂ Jr−2Γ be the union of
the images of their (r − 2)-jet extensions:
C(F ) = {Jr−2γ(I) | γ : I →M is a Cr−1curve contained in C(F ).}
Lemma 8.1. If a mapping F ∈ U satisfies
(94) Fn(Jr−2AC) ∩C(F ) = ∅ for some n ≥ 1,
then F satisfies the no flat contact condition.
Proof. For each point in C(F ), we can find a small Cr−1coordinate neighborhood
(U,ψ : U → R2) such that ψ(C(F ) ∩ U) is an interval in the x-axis R × {0} and
that it holds either
(a) Dψ(Sc(z)) contains the x-axis R× {0} for every z ∈ U , or
(b) Dψ(Sc(z)) contains the y-axis {0} × R for every z ∈ U .
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Since the critical set C(F ) is compact, we can cover it by finitely many coordinate
neighborhood with these properties. So, for the purpose of proving the lemma, it
is enough to show the following claim for each coordinate neighborhood (U,ψ) as
above: For a constant C > 0 and n0 > 0, it holds
mR ({t ∈ [0, a] | Fn(γ(t)) ∈ U and d(Fn(γ(t)), C(F )) < ǫ}) < C · ǫ1/r−2max{a, 1}
for any a > 0, γ ∈ AC(a), n ≥ n0, ǫ > 0. If the condition (a) above holds, this
claim is clear because the images of the admissible curves in U by the mapping
ψ are curves whose slope is uniformly bounded away from 0. Thus it remains to
check the claim above in the case where the condition (b) holds. To this end, it is
enough to show the following lemma, because, in the case (b), the images of the
admissible curves by ψ are graphs of Cr−1functions whose slopes are bounded by
some constant Cg.
Claim 8.2. If a Cr−1function ϕ on a compact interval I ⊂ R satisfies,
max
x∈I
max {|dqϕ/dxq(x)| ; 1 ≤ q ≤ r − 1} ≤ K and
min
x∈I
max {|dqϕ/dxq(x)| ; 1 ≤ q ≤ r − 2} > ρ
for some positive constants K and ρ, then we have
mR{x ∈ R | |ϕ(x)| < ǫ} < C(r, ρ,K, I) · ǫ1/(r−2) for any ǫ > 0,
where C(r, ρ,K, I) is a constant that depends only on r, ρ, K and the length of I.
We show this claim by using the following lemma[4, Lemma 5.3].
Lemma 8.3. If a Cqfunction h on an interval J satisfies |dqh/dxq(x)| ≥ ρ > 0 for
all x ∈ J . Then mR({x ∈ J | |h(x)| ≤ ε}) ≤ 2q+1 (ε/ρ)1/q for any ǫ > 0.
Proof of claim 8.2. Let X ⊂ I be the set of points x ∈ I such that |ϕ(x)| ≤ ρ/2.
For each point x ∈ X , there is an integer 1 ≤ m ≤ r−2 such that |dmϕ/dxm(x)| > ρ
and hence that |dmϕ/dxm| ≥ ρ/2 on the interval J(x) := (x−ρ/(2K), x+ρ/(2K)).
We can take points xi ∈ X , i = 1, 2, . . . , i0, so that the intervals J(xi) cover the
subset X and that the intersection multiplicity is 2, so i0 ≤ (2mR(I)/(ρ/K)) + 1.
Applying lemma 8.3 to each interval J(xi), we can see that mR{x ∈ R | |ϕ(x)| < ǫ}
is bounded by i0 · 2r−1 (ǫ/(ρ/2))1/(r−2) provided ǫ < ρ. This implies claim 8.2. 
We have finished the proof of lemma 8.1. 
8.2. Lattices in the jet space. In this subsection, we consider lattices in the
space of admissible jets Jr−2AC and formulate a sufficient condition for the no
flat contact condition by using them. Henceforth, we fix integers 2 < ν < r ≤ s
satisfying the condition (3). Note that the condition (3) can be written in the form
(r − 2)
(
r − 1− r − 3
2
)
< (r − ν − 2)
(
r − 3− 2s− r − ν + 1
2ν
)
.
Thus we can and do cover the interval [λg/2, 2Λg] by finitely many intervals I(ℓ) =
(λ−(ℓ), λ+(ℓ)), 1 ≤ ℓ ≤ ℓ0, such that λ−(ℓ) > λg/4 and that
(r − 2)
(
r − 1− r − 3
2
λ−(ℓ)
λ+(ℓ)
)
< (r − ν − 2)
(
r − 3− 2s− r − ν + 1
2ν
)
.
For n ≥ 1 and 1 ≤ ℓ ≤ ℓ0, let Q(n, ℓ) be the set of jets j in Jr−2AC that satisfy
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(Q1) the point j(0) is contained in the lattice L(exp(−λ+(ℓ)(r − 2)n)),
(Q2) the angle ∠(j(1), eu(j(0))) is a multiple of exp(−λ+(ℓ)(r − 3)n), and
(Q3) j(q) is a multiple of exp((−λ+(ℓ)(r− 3)+λ−(ℓ)(q− 1))n) for 2 ≤ q ≤ r− 2.
We have
(95) #Q(n, ℓ) ≤ Cg exp
(
(r − 2)
(
(r − 1)λ+(ℓ)− r − 3
2
λ−(ℓ)
)
n
)
.
For integers n ≥ 1, 1 ≤ ℓ ≤ ℓ0, a mapping F ∈ U and σ = 0, 1, we define Vσ(n, ℓ;F )
as the set of jets j in Jr−2AC that satisfy
exp(λ−(ℓ)n− σ) ≤ |D∗Fn(j(1))| ≤ exp(λ+(ℓ)n+ σ).
Then, from the choice of the numbers λ±(ℓ), the subsets V0(n, ℓ;F ) for 1 ≤ ℓ ≤ ℓ0
cover Jr−2AC provided that n is larger than some constant Cg.
Lemma 8.4. There is a constant Bg > 1 such that, for any jet j in V0(n, ℓ;F ) with
n ≥ Bg and 1 ≤ ℓ ≤ ℓ0, there exists a jet i ∈ Q(n, ℓ) ∩ V1(n, ℓ;F ) such that
(96) dJ(F
n(j), Fn(i)) < Bg exp(−λ+(ℓ)(r − 3)n).
Proof. Let us take a jet j ∈ V0(n, ℓ;F ) arbitrarily. Let w be the point in the
lattice L(exp(−λ+(ℓ)(r − 2)n)) that is closest to j(0). As j(1) belongs to Su(j(0)),
the minimum angle between j(1) and the cone Su(w) is bounded by Cg · d(j(0), w).
Hence we can choose a jet i ∈ Q(n, ℓ) such that
(I1) i(0) = w and hence d(j(0), i(0)) < exp(−λ+(ℓ)(r − 2)n),
(I2) ∠(j(1), i(1)) < exp(−λ+(ℓ)(r − 3)n) + Cg exp(−λ+(ℓ)(r − 2)n) and
(I3) |j(q) − i(q)| < exp((−λ+(ℓ)(r − 3) + λ−(ℓ)(q − 1))n) for 2 ≤ q ≤ r − 2.
For 0 ≤ m ≤ n, we put z(m) = Fm(j)(0) = Fm(j(0)), w(m) = Fm(i)(0) = Fm(i(0))
and
∆qm =


d(Fm(j)(0), Fm(i)(0)) = d(z(m), w(m)), for q = 0;
∠(Fm(j)(1), Fm(i)(1)) = ∠(DFm(j(1)), DFm(i(1))), for q = 1;
|Fm(j)(q) − Fm(i)(q)|, for 2 ≤ q ≤ r − 2.
In order to prove the inequality (96), it is enough to show
∆qn ≤ Cg exp(−λ+(ℓ)(r − 3)n) for 0 ≤ q ≤ r − 2.
First we prove
(97) ∆0m ≤ 2‖DFmz(0)‖ ·∆00 ≤ Cg exp(−λ+(ℓ)(r − 3)n)
for 1 ≤ m < n. As j ∈ V0(n, ℓ;F ), we have
‖DFm−kz(k) ‖ ≤ Cg ·D∗Fm−k(DF k(j(1))) ≤
Cg ·D∗Fn(j(1))
D∗Fn−m(DFm(j(1))) ·D∗F k(j(1))(98)
≤ Cg exp(λ+(ℓ)n− λg(n−m+ k))
for 0 ≤ k ≤ m ≤ n. So the second inequality in (97) follows from the condition (I1).
We prove the first inequality in (97) by induction on 1 ≤ m < n. Using the simple
estimate∥∥∥exp−1z(m)(w(m)) −DFz(m−1)(exp−1z(m−1)(w(m − 1)))∥∥∥ ≤ Cg(∆0m−1)2
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repeatedly, we can get the following inequality for ∆0m = ‖ exp−1z(m)(w(m))‖:
∆0m ≤ ‖DFmz(0)‖∆00 + Cg
m−1∑
k=0
‖DFm−k−1z(k+1) ‖(∆0k)2 for 0 ≤ m ≤ n.(99)
Note that we have, from (6),
‖DFm−k−1z(k+1) ‖‖DF kz(0)‖ ≤ CgD∗Fm−k−1(DF k+1(eu(z0))) ·D∗F k(eu(z0))(100)
≤ Cg D∗F
m(eu(z0))
D∗F (DF k(eu(z0)))
≤ Cg‖DFmz(0)‖
for 0 ≤ k ≤ m − 1. Consider an integer 0 ≤ m0 ≤ n and suppose that the left
inequality in (97) holds for 0 ≤ m < m0. Then, using them and the estimates (98)
and (100) in (99), we can obtain
∆0m0 ≤ ‖DFm0z(0)‖∆00 + Cg
m0−1∑
k=0
‖DFm0−k−1z(k+1) ‖ · 2‖DF kz(0)‖∆00 ·∆0k
≤ ‖DFm0z(0)‖∆00
(
1 + Cg · n · exp(−λ+(ℓ)(r − 3)n)
)
.
This implies the first inequality in (97) for m = m0, provided that n is larger than
some constant Cg. Thus we can obtain (97) for 1 ≤ m ≤ n by induction.
Next we estimate ∆1m for 0 ≤ m ≤ n. We have
∆1m ≤ ∠(DFmz(0)(j(1)), DFmz(0)(i(1)))
+
m−1∑
k=0
∠(DFm−kz(k) (DF
k
w(0)(i
(1))), DFm−k−1z(k+1) (DF
k+1
w(0)(i
(1))))
where we omit the operations of parallel translation. (See the remark given in
the proof of lemma 5.1.) For 0 ≤ k < n, we have DF kw(0)(i(1)) ∈ Su(w(k)) and
d(z(k), w(k)) = ∆0k ≤ Cg exp(−λ+(ℓ)(r − 3)n). Hence the parallel translation of
DF kw(0)(i
(1)) to z(k) does not belong to the central cone Sc(z(k)) provided that n
is larger than some constant Cg. Using (4), we can obtain
∠(DFm−kz(k) (DF
k
w(0)(i
(1))), DFm−k−1z(k+1) (DF
k+1
w(0)(i
(1))))
≤ Ag |D
∗Fm−k−1(DF k+1(j(1)))|
D∗Fm−k−1(DF k+1(j(1)))
∠(DFz(k)(DF
k
w(0)(i
(1))), DFw(k)(DF
k
w(0)(i
(1))))
≤ Cg exp(−λg(m− k − 1))∆0k < Cg exp(−λg(m− k − 1)− λ+(ℓ)(r − 3)n).
Likewise we can obtain ∠(DFmz(0)(j
(1)), DFmz(0)(i
(1))) ≤ Cg exp(−λgm)∆10. There-
fore, by condition (I2), we conclude
∆1m ≤ Cg exp(−λgm)∆10 +
m−1∑
k=0
Cg exp(−λg(m− k − 1)− λ+(ℓ)(r − 3)n)
≤ Cg exp(−λ+(ℓ)(r − 3)n).
Finally, we estimate ∆qn for 2 ≤ q ≤ r. From the formula (10), we can see
(101) ∆qm ≤
|D∗F (DFm−1(j(1)))|
D∗F (DFm−1(j(1)))q
∆qm−1 + Cg
∑
0≤d<q
∆dm−1.
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Consider this inequality (101) for m = n and estimate the right hand side by using
(101) recurrently as long as there exist terms ∆qm with q > 1 or m > 0 on the right
hand side. Then we see that ∆qn is bounded by
(102)
|D∗Fn(j(1))|
D∗Fn(j(1))q
∆q0
+ Cg
∑
1<d<q
∑
0=nd≤nd+1≤···
···≤nq<nq+1=n+1
q∏
ℓ=d
∏
nℓ≤j<nℓ+1−1
|D∗F (F j(j)(1))|
D∗F (F j(j)(1))ℓ
∆d0
+ Cg
∑
d=0,1
0≤m<n
∑
m=nd≤nd+1≤···
···≤nq<nq+1=n+1
q∏
ℓ=d
∏
nℓ≤j<nℓ+1−1
|D∗F (F j(j)(1))|
D∗F (F j(j)(1))ℓ
∆dm.
Note that, for any sequence m = nd ≤ nd+1 ≤ · · · · · · ≤ nq < nq+1 = n + 1 with
q ≤ r, we have
q∏
ℓ=d
∏
nℓ≤j<nℓ+1−1
|D∗F (F j(j)(1))|
D∗F (F j(j)(1))ℓ
≤ exp(−λg(n−m− q) + cgq)
D∗Fn−m(Fm(j)(1))d−1 exp(−q2Λg)
≤ Cg exp(−λg(n−m))
D∗Fn−m(Fm(j)(1))d−1
.
Hence it follows from (102)
∆qn ≤
exp(−λgn)
D∗Fn(j(1))q−1
∆q0 + Cgn
q
∑
1<d<q
exp(−λgn)
D∗Fn(j(1))d−1
∆d0
+ Cg
∑
0≤m<n
(n−m)q exp(−λg(n−m))(∆0m +∆1m)
≤Cg max
0≤m<n
(∆0m +∆
1
m) + Cg
∑
1<d≤q
exp(−(d− 1)λ−(ℓ)n)∆d0 ,
where the second inequality follows from the fact that the jet j belongs to V0(n, ℓ;F ).
Using the estimates on ∆0m and ∆
1
m and the condition (I3) in the inequality above,
we can conclude
∆qn < Cg exp(−λ+(ℓ)(r − 3)n) for 2 ≤ q ≤ r − 2.
We have proved the inequality (96). The jet i belongs to V1(n, ℓ;F ) because
log
D∗F
n(eu(i(0)))
D∗Fn(eu(j(0)))
≤ Cg
n−1∑
m=0
(∆0m +∆
1
m) ≤ Cgn exp(−λ+(ℓ)(r − 3)n) < 1,
provided that n is larger than some constant Cg. 
For integers n ≥ 1, 1 ≤ ℓ ≤ ℓ0 and a jet j ∈ Q(n, ℓ), let S2(n, ℓ, j) be the set of
mappings F ∈ U such that j ∈ V1(n, ℓ;F ) and that
dJ(F
n(j),C(F )) ≤ 2Bg exp(−λ+(ℓ)n(r − 3)).
Then the last lemma implies
Corollary 8.5. If there exists n ≥ Bg such that F /∈ S2(n, ℓ, j) for all 1 ≤ ℓ ≤ ℓ0
and j ∈ Q(n, ℓ), then F satisfies the no flat contact condition.
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In the remaining part of this section, we shall estimate the measure of the subsets
S2(n, ℓ, j) for j ∈ Q(n, ℓ) by using lemma 3.20.
8.3. Perturbations. In this subsection, we introduce some families of mappings
and give a few estimates on the variation of the images of jets under the iterates of
mappings in the families. In the argument below, we fix 1 ≤ ℓ ≤ ℓ0 and put
δn = exp(−λ+(ℓ)n/ν) for n ≥ 1.
For 1 ≤ q ≤ r − 2, we take and fix a C∞function ψq : R2 → R such that
ψq(x, y) =
{
xq/q!, for (x, y) ∈ B(0, 1/10);
0, for (x, y) /∈ B(0, 1).
Remark. We can and do take the functions ψq so that their C
rnorm is bounded by
some constant Cg.
For each point ζ ∈M , we consider an isometric embedding
ϕζ : {w ∈ R2 | ‖w‖ < 1} → T
that carries the origin to the point ζ and the x-axis R× {0} to Eu(ζ).
Recall that we took the subset U of mappings as a neighborhood of a Crmapping
F♯ in subsection 3.2. For positive integers n, 1 ≤ q ≤ r− 2 and a point ζ in M , we
define a C∞ mapping ψq,n,ζ : M → R2 by
ψq,n,ζ(z) =
{
δsn · ψq(ϕ−1ζ (z)/δn) · ec(F♯(ζ)) if d(z, ζ) < δn;
0, otherwise,
where ec(·) is either of the two unit tangent vectors in the central subspace Ec(·).
Note that, for any mapping F ∈ U , the parallel translation of the vector ec(F♯(z))
to F (z) is contained in Sc(F (z)) from the choice of U in subsection 3.2.
For a positive integer n, a mapping F ∈ U and a point ζ in M , we define
(103) Ft(z) = F (z) +
r−2∑
q=ν+1
tqψq,n,ζ(z) :M → T
where t = (tν+1, tν+2, · · · , tr−2) is the parameter that ranges overR = [−1, 1]r−2−ν.
This the family of mappings that we are going to consider.
Remark. The purpose of considering the family above is to move the the images
Fnt (j) of the jets j ∈ Q(n, ℓ) by choosing the point ζ appropriately. As it will turn
out, we can keep control of the coordinates Fnt (j)
(q) with q ≥ ν+1 but not of those
with 0 ≤ q ≤ ν. This is the reason why we restricted the range of q in between
ν + 1 and r − 2 in (103). Note that, if we take smaller ν, we can keep control of
more coordinates but the magnitude of the perturbation becomes smaller. Thus,
we have to choose a good value for ν. The inequality (3) is related to this choice.
Obviously we have
(104) dCq (Ft, F ) ≤ Cgδs−qn and ‖∂tFt‖Cq ≤ Cgδs−qn
for 0 ≤ q ≤ r and t ∈ R. Especially, Ft(M) ⊂M if n is sufficiently large.
We consider a jet j ∈ Q(n, ℓ)∩V1(n, ℓ;F ) and give some estimates on the variation
of the image Fnt (j). We begin with the estimate on the position F
n
t (j)
(0).
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Lemma 8.6. We have, for 0 ≤ m ≤ n and t ∈ R,
d(Fmt (j
(0)), Fm(j(0))) < Cg‖DFmj(0)‖δsn ≤ Cgδs−νn
and
‖∂tFmt (j(0))‖ < Cg‖DFmj(0)‖δsn ≤ Cgδs−νn
provided that n is larger than some constant Cg.
Proof. The following argument is a modification of that in the former part of the
proof of lemma 8.4. We denote z(m) = Fm(j(0)), w(m) = Fmt (j
(0)) and ∆m =
d(z(m), w(m)) for 0 ≤ m ≤ n, so ∆0 = 0. Using the simple estimate∥∥∥exp−1z(m)(w(m)) − (DF )z(m−1)(exp−1z(m−1)(w(m − 1)))∥∥∥ ≤ Cg(δsn + (∆m−1)2)
repeatedly, we obtain
(105) ∆m ≤
m−1∑
k=0
‖(DFm−k−1)z(k+1)‖ · Cg(δsn + (∆k)2)
for 0 ≤ m ≤ n. Consider an integer 0 ≤ m0 ≤ n and a positive number K. And
suppose that we have
(106) ∆m < K‖(DFm)z(0)‖ · δsn
for 0 ≤ m < m0. Then, using this, the inequality (100) and the simple estimate
C−1g exp(λgk) ≤ ‖DF kz(0)‖ ≤ Cg‖DFnz(0)‖ ≤ Cgδ−νn for 0 ≤ k ≤ m ≤ n
in the right hand side of the inequality (105) for m = m0, we obtain
∆m0 ≤ Cg‖(DFm0)z(0)‖ ·
m−1∑
k=0
(
δsn‖DF kz(0)‖−1 +K2δ2sn ‖DF kz(0)‖
)
≤ Cg‖(DFm0)z(0)‖ · δsn ·
m−1∑
k=0
(
exp(−λgk) +K2δs−νn
)
.
This implies (106) form = m0, providedK and n are larger than some constant Cg.
Thus we can obtain the first claim of the lemma by induction on m.
Put ∆′m = ∂tF
m
t (j
(0)) for 0 ≤ m ≤ n. Using the simple estimate
‖∆′m − (DF )z(m−1)∆′m−1‖ ≤ Cg(δsn +∆m−1‖∆′m−1‖)
repeatedly, we can obtain
∆′m ≤
m−1∑
k=0
‖(DFm−k−1)z(k+1)‖ · Cg(δsn +∆k‖∆′k‖).
From this and the estimates on ∆m we have proved above, we can obtain the second
claim of the lemma by induction on m, in a similar manner as above. 
Next we give the estimates on ∂tF
n
t (j)
(q) for 1 ≤ q ≤ r− 2. We denote by ∂p the
differentiation by the parameter tp. For integers p and q satisfying ν+1 ≤ p ≤ r−2
and 1 ≤ q ≤ r − 2, and for a jet i ∈ Jr−2AC and t ∈ R, we define
β(q)p (i, t) = ±
sin(∠(ec(F♯(z)), Ft(i
(1))) · ‖∂p((DqFt)i(0)(i(1), i(1), · · · , i(1)))‖
D∗Ft(i(1))q
PARTIALLY HYPERBOLIC ENDOMORPHISMS 71
where (DqFt)z : ⊗qTzM → TF (z)M is the q-th differential of Ft at z and the sign
on the right hand side will be chosen appropriately in the argument below. We
have
(107) |β(q)p (i, t)| ≤ Cgδs−qn .
Lemma 8.7. There exists a positive constant Cg such that, if n ≥ Cg, it holds∣∣∣∣∣∂p(Fmt (j)(q))−
m−1∑
k=0
D∗Fm−k−1t (F
k+1
t (j)
(1))
D∗F
m−k−1
t (F
k+1
t (j)
(1))q
· β(q)p (F kt (j), t)
∣∣∣∣∣ < Cgδs−q+1n
for any ν + 1 ≤ q ≤ r − 2, ν + 1 ≤ p ≤ r − 2, t ∈ R and 0 ≤ m ≤ n, provided that
we choose the sign in the definition of β
(q)
p (F kt (j), t) appropriately.
Proof. Take and fix ν+1 ≤ p ≤ r−2 arbitrarily. For 0 ≤ q ≤ r−2 and 0 ≤ m ≤ n,
we put
∆(q)m =


‖∂pFmt (j)(0)‖, if q = 0;
∂p(∠(F
m
t (j)
(1), v0)), if q = 1;
∂p(F
m
t (j)
(q)), if q ≥ 2
where v0 is some fixed vector. For 0 < m ≤ n, it holds∣∣∣∣∆(1)m − D∗Ft(Fm−1t (j)(1))D∗Ft(Fm−1t (j)(1))∆
(1)
m−1 − β(1)p (Fm−1t (j), t)
∣∣∣∣ ≤ Cg∆(0)m−1 ≤ Cgδs−νn
where the second inequality follows from lemma 8.6. From this inequality and the
estimate (107) for q = 1, we can see
|∆(1)m | ≤ Cg
m−1∑
k=0
|D∗Fm−kt (F kt (j)(1))|
D∗F
m−k
t (F
k
t (j)
(1))
(
β(1)p (F
k
t (j), t) + δ
s−ν
n
)
< Cgδ
s−ν
n
for 0 ≤ m ≤ n. Recall the formula (10) and the remark after it. By differentiating
the both sides of (10) with F replaced by Ft and using (104), we can obtain
(108)∣∣∣∣∆(q)m − D∗Ft(Fm−1t (j)(1))D∗Ft(Fm−1t (j)(1))q∆
(q)
m−1 − β(q)p (Fmt (j), t))
∣∣∣∣ ≤ Cgδs−q+1n + Cg ∑
0≤d<q
∆
(d)
m−1
for 2 ≤ q ≤ r − 2 and 0 ≤ m ≤ n. Especially we have, from (107),∣∣∣∣∆(q)m − D∗Ft(Fm−1t (j)(1))D∗Ft(Fm−1t (j)(1))q∆
(q)
m−1
∣∣∣∣ ≤ Cgδs−q+1n + Cg ∑
0≤d<q
∆
(d)
m−1
for 2 ≤ q ≤ r − 2 and 0 ≤ m ≤ n. Using this inequality repeatedly, we reach
|∆(q)m | ≤ Cg
m∑
k=1

 |D∗Fm−kt (F kt (j)(1))|
D∗F
m−k
t (F
k
t (j)
(1))q

δs−qn + ∑
0≤d<q
∆
(d)
k−1




≤ Cg
(
δs−qn + max
0≤d<q
max
0<k<m
∆
(d)
k
)
.
Hence, we can show the estimate |∆(q)m | ≤ Cgδs−νn for 2 ≤ q ≤ ν and 0 ≤ m ≤ n by
induction on q, by lemma 8.6 and the estimate on |∆(1)m | above.
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Next, using the inequality (108) repeatedly, we can see that the left hand side of
the inequality in the lemma is bounded by
Cg
m∑
k=1
|D∗Fm−kt (F kt (j)(1))|
D∗F
m−k
t (F
k
t (j)
(1))q

δs−q+1n + ∑
0≤d<q
∆
(d)
k−1

 .
By induction on ν + 1 ≤ q ≤ r − 2, we obtain the inequality in the lemma. 
Note that, for any Cr mapping G : M → M such that dCr (G,F♯) < 2ρg, the
level curves of the function detG : z 7→ detDGz are regular in the neighborhood
B(C(G), ρg) of the critical set C(G), from the choice of the constant ρg in subsection
3.2. For a point w ∈ B(C(G), ρg), we denote by c(w;G) the (r− 2)-jet at w that is
given by the level curve passing through w.
Suppose that a jet j ∈ Jr−2AC satisfies, for all t ∈ R,
(V1) d(Fn−1t (j)
(0), ζ) < δn/10,
(V2) d(Fn−1t (j)
(0), C(Ft)) > 3δn, and
(V3) d(Fnt (j)
(0), C(Ft)) < δn.
From the condition (V3), we can define the mapping Ψ : R→ Rr−ν−2 by
Ψ(t) =
(
Fnt (j)
(q) − c(Fnt (j)(0);Ft)(q)
δs−qn
)r−2
q=ν+1
provided that n is so large that δn < ρg. The following is the goal of this subsection.
Lemma 8.8. If the conditions (V1),(V2) and (V3) hold for all t ∈ R, the mapping
Ψ is a diffeomorphism and | detDΨ(t)| is bounded from below by a constant C−1g ,
provided that n is larger than some constant Cg.
Proof. From the condition (V1) and the definition of the family Ft, we have
β(q)p (F
n−1
t (j), t) = 0 for q > p, and
|β(q)p (Fn−1t (j), t)| ≥ C−1g δs−qn for q = p,
in addition to (107). We show
(109)
∣∣∣∣∣
n−2∑
k=0
D∗Fn−k−1t (F
k+1
t (j)
(1))
D∗F
n−k−1
t (F
k+1
t (j)
(1))q
β(q)p (F
k
t (j), t)
∣∣∣∣∣ < Cgδs−q+1n .
Suppose that β
(q)
p (F kt (j), t) 6= 0 for some integer 0 ≤ k ≤ m − 2. Then we have
d(F kt (j)
(0), ζ) < δn and
d(F k+1t (j)
(0), C(Ft))
≤ d(F k+1t (j)(0), Ft(ζ)) + d(Ft(ζ), Fnt (j)(0)) + d(Fnt (j)(0), C(Ft)) < Cgδn
from (V1) and (V3). This and (5) imply |D∗Ft(F k+1t (j)(1))| < Cgδn, and hence∣∣∣∣∣ D
∗Fm−k−1t (F
k+1
t (j)
(1))
D∗F
m−k−1
t (F
k+1
t (j)
(1))q
β(q)p (F
k
t (j), t)
∣∣∣∣∣ ≤ Cgδs−q+1n exp(−λg(m− k − 1) + 2cg).
Therefore we obtain (109).
The jet c(w;Ft) for w ∈ B(C(F ), δn) does not depend on the parameter t ∈ R
because B(ζ, δn) ∩B(C(F ), δn) = ∅ from (V1) and (V2). So we have
‖∂p(c(Fnt (j)(0);Ft)(q))‖ < Cg‖∂p(Fnt (j)(0))‖ < Cgδs−νn for ν + 1 ≤ p, q ≤ r − 2
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from lemma 8.6. From (109) and lemma 8.7, it follows∣∣∣∂p (Fmt (j)(q) − c(Fnt (j)(0);Ft)(q))− β(q)p (Fm−1t (j), t)∣∣∣ < Cgδs−q+1n .
Denote by DΨ(t)q,p the (q, p)-entree of the representation matrix of DΨ(t) with
respect to the standard basis of Rr−2−ν . Then, from the estimates above, we have
|DΨ(t)q,p| < Cgδn if q > p,
|DΨ(t)q,p| < Cg if q ≤ p, and
|DΨ(t)q,p| > C−1g if q = p.
Now we can conclude the lemma by an elementary argument. 
8.4. Resolution of the flat contacts. In this subsection, we prove theorem 3.23.
Until the last part of the proof, we fix 1 ≤ ℓ ≤ ℓ0 and put δn = exp(−λ+(ℓ)n/ν)
for n ≥ 1 as in the last subsection. Let n be a large integer, ζ a point in the lattice
L(δn/20) and j a jet in Q(n, ℓ). We denote, by Y0(n, ℓ, j, ζ) (resp. Y1(n, ℓ, j, ζ)), the
set of mappings F ∈ Cr(M,M) that satisfy
(110) Fn−1(j)(0) ∈ B (ζ, δn/20) ( resp. Fn−1(j)(0) ∈ B (ζ, δn/5)).
Below we estimate
Ms
(
Φ−1G (S2(n, ℓ, j) ∩ Y0(n, ℓ, j, ζ)) ∩Dr(d)
)
for G ∈ Cr(M,T) and d > 0,
where ΦG and D
r(d) are those defined by (2) and (24) respectively.
Take a mapping F in S2(n, ℓ, j)∩Y0(n, ℓ, j, ζ) arbitrarily and consider the family
Ft defined by (103) in the last subsection. Note that the jet j belongs to V1(n, ℓ;F )
from the definition of S2(n, ℓ, j). We check that the conditions (V1), (V2) and (V3)
hold for t ∈ R provided that n is larger than some constant Cg. Since F belongs
to S2(n, ℓ, j), there exists a point w0 ∈ C(F ) such that
(111) dJ(F
n(j), c(w0;F )) ≤ 2Bgδ(r−3)νn .
Especially we have d(Fn(j)(0), w0) < ρg and ∠(F
n(j)(1), c(w0;F )
(1)) < ρg, provided
that n is larger than some constant Cg. It follows from the condition (C5) in the
choice of the constant ρg in subsection 3.2 that
(112) d(Fn−1(j)(0), C(F )) > ρg.
Using (110), we can see
d(ζ, C(F )) ≥ d(Fn−1(j)(0), C(F ))− d(Fn−1(j)(0), ζ) > ρg − 2Bgδ(r−3)νn > 4δn
provided that n is larger than some constant Cg. This implies that the critical set
C(Ft) does not depend on t ∈ R. Hence (V1), (V2) and (V3) follow from (110),
(111), (112) and lemma 8.6, provided that n is larger than some constant Cg.
Let Ψ : R → Rr−ν−2 be the mapping that we defined in the last subsection.
Note that the conclusion of lemma 8.8 holds for this Ψ. Suppose that Fs belongs
to S2(n, ℓ, j) ∩ Y0(n, ℓ, j, ζ) for a parameter s ∈ R. Then, by definition, there exists
a point w1 ∈ C(F ) such that dJ(Fns (j), c(w1;Fs)) < 2Bg exp(−λ+(ℓ)n(r − 3)).
Since c(·;Fs) = c(·;F ) : B(C(F ), ρg) → Jr−2Γ is a C1mapping whose first-order
differentials are bounded by some constant Cg, it follows
dJ(F
n
s (j), c(F
n
s j
(0);Fs)) ≤ dJ(Fns (j), c(w1;Fs)) + dJ(c(w1;Fs), c(Fns (j)(0);Fs))
< (1 + Cg)dJ(F
n
s (j), c(w1;Fs)) < Cgδ
ν(r−3)
n .
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Hence the image Ψ(s) is contained in
r−2∏
q=ν+1
[
−Cgδν(r−3)−(s−q)n , Cgδν(r−3)−(s−q)n
]
⊂ Rr−ν−2.
We arrive at the estimate
mRr−ν−2{t ∈ R | Ft ∈ S2(n, ℓ, j) ∩ Y0(n, ℓ, j, ζ)} ≤ Cg
r−2∏
q=ν+1
δν(r−3)−(s−q)n ,
which holds uniformly for F ∈ S2(n, ℓ, j) ∩ Y0(n, ℓ, j, ζ), provided that n is larger
than some constant Cg.
Now we apply lemma 3.20. Fix a small number 0 < T < 1 such that
max
|tq|≤T
∥∥∥∥∥
r−2∑
q=ν+1
tqψq,n,ζ
∥∥∥∥∥
Cs
≤ r · max
ν≤q≤r−2
‖ψq‖Cs · T < ρs(d)
where ρs(d) is that in lemma 3.18. Note that we can take T independently of n.
Put X = S2(n, ℓ, j)∩ Y0(n, ℓ, j, ζ) and Ti = T in lemma 3.20. Then the assumption
(25) holds from the choice of T , and the subset Y in the statement of lemma 3.20
is contained in Y1(n, ℓ, j, ζ) from the condition (V1) which we have proved above.
Therefore we can obtain, as the conclusion,
Ms(Φ−1G (S2(n, ℓ, j) ∩ Y0(n, ℓ, j, ζ)) ∩Dr(d)))
Ms(Φ−1G (Y1(n, ℓ, j, ζ)))
≤ CgT−r+ν+2
r−2∏
q=ν+1
δν(r−3)−(s−q)n
provided that n is larger than some constant Cg. The the subsets Y0(n, ℓ, j, ζ) for
ζ ∈ L(δn/20) cover Cr(M,M) while the intersection multiplicity of the subsets
Y1(n, ℓ, j, ζ) for ζ ∈ L(δn/20) is bounded by some absolute constant. Hence we can
conclude that the measure Ms(Φ−1G (S2(n, ℓ, j)) ∩Dr(d)) is bounded by
CgT
−r+ν+2
r−2∏
q=ν+1
δν(r−3)−(s−q)n
= CgT
−r+ν+2 exp
(
(r − ν − 2)
(
−(r − 3) + 2s− r − ν + 1
2ν
)
λ+(ℓ)n
)
.
The subset S2 is contained in the closed subset
S ′2 :=
⋂
n≥Bg
ℓ0⋃
ℓ=1
⋃
j∈Q(n,ℓ)
S2(n, ℓ, j)
from corollary 8.5. Hence the measure Ms(Φ−1G (S ′2) ∩Dr(d)) is bounded by
CgT
−r+ν+2
ℓ0∑
ℓ=1
#Q(n, ℓ) · exp
(
(r − ν − 2)
(
−(r − 3) + 2s− r − ν + 1
2ν
)
λ+(ℓ)n
)
for sufficiently large n. From the estimate (95) on the cardinality of Q(n, ℓ) and the
condition in the choice of λ±(ℓ), this converges to 0 exponentially fast as n → ∞.
Thus we conclude Ms(Φ−1G (S2) ∩Dr(d)) =Ms(Φ−1G (S ′2) ∩Dr(d)) = 0. As d is an
arbitrary positive number, Ms(Φ−1G (S2)) = 0 or S2 is shy with respect to Ms.
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Suppose that r ≥ 19. Then the inequality (3) holds for s = r+ 3 and ν = 3 and
so Mr+3(Φ−1G (S ′2)) = 0 for any G ∈ Cr(M,T). This implies that U \ S ′2 is dense.
Therefore S2 is contained in the closed nowhere dense subset S ′2.
Appendix A. Proof of corollary 2.3
To see that corollary 2.3 follows from theorem 2.2, it is enough to show
Lemma A.1. If X is a Borel subset in Cr(M,T2) that is timid for the class Qrs
of measures for some s > r, then the subset
Y =
{
F (z, t) ∈ Cr(M × [−1, 1]k,T) | mRk({t ∈ [−1, 1]k | F (·, t) ∈ X}) > 0
}
,
is timid for the class of Borel finite measures on Cr(M × [−1, 1]k,R2) that are
quasi-invariant along Cs(M × [−1, 1]k,R2).
Proof. Take a mapping G ∈ Cr(M × [−1, 1]k,T) and put G0(z) = G(z, 0). We
define the mapping
P (f, t) := G(·, t)−G0(·) + f(·, t) : Cr(M × [−1, 1]k,R2)× [−1, 1]k → Cr(M,R2),
so that ΦG0 ◦ P (f, t) = G(·, t) + f(·, t). Let N be a Borel finite measure on
Cr(M × [−1, 1]k,R2) that is quasi-invariant along Cs(M × [−1, 1]k,R2). Then the
measure (N × mRk |[−1,1]k) ◦ P−1 on Cr(M,R2) belongs to Qrs and so we have
(N ×mRk)((ΦG0 ◦ P )−1(X)) = 0 from the assumption. This and Fubini theorem
imply N ◦ Φ−1G (Y ) = 0 and hence the claim of the lemma. 
Appendix B. Proof of lemma 3.18
We use the definitions and results in the book[21] by Skorohod. We consider
the functions enm(x, y) = exp
(
2π
√−1(nx+my)) for n,m ∈ Z, as a complete
orthonormal basis of the space L2(T,m). Let A : L2(T,m) → L2(T,m) be the
operator defined by
A

 ∑
(n,m)∈Z2
anmenm

 = ∑
(n,m)∈Z2
(n2 +m2 + 1)−1/2anmenm.
Let N be the Gaussian measure[21, §5 ] on L2(T,m) whose characteristic function
is Θ(ψ) = exp(−(1/2)(A2s−3ψ, ψ)L2). Then N is supported on the Sobolev space
W s−3 := As−3(L2(T,m)). We can see, from [21, §16 theorem 2], that N is quasi-
invariant along W s−(3/2) ⊃ Cs−1(T,R) and it holds
d(N ◦ τ−1ψ )
dN (ϕ) = exp
(
(A−sψ,A−s+3ϕ)L2 − (1/2)
∥∥∥A−s+(3/2)ψ∥∥∥2
L2
)
≤ exp(‖ψ‖W s · ‖ϕ‖W s−3)
for ψ ∈W s and N -a.e. ϕ ∈W s−3.
We show that the measure N is actually supported on Cs−3(T,R). We follow
the argument in the proof of the fact that the measure corresponding to Brownian
motion is supported on the space of continuous paths[11]. Let ϕ(s−3) be one of the
(s − 3)-th partial differentials of ϕ. Denoting the expectation with respect to the
measure N by E(·), we have
E(|ϕ(s−3)(z)− ϕ(s−3)(w)|5) ≤ const · d(w, z)5/2
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because the distribution of ϕ(s−3)(z) − ϕ(s−3)(w) is a Gaussian distribution with
average 0 and variance bounded by∑
(n,m)∈Z2
(
min{2, (n2 +m2 + 1)1/2d(z, w)}(n2 +m2 + 1)−3/4
)2
≤ const. · d(z, w).
By Borel-Cantelli lemma, there is a constant i0 > 0 for N -almost every ϕ such that∣∣∣ϕ(s−3)(2−ip, 2−iq)− ϕ(s−3)(2−ip′, 2−iq′)∣∣∣5 ≤ 2−i/3
for i > i0 and p, q, p
′, q′ ∈ Z such that |p−p′| ≤ 1 and |q−q′| ≤ 1. This implies that
ϕ(s−3) is continuous for N -almost every ϕ and hence N is supported on Cs−3(T,R).
As Cs−3(T,R2) is naturally identified with Cs−3(T,R)×Cs−3(T,R), we regard
the product N ×N as a measure on Cs−3(T,R2). PutMs = (N ×N ) ◦π−1 where
π : Cs−3(T,R2)→ Cs−3(M,R2) is the mapping that corresponds to the restriction
to M . Then Ms satisfies the conditions in the lemma.
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