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Abstract 
In this report the classification of ship targets using a low resolution radar 
system is investigated. The thesis can be divided into two major parts. 
The first part summarizes research into the applications of neural net-
works to the low resolution non-cooperative ship target recognition prob-
lem. Three very different neural architectures are investigated and com-
pared, namely; the Feedforward Network with Back-propagation, Koho-
nen's Supervised Learning Vector Quantization Network, and Simpson's 
Fuzzy Min-Max neural network. In all cases, pre-processing in the form 
of the Fourier-Modified Discrete Mellin Transform is used as a means of 
extracting feature vectors which are insensitive to the aspect angle of the 
radar. Classification tests are based on both simulated and real data. Clas-
sification accuracies of up to 93% are reported. 
The second part is of a purely investigative nature, and summarizes a 
body of research aimed at exploring new ground. The crux of this work 
is centered on the proposal to use synthetic range profiling in order to 
achieve a much higher range resolution (and hence better classification ac-
curacies). Included in this work is a comprehensive investigation into the 
use of super-resolution and noise reducing eigendecomposition techniques. 
Algorithms investigated include the Principal Eigenvector Method, the To-
tal Least Squares Method, and the MUSIC method. A final proposal for 
future research and development concerns the use of time domain averaging 
to improve the classification performance of the radar system. The use of 
an iterative correlation algorithm is investigated. 
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This report documents an investigation into ship target recognition. Its 
purpose is to highlight the author's research in this field during the last 
three years in fulfillment of the requirements for obtaining an MSc. degree 
from the University of Cape Town. The objectives are to lay a foundation 
for the development of a fully operational non-cooperative target recogni-
tion radar system. 
The work described in this thesis was inspired by earlier research in 
which an algorithm known as the Fourier Mellin (FM) Transform was used 
for pre-processing. In this earlier work the resulting feature vector was 
converted to an equivalent binary word and some standard techniques of 
binary word recognition were then carried out to implement classification. 
The work was significant because it pointed to the promise of achieving 
recognition through the use of standard low resolution radar systems, such 
as those typically found in most harbours and ports today. 
This work has since been superseded by the author's research reported 
in this thesis, whereby neural network classifiers are used to produce far 
more robust results. 
Although many neural network algorithms are able to operate directly 
on the raw data by developing their own complex mapping functions (e.g. 
back-propagation), the FM transform is retained as an important pre-
processing stage. In general neural based classifiers always produce superior 
results when used in conjunction with known transforms, than when left 
to develop their own complex mapping functions. This approach did not 
compromise the many advantages offered by a completely neural architec-
ture (such as speed), since the transform is in fact well suited to a parallel 
implementation. 
As far as actual classification is concerned, three neural networks are 
investigated, namely; the Feedforward Network with Back-propagation, Ko-
honen's Supervised Learning Vector Quantization Network, and Simpson's 
Fuzzy Min-Max neural network. The three networks are based on widely 
differing design philosophies, and the relative merits and shortcomings of 
each approach are compared. 
Although all three classifiers were capable of similar classification ac-
curacies, both the back-propagation and LVQ algorithms are found to fall 
short of the ideal. Back-propagation suffered from various training prob-
lems, including an inability to converge and slow training times. Although 
LVQ showed significant improvements in this regard, both networks re-
iv 
quired random guesswork in the tuning process, and were not able to adapt 
and update themselves on an on-going basis. In this regard the Fuzzy Min-
Max neural network is shown to be extremely promising. It is capable of 
learning new classes and refining existing classes on the fly, without destroy~ 
ing old class information and without the need for complete retraining. In 
addition, it has only a few well understood training parameters. 
Overall, it is shown that classification accuracies of over 90% are feasible 
with the existing radar system. 
Despite the good results achieved, it was felt that the existing system 
could be significantly improved. The real data sets are limited, and the low 
range resolution of the radar made accurate discrimination of a wide range 
of ship targets unlikely. As a result, a considerable amount of groundwork 
is laid for developing an improved recognition system. This includes a 
proposal for the use of synthetic range profiles (SRP's), the use ofresolution 
enhancing and noise reduction algorithms, and also the use of time domain 
averaging through a fast correlation algorithm. 
The proposal for the use of synthetic range profile processing is moti-
vated by the ability of this approach to achieve high range resolution with 
many types of existing search and track radars, which can then be used for 
target recognition and target imaging in addition to their normal search and 
track functions. This approach is attractive because it preserves the spirit 
of the original system, i.e., a system that is modest in its hardware require-
ments and therefore accessible to a variety of users such as coastguards, 
search and rescue organizations and harbour masters. A brief theoretical 
overview of synthetic range profiling is provided, followed by various practi-
cal observations, including a look at the effects of matched filtering as well 
as the effects of target velocity. There is also a practical overview of SRP 
waveform design-. 
This research on synthetic range profiling is expanded further through 
an investigation into the optimal approach for processing synthetic range 
profiles. Of particular interest here is the use of super resolution techniques, 
which enable one to achieve much higher range resolution than that of 
traditional approaches such as the FFT. The use of eigendecomposition to 
improve the noise resilience of these techniques is also investigated in some 
detail. Three algorithms are identified as particularly promising. These 
are; the Principal Eigenvector Method, the Total Least Squares Method, 
and the MUSIC method. Although producing similar performances, the 
MUSIC algorithm proves optimal in terms of noise resilience and tolerance 
to inacuracies in the estimation of the sizes of the noise and signal spaces. 
A final proposal for future research and development concerns the use 
of time domain averaging. Time domain averaging is attractive because it 
improves the signal to clutter ratio of the ship profiles and also assists in 
reducing the influence of the target's anisotropic reflectors (which confuse 
recognition). A corresponding improvement in classification accuracies is 
predicted. The use of an iterative correlation algorithm is investigated that 
promises robust performance. In addition, a fast implementation of the 
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Introduction 
This thesis sets out the results obtained to date from an investigation aimed 
at developing a fully operational non-cooperative ship target recognition 
radar system. The purpose of the thesis is to highlight the author's research 
in this field which was carried out over the last three years. The thesis 
is primarily of an investigative nature, aimed at developing a theoretical 
basis for future work on the ship target recognition problem. It has been 
completed in fulfillment of the MSc. degree requirements at the University 
of Cape Town, South Africa. 
Ship target recognition has numerous applications, including coastguard 
control, sea rescue, the regulation of shipping channels, and naval warfare, 
and research on the subject is already fairly established [37) [46) [47] [49] .. 
The work described in this thesis was specifically inspired by a paper by 
Bufa [37]. Bufa used the Fourier Mellin (FM) Transform for pre-processing, 
and then converted the output to an equivalent binary word. Some standard 
techniques of binary word recognition were then carried out to implement 
recognition. 
Some preliminary work to this project [49) (47] investigated Bufa's method 
and some adaptations. This work has now been superseded by research by 
the author in which neural networks are used to produce far more promising 
results. 
The objectives of this thesis are as follows: 
• To provide a description of the radar system and the available data 
• To give a brief overview of the classification problem and of existing 
preprocessing techniques such as the Fourier Mellin Transform. 
• To consolidate, develop and expand on the author's research into the 
use of neural network classifiers. 
• To build a comprehensive foundation for future research on ship target 
recognition. 
• To draw conclusions where necessary 
The information in this thesis was gathered from books and journal 
articles obtained through the various University of Cape Town libraries. 
Private discussions where held with Professor M. Inggs, Alan Langman 
and other researchers in the Radar Remote Sensing Laboratory. Discussions 
where also held with R. S. Gill and other authors at the IEEE International 
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Radar Conference (Washington, D.C.). Except where indicated in the text 
the contents are entirely original and are not the result of work done in 
collaboration. Due to the large amount of available literature, as well as 
the previous work conducted by the author [50], this thesis provides a very 
superficial summary of the field of neural networks. It is assumed that the 
reader has a working knowledge of neural networks and also of digital signal 
processing techniques in general. 
The text consists of seven chapters. Chapter 1 begins by laying the 
groundwork for the research reported in this thesis. Included here is a de-
scription of the radar system and the real data that was obtained. This is 
followed by a summary of the main features of the classification problem, 
and an overview of the Fourier Mellin transform, whereby a priori infor-
mation on the classification problem is used to achieve feature extraction. 
Chapter 2 describes the classification process. Three networks are in-
vestigated, namely; the Feedforward Network with Back-propagation, Ko-
honen's Supervised Learning Vector Quantization Network [40], and Simp-
son's Fuzzy Min-Max neural network [42]. They are based on widely differ-
ing design philosophies, and it is interesting to compare the relative merits 
and shortcomings of each approach. Classification results of the three net-
works are presented. 
Chapter 3 marks the beginning of several exploratory chapters, aimed 
principally at laying a theoretical foundation for future research on ship 
target recognition. In Chapter 3 an improved radar system involving the 
use of synthetic range profiles (SRPs) is proposed. By employing a stepped 
·frequency waveform, synthetic range profile processing makes it possible to 
achieve high range resolution with many types of existing search and track 
radars. A brief theoretical overview of synthetic range profiling is provided, 
followed by various practical observations. Included here is a look at the 
effects of matched filtering as well as the effects of target velocity. There is 
also a practical overview of SRP waveform design. 
Chapter 4 documents an investigation into the optimal approach for 
processing synthetic range profiles. Of particular interest here is the use of 
super resolution techniques, which enable one to achieve much higher range 
resolution than that of traditional approaches. The use of eigendecomposi-
tion to improve the noise resilience of these techniques is also investigated 
in some detail. 
In the last of the exploratory chapters, Chapter 5, the employment of 
time domain averaging by means of a fast correlation algorithm is proposed. 
Time domain averaging is attractive because it improves the signal to clut-
ter ratio of the ship profiles and also assists in reducing the influence of the 
target's anisotropic reflectors (which confuse recognition). A corresponding 
improvement in classification accuracies is therefore to be expected. 
Chapter 6 contains a summary and final discussion, and the last chapter, 
Chapter 7, provides recommendations for future work. 
The appendices contain mathematical derivations which are too long to 
xvii 
xviii Introduction 
be included in the main text. They are followed by the bibliography which 




This chapter lays the groundwork for the research reported in this thesis. 
It begins with a summary of the main features of the classification problem. 
This is followed by a description of the radar system and also the data that 
was obtained. It concludes with an overview of the use of the Fourier Mellin 
transform, whereby a priori information on the classification problem is 
used to achieve feature extraction. 
1.1 The Classification Problem 
The principal factor that distinguishes the ship classification problem from 
other target classification problems (such as aircraft ·recognition), is that 
non co-operative determination of the target orientation with respect to 
the radar is particularly difficult. This is because slow moving ships can 
execute rapid course alterations. Even worse, when the target is stationary, 
this task becomes impossible. It is therefore essential that the classification 
system not rely on accurate target aspect angle information. 
A ship generally has a large length to width ratio, and can be considered 
to be a linear array of reflectors. In order to quantify how the range profile 
will change with aspect angle, we note the following: 
• If the aspect of the target changes, the relative ranges of points will 
change. The result will be range migration. i.e., the two points which 
were once in the same range bin are no longer. If the points are 
located along one axis in a straight line, (such as on ship targets), 
then this range migration corresponds to a sinusoidal scaling of the 
independent variable of the range profile - i.e. the line of sight range 
profile will become compressed or stretched. The profile will have 
greatest dimension when the radar signal and the length axis of the 
ship are aligned (zero aspect angle). 
• If the change in aspect angle is not large enough to cause significant 
range migration, even small changes in the down-range separation 
of the reflecting features will result in the phenomenon known as 
speckle, which plagues all coherent imaging systems. The wavelength 
of the radar is 3cm. This means that a change in the down-range 
spatial distribution of any two scattering centers in a range bin by just 
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0. 75cm can result in a change from complete destructive interference 
to complete constructive interference .. 
• Magnitude fluctuations will also arise due to the fact that the scat-
tering features are generally anisotropic in nature. This applies es-
pecially to large, flat reflectors, which only reflect strongly at one 
specific aspect angle. Also, over large aspect ranges, one can expect 
certain features to become occluded, and new ones to emerge. 
1.2 The Radar System 
The pulsed, non-coherent radar is typical of the systems currently in use 
worldwide for short range ship navigation. In the mode employed for the 
data capture, each pulse (9.3 GHz) has a length of 80ns, giving a relatively 
low range resolution of 12m. The pulse repetition frequency (prf) is 3600Hz 
and the scan rate is 2.2 seconds. Sampling is in the time-domain at 25MHz, 
using eight bits. The digitization system is able to sample any range-
azimuth domain set by the user. The IF and detector system is very close 
to linear in terms of power. Figure 1.1 shows a typical downrange profile 
of a ship target. The inter-pulse interval has been made shorter than in 
practice to give an idea of the formation of successive profiles. 
A typical example of one azimuth versus range scan is given in Figure 
1.2. The characteristic bell shape in azimuth is due to the antenna gain 
modulation. For the radar system used, the antenna beamwidth was less 
than a degree. 
It is important to note that at a given time, the pulse illuminates only 
a single strip of length equal to the pulse resolution of the radar (12m in 
this case). The digitized sample represents the instantaneous vector sum 
of the scatterers currently being illuminated. In the system used, range 
samples are ta~en at 40ns intervals, about two per resolution cell of the 
radar pulse:,,...The radar bandwidth is not carefully defined in this kind 
of r~P.at,~ but is probably wider than the reciprocal of the pulse width, 
,,the' classic matched filter. The net result is that the higher sampling rate 
y/ .. is justified and probably results in some of the finer detail of the target 
.--- structure being recorded. 
1.3 A Description of the Data 
With reference to Figure 1.2, it should be clear that the quality of the range 
profiles was generally high. The probability-density function for the cross 
section was typically Rayleigh distributed. Magnitude fluctuations in the 
radar profiles were found to correspond closely to Swerling's first model for 
calculating detection probabilities (25], i.e., the echo pulses received from a 
target on any one scan are of constant amplitude throughout the entire scan 
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Figure 1.2: 3-Dimensional plot of a typical scan from a cargo ship. 
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but are independent (uncorrelated) from scan to scan. This assumption of 
course ignores the effect of the antenna beam shape on the echo amplitude. 
For an example of the scan to scan magnitude fluctuations, Figure 1.4 
shows several scans for a cargo ship, which was supposedly stationary over 
the measurement period. Consecutively numbered scans are separated in 
time by 2.2 seconds. Significant fluctuations caused by small changes in the 
orientation of the target over this time period can be clearly observed. 
This low correlation between scans is most likely the major limiting 
factor as far as classification accuracy is concerned. One way in which 
these magnitude fluctuations can be reduced is by improving the resolution 
of the radar. This is addressed in Chapter 3. Another approach would 
be to introduce some sort of scan to scan averaging. This is addressed in 
Chapter 5. 
1.3.1 Sea Clutter and Signal-to-Clutter Ratio 
Sea clutter is the term used to denote the reflection of radar energy from the 
surface of the sea. Depending on several factors such as the angle that the 
incident beam makes with the horizontal, the wavelength and polarization 
of the radar energy, the state of the sea and wind, sea clutter can seriously 
affect target recognition. 
Various clutter reduction techniques exist, including Moving Target In-
dication or MTI (not suitable for ship targets), sensitivity time control 
(STC), or the use of a matched filter or logarithmic receiver [25]. Software 
based clutter reduction algorithms are time-consuming and will counter-
act any speed advantage offered by a neural network classifier. For the 
radar system employed in this work, no attempts were made at sea clutter 
reduction. 
In order to quantify the effects of sea clutter, we define the signal to 
clutter (S/C) ratio to be the peak amplitude of signal to clutter, given by 
20log( A&ignal )dB 
Ac1utter 
(1.1) 
In general, the degradation of the scans was found to be minimal, and 
S/C ratios of +15dB were typical (a strong burst of sea clutter is illustrated 
in figure 1.3). However it should be noted that all of the data was recorded 
in 'calm', 'smooth' or 'slight' sea conditions, corresponding to wave heights 
of 0, 1 and 1-3 meters respectively. No data was recorded for the sea states 
'moderate', 'rough', 'very rough' and 'high' (these sea-states correspond to 
wave heights of 3 - 5, 5 - 8, 8 - 12 and 12 - 20 meters respectively). Under 
these conditions, the influence of sea clutter can be expected to degrade 
the quality of the range profiles quite significantly. 
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Figure 1.3: A poor quality scan - Corrupted with sea clutter and radar 
interference. 
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Figure 1.4: Interference between scattering centers for a cargo (tanker) 
ship. Consecutively numbered scans are separated in time by 2.2 seconds. 
One range profile is selected from each scan. 
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1.3.2 Radar Interference 
More pronounced than the problem of sea clutter, was that of 'radar clut-
ter', which is caused by interference from other radar sources. Fortunately, 
it was normally limited to one azimuth bin, making it relatively easy to 
avoid. Radar clutter is illustrated in figure 1.3. 
1.3.3 Selection of Range Profiles 
The number of profiles within a scan actually containing a target echo 
depends on the distance, size and orientation of the target. In theory, only 
one profile is required since the individual pulses are well correlated. Ideally, 
the profile with the highest signal-to-clutter ratio should be selected. This 
will occur when the target is completely enveloped by the radar beam. A 
simple approach would be to select the profile with the highest mean value. 
However this method has a tendency to select a profile containing radar 
interference. 
The approach used in thesis was to perform a simple iterative test, based 
on the fact that each uncluttered bin is almost identical to its neighbour 
(besides a slight increase/decrease in energy content). The test is as follows: 
• Select the bin with the highest energy content. 
• Compare this profile to its immediate neighbour by performing a sim-
ple subtraction operation. 
• If they are not identical (within an arbitrarily specified tolerance) 
move two bins along and try again. 
A proposed enhancement to the above approach involves the use of 
compound identification [8] whereby several profiles are fed into the 
classifier, and the average of the identifications is used to arrive at 
a single 'best' identification. The identification of a single profile 
can be considered a 'vote' for one of the targets, and the compound 
identification then corresponds to choosing the target with the most 
'votes'. For the preliminary development described in this thesis, 
compound identification was not implemented. 
1.4 The Fourier-Mellin Transform 
As discussed in the previous section, a change in the target aspect angle will 
cause the range profile to fluctuate according to three basic principles. Only 
the first (a scaling of the range profile), can be dealt with in an intelligent 
manner. This is achieved through the use of the Mellin transform, which 
reduces any linear scaling of the input function to a phase component. It 
is therefore possible to simply discard this scale information by taking the 
magnitude of the Mellin transform. In addition, it is necessary to discard 
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any time-shift information. This is usually achieved through the use of the 
Fourier Transform. 
Given a function g(t), t ~ 0, the continuous Mellin transform (MT) 
in one dimension is defined as 
G(s) = fo00 g(t)t 3 - 1dt (1.2) 
There are actually several implementations of the Mellin transform in 
the literature (7] (46]. These have been studied by the author in (50]. The 
preferred approach was developed in detail in a paper by Zwicke and Kiss 
(46], in which it was called the Fourier Modified Discrete Mellin transform 
(F-MDMT). 
The Modified Discrete Mellin Transform (MDMT) can be expressed in 
matrix notation as 
[ 
GM(w1) l [ ¢11 GM(w2) ¢21 








.. · </JP,N-1 
</Jik = cos(wi Ink) - j sin(wi Ink) 
Wi, i = 1, Pare arbitrary spectral components. 
D..k = 9k - Yk+l· 
Yk = the kth sample of the input data sequence. 
By calculating the MDMT coefficients beforehand and storing them off-
line, the equation is reduced to a differencing operation followed by matrix 
multiplication. This makes it extremely fast, and also amenable to a parallel 
(i.e., neural) implementation. 
One addition by the author is worth mentioning. It concerns the choice 
of 'spectral components'. For the classification problem studied here, it was 
found that components all the way up to 6.25rr continued to provide good 
discrimination between classes, while still exhibiting small in-class varia-
tions. This effectively increased the Hamming distance between classes, 
thereby reducing overlap at the decision surfaces separating each class. 
An example of the F-MDMT in action on simulated data is illustrated in 
Figure 1.5 and Figure 1.6. Despite the within-class variation, a comparison 
of the first 40 spectral components of Figures 1.5 and 1.6 reveals several 
components that provide good discrimination, notably component 5, and 
components 25 to 35. The ships were modeled by assuming point reflectors 
spaced by dimensions corresponding to the major superstructural elements 
of the ship type. It was found that these simple models produced realistic 
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Figure 1.5: Spread of F-MDMT transforms of simulated 'Tanker' profiles 
(Aspect angle from 0-67.5 degrees, SN R = lOdB). 
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Figure 1.6: Spread of F-MDMT transforms of simulated 'Tug' profiles (As-
pect angle from 0-67.5 degrees, SN R = IOdB). 
1.4 The Fourier-Mellin Transform 
1.4.1 Discussion 
The main goal of Mellin transform pre-processing is to produce a set of 
features which are invariant to a linear scaling of the independent variable 
of the range profile. The idea is that the features extracted from the MT are 
insensitive to target aspect angle. This is of course a simplification, since 
only the first of the basic principles mentioned in Section 1.1 (a scaling of 
the range profile), can be dealt with in an intelligent manner. To recap, 
the various sources of noise will be as follows: 
o The scaling of the range profile with aspect angle is not linear but 
cosinusiodal. This scaling only approximates to linear when the target 
is close to head-on to the radar line of sight. 
• For ships with low aspect ratios (length divided by width), the ef-
fects of range migration will be quite pronounced. This is illustrated 
graphically in figure 1.7. If the two reflecting features are initially at 
the same range, and are separated by a distance B, an aspect change 
of!:::!.() will cause a change !:l.r in their down-range separation by ap-
proximately Bl:!.B. If the distance between the two features is lOm, a 
change in () of 6 degrees will change their relative ranges by over lm. 
• Even if the aspect does not change enough to cause migration, changes 
in the relative range of the different scatterers of a fraction of the radar 
wavelength will cause the radar profile to fluctuate due to the speckle 
effect. To illustrate, in the example shown in Figure 1. 7, if !:l.r changes 
by just t of a wavelength, the scatter from the two reflecting features 
may change from full constructive to full destructive interference, or 
vice versa. 
o The reflecting features are not isotropic. 
9 
10 Groundwork 




This chapter begins with a brief overview and discussion of neural classifi-
cation (section 2.1). It then moves on to review and comment on some of 
the author's earlier findings (Section 2.2, and then onto the author's latest 
work in Section 2.3. 
2.1 Overview and Discussion 
Target recognition of fixed signatures in stationary backgrounds is a straight-
forward task for which numerous effective techniques have been developed. 
However, Automatic Target Recognition (ATR) is a problem which involves 
extraction of critical information from complex and uncertain data where 
the target signatures or the backgrounds vary in an unlimited or unknown 
manner. 
A number of ATR systems, based on traditional approaches such as 
signal processing, pattern recognition, and rule-based artificial intelligence 
(AI) techniques have been developed and tested on very limited data sets. 
Good classification performance has been reported [7]. 
However, in practice these efforts have produced high false alarm rates. 
Some of the key reasons for this are the non-repeatability of the target sig-
nature, experience with a very limited data base, and limited use of a priori 
information. Previous ATR systems have also shown a rapid degradation 
in performance when subjected to the problems of image and background 
noise, and target and environmental variations (e.g., translation, rotation, 
scale and context, etc.). Bearing this in mind, the United States Defense 
Advanced Research Projects Agency (DARPA), in conducting a study of 
neural networks, has selected ATR as one of the four application areas for 
evaluating neural network technology [7]. Specifically, neural network learn-
ing facilitates two main advances for ATR: automatic knowledge acquisition 
(unsupervised learning) and continuous system refinement: 
• The use of unsupervised learning in system construction can eliminate 
the enormous amount of time necessary to derive rule-based data 
bases for targets and environments. Examples of such unsupervised 
feature extraction techniques are discussed below. 
• Continuous system refinement can be incorporated to make changes 
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necessary to improve the performance of the recognition system. For 
example the Fuzzy Min-Max Neural Network [42], which is inves-
tigated in Section 2.3.1, can learn pattern classes in a single pass 
through the data, can add new pattern classes on the fly, and can 
refine existing pattern classes as new information is received. 
Selection of appropriate target features is one of the most important 
tasks for ATR algorithm development. Because it is impractical to match a 
given input image representation with all the image templates of all possible 
targets and their variations, it is necessary to find a compact set of features 
which can represent the critical aspects of the target. Selection of the 
feature set is thus closely linked to the classification task. 
Neural networks can assist in the feature selection task by providing 
hardware implementations of traditional feature detection algorithms. It 
has been shown that many well known irnage processing and feature selec-
tion algorithms can be efficiently implemented using neural networks [33]. 
This massively parallel hardware implementation means that the feature 
extraction system is very fast, compact and robust. For example Gabor, 
Fourier and Hough transforms have already been successfully implemented 
[34] using feedforward networks trained with the back-propagation algo-
rithm. 
Neural network technology can also contribute to the feature selection 
task through automatic discovery of clustered features. For example, Ko-
honen's self-organizing-maps are neural networks which consist of a set of 
interconnected adaptive units that have the ability to change their responses 
in such a way that they will adapt to represent the characteristics of the 
input signal [40]. 
Yet another major way in which neural networks can contribute to fea-
ture selection is in their ability to automatically integrate a diverse set of 
features. The back-propagation algorithm, combined with an appropriate 
training set, has been shown to be very effective here [33]. Subsequent 
analysis of the neural network weights can determine whether a particular 
feature has effectively participated in the classification task, or whether it 
can be removed without loss of overall performance. 
In a similar vein, neural network technology can provide tools for de-
veloping expert systems, whereby learning algorithms such as the back-
propagation algorithm, can be applied to the development of expert sys-
tem rules. Several neural-network-based expert systems have been directly 
compared to rule-based expert systems developed for the same problem. In 
each case, the neural network-based system provided comparable or supe-
rior performance but at an enormous reduction in system development and 
execution time (33]. 
2.2 Phase 1 
2.2 Phase 1 
For the author's initial investigations into neural-based classification, the 
Back-propagation algorithm was pitted against Kohonen's Learning Vector 
Quantization algorithm. The real data was limited (in the sense that a 
complete range of azimuth angles and sea states was not available), and 
simulated data (described in detail in [50]) was used to facilitate thorough 
testing. The work is reviewed and discussed below. 
2.2.1 A Brief Overview of Back-propagation 
Back-propagation has enjoyed widespread popularity and is therefore well 
known. It uses an iterative gradient descent technique to minimize the 
error function equal to the mean square difference between the actual net-
work outputs and the desired outputs. However there are some potential 
drawbacks, including slow training and the capability to converge to a lo-
cal minimum rather than the desired global minimum. This is an inherent 
flaw of backward error propagation because it uses the steepest gradient de-
scent algorithm. In this way it is possible not to find the optimum minimum 
square error solution, even for classes of input vectors which are linearly 
separable. 
It is necessary to user-define the exact structure of the architecture, such 
as the number of hidden layers and the number of hidden nodes within each 
layer. 
Networks with multiple hidden layers have been tested quite thoroughly 
on classification problems similar to the one studied in our work [39] [45]. 
In general they required a longer training time and exhibited reduced gen-
eralizing capabilities. It was not considered worthwhile to investigate this 
issue any further, and a single hidden-layered network was adopted as the 
standard configuration. 
The problem of how many hidden nodes to use has not yet been solved 
analytically. Practical solutions range from making an educated guess to 
performing multiple simulations. Too many nodes tend to impair the gen-
eralizing capabilities of the network. Too few will make convergence im-
possible. 
2.2.2 A Brief Overview of Learning Vector Quantiza-
tion 
Kohonen's LVQ classifier is often confused with his Self-Organizing-Map. 
However the two are in fact quite different. The Self-Organizing-Map is a 
sheet-like artificial neural network, the cells of which become specifically 
tuned to various input signal patterns or classes of patterns through an un-
supervised learning process. In this way a 2-dimensional visual mapping of 
any hidden topological striker within a p-dimensional data set is created. 
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LVQ on the other hand, is essentially a clustering algorithm, (stemming 
from earlier clustering methods such as McQueen's hard c means algorithm) 
whereby sets of codebook vectors are updated through an iterative proce-
dure to best represent their respective classes. When used in conjunction 
with the nearest prototype (NP) classifier, these codebook vectors then 
generate crisp or hard partitions of the data sets. At present there are ac-
tually four algorithms to choose from, namely; LVQl, optimized LVQl (for 
fast initial convergence), LVQ2 and LVQ3. They are all based on differ-
ent themes of the same underlying philosophy, and generally produce very 
similar results. 
The algorithms require several parameters such as learning rate, size 
of an update neighbourhood, and a strategy to alter these two parameters 
during learning. The effect of these parameters is not rigorously defined. 
They must be determined by trial and error and varied from one data set 
to another. The number and initial positions of the codebook vectors is 
also fairly arbitrary. All of these factors have a significant effect on final 
classification accuracies however. Although Kohonen has developed a set of 
general rules and guidelines to follow in this regard, the process can hardly 
be termed scientific. 
2.2.3 Results 
Table 2 .1 shows the percentage of correct classifications for the feedforward 
network trained with Back-propagation. Five simulated targets were used 
at different levels of signal to clutter (S/C). The data is described in detail 
in (50]. The targets were rotated from 0 to 60 degrees of head-on. The 
network consisted of 40 input nodes, 22 hidden nodes and 4 output nodes. 
Zwicke and Kiss (46] expressed reservations about the noise susceptibil-
ity of the F-MDMT because there is a differencing operation inherent in 
its implementation. This explains the testing over a wide range of signal-
to-clutter ratios. Its performance was found to be more than adequate, 
especially since the S/C ratios for the real data are normally> 15dB. Ta:.. 
ble 2.2 shows the performance of the LVQ classifier for the same data used 
above. The results were achieved after 10 000 iterations. Nine codebook 
vectors were used per class. The optimized LVQl algorithm [20] was used 
for the first 2000 iterations, and the LVQ3 algorithm was used thereafter. 
The window size was gradually reduced from a starting value of 0.3 to a 
final value of 0.05. The learning rate factor, a, was also reduced in rough 
correspondence to the window size, starting at .003 and ending off with a 
value of 0.001. 
2.2.4 Discussion 
Back-propaga_tion is capable of forming more non-linear mapping functions 
than LVQ. The LVQ classifier forms a decision surface which tends towards 
2.2 Phase 1 
Table 2.1: Percentage correct classifications for the Back-propagation net-
work (simulated data). Each target was rotated through ±60 degrees. 
S/C II Tanker I Patrol I Tug I trawler I Average I 
16 dB 100 100 100 100 100 
10 dB 100 100 100 100 100 
8.2 dB 100 100 100 100 100 
7.3 dB 96 92 92 92 93 
6.0 dB 84 80 84 84 83 
5.0 dB 84 64 60 92 75 
4.3 dB 76 52 44 80 63 
J Average II 91 84 82 93 88 
Table 2.2: Percentage correct classifications for Kohonen's LVQ network 
(simulated data). Each target was rotated through ±60 degrees. 
S/C II Tanker I Patrol I Tug I trawler I Average I 
16 dB 96 100 100 100 99 
10 dB 96 100 100 100 99 
8.2 dB 96 100 100 96 98 
7.3 dB 92 84 92 96 91 
6.0 dB 92 80 80 80 83 
5.0 dB 88 72 56 80 74 
4.3 dB 84 60 44 80 67 
I Average II 91 85 82 90 87 
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a very close, although piecewise linear, approximation to the theoretically 
optimal Bayes decision surface. Despite these differences, it was found that 
both networks produced very similar results. Clearly the FM transform 
was performing the feature extraction task effectively, and the feature vec-
tors for each class did not differ markedly from the multivariate Gaussian 
assumption made in the design of the Bayes classifier. In comparing the 
differences in performance of the two classifiers, we note the following: 
• Back-propagation suffered from a training problem when presented 
with similar looking targets. Data for these targets tends to be ill 
posed (i.e. more than one output is required for the same input), and 
the algorithm usually ended up oscillating between the resulting local 
mm1ma. 
• LVQ training times were typically 50-100 times faster than for back-
propagation. 
Of course the training problem for BP could have been resolved by re-
moving the guilty feature vectors. In addition, recognition times for both 
classifiers would be very similar once up and running. However this project 
is eventually aimed at a working system which should be both practical 
and flexible. The pattern classifier should be able to learn new classes and 
refine existing classes quickly and effectively. With BP or LVQ, this would 
involve retraining each time new information is added. In this respect LVQ 
would be more favorable. 
2.3 Phase 2 
Despite the advantages offered by LVQ, the classifier has definite shortcom-
ings. An ideal pattern classifier should be capable of learning new classes 
and refining existing classes on the fly, without destroying old class informa-
tion and without the need for complete retraining. Retraining (or off-line 
adaption) not only places heavy demands on memory, but leads to increas-
ingly longer training times. In addition, an ideal classifier should have as 
few tuning parameters as possible, and if there are parameters, their effect 
on the system should be well understood. 
2.3.1 The Fuzzy Min-Max network 
With the aforementioned points in mind, the most recent work by this 
author has been concerned with an investigation into the Fuzzy Min-Max 
neural network (42], which was developed by Simpson. It belongs to the 
class of neural networks where decision boundaries are built by creating 
subsets of the pattern space, such as the related coulomb energy network 
and the hyperspherical attractor network. 
2.3 Phase 2 
Overview 
There are several properties that the ideal pattern classifier should posses. 
According to Simpson, each of these has motivated a portion of the de-
velopment of the fuzzy min-max classification network. These properties 
are: 
• On-Line Adaption: A pattern classifier should be able to learn new 
classes and refine existing classes quickly and without destroying old 
class information. Many popular neural network and traditional pat-
tern classification techniques utilize off-line adaption (including net-
works employing BP and LVQ). This leads to a common problem as-
sociated with neural network design known as the stability-plasticity 
dilemma, which concerns the design of neural networks that can re-
main plastic enough to learn yet still be able to stabilize and recall 
stored pattern information. 
• Nonlinear separability: A pattern classifier should be able to build 
decision regions that separate classes of any shape and size. 
• Overlapping Classes: A pattern classifier should have the ability to 
form a decision boundary that minimizes the amount of misclassi-
fication for all of the overlapping classes. In this respect the LVQ 
algorithm is effective since it tends towards the ideal Bayesian classi-
fier (40). 
• Training Time: A desirable property of a pattern classification algo-
rithm is to be able to learn non-linear decision boundaries in a short 
training time. This is where many popular algorithms such as BP fall 
short, since they typically require thousands of passes through the 
data set. 
• Soft and Hard Decisions: A pattern classifier should be able to provide 
both soft and hard decisions. A soft decision would be one that 
provides a value indicating the degree to which a pattern fits within 
a class. LVQ in its present form does not provide for this. 
• Tuning Parameters: A classifier should have as few tuning parameters 
as possible. In addition, the effect these parameters have on the 
system should be well understood. 
• Nonparametric Classification: A classifier should be able to describe 
the underlying distribution of the data in a way that still provides 
reliable class boundaries, even if a priori knowledge about the under-
lying probability density functions of each class is not available. 
The network developed by Simpson is an extension of the original Adap-
ti ve Resonance Theory (ART) neural network developed by Carpenter and 
17 
18 Classification 
Grossberg (52]. The major difference is that in Simpson's approach, fuzzy 
sets are used to define the pattern classes in a dataset. It is not the au-
thor's intention to provide an overview of fuzzy set theory in this report. 
Numerous texts exist on the subject (53] and a basic knowledge of fuzzy 
theory is assumed for the remainder of this chapter. The Fuzzy Min-Max 
Classifier operates by building fuzzy subsets of the n- dimensional pattern 
space. It achieves this through the creation of fuzzy hyperboxes, defined 
by pairs of min-max points and their corresponding membership functions 
(which define the degree to which a pattern fits within a hyperbox). The 
aggregation of several hyper boxes in / 2 is illustrated for a two-class problem 
in figure 2.1. Let each hyperbox fuzzy set Bj, be defined by the ordered set 
(2.1) 
Using this definition of a hyperbox fuzzy set, the aggregate fuzzy set that 
defines the kth pattern class ck is defined as 
C,. = LJ Bi 
jEK 
(2.2) 
where J( is the index set of those hyperboxes associated with class k. 
Note here that the union operation in fuzzy sets is typically the maximum 
of all the associated fuzzy set membership functions. The learning algo-
rithm developed by Simpson allows overlapping hyperboxes from the same 
class and eliminates the overlap between hyperboxes from separate classes. 
Using this configuration, it is possible to define crisp class boundaries as a 
special case. These class boundaries are defined as those points where the 
membership values are equal. 
Hypercube Membership Function 
The membership function for the l" hyperbox bj(An), 0 ~ bj(An) ~ 1, 
must measure the degree to which the hth input pattern falls outside of the 
hyper box Bj. It is given by 
1 n 
2
n ?,:[max(O, 1 - max(O, ,\min(l, ahi - Wji))) 
•=1 
+max(O, 1 - max(O, ,\min(l, Vji - ani)))] (2.3) 
where An= (an1,an2, ... ,ahn) E In is the hth input pattern, Vj = (vj1, Vj2, ... , Vjn) 
is the minimum point for Bj, Wj = ( Wjl, wj2, ... , Wjn) is the maximum 
point for Bj, and ,\ is the sensitivity parameter that regulates how fast the 
membership values decrease as the distance Ah and Bj increases. 
Network Topology 
The neural network that implements the Fuzzy Min-Max classifier is shown 
in Figure 2.1. Each FB node in this three-layer neural network represents a 
2.3 Phase 2 
hyperbox fuzzy set where the FA to FB connections are the min-max points 
and the FB transfer function is the hyperbox membership function defined 
by 2.3. The min points are stored in the matrix V and the max points are 
stored in the matrix W. The connections are adjusted using the learning 
algorithm described in Appendix A. A detailed view of the lh FB node is 
shown in Figure 2.2. The connections between the FB and Fe nodes are 
binary valued and stored in the matrix U. The equation for assigning the 
values to the FB to Fe connections is 
u. _ { 1 if bi is a hyperbox for class Ck 
Jk - 0 otherwise 
where bi is the ith FB node and Ck is the kth Few node. Each Fe node 
represents a class. The output of the Fe node represents the degree to which 
the input pattern Ah fits within the class k. The transfer function for each 
of the Fe nodes performs the fuzzy union of the appropriate hyper box fuzzy 
set values. 
The algorithm operates by grouping sets of n-dimensional hyperboxes 
defined by pairs of min-max points in conjunction with fuzzy membership 
functions in the decision space. The full algorithm can be found in Ap-
pendix A. Simpson summarizes the three step learning process as follows: 
• Expansion: Identify the hyperbox that can expand and expand it. If 
an expandable hyperbox cannot be found, add a new hyperbox for 
that class. 
• Overlap Test: Determine if any overlap exists between hyperboxes 
from different classes. 
• Contraction: If overlap between hyperboxes that represent different 
classes does not exist, eliminate the overlap by minimally adjusting 
each of the hyperboxes. 
This process is ideally suited to on-line adaption, since new classes can be 
added without retraining, and existing classes can be refined on an ongoing 
basis. There are two tuning parameters, one for limiting the p-dimensional 
extent of each individual hyperbox, and the other for defining the slope of 
the fuzzy membership function. Both affect the classifier in an intuitively 
predictable manner. When the size of the hyperboxes is set to zero, the 
classifier collapses to the k-nearest neighbour classifier. 
2.3.2 Results 
The Fuzzy Min-Max classifier was coded and implemented in Matlab. The 
source code can be found in Appendix A. Separate training and testing 
sets of real data were selected in order to test as rigorously as possible 
the classifiers' abilities to generalize. Where possible, training and testing 
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Fe Class Nodes 
} u 
F Hyperbox Nodes 
B 
} V&W 
FA Input Nodes 
(a ht ah2 ' - ' ahn) 
Figure 2.1: The three-layer neural network that implements the Fuzzy Min-
Max neural network. The input layer FA = ( ai, a 2 , ... , an) has n processing 
elements, one for each of the n dimensions of the input pattern Ah. There 
are two sets of connections between each input node and each of the m hy-
perbox fuzzy set nodes found in the layer Fn = (b1 , b2 , ... , bn)· These dual 
connections are adjusted using the Fuzzy Min-Max classification learning 
algorithm. There are two sets of connections that emanate from FA and 
abut the lh Fn nodethe min vector "} and the max vector Wj. The connec-
tions between the Fn nodes and the p output nodes Fe= (c1,c2, ... ,en) 
are binary valued and are determined as each Fa node is added during 
learning. Each FC node represents a pattern class. 
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Figllre 2.2: The implementation of a hyperbox and its associated member-
ship function as a neural network assembly is shown for the lh FB node 
bj. The input nodes accept each dimension of the hth input Ah. There 
are two connections from each input node to the output node, one connec-
tion represents the min value for that dimension and the other connection 
represents the max value for that dimension. The connections between ith 
input node and the jlh hyperbox node are Vji and Wji· The min point for 
the jlh FB node is the vector \tj = (vj 1 ,vj2 1 ••• ,Vjn) and the max point 
is Wj = (wj1,Wj2, ... ,Wjn)· Assuming the input pattern is Ah, bj's out-
put value y; = Yj (Ah) is computed using equation 2.3. This entire neural 
assembly represents a hyperbox fuzzy set. 
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Table 2.3: Percentage correct classifications for Kohonen's LVQ network 
(real data). 
I TARGET NO. I ENTRIES I % ACCURACY I 
1 110 100.00 
2 66 84.73 
3 22 72.73 
4 55 100.00 
AVERAGE 93.68 
Table 2.4: Percentage correct classifications for Simpson's Fuzzy Min-Max 
network (real data). 
I TARGET NO. I ENTRIES I % ACCURACY I 
1 110 96.26 
2 66 92.42 
3 22 63.63 
4 55 100.00 
AVERAGE 93.28 
was performed at different aspect angles. Once again, in all cases separate 
scans were used. The reader will recall that this was considered particu-
larly important since the scan-to-scan correlation was generally poor and 
presenting the classifier with unseen scans was considered a harsher test 
than presenting it with unknown target azimuth angles. 
Table 2.3 summarizes the classification results for the LVQ classifier over 
the aspect range ±70 degrees of head-on. In order to make the compari-
son with Simpson's network fair, only the default values recommended in 
Kohonen's LVQPAK programming package were used [51]. Table 2.4 sum-
marizes the classification results for the Fuzzy Min-Max classifier over the 
same aspect range. The expansion par:ameter was 0.15 and the membership 
parameter was 4. 
2.3.3 Discussion 
For both classifiers, better accuracies were obtainable through trial and er-
ror adjustment of the user-defined parameters, although the process was 
simpler and more intuitive for Simpson's network. The final positions of 
the codebook vectors for LVQ varied and depended on their initial place-
ments. In this way the performance of the classifier was not entirely pre-
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dictable. The expansion/contraction process of the Min-Max classifier was 
disappointingly slow and is roughly proportional to the number of created 
nodes. It is therefore much slower at initial training. However, since it is 
able to create and update classes without retraining, the speed at which it 
learns new information is superior, and increases as the size of the overall 
training set increases. The classification accuracies achieved by the Fuzzy 
Min-Max network were slightly lower than for Kohonen's LVQ network. 
This difference is more marked when the optimal settings for the various 
LVQ tuning parameters are used (found through trial and error). Over-
all the Min-Max classifier was considered to be more favorable for a final 
working system, mainly because of its ability to learn and update itself 
continuously and automatically, in a changing and unpredictable maritime 
environment. 
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Chapter 3 
Synthetic Range Profile 
Processing 
Despite the good results achieved in Chapter 2, recall that it was felt that 
they would be somewhat degraded for a real radar system that is required 
to classify a large array of ship targets. This is because the low resolution 
of the radar system (12m) makes it difficult to discriminate between targets 
of a similar size. This applies particularly to smaller targets, whose range 
profiles tend to show up as a single spike on the current system. To develop 
a truly effective non-cooperative ship target recognition system, improved 
range resolution is required. 
The approach investigated in this thesis involves the use of synthetic 
range profiles. A synthetic range profiling system is of particular interest 
because the University of Cape Town is already actively involved in the 
development of such a system in conjunction with Reutech Radar Systems. 
This system is currently under development in an aircraft recognition con-
text, but it would be interesting to apply it to the ship target recognition 
problem as well. 
A brief theoretical overview of synthetic range profiling is provided, 
followed by various practical observations, including a look at the effects of 
matched filtering as well as the effects of target velocity. There is also a 
practical overview of SRP waveform design. 
3.1 Literature Review 
Synthetic range profiles and their application to target recognition have 
been investigated by Wehner [54]. Numerous references to synthetic range 
profiling can also be found in the UCT libraries. Much of this literature has . 
been produced as part of the project aimed at developing an SRP system 
for aircraft recognition. The research includes several earlier phases [29] [30] 
[5] (6] as well as ·more recent work by the author (31] [3] (4]. No references 
were found relating to the use of synthetic range profiles in the context of 
ship target recognition. 
3.2 Theoretical Overview 
3.2 Theoretical Overview 
Synthetic range profiles (SRP's) contrast to ordinary range profiles in that 
the target's signature is not measured directly. Instead, a discrete fre-
quency signature that is the frequency domain equivalent of the target's 
time domain range profile is generated by transmitting narrowband pulses 
stepped in frequency from pulse to pulse. The additional processing that 
is required in order to synthesize the time domain signatures is justified by 
the practical design problems that this approach avoids. 
With a stepped frequency waveform, it is possible to achieve a similarly 
narrow pulse width with a lower instantaneous receiver bandwidth and 
lower A/D sampling rate. This is made possible by sequentially stepping 
the carrier frequency over several pulses, instead of within one, single pulse. 
As a result each individual pulse can be of longer time duration, (in fact 
the pulse length must be long enough to cover the entire target). Synthetic 
range profile processing therefore makes it possible to achieve high range 
resolution with many types of existing search and track radars, which can 
then be used for target recognition and target imaging in addition to their 
normal search and track functions. · 
To understand how it is possible to extract range information from 
the amplitude and phase of a reflected set of discrete frequencies, let us 
begin by considering a set of m sources (point reflectors} of horizontally 
polarized radio frequency (RF) energy positioned in a homogenous media 
some distance from a radar receiver. 
The noiseless signal received for the mth reflector at the ith frequency 
will then be given by : 
(3.1) 
where Pm is the amplitude, Tm is the range delay, given by 2rm/c, rm is 
the range in meters to the mth reflector, and / 0 is the start frequency. 
It is at this point that the author would like to introduce three new terms, 
namely the SRP complex amplitude, electrical range and SRP projected 
wavenumber. Although not found in any of the other literature, they are 
used here because they help to clarify the mechanism of synthetic range 
profiles and how they relate to other more traditional forms of frequency 
domain analysis. 
The first term, which we will call the complex amplitude (am) for the 
mth reflector, is given by 
(3.2) 
The second term, which we will call the electrical range ( <I>m) of the m 1h 
reflector, corresponds to the phase shift brought about by each frequency 
step D..f. It is given by 
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(3.3) 
Using the above definitions, it is possible to simplify equation 3.1 to 
that of equation 3.4. 
(3.4) 
The ratio if!/ 6.f is the third new term. We will call it the SRP projected 
wavenumber, and be denote it by I<srp· 
From the above equation it is clear that as the operating frequency 
varies by discrete steps 6.f, the received vector for the discrete reflector m 
will rotate by an amount equal to the electrical range il!m. In this way, by 
determining the SRP projected wavenumber Ksrp (i.e., the rate at which 
the electrical range varies with frequency), it is possible to determine the 
distance to the mth reflector. 
3.3 Range Extraction 
The reader will immediately notice that the problem of determining the 
SRP projected wavenumber is directly analogous to finding the projected 
wavenumber K in linear phased array theory, as well as, of course, the 
angular frequency w in spectral analysis theory. It should therefore be 
clear that extracting range information from the SRP profile is a matter of 
transforming the received data from the frequency domain into the spatial 
domain. This involves taking the inner product of the received data set E 
with a basis function H. Since the number and position of the respective 
reflectors is not known, as well as the exact nature of noise introduced into 
the received data set, various assumptions have to be made in choosing H. 
This is by no means a trivial task, and the whole of section 4 is devoted to 
this interesting problem. 
3.4 Practical Analysis 
In this section we will concern ourselves with a more practical analysis of 
synthetic range profile processing, taking into account various factors such 
as the effects of the system hardware (such as a matched filter), as well as 
the effects of target motion. 
3.4.1 The Effect of Target Velocity 
We begin by exploring the effects of target motion on the formation of the 
profile. Consider a target moving at constant velocity v. The target range 
will change with each pulse as 
3.4 Practical Analysis 
r; = r0 + viT (3.5) 
The phase of the SRP complex amplitude then becomes (from equation 
3.2) 
4rrD.f ( "T) 4rrD.fr0 4rrD.fviT 
-- r0 +vi = +----
c c c 
and the phase of the electrical range becomes {from equation 3.3) 
4rr f o ( "T) 4rr for o 4rr f o viT 
-- ro+vi = ---+---
c c c 
{3.6) 
(3.7) 
The 2nd term in the phase of the SRP complex amplitude represents 
the Doppler frequency shift due to target motion. When transforming from 
the frequency to the spatial domain, this frequency shift is mistaken for a 
shift due to range, resulting in a shifting of the target from its true range 
position. This range shift is easily calculated as vrJc where fc is the center 
frequency of the step frequency waveform. 
The 2nd term in the phase of the electrical range describes the inter-
action of the stepped frequency waveform with the target motion. The 
resultant spreading of the stepped frequencies has several negative side-
effects, including reduced range resolution, range accuracy and signal to 
noise ratio. 
These negative effects due to target velocity can be eliminated by com-
pensating for the shift in phase before transformation to the spatial domain 
(although in practice the range profile is still partially degraded due to in-
accuracies in the estimation of the target velocity). 
Velocity compensation is of importance in aircraft radar systems due 
to the high velocities that these targets typically attain. However for the 
ship target recognition case, the effects of target velocity will be negligible. 
For example, based on the findings in [6], it can be shown that a target 
velocity of lOms- 1 radially towards the radar will cause a shift of approx-
imately 30cm in the range domain.· It is therefore concluded that velocity 
compensation will not be required for the ship target radar system (this is 
just as well since the velocity of maritime vessels is difficult to determine 
accurately). 
3.4.2 Waveform Design 
Waveform design describes the process of selecting the radar parameters in 
order to achieve an optimal configuration for the task at hand. Because of 
the large number of parameters, and their numerous inter-dependencies, the 
resultant search space is very large. An example of a typical set of radar pa-
rameters is given in table 3.1 below. These parameters were taken from an 
SRP based radar system that is currently under research and development 
by U.C.T. and Reutech Radar Systems. 
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Table 3.1: Radar Parameters for the SRP Based Radar System 
Start Frequency 1363.75MHz 
Stop Frequency 1365.0MHz 
Frequency Step D.f l.875MHz 
Number of Steps N 55 
Radar Bandwidth B 54 * 1.875 = 101.25M Hz 
Radar Resolution tl.R= c/2B l.48m 
FFT Range Resolution tl.Rc = c/2Nctl.f l.25m 
ADC Sample Rate fa 3.75MHz 
Range Bin Length Rbin = c/2/a l.48m 
Radar Compressed Pulse Tc 275ns 
Radar Pulse Length CTc 82.5m 
Pulse Resolution cr/2 41.225m 
Antenna Rotation Rate 30rpm 
Azimuth Beamwidth lOdeg 
Vertical Beamwidth coseci (Transmit) 
Vertical Beamsidth lOdeg (Receive) 
3.4 Practical Analysis 
Below is a list of considerations to aid in the selection of the optimal 
radar parameters: 
• Three scenarios are possible in the relationship between the unam-
biguous range. Ru and the range bin width Rb. Firstly, if rAf is 
unity, the original range bin occupies the entire unambiguous range 
such that Ru = Rb. The second scenario occurs if rAf is less than 
unity. Although the range resolution suffers as a result, this setting is 
recommended for the recognition of targets with high velocities, since 
it facilitates cancellation of the clutter space by making room for non-
stationary targets to be shifted to the right, out of the clutter-space 
(55]. The third scenario, rAf greater than unity is not of any prac-
tical value since it causes the range profile to wrap around (aliasing), 
resulting in distortion. 
• To avoid the target wrapping around (aliasing), the unambiguous 
range Ru should be greater than the maximum target extend Lt. In 
addition, since Ru should be greater than the pulse width, a tighter 
constraint is that for good detectability the pulse width should be 





• The fraction of the range domain containing clutter is given by 
cr/2 = rAf 
Ru . 
(3.9) 
Choosing a low value for the product rAf will increase the cult free 
space. 
3.4.3 Effects of Matched Filtering and A/D Conver-
s10n 
Up to this point in the discussion it has been convenient to ignore the exact 
nature of the amplitude term Pm in equation 4.3. For a real radar system 
with pulse length Tp and interpulse period (PRI) T, Pm will be of the form 
given by equation 3.10 
Where 
t - iT- T 
Pm= A(f;)rect( T. ) 
p 
rect(r) = { ~ if jrj < 1/2 
if jrj > 1/2 
(3.10) 
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Once the radar receiver removes the carrier frequency, performs matched 
filtering and creates digitized I- and Q - channel samples, Pm can be 
described by equation 3.11 
t - iT- T 
Pm = G(t, /;)A( T. ) (3.11) 
p 
Where G(t, /;) represents the time and frequency dependency of the 
transmitted pulses A(f;), as well as the antenna and receiver gain, and 
A(r) = { ~ - lrl if lrl < 1 
if lrl > 1 
It is important to understand the effect of this matched filtering and 
A/D sampling on the received signal in the context of SRP processing. 
This is because it causes some additional complications to the standard time 
domain pulsed radar range profile. These complications are demonstrated 
in Figures 3.1 and 3.2, which show a typical case of a received signal from 
a target consisting of three discrete point reflectors. The reader should 
observe the follo~ing: 
• The received energy from the target is contained in at least three range 
bins. This phenomenon gives rise to some interesting side-effects. For 
example, in the first figure, notice that only one of the samples (the 
middle-most one) contains energy from all three point reflectors. Only 
the range bin associated with this sample will show all three reflectors. 
By contrast, the range bin associated with the sample to the right will 
only show the presence of the last point reflector. 
• Figure 3.2 shows the output for the same set of reflectors as in Figure 
3.1, but with the A/D sampling started slightly earlier. In this case, 
none of the range bins will show all three reflectors. Although the 
first two range bins will both be of similar energy content and will 
both show two point reflectors, the first will contain information on 
the first two reflectors, while the second will contain information on 
the last two reflectors. 
• Both figures also demonstrate that the magnitude response of each 
reflector is heavily influenced by the position of the A/D sample in 
the received signal. 
The above points have important repercussions in the context of ship profile 
classification. For example, the last point demonstrates that the informa-
tion content of the height of the range profile peaks is low. The most 
valuable information content is in the spacing of these peaks. In addition, 
the second point rules out the idea of averaging the energy in the central 
range bin with that of adjacent range bins to increase the SNR. This is 
because we have no way of intelligently aligning them. 
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Figure 3.1: Scenario 1. The effect of matched filtering and A/D sampling 
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Figure 3.2: Scenario 2. The effect of matched filtering and A/D sampling 
on the received signal. Targets simulated as point reflectors of zero range 
extent. 
3.4 Practical Analysis 
3.4.4 Variable Time Shifts 
The frequency domain data contains a variable phase shift which depends 
on the target's range and velocity. It is not possible to compensate for this 
accurately, so that the resulting range profiles - usually calculated from the 
frequency domain data by Inverse Discrete Fourier transform - possess a 
variable time shift. It is therefore necessary to employ shift invariant pre-
processing if reliable recognition is to be achieved (the reader will recall 
that shift invariant pre-processing was also required for the time domain 
range profiles studied in Section 2. In that case the F-MDMT was used, 
and there is no reason why it cannot be applied to the synthetic range 
profiling case as well). 
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Chapter 4 
Super Resolution Techniques 
Applied to Range Estimation 
As mentioned earlier, the problem of extracting spatial or range information 
from the frequency domain SRP data is by no means a trivial task. The 
~eader will recall that it involves taking the inner product of the received 
data set E with a basis function H. However since the number and position 
of the respective reflectors is not known, as· well as the exact nature of noise 
introduced into the received data set, several assumptions have to be made 
in choosing H. This leads to the numerous techniques that are discussed 
in this section. The objective is to identify those algorithms which are 
most effective and best suited to the ship target recognition scenario. In 
the context of SRP neural based recognition, the ideal algorithm should 
possess the following properties. 
• It should achieve the highest resolution possible from the data (i.e. it 
is assumed that an improvement in resolution will improve the ability 
to resolve differences between similar targets). 
• The algorithm should be fast. In addition, it should be suited to a 
neural based implementation 
• It should be robust and noise resilient. 
• It should ideally reduce the size of the data sets by performing some 
kind of feature extraction. 
As is often the case in engineering, the study was conducted by analyzing 
the theoretical and empirical developments in other related fields and then 
adapting this knowledge to the problem at hand. This analogy is proven in 
section 4.1 below, thus making it possible to move beyond the traditional 
FFT approach to range estimation, to the interesting and promising array of 
techniques known as super resolution algorithms. Of particular interest in 
this regard are the various eigendecomposition techniques such as the Total 
Least Squares method, the MUSIC method, and the Principal Eigenvector 
method. 
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4.1 Frequency Estimation, Direction Find-
ing and Range Estimation 
It is well known that the problem of estimating the frequencies of complex 
sinusoids in the field of spectral analysis, and the problem of estimating the 
direction of arrival (DOA) of incident plane waves on a linear phased array 
antenna are mathematically analogous. 
To clarify this, first consider the standard model used in spectral anal-
ysis for a received signal u( i): 
L 
u(i) = 'L:a1e1wii + v(i), i = 0, 1, ... , N - 1 ( 4.1) 
l=l 
Here L is the number of complex sinusoids, a 1 , a 2 , ... , aL are their complex 
amplitudes, and w1, w2, ... , w L are their angular frequencies respectively. 
v(i) is a complex sample of additive noise, and N is the total data length. 
Next consider the standard model (defined by Haykin) used to describe 
the received signal at the ith sensor of a linear phased array, at time k, due 
to the combined action of L incident waves: 
L 
u(i, k) = L a1e3tfl 1i + v(i, k), i = 0, 1, ... , M 
i=l 
(4.2) 
Here a1 and ~, are the complex amplitude and electrical angle 1 of the ith 
incident plane wave, respectively, and v(i, k) is the additive contribution 
of noise. Equation 4.2 is called the baseband form of the received signal, 
because all the incident plane waves are assumed narrow-band and centered 
around a common frequency / 0 • 
The mathematical analogy between temporal processing and spatial 
processing is clearly apparent by comparing equations 4.1 and 4.2. Both 
these topics are extremely well researched and documented, and it is there-
fore advantageous to derive a similar mathematical analogy for the range 
estimation (synthetic range profiling) case. 
In this light consider what will be termed the frequency analog of the 
temporal and spatial estimation problems. To make the analogy clear, some 
preliminary groundwork is first required. 
To begin, consider a set of sources (point reflectors) of radio frequency 
(RF) energy: The source output for the mth reflector at the start frequency 
fo may be denoted by PmCos(2rrf0 rm), where Pm is the amplitude and Tm 
1 Given a linear array of sensors for spatial processing, the phase difference between 
the signals received by the 1 • 1 and 2nd sensor, and between every other pair of adjacent 
sensors in the array, is 2n(d/>.)sin8, where 8 is the angle of incidence of a single plane 
wave impinging on the array, and >. is the wavelength of the propagating disturbance. 
This quantity is called the electrical angle of the incident wave. The ratio 11!/d is called 
the projected wavenumber, and is denoted by K. 
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Table 4.1: Analogy between temporal processing, frequency processing and 
spatial processing 
Time Series Frequency Series Space Series 
Time (sec) Frequency (Hz) Distance (m) 
Sampling Frequency Sensor 
duration, T (sec) step, ~! (Hz) spacing, d (m) 
Angular Wavenumber, Wavenumber, 
frequency, w (rad/sec) KsRP (rad/Hz) I< (rad/m) 
is the range delay, given by 2rm/c, where rm is the range in meters to the 
mth reflector. The noiseless signal received for the ith frequency is then 
given by 
(4.3) 
Where am, is the complex amplitude and <Pm the electrical range of the 
mth reflector. Although both terms were introduced in section 3.2, their 
definitions are repeated below for the sake of continuity: 
( 4.4) 
(4.5) 
The reader will recall that the ratio <P / ~f is called the SRP projected 
wavenumber Karp· It is directly analogous to the projected wavenumber I< 
in linear phased array theory, as well as, of course, the angular frequency 
w in spectral analysis theory. 
It is now possible to define the complete model for the range estimation/ 
SRP case. The received signal over N frequencies, at time k, due to the 
combined action of M point reflectors, is given by 
M 
u(i, k) = L ame\l?mi + v(i, k), i = 1, ... , N (4.6) 
m=l 
where v(i,k) represents the additive contribution of noise. By comparing 
equations 4.1, 4.2 and 4.6, the analogy between temporal processing, spatial 
processing, and frequency processing is readily deduced and is summarized 
in Table 4.1. 
It should be noted that there are basic differences between the temporal, 
spatial and frequency model. The time series described in equation 4.1 
is serial in nature and continues for a total observation interval N. The 
space series of equation 4.2 is formulated on a snapshot-by-snapshot basis, 
4.2 Selecting the Optimal Model 
with each snapshot corresponding to a particular instant in time. The 
frequency series of equation 4.6 is formulated by recording the response for 
each frequency over a given observation interval. In this way the frequency 
series has similarities to both the temporal and the spatial series. The main 
point to note is that since each frequency is recorded over a time interval, 
it is also possible to formulate a set of 'snapshots' for the frequency series 
(although of course each 'snapshot' in this case does not correspond to a 
particular instant in time, but to a set of instances in time.). It should be 
noted that other than the addition of the extra variable k in the spatial 
and frequency series, these differences are of no analytic significance to the 
algorithms that will be investigated. 
4.2 Selecting the Optimal Model 
The mathematical analogy defined in section 4.1 opens up the vast array 
of techniques that have been proposed for spectral and DOA processing. 
Most of the approaches are problem specific and depend quite heavily on 
how closely the assumed model matches the real data record. 
The techniques under investigation will be analyzed from a modeling 
perspective. In this context, the process becomes one of selecting an ap-
propriate model for the data, estimating the unknown parameters, and then 
extracting the relevant range and magnitude information. It is hoped that 
this unified approach will allow for a structured and logical development to 
the task of selecting the optimal method. 
Before beginning, the discussion will be facilitated by expressing equa-
tion 4.6 in matrix form as 
V = if!P (4.7) 
where 





ecl>o e<I>1 ecJ>M-1 
if! = 
e<I>o[~-1] e<I>i[N-1] ... e<l>M_i(N-1] 
O'.m and <I>m are defined in equations 3.2 and 3.3 respectively. 
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4.3 Least Squares (LS) Modeling 
The process of fitting a model to the data will be achieved through the 
method of least squares. 
In determining a least squares fit to the data, the measured process Vn 
is modeled by an estimated process v~ which is represented by the vector 
equation 
(4.8) 
where P is a vector of weights and iIJ is a matrix representing the assumed 
model for the process. 
Pis then determined by minimizing the total squared estimation error, 
N-1 
L Iv; - vil 2 (4.9) 
i=:O 
to give the minimum Euclidean norm solution 
(4.10) 
where iIJ# is the Pseudoinverse of A, given by 
(4.11) 
and V is simply the original data vector 
V= 
[ 
vo l v1 
v;_1 
and H denotes Hermitian transpose. 
4.4 The Maximum Likelihood Method 
The maximum likelihood (ML) estimator is the most general and robust ap-
proach to frequency estimation. Unlike other methods where a data model 
is pre-selected, the ML estimator makes no such underlying assumptions. 
ML identifies the probability of the data given a set of model parameters 
as the likelihood of the parameters given the data. It is therefore possi-
ble to obtain the optimal parameters by maximizing this likelihood. ML 
always performs better than linear prediction methods when the noise is 
white Gaussian and the SNR is low. However ML suffers the drawback of 
being computationally involved, making it unsuitable in many applications. 
4.5 The Harmonic or Fourier Model 
This is especially true for radar target recognition, where the available pro-
cessing time is normally very limited. For this reason it is better to use 
a pre-selected model for the SRP problem under investigation here. The 
following sections will evaluate which pre-selected model gives the best per-
formance. 
4.5 The Harmonic or Fourier Model 
The dominant model in the field of spectral analysis is the harmonic model, 
introduced by Jean-Baptise-Joseph Fourier. 
According to the standard form of the harmonic model, commonly 
termed the periodogram spectral estimate 2 , an N-point data record Xn 
is represented by a set of complex sinusoids according to the equation 
N-1 
x( nAt) = L Ake<J211" fkn6.t)' n = 0 ... N ( 4.12) 
k=l 
where x'n is the model sequence, At is the sample interval in seconds, Ak is 
the amplitude of the complex exponential and fk is the sinusoidal frequency 
in Hz. 
By makingthe substitutions v; = Xn, iAJ = nAt, Pm = Ak and Tm= fk 
equation 4.12 can be made to take on the form of equation 4.6. This match 
between the proposed model and the underlying theoretical model of the 
data is intuitively appealing. The harmonic model does however impose 
certain constraints on the ideal theoretical model proposed in equation 4.6. 
Specifically, the number of scattering centers is assumed to be equal to the 
number of data points, N, and their positions in space are assumed to be 
harmonically related such that Tm= mAr, where Ar= 1/NA/. In other 
words, by simply pre-assigning values, the harmonic model avoids having 
to determine the number and positions of the scattering centers 
This implicit assumption makes each column (row) vector of~ in equa-
tion 4.7 orthogonal to all the other column (row) vectors so that 
(~H~)-1 = I_J 
N 
where I is the identity matrix. It then becomes a simple matter to solve 
for the complex amplitude vector P: 
p = I_~HV 
N 
A major advantage of the harmonic model is that it can be implemented 
by means of the fast Fourier transform (FFT). The FFT is computationally 
2 Another popular implementation of the Harmonic model, popularized by Blackman 
and Tuckey, uses the Wiener-Khinchen theorem to estimate the Power Spectral Density 
(PSD) via an autocorrelation estimate. 
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efficient and produces robust results for a large class of signal processes. 
There are however several performance limitations for the data sequence 
under consideration. The most prominent of these will be limited range 
resolution, i.e., the ability to distinguish between two closely spaced scat-
tering centers. From the inherent assumption that the scattering features 
are harmonically positioned in space, it is easy to see that the range reso-
lution in meters will be roughly equal to c divided by twice the frequency 
range in hertz. The second limitation is due to the implicit windowing of 
the data, which leads to the phenomenon of 'leakage'. In some cases, this 
can lead to the responses from weaker scattering centers being completely 
buried in the sidelobes of stronger scatterers. Although the skillful selec-
tion of a tapered data window can reduce the sidelobe leakage [21], this is 
always achieved at the expense of reduced resolution. 
It is therefore likely that the harmonic model is not the optimal approach 
for extracting range information, since, for the case studied here, the data 
length is relatively short (55 points). 
4.6 Prony's Method 
The Prony model can be traced back to the work of Gaspard Riche, Baron 
de Prony [1795]. The contemporary version has evolved somewhat and 
involves fitting an exponential model to the data (in the least squared 
sense). 
The Prony method estimates the data sequence v; with an M term 




i = 0 ... N (4.13) 
m=l 
where v; is the estimated sequence, Tis the sample interval in seconds, Am 
is the amplitude of the complex exponential, am is the damping factor in 
seconds- 1 , f m is the sinusoidal frequency in Hz, and em is the sinusoidal 
initial phase in radians. 
By making the substitution Am = Pm, O'm = 0, Im = -Tm, em = 
2rrf0 rm equation 4.18 can be made to take on the exact form of equation 
4.6. This model therefore has the same intuitive appeal as the harmonic 
model. The Prony model can in fact be considered a generalized form 
of the Fourier model, since the data is once again modeled as a sum of 
exponentials. However for the Prony case no assumptions are made about 
their number, phase, frequency or damping factor. The Prony method also 
does not make the assumptions that the data outside the recorded window 
1s zero. 
For this reason the Prony model does not exhibit sidelobes and is also 
capable of achieving much higher resolution than the Fourier series model 
(especially for short data sequences). 
4. 7 Rational Transfer Function Models 
The Prony method must estimate four parameters, namely Am, am, 
Im and em. This is of course a highly non-linear problem, and no known 
analytic solutions exist. The modern variant of Prony's method, the least 
squares Prony or extended Prony method, uses a sub-optimal approximation 
to the true prediction error. 
Determination of the least squares Prony parameters is achieved in three 
steps. In step one the linear prediction parameters that fit the available 
data are determined. In step two estimates of damping and sinusoidal 
frequencies of each of the exponential terms are obtained from the roots of 
a polynomial formed from the linear prediction coefficients. Finally step 
three estimates the exponential amplitude and initial phase by finding the 
solution to a second set of linear equations. It is particularly interesting 
to note that the the first two steps are identical to solving for the poles 
of the covariance method of linear prediction (discussed in section 4.7). 
The Prony method can therefore be seen as an extended AR pole-finding 
algorithm, with an extra step to determine the magnitudes and phases of 
the poles. 
Another variant of Prony's method, called the modified least squares 
or Hildebrand Prony method (27], models the data as a set of undamped 
sinusoids (i.e., a is set to zero). (This approach is appealing since the 
theoretical model does not contain damped sinusoids.) In this case the 
algorithm simply reduces to an extended version of the modified covariance 
algorithm (also discussed in section 4. 7}. 
Prony's method should not be applied when noise is present. There are 
many modifications of Prony's methods designed to deal with low SNR and 
small sample size. The more sophisticated approaches tend to use singular 
value decomposition, utilizing the fact that a low rank approximation to 
the noisy correlation matrix helps to mitigate against the effect of noise 
(the Principal Eigenvector method). The Principle Eigenvector method is 
· discussed in section 4.8.2. 
4. 7 Rational Transfer Function Models 
4.7.1 Introduction and Overview 
Rational transfer function models include the now well known Autoregres-
sive (AR) and Moving Average (MA) models [22] [28]. The most general 
linear model, the ARMA model, is a combination of the two. 
These models find application over a considerable range of determinis-
tic and discrete-time processes. The reason lies in their relationship to a 
fundamental theorem in the decomposition of time series which was pro-
posed by Wold [28]. This theorem states that any real valued, stationary 
stochastic process allows the decomposition Yt = Ut +Vt, where Ut is de-
terministic and Vt is non-deterministic and has an absolutely continuous 
spectral distribution function based on a white noise process. 
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Although Wold's theorem shows that the most general decomposition 
of a stochastic process is a moving average (MA) one, MA is not well un-
derstood and has computational drawbacks which make it unattractive for 
most applications. Determination of the AR parameters, on the other hand, 
is a linear problem and is consequently a much simpler process. AR estima-
tion is therefore better understood, faster, and has been more extensively 
researched than the other models. In addition, Wold's theorem shows that 
any ARMA or MA process can in fact be represented as an AR process 
(albeit of possibly infinite order). In terms of rational transfer function 
models therefore, it is the method of choice in this paper. 
Referring back to the previous section, the reader should bear in mind 
that AR spectral analysis involving a study of the pole locations is essen-
tially identical to the least squares Prony approach without the extra step 
to determine the amplitude and phase information. AR spectral analysis 
can therefore be seen as a Prony procedure. 
4.7.2 The Autoregressive (AR) Estimator 
The importance of the AR method as a spectral estimation technique can 
be attributed largely to the work of Burg (28], who introduced the concept 
of maximum entropy (ME). Burg's ME approach moves away from the 
assumption inherent in conventional spectral estimates (e.g., periodogram 
and Blackman-Tucky) that the data outside the available record is zero. 
ME assumes the data is nonzero and that all the information about the 
system is contained in the finite record. 
In AR modeling, each sample of the data record is assumed to be related 
to M prior samples according to the linear difference equation 
M 
v; = 2::: amVi-m + e; 
m=l 
(4.14) 
Determination of the AR parameters is usually achieved through the 
method of least squares. Note that in order to relate this model to the AR 
model derived from statistical estimation theory it is necessary to assume 
the prediction error is a whitened process (although this may or may not be 
the case). The AR parameters allow for the calculation of an extrapolated 
and interpolated version of the original data sequence. In order to extract 
the weights Pm and the range delays Tm, this extended data record is usually 
then applied to the harmonic model i.e., the z-transform of the AR system 
function H(Z) between the input sequence and the output sequence is 
evaluated along the unit circle z = exp(J27rrb.f) for -1/(2D..f) < r < 
1/(2D.f). 3 
3 In most cases the input driving process is assumed to be a white-noise sequence of 
zero mean and variance u 2 • 
4. 7 Rational Transfer Function Models 
This infinite extrapolation of the auto-correlation function accounts for 
the improved resolution and absence of sidelobes for the AR estimator. 
The source of error is no longer in the assumptions made by the harmonic 
model. Rather it is determined by how the data sequence is extrapolated -
bearing in mind there are, of course, an infinite number of valid solutions. 
In the case of the Burg method, the extrapolation is made such that the 
sequence has maximum entropy. The rationale behind this choice is that 
it places the fewest constraints on the unknown data record by maximizing 
its randomness. In recent years the Burg method has fallen out of favor, 
mainly because it suffers from the problem of spectral line splitting and 
is also very sensitive to phase. Shifts in peak location by as much as 16 
percent have been observed (22]. 
Another popular approach is to first produce estimates of the auto-
correlation sequence from the data, and then to apply these to the well 
known Yule-Walker equations [22]. Various fast recursive algorithms have 
been developed to speed up this approach. The Levinson-Durban algorithm 
[22] achieved widespread popularity, mainly because of the useful property 
that it provides all the lower AR model fits to the data - a useful feature 
for determining the optimal model order. 
It has been found that in practice the Yule-Walker approach only pro-
duces good spectral estimates for long data records. This can be explained 
from the perspective of statistical estimation theory by comparing it to the 
maximum likelyhood estimator (MLE), which is the most standard and 
general estimator for a nonrandom set of parameters. It can be shown that 
for long data records the Yule Walker Method is a good approximation to 
the MLE. For short records (which are normally encountered in practice), 
this approximation breaks down. In this regard there are two least squares 
estimation procedures that operate directly on the data to yield far better 
results. The first utilizes forward linear prediction, while the second utilizes 
a combination of both forward and backward linear prediction. They are 
called the covariance and modified covariance methods respectively. 
4. 7 .3 The Covariance and Modified Covariance Meth-
ods 
The convariance method makes use of the forward linear predictor, which 
has the standard form 
M 
v{ = L afnvi-m + e; (4.15) 
m=l 
where the 'f' denotes 'forward prediction'. In this case the matrix '11 of 
equation 4.11 consists of the product Vlf VM where VM is defined by 
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v[M + l] v[l] 
v[N - M] v[M + 1) 
(4.16) 
v[N] v[N-M] 
The modified covariance method, on the other hand, attempts to im-
prove on the performance of the covariance method by taking advantage of 
the fact that it is also possible to formulate the AR coefficients in terms of 
a weighted sum of M future samples, 
( 4.17) 
where the 'b' denotes 'backward prediction'. 
The modified covariance method therefore combines the linear predic-
tion statistics of both the forward and backward errors to generate more 
error points and consequently a better estimate of the autoregressive pa-
rameters. 
For the modified covariance case, '11 is given as Vlf VM + JV'};VMJ, 
where VM is as defined in equation 4.16, and VM forms a Hankel matrix of 
conjugated data elements. 
The modified covariance method is widely accepted in the literature as 
the best performer (especially for short data sequences) out of all the AR 
methods. No examples of spectral line splitting have been reported, and 
frequency estimation bias has been shown in (27) to be minimal. It is also 
amongst the most effective (along with the Burg and covariance method) 
in the mitigation of spurious peaks, since it gives a better resolution for a 
given order than other AR algorithms [27). A final advantage is that it is 
computationally quite efficient (comparable to the Burg algorithm) and for 
M « N is actually more efficient (which is usually the case when dealing 
with noisy data, as is the case in this paper). 
Note that neither the covariance nor the modified covariance methods 
guarantee a stable linear prediction filter. This is not a cause for concern 
here, however, since the coefficients are not actually used for filter synthesis. 
4. 7.4 Determination of AR Order 
A crucial point in estimating AR spectra is the determination of the model 
order, or prediction error operator. 
Due to estimation error, the normal equations of most AR methods 
will generally be full rank, even for high orders, so that solutions for the 
AR parameters will be obtained even though the true model order may 
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be much lower. This then gives rise to spurious poles. The model order 
therefore determines the trade-off between resolution and estimate variance 
(analogous to the effect of windows in classical spectral estimates). It is 
therefore necessary to use some sort of criteria for determining the model 
order. 
Numerous criteria have been proposed. Two popular estimates have 
been proposed by Akaike [23], namely the final prediction error (FPE) 
and the Akaike information criterion (AIC). The latter minimizes an in-
formation theoretic function, while the former minimizes the average error 
variance for a one-step prediction. Other methods have been proposed by 
Rissanen [1983], and Parzen [1974]. In the final analysis, none of these 
approaches can be said to produce reliable results. 
The general consensus is that subjective judgment, rather than science, 
is the most effective approach for determining the model order for an un-
known process. 
4.8 Eigendecomposition Techniques 
Eigendecomposition techniques are designed to deal with the problem of 
additive noise. In this regard, two algorithms have achieved widespread 
popularity. They are multiple signal classification (MUSIC), first proposed 
by Schmidt [14], and the modified forward-backward linear predictor (mod-
ified FBLP), proposed by Tufts and K umaresan [20]. Both methods utilize 
the eigendecomposition of the correlation matrix W in order to separate the 
observation space into a noise and signal plus noise subspace. The eigende-
composition is performed by means of singular value decomposition. Since 
an understanding of this procedure is necessary for the discussions that 
follow, it is described in the following section. 
4.8.1 The eigendecomposition of the Data Matrix through 
Singular Value Decomposition. 
Consider the matrix W of section 4.7.3 defined for the frequency estima-
tion problem, where the input signal consists of L uncorrelated zero-mean 
complex sinusoids and an additive white noise process of zero mean and 
variance u 2 , as in Equation 4.1. We denote the angular frequencies of the 
sinusoids by w1,w2, ... ,wL. By using singular value decomposition (SVD) 
4 
, the correlation matrix W of Equation 4.8, prediction order L, may be 
4 The singular value decomposition theorem states that there exist positive real num-
bers >.1 ~ >.2 ~ •.• ~ >.i. > 0 (the so-called singular values of A), and m X m unitary 
matrix U = [u1 ... um], and n X n unitary matrix V = [v1 ... vn] such that matrix A 
can be expressed as A= UEVH = """ 
1 
>.;u;vH, where them x n matrix E has the L.Ji= • 
structure 
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w = L >.,s,s1H = EDEH = E.D.E~ + u 21 
l=l 
( 4.18) 
>..; are the eigenvectors of R, and S; are the corresponding eigenvectors. 
Note that when there is no noise (i.e., E = Es), the rank of W will be M 
and there will only be M nonzero elements in the diagonal matrix D. This 
produces a good solution to Equation 4.10, because the right-hand side 
vector V in Equation 4.10 lies primarily along the M principal eigenvectors 
of wH w. Once noise is introduced however ( <T is non-zero)' w is gener-
ally of full rank, with all the eigenvectors making non-zero contributions. 
The L - M eigenvectors which were originally zero can change directions 
abruptly depending on the noise perturbation and this effect is amplified by 
the reciprocal of the usually small eigenvalues >..M +i, >.M +2, ... , >.,. These 
noise subspace eigenvectors can therefore cause significant fluctuations in 
the prediction filter coefficients, P, in Equation 4.10. This leads to the 
creation of spurious prediction-error filter zeros, and the type of instability 
commonly encountered in least squares solutions for noisy data. 
4.8.2 The Principal Eigenvector Method 
The effect described above can be alleviated by using a lower rank approx-
imation to W. This approach, based on a theorem by Eckart and Young 5 
and popularized by Kumarsan and Tufts has been termed the modified for-
ward backward linear predictor (M-FBLP) (18] [20]. The M-FBLP is also 
and D = diag(u1, ... ,uk) is a k x k diagonal matrix. 
5 A version of the Eckart-Young theorim can be stated as follows: Let R be an (L x L) 
matrix of rank K which has complex-valued elements. Let SM be the set of all (L x L) 
matrices of rank M < K. Then for all matrices B in SM 
II R - R 11 - 11 R - B 11 
where 
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referred to as the minimum norm (ME) method or the principal eigenvector 
(PE) method in the literature. It essentially involves re-constructing a new 
correlation matrix wKT by setting to zero all but the M largest singular 
values in D. Note that this is based on the assumption that the M largest 
eigenvalues of '1t and the corresponding eigenvectors are the perturbed ver-
sions of the M nonzero eigenvalues and the corresponding eigenvectors of 
W, which may not always be true at low SNR values. Kumarsen and Tufts 
also used a prediction order filter (L) which is much higher than the num-
ber of sinusoids present in the measurement but lower than the number of 
samples. They observed experimentally that making L large upgraded the 
frequency estimation performance. 
4.8.3 The MUSIC Method 
The MUSIC algorithm also relies on the fact that the eigenvectors of W 
can be divided into two subsets; one set corresponding to the contributions 
from the noise only, and the other corresponding to the contributions of 
the signal plus noise. It can be shown [27) that these two sets of eigenvec-
tors span separate subspaces. They are the orthogonal complement of one 
another. The MUSIC spectrum is therefore obtained by searching for the 
signal vectors that are most closely orthogonal to the noise subspace. This 





where D(eJw), termed the null spectrum, is given by 
D(e3w) = vH(w) ( t s,s,H) V(w) = VH(w)PNV(w) 
l=M+l 
where the frequency scanning vector V(w) is defined by 
(~.19) 
(4.20) 
It is possible to avoid the need for frequency scanning by using a root-
finding approach. Through the use of the z-transform, Equation 4.19 be-
comes 
M 
R = L >..kU.kU~ 
i;,,;l 
and the uic correspond to the orthonormal eigenvectors of R. 
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1 
SMusrc(z) = D(z) ( 4. 21) 
where D(z) is the resulting denominator polynomial. Ideally, D(z) has 
zeros on the unit circle in the z-plane at locations determined by the fre-
quencies of the complex sinusoids in the input time series. This approach 
is known as root-MUSIC and has been shown to be superior to the stan-
dard MUSIC algorithm [13]. This can mainly be attributed to the fact that 
radial errors in the estimated signal zeros (which are most prevalent) are 
eliminated through the use of root music. 
4.8.4 The Total Least Squares Method 
The most recent addition to the family of linear prediction algorithms is the 
total least squares (TLS) method for solving the LP equation, introduced 
by Rahman and Yu [10]. The TLS method of frequency estimation differs 
mainly from the PE method in the approach for solving Equation 4.8. 
For PE the nonhomogeneous system of equation WP = V is considered, 
whereas in the TLS method, the homogeneous equation ['ll'V] [ _:'1 ] = 0 
is solved. Whereas the PE method considers the noise effect on the data 
matrix and observation space separately, the total least squares approach 
attempts to improve performance at low SNR by combating the noise effect 
from both the data matrix W and the observation vector V simultaneously. 
The minimum norm solution to the TLS problem can be summarized as 
follows [10]: 
First compute the SVD of a matrix B = [wV], i.e., B = UL-VH. Let 
Vi= (vM+1, ... , VL+1) be a column partition of V. Next compute a House-
holder matrix Q such that 
[ . . . l . ·.· y O· · ·O a ( 4.22) 
The TLS prediction vector is then given by Pr LS = -y /a, or, if a = 0 
there is no solution (corresponds to overestimating the size of M). The 
reader may have noticed that although the principal eigenvector method 
compensates for noise perturbations by setting <7 = 0 in the L - M smallest 
singular values <72 = AM +1 = AM +2 = ... = AL. However no attempt is 
made to adjust the eigenvalues Ai = Ai + <72 > >.2 = >.z + <72 > · · · > AM = 
AM- + <72 • Rahman and Yu have shown that the TLS method attempts 
to compensate for perturbations in the M largest eigenvalues as well - by 
subtracting an estimate of the perturbation. In this way the M largest 
eigenvalues are also adjusted for noise. It is for this reason that the TLS 
method has been shown to produce slightly better results than the PE 
method in the experimental scenario investigated by Tufts/Kumarsen and 
Rahman/Yu [10]. However it should be noted that at low SNR and large 
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M the TLS estimate of the noise perturbations is likely to be inaccurate. 
This is substantiated empirically in section 4.9.3. 
4.9 Experimental Results 
Using computer simulations, the MUSIC, PE and TLS methods have all 
been experimentally evaluated in the literature. Tufts and Kumareson [18] 
compared their modified FBLP approach to the standard Nutall/Ulrych-
Clayton FBLP method, given the case of two closely spaced sinusoids with 
a limited amount of data. They showed their method to be superior over 
a range of SNR values." Schmidt compared his MUSIC algorithm to the 
Maximum likelihood and Maximum entropy methods, given essentially the 
same problem studied by Tufts and Kumareson, except in the context of 
phased array antennas. He showed how under certain conditions MUSIC 
outperforms ML and ME in both bias error and ambiguity confusion. Rah-
man and Yu in turn showed how their TLS approach outperforms PE given 
the same scenario investigated by Tufts and Kumareson. 
However all of these empirical evaluations are essentially restricted to 
specific scenarios that differ substantially from the synthetic range profiling 
problem considered here. For this reason a set of experiments was devised 
in order to study the various algorithms in an aircraft recognition context. 
4.9.1 Definition of Signal-To-Noise Ratio 
Throughout the simulations conducted in this section, additive noise is 
injected in the form of independent complex Gaussian samples, distributed 
with zero mean and variance o-2 . This is done in order to simulate the 
affects of sea clutter. Although not strictly correct for the ship case (the 
probability density distribution of sea clutter is generally not Gaussian), 
previous comparisons with real and simulated data have shown that this 
estimation does not noticeably degrade the accuracy of the simulations [50]. 
Throughout this portion of the text, the same definition of signal-to-noise 
ratio (SNR) as described in [20] will be employed. This is given by 
l0log(l/2u2 ) 
dB. Note that in the ship recognition context, it would be more correct to 
refer to this signal-to-noise ratio as the signal-to-clutter (S/C) ratio. 
4.9.2 Part 1: Estimation of the Size of the Signal Space 
The majority of empirical evidence on eigendecomposition techniques is 
based on only one specific scenario i.e., the problem of resolving two closely 
spaced sinusoids. Here M is known a priori to have a value of two. This 
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is far removed from the typical ship target recognition problem where the 
value of M is completely unknown and is usually much larger than two. 
For the synthetic range profiling problem, the rank of the signal space 
is not known and must be estimated. Several solutions to this problem 
have been proposed. These include simple cutoffs, using statistical tests 
such as minimum description length, and the addition of regularization 
parameters to create thresholds. The statistical methods are unattractive 
here because of their computational complexity. Popular cutoff tests include 
choosing the size of the signal space M such that >w +l is the first singular 
value smaller than sA1 , with 0 < s < 1 fixed, or choosing M such that 
AM+l - AM < s(A1 = A2 ). These tests are based on the assumption that 
the noise eigenvalues AM +l • ... , AL will be significantly smaller than the 
signal eigenvalues and will be centered within a narrow band around (]'2 , 
the noise variance. This assumption breaks down at low signal to noise 
ratios, or for closely spaced sinusoids (20], where the magnitudes of the 
signal and noise eigenvectors become comparable and the variance of the 
noise eigenvectors is high. To investigate this, the following experiments 
will investigate the problem of determining the true rank of the correlation 
matrix using the latter of the two cutoff tests described above. 
We begin by arbitrarily defining a target consisting of six discrete re-
flecting features separated in space at 10 meter intervals by the range vector 
r = [10, 20, 30, 40, 50, 60] 
Referring to the general SRP equation of Equation 4.6, and assuming a 
start frequency f 0 of l.3e9 and a frequency step 6.f of l.875e6 , the received 
signal over N = 55 frequencies, at time k, due to the combined action of 
M = 6 point reflectors, is given by 
M 
u(i, k) = L ame2n:Ll.frmi + v(i, k), i = 1, ... , N (4.23) 
m=l 
where the complex amplitudes, am = Pme2"'f 0 rm, are assumed to be unity 
for the sake of simplicity. Here the v(i, k) are independent complex Gaus-
sian samples distributed with zero mean and variance (]' 2 . As described 
earlier, the rank of the correlation matrix is estimated by choosing M such 
that AM+l - AM < s(A1 = A2)· 
Discussion 
Due to the large number of figures in this section, the detailed results 
have been placed in Appendix Bl (Figures B.l-B.18). Each graph displays 
the average frequency of occurrence of the estimated signal space size over 
100 independent trials. From the figures one can see that this approach 
performs perfectly in low noise, correctly calculating the size of the signal 
4.9 Experimental Results 
space M = 6 to 100% accuracy. These results become slightly degraded at 
a SNR ratio of OdB, and unacceptable at a SNR of -lOdB. 
The nature of the problem is illustrated in Figures 4.1-4.3, where the 
spread of eigenvalue magnitudes at various signal-to-noise ratios is plotted. 
Notice how, down to a signal to noise ratio of OdB, it is possible to make a 
clear distinction between the noise and signal spaces. Also note that at a 
SNR of - lOdB the problem is not solvable. 
Recall that for the ship data used in Section 2, the signal to clutter ratios 
were typically high (±15dB). However this data was recorded in calm sea 
conditions and the signal to clutter ratio is expected to drop below OdB in 
rough sea conditions. It is therefore likely that the size of the signal space 
will not always be predicted with a high degree of accuracy. For robust 
performance over a wide range of sea conditions, it is therefore important 
to select a super-resolution algorithm that is tolerant of inaccuracies in the 
estimation of the signal space size. 
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Figure 4.1: Eigenvalue magnitude versus eigenvalue number: A typical 
example of the spread of values for a SNR of 50dB and a prediction filter 
order of 20. 
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Figure 4.2: Eigenvalue magnitude versus eigenvalue number: A typical 
example of the spread of values for a SNR of OdB and a prediction filter 
order of 20. 
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Figure 4.3: Eigenvalue magnitude versus eigenvalue number: A typical 
example of the spread of values for a SNR of -lOdB and a prediction filter 
order of 20. 
4.9 Experimental Results 
4.9.3 Part 2: Algorithm performance at Different Val-
ues of M, L and SNR 
In this section, experimental results on the range estimation performance 
of the MUSIC, TLS and PE methods are discussed. The algorithms are 
evaluated at different values of M, L, and SNR. Of particular interest are 
their tolerance to inaccuracies in the estimation of the size of the signal 
space (M), since it was shown in 4.9.2 that this is a requirement for robust 
performance. Also of interest are their performance at different signal to 
noise ratios. 
As in section 4.9.2 we begin by arbitrarily defining a target, represented 
by the range vector ' 
r = [10, 30.001, 30.002, 30.003, 30.004, 30.005, 30.006, 50, 52, 54] 
The start frequency f 0 , frequency step tl.f and number of frequency steps 
N are defined as before. The received signal at time k, due to the combined 
action of M = 10 point reflectors, is given by 
M 
u(i, k) = L O:me2.rA/rmi + v(i, k), i = 1, ... , N (4.24) 
m=l 
where the complex amplitudes, O:m = Pme 2.rf.rm, and complex Gaussian 
noise samples v(i, k) are also as defined earlier. The 6 features defined over 
the range 30.001 ... 30.006 are an attempt to represent a reflector that is 
slightly distributed in space. This is to be expected on real targets. 
It is necessary to define a fitness function in order to compare the per-
formance of each algorithm. Rahman and Yu used what they called the 
'effective standard deviation' 1(10]. Kumareson and Tufts used the sample 
variance of the frequency estimate to obtain a fitness measure (20]. These 
fitness measures are problem specific however, and lose their validity when 
used within a ship target recognition context. In formulating a fitness func-
tion for ATR, the following points should be noted: 
• All of the autoregressive spectral estimation techniques suffer from 
small inaccuracies in their estimation of the positions of the spec-
tral components. Most fitness measures penalize these inaccuracies 
heavily. This applies particularly to the two-point reflector problem 
studied in most of the literature. However with ship profiles it is not 
necessary to place as much emphasis on the exact range estimation 
(i.e. frequency estimation) of the dilute reflectors. This is because 
these errors will typically be of a smaller magnitude than those caused 
by the phenomenon of range migration - the term used to describe 
the change in the line of sight distribution of the various scattering 
centers with variations in target aspect angle (see section 1.1). 
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• Since the size of the signal space M must be derived, it will not be 
uncommon (especially in rough seas) to overestimate the true rank of 
the correlation matrix and hence introduce a noise eigenvector into 
the equation. This can lead to spurious zeros, which if close to the 
unit circle will be mistaken for prominent reflecting features on the 
target. Clearly this would severely hamper recognition, and therefore 
must be penalized in an ATR fitness test. 
• Although autoregressive root-finding methods do not yield accurate 
amplitude information, signal zeros will generally lie close to the unit 
circle (yielding larger spectral spikes). We can therefore define a mea-
sure of the 'certainty' that a particular pole is in fact a signal pole, 
by measuring its distance to the unit circle. In this way it is possible 
to scale the fitness test so that only those noise zeros lying close to 
the unit circle are heavily penalized. In the same way signal zeros 
drifting off the unit circle will not be strongly rewarded. 
The performance function that meets all the above criteria is defined as 
follows: 
t {2 t ceil [max(O, min((rk + -y) - dm, dm - (rk - -y))) ]Am -Am} 
m=l k=l "Y 
(4.25) 
where rk is the kth element of the range vector, r, and dm is the dth element 
of the estimated range vector, d, obtained from the poles of the prediction 
error filter. Am is the 'certainty' of each pole, defined as the reciprocal of 
the distance of the mth pole to the unit circle, and "Y is a tolerance parameter 
that sets the minimum accuracy required for the range estimates. Ceil(x) 
rounds the elements of x to the nearest integers towards infinity. 
In total, 57 600 statistically independent trials were conducted over a 
wide range of signal-to-noise ratios, filter prediction sizes and estimated 
signal space sizes. In all cases "Y was set to 0. 25. M, the estimated size of 
the signal space, was varied from a value of 6 to 13. A value of M = 6 was 
determined form the zero noise case to be the true rank of the correlation 
matrix. Since there exists no theoretical solution to the optimal size of the 
the prediction filter L, this value was also varied from L = 40 to L = 15. 
Although there is no unique method of setting up the correlation matrix, we 
restrict ourselves to the use of the modified covariance method for reasons 
discussed in section 4.7.3. 
Discussion 
A summary of the results is presented in Figures 4.4-4.11. Detailed docu-
mentation of the experimental results can be found in [4]. 
4.9 Experimental Results 
The experiments show that the overall performance of TLS over the 
complete range of M, L, and SNR values is inferior to PE. This confirms 
the importance of using the correct fitness criteria and test conditions, since 
the experimental evidence of Rahman and Yu showed that the performance 
of TLS would be superior. Recall that their experiments where for the two-
point reflector problem. It is interesting that Rahman and Yu concentrated 
on high signal-to-noise ratios and small values for L. Under these conditions 
TLS does compete well with PE in the experiments conducted here. 
TLS and PE perform well when the SNR is high and the size of M 
is correct. However their performance drops off sharply at lower SNR, 
especially when M is overestimated. They also show high sensitivity to the 
size of the prediction error filter. On average, the performance of MUSIC is 
superior to PE and TLS. This is largely due to its consistent performance 
at lower signal-to-noise ratios, and when the value of M is overestimated. 
MUSIC is also less sensitive to the size of the prediction error filter. 
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Figure 4.4: Average fitness ver-
sus prediction filter order (L). SNR 
range = -5 to 50dB. Assumed num-
ber of reflectors (M) = 6. 
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Figure 4.5: Average fitness ver-
sus prediction filter order (L). SNR 
range = -5 to 50dB. Assumed num-
ber of reflectors (M) = 8. 
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Figure 4.6: Average fitness ver-
sus prediction filter order (L). SNR 
range = -5 to 50dB. Assumed num-
ber of reflectors (M) = 10. 
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o: MUSIC *: TLS +: PE 
Figure 4.7: Average fitness ver-
sus prediction filter order (L). SNR 
range = -5 to 50dB. Assumed num-
ber of reflectors (M) = 13. 
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Figure 4.8: Average fitness ver-
sus prediction filter order (L). SNR 
range= 0 to 50dB. Assumed number 
of reflectors (M) = 6. 
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Figure 4.9: Average fitness ver-
sus prediction filter order (L). SNR 
range= 0 to 50dB. Assumed number 
of reflectors (M) = 8. 
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Figure 4.10: Average fitness ver-
sus prediction filter order (L). SNR 
range = 0 to 50dB. Assumed number 
of reflectors (M) = 10. 
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Figure 4.11: Average fitness ver-
sus prediction filter order (L). SNR 
range= 0 to 50dB. Assumed number 
of reflectors (M) = 13. 
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4.9.4 Part 3: Typical Results for Each Algorithm 
In this section, the synthetic range profiles produced by each algorithm at 
signal to noise ratios of +15dB, ldB and -lOdB are examined., Using the 
results of the previous two experimental sections, only the optimal values 
for the prediction error filter length and signal space size - where applicable 
- were used. 
Due to the large number of figures in this section, they have been placed 
in Appendix B (part 3). The reader should be aware that the various 
graphs plotted are based on isolated examples and should not be used as 
an exclusive means of comparing the relative performances of the different 
algorithms. The purpose of this section is merely to provide the reader with 
an intuitive feel for the behavior of each algorithm. 
We once again use the target arbitrarily defined in section 4.9.2. Recall 
that the target was represented by the range vector 
r = [10, 30.001, 30.002, 30.003, 30.004, 30.005, 30.006, 50, 52, 54] 
The start frequency / 0 , frequency step 6./ and number of frequency steps 
N are again defined as before. The received signal at time k, due to the 
combined action of M = 10 point reflectors, is given by 
M 
u(i, k) = I: ame2"'6./rmi + v(i, k), i = 1, ... , N 
m=l 
(4.26) 
where the complex amplitudes, <Y.m = Pme 2"f 0 rm, and complex Gaussian 
noise samples v(i, k) are as defined earlier. Recall also that the 6 features 
defined over the range 30.001 ... 30.006 are an attempt to represent a re-
flector that is slightly distributed in space. 
Where applicable, the zeros of the prediction error filter are plotted 
superimposed on the unit circle. Also where applicable, a stem graph of the 
estimated range and magnitude (as defined in section 4.9.3) of the reflecting 
features is given. Note that poles exactly on the unit circle produce infinite 
magnitudes. For graphing purposes large stems were truncated above a 
certain value. 
An additional note is required with respect to the calculation. of the SRP 
via the Prony method. Normally the Prony procedure terminates with 
the computation of the amplitude, damping factor, frequency and phase 
estimates. In order to obtain a Prony 'spectrum' from the exponential 
estimates, various assumptions can be made. The assumption used here is 
that the discrete-time exponential sum defined in Equation 4.13 is defined 
only over the windowed interval i = 1 .. 200. This extrapolated data sequence 
was then processed via a FFT. In this way the predicted targets from the 
Prony method could be interpolated. 
4.9 Experimental Results 
Discussion 
Figures B.19 - B.27 illustrate the performance of the MUSIC algorithm. 
Notice how the reflectors are clearly resolved down to +ldB, whilst at 
-5dB the 4 largest poles are still correctly determined. Compare these 
results to those plotted for the PE method (Figures B.28 - B.36) and TLS 
method (Figures B.37 - B.45), where the effects of noise zeros are clearly 
more intrusive at lower signal to noise ratios. 
Figures B.46 - B.63 deal with the modified covariance and covariance 
methods. Notice how their magnitude/range stem plots are more confused 
than for the eigendecomposition algorithms. Figures B.64 - B.66 demon-
strate the remarkably robust performance of the FFT and the corresponding 
sacrifice in terms of resolution. 
Finally the Prony and Hildebrand approaches are illustrated in Fig-
ures B.67 - B.84. The robust nature of the SRP plots can be attributed 
to the FFT operation implicit in their computation. A look at the actual 
pole/magnitude stem graphs clearly reveals that both the Prony and Hilde-
brand approaches are in fact very susceptible to noise. Readers tempted to 
use the combined Prony /FFT approach because of its noise resilience are 
cautioned that the calculation of these SRPs are computationally extremely 
expensive. The Modified Prony Method which utilizes the principal eigen-
vector method provides a notable improvement in this respect. However 
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4.10 Discussion 
As mentioned earlier, the technique of extracting range information from 
the SRP profile involves taking the inner product of the received data set E 
with a basis function H. However H can never be specified exactly. This 
is simply because the number and position of the respective reflectors is not 
known, and neither is the exact nature of noise introduced into the received 
data set (recall that for the ship recognition problem, the principal source of 
noise will be from sea clutter). The preceding sections have demonstrated 
the wide array of techniques that are available for estimating H. 
These vary from the robust FFT (which pre-defines both the number 
and position of the target's reflectors), to the noise sensitive Prony approach 
(which pre-defines only the number of reflectors). 
In selecting the optimal algorithm for SRP neural based recognition, it 
may help to recall the properties that the ideal algorithm should posses: 
• It should achieve the highest resolution possible from the d~ta 
• It should ideally reduce the size of the data sets by performing some 
kind of feature extraction 
• It should be fast. In addition, it should be suited to a neural based 
implementation 
• It should be robust and noise resilient. 
Although the traditional FFT approach is fast and robust, it does not 
optimally satisfy the first two requirements. In the preceding sections, the 
use of various super-resolution algorithms were shown to offer promise in 
terms of satisfying these requirements. However most of them fell well 
short of the required level of noise resilience expressed in the fourth crite-
ria. This shortfall was remedied through the addition of eigendecomposi-
tion techniques, making the use of three super-resolution algorithms quite 
promising. These where: 
• The Principal Eigenvector Method 
• The Total Least Squares Method 
• The MUSIC method 
In selecting the ideal algorithm from the shortlist above, the following 
additional criteria must be considered: 
• The size of the signal space (M) is unknown and must be estimated. 
This estimation is likely to be inaccurate if the SNR is low (i.e. for 
rough sea conditions). We seek a method that is tolerant of this. 
4.10 Discussion 
• The optimal size of the prediction error filter for this set of experi-
ments can be seen to be approximately L = 20. However the optimal 
value of L is closely linked to the value of M, and will therefore vary. 
We also seek a method that is tolerant of the size of L used. 
It is clear from the experimental results that the MUSIC algorithm 
is best qualified in terms of the above requirements. In terms of super-
resolution techniques it was amongst the fastest performers. Although 
slower and less robust than the FFT, it offers significant gains in terms 
of improved resolution, as well as the data compression and feature extrac-
tion features inherent in its pole-finding approach. 
It is important to remember that a fundamental assumption made in 
the choice of the optimal approach is that accurate amplitude information 
is not required (refer to section 3). If accurate amplitude information were 
required, we recall that the Prony method can be seen as an extended pole 
finding algorithm, with an extra step to determine the magnitudes and 
phases of the poles. The suggested approach would then be to apply the 
additional Prony step to the poles obtained through the MUSIC algorithm. 
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Chapter 5 
Time Domain Averaging 
In section 1.3 it was mentioned that the low correlation between scans is 
most likely the major limiting factor as far as classification accuracy is 
concerned, and that one way of combating this would be to employ some 
sort of time domain averaging. In this chapter the employment of time 
domain averaging by means of a fast correlation algorithm is proposed. 
Time domain averaging is attractive because it improves the signal to 
clutter ratio of the profiles and also assists in reducing the influence of the 
target's anisotropic reflectors (which confuse recognition). For example, 
for the ship recognition problem, the target signature can be considered to 
consist of the sum of the quasi isotropic reflectors' contributions, together 
with a randomly varying component due to the specular reflectors. Time 
domain processing will suppress the random component and accentuate the 
target's important distinguishing features (the quasi isotropic ones). 
The algorithm used and discussed here was originally developed by Hud-
son and Psaltis [38], who applied it in conjunction with compound identifi-
cation to achieve aircraft classification. However, it is also ideally suited for 
adaption to the time domain averaging problem .. This is because it enables 
the accurate alignment of a set of time domain profiles - a requirement 
that is crucial if effective time domain averaging is to be achieved. The. 
raw ship target profiles are not, as a rule, aligned. This applies to both 
synthetic range profiles and normal time domain profiles (the former due 
to inacuracies in the estimation of the target's velocity and range, the latter 
due to errors in the synchronization of the time domain sampling with the 
leading edge of the radar). 
Some of the author's work reported in this Chapter has been published 
in an aircraft recognition context in [31]. 
5.1 Algorithm Overview 
Hudsen and Psaltis used their algorithm as a means of deriving an opti-
mally representative signature to be used as a recognition template for each 
incoming range profile. Actual recognition was achieved by employing the 
classic technique of cross-correlating the .a-priori representative waveform 
with the noisy target signature. 
The problem in obtaining the recognition templates is in optimizing the 
5.1 Algorithm Overview 
a-priori information, so that the representative waveform or filter can be 
derived that 'looks like' the profiles of that target as much as possible. For 
a given target, the filter f = [f(O),f(l), ... , f(K - 1)] is computed, which 
maximizes 
<P1 = E[peak(f * p)] , (5.1) 
the expected value of the correlation peak between the filter and a ran-
domly chosen profile of the target p = (p(O),p(l), ... ,p(K - 1)]. 
With N recorded profiles of a target, the expected value of the correla-
tion peak is estimated. 
1 N 
<P = N °L,peak(f *Pn) 
n=l 
(5.2) 
The profiles can be range aligned so that the peak correlation occurs at 
zero shift. It is then only necessary to take the dot product between f and 









The unit vector that maximizes the dot product is given by 
f = (5.4) 
and the shifts have to be found that maximize 5.4. 
They achieved this by means of an iterative procedure, which eliminates 
the otherwise prohibitive amounts of computation required. The reader is 
referred to Appendix C for a full breakdown of the approach. 
In a nutshell, each iterative step uses a sample profile as a seed and 
cross-correlates it with the average of all the other sample profiles. The 
shift producing the best correlation is then recorded and used to update 
the position of this profile before moving on to the next one. In finding the 
range shifts that maximize 5.4, it is therefore possible to align and average 
the profiles to obtain a filter that produces the best mean response for the 
representative set as a whole. 
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5.2 Discussion 
It should be clear that in the same way that the algorithm is used to 
calculate the range shifts required to maximize the performance of the 
representative filter, it can also be adapted to align and average the ship 
profiles as they come in, to achieve time domain averaging. 
The algorithm has proved remarkably resilient to large specular spikes, 
as well as inconsistencies in the basic waveform shape, and consistently 
manages to resolve the underlying signal so as to achieve error-free align-
ment. 
This is illustrated in Figures 5.1 and 5.2. The profiles used consist of 
real SRP data of an Airbus A320. They were recorded using the SRP 
radar system mentioned in section 3.4.2. Figure 5.1 shows a set of 16 scans 
or profiles of the Airbus, and Figure 5.2 shows the same 16 scans after 
proper alignment and normalization. The last figure, Figure 5.3, shows the 
resulting time domain averaged profile, obtained by averaging the profiles 
in Figure 5.2. One can clearly see the reduction in noise, and also how seven 
prominent reflecting features, which were not at all clear in the original set 
of 16 profiles, have been resolved. 
The algorithm is computationally efficient and therefore fast. In addi-
tion it was found that the algorithm could be sped up by a factor of 24 by 
using an FFT based approach. The FFT implementation also makes this 
algorithm ideal for a parallel (and therefore neural) implementation. The 
implementation used by the author can be found in Appendix C 
In conclusion, it is recommended that the algorithm be employed in a 
pre-processing stage to achieve time domain averaging of the ship profiles as 
they come in. It is highly probable that an improvement in the classification 
accuracies reported in section 2 will be achieved. 
5.2 Discussion 
Figure 5.1: 16 scans for an Airbus A320. The vertical axis represents range 
and the horizontal axis represents magnitude. 
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Ship target recognition over a wide range of aspect angles has been demon-
strated. These results were achieved with a low resolution, non-coherent 
navigation radar. The modest requirements in terms of computer and radar 
hardware means that the system shows great potential for providing recog-
nition systems to a variety of users. In addition, a host of new techniques 
have been investigated. These include the use of synthetic range profiling, 
the use of various high resolution algorithms, and the use of time domain 
averaging. 
In particular, the following conclusions can be drawn: 
• The algorithm known as the Fourier Modified Discrete Mellin trans-
form (F-MDMT) is an effective feature extraction technique in the 
context of ship target recognition. This was demonstrated by the 
probability density distribution of the class feature vectors, which was 
found to closely match the Gaussian assumption made for the Bayes 
classifier. In addition, it was found that the algorithm remains useful 
in a neural context. Although neural classifiers are able to generate 
and learn their own complex mapping functions, it was found that 
better results could be obtained when specific a priori information 
is used and applied (as is the case for the F-MDMT). Specifically, 
the algorithm assists the neural classifier in overcoming one of the 
principal components of the ship classification problem, namely, the 
inability to accurately determine target aspect angle information. 
• In the rapidly advancing field of neural network theory, the Fuzzy 
Min-Max network has emerged as the current classifier of choice for 
the ship recognition problem. This classifier was compared to, and 
found superior to, both Kohonen's Supervised Learning Vector Quan-
tization network, as well as the well known Feedforward network em-
ploying Back-propagation. Although all three classifiers were capable 
of similar classification accuracies, both the Back-propagation and 
LVQ algorithms were found to fall short of the ideal requirements. 
Back-propagation suffered from various training problems, including 
an inability to converge and slow training times. Although LVQ 
showed significant improvements in this regard, both networks re-
quired random guesswork in the tuning process, and were not able 
68 Conclusions 
to adapt and update themselves on an on-going basis. By contrast, 
the Fuzzy Min-Max classifier was found to be capable of learning new 
classes and refining existing classes on the fly, without destroying old 
class information and without the need for complete retraining. In 
addition, it used only a few, well understood tuning parameters. 
• Despite the good results achieved, it was concluded that the existing 
system could be significantly improved. It was felt that the limited 
size of the real data sets produced somewhat inflated results, and that 
in reality the low range resolution of the radar would make accurate 
discrimination of either small or similar targets I.infeasible. Sugges-
tions for an improved radar system included the use of high resolution 
range profiles, and the employment of time domain averaging. 
• The use of a synthetic range profile processing radar was found to be 
a favourable solution to the problem of limited range resolution. In 
exploring this relatively young field, it is shown theoretically that the 
problem of extracting range information from the frequency domain 
data is in fact directly analogous to that of spectral estimation, and 
also, to that of estimating the direction of arrival for linear phased 
array antennas. This opened up the large amount of research available 
in these two fields. 
• It was found that the traditional approach of using the FFT to extract 
range information from the frequency domain data could be signifi-
cantly improved upon. This lead to an investigation into various super 
resolution techniques, which enabled the attainment of even better 
range resolutions. These were in turn combined with eigendecompo-
sition techniques in an attempt to achieve something like the robust-
ness and noise resilience of the FFT. Three algorithms were identified 
as particularly promising, namely; the Principal Eigenvector Method, 
the Total Least Squares Method, and the MUSIC method. In com-
paring their respective performances, it was found that much of the 
existing evidence was based on scenarios unrelated to that of ship 
recognition, and therefore were not applicable. A series of tests and 
simulations was performed in order to evaluate the algorithms under 
the correct performance criteria. Amongst other things, these crite-
ria included good noise resilience, and tolerance to inaccuracies in the 
estimation of the sizes of the noise and signal spaces. It was found 
that the MUSIC method was the optimal choice in this regard. 
• A final proposal for future research and development concerned the 
use of time domain averaging, which is attractive because it improves 
the signal to clutter ratio and also assists in reducing the random in-
fluence of the target's anisotropic reflectors. An iterative correlation 
algorithm was investigated and developed that promises to produce 
Conclusions 
robust performance. In addition, a fast implementation of the algo-






The main objective of this thesis has been to lay the foundations for future 
work. The scope of the investigation has covered the design of the radar 
system, pre-processing, and classification. It has included studies into the 
use of neural networks, the use of synthetic range profiles, super-resolution 
techniques, and the use of correlation filters. As a result of this work, 
various recommendations can be made. These are listed below. 
• The existing SRP based aircraft radar system currently under joint 
development by the University of Cape Town and Reutech Radar 
Systems should be applied to the ship target recognition problem. 
Modification of the radar parameters according to the guidelines laid 
out in Section 3 should be considered. 
• A comprehensive set of real data sets needs to be assimilated in order 
to facilitate thorough testing. This data should include recordings 
over a wide range of sea states. 
• The frequency domain roots should be extracted from the radar data 
by means of the root-MUSIC algorithm. The size of the signal space 
should be estimated using the eigenvalue cut-off test investigated in 
section 4.9.2. 
• A pre-processing stage employing the F-MDMT transform should be 
used to obtain both aspect angle and shift invariant feature vectors. 
• Actual classification should be achieved through the use of the Fuzzy 
Min-Max neural classifier. The classifier should be trained on an 
on-going basis in order to further investigate its ability to acquire 
knowledge automatically and refine itself on an on-going basis. 
• The high resolution range profiles should be averaged, as they come 
in, by means of the iterative correlation algorithm detailed in Chapter 
5, in order to achieve better recognition accuracies. 
• The use of compound identification should be investigated in order 
to help combat both radar and sea clutter. 
• A neural implementation of the F-MDMT should be developed. 
Recommendations 
• The feasibility of developing a parallel (and hence neural) implemen-




The Fuzzy Min-Max Classifier 
Algorithm 
The fuzzy min-max learning algorithm uses an expansion/contraction pro-
cess. The training set D consists of a set of M ordered pairs { X h, dh}, where 
xh = (xhl, Xh2, ... , Xhn) E 1n is the input pattern and dh E 1, 2, ... , m is 
the index of one of the m classes. Note that Xn and An are both used 
to represent input patterns. The learning process begins by selecting an 
ordered pair from D and finding a hyperbox for the same class that can ex-
pand (if necessary) to include the input. If a hyperbox cannot be found that 
meets the expansion criteria, a new hyperbox is formed and added to the 
neural network. The final stage of the learning process is one of contraction, 
whereby any overlap between existing hyperboxes that represent different 
classes is eliminated by minimally adjusting each of the hyperboxes. 
A.1 The Fuzzy Min-Max Classifier Algorithm 
Given an ordered pair Xh, dh E D, find the hyper box Bi that provides the 
highest degree of membership, allows expansion (if needed), and represents 
the same class as dh. The degree of membership is measured using 2.3. 
The maximum size of a hyperbox is bounded above by 0 ::; () ::; 1, a user-
defined value. For the hyperbox Bi to expand to include Xh, the following 
constraint must be met: 
n 
nO;::: L.:(max(wi;,Xhi) - min(vi;,xh;)) 
i=l 
(A.1) 
If the expansion criteria has been met for hyper box Bi, the min point 
of the hyperbox is adjusted using the equation 
new · ( old )\../ · 1 2 vii = mzn vii , Xhi vz = , , ... , n (A.2) 
and the max point is adjusted using the equation 
new_ ( old )\..I' - 1 2 wii - max wii , Xhi vz - , , ... , n (A.3) 
A.1.1 Hyperbox Overlap Test 
It is necessary to eliminate overlap between hyperboxes that represent dif-
ferent classes. To determine if the expansion step created any overlap, it 
is necessary to perform a dimension by dimension comparison between hy-
perboxes. If, for each dimension, at least one of the following four cases 
is satisfied, then overlap exists between the two hyperboxes. Assume that 
the hyperbox Bi was expanded in the previous step and that the hyperbox 
Bk represents another class and is being tested for possible overlap. While 
testing for the overlap, the smallest overlap along any dimension and the 
index of the dimension is saved for use during the contraction portion of 
the learning process. Assuming delta01 d = 1 initially, the four test cases 
and the corresponding minimum overlap value for the ith dimension are as 
follows. 
• Case 1: Vji < Vki < Wji < Wki 
• Case 2: Vki < Vji < Wki < Wji 
• Case 3: Vj; < Vki < Wki < Wji 
>new · ( · ( ) >old) u = mm mm Wki - Vji, Wji - Vki., u 
• Case 4: Vki < Vji < Wji < Wki 
>new • ( · ( ) >old) u =min min Wji - Vki,Wki -Vji ,u 
If a 01 d - anew > 0 then 6. =I and a 01 d =anew, signifying that there was 
overlap for the 6.th dimension and overlap testing will proceed with the 
next dimension. If not, the testing stops and the minimum overlap index 
variable is set to indicate that the next contraction step is not necessary, 
i.e., 6. = -1. 
A.1.2 Hyperbox Contraction 
If 6. > 0, then the 6.th dimensions of the two hyperboxes are adjusted. 
Only one of the n dimensions is adjusted in each of the hyperboxes to 
minimally impact the shape of the hyperboxes being formed. To determine 
the adjustment, the same four cases are examined. 
73 
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• Case 2: VkA < VjA < WkA < WjA 
wold+ void 
W
new _ Vnew _ kA jt!i. 
kA - jA 2 
Vnew _Wold jA - kt!i. 
• Case 3b: VjA < VkA < WkA < WjA and (wkA - VjA) > (wjA - VkA) 
W new _Vold jA - kA 
• Case 4a: VkA < VjA < WjA < WkA and (wkA - VjA) < (wjA - VkA) 
new_ Vold 
WkA - jA 
• Case 4b: VkA < VjA < WjA < WkA and (wkA - VjA) > (wjA - VkA) 
V new _Wold kA - jA 
i 
,' 
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Super Resolution Techniques 
B.1 Estimation of Signal Space Size 
The detailed results obtained from an investigation into deterring the size 
of the signal space (i.e., rank of the correlation matrix) are presented. The 
investigation is described in Section 4.9.2. Each graph displays the average 
Freq. of occurrence of the estimated signal space size over 100 independent 
trials. The true size of the signal space is six ( 6). In total 1800 trials were 
conducted. 
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Figure B.16: Relative Freq. of 
Occurrence vs. Estimated Size of 
Signal Space. SNR=50dB, s=0.10, 
MEAN=6.00, STD DEV.=0.00 
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Figure B.17: Relative Freq. of 
Occurrence vs. Estimated ·Size of 
Signal Space. SNR=OdB, s=0.10, 
MEAN=6.40, STD DEV.=l.77 
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Figure B.18: Relative Freq. of Oc-
currence vs. Estimated Size of Sig-
nal Space. SNR=-lOdB, s=0.10, 
MEAN=7.25, STD DEV.=4.62 
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Figure B.19: MUSIC method: SNR = +15dB, L = 20, M = 6. The zeros 
of the prediction error filter. M was set equal to the true rank of the 
correlation matrix. 
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Figure B.20: MUSIC method: SNR = +15dB, L = 20, M = 6. Reflector 
range position vs. 'certainty'. The range positions of the filter zeros in the 
previous graph are plotted as stems, whose height or certainty is determined 
by the reciprocal of each pole's radial distance to the unit circle . 
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Figure B.21: MUSIC Method: SNR = +15dB, L = 20, M = 6. The 
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Figure B.22: MUSIC method: SNR = +ldB, L = 20, M = 6. The zeros 
of the prediction error filter. M was set equal to the true rank of the 
correlation matrix. 
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Figure B.23: MUSIC method: SNR = +ldB, L = 20, M = 6. Reflector 
range position VS. 'certainty'. The range positions of the filter zeros in the 
previous graph are plotted as stems, whose height or certainty is determined 
by the reciprocal of each pole's radial distance to the unit circle. 
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Figure B.24: MUSIC Method: SNR = +ldB, L = 20, M = 6. The corre-
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Figure B.25: MUSIC method: SNR = -5dB, L = 20, M = 6. The zeros 
of the prediction error filter. M was set equal to the true rank of the 
correlation matrix. 
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Figure B.26: MUSIC method: SNR = -5dB, L = 20, M = 6. Reflector 
range position vs. 'certainty'. The range positions of the filter zeros in the 
previous graph are plotted as stems, whose height or certainty is determined 
by the reciprocal of each pole's radial distance to the unit circle. 
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Figure B.27: MUSIC Method: SNR = -5dB, L = 20, M = 6. The corre-
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Figure B.28: PE method: SNR = +15dB, L = 20, M = 6. The zeros of the 
prediction error filter. M was set equal to the true rank of the correlation 
matrix. 
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Figure B.29: PE method: SNR = +15dB, L = 20, M = 6. Reflector 
range position vs. 'certainty'. The range positions of the filter zeros in the 
previous graph are plotted as stems, whose height or certainty is determined 
by the reciprocal of each pole's radial distance to the unit circle. 
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Figure B.30: PE method: SNR = +15dB, L = 20, M = 6. The corre" 
sponding spectral plot, once again derived from the same prediction error· 
zeros. 
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Figure B.31: PE method: SNR = +ldB, L = 20, M = 6. The zeros of the 
prediction error filter. M was set equal to the true rank of the correlation 
matrix. 
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Figure B.32: PE method: SNR = +ldB, L = 20, M = 6. Reflector range 
position vs. 'certainty'. The range positions of the filter zeros in the previ-
ous graph are plotted as stems, whose height or certainty is determined by 
the reciprocal of each pole's radial distance to the unit circle. 
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Figure B.33: PE method: SNR = +ldB, L = 20, M = 6. The corresponding 
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Figure B.34: PE method: SNR = -5dB, L = 20, M = 6. The zeros of the 
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Figure B.35: PE method: SNR = -5dB, L = 20, M = 6. Reflector range 
position vs. 'certainty'. The range positions of the filter zeros in the previ-
ous graph are plotted as stems, whose height or certainty is determined by 
the reciprocal of each pole's radial distance to the unit circle. 
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Figure B.36: PE method: SNR = -5dB, L = 20, M = 6. The corresponding 
spectral plot, once again derived from the same prediction error zeros. 
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Figure B.37: TLS method: SNR = +15dB, L = 20, M = 6. The zeros of the 
prediction error filter. M was set equal to the true rank of the correlation 
matrix. 
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Figure B.38: TLS: SNR = +15dB, L = 20, M = 6. Reflector range position 
vs. 'certainty'. The range positions of the filter zeros in the previous 
graph are plotted as stems, whose height or certainty is determined by the 
reciprocal of each pole's radial distance to the unit circle. 
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Figure B.39: TLS: SNR = +15dB, L = 20, M 6. The corresponding 
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Figure B.40: TLS method: SNR = +ldB, L = 20, M = 6. The zeros of the 
prediction error filter. M was set equal to the true rank of the correlation 
matrix. 
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Figure B.41: TLS: SNR = +ldB, L = 20, M = 6. Reflector range position 
vs. 'certainty'. The range positions of the filter. zeros in the previous 
graph are plotted as stems, whose height or certainty is determined by the 
reciprocal of each pole's radial distance to the unit circle. 
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Figure B.42: TLS: SNR = +ldB, L = 20, M = 6. The corresponding 
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Figure B.43: TLS method: SNR = -5dB, L = 20, M = 6. The zeros of the 
prediction error filter. M was set equal to the true rank of the correlation 
matrix. 
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Figure B.44: TLS: SNR = -5dB, L = 20, M = 6. Reflector range position vs. 
'certainty'. The range positions of the filter zeros in the previous graph are 
plotted as stems, whose height or certainty is determined by the reciprocal 
of each pole's radial distance to the unit circle. 
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Figure B.45: TLS: SNR = -5dB, L = 20, M = 6. The corresponding spectral 
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Figure B.46: Modified Covariance Method: SNR = +15dB, 1=20. The 
zeros of the prediction error filter. 
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Figure B.47: Modified Covariance Method: SNR = +15dB, 1=20. Reflec-
tor range position vs. 'certainty'. The range positions of the filter zeros in 
the previous graph are plotted as stems, whose height or certainty is deter-
mined by the reciprocal of each pole's radial distance to the unit circle. 
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Figure B.48: Modified Covariance Method: SNR = +15dB, 1=20. The 
corresponding spectral plot, once again derived from the same prediction 
error zeros. 
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Figure B.49: Modified Covariance Method: SNR = +ldB, 1=20. The zeros 
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Figure B.50: Modified Covariance Method: SNR = +ldB, 1=20. Reflector 
range position vs. 'certainty'. The range positions of the filter zeros in the 
previous graph are plotted as stems, whose height or certainty is determined 
by the reciprocal of each pole's radial distance to the unit circle. 
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Figure B.51: Modified Covariance Method: SNR = +ldB, L=20. The 
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Figure B.52: Modified Covariance Method: SNR = -5dB, L=20. The zeros 
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Figure B.53: Modified Covariance Method: SNR = -5dB, L=20. Reflector 
range position vs. 'certainty'. The range positions of the filter zeros in the 
previous graph are plotted as stems, whose height or certainty is determined 
by the reciprocal of each pole's radial distance to the unit circle. 
" ~--~-'--~---~--~-----~---~-~ 
. . . . 
.. ··········~--···············~············· 
·-
Figure B.54: Modified Covariance Method: SNR = -5dB, L=20. The cor-
responding spectral plot, once again derived from the same prediction error 
zeros. 
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Figure B.55: Covariance Method: SNR = +15dB, 1=20. The zeros of the 
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Figure B.56: Covariance Method: SNR = +15dB, 1=20. Reflector range 
position vs. 'certainty'. The range positions of the filter zeros in the previ-
ous graph are plotted as stems, whose height or certainty is determined by 
the reciprocal of each pole's radial distance to the unit circle. 
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Figure B.57: Covariance Method: SNR = +15dB, L=20. The correspond-
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Figure B.58: Covariance Method: SNR = +ldB, 1=20. The zeros of the 
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Figure B.59: Covariance Method: SNR = +ldB, 1=20. Reflector range 
position vs. 'certainty'. The range positions of the filter zeros in the previ-
ous graph are plotted as stems, whose height or certainty is determined by 
the reciprocal of each pole's radial distance to the unit circle. 
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Figure B.60: Covariance Method: SNR = +ldB, 1=20. The corresponding 
spectral plot, once again derived from the same prediction error zeros. 
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Figure B.61: Covariance Method: SNR = -5dB, L=20. The zeros of the 
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Figure B.62: Covariance Method: SNR = -5dB, L=20. Reflector range po-
sition vs. 'certainty'. The range positions of the filter zeros in the previous 
graph are plotted as stems, whose height or certainty is determined by the 
reciprocal of each pole's radial distance to the unit circle. 
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Figure B.63: Covariance Method: SNR = -5dB, L=20. The corresponding 







. . ............... : ............... -~---·· ......... - ::::::::::·::::; .. ::::::·:::::::.:::::::::::::::c:::::::::::::;::::::::::::::: 
............... ~-- .............................. ;- ............... :- .... ---- ..... . 
. ,,. . . . . ··-·-··········1··············--r···--·--------
---------------r·-.--------------r--------------
··············1···············-················f .. -----·········l---············ 
.............. j--. -.......................... -. ~- ............... i .............. . 
,. ......... ~-. -........... -. ; ... -· .... . 
'• ...... 
Figure B.64: FFT spectral estimate: SNR = -5dB. 155 padded zeros. 
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Figure B.67: Prony spectral estimate: SNR = +15dB, L=l5. 
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Figure B.68: Prony Method. SNR = +15dB, L=l5. Corresponding plot of 




Figure B.69: Prony spectral estimate: SNR = +ldB, 1=15. 
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Figure B.70: Prony Method. SNR = +ldB, L=l5. Corresponding plot of 













Figure B.71: Prony spectral estimate: SNR = -5dB, L=l5. 
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Figure B.72: Prony Method. SNR = -5dB, L=l5. Corresponding plot of 
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Figure B.73: Hildebrand spectral estimate: SNR = +15dB, 1=15. 
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Figure B.74: Hildebrand Method. SNR = +15dB, 1=15. Corresponding 
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Figure B.75: Hildebrand spectral estimate: SNR = +ldB, 1=15. 
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Figure B.76: Hildebrand Method. SNR = +ldB, 1=15. Corresponding 
















Figure B.77: Hildebrand spectral estimate: SNR = -5dB, 1=15. 
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Figure B.78: Hildebrand Method. SNR = -5dB, 1=15. Corresponding 
plot of the Freq. vs. magnitude components of each complex sinusoid. 
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Figure B.79: Modified Prony spectral estimate. SNR = +15dB, 1=20. M 
=6. The value of M was set equal to the true rank of the correlation matrix. 
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Figure B.80: Modified Prony Method: SNR = +15dB, 1=20, M=6. Cor-











Figure B.81: Modified Prony spectral estimate. SNR = +ldB, 1=20. M 
=6. The value of M was set equal to the true rank of the correlation matrix. 
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Figure B.82: Modified Prony Method: SNR = +ldB, 1=20, M=6. Cor-












Figure B.83: W 
Modified Prony spectral estimate. SNR = -5dB, L=20. M =6. The value 
of M was set equal to the true rank of the correlation matrix. 
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Figure B.84: Modified Prony Method: SNR = -5dB, L=20, M=6. Cor-





The MAT LAB algorithms that were used to implement the MUSIC, PE, 
TLS, covariance, and modified covariance algorithms are presented. The 
routines are documented in the code. One note regarding the calculation 
of the matrix inverses is required: . 
In all cases the inverse w-- 1 is calculated using the Moore-Penrose pseu-
doinverse w#' which is defined in terms of the singular value decomposition 
(SVD) matrix components as the unique matrix 
where 
k 




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































For a given target, the filter f = [f(O), f(l), ... , f(k)] must be computed 
which maximizes 
'1>1 = E[peak(f * p)] (C.l) 
the expected value of the correlation peak between it and 
p = (p(O),p(l), ... ,p(I<)] 
, where p is any randomly chosen profile of the target, and the expected 
value is over all possible profiles. The correlation between the real-valued 
vectors f and p is give by 
K-1 
(! *P)(s) = 2: f(j)p(j- s) (C.2) 
j=l 
for 0 :::; s :::; K - 1. [{ is the number of range bins, and it is assumed 
that the correlation is circular, i.e., p(j ± K] = p(j]. The goal is to create 
a library of filters, f(l), /(2), ••• , j(m), with M the number of targets to be 
identified. If a profile from an unknown target is correlated against this 
library producing numbers 
a(k) = peak(f(k) * p) 
(correlation peaks) the hope is that 
(C.3) 
(C.4) 
for all k f. j, where the jth filter is the "correct" one, i.e., the one 
which corresponds to the true identity of the unknown target. In practice 
there are N profiles recorded for a given target, all of which can be used 
to compute the filter which maximizes the correlation peaks with future, 
randomly drawn profiles from the same target. Towards this end define an 
estimate 
1 N 
<I> = N 2: peak(!* Pn) (C.5) 
n=l 
where p1 , P2, . .. , PN is the set of recorded radar profiles for this partic-
ular target. Now assume that it is already known what f is, and the peak 
value of (! * p) ( s) occurs at s = Sn. Then it is possible to form 
Pn(k) = Pn(k - Sn) (C.6) 
so that 
peak(/*Pn) (! *P)(sn) 





(since circular correlations are assumed, these shifts should also be cir-
cular; any data shifted off one end must be shifted into the other. If desired, 
the profiles can always be zero padded to avoid such edge effects.) In other 
words, it is possible to 'align' Pn with the filter so that the correlation peak 









This dot product is the quantity that the filter f must maximize. The 
magnitude off is unimportant for identification purposes since changing it 
merely scales its correlation with all vectors, so that there is no loss in the 
generality if we constrain f to be a unit vector. This unit vector f which 




While f is not known a priori, the above analysis makes it clear that 
whatever it is, <I> is given by equation C.10, and the filter that achieves this 
is given by equation C.9. Therefore, to maximize E[yeak(f * p)] it is only 
necessary to find the shifts Sn that maximize C.10 and then evaluate C.9 
to compute the desired filter. 
The practical difficulty is how to find the sets of shifts [s 1 ,s2 , ••• ,sN] 
that take the set [y1,p2, ... ,PN] into the set (P1,p1, ... ,PN] that gives the 
filter via C.9. A global search over all possible shifts is out of the question 
117 
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because of the astronomical computational costs involved. According to the 
paper by Hudson and Psaltis (38), an iterative procedure for maximizing 
C.10 is proposed, in which a global search is performed over only the shifts 







where Pi is one of the profiles. The only term that will change when 
Pi is shifted is 2pi Lk¢i Pk, and increasing this will increase the quantity 
we are trying to maximize. Therefore, with respect to the shift Sj, the aim 
is to make Pi Lk;Cj Pk as big as possible. A global search over Sj can be· 
done efficiently using the fast Fourier transform. Having done this for one 
profile, it is then possible to do it for the others and start the process over. 
Each shift increases ILk=l N Pk I, and eventually a maximum is obtained. 
This result is not guaranteed to be a maximum. The procedure is similar to 
iterative line maximization techniques used to find extrema of functions of 
several variables, and it may potentially suffer the same problems of local 
maxima. However, in the applications investigated by Hudson and Psaltis 
(38] the algorithm was found to converge to the same result for several 
different starting configurations. 
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