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Abstract
This paper presents the notion of AND-OR reduction, which reduces
a WF net to a smaller net by iteratively contracting certain well-formed
subnets into single nodes until no more such contractions are possible.
This reduction can reveal the hierarchical structure of a WF net, and
since it preserves certain semantical properties such as soundness, it can
help with analysing and understanding why a WF net is sound or not.
The reduction can also be used to verify if a WF net is an AND-OR
net. This class of WF nets was introduced in earlier work, and arguably
describes nets that follow good hierarchical design principles. It is shown
that the AND-OR reduction is confluent up to isomorphism, which means
that despite the inherent non-determinism that comes from the choice of
subnets that are contracted, the final result of the reduction is always the
same up to the choice of the identity of the nodes. Based on this result, a
polynomial-time algorithm is presented that computes this unique result
of the AND-OR reduction. Finally, it is shown how this algorithm can be
used to verify if a WF net is an AND-OR net.
1 Introduction
Petri nets [16] are one of the most popular and well studied formalisms for
modeling processes. Their graphical notation is easy to understand, but at the
same time concrete and formal, which allows for reasoning over the complex
systems that are being modeled. Petri nets are especially useful for business
processes and business workflows for which a specific class of Petri nets, called
workflow nets, was introduced [24, 25]. Even though other notations are used in
most industrial process modeling tools like Business Process Modeling Notation
(BPMN) [15], Business Process Execution Language (BPEL) or Event-driven
Process Chain (EPC) [11], the control flow aspect of the models expressed in
those notations can be translated to workflow nets. At the same time workflow
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nets are considered to be the goto formalism for workflow analysis, like detecting
possible problems, e.g., existence of deadlocks or livelocks, and for investigating
the principles of workflow modeling without focusing on a particular language.
Workflow models that lack those problems are called sound, and the first
definition of workflow-net soundness was proposed by van der Aalst in [24].
Quickly several alternative definitions of soundness, varying in strictness and
verification difficulty, emerged. Examples of these are weak soundness [12, 13],
relaxed soundness [6], lazy soundness [18], k-soundness and generalised sound-
ness [29, 28], up-to-k-soundness [27] and substitution soundness [20]. Informally,
the original notion of soundness guarantees two properties of the net. First, that
if we initiate the workflow net correctly, then no matter how the execution pro-
ceeds, we can always end up in a proper final state. Second, that every subtask
can be potentially executed in some run of the workflow. An overview of the re-
search on the different types of soundness of workflow nets and their decidability
can be found in [26].
In earlier research [20] we have proposed a new notion of soundness, namely
the substitution soundness or sub-soundness for short. It is similar to k- and
*-soundness studied in [29], but captures exactly the conditions necessary for
building complex workflow nets by following a structured approach where sub-
systems with multiple inputs and outputs are used as building blocks of larger
systems. As was shown in that research, it is not enough for such subsystems
to be classically sound by themselves. It may be the case, for example, that
if a sound WF net is used inside another sound WF net, that the nested WF
net is used to execute several simultaneous computations which can interfere
and cause the whole WF net to become unsound. Or it can be that partial
results, represented by tokens in the output places of the nested WF net, are
consumed prematurely by the containing WF net before the nested WF net has
finished properly. This is prevented by the notion of substitution soundness (or
sub-soundness), which is informally defined as follows: a WF net is sub-sound
iff after initiating it with k tokens in every input place and letting it execute it
will always be able to finish by producing k tokens for every output place even
if during the run the output tokens are removed by some external transitions.
Although stronger soundness properties may be desirable, they are often
also more difficult to verify. For this reason, a method is introduced in [20] for
systematically constructing workflow nets so that they are guaranteed to satisfy
the sub-soundness property. This method is in principle, and in effect, similar
to methods employed in software engineering, where complexity is tackled by
separation of concerns and encapsulation, and systems are divided into building
blocks such as modules, objects and functions, which in turn can be decomposed
further.
We follow those good practices in the context of workflow nets where they,
like in software engineering, allow to avoid common pitfalls. Similarly to general
programming languages, also for workflow nets, patterns and anti-patterns have
been published [25, 22]. Also similarly to general programming, it is beneficial
to organise the workflow models in a structured way. In programming the ideas
of using macros, subroutines, procedures, functions, and later on, classes, proved
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that even extremely complex systems can be programmed and maintained in
a practical and effective manner. Such structurisation was successfully applied
to designing complex Petri nets [33, 21, 7, 1, 8, 17] and workflow nets [2, 23,
20]. As with general programming, the system is composed of small, separated
fragments, which are easier to understand and maintain. Fragments can include
invocations of other fragments, which can include other nested fragments, and
so on.
The class of nets we introduced in [20] is called the class of AND-OR nets
(see Section 3). This class is larger and more general than other classes of work-
flow nets generated with a similar type of structural approach, as presented for
example in [29, 2]. Apart from studying conditions necessary for structured
workflow systems to be *-sound, it was shown in [20] that all AND-OR nets
indeed are sub-sound. In this paper we continue this line of research and intro-
duce a method to determine the hierarchical structure of a WF net, or parts
of it, that was not necessarily designed in such a structured way. In [20] the
AND-OR nets were defined as all the nets that can be constructed with a top-
down refinement procedure, by using nets of certain basic classes similar to S/T
systems. In this paper we show that at the same time AND-OR nets that were
not necessarily constructed in such a way, can be analysed to determine a refine-
ment hierarchy with a bottom-up reduction procedure that contracts subnets
of the basic AND-OR classes. Moreover, it is shown that finding occurrences of
such subnets can be done in polynomial time.
A key result in this paper is that the procedure of contracting subnets of
the basic AND-OR classes is confluent and therefore the reduction will always
return the same result, independent of how the subnets where selected for con-
traction. It is shown in this paper that this can be used to turn the procedure
into a polynomial algorithm and therefore a tractable method for determining
an AND-OR refinement tree. Next to that, it can also be determined if a net is
an AND-OR by checking if the reduction procedure reduces it to a one-node WF
net. If a net is positively identified as an AND-OR net, it is consequently also
guaranteed to be *-sound and sub-sound1, i.e., can be used as a building block
of larger systems. A first example of an application of this result would be a
scenario where a process modeller constructs a complex model from submodels
published in some repository. He or she may want to make sure that the sub-
models follow good design principles and are sub-sound, which means that they
can be safely used as building blocks of a composite model. The repository can
contain models for subunits in some organisational structure, e.g., models for
faculties of an university or departments of a company or even models from some
global repository of socially shared workflows, which appear in e-science [5].
The reduction algorithm can not only be used for AND-OR nets, but also
for the analysis of *-soundness and sub-soundness of general workflow nets. It
can help the user with finding problems causing unsoundness. More concretely,
if the result of AND-OR verification is negative, then the reduction algorithm
1It follows straightforwardly from the definitions of *-soundness and sub-soundness that
the latter implies the first.
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stops without reaching a one-node WF net. This resulting net can serve as a
condensed version of the original net and point the user to the source of the
problem in the design. Note that a WF net may be not an AND-OR net, but
still be *-sound or sub-sound. We conjecture, but have not proven, that to
verify *-soundness or sub-soundness of an arbitrary net, it is enough to verify
*-soundness or sub-soundness of the net resulting from AND-OR verification
procedure. The contractions used in our algorithm would have to be proven
to preserve *-soundness or sub-soundness, similarly as for example rules of [14]
preserve liveness and boundedness. This would give a symmetric and probably
similarly laborious result to [20], where it was shown that substitutions of AND-
OR nets into AND-OR nets preserve sub-soundness, from which it follows that
they also preserve *-soundness. The reduced net, resulting from AND-OR net
verification procedure, could then undergo a proper soundness verification with
similar methods as in [31, 32]. Furthermore, limiting the size of the verified net
with hierarchical methods can be helpful for users struggling with understanding
the reasons for unsoundness of workflow nets. That this is often a problem, even
when using automated verification tools, is for example reported in [9].
Finally, as a byproduct of a successful reduction, a tree structure describing
the nesting of the fragments of the net can be determined. As with similar
methods [2, 4, 3], which deal with workflow net class which is a proper subclass
of AND-OR nets, such a tree structure can be used for modeling recovery regions
or determining sound markings, or just for better understanding the structure
of the workflow net and its properties. The latter can for example help with
determining how parts of the workflow can best be distributed to independent
organisational units or to different servers in case of workflows representing
computations, e.g., as in scientific workflows.
In related work [30] a set of heuristics was proposed to find appropriate
decomposition boundaries, which results in a refinement tree for a given graph.
Our approach, however concentrates specifically on workflow nets which are
generalised to allow multiple inputs and outputs, and it is closely tied in a well
understood manner to their semantics and soundness properties.
The outline of the remainder of this paper is as follows. In Section 2 the
basic terminology of WF nets and their semantics is introduced. In Section 3
the class of AND-OR nets is introduced, based on the notions of place and
transition substitution, where a node is replaced with a WF net. In Section 4
the notion of AND-OR reduction is introduced, which is based on the notion of
contraction, where certain well-formed subnets of WF nets are contracted into
single nodes. It is discussed here how this reduction process is confluent in that
it returns a unique result up to the choice of the identity of the nodes. This
is based on the observation that the process is locally confluent, but since the
proof of this observation is quite involved, it is presented separately in Section 5.
In Section 6 a concrete polynomial algorithm for computing the result of the
AND-OR reduction is presented, and it is shown how it can be used to verify if
a WF net is an AND-OR net. Finally, in Section 7 a summary of the results is
given, and potential future research directions are discussed.
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2 Basic terminology and definitions
Let S be a set. A bag (multiset) m over S is a function m : S → N. We
use + and − for the sum and the difference of two bags and =, <, >, ≤, ≥
for comparisons of bags, which are defined in the standard way. We overload
the set notation, writing ∅ for the empty bag and ∈ for the element inclusion.
We list elements of bags between brackets, e.g. m = [p2, q] for a bag m with
m(p) = 2, m(q) = 1, and m(x) = 0 for all x /∈ {p, q}. The shorthand notation
k.m is used to denote the sum of k bags m. The size of a bag m over S is defined
as |m| = Σs∈Sm(s).
Definition 1 (Petri net). A Petri net is a tuple N = (P, T, F ) where P is a
finite set of places, T is a finite set of transitions such that P ∩ T = ∅ and
F ⊆ (T × P ) ∪ (P × T ) the set of flow edges.
We will refer to the elements of P ∪ T also as nodes in Petri net. We say
that the type of a node is place or transition if it is in P or T , respectively.
A path in a net is a non-empty sequence (n1, ..., nm) of nodes where for all
i such that 1 ≤ i ≤ n − 1 it holds that (ni, ni+1) ∈ F . Markings are states
(configurations) of a net and the set of markings of N = (P, T, F ) is the set of
all bags over P and is denoted as MN. Given a transition t ∈ T , the preset
•t and the postset t• of t are the sets {p | (p, t) ∈ F} and {p | (t, p) ∈ F},
respectively. In a similar fashion we write •p and p• for pre- and postsets of
places, respectively. To emphasise the fact that the preset (postset) is considered
within some net N , we write •Na, a•N . We overload this notation by letting
•a (a•) also denote the bags of nodes that (1) contain all nodes in the preset
(postset) of a exactly once and (2) contains no other nodes. A transition t ∈ T
is said to be enabled at marking m iff •t ≤ m. For a net N = (P, T, F )
with markings m1 and m2 and a transition t ∈ T we write m1 t−→N m2, if
t is enabled at m1 and m2 = m1 − •t + t•. For a sequence of transitions
σ = (t1, . . . , tn) we write m1
σ−→N mn+1, if m1 t1−→N m2 t2−→N . . . tn−→N mn+1,
and we write m1
∗−→N mn+1, if there exists such a sequence σ ∈ T ∗. We will
write m1
t−→ m2, m1 σ−→ mn+1 and m1 ∗−→ mn+1, if N is clear from the
context.
We now introduce the notion of Workflow net, which is a Petri net where
certain places and transitions are marked as input and output nodes.
Definition 2 (I/O net). An I/O net is a tuple N = (P, T, F, I, O) where
(P, T, F ) is a Petri net with a non-empty set I ⊆ P ∪ T of input places and
a non-empty set O ⊆ P ∪ T of output places.
In our setting we will restrict ourselves to I/O nets where input and output
nodes are either all places, or all transitions.
Definition 3 (I/O consistent I/O net). An I/O net N = (P, T, F, I, O) is called
I/O consistent if I ∪O ⊆ P or I ∪O ⊆ T .
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As is usual for Petri nets that model workflows, we will also require that all
nodes in the net can be reached from an input node, and from all nodes in the
net an output node can be reached.
Definition 4 (Well-connected I/O net). An I/O net N = (P, T, F, I, O) is
called well-connected if (1) every node in P ∪ T is reachable by a path from at
least one node in I and (2) from every node in P ∪ T we can reach at least one
node in O.
The formal definition of Workflow net is then as follows.
Definition 5 (Workflow net). A workflow net (WF net) is a I/O net N =
(P, T, F, I, O) that is I/O consistent and well-connected.
If I∪O ⊆ P , then we callN a place workflow net (pWF net), and if I∪O ⊆ T ,
then a transition workflow net (tWF net). The I/O type of a WF net is the type
of its input and output nodes, i.e., it is place if it is pWF net, and transition if
it is a tWF net.
Note that input places can have incoming edges in a workflow net, and that
output places can have outgoing edges. We will refer to the nodes in I ∪ O as
the interface nodes of the net. We will call a workflow net a one-input workflow
net if I contains one element, and a one-output workflow net if O contains one
element. Often, as in [24], workflow nets are restricted to one-input one-output
place workflow nets. We generalise this in two ways: first by allowing also
nets with input and output transitions rather than input and output places,
and second by allowing multiple input and output places/transitions. For these
generalised workflow nets we define the corresponding one-input one-output
pWF net as follows. The place-completion of a tWF net N = (P, T, F, I, O) is
denoted as pc(N) and is a one-input one-output pWF net that is constructed
from N by adding places pi and po such that pi• = I and •po = O and setting
the input set and output set as {pi} and {po}, respectively. This is illustrated in
Figure 1 (a). In such diagrams we will indicate nodes in I with an unconnected
incoming arrow and nodes in O with an unconnected outgoing arrow. The
transition-completion of a pWF net N = (P, T, F, I, O) is denoted as tc(N)
and is a one-input one-output tWF net that is constructed from N by adding
transitions ti and to such that ti• = I and •to = O and setting the input set
and output set as {ti} and {to}, respectively. This is illustrated in Figure 1 (b).
In this paper we discuss a particular kind of soundness, namely the soundness
that guarantees the reachability of a proper final state [20]. We generalise this for
the case where (1) there can be more than one input place and (2) these contain
one or more tokens in the initial marking. We also provide a generalisation of
soundness for tWF nets, which intuitively states that after k firings of all input
transitions the computation can end in an empty marking while firing each of
the output transitions exactly k times.
Definition 6 (k and *-soundness). A pWF net N = (P, T, F, I, O) is said to
be k-sound if for each marking m such that k.I ∗−→ m it holds that m ∗−→ k.O.
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Npi po
pc(N) if N is a tWF net
(a)
Nti to
tc(N) if N is a pWF net
(b)
Figure 1: A place-completed tWF net and transition-completion pWF net (from
[20])
We call N *-sound if it is k-sound for all k ≥ 1. We say that these properties
hold for tWF net N if they hold for pc(N).
By definition place-completion does not affect the *-soundness. However,
as we observed in [20, 19], for transition-completion this is only true in one
direction as every pWF net N is *-sound if tc(N) is *-sound but not vice versa.
3 Definition of AND-OR nets
In this section we introduce the AND-OR nets and show that they are *-sound.
For that we recall some definitions and a result from [20, 19] where we defined
a method for constructing complex nets by substituting their nodes with other
nets - places by pWF nets and transitions by tWF nets.
Definition 7 (Place substitution, Transition substitution). Consider two dis-
joint WF nets N and M , i.e., if N = (P, T, F, I, O) and M = (P ′, T ′, F ′, I ′, O′),
then (P ∪ T ) ∩ (P ′ ∪ T ′) = ∅.
Place substitution: If p is a place in N and M is a pWF net, then we define
the result of substituting p in N with M , denoted as N ⊗pM , as the net that is
obtained if in N we remove p and the edges in which it participates and replace
it with the netM and edges such that •p′ = •p for each input place p′ ∈ I ′ ofM
and p′• = p• for each output place p′ ∈ O′ of M . If p ∈ I then p is replaced in
the set of input nodes of the resulting net with I ′, i.e., the input set of N ⊗pM
is (I \ {p}) ∪ I ′, and if p ∈ O then p is replaced in the set of output nodes
of the resulting net with O′, i.e., the output set of N ⊗p M is (O \ {p}) ∪ O′.
Otherwise, the input and output sets of N ⊗pM are the same as the respective
sets for N .
Transition substitution: Likewise, if t is a transition in N and M is a tWF
net, then we define the result of substituting t in N withM , denoted as N⊗tM ,
as the net that is obtained if in N we remove t and the edges in which it
participates and replace it with the net M and edges such that •t′ = •t for each
input transition t′ ∈ I ′ of M and t′• = t• for each output transition t′ ∈ O′ of
M . If t ∈ I then t is replaced in the set of input nodes of the resulting net with
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I ′, i.e., the input set of N ⊗tM is (I \ {t}) ∪ I ′, and if t ∈ O then t is replaced
in the set of output nodes of the resulting net with O′, i.e., the output set of
N ⊗tM is (O \ {t}) ∪O′. Otherwise, the input and output sets of N ⊗tM are
the same as the respective sets for N .
The results of a place substitution and transition substitution are illustrated
in Figure 2 (a) and (b), respectively. It is not hard to see that for all WF nets
N andM and n a node in N such that N ⊗nM is defined, it is again a WF net.
It also holds for all WF nets A, B and C that (A⊗nB)⊗mC = A⊗n (B⊗mC),
and (A⊗n B)⊗m C = (A⊗n C)⊗m B if n and m are different nodes in A.
M
N ⊗pMM
(a)
M
N ⊗tM M
(b)
t
N
p
N
Figure 2: Illustration of place substitution and transition substitution (adapted
from [20])
We will generate nets by starting from some basic classes of nets and allowing
substitutions of places with pWF nets and transitions with tWF nets.
Definition 8 (Substitution closure). Given a class C of nets we define the
substitution closure of C, denoted as S(C), as the closure of C under transition
substitution and place substitution, i.e., the smallest superclass S(C) of C that
satisfies the following two rules for every two disjoints nets N and M in S(C):
(1) if M is a pWF net and p a place in N then N ⊗pM is a net in S(C) and
(2) if M is a tWF net and t a transition in N then N ⊗tM is a net in S(C).
The motivation for using the concept of substitution closure to define in-
teresting classes of nets is that it makes it straightforward to show for such a
class that its nets have a certain property, such as a certain kind of soundness,
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by showing that (1) this property holds for the nets in the initial class and (2)
this property is preserved by substitution. As was argued in earlier work [20],
*-soundness is not preserved by substitution, but substitution does preserve a
stronger property called substitution soundness. The intuition behind this no-
tion of soundness is that the execution of a net, when started with the same
number of tokens in all input places, should always be able to finish properly,
even if the execution is interfered with by removing at some step an identical
number of tokens from all output places. More precisely, if we start the net if
k token in all its input places, and somewhere during the execution remove k′
tokens from all the output places, then the net should be able to finish with
k − k′ tokens in its output places.
Definition 9 (substitution soundness). A pWF net N = (P, T, F, I, O) is said
to be substitution sound if for all 0 ≤ k′ ≤ k and every marking m′ of N such
that k.I ∗−→ m′ + k′.O it holds that m′ ∗−→ (k − k′).O. A tWF net is said to
be substitution sound if its place-completion is substitution sound.
The choice for the initial classes is made such that these are indeed substitu-
tion sound. Their intuition is based on that of acyclic marked graphs (T-nets)
and state machines (S-nets), as considered in [29]. The basic idea of T-nets is
that during executions no choices are made about who consumes a token and
each transition will fire in the execution of a workflow. This is captured by a
syntactic restriction that says that places have exactly one incoming edge and
one outgoing edge. We will call this the AND-property of a WF net.
Definition 10 (AND property). A WF net N = (P, T, F, I, O) is said to have
the AND property if for every place p ∈ P it holds that (1) p ∈ I ∧ | • p| = 0 or
p /∈ I ∧ | • p| = 1 and (2) p ∈ O ∧ |p • | = 0 or p /∈ O ∧ |p • | = 1.
Note that in this definition being an input node is considered equivalent to
having an extra incoming edge, and being an output node equivalent to having
an extra outgoing edge.
The basic idea of S-nets is that they represent a state machine, with the
state represented by a single token that is in one of the places. This is captured
by a restriction that says that transitions have exactly one incoming edge and
one outgoing edge. We will call this the OR-property of a net.
Definition 11 (OR property). A WF net N = (P, T, F, I, O) is said to have
the OR property if for every transition t ∈ T it holds that (1) t ∈ I ∧ | • p| = 0
or t /∈ I ∧ | • t| = 1 and (2) t ∈ O ∧ |t • | = 0 or t /∈ O ∧ |t • | = 1.
Although all WF nets with the OR property are substitution sound, it is
unfortunately not the case that all WF nets with the AND property are substi-
tution sound. Consider for example an AND net containing a transition t with
a loop containing a place p. Note that because of the AND property place p
can have no other edges except those of the loop. Therefore, the transition t
can never fire, since that would require a token in p, but such a token can only
be generated by firing t. To remedy this, we will define AND nets as WF nets
9
pAND net tAND net pOR net tOR net
Figure 3: Examples of a pAND, tAND, pOR and tOR nets (adapted from [20])
that not only satisfy the AND property but are also acyclic, which leads to the
following definitions of AND and OR nets.
Definition 12 (AND net). An AND net is an acyclic WF net that satisfies the
AND property. An AND net that is a pWF net is called a pAND net, and if it
is a tWF net it is called a tAND net.
Definition 13 (OR net). An OR net is a WF net that satisfies the OR property.
An OR net that is a pWF net is called a pOR net, and if it is a tWF net it is
called a tOR net.
For some examples of AND and OR nets see Figure 3. We will use names
to identify the classes of nets we have just defined. The classes of pOR nets,
pAND nets, tOR and tAND nets will be denoted as pOR, pAND, tOR and
tAND. In addition we will prefix the name with 11 if the class contains only
nets with one input node and one output node. So 11pOR is the class of one-
input one-output pOR nets, and 11tAND is the class of one-input one-output
tAND nets.
Since our aim is to generate substitution sound nets, which as we will show
are also *-sound, we will restrict the tAND nets to one-input one-output nets, so
the class 11tAND. The reason is that although all pAND nets are substitution
sound, it is not true that all tAND nets are substitution sound, as is illustrated
by the tAND net in Figure 3. Recall that the soundness of a tWF net is defined
as the soundness of its place-completion which adds a single place before the
input transitions and a single place after the output transitions. So if we put a
single token in the first place in this place-completion, then only one of the first
transitions can fire, after which the net can no longer correctly finish. A similar
problem occurs in the pOR net in Figure 3. If it starts with a token in each
of its input places, then it cannot finish correctly if it moves the token of the
upper input place to the place in the middle of the net. Both types of problems
are solved if we only consider one-input one-output versions of tAND and pOR
nets, which are all substitution sound nets. Hence we only consider the classes
illustrated in Figure 4, which we will refer to as the basic AND-OR classes, and
the class of nets that is obtained by combining them by substitution we will call
the class of AND-OR nets.
Definition 14 (AND-OR net). The class S(pAND ∪ 11tAND ∪ 11pOR ∪
tOR) is called the class of AND-OR nets.
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pAND net 11tAND net 11pOR net tOR net
Figure 4: Examples from classes pAND, 11tAND, 11pOR and tOR (from
[20])
An example of the generation of an AND-OR net is shown in Figure 5, with
on the left the hierarchical decomposition and on the right the resulting net.
Figure 5: An example of the generation of an AND-OR net (adapted from [20])
4 The AND-OR reduction
We now proceed with presenting the AND-OR net verification procedure. In-
formally, the procedure can be described as reversing the generation process.
This means that we try to find subnets that might have been generated by a
substitution and reverse the substitution. This process is repeated until we can
find no more such subnets, and if then the resulting net is a single node, the
original net is concluded to be an AND-OR net.
Definition 15 (Subnet). A subnet in workflow netM = (PM , TM , FM , IM , OM )
is identified by a non-empty set of nodes S ⊆ PM ∪ TM . With S we associate a
net M [S] = (PS , TS , FS , IS , OS) that is the restriction of M to the nodes in S,
i.e.,
• PS = PM ∩ S,
• TS = TM ∩ S,
• FS = FM ∩ (S × S),
• IS = (IM ∩ S) ∪ {n2 | (n1, n2) ∈ FM , n1 ∈ ((PM ∪ TM ) \ S), n2 ∈ S)} and
• OS = (OM ∩ S) ∪ {n1 | (n1, n2) ∈ FM , n1 ∈ S, n2 ∈ ((PM ∪ TM ) \ S)}.
A subnet consisting of exactly one node will be called a trivial subnet.
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Note that the input nodes of M [S] are not just the nodes in S that are
input nodes of M but also contains the nodes in S that have in M incoming
edges from outside S. Analogously the output nodes are the nodes in S that
are output nodes of M or have in M an outgoing edge to a node outside S.
Not every subnet of a WF net is again itself a WF net, but it will always be
an I/O net.
Lemma 16 (subnets are I/O nets). Let S be a non-empty subset of nodes of a
WF net M , then M [S] is an I/O net.
Proof. Let M = (PM , TM , FM , IM , OM ). For M [S] = (PS , TS , FS , IS , OS) to
be an I/O net the following must be shown. First the defining properties of a
Petri net: (i) PS ∩ TS = ∅, (ii) FS ⊆ (TS × PS) ∪ (PS × TS). Furthermore the
additional defining properties of an I/O net: (iii) IS 6= ∅ and OS 6= ∅. We can
show these as follows:
(i) Since PM ∩ TM = ∅, and by definition PS = PM ∩N and TS = TM ∩N ,
it follows that PS ∩ TS = ∅.
(ii) Since FM ⊆ (PM × TM ) ∪ (TM × PM ), it follows that
FS = FM ∩ (N ×N)
⊆ ((PM × TM ) ∪ (TM × PM )) ∩ (N ×N)
= ((PM × TM ) ∩ (N ×N)) ∪ ((TM × PM ) ∩ (N ×N))
= ((PM ∩N)× (TM ∩N)) ∪ ((TM ∩N)× (PM ∩N))
= (PS × TS) ∪ (TS ∪ PS)
(iii) We show that IS 6= ∅. In the case where S ∩ IM 6= ∅, this is trivially
satisfied. In the case where S ∩ IM = ∅ there will be a node in S that
has in M an incoming edge from outside S, since in M all nodes must be
reachable from an input node of M and S is non-empty. This node will
hence be an input node of M [S]. In a similar fashion it can be shown that
OS 6= ∅.
In addition, it can also be shown that every subnet is well-connected.
Lemma 17 (well-connectedness of subnets). Let S be a non-empty subset of
nodes of a WF net M , then M [S] is well-connected.
Proof. We first show that every node in S has in M [S] a path to an output
node of M [S]. Since M is well-connected, every node in S will have a path to
an output node of M . There either (i) is a node in that path that is not in S
or (ii) all nodes of the path are in S:
(i) Consider the longest prefix of the path that contains only nodes in S. The
final node will be an output node of M [S], since it is followed by a node
not in S. Moreover, this path is present in M [S] since it only contains
nodes from S.
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(ii) The final node of the path is an output node of M , and therefore also an
output node of M [S].
In a similar fashion it can be shown that to every node in S there is in M [S]
a path from an input node of M [S], except that the edges and the paths are
reversed and the set of output nodes is replaced with the set of input nodes.
Since the definition of a WF net is an I/O net that is well-connected and
I/O consistent, it follows immediately from the previous two lemmas, Lemma 16
and Lemma 17, that a subnet of WF net is a WF net iff it is I/O consistent.
Theorem 18. Let S be a non-empty set of nodes of a WF net M , then M [S]
is a WF net iff it is I/O consistent.
We now proceed with defining the notion of contraction, i.e., a contraction
of a subnet S of a WF net M into a single new node n such that (1) all edges
that departed from outside S and arrived in an input node of S become edges
arriving in n, (2) all edges that arrived in a node outside S and left from an
output node of S become edges leaving from n. Moreover, if S contained an
input node of M then n becomes also an input node, and if S contained an
output node ofM then n becomes also an output node. Formally, the definition
is as follows.
Definition 19 (Contraction). Given a WF net M = (PM , TM , FM , IM , OM )
and a subnet S such that M [S] = (PS , TS , FS , IS , OS) is a pWF net (tWF net),
we define the result of contracting S into a new place (transition) node n as
M ′ = (PM ′ , TM ′ , FM ′ , IM ′ , OM ′) where
• PM ′ = (PM \ S) ∪ {n}, (PM ′ = PM \ S),
• TM ′ = TM \ S, (TM ′ = (TM \ S) ∪ {n}),
• FM ′ = {(n1, n2) | (n1, n2) ∈ FM , n1 6∈ S, n2 6∈ S} ∪
{(n1, n) | (n1, n2) ∈ FM , n1 6∈ S, n2 ∈ IS} ∪
{(n, n2) | (n1, n2) ∈ FM , n1 ∈ OS , n2 6∈ S},
• IM ′ =
{
IM if S ∩ IM = ∅
(IM \ S) ∪ {n} otherwise,
• OM ′ =
{
OM if S ∩OM = ∅
(OM \ S) ∪ {n} otherwise.
An important property of the contraction is that it preserves paths, as is
witnessed by the following lemma.
Lemma 20 (preservation of paths by contraction). Let M ′ be the result of
contracting in a WF net M a subnet S into n. Then, for every path in M there
is a similar path in M ′ where all maximal substrings of nodes in S are replaced
with n.
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Proof. Clearly all edges between nodes outside S are not affected by the con-
traction. What remains to consider are the following possibilities: (i) an edge
from outside S to inside S, (ii) an edge from inside S to outside S and (iii) an
edge from inside S to inside S.
(i) If there is in M an edge (n1, n2) from outside S to inside S, then by the
definition of M [S] the node n2 is an input node of M [S], and so by the
definition of contraction there is in M ′ an edge from n1 to n.
(ii) By a similar argument it holds that if there is in M an edge (n1, n2) from
inside S to outside S, then there is in M ′ an edge from n to n2.
(iii) For every edge (n1, n2) from inside S to inside S there is the corresponding
trivial one-node path (n) in M ′.
It follows that for each edge inM there is a corresponding path inM ′ such that
if two edges inM have the same begin node or end node, then the corresponding
paths also have the same begin node or end node, respectively. Therefore, we
can concatenate the corresponding paths in the order of the original edges in
the path in M , and obtain a path in M ′.
With the help of this lemma it can be shown that the result of a contraction
of a subnet in a pWF net (tWF net) is always a pWF net (tWF net).
Theorem 21 (correctness of the result of contraction). If M is a pWF net
(tWF net), then the result M ′ of contracting a subnet S of M into a node n is
again a a pWF net (tWF net).
Proof. In order for M ′ = (PM ′ , TM ′ , FM ′ , IM ′ , OM ′) to be a WF net the follow-
ing must be shown. First, the defining properties of a Petri net: (i) PM ′∩TM ′ =
∅, (ii) FM ′ ⊆ (TM ′×PM ′)∪(PM ′×TM ′). Furthermore, the defining properties of
a WF net: (iii) IM ′ 6= ∅ and OM ′ 6= ∅, (iv) IM ′∪OM ′ ⊆ PM ′ or IM ′∪OM ′ ⊆ TM ′ ,
(v) for every node in PM ′ ∪ TM ′ there is a path to that node from a node in
IM ′ , and (vi) for every node in PM ′ ∪ TM ′ there is a path from that node to a
node in OM ′ . Finally, it can concluded that (vii) the I/O type of M is the same
as that of M ′.
(i) It holds for nodes unequal to n, because it holds for M , and except for
the new node n it holds that PM ′ and TM ′ are subsets of PM and TM ,
respectively. It also holds for the new node n, since it is either added to
PM ′ or TM ′ .
(ii) Since this holds for M , and nodes outside S and edges between them are
not removed, it follows that edges from M that are also present in M ′ are
between nodes in PM ′ and TM ′ . For an edge inM ′ between n and another
node n′ we can argue as follows. There must have been an edge in M
between a node n′′ in S and n′. In that case n′′ must have been an input
or output node of M [S], and therefore of the same type as n, from which
it follows that n′ is of a different type as n.
14
(iii) We first consider IM ′ . In the case where S ∩ IM = ∅, the property holds
since it holds for M . In the case where S ∩ IM 6= ∅ there will at least be
n in IM ′ .
The proof for OM ′ proceeds similarly.
(iv) We can show that if M is pWF net, then it holds that IM ′ , OM ′ ⊆ PM ′ ,
and if M is a tWF net then it holds that IM ′ , OM ′ ⊆ TM ′ . We consider
the two cases:
M is a pWF net: We first derive that IM ′ ⊆ PM ′ and for this we con-
sider the cases (a) M [S] is a pWF net and (b) M [S] is a tWF net:
(a) If M [S] is a pWF net, the argument goes as follows.
• If S∩IM = ∅ then clearly IM ′ = IM ⊆ (PM \S)∪{n} = PM ′
since from IM ⊆ PM and S ∩ IM = ∅ it follows IM ⊆ PM \S.
• If, on the other hand, S ∩ IM 6= ∅ then clearly IM ′ = (IM \
S) ∪ {n} ⊆ (PM \ S) ∪ {n} = PM ′ since IM ⊆ PM .
(b) IfM [S] is a tWF net, the argument goes as follows.
• If S ∩ IM = ∅ then clearly IM ′ = IM ⊆ PM \ S = PM ′ since
from IM ⊆ PM and S ∩ IM = ∅ it follows IM ⊆ PM \ S.
• If, on the other hand, S∩IM 6= ∅, then we get a contradiction
since a node n′ ∈ S ∩ IM would be by definition in IS and
therefore a transition, since M [S] is a tWF net, as well as a
place in M , since M is a pWF net.
By a similar argument, where IM and IM ′ are replaced with OM and
OM ′ , respectively, it can be shown that OM ′ ⊆ PM ′ .
M is a tWF net: Proceeds similar as in the previous case, except that
the cases (a) and (b) are swapped, i.e., the argument of (a) is used
for the case where M [S] is a tWF net, and the argument (b) is used
where M [S] is a pWF net.
(v) A node in M ′ is either a (a) a node in M or (b) node n. In case (a) there
would have been in M a path from an input node of M to that node. By
Lemma 20 a similar path exists in M ′. Moreover, the start node of the
similar path will also be an input node of M ′, since it either is a node in
M , in which case it will still be an input node of M ′, or it is replaced with
n, in which case n will be an input node of M ′. In case (b) there would
have been inM a path from an input node ofM to an input node ofM [S].
By Lemma 20 a similar path exists in M ′ which ends in n. Also in this
case it holds that the begin node of this path is an input node of M ′.
(vi) Is similar to case (v), but with the directions of paths and edges reversed,
and the roles of set of input nodes and output nodes interchanged.
(vii) This case follows immediately by the reasoning in (iv).
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During the AND-OR reduction we will search for non-empty subset of nodes
S in a workflow net M such that their associated net M [S] is in a basic AND-
OR class and contract them into a single new node. Such a contraction should
be the inverse of a substitution of this new node with M [S] in the sense that
if we apply the contraction and then the substitution we should again have the
same WF net. However, applying that substitution may not give back M if,
for example, not all input nodes of M [S] have in M the same incoming edges
from outside S, since that is a property that always holds after a substitution.
Therefore we define the notion of well-nestedness for subnets that captures the
properties of input and output nodes that guarantee applying the substitution
after contraction always gives back M .
Definition 22 (Well-nested subnet). A subnet S is said to be well-nested in
M if it holds that:
1. for any two input nodes n1, n2 in M [S], i.e., any two nodes n1, n2 ∈ IS , it
holds that
(a) for every n3 6∈ N it holds that (n3, n1) ∈ FM if (n3, n2) ∈ FM
(b) n1 ∈ IM if n2 ∈ IM
2. for any two output nodes n1, n2 in M [S], i.e., any two nodes n1, n2 ∈ OS ,
it holds that
(a) for every n3 6∈ N it holds that (n1, n3) ∈ FM if (n2, n3) ∈ FM
(b) n1 ∈ OM if n2 ∈ OM
A subnet that is well-nested, and where the associated net M [S] is WF net
(pWF, tWF) net will be called a well-nested WF (pWF, tWF) net.
It is then not hard to see that contractions of well-nested subnets are the
inverse of substitutions. To be more precise it holds that if a contraction is
followed by a substitution that replaces the new node with the WF net associ-
ated with the contracted well-nested subnet, then the result is the original WF
net. Vice versa, it holds that if a substitution is followed by a contraction of
the substituted well-nested net, we again obtain the original WF net, up to the
choice of the identity of the new node.
Definition 23 (AND-OR contractible). We will call a well-nested WF net in
M AND-OR contractible if (1) it is a well-nested WF net and (2) is of a basic
AND-OR class.
Recall from Section 3 that the basic AND-OR classes are pAND, 11tAND,
11pOR and tOR. Based on this we define the AND-OR contraction relation
which will form the basis of the reduction process.
Definition 24 (AND-OR contraction relation). The AND-OR contraction re-
lation is the binary relation over WF nets such that M  M ′ expresses that
there is an AND-OR contractible WF net N in M and that the contraction of
N in M can result in M ′. The reflexive and transitive closure of  is denoted
as  ∗.
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An interesting property of the contraction relation is that it has the local
confluence property, as stated by the following theorem.
Theorem 25 (local confluence of the AND-OR contraction relation). For all
WF nets M , M1 and M2 it holds that if M  M1 and M  M2, then there is
a WF net M3 such that M1  ∗ M3 and M2  ∗ M3.
Proof of this theorem will be given in Section 5.
However, if we consider  as the basis of a rewriting procedure where we
contract contractible subnets until no more such nets can be found, we have
the problem that this procedure will never terminate. This is because every
node in a WF net is by itself a contractible subnet. Of course, in that case
the contraction does not actually change the WF net, except that it replaces
the node with a new node. This could be solved by restricting ourselves to
contractions of non-trivial subnets. However, in that case we lose the property of
local (and global) confluence, since the rewriting procedure could pick different
node identifiers when it contracts a certain subnet and thereby end up with
different nets. However, except for the choice of the node identifiers, these nets
would be the same, and in that sense the procedure would in fact be confluent.
To show this formally we define another contraction relation that holds between
equivalence classes of WF nets containing isomorphic WF nets. Here we define
WF nets as isomorphic if they are identical up to the identity of the nodes.
Definition 26 (net isomorphism). GivenWF netsM = (PM , TM , FM , IM , OM )
and M ′ = (PM ′ , TM ′ , FM ′ , IM ′ , OM ′), we say that a function h : (PM ∪ TM )→
(PM ′ ∪TM ′) is an isomorphism from M to M ′, denoted as M ∼h M ′, if it holds
that
• PM ′ = {h(n) | n ∈ PM}, TM ′ = {h(n) | n ∈ TM},
• FM ′ = {(h(n1), h(n2)) | (n1, n2) ∈ FM},
• IM ′ = {h(n) | n ∈ IM} and OM ′ = {h(n) | n ∈ OM}.
We say that M1 and M2 are isomorphic, written as M1 ∼ M2, if for some h it
holds that M1∼hM2.
It is easy to verify that the isomorphism relation is an equivalence relation,
and so can be used to define equivalence classes. We will let [M ] denote the
class of WF nets isomorphic to a WF netM . The AND-OR contraction relation
can be adapted to the equivalence classes of an isomorphism.
Definition 27 (class-based AND-OR contraction relation). The class-based
AND-OR contraction relation is the binary relation 7 over WF nets such that
[M ] 7 [M ′] expresses that (1) [M ] 6= [M ′] and (2) there are WF nets M1 ∈ [M ]
and M2 ∈ [M ′], such that M1  M2. The reflexive and transitive closure of 7 
is denoted as 7 ∗.
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Note that the class-based contraction relation is irreflexive, and therefore
does not consider contractions of one-node WF nets, which always result in an
isomorphic net. So only contractions of subnets with two or more nodes are
considered, which necessarily produces a WF net that is not isomorphic, since
it strictly reduces the number of nodes. It follows that 7 is well-founded.
Proposition 28 (well-foundedness of class-based contraction). The relation 7 
has no infinite sequences [M1] 7 [M2] 7 [M3] 7 . . ..
Based on the class-based contraction relation we can then define the notion
of AND-OR reduction. The well-foundedness of class-based contraction ensures
that a procedure that tries to determine a class-based AND-OR reduction by
contracting contractible non-trivial subnets of basic AND-OR types, will always
terminate.
Definition 29 (class-based AND-OR reduction). A class-based AND-OR re-
duction of a WF net M is a WF net M ′ such that (1) [M ] 7 ∗ [M ′] and (2)
there is no WF net M ′′ such that [M ′] 7 [M ′′].
Another observation that can be made is that the definition of contraction
is generic with respect to node identity, i.e., it compares nodes to each other
but never to a specific value. It follows that the contraction relation commutes
with the isomorphism relation.
Lemma 30 (genericity of contraction). If M1  M2 and M1 ∼M ′1, then there
is a WF net M ′2 such that M2 ∼M ′2 and M ′1  M ′2.
Proof. Let us assume thatM1  M2 andM1 ∼h M ′1. Then it is not hard to see
that if a subnet S is contractible in M1, the subset M ′1[S′] where S′ = {h(n) |
n ∈ S} is contractible in M ′1. Moreover, the contraction of this subnet will be
isomorphic to the result of the contraction of S, where the homomorphism is
identical to h, except that it maps the node that M1[S] was contracted into, to
the node that M ′1[S′] is contracted into.
A consequence of this is that the local confluence property is inherited from
the normal contraction relation.
Theorem 31 (local confluence of the class-based AND-OR contraction rela-
tion). For all WF nets M , M1 and M2 it holds that if [M ] [M1] and [M ] 
[M2], then there is a WF net M3 such that [M1] ∗ [M3] and [M2] ∗ [M3].
Proof. Let us assume that [M ] [M1] and [M ] [M2]. Then by the definition
of class-based contraction there are WF nets M ′ and M ′1 such that M ′ ∼ M ,
M ′1 ∼ M1 and M ′  M ′1, and that there are WF nets M ′′ and M ′′2 such that
M ′′ ∼ M , M ′′2 ∼ M2 and M ′′  M ′′2 . Since M ′ ∼ M and M ′′ ∼ M , it follows
that M ′ ∼M ′′. It then follows by Lemma 30, from M ′ ∼M ′′ and M ′′  M ′′2 ,
that there is a WF net M ′2 such that M ′2 ∼M ′′2 and M ′  M ′2. It then follows
by Theorem 25, fromM ′  M ′1 and M ′  M ′2, that there is a WF net M3 such
that M ′1  ∗ M3 and M ′2  ∗ M3. By induction on the number of contractions,
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it follows from the definition of class-based contractions, that [M ′1] ∗ [M3] and
[M ′2]  ∗ [M3]. Since M1 ∼ M ′1 and M2 ∼ M ′2, it holds that [M ′1] = [M1] and
[M ′2] = [M2], and so [M1] ∗ [M3] and [M2] ∗ [M3].
Since the class-based contraction relation is well-founded, as stated by Prop-
erty 28, it follows by Newman’s Lemma (sometimes also called the diamond
Lemma, see [10]) that the procedure is globally confluent.
Theorem 32 (global confluence of the class-based AND-OR contraction rela-
tion). For all WF nets M , M1 and M2 it holds that if [M ] ∗ [M1] and [M ] ∗
[M2], then there is a WF net M3 such that [M1] ∗ [M3] and [M2] ∗ [M3].
An immediate consequence of this is that the result of the class-based AND-
OR reduction is unique.
Theorem 33 (unique result of class-based AND-OR reduction). Let [M1] and
[M2] be two results of the class-based AND-OR reduction of a WF net M , then
[M1] = [M2].
Proof. From global confluence, Theorem 32, it follows that there is a WF net
M3 such that [M1] 7 ∗ [M3] and [M2] 7 ∗ [M3]. However, by the definition of
the class-based AND-OR reduction, it also holds that there is no WF net M4
such that [M1] 7 [M4], and also no WF netM4 such that [M2] 7 [M4]. It then
follows that [M1] = [M2].
In an actual implementation of the reduction, the classes would be repre-
sented by actual WF nets. Therefore we define an alternative notion of AND-OR
reduction that operates on WF nets.
Definition 34 (net-based AND-OR reduction). A net-based AND-OR reduc-
tion of a WF net M is a WF net M ′ such that (1) M can be reduced to M ′ via
contractions that contract non-trivial subnets and (2) there is no contractible
non-trivial subnet in M ′′.
We can demonstrate a close relationship between the two types of AND-OR
reductions.
Theorem 35 (similarity of AND-OR reductions). Let M and M ′ be two WF
nets, then [M ′] is the result of applying the class-based AND-OR reduction to
M iff there is a WF net M ′′ such that M ′′ is the result of applying the net-based
AND-OR reduction to M and M ′′ ∼M ′.
Proof. We first consider the if -part. It is clear that if there is a series of con-
tractions that leads from M to M ′′, then [M ] 7 ∗ [M ′′]. Since there are no
contractible subnets in M ′′ of two nodes or more, it follows that only contrac-
tions of one-node subnets are possible, which leave the net isomorphic. And so,
there is no WF net M2 such that [M ′′] 7 [M2], since the class-based AND-OR
contraction is by definition irreflexive.
We now consider the only-if part. Assume that [M ] 7 ∗ [M ′]. This means
that [M0] 7 [M1] 7 . . . 7 [Mn] for some sequence of nets M0, M1, . . . , Mn
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where M0 ∼ M and Mn ∼ M ′. Then by using Lemma 30 on the genericity of
contraction, for each step in this sequence of class-based contractions it follows
that there is a series of net-based contractions that reduces some net M ′0 which
is isomorphic to M to a WF net M ′n which is isomorphic to M ′. Moreover,
each contraction between two classes will contract two nodes or more, and so
the same will hold for this series of net contractions. It remains to observe that
as there are no more non-trivial net contractions possible in M ′n which follows
from the fact that the class-based reduction stopped at [M ′] and M ′n ∼ M ′.
This completes the proof with M ′n being the postulated M ′′.
A direct consequence of Theorem 35 on the similarity of net-based and class-
based AND-OR reduction, and Theorem 33 on the uniqueness of the result of
the class-based AND-OR reduction, is that the result of the net-based AND-OR
reduction is unique up to isomorphism.
Theorem 36 (unique result of net-based AND-OR reduction). Let M1 and
M2 be two results of the net-based AND-OR reduction of a WF net M , then
M1 ∼M2.
Proof. Assume that M1 and M2 are both results of the net-based AND-OR
reduction of a WF net M . By Theorem 35 it follows that [M1] and [M2] are
both results of the class-based AND-OR reduction of M . From the uniqueness
of the result of the class-based reduction, as stated by Theorem 33, it follows
that [M1] = [M2], which implies M1 ∼M2.
5 Local confluence of the AND-OR contraction
relation
In this section we show the local confluence of the AND-OR contraction relation,
as stated by Theorem 25. To simplify the presentation of the proof, we will at
first restrict ourselves to contractions that do not involve input and output
nodes of the larger net, i.e., where S ∩ IM = S ∩ OM = ∅. It is easy to see
that for such contractions IM ′ = IM and OM ′ = OM if M ′ is the result of the
contraction, which simplifies the definition of the result of the contraction. We
will call such contractions internal contractions, and a well-nested WF net that
does not share input nor output nodes with the larger WF net will be called an
internal well-nested WF net. We will call an internal well-nested net that is of
one of the basic AND-OR classes internal AND-OR contractible. We let  int
denote the restriction of  where only internal contractions are used.
The restriction to internal contractions is interesting because the general
reduction process can be simulated by (1) taking the place or transition com-
pletion of the input net, (2) applying only internal contractions and (3) removing
the input an output place while making the nodes in the postset of the input
node the new input places and the nodes in the preset of the output place the
new output nodes. Each contraction in the reduction process on the original
WF net will then correspond to an internal contraction on the completed WF
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net, and vice versa. It follows that the result is then the place completion of
a single transition or a transition completion of a single place iff the result of
the reduction process on the original input WF net is a single place or a single
transaction.
Since in the remainder of this section we will talk mostly about internal
AND-OR contractions, we will refer to internal contractions, internal well-nested
subnets, and internal contractible nets simply as contractions, well-nested sub-
nets and contractible nets, respectively, unless stated otherwise.
To show local confluence, we will set out to prove that if there are two
subnets that are both contractible, then (1) the contraction of one does not
change the contractibility of the other one (although its structure might change
somewhat because of the contraction) and (2) the result of contracting the two
nets in either order results in the same WF net. This is straightforward to see if
the subnets are completely independent, i.e., they do not overlap and there are
no edges that connect a node in one subnet to a node in the other subnet. In
this case the contraction of one subnet does not change the other subnet or the
edges connected to it, and so does not change the contractibility. If the two
subnets are not completely independent we can distinguish four cases, which
are illustrated in Figure 6. In this figure we use clouds to indicate subnets and
rounded rectangles to represent nodes that can be either places or transitions.
S1 S2
 
n1 S2
 
S1 n2
  
n1 n2
(A) No overlap, but connected
S1 S2
 
S2 \ S1n1
 
S1 \ S2 n2
  
n1 n2
(B) Overlap, but not nested, different I/O type
S1 S2
 
S2 \ S1n1
 
S1 \ S2 n2
  
n3
(C) Overlap, but not nested, same I/O type
S1 S2
 
S1 \ S2 n2
 
n1
(D) Nesting
Figure 6: The four cases considered in the confluence proof
(A) The subnets S1 and S2 do not share nodes, but nodes in S1 are connected
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to nodes in S2: In this case the contraction of one subnet will not change
the other subnet, but it might change the edges connected to it. However,
as will be shown, this subnet will remain well-nested and therefore con-
tractible. Note that there might be multiple edges between S1 and S2, but
after contracting subnets defined by them into n1 and n2, there will be at
most one edge from n1 to n2, and vice versa.
(B) The subnets S1 and S2 overlap, but are not nested in one another and the
I/O type of the two nets is different : In this case the contraction of one
subnet, say M [S1], removes a part of S2. It must therefore be shown that
after the contraction the remainder of M [S2], i.e., the subnet S2 \ S1 is
a contractible net, i.e., it is well-nested and belongs to a basic AND-OR
class, or is already a one-node WF net, in which case no further contraction
is required. In fact, it will be shown that it will belong to the same basic
AND-OR class as M [S2]. Note that since M [S1] and M [S2] have different
I/O types, it follows that n1 and n2 have different types, which is required
in a Petri net for connected nodes.
It must also be shown that the final result with nodes n1 and n2 is the
same, independent of whether first S1 or first S2 is contracted. This means
that (a) the edges between n1 and n2 must be the same, (b) the edges
between n1 and nodes other than n2 must be the same and (c) the edges
between n2 and nodes other than n1 must be the same.
(C) The subnets S1 and S2 overlap, are not nested in one another and the I/O
type of the two nets is the same: In this case we contract in the second
step not just the subnet consisting of the remainder of the subnet that was
not contracted, say M ′[S2 \ S1], but the total of that remainder plus the
new node, which would be the subnet (S2 \ S1) ∪ {n1}. Therefore it must
be shown that this subnet is a contractible net. In fact, it will be shown
that it will belong to the same basic AND-OR class as M [S2]. Note that
sinceM [S1] andM [S2] have the same I/O type, we cannot simply contract
S2 \ S1 in M ′, since that would result in a node of the same type as n1.
It must also be shown that the final result with node n3 is the same,
independent of whether first S1 or first S2 is contracted. This means that
n3 must be participating in the same edges.
(D) The subnet S1 contains the subnet S2: The first option is to contract S1
into n1, in which case S2 completely disappears. The second option is to
contract S2 into n2. It will be shown that after this step the subnet defined
by of the remainder of S1 plus the new node n2, i.e., (S2 \ S1) ∪ {n2}, is
contractible in M ′. In fact, it will be shown that it will belong to the same
basic AND-OR class as M [S1] in the original workflow net.
It must also be shown that the final result with node n1 is the same,
independent of whether first S1 or first S2 is contracted. This means that
n1 must be participating in the same edges.
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In the following subsections we will discuss the necessary proofs for each of the
mentioned cases in detail.
5.1 Connected non-overlapping subnets
In this subsection we consider case (A) in Figure 6. Therefore, let us assume
that S1 and S2 are contractible subnets in a WF net M , and do not share
nodes, but are connected by edges. Let us also assume that M ′ is the result of
contracting S1 into the node n1 and M ′′ the result of contracting S2 into the
node n2. Recall that we need to show that (1) the contraction of S1 does not
affect the contractibility of S2 and (2) we get the same result by contracting
S1 and then S2 as with contracting S2 and then S1. This is captured by the
following two lemmas.
Lemma 37 (preservation of contractibility). The subnet S2 is contractible in
M ′.
Proof. Recall that a subnet S is contractible inM if the following two properties
hold: (C1) N is well-nested and (C2) M [S] is of a basic AND-OR type. Since
the contraction of S1 does not change the nodes of S2 or edges between them, it
is clear that M ′[S2] has the same places, transitions and edges as M [S2]. Also
the set of input nodes is the same, because if inM a node in S2 had an incoming
edge from outside S2, it will still have such an edge after the contraction, and for
internal subnets this defines whether a node is an input. By a similar argument
it holds that the set of output nodes remains the same. Since all the components
doe not change, it follows that (C2) is preserved for M ′[S2]. So it remains to
be shown that property (C1) is preserved.
Since we consider only internal subnets, it is sufficient to show that (1) for
all two edges (n2, n3) and (n4, n5) in M ′ such that n2, n4 6∈ S2 and n3, n5 ∈ S2,
there are also the edges (n2, n5) and (n4, n3) in M ′, and (2) for all two edges
(n2, n3) and (n4, n5) in M ′ such that n3, n5 6∈ S2 and n2, n4 ∈ S2, there are also
the edges (n2, n5) and (n4, n3) in M ′.
To show (1) we start with assuming that there are two edges (n2, n3) and
(n4, n5) in M ′ such that n2, n4 6∈ S2 and n3, n5 ∈ S2. Then, we consider the
three possible cases were (i) both n2 and n4 are equal to n1, (ii) only one of n2
and n4 is equal to n1 and (iii) both n2 and n4 are unequal to n1.
(i) It then follows that (n2, n3) = (n1, n3) = (n4, n3) and (n4, n5) = (n1, n5) =
(n2, n5), and so the edges (n4, n3) and (n2, n5) indeed also exist in M ′.
(ii) We can assume without loss of generality that n2 = n1 and n4 6= n1. The
reasoning is then as illustrated in Figure 7 (a). By definition of contraction
there is inM an edge (n4, n5) and an edge (n′2, n3) with n′2 an output node
of M [S1]. Since S2 is by assumption well-nested in M , there are therefore
also the edges (n′2, n5) and (n4, n3) in M . By the definition of contraction
it then follows that there are edges (n1, n5) and (n4, n3) in M ′.
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(iii) The reasoning is then as illustrated in Figure 7 (b). By definition of
contraction there are edges (n2, n3) and (n4, n5) in M . Since S2 is by
assumption well-nested in M , there are therefore also the edges (n2, n5)
and (n4, n3) in M . By the definition of contraction it then follows that
there are edges (n1, n5) and (n4, n3) in M ′.
The proof for (2) is similar, but with the direction of the edges reversed and
the roles of input and output nodes interchanged.
(a) n1
= n2
S2
n3
n5
n4
⇒ S1 S2n′2
n3
n5
n4
⇒ S1 S2n′2
n3
n5
n4
⇒ n1
= n2
S2
n3
n5
n4
(b) n1 S2
n2
n3
n5
n4
⇒ S1 S2
n2
n3
n5
n4
⇒ S1 S2
n2
n3
n5
n4
⇒ n1 S2
n2
n3
n5
n4
Figure 7: Illustration of proof of preservation of well-nestedness in case (A)
Lemma 38 (commutativity of contraction). Let M ′′1 be the result of first con-
tracting S1 into node n1 resulting in M ′1 followed by contracting S2 into node
n2, and let M ′′2 be the result of first contracting S2 into node n2 resulting in M ′2
followed by contracting S1 into node n1. Then M ′′1 = M ′′2 .
Proof. Clearly M ′′1 and M ′′2 will have the same set of nodes, namely (N \ (S1 ∪
S2)) ∪ {n1, n2}. The types of the nodes in M will not change, and the types of
n1 and n2 are also identical in M ′′1 and M ′′2 since they are determined by the
I/O type of M [S1] and M [S2] respectively, and this is not changed for M [S1]
by the contraction of M [S2] and vice versa.
That the edges are also the same in M ′′1 and M ′′2 can be shown as follows.
For edges in these nets between nodes in M it is clear that they are the same
since contractions preserve these. We therefore consider the remaining three
types of edges in these nets: (i) edges between n1 and n2, (ii) edges between n1
and nodes in M and (iii) edges between n2 and nodes in M .
(i) For both M ′′1 and M ′′2 it holds that they contain an edge (n1, n2) iff there
is an edge in M between an output node of M [S1] and an input node
of M [S2] in M . So it holds that M ′′1 contains the edge (n1, n2) iff M ′′2
contains it. By symmetry the same holds for the edge (n2, n1).
(ii) let n3 be a node inM . For bothM ′′1 andM ′′2 it holds that they contain the
edge (n1, n3) iff there is an edge in M between an output node of M [S1]
and n3. So it holds that M ′′1 contains the edge (n1, n3) iff M ′′2 contains it.
By a symmetrical argument the same holds for the edge (n3, n1).
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(iii) The argument is similar to that of the previous case, but with S1 and n1
replaced with S2 and n2, respectively.
5.2 Overlapping, but not nested, subnets with different
I/O types
In this subsection we consider case (B) in Figure 6. Therefore, we assume that
S1 and S2 are contractible subnets in M such that (i) they share nodes but
not so that one is entirely nested inside the other and (ii) the WF nets M [S1]
and M [S2] different I/O types. Let us also assume that M ′ is the result of
contracting S1 into the node n1 and M ′′ the result of contracting S2 into the
node n2. Recall that we need to show that (1) after contraction of S1 into n1,
the subnet S2 \S1 is contractible and (2) if we contract first S1 into n1 and then
S2 \ S1 into n2, the result is the same as when we contract first S2 into n2 and
then S1 \ S2 into n1.
The proof of (1) will be separated into smaller lemmas. Recall that a subnet
S is contractible inM if the following two properties hold: (C1) S is well-nested
in M and (C2) M [S] is of a basic AND-OR type. There will be a lemma that
shows (C1) forM ′[S2 \S1]. The property (C2) will be shown by a set of lemmas
that show that the defining properties of basic AND-OR nets are inherited by
M ′[S2 \ S1] if they hold for M [S2]. These properties are:
(i) I/O consistency,
(ii) the I/O type,
(iii) AND property,
(iv) OR property,
(v) acyclicity and
(vi) one-input one-output property.
Observe that (i) implies that M ′[S2 \ S1] is a WF net, as follows from Theo-
rem 18, which implies that every I/O consistent subnet of a WF net is a WF
net, and the fact M ′ is indeed a WF, as follows from Theorem 21, which states
that the result of a contraction in a WF net is again a WF net. The inheritance
of the properties (ii) through (vi) byM ′[S2 \S1] fromM [S2] shows that the WF
net M ′[S2 \ S1] is of the same basic AND-OR type as M [S2]. We now present
the lemmas that state that well-nestedness and each of the defining properties of
AND-OR nets are preserved. Note that for properties (i) and (ii) we have only
one lemma which states that the the type of the input nodes and of the output
nodes is preserved, and therefore implies that both (i) and (ii) are preserved.
For properties (iii) and (iv) we also have one lemma that proves the preservation
of each of the properties.
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Lemma 39 (preservation of well-nestedness). The subnet S2 \S1 is well-nested
in M ′.
Proof. We first show the well-nestedness for input nodes of M ′[S2 \ S1]. Since
S2 is an internal subnet, a node in S2 \ S1 is an input node of M ′[S2 \ S1] iff
there is in M ′ an edge that ends in that node and starts from a node not in
S2 \ S1. So we need to show that if there are two edges (n2, n3) and (n4, n5) in
M ′ such that n2, n4 6∈ S2 \S1 and n3, n5 ∈ S2 \S1, then there are edges (n2, n5)
and (n4, n3) in M ′. Let us assume that such (n2, n3) and (n4, n5) exist. We
consider the following four cases: (i) both n2 and n4 are equal to n1, (ii) only
one of n2 and n4 is equal to n1, (iii) neither n2 nor n4 are equal to n1.
(i) Since n2 = n1 = n4, it holds that (n4, n5) = (n1, n5) = (n2, n5) and
that (n2, n3) = (n1, n3) = (n4, n3). So it indeed follows that (n2, n5) and
(n4, n3) exist in M ′.
(ii) We can assume, without loss of generality, that n2 = n1 and n4 6= n1. The
reasoning that follows is illustrated in Figure 8 (a). Then, by definition
of contraction, there must be an output node n6 of M [S1] and an edge
(n6, n3) in M . We now distinguish two sub-cases, namely that (1) all
output nodes of M [S1] are in S1 ∩ S2 and (2) there is at least one output
nodes of M [S1] in S1 \ S2. We consider the two cases.
(1) If all output nodes ofM [S1] are in S1∩S2, then so must n6. Moreover,
it also then holds for all nodes in S1 \S2 that there is a path in M [S1]
from them to a node in S1∩S2. Take one such path, and take the first
edge (n7, n8) in that path where n7 ∈ S1 \ S2 and n8 ∈ S1 ∩ S2. Note
that such an edge must exist if the path goes from S1 \ S2 to S1 ∩ S2
and contains only nodes from S1. Then, by the well-nestedness of S2
in M , there is an edge (n4, n8) in M , since n8 and n5 are both input
nodes of M [N2]. Then, it follows that n8 is an input node of both
M [S1] and M [S2], because of the incoming edge (n4, n8). This leads
to a contradiction, since it is assume that the I/O types of M [S1] and
M [S2] are different, and so they cannot share input nodes.
(2) We can assume that n6 that is the output node of M [S1] in S1 \ S2.
Because of the well-nestedness of M [S1] there is an edge (n6, n3) in
M . It then follows from the well-nestedness of M [S2] that there are
also edges (n6, n5) and (n4, n3) in M . By the definition of contraction
it then follows that there are edges (n1, n5) and (n4, n3) in M ′. Since
n2 = n1, there is then also an edge (n2, n5) in M ′.
(iii) So we assume that n2 6= n1 and n4 6= n1. The reasoning that follows is
illustrated in Figure 8 (b). It follows there are edges (n2, n3) and (n4, n5)
in M . Since S2 is well-nested, there are edges (n2, n5) and (n4, n3) in M .
Since n2, n3, n4, n5 6∈ S1, such edges are also in M ′.
The proof for well-nestedness of the output nodes of M ′[S2 \ S1] is similar to
that of the input nodes, except that the direction of the edges is reversed and
the set of input nodes is replaced with the set of output nodes.
26
S2 \ S1n1
n3
n5
n4
n2
(b) ⇒ S1 S2
n3
n5
n4
n2
⇒ S1 S2
n3
n5
n4
n2
S2 \ S1n1
n3
n5
n4
n2
⇒
S2 \ S1n1
= n2
n3
n5
n4
(a)
⇒
S1 S2
n6 n3
n5
n4
Not all output nodes of M [S1] in S1 ∩ S2
⇒ S1 S2
n6 n3
n5
n4
S2 \ S1n1
= n2
n3
n5
n4
⇒
⇒
S1 S2
n6
n3
n5
n4
All output nodes of M [S1] in S1 ∩ S2
⇒ S1 S2
n6
n3
n5
n4
n8
n7
⇒ S1 S2 FALSE
n6
n3
n5
n4
n8
n7
Figure 8: Illustration of proof of preservation of well-nestedness in case (B)
Lemma 40 (preservation of I/O type). The input nodes and output nodes of
M ′[S2 \ S1] have the same type as the input nodes and output nodes of M [S2],
respectively.
Proof. We first consider input nodes. Assume n2 is an input node ofM ′[S2\S1],
then it will have inM ′ an incoming edge (n3, n2) with n3 6∈ S2 \S1. Then either
(i) n3 = n1 or (ii) n3 6= n1:
(i) Then inM [S1] there is an output node n4 and an edge (n4, n2). So the type
of n2 in M is the opposite of the I/O type of M [S1]. Since by assumption
the I/O type of M [S1] is the opposite of the I/O type of M [S2], it follows
that the type of n2 in M is the I/O type of M [S2], and since the type of
a node is not changed by contraction, the type of n2 in M ′ is also the I/O
type of M [S2].
(ii) It follows that this edge exists in M and therefore n2 is an input node of
M [S2]. Since the contraction does not change the type of nodes, the type
of n2 in M ′ is the same as the type of the input nodes of M [S2].
The argument for output nodes is similar, except that edges are reversed and
the set of input nodes is replaced with the set of output nodes.
Lemma 41 (preservation of the AND and the OR property). The net M ′[S2 \
S1] has the AND (OR) property if M [S2] has it.
Proof. We first consider the AND property, and of this first the restriction on
incoming edges. The proof proceeds by contradiction, so we start with assuming
that M [S2] has the AND property and M ′[S2 \ S1] does not have the AND
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property. We will show that it then follows that M [S2] does not have the AND
property.
IfM ′[S2 \S1] does not have the AND property, then inM ′[S2 \S1] there is a
place p such that (i) p has at least two incoming edges and is not an input place
or (ii) p is an input place and has an incoming edge (t, p). In case (i) these two
edges already existed in M , and so M [S2] does not have the AND property. In
case (ii) as an input place of an internally nested net p has in M ′ an incoming
edge (t′, p) with t′ 6∈ S2 \S1. It then holds that either (a) t′ 6= n1 or (b) t′ = n1.
We consider these two cases:
(a) Then (t′, p) exists in M and t′ 6∈ S1 ∪ S2. Since there was also an edge
(t, p) in M ′[S2 \ S1] with t ∈ S2 \ S1, which therefore also exists in M [S2],
it follows that p has in M [S2] at least two distinct incoming edges, and so
M [S2] does not satisfy the AND property.
(b) Then there is in M an edge (t′′, p) from an output transition t′′ of M [S1]
to p. It holds that (1) t′′ ∈ S1 ∩ S2 or (2) t′′ ∈ S1 \ S2. If (1) then (t′′, p)
exists in M [S2]. However, since there is the edge (t, p) in M ′[S2 \ S1] with
t ∈ S2 \ S1, which necessarily also exists in M [S2], it follows that in M [S2]
the place p has two distinct incoming edges, and therefore does not have
the AND property. If (2) then p is an input node in M [S2], since it has an
incoming edge in M starting from a node outside S2. However, as we just
saw in case (1), there is also an edge (t, p) in M [S2]. So, in M [S2] the place
p is an input node with an incoming edge, and therefore M [S2] does not
have the AND property.
The proof for the restriction on the outgoing edges is similar, except that the
direction of the edges is reversed and the sets of output places are replaced with
the sets of input places, and vice versa.
The proof for the preservation for the OR property is similar to that for
the AND property, except that places are replaced with transitions and vice
versa.
Lemma 42 (preservation of acyclicity). The net M ′[S2 \S1] is acyclic if M [S2]
is acyclic.
Proof. IfM ′[S2\S1] contains a cycle, then the edges of this cycle are also present
in M [S2], and so it would also contain a cycle.
Lemma 43 (preservation of one-input one-output property). The net M ′[S2 \
S1] is a one-input one-output net if M [S2] is a 11tAND or a 11pOR net.
Proof. We start with proving the one-input property. LetM [S2] be a 11tAND or
a 11pOR net. The proof proceeds by contradiction, so we assume thatM ′[S2\S1]
does not have the one-input property, i.e., there are two distinct nodes n2 and n3
in M ′[S2 \S1] with edges (n4, n2) and (n5, n3) in M ′ such that n4, n5 6∈ S2 \S1.
We then consider the following three cases for the nodes n4 and n5: (i) both are
equal to n1, (ii) one of them is equal to n1 and (ii) neither is equal to n1.
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(i) This case is illustrated in Figure 9 (a). In this case there must be inM [S1]
an output node n6 with edges (n6, n2) and (n6, n3) in M . Note that both
edges must exist, since S1 is assumed to be well-nested in M . We consider
the following two cases: (1) n6 ∈ S1 ∩ S2 and (2) n6 ∈ S1 \ S2:
(1) The WF netM ′[S2 \S1] is either a pWF net or a tWF net. In the first
case, it follows that n2 and n3 are places, since they are input nodes
of M ′[S2 \ S1] and n6 is a transition. By Lemma 40, the I/O type of
M ′[S2 \S1] is equal to that of M [S2], and so M [S2] must be a 11pOR
net, since by assumption it is either a 11pOR net or a 11tAND net.
But this is contradicted by the two distinct edges (n6, n2) and (n6, n3)
in M [S2], which violate the OR property in regard to the transition
t6. Similarly, if we assume that M ′[S2 \S1] is a tWF net, then we can
derive that M [S2] is a 11tAND net, but at the same time the edges
(n6, n2) and (n6, n3) violate the AND property.
(2) In this case n2 and n3 have in M incoming edges from outside S2,
and so are both input nodes of M [S2]. However, this contradicts the
assumption that M [S2] has the one-input property.
(ii) This case is illustrated in Figure 9 (b). Without loss of generality we can
assume that n5 = n1 and n4 6= n1. By Lemma 39 we know that S2 \ S1
is well-nested in M ′, and so the edge (n4, n2) implies the edge (n4, n3) in
M ′. Since both edges will also exist in M , it follows that n2 and n3 are
both input nodes ofM [S2]. However, this contradicts the assumption that
M [S2] has the one-input property.
(iii) This case is illustrated in Figure 9 (c). It proceeds the same as in the
previous case.
The one-output property can be shown to be preserved in a similar way, but
with the direction of the edges reversed and the sets of input places replaced by
the set of output places and vice versa.
This concludes the lemmas that show that (1) the well-nestedness of S2 in
M is preserved by S2 \ S1 in M ′ and (2) all the defining properties of basic
AND-OR nets are also preserved in M ′[S2 \ S1] if M [S2] had them. This leads
us to the following lemma.
Lemma 44 (preservation of contractibility). The subnet S2 \S1 is contractible
in M ′.
Proof. We can show the following three claims: (1) S2 \ S1 is well-nested in
M ′, (2) M ′[S2 \ S1] is a WF net and (3) M ′[S2 \ S1] belongs to the same basic
AND-OR class as M [S2].
(1) This follows from Lemma 39.
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S2 \ S1n1
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n4
S2 \ S1n1
= n5
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n4
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⇒
S1 S2
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⇒
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⇒
S1 S2n6
n2
n3
M ′[S2 \ S1] is a pWF net
FALSE
⇒
S1 S2n6
n2
n3
M ′[S2 \ S1] is a tWF net
FALSE
Figure 9: Illustration of proof of preservation of one-input and one-output prop-
erties in case (B)
(2) It follows from Lemma 40 (preservation of I/O type) thatM ′[S2 \S1] is I/O
consistent. It then follows that M ′[S2 \ S1] is a WF net, by Theorem 18,
which states that every I/O-consistent subnet of a WF net is a WF net, and
the fact M ′ is indeed a WF net, as follows from Theorem 21, which states
that the result of a contraction in a WF net is again a WF net.
(3) This claim follows from the observation that all defining properties of basic
AND-OR nets are preserved byM ′[S2\S1] if they were satisfied byM [S2], as
is shown by Lemma 40 (preservation of I/O type), Lemma 41 (preservation
of the AND and OR properties), Lemma 42 (preservation of acyclicity) and
Lemma 43 (preservation of one-input and one-output properties).
We now turn to the question if the order of contractions of S1 and S2 in-
fluences the final result. Before we proceed to the lemma that states this, we
present two auxiliary lemmas.
Lemma 45 (no edges from external nodes to nodes in intersection). In M there
are no edges from a node outside S1 ∪ S2 to a node in S1 ∩ S2.
Proof. If such an edge exists, then its end node is an input node of both M [S1]
and M [S2], but this contradicts the assumption that the I/O types of M [S1]
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and M [S2] are different.
Lemma 46 (shifting of edges). There is in M an edge from a node in S1 \ S2
to a node in S2 iff there is in M an edge from a node in S1 to a node in S2 \S1.
Proof. We first consider the if -part of the claim. We start with assuming there
is in M an edge (n3, n4) with n3 ∈ S1 and n4 ∈ S2 \ S1. If n3 6∈ S2 then the
edge (n3, n4) is indeed an edge from S1 \ S2 to S2. So we proceed under the
assumption that n3 ∈ S2, and therefore n3 ∈ S1 ∩ S2. We now consider the
cases (i) all output nodes of M [S1] are in S1 ∩ S2 and (ii) there is an output
node of M [S1] in S1 \ S2:
(i) Since M [S1] is well-connected, and because there is at least one node in
S1 \S2, as S1 is not nested in S2, there must be in M [S1] a path from that
node to an output node in S1 ∩S2. It follows that there is in that path an
edge from a node in S1 \ S2 to a node in S1 ∩ S2.
(ii) Let this output node of M [S1] in S1 \S2 be n5. Since n3 is also an output
node of S1 with the edge (n3, n4) to a node outside S1, it follows from the
well-nestedness of S1 in M that there is also the edge (n5, n4), which is
from a node in S1 \ S2 to S2.
The proof for the only-if -part of the claim is similar, but with the directions
of the edges reversed and the roles of input nodes and output nodes interchanged.
Lemma 47 (commutativity of contraction). Let M ′′1 be the result of first con-
tracting S1 into node n1 resulting in M ′1 followed by contracting S2 \ S1 into
node n2, and let M ′′2 be the result of first contracting S2 into node n2 resulting
in M ′2 followed by contracting S1 \ S2 into node n1. Then M ′′1 = M ′′2 .
Proof. The WF nets M ′′1 and M ′′2 have the same sets of nodes, since in both
cases all the nodes of S1 and S2 are removed, and the new nodes n1 and n2 are
added. The types and interconnections of the preserved nodes are not changed
by contractions. In addition, the types of n1 and n2 will in both cases be the
same, which can be shown as follows. Consider the type of n1, which is either
equal to the I/O type of M [S1], if this is contracted first, or the I/O type of
M ′[S1 \ S2], if M [S2] is contracted first, but by Lemma 40 it follows that these
are the same. By a similar argument, with S1 and S2 interchanged, it can be
shown that the type of n2 is in both cases the same.
Since we are only considering internal contractions, the sets of input and
output nodes will not change and therefore be in both M ′′1 and M ′′2 identical to
those in M .
So what remains to be shown is that in M ′′1 and M ′′2 the nodes n1 and n2
have (1) the same incoming and outgoing edge and (2) the same edges between
them.
(1) We first consider incoming edges. Assume that in M ′′1 there is an edge
(n3, n1) with n3 6= n2. It follows there is in M an edge (n3, n4) with n4 an
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input node of M [S1]. By Lemma 45 we know that n4 6∈ S1 ∩ S2. It follows
that n4 ∈ S1 \ S2, and so the edge (n3, n1) will be created when S1 \ S2
is contracted. It follows that this edge exists in M ′′2 . By symmetry it also
holds that every incoming edge of n2 in M ′′2 also exists in M ′′1 .
The proof for outgoing edges is similar, except that the edges are reversed
an the sets of input nodes are interchanged with sets of output nodes.
(2) We first consider edges from n1 to n2. Assume there is an edge (n1, n2) in
M ′′1 . Then there is in M an edge from a node in S1 to a node in S2 \ S1.
By Lemma 46 it follows that there is in M an edge from a node in S1 \ S2
to a node in S2. Then there will be an edge (n1, n2) in M ′′2 . By symmetry
it also holds that if there is an edge (n1, n2) in M ′′2 , then there is also an
edge (n1, n2) in M ′′1 .
The proof for edges from n2 to n1 proceeds analogously.
5.3 Overlapping, but not nested, subnets with identical
I/O types
In this subsection we consider case (C) in Figure 6. Therefore, we assume that
S1 and S2 are contractible subnets in a WF netM such that (i) they share nodes
but not so that one is entirely nested inside the other and (ii) their associated
WF netsM [S1] andM [S2] have the same I/O type. Let us also assume thatM ′
is the result of contracting S1 into the node n1 andM ′′ the result of contracting
S2 into the node n2. Recall that we need to show that (1) after contraction of
S1 into n1, the subnet (S2 \S1)∪{n1} is contractible and (2) if we contract first
S1 into n1 and then (S2 \ S1)∪ {n1} into n3, the result is the same as when we
contract first S2 into n2 and then (S1 \ S2) ∪ {n2} into n3.
Like in the previous subsection, the proof of (1) will consist of a list of
lemmas that show that the different properties that define contractibility are
all preserved for (S2 \ S1) ∪ {n1} by the contraction of S1. We start with the
property of well-nestedness, and then move on to the defining properties of WF
nets and basic AND-OR nets, and close of with a lemma showing (2).
Lemma 48 (preservation of well-nestedness). The subnet (S2 \ S1) ∪ {n1} is
well-nested in M ′.
Proof. This proof is similar to that of Lemma 39. We first show the well-
nestedness for input nodes of M ′[(S2 \ S1) ∪ {n1}]. For that we need to show
that if there are two edges (n2, n3) and (n4, n5) in M ′ such that n2, n4 6∈ (S2 \
S1) ∪ {n1} and n3, n5 ∈ (S2 \ S1) ∪ {n1}, then there are edges (n2, n5) and
(n4, n3) inM ′. Let us assume that such (n2, n3) and (n4, n5) exist. We consider
the following four cases: (i) both n3 and n5 are equal to n1, (ii) only one of n3
and n5 is equal to n1, (iii) neither n3 nor n5 is equal to n1.
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(i) Since n3 = n1 = n5, it holds that (n4, n5) = (n4, n1) = (n4, n3) and
that (n2, n3) = (n2, n1) = (n2, n5). So it indeed follows that (n2, n5) and
(n4, n3) exist in M ′.
(ii) We can assume, without loss of generality, that n3 = n1 and n5 6= n1. The
reasoning that follows is illustrated in Figure 10. Then, by definition of
contraction, there must be an input node n6 ofM [S1] and an edge (n2, n6)
in M . We now distinguish two sub-cases, namely that (1) all input nodes
of M [S1] are in S1 \ S2 and (2) there is at least one input node of M [S1]
in S1 ∩ S2. We consider the two cases.
(1) If all input nodes of M [S1] are in S1 \ S2, then so must n6. Moreover,
it also then holds for all nodes in S1∩S2 that there is a path in M [S1]
to them from a node in S1 \S2. Take one such path, and take the first
edge (n7, n8) in that path where n7 ∈ S1 \ S2 and n8 ∈ S1 ∩ S2. Note
that such an edge must exist if the path goes from S1 \ S2 to S1 ∩ S2
and contains only nodes from S1. Then, by the well-nestedness of S2
in M , there is an edge (n4, n8) in M , since n8 and n5 are both input
nodes of M [S2]. Then, it follows that n8 is an input node of M [S1],
but this contradicts the assumption that all input nodes of M [S1] are
in S1 \ S2, so leads to a contradiction.
(2) Because of the well-nestedness of S2 inM , there are also edges (n2, n5)
and (n4, n6) inM . By the definition of contraction it then follows that
there are edges (n2, n5) and (n4, n1) in M ′. Since n3 = n1, there is
then also an edge (n4, n3) in M ′.
(iii) So we assume that n3 6= n1 and n5 6= n1. The reasoning that follows is
identical to that for the corresponding case (iii) in the proof for Lemma 39
and is illustrated equally in Figure 8 (b).
The proof for well-nestedness of the output nodes of M ′[(S2 \ S1) ∪ {n1}] is
similar to that of the input nodes, except that the direction of the edges is
reversed and the set of input nodes is replaced with the set of output nodes.
Lemma 49 (preservation of I/O type). The input nodes and output nodes of
M ′[(S2 \ S1)∪ {n1}] have the same type as the input nodes and output nodes of
M [S2], respectively.
Proof. We first consider input nodes. Assume n2 is an input node of M ′[(S2 \
S1) ∪ {n1}], then it will have in M ′ an incoming edge (n3, n2) with n3 6∈ (S2 \
S1) ∪ {n1}. Then either (i) n2 ∈ S2 \ S1 or (ii) n2 = n1:
(i) Then this edge already existed in M , and so n2 is an input node in M [S2].
Since the type of a node is not changed by contraction, it follows that the
type of n2 is equal to the I/O type of M [S2].
(ii) By the definition of contraction the type of n1 is the I/O type of M [S1],
which is by assumption equal to the I/O type of M [S2]. It follows that
the type of n2 = n1 is equal to the I/O type of M [S2].
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Figure 10: Illustration of proof of preservation of well-nestedness in case (C)
The argument for output nodes is similar, except that edges are reversed and
the set of input nodes is replaced with the set of output nodes.
Before we proceed with the lemma for the preservation of the AND and OR
properties, we introduce an auxiliary lemma about the relationship between S1
and S2.
Lemma 50 (edges only via intersection). There cannot be edges in M between
nodes in S1 \ S2 and nodes in S2 \ S1.
Proof. If there is such an edge, then its starting node is an output node of one
net, and the end node an input node of the other net. Since these nodes must
have different types in a Petri net, it follows that the I/O types of two nets are
different, but this contradicts the assumption that they are the same.
Lemma 51 (preservation of the AND and the OR property). The net M ′[(S2 \
S1) ∪ {n1}] has the AND (OR) property if M [S2] has the AND (OR) property.
Proof. We first consider the AND property, and of this first the restriction on
incoming edges. The proof proceeds by contradiction, so we start with assuming
that M [S2] has the AND property and M ′[(S2 \ S1) ∪ {n1}] does not have the
AND property. We will show that it then follows that M [S2] does not have the
AND property.
If M ′[(S2 \ S1) ∪ {n1}] does not have the AND property, then in M ′[(S2 \
S1) ∪ {n1}] there is a place p that violates the AND property. We distinguish
two cases: (i) p ∈ S2 \ S1 or (ii) p = n1.
(i) The node p can violate the AND property in four ways: (a) it has two
distinct incoming edges from nodes in S2 \ S1, (b) it has in M ′[(S2 \
S1) ∪ {n1}] an incoming edge from a node in S2 \ S1 and an incoming
edge from n1, (c) it is an input node of M ′[(S2 \ S1) ∪ {n1}] and has in
M ′[(S2 \S1)∪ {n1}] an incoming edge from a node in S2 \S1 and (d) it is
an input node of M ′[(S2 \ S1) ∪ {n1}] and has in M ′[(S2 \ S1) ∪ {n1}] an
incoming edge from n1.
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(a) In this case these two edges also exist in M [S2], and so M [S2] does
not have the AND property.
(b) Let (t′, p) be the incoming edge from S2 \ S1. Since there is an edge
(n1, p) in M ′, there is in M an edge (t′′, p) from an output transition
t′′ of M [S1] to p. By Lemma 50 it holds that t′′ ∈ S1 ∩ S2. It follows
that (t′′, p) exists in M [S2]. However, since there is the edge (t′, p) in
M ′[S2 \ S1] with t′ ∈ S2 \ S1, which necessarily also exists in M [S2],
it follows that in M [S2] the place p has two distinct incoming edges,
and therefore M [S2] does not have the AND property.
(c) If p is an input node of M ′[(S2 \ S1) ∪ {n1}] and pinS2 \ S1, then it
is also an input node of M [S2], since we consider internal contractions
and an incoming edge inM ′ from outside (S2\S1)∪{n1} is necessarily
also present in M . The postulated incoming edge in M ′ from a node
in S2 \S1 is also necessarily present in M [S2]. It follows that in M [S2]
the node p is an input node and has an incoming edge and so the
subnet does not have the AND property.
(d) Since there is an edge (n1, p) in M ′, there is in M an edge (t′′, p) from
an output transition t′′ of M [S1] to p. By Lemma 50 the node t′′
must be in S1 ∩ S2. It follows that in M [S2] the node p is an input
node and has an incoming edge and so the subnet does not have the
AND property.
(ii) The node p = n1 can violate the AND property in two ways: (a) it has
two distinct incoming edges from nodes in S2 \ S1 and (b) it is an input
node of M ′[(S2 \ S1) ∪ {n1}] and has in M ′[(S2 \ S1) ∪ {n1}] an incoming
edge from a node in S2 \ S1.
(a) Let the two distinct incoming edges from nodes in S2 \ S1 be (n2, p)
and (n3, p). Then, by the definition of contraction, and since S1 is
well-nested in M , there is an input node n4 of M [S1] with two edges
(n2, n4) and (n3, n4) in M . By Lemma 50 the node n4 must be in
S1 ∩ S2. But then n4 has two distinct incoming edges in M [S2], and
so M [S2] would not have the AND property.
(b) Let (n2, n1) be an edge that makes n1 an input node of M ′[(S2 \S1)∪
{n1}], which mus exist since we consider internal contractions, and so
n2 6∈ (S2 \S1)∪{n1}. Let (n3, n1) be the edge in M ′[(S2 \S1)∪{n1}]
such that n3 ∈ S2 \ S1. From the definition of contraction it follows
that there is an input node n4 of M [S1], with an edge (n3, n4) in M .
Because S1 is well-nested in M , there is also an edge (n2, n4) in M .
By Lemma 50, the node n4 must be in S1 ∩ S2. But then n4 is both
an input node of M [S2], because of (n2, n4), and has in M [S2] an
incoming edge, namely (n3, n4). Therefore M [S2] does not have the
AND property.
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The proof for the restriction on the outgoing edges is similar, except that the
direction of the edges is reversed and the sets of output places are replaced with
the sets of input places, and vice versa.
The proof for the preservation for the OR property is similar to that for
the AND property, except that places are replaced with transitions and vice
versa.
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Figure 11: Illustration of proof of preservation of acyclicity
We continue with the lemma that shows the preservation of acyclicity. Note
that the premise of this lemma is stronger then in its analogue in case (B),
Lemma 42. It not only requires M [S2] to be acyclic, but to be either a 11tAND
net or a pAND net.
Lemma 52 (preservation of acyclicity). The net M ′[(S2 \S1)∪{n1}] is acyclic
if M [S2] is a 11tAND net or a pAND net.
Proof. The proof proceeds by contradiction, so we assume that there is a cycle
in M ′[(S2 \ S1) ∪ {n1}], and then show that it follows that there is a cycle in
M [S2]. So let us assume that there is a cycle in M ′[(S2 \S1)∪ {n1}]. It is clear
that if the cycle does not contain n1, then this cycle is also present in M [S2],
so we continue under the assumption that n1 is contained in the cycle. We can
assume that n1 appears exactly once in the cycle, since if a cycle with multiple
occurrences of n1 exist, then there is also one with exactly one occurrence. In
this cycle there must be an edge that leaves n1, say (n1, n3), and an edge that
arrives in n1, say (n4, n1). Note that there is in M ′[S2 \ S1] a path from n3 to
n4, or that these nodes are the same node.
Let us now consider the situation in M . Since there are edges (n1, n3) and
(n4, n1) in M ′, there must in M be edges (n2, n3) and (n4, n5), with n2 an
output node of M [S1] and n5 an input node of M [S1]. By Lemma 50 it holds
that n2, n5 ∈ S1 ∩S2. Moreover, since S1 is well-nested in M there are edges to
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n3 from every output node of M [S1] and from n4 to every input node of M [S1].
We can pick n2 and n5 such that there is in M [S1] a path from n5 to n2, which
must possible since M [S1] is well-connected. If this path contains only nodes
from S1 ∩ S2, then there is a cycle in M [S2] that consists of the edge (n2, n3),
the path from n3 to n4, the edge from n4 to n5 and finally the path from n5 to
n2. So we continue under the assumption that the path from n5 to n2 contains
at least one node from S1 \ S2. This situation is illustrated in Figure 11 (a). In
the path from n5 to n2 we consider two special edges: the edge (n6, n7) that is
the first edge that goes from a node in S1 ∩ S2 to a node in S1 \ S2, and the
edge (n8, n9) that is the last edge that goes from a node in S1 \ S2 to a node in
S1 ∩ S2. These edges must exist, since by Lemma 50 the nodes n2 and n5 are
in S1 ∩ S2. Note that the section of the path between n7 and n8 contains only
nodes from S1, but some of those might be in S1 ∩S2. Also note that the paths
from n9 to n2, and from n5 to n6, contain only nodes in S1 ∩ S2.
Since M is a well-connected, there must for every node in S1 ∪ S2 be a
path from an input node of M to that node. Moreover, since S1 and S2 are
internal subnets, that path contains at least one edge. Taken one such path
and let (n10, n11) be the first edge in that path such that n10 6∈ S1 ∪ S2 and
n11 ∈ S1 ∪S2. It then must hold that (i) n11 ∈ S2 or (ii) n11 ∈ S1. We consider
the two cases:
(i) This case is illustrated in Figure 11 (b). Since S2 is well-nested inM , there
is an edge (n10, n9) in M as n9 is an input node of M [S2]. But then n9
is also an input node of M [S1] since it has an incoming edge from outside
S1. Since S1 is well-nested in M , and n5 is an input node of M [S1], there
must then be an edge (n4, n9) in M . It follows that there must be cycle
in M [S2] through the nodes n2, n3, n4, n5 and n9.
(ii) This case is illustrated in Figure 11 (c) and (d), where (c) shows the sub-
case whereM [S2] is a 11tAND net and (d) shows the sub-case whereM [S2]
is a pAND net. We consider these two sub-cases:
M [S2] is a 11tAND net: Since S1 is well-nested in M , and n5 is an
input node of M [S1], there is an edge (n10, n5) in M . Because of this
edge, n5 is also an input node of S2. Since n9 is also an input node
of S2, and M [S2] has exactly one input node, it follows that n5 = n9.
Then, the path in S2 that goes through the nodes n2, n3, n4, n5 and
n9, is in fact a cycle.
M [S2] is a pAND net: As in the previous sub-case, we derive that n5 is
an input node of S2. But then n5 violates the AND property since it
is both an input node of M [S2] and has in M [S2] an incoming edge,
which contradicts the assumption that M [S2] is a pAND net.
Lemma 53 (preservation of one-input one-output property). The net M ′[(S2 \
S1) ∪ {n1}] is a one-input one-output net if M [S2] is a one-input one-output
net.
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Proof. We start with proving the one-input property. The proof proceeds by
contradiction, so we start with assuming that M ′[(S2 \ S1) ∪ {n1}] does not
have the one-input property, i.e., there are two distinct nodes n3 and n5 in
M ′[(S2 \ S1) ∪ {n1}] with edges (n2, n3) and (n4, n5) in M ′ such that n2, n4 6∈
(S2 \S1)∪{n1}. We then consider the following two cases for the distinct nodes
n3 and n5: (i) one of them is equal to n1 and (ii) neither is equal to n1.
(i) This case is illustrated in Figures 12 (a). Without loss of generality, we can
assume that n5 = n1 and n3 6= n1. By definition of contraction, there is
then in M a node n6 that is an input node of M [S1] and an edge (n4, n6).
We consider the cases (1) all input nodes of M [S1] are in S1 \ S2 and (2)
there is at least one input node of M [S1] that is in S1 ∩ S2:
(1) Because M [S1] is well-connected, the nodes in S1 ∩ S2 must be reach-
able via a path from an input node of M [S1] in S1 \ S2. Take one
such path, and consider the first edge (n7, n8) on that path such that
n7 ∈ S1 \ S2 and n8 ∈ S1 ∩ S2. It follows that n8 is an input node of
M [S2], because it has an incoming edge from outside S2. The node
n3 is also an input node of M [S2] because of the edge (n2, n3). Since
n8 ∈ S1 ∩ S2 and n3 ∈ S2 \ S1, they are distinct nodes, and so M [S2]
does not have the one-input property.
(2) Because S1 is well-nested in M , we can reassign n6 such that it is in
S1 ∩ S2 and still has an incoming edge from n4. It then follows that
n6 is an input node of M [S2], as well as n3. Since n6 ∈ S1 ∩ S2 and
n3 ∈ S2 \ S1, they are distinct nodes, and so M [S2] does not have the
one-input property.
(ii) This case is illustrated in Figures 12 (b). It follows that n3 and n5 are input
nodes of M [S2], but then M [S2] does not have the one-input property.
The one-output property can be shown to be preserved in a similar way, but
with the direction of the edges reversed and the sets of input places replaced by
the sets of output places and vice versa.
This concludes the lemmas that show that (1) the well-nestedness of S2 in
M is preserved by S2 \ S1 in M ′ and (2) all the defining properties of basic
AND-OR nets are also preserved in M ′[S2 \ S1] if M [S2] had them. This leads
us to the following lemma.
Lemma 54 (preservation of contractibility). The subnet (S2 \ S1) ∪ {n1} is
contractible in M ′.
Proof. The proof proceeds analogous to that of Lemma 44, which show preser-
vation of contractibility for case (B). We show the following three claims: (1)
M ′[(S2 \S1)∪{n1}] is well-nested, (2) M ′[(S2 \S1)∪{n1}] is a WF net and (3)
M ′[(S2 \S1)∪ {n1}] belongs to the same basic AND-OR class as M [S2]. Claim
(1) follows from Lemma 48. Claim (2) follows from Lemma 49 (preservation of
I/O type), Theorem 18 (every I/O-consistent subnet of a WF net is a WF net)
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Figure 12: Illustration of proof of preservation of the one-input and one-output
properties in case (C)
and Theorem 21 (the result of a contraction in a WF net is a WF net). Claim
(3) follows from the preservation of the AND-OR defining properties of M [S2]
by M ′[(S2 \ S1) ∪ {n1}], as stated by Lemma 49 (preservation of I/O type),
Lemma 51 (preservation of the AND and OR properties), Lemma 52 (preser-
vation of acyclicity) and Lemma 53 (preservation of one-input and one-output
properties).
We now turn to the question if the order of contractions of S1 and S2 influ-
ences the final result.
Lemma 55 (commutativity of contraction). Let M ′′1 be the result of first con-
tracting S1 into node n1 resulting in M ′1 followed by contracting (S2 \S1)∪{n1}
into node n3, and let M ′′2 be the result of first contracting S2 into node n2
resulting in M ′2 followed-by contracting (S1 \ S2) ∪ {n2} into node n3. Then
M ′′1 = M
′′
2 .
Proof. The WF nets M ′′1 and M ′′2 have the same sets of nodes, since in both
cases all the nodes of S1 and S2 are removed, and the new node n3 is added.
The types of the preserved nodes are not changed by contractions. In addition,
the type of n3 will in both cases be the same, which can be shown as follows. In
M ′′1 the type of n3 is the I/O type of M ′1[(S2 \ S1)∪ {n1}], which by Lemma 49
is the I/O type of S2 in M . Similarly, in M ′′2 the type of n3 is equal to the I/O
type of S1. Since the I/O types of S1 and S2 are assumed to be the same, the
type of n3 in M ′′1 and in M ′′2 is also the same.
39
Since we are only considering internal contractions, the sets of input and
output nodes will not change, and therefore be in both M ′′1 and M ′′2 identical
to those in M .
So what remains to be shown is that in M ′′1 and M ′′2 the node n3 has the
same incoming and outgoing edges. For incoming edges it is easy to see that
in both M ′′1 and M ′′2 it holds that an edge (n4, n3) exists iff n4 6∈ S1 ∪ S2 and
there is a node n5 ∈ S1 ∪ S2 such that the edge (n4, n5) exists in M . A similar
argument, but with the direction of the edges reversed, can be made for outgoing
edges.
5.4 Nested subnets
In this subsection we consider case (D) in Figure 6. Therefore, we assume that
S1 and S2 are contractible subnets in a WF net M such that S2 ⊆ S1. Let us
also assume that M ′ is the result of contracting S2 into the node n2 and M ′′ is
the result of contracting S1 into the node n1. Recall that we need to show that
(1) after contraction of S2 into n2, the subnet (S1 \S2)∪{n2} is contractible in
M ′ and (2) if we contract first S2 into n2 and then (S1 \S2)∪{n2} into n1, the
result is the same as when we contract first S1 into n1.
Like in the previous subsection, the proof of (1) will consists of a list of
lemmas that show that the different properties that define contractibility are all
preserved for subnet (S1 \ S2) ∪ {n2} by the contraction of S2. We start with
the property of well-nestedness, and then move on to the defining properties of
WF nets and basic AND-OR nets, and close of with a lemma showing (2).
Lemma 56 (preservation of well-nestedness). The subnet (S1 \ S2) ∪ {n2} is
well-nested in M ′.
Proof. This proof proceeds the same as for the analogous Lemma 48 for case
(C), except that S1 and S2 reverse roles and n1 is replaced with n2. This is
because that proof does in fact not use the assumptions that the nets are not
nested and that their I/O types are the same.
Lemma 57 (preservation of I/O type). The input nodes and output nodes of
M ′[(S1 \ S2)∪ {n2}] have the same type as the input nodes and output nodes of
M [S2], respectively.
Proof. This proof proceeds the same as for the analogous Lemma 49 for case
(C), except that S1 and S2 reverse roles and n1 is replaced with n2. This is
because that proof does not use the assumptions that the nets are not nested
and that their I/O types are the same.
Lemma 58 (preservation of the AND and the OR property). The net M ′[(S1 \
S2) ∪ {n2}] has the AND (OR) property if M [S1] has the AND (OR) property.
Proof. This proof proceeds the same as for the analogous Lemma 51 for case
(C), except that (1) S1 and S2 reverse roles and n1 is replaced with n2 and (2)
wherever it uses Lemma 50, which states that there are no edges between nodes
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in S1 \ S2 and nodes in S2 \ S1, this is replaces with the observation that by
assumption there are no nodes in S2 \ S1. This works because that proof does
not use the assumptions that the nets are not nested and that their I/O types
are the same.
Lemma 59 (preservation of acyclicity). The net M ′[(S1 \S2)∪{n2}] is acyclic
if M [S1] is acyclic.
Proof. The proof proceeds by contradiction, so we assume that there is a cycle
in M ′[(S1 \ S2) ∪ {n2}], and then show that it follows that there is a cycle in
M [S1]. So let us assume that there is a cycle in M ′[(S1 \ S2) ∪ {n2}]. It is
clear that if the cycle does not contain n2, this cycle is also present in M [S1],
so we continue under the assumption that n2 is contained in the cycle. We can
assume that n2 appears exactly once in the cycle, since if a cycle with multiple
occurrences of n2 exist, then there is also one with exactly one occurrence. In
this cycle there must be an edge that leaves n2, say (n2, n3), and an edge that
arrives in n2, say (n4, n2). Note that there is in M ′[S1 \ S2] a path from n3 to
n4, possibly consisting of only one node, in which case these nodes are one and
the same.
Since M [S2] is a WF net, it will contain a path from an input node, say
n5, to an output node, say n6. By the definition of contraction, and since S2
is well-nested in M , it follows that there are edges (n4, n5) and (n6, n3) in M .
It then follows that there is a cycle in M [S1] through the nodes n3, n4, n5 and
n6.
Lemma 60 (preservation of one-input one-output property). The net M ′[(S1 \
S2) ∪ {n2}] is a one-input one-output net if M [S1] is a one-input one-output
net.
Proof. This proof proceeds the same as for the analogous Lemma 53 for case
(C), except that S1 and S2 reverse roles and n1 is replaced with n2. This is
because that proof does not use the assumptions that the nets are not nested
and that their I/O types are the same.
This concludes the lemmas that show that (1) the well-nestedness of M [S2]
is preserved by M ′[S2 \S1] and (2) all the defining properties of basic AND-OR
nets are also preserved in M ′[S2 \ S1] if M [S2] had them. This leads us to the
following lemma.
Lemma 61 (preservation of contractibility). The subnet (S1 \ S2) ∪ {n2} is
contractible in M ′.
Proof. The proof proceeds analogous to that of Lemma 61, which shows preser-
vation of contractibility for case (C). We show the following three claims: (1)
M ′[(S1 \S2)∪{n2}] is well-nested, (2) M ′[(S1 \S2)∪{n2}] is a WF net and (3)
M ′[(S1 \S2)∪ {n2}] belongs to the same basic AND-OR class as M [S1]. Claim
(1) follows from Lemma 56. Claim (2) follows from Lemma 57 (preservation of
I/O type), Theorem 18 (every I/O-consistent subnet of a WF net is a WF net)
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and Theorem 21 (the result of a contraction in a WF net is a WF net). Claim
(3) follows from the preservation of the AND-OR defining properties of M [S2]
by M ′[(S1 \ S2) ∪ {n2}], as stated by Lemma 57 (preservation of I/O type),
Lemma 58 (preservation of the AND and OR properties), Lemma 59 (preser-
vation of acyclicity) and Lemma 60 (preservation of one-input and one-output
properties).
We now turn to the question if the order of contractions of S1 and S2 influ-
ences the final result.
Lemma 62 (commutativity of contraction). Let M ′′1 be the result of contracting
S1 into node n1, and let M ′′2 be the result of first contracting S2 into node n2
resulting in M ′ followed by contracting (S1 \ S2) ∪ {n2} into node n1. Then
M ′′1 = M
′′
2 .
Proof. The WF nets M ′′1 and M ′′2 have the same sets of nodes, since in both
cases all the nodes of S1 and S2 are removed, and the new node n1 is added.
The types of the preserved nodes are not changed by contractions. In addition,
the type of n1 will in both cases be the same, which can be shown as follows.
In M ′′1 the type of n1 is the I/O type of S1. Similarly, in M ′′2 the type of n1 is
equal to the I/O type of M ′[(S1 \S2)∪{n2}], which by Lemma 57 has the same
I/O type as M [S1].
Since we are only considering internal contractions, the sets of input and
output nodes will not change, and therefore be in both M ′′1 and M ′′2 identical
to those in M .
So what remains to be shown is that in M ′′1 and M ′′2 the node n1 has the
same incoming and outgoing edges. For incoming edges it is easy to show that
in both M ′′1 and M ′′2 it holds that an edge (n3, n1) exists iff n3 6∈ S1 ∪ S2 and
there is a node n4 ∈ S1 ∪ S2 such that the edge (n3, n4) exists in M . A similar
argument, but with the direction of the edges reversed, can be made for outgoing
edges.
5.5 Combining all cases
In the preceding subsections it was shown for the cases (A), (B), (C) and (D)
from Figure 6 that for internal contractions we have local confluence. We now
combine these results to show that this holds in general for every two internal
AND-OR contractions.
Theorem 63 (local confluence of the internal AND-OR contraction relation).
Given a WF net M and two AND-OR contractions M  int M ′1 and M  int
M ′2, there is a WF net M ′′ such that M ′1  ∗int M ′′ and M ′2  ∗int M ′′.
Proof. Let M [S1] and M [S2] be the subnets of M that were contracted for
M  int M ′1 and M  int M ′2, respectively. The easiest case to consider is the
case where these nets to do not share nodes and are not connected by edges.
In that case, the contraction of one net does not influence the other subnet or
its connected edges, and so each of M [S1] and M [S2] will stay contractible if
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the other is contracted, and the final result after contracting both nets does not
depend upon the order of contraction.
The remaining cases where defined in the beginning of this section, and for
convenience we recall them here. In each case the following holds forM [S1] and
M [S2]:
(A) They do not share nodes, but there are edges from nodes in one subnet to
nodes in another. By Lemma 37 it holds that after contracting S1 into
n1 resulting in M ′1 the subnet S2 is contractible in M ′1. By symmetry the
same holds for the subnet S1 if we contract S2 into n2 resulting in M ′2.
Moreover, by Lemma 38 it holds that the result of contracting first S1 into
n1 and then S2 into n2 is the same as when we first contract S2 into n2
and then S1 into n1.
(B) The subnets share nodes, the corresponding WF nets have different I/O
types, and each subnet has nodes that are not contained in the other. By
Lemma 44 it holds that after contracting S1 into n1 resulting in M ′1 the
subnet S2 \ S1 is contractible in M ′1. By symmetry the same holds for the
subnet S1 \ S2 in M ′2 if we contract S2 into n2 resulting in M ′2. Moreover,
by Lemma 47 it holds that the result of contracting first S1 into n1 and
then S2 \ S1 into n2, is the same as when we first contract S2 into n2 and
then S1 \ S2 into n1.
(C) The subnets share nodes, the corresponding WF nets have the same I/O
type, and each subnet has nodes that are not contained in the other. By
Lemma 54 it holds that after contracting S1 into n1 resulting in M ′1 the
subnet (S2 \S1)∪{n1} is contractible in M ′1. By symmetry the same holds
for the subnet (S1 \ S2) ∪ {n2} in M ′2 if we contract S2 into n2 resulting
in M ′2. Moreover, by Lemma 55 it holds that the result of contracting first
S1 into n1 and then (S2 \ S1) ∪ {n1} into n3 is the same as when we first
contract S2 into n2 and then (S1 \ S2) ∪ {n2} into n3.
(D) One subnet is contained in the other. Without loss of generality we assume
that S2 ⊆ S1. By Lemma 61 it holds that after contracting S2 into n2
resulting inM ′2 the subnet (S1 \S2)∪{n2} is contractible inM ′2. Moreover,
by Lemma 62 it holds that the result of contracting S1 into n1 is the same
as when we first contract S2 into n2 and then (S1 \ S2) ∪ {n2} into n1.
Summarising, we have shown that in cases (A), (B) and (C) there is a WF net
M ′′ such thatM ′1  int M ′′ andM ′2  int M ′′, and so it follows thatM ′1  ∗int M ′′
and M ′2  ∗int M ′′. Moreover, in case (D) we have shown that M ′2  int M ′1, and
so there is indeed a WF netM ′′ = M ′1 such thatM ′1  ∗int M ′′ andM ′2  ∗int M ′′.
Lemma 64 (simulation with internal AND-OR contractions). If M1 and M2
are tWF nets and M ′1 and M ′2 their place completions, it holds that M1  M2
iff M ′1  int M ′2, and the same holds if M1 and M2 are pWF nets and M ′1 and
M ′2 their transition completions.
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Proof. We start by showing that if M1 and M2 are tWF nets and M ′1 and M ′2
their place completions, it holds thatM1  M2 iffM ′1  int M ′2. Let the special
input and output nodes in a place completion be pi and po.
It is easy to observe that the following two statements are equivalent: (a) n
is an input node in M1 and (b) there is an edge (pi, n) in M ′1. Similarly, the
following two are also equivalent: (c) n is an output node in M1 and (d) there
is an edge (n, po) in M ′1.
It follows that a subnet S is well-nested in M1 iff S is internal well-nested
in M ′1. After all, a set of nodes in M1 have all the same incoming edges in M ′1
from nodes outside S iff (1) they have all the same incoming edges in M1 from
outside S and (2) either are all input nodes of M1 or are all not input nodes of
M1. Similarly, they have all the same outgoing edges in M ′1 to nodes outside S
iff (1) they have all the same outgoing edges in M1 to nodes outside S and (2)
either are all output nodes of M1 or are all not output nodes of M1.
Moreover, a subnet S defines a basic AND-OR net in M1 iff it does in M ′1.
This follows from the observation that in the definitions of the AND and the
OR property, having an incoming edge from outside S and being an input node
ofM1 are treated equivalently. So we can conclude that subnet S is contractible
in M1 iff S is internally contractible in M ′1.
If we then consider what happens if we contract S in M1 and S in M ′1, then
the same happens in terms of changes to edges and nodes, except that where in
M1 the new node n1 becomes an input or output node, it holds in M ′1 that the
edge (pi, n1) or the edge (n1, po) is added, respectively. This indeed commutes
with taking the place completion.
The proof for the case where M1 and M2 are pWF nets, with M ′1 and M ′2
their transition completions, is similar, but with the roles of transitions and
places interchanged.
This leads us to the proof of Theorem 25, which states that the AND-OR
contraction relation has the local confluence property. We recall its content here
before giving its proof.
Theorem 25. (local confluence of the AND-OR contraction relation)
For all WF nets M , M1 and M2 it holds that if M  M1 and M  M2, then
there is a WF net M3 such that M1  ∗ M3 and M2  ∗ M3.
Proof. Let M , M1 and M2 be WF nets such that it holds M  M1 and
M  M2. We are going to first deal with the case where M is a tWF net.
By Theorem 21 it follows that M1 and M2 are also tWF nets. By Lemma 64
it follows that pc(M)  int pc(M1) and pc(M)  int pc(M2). Now by Theo-
rem 63 we know that there is a WF net M ′′ such that pc(M1)  ∗int M ′′ and
pc(M2)  ∗int M ′′. Again by Theorem 21 and induction on the number of con-
tractions, we know that M ′′ is a pWF net. Furthermore, as it is a result of
internal AND-OR contractions applied to a one-input one-output net, it is a
one-input one-output net and as there were distinct input and output nodes
and some other nodes (M cannot be empty) before the contraction, this is still
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the case in M ′′. Thus M ′′ = pc(M3) for some net M3. Using the Lemma 64
again, from pc(M1)  ∗int M ′′ = pc(M3) and pc(M2)  ∗int M ′′ = pc(M3), we
get with induction on the number of contraction steps that M1  ∗ M3 and
M2  ∗ M3.
The proof for the case were M is a pWF net proceeds similar, but with
taking transition completion rather that place completion.
6 A polynomial-time reduction algorithm
In this section we present a concrete AND-OR reduction algorithm for comput-
ing the net-based AND-OR reduction procedure. In addition we show how this
algorithm can be used to verify if a certain WF net is an AND-OR net. The al-
gorithm is based on the result of Theorem 36 which states that the result of this
reduction is unique up to isomorphism, no matter how we select the subnets to
contract. This allows the algorithm to proceed without backtracking and essen-
tially just repeat a process where it continues to look for contractible non-trivial
subnets, and contract them, until no more such subnets can be found. The effi-
ciency of this algorithm is improved further by an algorithm for identifying such
subnets within polynomial time. As a result the whole reduction algorithm runs
within polynomial time.
Algorithm 1: reduce(M)
Input: a net WF net M = (P, T, F, I, O)
Output: a net-based AND-OR reduction of M
1 foreach (n1, n2) ∈ (P × P ) ∪ (T × T ) do
2 if n1 = n2 and n1 ∈ P and there exists t ∈ T s.t. t•M = •M t = {n1}
then
3 return reduce(contractSubnet(M , {n1, t}));
4 if n1 6= n2 and •Mn1 = •Mn2 and n1•M = n2•M then
5 return reduce(contractSubnet(M , {n1, n2}));
6 if n1 6= n2 and n2 is reachable from n1 then
7 N ← expand(M , n1, n2);
8 if N 6= null then
9 return reduce(contractSubnet(M , N));
10 return M ;
6.1 The reduction algorithm
Non-trivial subnets, i.e., subnets with more than one node, for contraction can
be found in the following way. We iterate in line 1 of Algorithm 1 over all
the pairs of nodes (n1, n2) of the same type, i.e., pairs of places or pairs of
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transitions. We distinguish three cases. We start in line 2 with contracting
loops, where by a loop we mean a place with a transition attached to it such
that this transition has exactly two edges, one incoming from the place and
one outgoing to the place. Then in line 4 we contract pairs of distinct nodes
if these share the same incoming and outgoing edges. Finally, in line 6, for
the remaining pairs of nodes we treat one node as an input and the other as an
output. We expand forward from the input node and backward from the output
node. While expanding we remember that we can discover new interface nodes.
If we end up with a subnet that is of a basic AND-OR class then we contract
it.
It can be shown that if any non-trivial subnet can be contracted, then at least
one of our three cases will also find a subnet. This follows from the observation
that for a contractible subnet it holds either (1) it has an input node and an
output node that is distinct from the input node but can be reached from it or
(2) all input nodes are also output nodes and vice versa. Case (1) is covered by
the test on line 6 where we assume that n1 is an input node and n2 an output
node of the subnet we are looking for. For case (2) we can distinguish the
sub-cases (a) there are two or more input/output nodes or (b) there is exactly
one input/output node. In case (a) the test on line 4 will apply. In case (b) it
can be observed that the nested net must be an 11pOR net if it is non-trivial.
This is because it then contains a cycle, and so cannot be an 11tAND or pAND
net, and it also cannot be a tOR net since the input/output node has incoming
and outgoing edges. If it is an 11pOR net then it either satisfies the test on
line 2, or the net minus the input/output place defines a well-nested tOR net
containing more then one node and which is covered by either the tests on line
4 or 6. So we can conclude that if there is a contractible subnet then there is a
pair (n1, n2) that satisfies at lease one of the tests on line 2, 4, or 6.
The loop runs in quadratic time. Each time we do a contraction the num-
ber of nodes decreases, so it suffices to show that we can do the expansion in
polynomial time. Observe first that we can easily check in polynomial time if
the output node is reachable from an input node or even enumerate the nodes
in such a way that for each input node we iterate only over the output nodes
reachable from it.
The expansion can be done as in Algorithm 2. Given an input and out-
put node pair we traverse the net as in a breadth or depth-first graph search
algorithm. The initial nodes for the traversal are the input and output nodes
provided as parameters, yet we make sure that we traverse forward only if the
currently inspected node is not an output node (see lines 7 through 12) and that
we traverse backward only if the currently inspected node is not an input node
(see lines 13 through 18). The newly encountered nodes are tested to check
if they can be input (output) nodes of the subnet we are looking for. This is
done by testing if (1) they have incoming (outgoing) edges from (to) exactly the
same nodes as the initial input (output) node and (2) are input node of M iff
the initial input node is an input node of M . When this test succeeds, the node
is added to the input (output) set of the constructed net (see lines 9 and 15).
It is easy to see, that during the traversal we discover only nodes that must
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Algorithm 2: expand(M ,i, o)
Input: a WF net M = (P, T, F, I, O) and nodes i, o ∈ P or i, o ∈ T
Output: a set S of nodes of M such that M [S] is a well-nested subnet in M
that is a WF net of a basic AND-OR class with input node i and
output node o, or null if such a subnet does not exist
1 (S, IS , OS)← ({i, o}, {i}, {o}); // init. S and input/output sets of M [S]
2 TBA← {i, o}; // nodes to be analysed
3 if i, o ∈ P then PC ← {11pOR,pAND}; // init. set of possible
4 if i, o ∈ T then PC ← {11tAND, tOR}; // basic AND-OR classes
5 while TBA 6= ∅ and PC 6= ∅ do
6 n′ ← pick and remove from TBA;
7 if •Mn′ = •M i and n′ ∈ I ⇔ i ∈ I then // is n′ input node?
8 if n′ 6∈ IS then PC ← PC \ {11pOR, 11tAND}; // new input
9 IS ← IS ∪ {n′};
10 else
11 TBA← TBA ∪ (•Mn′ \ S); // add predecessors
12 S ← S ∪ •Mn′;
13 if n′•M = o•M and n′ ∈ O ⇔ o ∈ O then // is n′ output node?
14 if n′ 6∈ OS then PC ← PC \ {11pOR, 11tAND}; // new output
15 OS ← OS ∪ {n′};
16 else
17 TBA← TBA ∪ (n′•M \ S); // add followers
18 S ← S ∪ n′•M ;
19 if (n′ 6∈ IS ∧ |•M [S]n′| 6= 1) or (n′ ∈ IS ∧ |•M [S]n′| 6= 0) or
20 (n′ 6∈ OS ∧ |n′•M [S]| 6= 1) or (n′ ∈ OS ∧ |n′•M [S]| 6= 0) then
21 if n′ ∈ P then PC ← PC \ {pAND, 11tAND}; // not AND net
22 if n′ ∈ T then PC ← PC \ {tOR, 11pOR}; // not OR net
23 if M [S] cyclic then PC ← PC \ {pAND, 11tAND}; // AND is acyclic
24 if PC = ∅ then return null; // no more possible basic classes?
25 return S;
be in any well-nested subnet with the provided interface nodes. This holds
because, if there is in M an edge (n1, n2), and n1 is in a subnet that is a WF
net, but cannot be an output node of that WF net, then n2 is also in that
subnet. So we argue that the algorithm finds only non-trivial subnets that are
well-nested and of a basic AND-OR class. Otherwise it returns null.
First, observe that in lines 7 and 13 we check if a node has incoming (outgo-
ing) edges from (to) exactly the same nodes as the initial input (output) node.
However, for a well-nested subnet S it is required that all nodes in IS (OS) must
have incoming (outgoing) edges from (to) the same nodes outside S. We argue
that our check is correct, which can be reasoned by examining all the basic
AND-OR classes. For pAND and 11tAND nets no cycles are allowed, so for
input (output) nodes all incoming (outgoing) edges must come from outside. In
tOR nets transitions have at most one incoming (outgoing) edges internally and
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none if they are input (output) node, so all incoming edges come from outside.
Finally, for 11pOR nets only the initial single input and single output nodes are
possible and no other internal node can have edges from outside. Now we know
that if a subnet is found, it must be a WF net, since (1) M is assumed to be a
WF net, (2) all the input (output) nodes are guaranteed to be connected to the
same nodes outside and either all input (output) node of M or none, and (3)
we include all the nodes reachable forwards (backwards) from any of the input
(output) nodes.
Next, during traversal, we maintain the set of possible basic AND-OR classes
that are still compatible with the discovered net. It is initiated in the lines 3
through 4, can be updated in lines 8 and 14 if the expanded net is observed to not
to be one input one output net, respectively, and in lines 21 and 22 if the AND
or OR properties, respectively, stop to be satisfied. Note that if n′ here satisfies
the AND and OR properties it will continue to do so, since all its predecessors
and successors have already been added to S in the preceding steps on lines 12
and 18 unless it is an input or output node. Finally, on line 23 we examine the
acyclicity property, which is required for AND nets. This guaranties that we
know if the subnet is of a basic AND-OR class. If no compatible basic AND-OR
classes are left (see line 24), a null is returned.
At the end of the algorithm, on line 25 the found subnet is returned, which
is spanned by S and is a well-nested, internal subnet of M that is in at least
one basic AND-OR class. This concludes the argument for correctness of Algo-
rithm 2.
6.2 Using the reduction algorithm for verifying AND-OR
nets
The presented algorithm can also be used to determine if a WF net is an AND-
OR net or not. This is because the result of the algorithm is a one-node WF
net iff the input is an AND-OR net. The show this, we first present a charac-
terisation of AND-OR nets in terms of AND-OR reductions.
Theorem 65 (AND-OR net bottom-up characterisation). A WF net M is and
AND-OR net iff there is a one-node WF net M ′ such that M  ∗ M ′.
Proof. The if -part follows straightforwardly from the definition of AND-OR
nets and the observation that contractions are the inverse of substitutions.
The only-if -part can be shown as follows. If M is an AND-OR net there
is substitution expression, e.g., (A ⊗n1 B) ⊗n2 (C ⊗n3 D), with all mentioned
nets being basic AND-OR nets. Since substitution is associative this will be
equivalent with a substitution expression where all brackets are moved to the
left, e.g., ((A⊗n1B)⊗n2C)⊗n3D. It follows that we can reverse the substitutions
and perform them as contractions in reverse, e.g., we contract D, C, B and A
in that order, and then obtain a one-node WF net.
Finally, we show that this characterisation coincides with the net-based
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AND-OR reduction, which is what the algorithm computes, returning a one-
node WF net.
Theorem 66 (equivalence of the reductions for AND-OR net verification).
Given a WF net M , the following statements are equivalent:
(i) The application of the net-based AND-OR reduction to M results in a
one-node WF net.
(ii) The application of the class-based AND-OR reduction to M results in a
class of one-node WF nets.
(iii) The WF net M can be reduced to a one-node WF net by zero or more
contractions.
Proof. It is easy to see that (i) implies (iii), since a net-based AND-OR reduction
is in fact a series of contractions. That (ii) implies (i) follows from Theorem 35.
So it remains to be shown that (iii) implies (ii).
Assume there is a list of contractions M  M1  . . .  Mn such that
Mn is a one-node WF net. For each contraction Mi  Mi+1 it holds that
either it contracts a subnet of one node, in which caseMi ∼Mi+1 and therefore
[Mi] = [Mi+1], or it contracts a non-trivial subnet, in which case [Mi] [Mi+1].
It follows that there is a series of class-based contractions [M ] 7 [M ′1] 7 . . . 7 
[M ′m] such that M ′m ∼ Mn. It then follows that M ′m is a one-node net and
therefore contains no contractible non-trivial subnet, and so [M ′m] is indeed the
result of the class-based AND-OR reduction.
7 Summary and Future Research
In this paper we introduce a notion of AND-OR reduction, which reduces a
WF net to a smaller net by iteratively contracting certain well-formed subnets
into single nodes until no more such contractions are possible. This reduction is
interesting for several reasons. The first reason is that it preserves the soundness
and unsoundness of the net, so can be used to help users understand why a WF
net is problematic. It might also give some valuable insights for determining
the different possible decompositions, e.g., how parts of the workflow can be
best distributed to independent organisational units or, in case of workflows
representing computations, e.g., as in scientific workflows, to different servers.
The second reason is that it can provide as a side-effect a hierarchical structure
of parts, or the whole, of the WF net, which can help user to understand the
structure or large WF nets.
Finally, the reduction can be used to show that a certain WF net is an
AND-OR net, because in that case the net is reduced to a one-node WF net.
This class of WF nets was introduced in earlier work, and arguably describes
nets that follow good hierarchical design principles which can be compared to
structured design of programs and using well nested procedures and functions,
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rather than unrestricted goto statements. As was shown in earlier work, these
nets have the desired soundness property.
It is shown that the AND-OR reduction is confluent up to isomorphism,
which means that despite the inherent non-determinism that comes from the
choice of subnets that are contracted, the final result of the reduction is always
the same up to the choice of the identity of the nodes. Based on this result,
an algorithm is presented that computes the AND-OR reduction, and runs in
polynomial time.
As a byproduct of the reduction procedure, a refinement tree for the hier-
archical structure of the net can be constructed, like has been done for similar
classes of nets [2, 4, 3]. It is worth to investigate how such refinement trees can
be used to determine efficiently sound markings and to model recovery regions.
Moreover, it is also interesting to investigate to what extent this hierarchy is
unique, or could be made unique by normalising it in a certain way, since that
could make it more effective as a tool for understanding the structure of a net.
For example, in a refinement tree, if a parent and a child both represent con-
tractions of AND nets, then they can be merged into a single contraction of a
larger AND net. Another source of ambiguity comes from the observation that
linear nets are simultaneously AND and OR nets. It would be interesting to
investigate if these types of ambiguity can describe all the ambiguity, and if a
suitable normal form can be defined that always gives a unique and meaningful
refinement hierarchy. A possible normalisation procedure could, for example,
consist of the following rules: (1) if a parent and a child in the refinement tree
represent both the contraction of an AND net or both and OR net, then they
should be merged, (2) if a parent represents the contraction of an AND net and
it has a child that represents the contraction of an OR net that is is equal to
the result of the substitution of several OR nets into an AND net (which must
be a linear net, since it is also part of an OR net), then the AND net of the
child is substituted into the AND net of the parent and the OR nets become
the new children that replace the old child, and (3) the same as rule (2) but
with the roles of AND and OR interchanged. We conjecture that this leads to
a unique normal form for the refinement tree that will be the same if the result
of the refinement tree is the same.
Finally, another interesting direction for future research is to extend the class
of sound free-choice nets that can be generated as AND-OR nets by having
additional substitution rules for edges, and to check if a similar verification
procedure by reduction would be possible. We could define ptAND, tpAND,
ptOR and tpOR nets where the small letters indicate the type of input and
output nodes, respectively. So an edge from a place to a transition could be
replaced with a tpAND or tpOR net. Note that the original place and transition
remains present. However, this could turn a free-choice net into a non-free-choice
net, and indeed create a non-sound net. However, for edges from transitions
to places this does not happen as long as we require the ptAND net to be a
one-output net, and the ptOR net to be a one-input net. It is also not hard
to see that such substitutions preserve soundness. It would be interesting to
investigate to what extent this would come close to generating all choice-free
50
substitution-sound WF nets.
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