Abstract. We characterize the Schatten class Toeplitz operators induced by a positive Borel measure on the unit disc and the reproducing kernel of the Bergman space A 2 ω , where ω is a radial weight satisfying the doubling property ω(s) ds. By using this, we describe the Schatten class composition operators. We also discuss basic properties of composition operators acting from A 
Introduction and main results
Let H(D) denote the space of all analytic functions in the unit disc D = {z : |z| < 1}. If 0 < p < ∞ and ω is a weight, i.e. a nonnegative integrable function on D, the weighted Bergman space A In this study we consider Bergman spaces A p ω induced by weights in the class D of the radial ω for which ω(r) = 1 r ω(s) ds satisfies ω(r) ≤ C ω( 1+r 2 ). The standard radial weights admit this doubling property, but D contains also weights such that ω(r) decreases to zero much slower than any positive power of 1 − r. It is known that for such ω, many finer function theoretic properties of A p ω are very different from those of A p α and, in particular, its harmonic analysis is similar to that of Hardy spaces in many aspects [17, 18, 19] .
For any ω ∈ D, the norm convergence in A 2 ω implies the uniform convergence on compact subsets, and hence the point evaluations L z are bounded linear functionals on A 2 ω . Therefore there exist reproducing kernels B ω z ∈ A 2 ω , with
, such that
These kernels give rise to the Toeplitz operator
where µ is a positive Borel measure on D, which is the primary object in this study. The operator T µ , associated with the kernel of a standard weighted Bergman space A 2 α and a measure dµ = ϕdA, has been extensively studied since the seventies [2, 11, 26] . Luecking [9] was probably one of the first authors to consider T µ with measures as symbols. He characterized those µ for which T µ belongs to the Schatten-Von Neumann ideal S p (A 2 α ). His approach works also on the Hardy space H 2 and, for a certain range of p, on the classical weighted Dirichlet spaces [9, 13] . Since Toeplitz operators go hand in hand with several other operators, Luecking's method has turned out to be useful in subsequent research on concrete operator theory [9, 27] .
Our main result describes the positive Borel measures µ such that T µ belongs to S p (A 2 ω ) when 0 < p < ∞ and ω ∈ D. Throughout the proof we will use the norm given by the Littlewood-Paley identity f
where ω ⋆ (z) = 1 |z| ω(s) log s |z| s ds [17, Theorem 4.2] . In fact, this relation gives rise to the definition of a family of Dirichlet-type spaces H α (ω ⋆ ) which form the more general context we will work in. What we will do in Section 3 is to characterize Schatten class Toeplitz operators on H α (ω ⋆ ).
Although we follow Luecking's approach, our context leads to severe technical difficulties in the proof. For instance, in the original argument one uses the closed formula (1 − zζ) −(2+α) of the reproducing kernel of A 2 α to see that it is essentially constant in each hyperbolically bounded region and to obtain asymptotic L p β -estimates for their derivatives. The general situation for A 2 ω is much more complicated because of the lack of explicit expressions for B ω z . We will use the method from [19] , that is based on a decomposition norm theorem, to deduce precise L p v -estimates of the derivatives of B ω z . Also, the question of when the reproducing kernels of A 2 ω remain essentially constant in hyperbolically bounded regions is delicate because even a little perturbation in the weight, that does not change the space it self, might introduce zeros to the kernel functions [25] . Therefore we will circumvent these and other obstacles in the proof by using different techniques.
We need some notation to state our result. Set ϕ a (z) = (a − z)/(1 − az) for a, z ∈ D. The pseudohyperbolic distance from z to w is ̺(z, w) = |ϕ z (w)|, and the pseudohyperbolic disc of center a ∈ D and radius r ∈ (0, 1) is denoted by ∆(a, r) = {z : ̺(a, z) < r}. The polar rectangle associated with an arc I ⊂ T is
Write z I = (1 − |I|/2π)ξ, where ξ ∈ T is the midpoint of I. Let Υ denote the family of all dyadic arcs of T. Every arc I ∈ Υ is of the form
where k = 0, 1, 2, . . . , 2 n − 1 and n = N ∪ {0}. Then the family {R(I) : I ∈ Υ} consists of pairwise disjoint rectangles whose union covers D. For I j ∈ Υ\{I 0,0 }, we will write z j = z I j . For convenience, we associate the arc I 0,0 with the point 1/2. Theorem 1. Let 0 < p < ∞, ω ∈ D and µ be a positive Borel measure on D. Then the following assertions are equivalent:
for some 0 < r < 1.
We will deduce the case p ≥ 1 by extending the proof of [17, Theorem 6.11 ] to the class D. The result of Constantin [3, Theorem 4.3] , regarding to Bekollé-Bonami weights, implies the assertion in the case p ≥ 1 for regular weights. The proof is based on interpolation and does not work for the whole class D. The most involved part in the proof of Theorem 1 in the case p < 1 is to show that (b) is a necessary condition for T µ to belong to S p (A 2 ω ). One obstacle here is that the condition n | T (e n ), e n | p < ∞ does not describe Schatten class operators. We will apply Theorem 1 to characterize Schatten class composition operators on A 2 ω . Each analytic self-map ϕ of D induces the composition operator C ϕ (f ) = f • ϕ acting on H(D). With regard to the theory of composition operators, we refer to [4, 22, 27] . The study of composition operators on spaces of analytic functions has attracted a lot of attention since the mid 60's [12, 21] .
Since then, the number of papers concerning this topic has grown enormously. Despite this fact, it seems that the existing literature does not offer too much information about the basic properties of composition operators acting on the Bergman spaces A p ω when ω ∈ D. Therefore, we will study these properties by passing on the way to Schatten classes. Now we proceed to the main findings in this direction and the definitions needed for the statements.
Let ζ ∈ ϕ −1 (z) denote the set of the points {ζ n } in D, organized by increasing moduli, such that ϕ(ζ n ) = z for all n, with each point repeated according to its multiplicity. For a radial weight ω and an analytic self-map ϕ of D we define the generalized Nevanlinna counting function as
Here and from now on we set ω ⋆ (ζ) = 0 for ζ ∈ T. A change of variable together with [17, Theorem 4.2] shows that lim sup |z|→1 − N ϕ,ω ⋆ (z) ω ⋆ (z) < ∞ is a sufficient condition for C ϕ to be bounded on A p ω . We will show that the counting function N ϕ,ω ⋆ is subharmonic outside of the image of the origin under ϕ, and further, in that set it satisfies the sharp pointwise estimate
By using this, we will deduce that ω ∈ D if and only if lim sup |z|→1 − N ϕ,ω ⋆ (z) ω ⋆ (z) < ∞ for each analytic self-map ϕ. Therefore, each ϕ induces a bounded composition operator on A p ω when ω ∈ D, and the class D induces in a sense a natural setting for the study of composition operators in weighted Bergman spaces.
We will use the characterization of the q-Carleson measures for A p ω [18] to describe bounded and compact composition operators. This involves maximal functions and tent spaces, and therefore we define the non-tangential approach regions
and N (f )(ζ) = sup z∈Γ(ζ) |f (z)|.
Theorem 2. Let 0 < p, q < ∞, ω ∈ D and v be a radial weight, and let ϕ be an analytic self-map of D.
(a) If p > q, then the following assertions are equivalent:
Probably the least trivial part in Theorem 2 is to see that (iii) in (a) is satisfied if the operator is bounded. The proof of this part relies strongly on the characterizations of the q-Carleson measures for A p ω and bounded differentiation operators from A p ω to L q µ in terms of tent spaces [18] . The condition (iii) in the classical case C ϕ : A p α → A q β gives a characterization of bounded (and compact) operators that differs from the one in the existing literature [24] . One can certainly obtain an analogue of [24, Theorem 1.1] for the subclass of D consisting of weights with the property Since these calculations do not serve our purposes we do not discuss this approach here any further. For details and more, see [16] .
Although weighted Bergman spaces induced by ω ∈ D may lie closer to the Hardy space H p than any A p α , an analogue of Theorem 2(a) does not remain true for Hardy spaces. In fact, if q < p and ϕ(z) = z, then C ϕ : H p → H q is bounded but not compact.
We will prove the asymptotic formula C ϕ
for the operator norm when ω belongs to a natural subclass of D. Moreover, we will show that the quantity in Theorem 2(b) is comparable to the essential norm of a bounded composition operator C ϕ : A 
This result is an extension of [10, Theorem 3] which concerns the classical case C ϕ : A 2 α → A 2 α . It is known that in this case there are several ways to characterize the Schatten class composition operators [27] .
Integrability of reproducing kernels of Dirichlet spaces
To state our main results concerning the L p -behavior of reproducing kernels, we introduce a family of Hilbert spaces. For and ω ∈ D, the Hilbert space D ω consists of f ∈ H(D) such that
We will work with the inner product on D ω defined by
Let K ω a ∈ D ω be the corresponding reproducing kernels, that is,
and M ∞ (r, f ) = max |z|=r |f (z)|. With these preparations we can state the main results of this section.
Theorem 4. Let 0 < p < ∞, ω ∈ D and N ∈ N ∪ {0}. Then the following assertions hold:
It is clear by the proof that the asymptotic inequality in (2.3) is valid for any radial weight v. The following consequence of Theorem 4 is often more useful than the theorem itself.
Corollary 5. Let 0 < p < ∞, ω ∈ D and N ∈ N ∪ {0}. Then the following assertions hold: 5) if and only if
Auxiliary results will be needed to prove Theorem 4 and deduce Corollary 5. The following lemma contains several properties of weights in D and will be repeatedly used throughout the paper. The proof is straightforward and therefore omitted.
Lemma A. Let ω be a radial weight. Then the following conditions are equivalent:
If {e n } is an orthonormal basis of a Hilbert space H, that is continuously embedded into H(D), then its reproducing kernel is given by
for all z and ζ in D. We denote ω x = 1 0 r 2x+1 ω(r) dr for x > −1. Lemma 6. Let ω ∈ D and n ∈ N ∪ {0}.
(
Proof. Write ω β (z) = (1 − |z|) β ω(z) for all β ∈ R and z ∈ D. By using the standard orthonormal basis {(ω(D))
Therefore the classical Hardy-Littlewood inequalities [5,
Assume, without loss of generality, that
Since Lemma A allows us to establish the same upper bound in a similar manner, we deduce 10) and the existence of a constant
and the proof is complete.
With these preparations we are ready to establish Theorem 4 by using a method employed in [19] . Unfortunately, the Bergman kernel estimate [19, Theorem 1] does not yield the result we wish to obtain, so we will follow its proof. In order to avoid unnecessary repetition of details, we will only indicate the main differences in the reasoning and omit the rest of the proof.
A weight ω ∈ D is called regular if it satisfies (1.2). It is clear that ω ∈ R if and only if for each s ∈ [0, 1) there exists a constant C = C(s, ω) > 1 such that
Proof of Theorem 4. We will first prove (ii) for a continuous v ∈ R. Throughout the proof we may assume, without loss of generality, that 1 0 ω(s) ds = 1. We recall the Littlewood-Paley formula
valid for regular continuous weights v, 0 < p < ∞ and n ∈ N [15] . This implies
by (2.8). Now, bearing in mind Lemma 6, and replacing (
as |a| → 1 − , and thus (ii) for a continuous v ∈ R is proved.
One readily obtains the assertion (i) by following the lines of the corresponding part of the proof of [19, Theorem 1] with Lemma 6 and the case that we just proved in hand.
The case (ii) for v ∈ D as well as the asymptotic inequality in (2.3) for any radial weight v can also be proved by following the lines of the proof of [19, Theorem 1] . We omit the details. ✷ Proof of Corollary 5. The equivalence between the asymptotic equality (i) and (2.4) follows by Theorem 4(i) and (2.10). Moreover, (2.5) is equivalent to (2.6) by Theorem 4(ii) and the estimate
that follows by Lemma A. ✷
Schatten class Toeplitz operators on Dirichlet spaces
For −∞ < α < 2 and ω ∈ D, the Hilbert space
By (1.1), we deduce the identity H 0 (ω ⋆ ) = A 2 ω . For a complex Borel measure µ on D, the Toeplitz operator T µ associated with H α (ω ⋆ ) is defined by
where
ζ (z) are the corresponding reproducing kernels. Let now ω be a radial weight and µ a 1-Carleson measure for A 2 ω . By applying (2.7) for the standard orthonormal bases and (1.1) for f (z) = z n we deduce
Therefore T µ ∈ S(A 2 ω ) if and only if T µ ∈ S(H 0 (ω ⋆ )), and thus the following result contains Theorem 1 as a special case. In the statement we use the notation
Theorem 7. Let 0 < p < ∞ and −∞ < α < 1 such that pα < 1. Let ω ∈ D and µ be a positive Borel measure on D. Then the following assertions are equivalent:
It is worth noticing that a straightforward calculation based on the pseudohyperbolic distance and the properties of regular weights show that condition (b) in Theorem 7 can be replaced by
, and finally, it is a δ-lattice if it is a 5δ-net and uniformly discrete with constant γ = δ/5.
We begin with recalling the natural connection between the Toeplitz operator T µ : H α (ω ⋆ ) → H α (ω ⋆ ) and the identity operator I d acting from H α (ω ⋆ ) to the space L 2 (µ). Namely, the definition (2.1), Fubini's theorem and (2.2) give
for all g and f in H α (ω ⋆ ), and therefore T µ is bounded (resp. compact) on H α (ω ⋆ ) if and only if
The main effort on the way to Theorem 7 consists on proving the following result.
Theorem 8. Let 0 < p < ∞ and −∞ < α < 1 such that pα < 1. Let ω ∈ D, and let µ be a complex Borel measure on D. If
, and there exists a constant C > 0 such that
Conversely, if µ is a positive Borel measure on D and T
The statement in Theorem 8 is valid if p ≥ 1 and ω belongs to the subclass I ∪ R of D by [17, Theorem 6.11]. The argument used there works for the class D, and therefore here we only have to deal with the range 0 < p < 1, where the proof is actually more involved. Note that in [17] the space H α (ω ⋆ ) is defined by the condition
where ∞ n=0 a n z n is the Maclaurin series of f ∈ H(D), and this condition is equivalent to our definition of H α (ω ⋆ ).
Before proceeding to the auxiliary results needed, we show how Theorem 7 follows once Theorem 8 is proved.
Proof of Theorem 7. The equivalence of (a) and (b) follows by Theorem 8. Let now r ∈ (0, 1) be fixed. Divide each polar rectangle
and R j ∈ Υ. Then, by Lemma 9 below and (2.11),
and hence (c) implies (b) is proved. The fact that (b) implies (c) can be proved by a reasoning similar to that above bearing in mind that each disc ∆(z, r) intersects at most N = N (r) ∈ N squares of the lattice Υ. This finishes the proof of the theorem. ✷
We will need several technical auxiliary results to prove Theorem 8. The first two lemmas concern the regularity of associated weights. With the aid of Lemma A, the first of them can be proved as [17, Lemma 1.7] . 
The third auxiliary result needed is a consequence of the kernel estimates proved in the previous section.
is a regular weight. Then
is regular by the hypothesis, Lemma A yields
Another application Lemma A gives
Consequently, (3.3) follows from Corollary 5.
The next lemma shows that the derivatives of the reproducing kernel K α,ω a are essentially constant in sufficiently small hyperbolic discs centered at the point a. The proof of this lemma is standard and therefore omitted, see [17, Lemma 6.4 ] for a similar result.
Lemma 12.
Let ω ∈ D, −∞ < α < 1 and N ∈ N ∪ {0}. Then there exists r 0 = r 0 (ω, α, N ) ∈ (0, 1) such that
for all a ∈ D and z ∈ ∆(a, r 0 ).
In the next lemma we define an auxiliary linear operator induced by a sequence {b j } ⊂ D and a derivative of the reproducing kernel K α,ω a . It turns out that this operator is bounded from any separable Hilbert space to H α (ω ⋆ ) whenever {b j } is uniformly discrete, and even onto if {b j } is a δ-lattice.
and set h
be a uniformly discrete sequence ordered by increasing moduli, and let {e j } ∞ j=0 be an orthonormal basis of a Hilbert space H. Let J be the linear operator such that
Proof. We first observe that J :
for all sequences {c j } in ℓ 2 . Next, N differentiations of the reproducing formula (2.2) give
vanishes at the origin for all a ∈ D. Therefore, if f (z) = ∞ n=0 a n z n ∈ H α (ω ⋆ ), then (3.4) and the Cauchy-Schwarz inequality yield
. Now, since |f (N ) | 2 is subharmonic, (2.11) for the regular weight ω ⋆ −α+2N −2 and the assumption that {b j } is uniformly discrete, give
Consequently, N − 1 applications of (1.1) show that J :
Let now {b j } be a δ-lattice for some δ ∈ (0, 1). To see that in this case the operator J : H → H α (ω ⋆ ) is onto, note first that the adjoint of J is
Since the weight ω ⋆ −α+2N −2 is regular, it satisfies the C p property defined at [8, p. 321] by (2.11). Therefore [8, Theorem 3.14] and N − 1 applications of (1.1) imply that J ⋆ is bounded below, and hence injective. In particular, Ker (J ⋆ ) = {0}, and thus J is onto.
We are now ready to prove the main result of this section. The reasoning employed in the proof is based on ideas from [9] .
Proof of Theorem 8. A careful inspection of the proof of [17, Theorem 6.11] with Lemmas A, 9, 10 and Corollary 11 in hand shows that it can be carried over to the class D. Therefore it suffices to consider the case 0 < p < 1.
Each regular weight is comparable to a continuous weight by the definition, and hence [17, p.
(ii)] shows that we can fix
is a regular weight. This simple observation is one of the key steps in the proof.
Let µ be a complex Borel measure on D such that (3.2) is satisfied. By the extension of [17, Theorem 6.11] to D, T µ ∈ S 1 (H α (ω ⋆ )) and, in particular, T µ is compact on H α (ω ⋆ ). We will show that T µ ∈ S p (H α (ω ⋆ )). To do this, Corollary 11 will be used.
Let {b j } ∞ j=0 be a δ-lattice. Then, for a fixed basis {e j } ∞ j=0 of H α (ω ⋆ ), the operator J : 
where J(e j ) = h j . To see this, we first observe that (3.1) yields
where |h j ( z j,n )| = max z∈Rn |h j (z)| for each j ∈ N ∪ {0}. Since 0 < p < 1 by the assumption, we deduce
Consequently, the proof will be finished once we prove
where the constant C > 0 is independent of n. Clearly,
Since { z j,n } ⊂ R n , by applying the subharmonicity to the second variable of
, and then to the first one, and using (2.11) for the regular weight ω ⋆ −α , we get
for a suitably chosen r ∈ (0, 1). Finally, by using that {b j } is uniformly discrete and applying Corollary 11, we deduce
The inequality (3.5) follows, and thus the first assertion is proved. Before proving the second part of the assertion, we introduce the necessary notation. Each a ∈ D \ {0} induces the polar rectangle
For convenience, we also denote by R −1 (a) the rectangle induced by the point (2|a|−1)e i(arg a−(1−|a|)) , and if |a| <
Let now µ be a positive Borel measure on D, and assume that T µ ∈ S p (H α (ω ⋆ )), where 0 < p < 1. For each ε > 0 there exists M = M (ε) ∈ N such that {z k } (the sequence which induces the partition {R(I) : I ∈ Υ}) can be divided into M subsequences {z
, for all n = k and j = 1, . . . , M , and δ = δ(ε) → 0, as ε → 0. The choice of ε will be made later.
Next, we need to do a new partition in order to ensure that the kernels involved in the proof are essentially constant on certain subrectangles (small regions in the hyperbolic sense). To do
(of approximately equal size in the hyperbolic sense) where P ∈ N is sufficiently large so that we may use Lemma 12 to deduce
where the constants of comparison do not depend on k, j and l. Moreover, we obviously have
µ. We note that T µ and T µ j,l are both diagonizable as positive operators and |T µ j,l | p ≤ |T µ | p , see [9, p. 359] for details. Fix now indexes j and l, and write ν = µ j,l and
, and let J be the operator such that J(e j ) = 0 if j < N and J(e j ) = h j if j ≥ N . Then, by Lemma 13,
and E is the remainder
Now, bearing in mind (3.6), we deduce
for some constant c 1 > 0 depending only on α, ω ⋆ , N and p, and where R(b k ) is the square induced by b k .
To deal with E, we may argue as in the first part of the proof to obtain
Next, bearing in mind that ω ⋆ −α is regular, by using subharmonicity, we deduce
Choose now constants 0 < s 1 < s such that ∆(z, s 1 ) ⊂ ∆(b j , s) for any z ∈ R(b j ), j ∈ N. Then, by using subharmonicity again, we get
Next, we choose r ∈ (0, 1) such that ∆(z, r) ⊂ Q(z), z ∈ D\{0}. Since the sets {Q(b k )} are disjoint, we get
where the constant in the asymptotic inequality depends on r, s 1 and s. So, by Fubini's theorem the double sum n k =n is dominated by a positive constant times
By choosing now M big enough, we get η small enough for which
This being true for each j, we get the assertion for compactly supported µ. If µ has not a compact support, then we may apply this to µ r = χ D(0,r) µ, and then use standard arguments to deduce |T µ r | p ≤ |T µ | p , and finally let r → 1 − to complete the proof. ✷
Bounded and compact composition operators
For 0 ≤ r < 1, let n(r, z) = n ϕ (r, z) denote the number of preimages of z under ϕ in D(0, r), and define the partial counting functions induced by a radial weight v for ϕ by
The classical Nevanlinna counting function N ϕ (z) = ζ∈ϕ −1 (z) log 1 |ζ| is not subharmonic, but the partial Nevanlinna counting functions N ϕ (r, z) = ζ∈ϕ −1 (z),|ζ|≤r log r |ζ| are in the set D \ {ϕ(0)}. This fact implies the submean value property of N ϕ [23] , and allows us to show that the generalized Nevanlinna counting function is subharmonic on D \ {ϕ(0)}.
Lemma 14. Let ϕ be an analytic self-map of D and v a radial weight. Then
where ζ(z) is a preimage of z with the minimum modulus. In particular,
Proof. We borrow the argument of proof from [23, Proposition 6.6]. For simplicity, write n(r) = n(r, z). An integration by parts yields
and similarly,
Another integration by parts in (4.2) and (4.3) give
By letting r → 1 − and using the monotone convergence theorem, the first equality in (4.1) follows. Since the partial counting functions N ϕ (s, z) are subharmonic on D \ {ϕ(0)}, it follows from what we just proved that N ϕ,v ⋆ has the submean value property. Moreover, the partial counting functions are continuous on D \ {ϕ(0)}, and hence Littlewood's inequality [22, p. 187 ]
the dominated convergence theorem and the first equality in (4.1) show that N ϕ,v ⋆ is continuous as well. Consequently, N ϕ,v ⋆ is subharmonic on D \ {ϕ(0)}. To see the second equality in (4.1), note first that n(r, z) = 0 for all r < |ζ(z)|. This and an integration by parts yield
and we are done.
Theorem 2 is contained in the following result. 
(c) If q ≥ p, then the following assertions are equivalent: 
Further, let n 0 ∈ N such that |f n (z)| < ε 1/q for all n ≥ n 0 and z ∈ D(0, r 0 ). Then [17, Theorem 4.2] and a change of variable show that
for all n ≥ n 0 . Split now the outer integral into two pieces. By the fact ω(S(z)) ≍ ω(T (z)), Hölder's inequality, (4.5) and [14, Theorem 1.3] ,
As |f n | < ε 1/q in D(0, r 0 ) for all n ≥ n 0 , a reasoning similar to that above yields
which together with (4.6) gives C ϕ (f n ) A q v → 0, as n → ∞. This completes the proof.
Each composition operator is bounded on the Hardy and the standard weighted Bergman spaces by Littlewood's subordination principle. We will use the following result to see that the same happens also in A p ω when ω ∈ D. The lemma also implies that ω ⋆ is subharmonic in D \ {0}.
Lemma 16. Let ϕ be an analytic self-map of D and ω a radial weight. Then
Proof. By using Littlewood's inequality (4.4) and the monotonicity of ω ⋆ , we obtain
for any radial weight ω.
If ω ∈ D, Lemma 16 together with Lemma A gives lim sup
Therefore there exist constants η = η(ω) > 1 and C = C(η, ω) > 0 such that
for all analytic self-maps ϕ. In view of Theorem 15(b), this shows that each composition operator is bounded on the Bergman space A p ω when ω ∈ D. It is worth noticing that the validity of (4.7) for all analytic self-maps implies ω ∈ D as is seen by choosing ϕ(z) = (1 + z)/2. The general phenomenon behind this is described in the following result.
Proposition 17. Let ω be a radial weight. Then the following conditions are equivalent: 
Proof. By (4.7) it suffices to show that (iii)⇒(i). If (iii) is satisfied, then Lemma 16 yields .
(4.9)
Moreover, there exists C = C(ω, p) > 0 such that for some C = C(ω) > 1, then also (i)⇒(ii).
Schatten class composition operators on Bergman spaces
We begin with briefly discussing the Hilbert-Schmidt composition operators on A 2 ω . By (1.1), C ϕ ∈ S 2 (A 2 ω ) if and only if for any 5δ ≤ r < 1. Therefore it suffices to show that (5.2) and (5.4) are equivalent.
