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Abstract
Neurocognitive models (e.g., Schirmer & Kotz, 2006) have helped to 
characterize how listeners incrementally derive meaning from vocal 
expressions of emotion in spoken language, what neural mechanisms are 
involved at different processing stages, and their relative time course. But 
how can these insights be applied to communicative situations in which 
prosody serves a predominantly interpersonal function? This comment 
examines recent data highlighting the dynamic interplay of prosody and 
language, when vocal attributes serve the sociopragmatic goals of the 
speaker or reveal interpersonal information that listeners use to construct 
a mental representation of what is being communicated. Our comment 
serves as a beacon to researchers interested in how the neurocognitive 
system “makes sense” of socioemotive aspects of prosody.
Keywords
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Introduction
After decades of sporadic attention, empirical knowledge of 
how humans vocally communicate their emotions is progress-
ing quickly, as showcased by work in this volume. The voice, it 
seems, has finally found its voice; coupled with psychoacoustic 
methods, new computational and neuroinvestigative approaches 
are helping to define the form and function(s) of emotional 
auditory signals and the neurocognitive apparatus that “send-
ers” and “receivers” use to engage in emotional communication. 
The social and cultural context for expressing and interpreting 
emotional prosody is also under scrutiny (e.g., Laukka & 
Elfenbein, 2020), fostering new developments in theory. These 
converging efforts are promoting an enriched idea of vocal 
communication as a structured system (or multiple strategic 
communicative systems; Bryant, 2020) that operates “cheek-to-
cheek” with language (Kotz & Paulmann, 2007), erasing his-
torical views of emotional prosody as an unspecified melody 
that “gives colour” to what we say.
From a cognitive standpoint, a major gain that has been 
achieved in recent years is to establish a descriptive framework 
for testing how vocal emotion expressions are broken down, ana-
lyzed, and assigned meaning by listeners in running speech 
(Brück et al., 2011; Kotz & Paulmann, 2011; Schirmer & Kotz, 
2006; Witteman et al., 2012). Among other factors, these models 
need to accommodate growing evidence that vocal expressions 
of basic emotion have unique “recognition points” over time 
(Pell & Kotz, 2011) as well as potentially distinct neural brain 
patterns (Giordano et al., 2018; Grandjean, 2020; Kotz et al., 
2013). This temporal variability influences how the neurocogni-
tive system responds to emotional attributes, and how they are 
used to understand a communicative situation. Spatial and tem-
poral variability would tell us which brain areas respond when as 
vocal emotions are expressed. Neurophysiological data have 
been especially useful for developing hypotheses about the time 
course of effects due to emotional attributes in speech, highlight-
ing three major stages at which vocal expressions are structured 
and assigned meaning during communication. As a springboard 
for advocating new directions in prosody research, we summa-
rize principles and support for “three-stage models” of vocal 
expression analysis, taking the initial model of Schirmer and 
Kotz (2006) as our foundation.
Analysis of Vocally Expressed Emotions
As clinically focused research on emotional prosody transi-
tioned to an information processing approach (Pell, 1998; Van 
Lancker & Sidtis, 1992), an attempt to formalize these data in a 
neurocognitive model was first proposed by Schirmer and Kotz 
(2006). A core feature of these (and more recent) models is that 
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receivers “make sense” of vocal expressions during three con-
secutive structure-building phases.
Vocal expression analysis begins with a basic level of sen-
sory encoding, which gives structure to the incoming acoustic 
stream in the form of an auditory gestalt. These operations 
define the physical properties and spectral composition of 
acoustic events, allowing human voices to be differentiated 
from music and other sound categories (Meyer et al., 2007; 
Rigoulot et al., 2015). These preattentive processes are quickly 
followed by a stage of “salience detection,” which serves to 
attentionally highlight motivationally significant vocal features 
of the unfolding stimulus, such as emotionality (i.e., emotional 
vs. neutral utterances; Liu et al., 2012; Paulmann & Kotz, 2008), 
high arousal (Paulmann et al., 2013; Sauter & Eimer, 2009), and 
other relevant characteristics. Due to their endogenous proper-
ties and/or strategic importance to the receiver, salient vocal 
attributes are potentiated to a greater extent by the neurocogni-
tive system at this stage. In addition to stimulus properties, reg-
istering the salience of vocal expressions pivots on the 
expectations, goals, and individual characteristics of the receiver 
(Garrido-Vásquez et al., 2018; Paulmann et al., 2013).
It can be said that early processing stages “prepare” vocal 
expressions for detailed cognitive appraisal by categorizing and 
tagging the potential relevance of the input; this yields a rough 
semantic encoding of vocal expressions that marks the type 
(nonlinguistic, speech-embedded) and discrete emotional quali-
ties of the emerging stimulus (Pell et al., 2015). The time course 
of these operations resembles other forms of sensory processing 
(faces, written language) occurring within the first 100–300 
milliseconds postonset of the vocal expression (Charest et al., 
2009; Kotz & Paulmann, 2007). Measures of event-related 
potentials (ERPs) have traced these operations to amplitude dif-
ferences in the N100 (basic level) and P200 (salience detection) 
components (see Paulmann et al., 2013). As we suggest in what 
follows, changes in these early components may be useful to 
study how prosodic contrasts of a more interpersonal nature 
influence “feedforward” processes that characterize the salience 
of the voice in a variety of communicative situations (see 
Grandjean, 2020).
A third, protracted period of cognitive analysis allows receiv-
ers to refine a mental representation of vocally expressed mean-
ings and to specify their individual and contextual relevance to 
what is being communicated. Cognitive analysis of vocal 
expressions can serve multiple purposes and engage an array of 
(associative and inferential) processes, which dynamically 
evolve as voice information itself unfolds in time. These cogni-
tive operations begin around 300 ms postonset of the vocal 
expression and continue in a sustained manner as the speech 
signal accumulates (Kotz & Paulmann, 2011). For example, lis-
teners may recalibrate their initial representation of vocal mean-
ings or activate graded details about their significance in 
reference to stored knowledge of vocal behaviour, social norms, 
and individual experience (e.g., previous interactions with the 
speaker). Data show that certain emotional expressions (e.g., 
anger; Pell et al., 2015) exert differential demands on these pro-
cesses and require sustained monitoring, reflected in an 
increased late positive potential (or late positive complex 
[LPC]) in the 300–900 ms time window following stimulus 
onset. These data highlight a variable but critical time period in 
which vocally expressed meanings become “recognized,” con-
sciously accessible, and during which dynamic voice informa-
tion can lead to an updating of mental representations of what is 
being communicated.
While certain cognitive operations hone a mental representa-
tion of the speaker’s vocally expressed meaning, other pro-
cesses register the interplay of salient vocal characteristics with 
meanings activated by the linguistic message (e.g., words or 
phrases which could bear on an emotional interpretation of the 
utterance). Vocal and lexical (word) meanings build up simulta-
neously during speech perception, but linguistic contrasts tend 
to be realized over shorter time scales (Poeppel, 2003). This 
means that as listeners construct a word-by-word representation 
of what is being communicated, initial representations of what 
the speaker is conveying through their vocal expression may 
have added cognitive effects at any number of potential “attach-
ment” points in the utterance which promote comparative anal-
ysis of the two information sources (Hoeks & Brouwer, 2014). 
As such, researchers can examine language-related ERP com-
ponents that index word retrieval and the contextual integration 
of sentence meaning (e.g., N400, P600) to infer how vocal 
expressions of emotion incrementally promote an understand-
ing of the communicative situation in concert with what the 
speaker is saying. For instance, when emotional characteristics 
of prosody conflict with word valence or the semantic content 
of the message, N400-like deflections are observed in the 300–
500 ms time window following the critical emotion-related 
word (indexing voice meaning agreement; e.g., Schirmer & 
Kotz, 2005; for fMRI evidence, see Kotz et al., 2015; Wittfoth 
et al., 2010). At slightly later time points, listeners may engage 
in processes to update a mental representation of what is being 
communicated based on the prosodic context (P600-like effects) 
and draw pragmatic inferences about the speaker, the speech 
act, or other dimensions of the communicative situation based 
on a combinatorial analysis of available cues (Brouwer et al., 
2017). It should be noted that for many utterances, an analysis 
of vocal expressions often precedes an analysis of contingent 
word meanings (imagine someone saying, “I didn’t make the 
team” expressed in a happy tone). The sequencing of informa-
tion flow is therefore an important factor to keep in mind as we 
study the interplay of prosody and language, which is especially 
important as we look at how vocal expressions are used as a 
sociopragmatic device.
These details inform what mental processes listeners seem to 
undergo as they interpret the meaning of vocal expressions of 
emotion in speech. But how can these insights be applied to 
situations in which prosody serves a predominantly interper-
sonal function in social interactions? For example, how is pros-
ody used when it conveys the speaker’s level of certainty or 
marks their stance in relation to what they’re saying? Or when 
the speaker’s prosody marks their (im)polite attitude towards 
the receiver or another person? Long-standing views have con-
sidered facial expressions of emotion as social tools that serve 
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the various needs and goals of the sender (Crivelli & Fridlund, 
2018; Fridlund, 1994; Russell et al., 2003). Well-articulated 
theories of the affective pragmatic functions served by spoken 
utterances have also been put forth (Caffi & Janney, 1994; 
Scarantino, 2017). Along these lines, we believe that examining 
vocal expressions beyond their biological functions as emo-
tional signals promises to inform cognitive processing (e.g., 
three-step) models of vocal expression analysis, and ultimately 
to fill the gaps in our knowledge of how the human brain uses 
voice information to interpret communicative situations. 
Emotive communication involves the conventionalized expres-
sion of feelings, attitudes, and relational orientations towards 
topics, actions, and other people. In what follows, we consider 
three examples of how vocal expressions are treated when pros-
ody is “emotive” rather than emotional, driven by the socio-
pragmatic goals rather than the biological needs of the speaker.
Confidence, Persuasion, and trust
One fertile area to explore considers how prosody is used to 
communicate mental states of confidence, certainty, and com-
mitment to messages transmitted in spoken language. Vocal 
speech cues provide graded information about a speaker’s con-
fidence level as they make a statement (“We will finish it during 
the pandemic!”), allowing listeners to estimate whether the 
message is exact, truthful, or will be performed. But how are 
vocal confidence expressions analyzed for meaning and used to 
form a holistic impression of what is being communicated?
These questions were recently evaluated in a series of ERP 
studies (Jiang et al., 2020; Jiang & Pell, 2015, 2016). Data show 
that, like emotional expressions, vocal expressions of confi-
dence are rapidly assigned meaning from the acoustic onset of 
speech and refined with increased exposure to the input (Jiang 
& Pell, 2015, 2016). Vocally expressed confidence is robustly 
detected at the stage of salience detection, differentiating the 
P200 response to confident versus doubtful voices. Similar to 
when vocal emotion expressions are analyzed, the directionality 
of P200 effects depends on the listener’s task focus (Paulmann 
et al., 2013); for example, while highly confident vocal expres-
sions are more salient in certain contexts (Jiang & Pell, 2015), 
vocal cues marking the speaker’s hesitation are more salient 
(increased P200 amplitude) when listeners must decide whether 
or not to trust the speaker (Jiang et al., 2020; see also Caballero 
& Pell, 2020). Following initial semantic differentiation of the 
stimulus (confident vs. doubtful), fine-tuning of a mental repre-
sentation of the speaker’s vocal confidence level appears to 
build up in the 300–700 ms time window, ensuring that a finer 
gradient of meaning is achieved (“she seems just slightly 
uncommitted to this idea”). Vocal confidence expressions can 
also promote a variety of late inferential processes about the 
communicative situation (e.g., that a confident speaker’s goal is 
actually to manipulate or persuade the listener; Jiang & Pell, 
2015; Jiang et al., 2017).
So far, empirical work suggests that three-step models can be 
usefully applied to situations in which the listener forms a men-
tal representation of speaker (un)certainty or (un)commitment 
in the context of particular speech acts, such as statements of 
fact, opinion, or intentions. This research creates a starting point 
for broader work that examines how vocal expressions of confi-
dence contribute to social cognitive processes related to compe-
tence, persuasion, and trust (e.g., Caballero & Pell,  2020; 
McAleer et al., 2014; van Zant & Berger, 2019), and which 
explore their neural underpinnings (e.g., Hellbrand & Sammler, 
2018). Examining other communicative situations in which 
vocally expressed confidence is used as a pragmatic device—
for example, in persuasive communication and marketing, to 
convince people of untruths in the political arena, or using cues 
of uncertainty solely to convey politeness, etc.—is an especially 
promising research area to explore further.
Attitudes and Stance
Another emotive function of prosody is to mark the speaker’s 
stance towards particular aspects of the communicative situation 
(e.g., the message being conveyed, the receiver, or other people). 
Often, these cues point the receiver to intended nonliteral mean-
ings through the “atypical” use of prosody while speaking 
(Rigoulot et al., 2020; Wilson & Wharton, 2006). For example, 
vocal expressions are instrumental in marking the valence of the 
speaker’s attitude toward the receiver when expressing verbal 
irony (“You’re such a wonderful cook!”), dictating whether or 
not a comment is meant to be taken as sincere and interpreted 
literally (Rigoulot et al., 2014). When compared to how vocal 
emotions are processed, how is a mental representation of vocal 
stance formed and combined with other emerging details of what 
the speaker is communicating in different social situations?
Recent work exemplifies how the brain registers vocal stance 
when speakers make interpersonal requests (e.g., “Lend me a 
nickel”) expressed with polite (positive) or impolite (negative) 
attitudes towards the listener (Vergis et al., 2020). Differences in 
vocally expressed stance modulated P200 amplitudes in anterior 
brain regions from the acoustic onset of the request; this demon-
strates that attention is quickly diverted to the potential signifi-
cance of stance-related vocal cues, in a similar way that vocal 
expressions of emotion and other emotive contrasts are initially 
structured (Zougkou et al., 2017). Once again, it seems that 
increased salience may be assigned to either positive or negative 
vocal cues, depending on the evaluative goals of the listener and 
how emotive details are likely to contribute to an understanding 
of what is being communicated (see Mauchand et al., 2020). 
Also, like emotional expressions (Pell et al., 2015), there is evi-
dence that vocal expressions of stance are cognitively moni-
tored, and their meanings presumably updated in an ongoing 
manner over time (Rigoulot et al., 2020; Vergis et al., 2020). In 
Vergis et al.’s (2020) study of interpersonal requests, ERPs 
time-locked to a late-occurring target word (“Lend me a nickel”) 
displayed significant interactive effects of the polite/impolite 
voice on both target word retrieval (N400) and on the contextual 
integration of emotive information with utterance meaning 
(indexed by P600-like effects occurring 500–800 ms postonset 
of the critical word; see also Rigoulot et al., 2014). While such 
data are still limited, they clearly exemplify the rapid uptake of 
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interpersonal cues from prosody and reveal situations in which 
stance-related information biases what is understood by the lin-
guistic formulation of the message. Much more research could 
be undertaken in this area to illuminate how vocal cues encod-
ing stance inform communicative meaning and what mecha-
nisms are involved.
Social Identity Features
A third way that prosody research can get more interpersonal is 
by progressively defining and operationalizing social identity 
features of the voice in the communicative situation under scru-
tiny. From the aforementioned, it seems clear that vocal expres-
sions dynamically reveal information about the mental state and 
interpersonal stance of the speaker, which guide interpretative 
processes in social interaction. However, vocal attributes simul-
taneously betray indexical features of the sender (age, sex, 
social group, etc.), which may enter into pragmatic interpreta-
tions of spoken language (van Berkum et al., 2008). Social char-
acteristics of the receiver are also a determinant of how (and if) 
prosodic cues are incorporated into a representation of what is 
being communicated and which brain mechanisms are engaged 
(Jiang et al., 2018). Thus, understanding the impact of social 
identity features and social categorization processes on how 
communicative situations are interpreted represents another 
challenge for prosody researchers.
For example, when listeners perceive speakers as outgroup 
members based on having a regional or foreign accent, it appears 
that the nature and time course of processes which extract social 
meaning from their vocal expression are systematically altered 
(Jiang et al., 2020). In this study, in which participants rated how 
much they believed the speaker based on their vocally expressed 
confidence, P200 effects, which mark the relative salience of 
doubtful versus confident expressions from utterance onset, were 
only observed for in-group speakers who shared the same accent 
as the listener. Rapid social categorization of the speaker as an 
outgroup member reduced and delayed operations which extract 
confidence-related information from vocal expressions; down-
stream, this seemed to increase overall demands on contextual 
integration with language and to form a social impression of out-
group speaker believability (see Jiang et al., 2020, for details). 
These data imply that social identity information can influence 
vocal expression analysis prior to the stage of salience detection, 
with long-lasting effects on how communicative representations 
are built. Other analyses emphasize that individual characteristics 
of the listener (attitudes about particular outgroups, anxiety lev-
els, tendency to trust, etc.) must also be taken into account. Given 
these results, new work which expands our knowledge of how 
social characteristics of speakers and listeners affect vocal expres-
sion analysis would be highly worthwhile.
Going Forward
The types of meanings that can be derived from vocal expres-
sions extend beyond the basic emotions and are much more 
varied and socially rich. In addition to the excellent work that 
is being conducted on emotion, this comment encourages 
reflection on how three-stage models of vocal expression anal-
ysis can be applied when prosody acts not so much as a bio-
logical signal but as a cue to intended meanings of the 
communicative situation—a complex window into the speak-
er’s feelings, attitudes, and relational disposition.
Our selective review suggests that some of the processing 
mechanisms that act on vocal expressions of emotion, espe-
cially those that contribute to significance detection, are similar 
to those that decipher vocally expressed confidence and the 
interpersonal stance of a speaker. However, exploring the inter-
personal functions of prosody obliges researchers to look more 
carefully at how and when meaning is revealed through the 
interplay of vocal cues and linguistic features of an utterance 
(e.g., linguistic choices, activation of message-level representa-
tions), which engage different processing routines operating 
over distinct temporal domains. Increasingly, deriving meaning 
from socially complex speech signals in communication should 
be explored in natural (Verga & Kotz, 2019) and interactive 
communicative settings (Kotz & Schwartze, 2016). This would 
require not only the integration of social features coded in an 
utterance but also the timing of interactive speech in communi-
cation by considering dedicated temporal processing brain net-
works (Kotz & Schwartze, 2010; Kotz et al., 2018). A collective 
effort in this new direction will lead to valuable insights into 
human brain system(s) of vocal communication, giving an even 
more prominent “voice” to prosody-based research.
As part of this project, emotion researchers should also look 
more closely at situations in which a speaker strategically simu-
lates vocal expressions of emotion to achieve distinct social or 
interpersonal effects (Scarantino, 2017). Imagine the person 
who uses their voice to feign intense anger when encountering 
an obviously insignificant obstacle, with the goal of communi-
cating humour; or the speaker who vocally expresses fear with 
the purpose of mocking an anxious listener. The extent to which 
representations of the speaker’s emotional state are used in 
these and other social contexts to “make sense” of the commu-
nicative situation, and the types of pragmatic inferences they 
generate, will add to our growing knowledge base of how vocal 
emotion expressions are analyzed in real-life encounters.
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