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ON THE CAYLEY-BACHARACH PROPERTY
MARTIN KREUZER, LE NGOC LONG, AND LORENZO ROBBIANO
Abstract. The Cayley-Bacharach property, which has been classically stated
as a property of a finite set of points in an affine or projective space, is ex-
tended to arbitrary 0-dimensional affine algebras over arbitrary base fields.
We present characterizations and explicit algorithms for checking the Cayley-
Bacharach property directly, via the canonical module, and in combination
with the property of being a locally Gorenstein ring. Moreover, we character-
ize strict Gorenstein rings by the Cayley-Bacharach property and the symme-
try of their affine Hilbert function, as well as by the strict Cayley-Bacharach
property and the last difference of their affine Hilbert function.
1. Introduction
History will, of course, go on repeating itself,
and the historians repeating each other.
The Cayley-Bacharach Property (CBP) has a long and rich history. Classically,
it has been formulated geometrically as follows: A set of points X in n-dimensional
affine or projective space is said to have the Cayley-Bacharach property of degree d
if any hypersurface of degree d which contains all points of X but one automatically
contains the last point. When d is one less than the regularity index of the coordi-
nate ring of X , we simply say that X has the Cayley-Bacharach property (CBP).
Through the ages, the CBP has been shown for various, increasingly general cases.
(ca. 320) The classical theorem of Pappos (Pappus Alexandrinus) can be interpreted
as a consequence of the fact that a set of 9 points in the plane which is
the complete intersection of two curves consisting of three lines each, has
the CBP (see [23], Book 7, Prop. 139).
(1640) Pascal’s theorem may be seen as a corollary of the fact that a set of 9 points
in the plane, formed by intersecting a conic and a line with a set of three
lines, has the CBP (see [24]).
(1748) After being questioned by G. Cramer about an apparent paradox in the
theory of plane curves, L. Euler explained in [8] a solution which may be
interpreted as claiming that a complete intersection of two plane cubic
curves consisting of 9 points has the CBP.
(1835) From remarks of C.G. Jacobi in 1835 (cf. [12], p. 331) and M. Chasles in
1837 (cf. [5], p. 150), it is clear that by that time it was considered “generally
known” that 9 points in the plane which are the complete intersection of
two curves of degree 3 have the CBP.
(1836) In fact, based on his famous formula from [11], C.G. Jacobi proved in [12]
an algebraic version of the CBP for a set of mn points in the plane which
is a complete intersection of a curve of degree m and a curve of degree n .
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(1843) In his paper [3], A. Cayley stated a much stronger property than the CBP
for such complete intersections which is, unfortunately, incorrect in general.
In fact, even for proving the CBP, his argument contains a gap.
(1885) The first explicit statement and a correct proof of the CBP for reduced
complete intersections in the plane were given by I. Bacharach in [2]. The
proof was based on M. Noethers “Fundamentalsatz” which is also known
as his AΦ+BΨ Theorem. And even though A. Cayley failed to grasp the
error in his proof (see [4]), the name “Cayley-Bacharach Theorem” became
the commonly accepted one.
(1952) In the 1950s, starting with the work of D. Gorenstein (see [10]), it became
clear that the CBP is not restricted to complete intersections, but it holds,
for instance, for a set of points in a projective space whose homogeneous
coordinate ring is a Gorenstein ring.
(1985) A further significant step was taken in [6] by E. Davis, A.V. Geramita
and F. Orecchia, where the CBP is extended to sets of points in Pn whose
coordinate rings are level algebras and where arithmetically Gorenstein sets
of points are characterized by the CBP and the symmetry of their Hilbert
functions.
(1993) Some years later, in [9], A.V. Geramita together with the first and third
authors of this paper, showed that the CBP of a set of points in Pn is tied
intrinsically to the structure of the canonical module of its homogeneous
coordinate ring.
(1992) The results of [6] and [9] were generalized by the first author to arbitrary
0-dimensional subschemes of projective spaces over an algebraically closed
field (see [13] and [14]).
(1996) In [7], D. Eisenbud, M. Green and J. Harris reviewed the history of the
Cayley-Bacharach theorem, put it in a general algebraic frame, and pro-
posed striking (and hitherto unproven) conjectures of vast extensions.
(2016) Thus it became clear that, in order to study even more general versions
of the CBP, it is preferable to formulate it as a property of the respective
coordinate rings rather than sets of points or 0-dimensional schemes. In this
vein, the first and third authors defined in [20] the CBP for 0-dimensional
affine algebras with a fixed presentation which have linear maximal ideals,
and they provided several algorithms to check it.
(2015) The most general definition of the CBP to date was given by the sec-
ond author in [21] where he considered it for presentations of arbitrary
0-dimensional affine algebras over arbitrary base fields.
The definition in [21] is the starting point of this paper. Our goal is to study
this very general version of the CBP and to find efficient algorithms for checking
it. A special emphasis will be given to algorithms which will allow us to apply
them to families of 0-dimensional ideals parametrized by border basis schemes in a
follow-up paper (see [17]). Moreover, we generalize the main results about the CBP
in [6], [9], [13] and [14] to the most general setting of a 0-dimensional affine algebra
over an arbitrary base field.
To achieve these goals, we proceed as follows. Our main object of study is a
0-dimensional affine algebra R = P/I over an arbitrary field K , where we let
P = K[x1, . . . , xn] be a polynomial ring over K and I a 0-dimensional ideal in P .
Even if we do not specify it explicitly everywhere, we always consider R together
with this fixed presentation. In other words, we consider a fixed 0-dimensional
subscheme X = Spec(P/I) of An .
This corresponds to the classical setup. However, in the last decades it has
been customary to consider 0-dimensional subschemes of projective spaces. Of
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course, via the standard embedding An ∼= D+(x0) ⊂ P
n , the classical setup can be
translated to this setting in a straightforward way. For instance, in this case the
affine coordinate ring R = K[x1, . . . , xn]/I has to substituted by the homogeneous
coordinate ring Rhom = K[x0, . . . , xn]/I
hom , etc. In this paper we use the affine
setting for several reasons: firstly, the ideals defining subschemes of X can be
studied using the decomposition into local rings, secondly, the structure of the
coordinate ring of X and its canonical module can be described via multiplication
matrices, and thirdly, the affine setup is suitable for generalizing everything to
families of 0-dimensional ideals via the border basis scheme as in the upcoming
paper [17].
In Section 2 we start by recalling some basic properties of I and R = P/I .
In particular, we recall the primary decomposition I = Q1 ∩ · · · ∩ Qs of I , the
corresponding primary decomposition 〈0〉 = q1 ∩ · · · ∩ qs of the zero ideal of R ,
and the decomposition R = R/q1 × · · · × R/qs of R into local rings. Then, for
i ∈ {1, . . . , s} , a minimal Qi -divisor J of I is defined in such a way that the
corresponding subscheme of X differs from X only at the point pi = Z(Mi) and
has the minimal possible colength ℓi = dimK(P/Mi), where Mi = Rad(Qi). For
sets of points, these subschemes are precisely the sets X \ {pi} appearing in the
classical formulation of the Cayley-Bacharach Theorem.
Moreover, in order to have a suitable version of degrees, we recall the degree
filtration of R , its affine Hilbert function HFaR , and its regularity index ri(R). As
explained for instance in [19], Section 5.6, the affine Hilbert function plays the role
of the usual Hilbert function if we consider affine algebras such as R .
These constructions are combined in Section 3. We recall the definition and
some characterizations of separators from [20]. Then we show that a separator for
a maximal ideal mi of R corresponds to a generator of a minimal Qi -divisor J
of I , and we use the maximal order of such a separator to describe the regularity
index of J/I . Then the minimum of all regularity indices ri(J/I) is called the
separator degree of mi . We go on to show that this “minimum of all maxima”
definition is the correct, but rather subtle generalization of the classical notion of
the least degree of a hypersurface containing all points of X but pi .
The separator degree of a maximal ideal mi of R is bounded by the regularity
index ri(R), since the order of any separator is bounded by this number. If all sepa-
rator degrees attain this maximum value, we say that R has the Cayley-Bacharach
property (CBP), or that X is a Cayley-Bacharach scheme. In the last part of Sec-
tion 3 we construct our first new algorithm which allows us to check whether a
given maximal ideal mi of R has maximal separator degree (see Proposition 3.14
and Algorithm 3.15).
Although this algorithm can be used to check the CBP of R , we construct a
better one in Section 4. It is based on the canonical module ωR = HomK(R,K)
of R . The module structure of ωR is given by (f ϕ)(g) = ϕ(fg) for all f, g ∈ R and
all ϕ ∈ ωR . It carries a degree filtration G = (GiωR)i∈Z which is given by GiωR =
{ϕ ∈ ωR | ϕ(F−i−1R) = 0} and its affine Hilbert function which satisfies HF
a
ωR(i) =
dimK(R)−HF
a
R(−i−1) for i ∈ Z . Generalizing some results in [9] and [14], we show
that the module structure of ωR is connected to the CBP of R . More precisely,
Theorem 4.5 says that R has the CBP if and only if AnnR(G− ri(R)ωR) = {0} .
Based on this characterization and the description of the structure of R and the
module structure of ωR via multiplication matrices, we obtain the second main
algorithm of this paper, namely Algorithm 4.6 for checking the CBP of R using
the canonical module. As a nice and useful by-product, we show in Corollary 4.9
that, for an extension field L of K , the ring R has the CBP if and only if R⊗K L
has the CBP.
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In Section 5 we turn our attention to 0-dimensional affine algebras R which
are locally Gorenstein and have the CBP. Extending some results in [20], we show
that R is locally Gorenstein if and only if ωR contains an element ϕ such that
AnnR(ϕ) = {0} and that we can check this effectively (see Algorithm 5.4). Then,
in Theorem 5.6, we characterize locally Gorenstein rings having the CBP by the
existence of an element ϕ ∈ ωR⊗L of order − ri(R) such that AnnR⊗L(ϕ) = {0} .
Here we may have to use a base field extension K ⊆ L or assume that K is infinite.
This characterization implies useful inequalities for the affine Hilbert function of R
(see Corollary 5.7) and allows us to formulate and prove Algorithm 5.9 which checks
whether R is a locally Gorenstein ring having the CBP using the multiplication
matrices of R . To end this section, we characterize the CBP of R in the case when
the last difference ∆R = HFR(ri(R))−HFR(ri(R)− 1) is one (see Corollary 5.13).
The topic of the last section is to characterize 0-dimensional affine algebras which
are strict Gorenstein rings. This property means that the graded ring grF(R) with
respect to the degree filtration is a Gorenstein ring. In the projective case, the
corresponding 0-dimensional schemes are commonly called arithmetically Goren-
stein. Our first characterization of strict Gorenstein rings improves the results
in [6] and [13]. More precisely, in Theorem 6.8 we show that R is strictly Goren-
stein if and only if it has the CBP and a symmetric affine Hilbert function. In
particular, it follows that these rings are locally Gorenstein. Then we define the
strict CBP of R by the CBP of grF(R) and show that it implies the CBP of R (see
Proposition 6.10). Finally, we obtain a second characterization of strict Gorenstein
rings: in Theorem 6.12 we prove that R is a strict Gorenstein ring if and only
if R has the strict CBP and ∆R = 1. Since strict complete intersections are strict
Gorenstein rings, this brings us full circle back to the historic origins of the CBP,
with the difference that now we can treat possibly non-reduced affine algebras with
possibly non-rational support over arbitrary base fields.
All theorems and algorithms in this paper are amply illustrated by non-trivial
examples. These examples were calculated using the computer algebra system
CoCoA [1]. Unless explicitly stated otherwise, we use the definitions and notations
given in [18], [19], and [20].
2. Zero-Dimensional Affine Algebras
Throughout this paper we let K be a field and R a 0-dimensional affine K -al-
gebra. This means that R is a ring of the form R = P/I , where P = K[x1, . . . , xn]
is a polynomial ring over K and I is a 0-dimensional ideal in P . It is well-known
that in this case R , viewed as a K -vector space, has finite dimension (see for
instance [18], Proposition 3.7.1). Equivalently, we can take the geometric point of
view and consider the 0-dimensional subscheme X = Spec(P/I) of the affine space
AnK defined by I . Then R is the affine coordinate ring of X .
Let us start by recalling some insights into the ring structure of R from [20],
Chapter 4, and fix the corresponding notation.
Notation 2.1. The ideal has a primary decomposition of the form
I = Q1 ∩ · · · ∩Qs
where the ideals Qi are 0-dimensional primary ideals of P and are called the pri-
mary components of I . The corresponding primes Mi = Rad(Qi) are maximal
ideals of P . They are called the maximal components of I .
The image of Qi in R will be denoted by qi , and for the image of Mi in R
we write mi . Then the primary decomposition of the zero ideal of R is given by
〈0〉 = q1 ∩ · · · ∩ qs , and we have mi = Rad(qi) for i = 1, . . . , s .
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By applying the Chinese Remainder Theorem to this primary decomposition, we
obtain an isomorphism
ı : R ∼= R/q1 × · · · ×R/qs
which is called the decomposition of R into local rings. For i = 1, . . . , s , the
ring Ri = R/qi is a 0-dimensional local ring with maximal ideal m¯i = mi/qi . The
ideal Soc(Ri) = AnnRi(m¯i) is called the socle of Ri .
The field Li = Ri/m¯i ∼= R/mi is the residue field of Ri and its K -vector space
dimension will be denoted by ℓi = dimK(Li).
The following proposition characterizes the smallest possible non-zero ideals
in R , or equivalently, the smallest ideals in P strictly containing I .
Proposition 2.2. In the above setting let J be an ideal in P which contains I
properly, and let J¯ be its image in R .
(a) The primary decomposition of the ideal J¯ is of the form J¯ = q′1 ∩ · · · ∩ q
′
s ,
where q′1, . . . , q
′
s are ideals in R such that qj ⊆ q
′
j for j = 1, . . . , n and
qi ⊂ q
′
i for some i ∈ {1, . . . , n} .
(b) The primary decomposition of the ideal J is of the form Q′1 ∩ · · · ∩ Q
′
s
where Q′1, . . . ,Q
′
s are ideals in P such that Qj ⊆ Q
′
j for j = 1, . . . , n and
Qi ⊂ Q
′
i for some i ∈ {1, . . . , n} .
(c) For some i ∈ {1, . . . , s} , we have dimK(Q
′
i/Qi) = dimK(q
′
i/qi) ≥ ℓi .
(d) If we have dimK(q
′
i/qi) = ℓi for some i ∈ {1, . . . , s} then every element
f ∈ q′i \ qi satisfies AnnRi(f¯) = m¯i .
Proof. To prove (a), we apply the decomposition of R into local rings. Then
the ideal ı(J¯) is of the form ı(J¯) = J1 × · · · × Js . This implies that the ideals
q′i = ı
−1(〈0〉 × · · · × 〈0〉 × Ji × 〈0〉 × · · · × 〈0〉) satisfy the claim.
Since claim (b) follows immediately from (a), we prove (c) next. For an element
f ∈ q′i \ qi , we have dimK(q
′
i/qi) ≥ dimK(〈f〉/qi) = dimK(〈f¯〉). Since f¯ is a non-
zero element of the local ring Ri , we get the inclusion AnnRi(f¯) ⊆ m¯i . This yields
dimK(〈f¯〉) = dimK(Ri/AnnRi(f¯)) ≥ dimK(Ri/m¯i) = ℓi , and the claim follows.
Finally we show (d). Here all inequalities in the proof of (c) have to be equalities,
and thus dimK(Ri/AnnRi(f¯)) = dimK(Ri/m¯i) holds. Hence the containment
AnnRi(f¯) ⊆ m¯i is an equality, too. 
This proposition motivates the following definition.
Definition 2.3. In the above setting, let ℓi = dimK(Li) = dimK(P/Mi) for
i = 1, . . . , s .
(a) An ideal J in P is called a Qi -divisor of I if J is of the form J =
Q1 ∩ · · · ∩Q
′
i ∩ · · · ∩Qs with an ideal Q
′
i in P such that Qi ⊂ Q
′
i ⊆Mi .
(b) An ideal J in P is called a minimal Qi -divisor of I if it is a Qi -divisor
of I and dimK(J/I) = ℓi .
Using the decomposition of R into local rings, we deduce that if the ideal J is
a Qi -divisor of I then ℓi = dimK(J/I) = dimK(Q
′
i/Qi). Let us also translate this
definition into the language of Algebraic Geometry (see [21] and [16]).
Definition 2.4. Let X be the 0-dimensional subscheme of AnK defined by I .
(a) The set Supp(X) = {p1, . . . , ps} , where pi = Z(Mi) for i = 1, . . . , s , is
called the support of X .
(b) Given i ∈ {1, . . . , s} , a subscheme Y of X is called a pi -subscheme of X
if OY,pj = OX,pj for every j 6= i .
(c) Given i ∈ {1, . . . , s} , a pi -subscheme Y of the scheme X is said to be a
maximal pi -subscheme if deg(Y) = deg(X)− ℓi .
6 MARTIN KREUZER, LE NGOC LONG, AND LORENZO ROBBIANO
Clearly, the defining ideal of a pi -subscheme Y of X is a Qi -divisor of I , and
vice versa. Moreover, since deg(X) = dimK(R), a maximal pi -subscheme of X
corresponds to a minimal Qi -divisor. Let us see an example.
Example 2.5. Let K be a field, let P = K[x, y] , and let Q = 〈x2, y2〉 . Clearly,
the ideal Q is M-primary for M = 〈x, y〉 , and we have ℓ = dimK(P/M) = 1.
Now we consider the ideal J1 = Q + 〈x〉 = 〈x, y
2〉 . Clearly J1 is M-primary
and hence a Q -divisor of Q . Since we have dimK(J1/Q) = 2 > ℓ , the ideal J1 is
not a minimal Q -divisor of Q .
Next we look at the ideal J2 = Q + 〈xy〉 = 〈x
2, xy, y2〉 . Again it is clear that
J2 is M-primary, and therefore a Q -divisor of Q . In this case we get the equality
dimK(J2/Q) = 1 = ℓ , whence J2 is even a minimal Q -divisor of Q .
Useful invariants of a 0-dimensional affine algebra are given by the values of its
affine Hilbert function which we recall next. For this purpose, we equip P with the
(standard) degree filtration F˜ = (FiP )i∈Z , where
FiP = {f ∈ P | deg(f) ≤ i} ∪ {0}
This is an increasing filtration which satisfies FiP = {0} for i < 0 and F0P = K .
For every i ∈ Z , let FiI = FiP ∩ I , and let FiR = FiP/FiI . Then the family
(FiI)i∈Z is called the induced filtration on I , and the family F = (FiR)i∈Z is
a Z-filtration on R which is called the degree filtration on R . Note that we
have
⋃
i∈Z FiP = P and
⋃
i∈Z FiI = I , and hence
⋃
i∈Z FiR = R . Since R is
0-dimensional, the degree filtration on R has only finitely many distinct parts, and
we have FiR = R for i≫ 0.
Definition 2.6. Let R = P/I be a 0-dimensional affine K -algebra as above.
(a) The affine Hilbert function of R is defined as the map
HFaR : Z −→ Z given by i 7−→ dimK(FiR)
(b) The number ri(R) = min{i ∈ Z | HFaR(j) = dimK(R) for all j ≥ i} is
called the regularity index of R .
(c) The first difference function ∆HFaR(i) = HF
a
R(i)−HF
a
R(i− 1) of the affine
Hilbert function of R is called the Castelnuovo function of R .
(d) The number ∆R = ∆HF
a
R(ri(R)) is called the last difference of HF
a
R (or
of R).
It is easy to see that we have HFaR(i) = 0 for i < 0 and a chain of inequalities
1 = HFaR(0) < HF
a
R(1) < · · · < HF
a
R(ri(R)) = dimK(R)
So, the degree filtration on R is increasing, exhaustive, and orderly in the sense
that every non-zero element has an order according to the following definition (see
also [19], 6.5.10).
Definition 2.7. For f ∈ R \ {0} , let ordF(f) = min{i ∈ Z | f ∈ FiR \ Fi−1R} .
This number is called the order of f with respect to F .
From the above description of HFaR it follows that we have 0 ≤ ordF (f) ≤ ri(R)
for every f ∈ R \ {0} . The order of an element represents the smallest degree of a
representative of its residue class modulo I .
Remark 2.8. This description points us to an easy way to calculate the order of an
element: if F ∈ P represents an element f ∈ R \ {0} and σ is a degree compatible
term ordering, then ordF (f) is given by the degree of the normal form NFσ,I(F )
(see [18], Def. 2.4.8).
For actual computations involving the affine Hilbert function of R , we like to
have the following kind of K -basis.
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Definition 2.9. Let d = dimK(R), and let B = (b1, . . . , bd) ∈ R
d . The tuple B
is called a degree filtered K -basis of R if FiB = B ∩ FiR is a K -basis of FiR
for every i ∈ Z , and if we have ordF(b1) ≤ ordF(b2) ≤ · · · ≤ ordF (bd) .
In the sequel we assume that b1 = 1 in each degree filtered basis B = (b1, . . . , bd).
Remark 2.10. For every degree filtered basis B = (b1, . . . , bd) and for every
i ∈ {0, . . . , ri(R)} , we have
HFaR(i) = #{j ∈ {1, . . . , d} | ordF (bj) ≤ i}
In particular, the tuple (ordF (b1), . . . , ordF (bd)) is independent of the choice of the
degree filtered basis B .
Remark 2.8 and Remark 4.6.4 in [20] provide several ways of computing a degree-
filtered basis of R . Moreover, given a degree filtered basis B = (b1, . . . , bd) and an
element g ∈ R \ {0} , we write g = a1b1 + · · ·+ adbd with ai ∈ K for i = 1, . . . , d
and have the equality ordF (g) = max{ordF(bi) | i ∈ {1, . . . , d} and ai 6= 0} .
The following example provides a monomial K -basis which is not degree-filtered.
Example 2.11. Let K = Q , let P = K[x, y] , let I be the vanishing ideal of the
affine set of eight points given by p1 = (1,−1), p2 = (0, 2), p3 = (1, 1), p4 = (1, 2),
p5 = (0, 1), p6 = (1, 3), p7 = (2, 4), and p8 = (3, 4), and let R = P/I . The reduced
Gro¨bner basis of I with respect to DegRevLex is
{ x2y − 4x2 − xy + 4x, x3 + xy2 − 6x2 − 3xy − y2 + 7x+ 3y − 2,
y4 − 10xy2 − 5y3 + 15x2 + 30xy + 15y2 − 35x− 25y + 14,
xy3 − 7xy2 − y3 + 14xy + 7y2 − 8x− 14y + 8 }
Since this term ordering is degree compatible, the residue classes of the elements in
the tuple (1, y, x, y2, xy, x2, y3, xy2) form a degree-filtered K -basis of R with order
tuple (0, 1, 1, 2, 2, 2, 3, 3). On the other hand, the reduced Gro¨bner basis of I with
respect to Lex is
{ x2 − 23xy
2 + 2xy − 73x+
1
15y
4 − 13y
3 + y2 − 53y +
14
15 ,
xy3 − 7xy2 + 14xy − 8x− y3 + 7y2 − 14y + 8, y5 − 9y4 + 25y3 − 15y2 − 26y + 24 }
So, the residue classes of the elements in the tuple B = (1, y, x, y2, xy, y3, xy2, y4)
form a K -basis of R . Since y¯4 = 10x¯y¯2+5y¯3−15x¯2−30x¯y¯−15y¯2+35x¯+25y¯−14,
we have ordF (y¯
4) = 3. Altogether, we see that B is not a degree-filtered basis,
since its order tuple is (0, 1, 1, 2, 2, 3, 3, 3).
3. Separators and the Cayley-Bacharach Property
In this section we continue to use the notation introduced above. In particular,
we let R = P/I be a 0-dimensional affine K -algebra whose zero ideal has the
primary decomposition 〈0〉 = q1∩· · ·∩qs , and we let mi = Rad(qi) be the maximal
ideals of R for i = 1, . . . , s . The following definition generalizes the ones in [9]
and [14].
Definition 3.1. For i ∈ {1, . . . , s} , an element f ∈ R is called a separator for mi
if we have dimK〈f〉 = dimK(R/mi) and f ∈ qj for every j 6= i .
The following characterizations of separators were shown in [20], Theorem 4.2.11.
Theorem 3.2. (Characterization of Separators)
Let R be a 0-dimensional affine K -algebra and let i ∈ {1, . . . , s} . For an element
f ∈ R , the following conditions are equivalent.
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(a) The element f is a separator for mi .
(b) We have AnnR(f) = mi .
(c) The element f is a non-zero element of (qi :R mi) ·
∏
j 6=i qj .
(d) The image of f is a non-zero element in the socle of the local ring R/qi
and, for j 6= i , the image of f is zero in R/qj .
Using the language of Definition 2.3, we can rephrase Definition 3.1 as follows.
Proposition 3.3. Let F ∈ P , let f = F + I be the residue class of F in R , and
let i ∈ {1, . . . , s} . Then the following conditions are equivalent.
(a) The element f is a separator for mi .
(b) The ideal J = I + 〈F 〉 is a minimal Qi -divisor of I .
Proof. To prove that (a) implies (b), we note that Theorem 3.2.c implies that
J = I + 〈F 〉 is a Qi -divisor. Since we have dimK(J/I) = dimK〈f〉 = ℓi , it is a
minimal Qi -divisor of I . Conversely, we have J = I+〈F 〉 = Q1∩· · ·∩Q
′
i∩· · ·∩Qs ,
and therefore f ∈ qj for j 6= i . Moreover, the condition ℓi = dimK(Q
′
i/Qi) =
dimK(q
′
i/qi) = dimK(〈f¯〉) and Proposition 2.2.d yield AnnR/qi(f¯) = m¯i , i.e., the
fact that f¯ is an element of the socle of R/qi . 
Remark 3.4. Given a maximal ideal mi of R , the separators for mi may not be
uniquely determined in two different ways:
(1) It is possible that two separators f, g for mi correspond to the same mini-
mal Qi -divisor of I . In this case, the ideals 〈f¯〉 and 〈g¯〉 in R/qi are equal,
but if we have ℓi = dimK(R/mi) > 1, the orders of f and g with respect
to F may not be equal.
(2) If dimK(Soc(R/qi)) > ℓi , there exist separators f, g for mi which corre-
spond to different Qi -divisors of I . In this case, the ideals 〈f¯〉 and 〈g¯〉
in R/qi are not equal.
The following example demonstrates these two kinds of non-uniqueness.
Example 3.5. Let K = Q , let P = K[x, y] , let I be the ideal of P generated
by {xy, y3, x4 + x2} , and let R = P/I . The primary decomposition of I is
given by I = Q1 ∩Q2 , where Q1 = 〈y, x
2 + 1〉 and Q2 = 〈xy, x
2, y3〉 . Clearly,
the corresponding maximal components are the ideals M1 = Rad(Q1) = Q1 and
M2 = Rad(Q2) = 〈x, y〉 . The affine Hilbert function of R is (1, 3, 5, 6, 6, . . . ), and
hence ri(R) = 3.
The residue classes of x2 and x3 in R are separators for m1 . Their orders are 2
and 3, respectively, since they coincide with their normal forms with respect to any
degree compatible term ordering. Thus the equality Q1 + 〈x
2〉 = Q1 + 〈x
3〉 = 〈1〉
shows that this is a case of non-uniqueness of the first kind.
Since we have (Q2 : M2) ∩ Q1 = 〈y
2, xy, x3 + x〉 , the residue classes of y2
and x3 + x in R are separators for m2 . Their orders are 2 and 3, respectively,
because they coincide with their normal forms with respect to any degree compatible
term ordering. Notice that the two ideals Q2+〈y
2〉 and Q2+〈x
3+x〉 are different.
Consequently, this is a case of non-uniqueness of the second kind.
Keeping these sources of non-uniqueness in mind, we introduce the following
notion.
Definition 3.6. Let R = P/I be a 0-dimensional affine K -algebra as above, let
m1, . . . ,ms be the maximal ideals of R , and let i ∈ {1, . . . , s} . Given a minimal
Qi -divisor J of I and its image J¯ in R , we let
ri(J¯) = max{ordF(f) | f ∈ J¯ \ {0}}
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Then the number
sepdeg(mi) = min{ri(J¯) | J is a minimal Qi -divisor of I}
is called the separator degree of mi in R .
The following proposition shows that this definition is justified in the sense that
it agrees with previous definitions in [19] and [20].
Proposition 3.7. Let R = P/I be a 0-dimensional affine K -algebra as above,
and let m1, . . . ,ms be the maximal ideals of R . Moreover, let i ∈ {1, . . . , s} , let J
be a minimal Qi -divisor of I , let J¯ be the image of J in R , and let HF
a
J¯(j) =
dimK(J¯ ∩ FjR) for j ∈ Z be the affine Hilbert function of J¯ .
(a) We have ri(J¯) = min{j ∈ Z | HFaJ¯ (j) = ℓi} and HF
a
J¯(j) = ℓi for all
j ≥ ri(J¯) . In other words, the number ri(J¯) is the regularity index of the
Hilbert function of J¯ in the sense of [19], Definition 5.1.8.
(b) If the maximal ideal mi is linear, then its separator degree satisfies the
equality sepdeg(mi) = min{ordF(f) | f is a separator for mi} . In other
words, in this case the number sepdeg(mi) agrees with the one defined
in [20], Definition 4.6.10.b.
Proof. First we prove claim (a). By their definition, affine Hilbert functions are
non-decreasing, and by Definition 2.3, we have HFaJ¯(j) = ℓi for j ≫ 0. If an
element f ∈ J¯ satisfies ordF (f) = j for some j ∈ Z then we have f /∈ J¯ ∩ Fj−1R ,
and therefore HFaJ¯(j) > HF
a
J¯(j − 1). This implies the claim.
Next we show (b). Since mi is linear, we have ℓi = 1, and therefore J¯ = K · f
for every f ∈ J¯ \ {0} . Hence we get ri(J¯) = ordF(f), and the claim follows. 
For the separator degree of a maximal ideal of R , we have the following bound.
Proposition 3.8. Let R = P/I be a 0-dimensional affine K -algebra whose maxi-
mal ideals are m1, . . . ,ms , and let i ∈ {1, . . . , s} .
(a) Given a minimal Qi -divisor J of the ideal I and its image J¯ in R , we
have the inequality ri(J¯) ≤ ri(R) . In particular, we have ordF (f) ≤ ri(R)
for every non-zero element f ∈ J¯ .
(b) We have sepdeg(mi) ≤ ri(R) .
Proof. Claim (a) follows from the observation that the equality Fri(R)R = R im-
plies the equality J ∩ Fri(R)R = J . Claim (b) follows from (a) and the definition
of sepdeg(mi). 
This proposition allows us to characterize maximal separator degrees as follows.
Corollary 3.9. Under the assumptions of the proposition, the following conditions
are equivalent.
(a) For every minimal Qi -divisor J of I and its image J¯ in R , there is a
generator f of J¯ such that ordF(f) = ri(R) .
(b) For every minimal Qi -divisor J of I and its image J¯ in R , we have the
equality ri(J¯) = ri(R) .
(c) We have sepdeg(mi) = ri(R) .
Proof. The proof follows easily from the definitions and part (a) of the proposition.

The preceding corollary suggests the following definition.
Definition 3.10. Let R = P/I be a 0-dimensional affine K -algebra, and let
X = Spec(P/I) be the 0-dimensional affine scheme defined by I . We say that R
has theCayley-Bacharach property (CBP), or that X is aCayley-Bacharach
scheme, if the equivalent conditions of the above corollary are satisfied.
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By the above results, this definition agrees with the usual definition given in [14],
Section 2 and [20], Definition 4.6.12 if all maximal ideals are linear. Let us also
rephrase it using Hilbert functions of subschemes of X . Here the affine Hilbert
function of a scheme is the affine Hilbert function of its coordinate ring.
Corollary 3.11. Let X be a 0-dimensional subscheme of AnK with affine coordinate
ring R = P/I , let Supp(X) = {p1, . . . , ps} , and let ℓi = dimK(OX,pi/mX,pi) for
i = 1, . . . , s . Then the following conditions are equivalent.
(a) The scheme X is a Cayley-Bacharach scheme.
(b) For i ∈ {1, . . . , s} and for every maximal pi -subscheme Y of X , we have
HFa
Y
(ri(R)− 1) > HFa
X
(ri(R)− 1)− ℓi .
Proof. Let J be the vanishing ideal of a maximal pi -subscheme Y of X , and let J¯
be its image in R . By definition, we have HFa
X
(j)−HFa
Y
(j) = HFaJ¯(j) for all j ∈ Z .
Hence the inequality in (b) can be rewritten as HFaJ¯(ri(R) − 1) < ℓi . Therefore
the inequality in (b) is equivalent to ri(J¯) = ri(R), and the conclusion follows from
Corollary 3.9. 
In the last part of this section we discuss methods for computing the separator
degree and for checking whether the separator degree of a given maximal ideal of R
is maximal. For this purpose it is convenient to introduce the following terminology.
Definition 3.12. Let R = P/I be a 0-dimensional affine K -algebra, and let
ı : R −→ R/q1× · · · ×R/qs be its decomposition into local rings. For i = 1, . . . , s ,
let Si be the preimage
Si = ı
−1
(
{0} × · · · × {0} × Soc(R/qi)× {0} × · · · × {0}
)
Then the K -vector spaces Si are called the socle spaces of R .
Notice that the socle spaces Si are ideals in R having a very particular structure.
First of all, the space Si is annihilated by the maximal ideal mi . Thus it is a finite
dimensional vector space over the field Li = P/Mi . Letting ki = dimLi(Si) and
recalling that ℓi = dimK(Li), we have dimK(Si) = kiℓi for i = 1, . . . , s . Secondly,
by Theorem 3.2, the non-zero elements of Si are precisely the separators of mi .
In the following case, the separator degree of a maximal ideal of R is easy to
calculate. Recall that a local ring (A,m) is called a Gorenstein ring if we have
dimA/m Soc(A) = 1.
Remark 3.13. Assume that R/qi is a Gorenstein ring for some i ∈ {1, . . . , s} .
Then every non-zero element f ∈ Si generates Si . Let {e1, . . . , eℓ} be a set of
elements in R whose residue classes in Li = R/mi form a K -basis of Li . Then the
elements in {e1f, . . . , eℓf} form a K -basis of the ideal 〈f〉 in Si . Consequently,
we have sepdeg(mi) = max{ordF (eif) | i = 1, . . . , ℓ} .
If Ri is not a Gorenstein ring, the situation is somewhat more complicated, since
the separators of mi generate many different ideals in R . If K is infinite, there
are even infinitely many such ideals. Nevertheless, the following proposition allows
us to characterize when the separator degree of a maximal ideal of R is maximal.
Recall that the leading form of a non-zero element f of R with ordF (f) = γ
is defined as the residue class LFF (f) = f + Fγ−1R in FγR/Fγ−1R (see [20],
Definition 6.5.10).
Moreover, notice that in order to construct a K -basis of a socle space Si of R ,
we may find an Li -basis {s1, . . . , ski} of Si and a K -basis {e1, . . . , eℓi} of Li .
Then the set of products {eλsκ | 1 ≤ λ ≤ ℓi, 1 ≤ κ ≤ ki} is a K -basis of Si which
consists of ℓiki elements.
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Proposition 3.14. (Characterization of Maximal Separator Degrees)
Let R = P/I be a 0-dimensional affine K -algebra, let m1, . . . ,ms be the maximal
ideals of R , and let i ∈ {1, . . . , s} . Let ki = dimLi(Si) and mi = ℓiki . Let
(e1, . . . , eℓi) be a K -basis of Li , let (f1, . . . , fmi) be a K -basis of Si , and let
Mi = (L(ejfk))j,k be the matrix in Matℓi,mi(Fri(R)R/Fri(R)−1R) such that
L(ejfk) =
{
LFF(ejfk) if ordF (ejfk) = ri(R),
0 otherwise.
Then we have sepdeg(mi) = ri(R) if and only if the columns of Mi are K -linearly
independent.
Proof. By definition, we have sepdeg(mi) < ri(R) if and only if there exists an
ideal J¯ in Si such that dimK(J¯) = ℓi and J¯ ⊆ Fri(R)−1R . Every ideal J¯ with
dimK(J¯) = ℓi is generated by a separator g ∈ Si . Let us write g =
∑mi
k=1 akfk
with ak ∈ K . The condition ordF (g) < ri(R) is equivalent to the condition that∑mi
k=1 akL(fk) = 0 in the vector space Fri(R)R/Fri(R)−1R . Since the ideal J¯ = 〈g〉
is contained in Fri(R)−1R if and only if ordF(ejg) < ri(R) for j = 1, . . . , ℓi , this
condition is equivalent to the condition that
∑mi
k=1 akL(ejfk) = 0 for j = 1, . . . , ℓi .
In other words, we have sepdeg(mi) < ri(R) if and only if there exists a tuple
(ak) ∈ K
mi \ {0} such that Mi · (ak)
tr = 0. This proves the claim. 
In view of this proposition, we have the following algorithm for checking whether
the separator degree of some maximal ideal of R attains its maximal value ri(R).
Algorithm 3.15. (Checking Maximal Separator Degrees)
Let R = P/I be a 0-dimensional affine K -algebra, let q1, . . . , qs be the primary
components of the zero ideal in R , let m1, . . . ,ms be the corresponding maximal
ideals of R , and let i ∈ {1, . . . , s} . Consider the following sequence of instructions.
(1) Compute a K -basis (e1, . . . , eℓi) of the field Li = R/mi .
(2) Calculate the socle Soc(R/qi) . Using the Chinese Remainder Theorem,
compute a K -basis Bi = (f1, . . . , fmi) of the preimage
Si = ı
−1({0} × · · · × {0} × Soc(R/qi)× {0} × · · · × {0})
under the isomorphism ı : R ∼= R/q1 × · · · ×R/qs .
(3) Calculate a K -basis V = (v1, . . . , v∆) of Fri(R)R/Fri(R)−1R .
(4) Form the matrix Mi in Matℓi∆,mi(K) which is defined as follows: For
j = 1, . . . , ℓi , compute the column vectors in K
∆ containing the coordinates
of L(ejfk) with respect to the basis V and put them into the j -th block of
rows of Mi . Here L(ejfk) is defined as in Proposition 3.14.
(5) If the rank of Mi is mi , return TRUE. Otherwise, return FALSE.
This is an algorithm which checks whether the maximal ideal mi of R has maximal
separator degree and returns the corresponding Boolean value.
Proof. The finiteness of this algorithm is clear. The correctness follows from Re-
mark 3.13 and Proposition 3.14. 
Let us apply this algorithm in a concrete case.
Example 3.16. Let R = P/I be the 0-dimensional affine K -algebra given in
Example 3.5. The generating set {xy, y3, x4 + x2} is also the reduced Gro¨bner
basis of I with respect to DegRevLex. So, the residue classes of the elements in
the tuple (1, y, x, y2, x2, x3) form a degree filtered K -basis of R . In particular,
we have ri(R) = 3 and ∆R = 1. Now we want to apply Algorithm 3.15 to check
whether the maximal ideal mi of R has maximal separator degree for i = 1, 2.
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Note that V = (x3) represents a K -basis of F3R/F2R in Step (3). Moreover, we
have L1 = R/m1 = K ⊕Kx and L2 = R/m2 = K .
First we consider the case i = 1. We have ℓ1 = 2 and a K -basis of L1 is
given by (e1, e2) = (1, x). Moreover, a K -basis B1 of S1 in Step (2) is given by
B1 = (f1, f2) = (−x
2,−x3), and we have m1 = 2. Hence we have
L(e1f1) = L(−x
2) = 0, L(e1f2) = L(−x
3) = −x3,
L(e2f1) = L(−x
3) = −x3, L(e2f2) = L(−x
4) = L(x2) = 0,
and consequently the matrix M1 in Step (4) is
M1 =
(
0 −1
−1 0
)
.
In particular, we have rank(M1) = 2 = m1 in Step (5). Therefore the maximal
ideal m1 of R has maximal separator degree 3.
Similarly, in the case i = 2, we have ℓ2 = 1 and a K -basis of L2 is given by
(e1) = (1). Moreover, a K -basis B2 of S2 in Step (2) is given by B2 = (f1, f2) =
(x3 + x, y2), and thus m2 = 2. Consequently, we get
L(e1f1) = L(x
3 + x) = x3, L(e1f2) = L(y
2) = 0,
which implies that the matrix M2 in Step (4) is M2 =
(
1 0
)
. It follows that
rank(M2) = 1 < 2 = m2 . Hence the maximal ideal m2 of R does not have
maximal separator degree. In fact, we have sepdeg(m2) = 2 < 3 = ri(R).
Of course, by running the preceding algorithm for i = 1, . . . , s , we can check
whether R has the Cayley-Bacharach property. In the next section we construct
another algorithm for this purpose which uses the canonical module of R .
4. The Canonical Module and the Cayley-Bacharach Property
In this section we continue to use the notation introduced above. In particular,
we let R = P/I be a 0-dimensional affine K -algebra. Versatile tools to study the
ring R are its canonical module ωR and the affine Hilbert function of ωR which
we recall now (see also [20], Section 4.5).
Definition 4.1. Let R = P/I be a 0-dimensional affine K -algebra.
(a) If we equip the K -vector space ωR = HomK(R,K) with the R -module
structure defined by f · ϕ(g) = ϕ(fg) for f, g ∈ R and ϕ ∈ ωR , we obtain
the canonical module of R .
(b) For every i ∈ Z , let GiωR = {ϕ ∈ ωR | ϕ(F−i−1R) = 0} . Then the family
G = (GiωR)i∈Z is a Z-filtration of ωR which we call the degree filtration
of ωR .
(c) The map HFaωR : Z −→ Z defined by HF
a
ωR(i) = dimK(GiωR) for all i ∈ Z
is called the affine Hilbert function of ωR .
The following proposition collects some properties of the degree filtration and
the affine Hilbert function of ωR .
Proposition 4.2. Let R = P/I be a 0-dimensional affine K -algebra.
(a) The degree filtration of ωR is increasing, i.e., we have GiωR ⊆ GjωR for
i ≤ j . In particular, the affine Hilbert function of ωR is non-decreasing.
(b) The module ωR is a filtered R -module, i.e., we have FiR ·GjωR ⊆ Gi+jωR
for all i, j ∈ Z .
(c) For i ≤ − ri(R) − 1 , we have GiωR = {0} , and for i ≥ 0 , we have
GiωR = ωR . In particular, the filtration G is exhaustive.
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(d) For every i ∈ Z , we have
HFaωR(i) = dimK(R)−HF
a
R(−i− 1)
In particular, the regularity index of ωR satisfies ri(ωR) = 0 and its homo-
geneous component of lowest degree has dimension HFaωR(− ri(R)) = ∆R .
Proof. Claim (a) follows from the fact that ϕ(F−i−1R) = 0 implies ϕ(F−j−1R) = 0
for i ≤ j . To check claim (b), we note that for f ∈ FiR and ϕ ∈ GjωR we have
(f ϕ)(F−i−j−1R) = ϕ(f F−i−j−1R) ⊆ ϕ(F−j−1R) = 0, and therefore we obtain
f ϕ ∈ Gi+jωR .
Next we prove (c). For i ≤ − ri(R) − 1 and ϕ ∈ GiωR we have ϕ(R) =
ϕ(Fri(R)R) ⊆ ϕ(F−i−1R) = 0. Moreover, for i ≥ 0 we have ϕ ∈ GiωR if and only
if ϕ(F−i−1R) = 0. Since F−i−1R = {0} , this holds for all ϕ ∈ ωR .
To show (d) we observe that the condition ϕ(F−i−1R) = 0 defines a K -vector
subspace of ωR of codimension dimK(F−i−1R) = HF
a
R(−i− 1). 
As for the filtration F of R , we can define the order of an element of ωR with
respect to G .
Definition 4.3. For ϕ ∈ ωR \ {0} , the number ordG(ϕ) = min{i ∈ Z | ϕ ∈ GiωR}
is well-defined. It is called the order of ϕ with respect to G .
For computational purposes, the following remark will come in handy.
Remark 4.4. Let d = dimK(R), and let B = (f1, . . . , fd) be a degree filtered
K -basis of R . Then the dual basis B∗ = (f∗1 , . . . , f
∗
d ) defined by f
∗
i : R −→ K
with f∗i (fj) = δij for i, j = 1, . . . , d is a degree filtered K -basis of ωR , and we
have ordG(f
∗
i ) = − ordF(fi) for i = 1, . . . , d .
Our next goal is to provide a characterization of the Cayley-Bacharach property
of R in terms of the structure of the canonical module ωR . If R has linear maximal
ideals, a straightforward adaptation of [14], Theorem 2.6, achieves this goal. In fact,
our next theorem shows that the hypothesis that R has linear maximal ideals is
not necessary for this characterization to hold.
Theorem 4.5. (The Canonical Module of a Cayley-Bacharach Scheme)
Let R = P/I be a 0-dimensional affine K -algebra. Then the following conditions
are equivalent.
(a) The ring R has the Cayley-Bacharach property.
(b) The bilinear map R⊗K G− ri(R)ωR −→ ωR is non-degenerate.
(c) We have AnnR(G− ri(R)ωR) = {0} .
Proof. First we show that (a) implies (b). Suppose that there exists a non-zero
element f ∈ R such that f · G− ri(R)ωR = {0} . Now consider the decomposition
into local rings ı : R ∼= R/q1×· · ·×R/qs and let ı(f) = (f1, . . . , fs). Since f 6= 0,
there exists an index i ∈ {1, . . . , s} such that fi 6= 0. From the fact that R/qi
is a local ring and Lemma 4.5.9.a of [20] we conclude that there exists an element
gi ∈ R/qi such that figi ∈ Soc(R/qi) \ {0} . By lifting (0, . . . , 0, gi, 0, . . . , 0), we
therefore get an element g ∈ R such that fg is contained in the i -th socle space
of R . Now the hypothesis that R has the CBP implies that in the ideal J¯ = 〈fg〉
there exists an element fgh with h ∈ R such that ordF(fgh) = ri(R).
Next, we let fgh 6= 0 be the image of fgh in V = Fri(R)R/Fri(R)−1R . By
choosing a complement of K · fgh , we find a K -linear map ϕ¯ : V −→ K such
that ϕ¯(fgh) 6= 0. Thus ϕ¯ lifts to a K -linear map ϕ : Fri(R)R −→ K such that
ϕ(Fri(R)−1R) = {0} and ϕ(fgh) 6= 0. We note that Fri(R)R = R and conclude that
ϕ ∈ G− ri(R)ωR . Hence we obtain 0 6= ϕ(fgh) = (fghϕ)(1) = (gh · (fϕ))(1) = 0, a
contradiction.
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Since (b) and (c) are clearly equivalent, it remains to show that (c) implies (a).
Suppose that R does not have the CBP. This means that there exists an i ∈
{1, . . . , s} and a non-zero element f ∈ Si in the i -th socle space Si of R such that
ordF (fg) ≤ ri(R)− 1 for every element g ∈ R .
Hence we have ϕ(fg) = 0 for every g ∈ R and every ϕ ∈ G− ri(R)ωR . Conse-
quently, we have (fϕ)(g) = ϕ(fg) = 0 for every g ∈ R , and hence fϕ = 0 for
every ϕ ∈ G− ri(R)ωR . This contradicts (c). 
This theorem can be turned into an algorithm for checking the Cayley-Bacharach
property as follows. For the notion of a block column matrix we refer to [20],
Definition 2.2.16. We recall that, for a matrix W ∈ Matr,s(K), the K -vector
subspace of Ks given by Ker(W ) = {(c1, . . . , cs) ∈ K
s | W · (c1, . . . , cs)
tr = 0} is
denoted by Ker(W ).
Algorithm 4.6. (Checking the Cayley-Bacharach Property Using ωR )
Let R = P/I be a 0-dimensional affine K -algebra. Consider the following sequence
of instructions.
(1) Compute a degree filtered K -basis B = (b1, . . . , bd) of R . Let ∆ ≥ 1 be
such that bd−∆+1, . . . , bd are the elements of B of order ri(R) .
(2) For i = 1, . . . , d , compute the matrix MB(ϑbi) ∈ Matd(K) representing the
multiplication by bi in the basis B .
(3) For j = 1, . . . ,∆ , form the matrix Vj ∈Matd(K) whose i-th column is the
(d−∆+ j)-th column of MB(ϑbi)
tr for i = 1, . . . , d .
(4) Form the block column matrix W = Col(V1, . . . , V∆) and compute Ker(W ) .
(5) If Ker(W ) = {0} , return TRUE. Otherwise, return FALSE.
This is an algorithm which checks whether R has the Cayley-Bacharach property
and returns the corresponding Boolean value.
Proof. Clearly, the algorithm is finite, so that it remains to prove correctness. Ac-
cording to Theorem 4.5, to check the CBP of R , we have to check whether any non-
zero element of R annihilates G− ri(R)ωR . Since the dual basis B
∗ = (b∗1, . . . , b
∗
d)
is a K -basis of ωR , this means that we have to check whether any K -linear com-
bination a1b1 + · · · + adbd annihilates b
∗
d−∆+1, . . . , b
∗
d . Using [20], Remark 4.5.3,
it is easy to see that the coordinate tuple of bi b
∗
k in the basis B
∗ is given by the
k -th column of MB(ϑbi)
tr . Hence the (d−∆+ j)-th column of MB(ϑbi)
tr is the
coordinate tuple of bi b
∗
d−∆+j in the basis B
∗ . Thus the coordinate tuples of all
elements of R which annihilate b∗d−∆+j are given by the tuples (a1, . . . , ad) ∈ K
d
such that Vj · (a1, . . . , ad)
tr = 0. Altogether, the vector space Ker(W ) contains
all coordinate tuples of elements of R which annihilate G− ri(R)ωR . From this the
claim follows. 
Let us check this algorithm in a couple of examples.
Example 4.7. Let K = F2 , let P = K[x, y] , let I be the ideal of P generated
by {x2 + x, y2 + y, xy} , and let R = P/I . The primary decomposition of I is
I = M1 ∩M2 ∩M3 , where M1 = 〈x, y〉 , M2 = 〈x, y + 1〉 , and M3 = 〈x + 1, y〉 .
The affine Hilbert function of R is (1, 3, 3, . . . ), and hence ri(R) = 1. A degree
filtered basis of R is given by the residue classes of {1, y, x} . Thus we have d = 3
and ∆R = 2. The two matrices V1 and V2 computed in Step (3) of the algorithm
are
V1 =
0 1 01 1 0
0 0 0
 and V2 =
0 0 10 0 0
1 0 1

Since the matrix W = Col(V1, V2) has a trivial kernel, we conclude that R has
the CBP.
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Example 4.8. Let K = Q , let P = K[x, y, z] , let I be the ideal of P generated by
{z2−x+2z, xz−2x−y+4z, y2−x+z, x2−yz−4x−4y+8z} , and let R = P/I . The
primary decomposition of I is I = M1 ∩M2 , where we have M1 = 〈x, y, z〉 and
M2 = 〈z
2−x+2z, xz−2x−y+4z, y2−x+z, x2−yz−4x−4y+8z, xy−2yz−z−1〉 .
Here M1 and M2 are maximal ideals, M1 is a linear maximal ideal, and M2
corresponds to a residue field extension K ⊂ L2 of degree 5. The affine Hilbert
function of R is (1, 4, 6, 6, . . . ), and hence ri(R) = 2. A degree filtered K -basis
of R is given by the residue classes of {1, z, y, x, yz, xy} . Thus we have d = 6
and ∆R = 2. The two matrices V1 and V2 computed in Step (3) of the algorithm
are
V1 =

0 0 0 0 1 0
0 0 1 0 −2 −4
0 1 0 0 0 1
0 0 0 1 −4 −8
−1 −2 0 −4 1 1
0 −4 1 −8 1 −2
 and V2 =

0 0 0 0 0 1
0 0 0 0 1 2
0 0 0 1 0 0
0 0 1 0 2 4
0 1 0 2 0 1
1 2 0 4 1 5

Since the matrix W = Col(V1, V2) has a trivial kernel, we conclude that R has
the CBP.
An interesting consequence of Algorithm 4.6 is that the Cayley-Bacharach prop-
erty of R is invariant under an extension of base fields, as the following corollary
shows.
Corollary 4.9. Let K be a field, let K ⊂ L be a field extension, and let R be a
0-dimensional affine K -algebra. Then the following conditions are equivalent.
(a) The ring R has the Cayley-Bacharach property.
(b) The ring R⊗K L has the Cayley-Bacharach property.
Proof. Given a field extension K ⊂ L and a degree filtered K -basis B = (b1, . . . , bd)
of R , the tuple B is also a degree filtered L -basis of R⊗K L . Moreover, the corre-
sponding multiplication matrices MB(ϑbi) do not change under this field extension.
Hence the matrix W computed in Step 4 of Algorithm 4.6 does not depend on the
field extension, and the claim follows. 
Let us show an example which illustrates this corollary.
Example 4.10. Let K = Q , let P = K[x, y] , and let R = P/I where I = M1∩M2
with M1 = 〈x
5 − x− 2, y − x3〉 and M2 = 〈x, y〉 . Note that I is a radical ideal.
First we use Algorithm 4.6 to check whether R has the CBP. The reduced
Gro¨bner basis of the ideal I with respect to DegRevLex is given by {x2 − y2 + 2x,
xy2 − 2y2 + 4x− y, y4 − xy − 4y2 + 8x− 4y} . Consequently, the residue classes of
the elements in B = (1, y, x, y2, xy, y3) form a degree filtered K -basis of R . We
have d = 6, ∆R = 1, and the corresponding matrix W is
W =

0 0 0 0 0 1
0 0 0 1 0 0
0 0 0 0 1 2
0 1 0 0 2 4
0 0 1 2 0 1
1 0 2 4 1 6

Next we let L be the splitting field of the polynomial x5 − x − 2 over K . The
reduced Gro¨bner basis of I L[x, y] with respect to DegRevLex is again {x2−y2+2x,
xy2 − 2y2 + 4x − y, y4 − xy − 4y2 + 8x − 4y} (see [18], Lemma 2.4.16), and the
residue classes of the elements in B form a degree filtered L -basis of R ⊗K L .
Clearly, the multiplication matrices MB(ϑbi) ∈ Matd(K) express bi bj as a linear
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combination of b1, . . . , bd both over K and L . Thus the matrix W agrees with
the matrix constructed by applying Algorithm 4.6 to R⊗K L = L[x, y]/I L[x, y] .
Altogether, the ring R has the CBP if and only if we have Ker(W ) = {0} , and
this holds if and only if Ker(W )⊗KL = {0} , i.e., if and only if R⊗KL has the CBP,
as expected. In this example R and R⊗K L have the CBP. Notice that the scheme
X = Spec(P/I) consists of two reduced points, while XL = Spec(L[x, y]/I L[x, y])
consists of six reduced points.
5. Locally Gorenstein Rings and the Cayley-Bacharach Property
As in the preceding sections, we continue to let R = P/I be a 0-dimensional
affine K -algebra. The canonical module ωR of R can be used to characterize
the property of R to be a locally Gorenstein ring. Notice that this property is
sometimes simply called Gorenstein, but here we want to emphasize the distic-
tion with the notion of strict Gorenstein rings which will be considered later (see
Definition 6.3).
Definition 5.1. Let R be a 0-dimensional affine K -algebra, and let q1, . . . , qs
be the primary components of the zero ideal of R . We say that R is locally
Gorenstein if R/qi is a Gorenstein local ring for i = 1, . . . , s .
Recalling the decomposition of R into local rings R ∼= R/q1×· · ·×R/qs , we see
that R is locally Gorenstein if and only if its local factors are Gorenstein. Clearly, a
field R is Gorenstein. Every reduced 0-dimensional affine K -algebra R is a locally
Gorenstein ring, as we can see by applying the isomorphism R ∼= R/m1×· · ·×R/ms .
The following extension of [20], Theorem 4.5.21, will allow us to check the Goren-
stein property of R in a nice way.
Theorem 5.2. (The Canonical Module of a Locally Gorenstein Ring)
Let K be a field, and let R be a 0-dimensional affine K -algebra. Then the following
conditions are equivalent.
(a) The ring R is locally Gorenstein.
(b) The canonical module ωR is a cyclic R -module, i.e., there exists an element
ϕ ∈ ωR such that ωR = 〈ϕ〉 .
(c) There exists an element ϕ ∈ ωR such that AnnR(ϕ) = {0} .
Proof. The equivalence between (a) and (b) is part of Theorem 4.5.21 of [20]. To
show that (b) implies (c), we let ϕ ∈ ωR be a generator of ωR . Then multipli-
cation by ϕ induces an R -module isomorphism R/AnnR(ϕ) −→ ωR , and from
dimK(R) = dimK(ωR) we conclude that AnnR(ϕ) = {0} .
Conversely, given an element ϕ ∈ ωR with AnnR(ϕ) = {0} , multiplication by ϕ
induces an R -module isomorphism R −→ 〈ϕ〉 , and again dimK(R) = dimK(ωR)
implies that 〈ϕ〉 = ωR . 
Note that the equivalence between (b) and (c) in this theorem can be viewed as
a special case of the equivalence proved in Lemma 4.5.8 of [20]. As a consequence
of the theorem we obtain the following well-known result.
Corollary 5.3. Let K be a field, let K ⊂ L be a field extension, and let R be a
0-dimensional affine K -algebra. Then the following conditions are equivalent.
(a) The ring R is locally Gorenstein.
(b) The ring R⊗K L is locally Gorenstein.
Proof. By part (b) of the theorem, we have to show that the canonical module ωR
is a cyclic R -module if and only if ωR⊗KL is a cyclic R ⊗K L -module. This
equivalence follows from [20], Theorem 3.6.4.a. 
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By including [20], Algorithm 3.1.4, we can now rewrite Algorithm 4.5.22 of [20]
as follows.
Algorithm 5.4. (Checking the Locally Gorenstein Property)
Let R = P/I be a 0-dimensional affine K -algebra given by a set of generators of I ,
and let d = dimK(R) . The following instructions define an algorithm which checks
whether R is a locally Gorenstein ring and returns the corresponding Boolean value.
(1) Compute a tuple of polynomials whose residue classes B = (b1, . . . , bd) form
a K -basis of R .
(2) Compute the multiplication matrices MB(ϑx1), . . . ,MB(ϑxn) , i.e., the ma-
trices representing the multiplication maps ϑxi : R −→ R in the basis B .
(3) Let z1, . . . , zd be new indeterminates, and let C ∈ Matd(K[z1, . . . , zd]) be
the matrix whose columns are bi
(
MB(ϑx1)
tr, . . . ,MB(ϑxn)
tr
)
·(z1, . . . , zd)
tr
for i = 1, . . . , d .
(4) If det(C) 6= 0 return TRUE, otherwise return FALSE.
Moreover, if the ring R is locally Gorenstein and (c1, . . . , cd) ∈ K
d is such that
det(C(c1, . . . , cd)) 6= 0 , then the linear form c1b
∗
1 + · · · cdb
∗
d is a generator of ωR .
Proof. By the Cyclicity Test (cf. [20], Algorithm 3.1.4), Step (4) checks whether
the module whose multiplication matrices are the matrices MB(ϑxi)
tr is a cyclic
R -module. By [20], Remark 4.5.3, these are exactly the multiplication matrices of
the canonical module. So, the algorithm checks whether ωR is a cyclic R -module
and returns the correct answer according to Theorem 5.2. The additional claim
follows from [20], Algorithm 3.1.4. 
Let us have a look at an example which illustrates this algorithm.
Example 5.5. Let K = Q , let P = K[x, y, z] , and let R = P/I , where I is the
ideal of P generated by
{
x2 − 18xy + 43y2 + 12xz − 1703 yz +
218
3 z
2 − 4x+ 3403 y − 216z +
166
3 ,
xy2 − 3xy − 49y
2 + xz − 3227yz −
28
27z
2 + 6427y +
28
9 z −
32
27 ,
y3 − 179 y
2 + 1727yz −
2
27z
2 − 8827y +
20
9 z −
10
27 ,
y2z − 109 y
2 − 1727yz +
83
27z
2 + 3427y −
74
9 z +
64
27 ,
z3 + 29y
2 − 1127yz −
40
27z
2 + 2227y −
14
9 z +
16
27 ,
xz2 − xy − 19y
2 − 827yz −
7
27z
2 + 1627y +
7
9z −
8
27 ,
yz2 + 29y
2 − 3827yz −
67
27z
2 − 3227y +
49
9 z −
38
27 ,
xyz − 19y
2 − 3xz − 827yz −
7
27z
2 + x+ 1627y +
7
9z −
8
27
}
.
Let us check whether R is locally Gorenstein or not. Note that the given generating
set is the reduced Gro¨bner basis of I with respect to DegRevLex. So, a degree
filtered K -basis B of R is given by the residue classes of the elements in the tuple
(1, z, y, x, z2, yz, xz, y2, xy).
As the computation of the determinant of the matrix C ∈ K[z1, . . . , z9] of size
9 × 9 in Step (4) of Algorithm 5.4 is quite demanding, we substitute in C the
indeterminates (z1, . . . , z9) by the numbers λ = (1,−3,−1, 2, 4,−1,−1, 1, 3) and
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get
Cλ =

1 −3 −1 2 4 −1 −1 1 3
−3 4 −1 −1 2327
671
27
191
27 −
1015
27 −
25
27
−1 −1 1 3 67127 −
1015
27 −
25
27
178
27
710
27
2 −1 3 − 27193
191
27 −
25
27
108017
27
710
27 −
107924
27
4 2327
671
27
191
27
257
9
493
27 −
25
27
338
27
200
9
−1 67127 −
1015
27 −
25
27
493
27
338
27
200
9 −
2696
27 −
266
27
−1 19127 −
25
27
108017
27 −
25
27
200
9 −
35938
9 −
266
27
348632
27
1 − 101527
178
27
710
27
338
27 −
2696
27 −
266
27
1163
27
1715
27
3 − 2527
710
27 −
107924
27
200
9 −
266
27
348632
27
1715
27 −
143783
9

Since we have det(Cλ) =
114824810760065082500447360
10460353203 6= 0, we know that det(C) 6= 0,
and hence the ring R is locally Gorenstein.
In the remaining part of this section we construct an algorithm for checking
whether R is locally Gorenstein and has the Cayley-Bacharach property. Given a
field extension K ⊆ L , for simplicity we write RL to denote R⊗KL . The following
theorem is the key result.
Theorem 5.6. (Locally Gorenstein Rings Having the Cayley-Bacharach
Property)
Let K be a field, and let R = P/I be a 0-dimensional affine K -algebra. Then the
following conditions are equivalent.
(a) There exists a field extension K ⊆ L and an element ϕ ∈ ωRL such that
we have ordG(ϕ) = − ri(RL) and AnnRL(ϕ) = {0}.
(b) The ring R is locally Gorenstein and has the Cayley-Bacharach property.
If K is infinite, then L = K satisfies Condition (a).
Proof. By Corollary 5.3, we know that R is locally Gorenstein if and only if RL
is locally Gorenstein. We also know by Corollary 4.9 that R has the CBP if and
only if RL has the CBP. Together with ri(R) = ri(RL) this implies that we may
assume that L = K and that this is an infinite field.
First we show that (a) implies (b). By Theorem 5.2, the ring R is locally
Gorenstein. Let i ∈ {1, . . . , s} , and let fi ∈ R be a separator for mi . Then
fiϕ 6= 0 implies that there exists an element g ∈ R such that (fiϕ)(g) 6= 0. In
particular, we have fig 6= 0, so that passing to the residue classes in Ri = R/qi
shows that g¯ is a unit in Ri . Consequently, also fig is a separator for mi , and
ϕ(fig) 6= 0 together with ordG(ϕ) = − ri(R) yields ordF (fig) = ri(R). This shows
that, for the every minimal Qi -divisor Ji of I , there exists a separator fig ∈ J¯i of
order ri(R). Thus the ring R has the CBP.
Now we prove that (b) implies (a). Since R is a locally Gorenstein ring, we have
the equality dimLi(Soc(Ri)) = 1 for i = 1, . . . , s . Hence, for every i ∈ {1, . . . , s} ,
there exists a unique minimal Qi -divisor Ji of I whose image J¯i in R is the
preimage of Soc(Ri) under the decomposition ı of R into local rings. Using the
fact that R has the CBP, we therefore find for every i ∈ {1, . . . , s} a separator
fi ∈ J¯i for mi such that ordF(fi) = ri(R).
Now we let ̺ = ri(R) and consider the K -vector space F̺R/F̺−1R . Using the
hypothesis that K is infinite and the fact that the residue classes f¯1, . . . , f¯s are all
non-zero, we find a K -linear map ϕ¯ : F̺R/F̺−1R −→ K such that ϕ¯(f¯i) 6= 0 for
i = 1, . . . , s . By composing ϕ¯ with the canonical epimorphism, we therefore get a
K -linear map ϕ : F̺R −→ K such that ϕ(fi) 6= 0 for i = 1, . . . , s . Clearly, the
map ϕ is an element of G−̺ ωR , and hence ordG(ϕ) = − ri(R).
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It remains to prove that we have AnnR(ϕ) = {0} . Assume that g · ϕ = 0 for
some element g ∈ R \ {0} . Let ı(g) = (g1, . . . , gs) with gi ∈ Ri for i = 1, . . . , s .
Since Ri is a local Gorenstein ring, there exists an element hi ∈ Ri such that
we have higi ∈ Soc(Ri) (see for instance [20], Lemma 4.5.9.a). Furthermore, as
we know dimLi(Soc(Ri)) = 1, we find a unit ui ∈ Ri such that gihi = uif˜i for
the residue class f˜i = fi + qi ∈ Ri . By defining ki ∈ R to be the preimage of
(0, . . . , 0, hiu
−1
i , 0, . . . , 0) under ı , we then get gki = fi . This implies 0 = gϕ(ki) =
ϕ(gki) = ϕ(fi) 6= 0, a contradiction. 
The existence of an element ϕ ∈ G− ri(R)ωR such that AnnR(ϕ) = {0} has the
following effect on the affine Hilbert function of R .
Corollary 5.7. Let K be a field, and let R be a 0-dimensional affine K -algebra.
If there exists an element ϕ ∈ G− ri(R)ωR such that AnnR(ϕ) = {0} , then we have
HFaR(i) + HF
a
R(ri(R)− 1− i) ≤ dimK(R)
for i = 0, . . . , ri(R)− 1 .
In particular, these inequalities hold if K is infinite and R is a locally Gorenstein
ring with the Cayley-Bacharach property.
Proof. By the hypothesis, we have dimK(FiR · ϕ) = dimK(FiR) = HF
a
R(i) for all
i ∈ Z . Thus the claim follows from (FiR) ·ϕ ⊆ G− ri(R)+iωR and Proposition 4.2.d.

The preceding theorem allows us to generalize Algorithm 4.6.21 in [20] by drop-
ping the hypothesis that the maximal ideals of R are linear. To emphasize the
analogy with Algorithm 5.4, we first rewrite [20], Lemma 4.6.20 as follows.
Lemma 5.8. Let R = P/I be a 0-dimensional affine K -algebra, let ϕ ∈ ωR , and
let B = (b1, . . . , bd) be a K -basis of R . We write ϕ = c1b
∗
1 + · · · + cdb
∗
d with
c1, . . . , cd ∈ K .
(a) For g ∈ R , we have g ϕ = 0 in ωR if and only if we have the equality
MB(ϑg)
tr · (c1, . . . , cd)
tr = 0 .
(b) Let Λc ∈Matd(K) be the matrix whose i-th column is given by the product
MB(ϑbi)
tr · (c1, . . . , cd)
tr for i ∈ {1, . . . , d} . Then we have AnnR(ϕ) = {0}
if and only if det(Λc) 6= 0 .
Proof. It suffices to note that the matrices in (a) and (b) are the transposes of the
corresponding matrices in [20], Lemma 4.6.20. 
Now we are ready to formulate the desired algorithm.
Algorithm 5.9. (Checking Locally Gorenstein Rings with the Cayley-
Bacharach Property)
Let K be a field, and let R = P/I be a 0-dimensional affine K -algebra. Consider
the following sequence of instructions.
(1) Compute a degree filtered K -basis B = (b1, . . . , bd) of the ring R . Let
∆ ≥ 1 be such that bd−∆+1, bd−∆+2, . . . , bd are those elements in B whose
order is ri(R) .
(2) Compute the multiplication matrices MB(ϑx1), . . . ,MB(ϑxn) .
(3) Let zd−∆+1, . . . , zd be indeterminates. Let C0 ∈ Matd(K[zd−∆+1, . . . , zd])
be the matrix such that, for i = 1, . . . , d , its i-th column is given by
bi
(
MB(ϑx1)
tr, . . . ,MB(ϑxn)
tr
)
· (0, . . . , 0, zd−∆+1, . . . , zd)
tr .
(4) If det(C0) 6= 0 , return TRUE. Otherwise, return FALSE.
This is an algorithm which checks whether R is a locally Gorenstein ring which has
the Cayley-Bacharach property and returns the corresponding Boolean value.
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Proof. Notice that the matrix C0 in this algorithm is obtained from the matrix C of
Algorithm 5.4 by replacing z1, . . . , zd−∆ with 0. Hence the condition det(C0) 6= 0
implies det(C) 6= 0, and thus R is a locally Gorenstein ring in this case. To
prove that R has the CBP, we may assume by Corollary 4.9 that the field K is
infinite. By Theorem 5.6, we have to show that there exists an element ϕ ∈ ωR of
order − ri(R) such that AnnR(ϕ) = {0} . Since the elements b
∗
d−∆+1, . . . , b
∗
d form
a K -basis of G− ri(R)ωR , the lemma shows that we have to find a non-zero tuple
(ad−∆+1, . . . , ad) ∈ K
∆ such that C0(ad−∆+1, . . . , ad) 6= 0. When det(C0) 6= 0
and K is infinite, this is clearly possible.
To conclude the proof, we show that if det(C0) = 0 and R is a locally Gorenstein
ring, then R does not have the CBP. We observe that the basis B , the matrices
of ϑx1 , . . . , ϑxn , and hence the matrix C0 do not change if we extend the base
field. Therefore we may assume that K is infinite. Now the equality det(C0) = 0
implies that there is no linear form ϕ ∈ ωR such that ordG(ϕ) = − ri(R) and
AnnR(ϕ) = {0} . Thus the claim follows from Theorem 5.6. 
Using Example 4.7, we can see that there are cases where a non-trivial field
extension is required to satisfy condition (a) of Theorem 5.6.
Example 5.10. In Example 4.7 we have
C0 =
 0 z2 z3z2 z2 0
z3 0 z3

and det(C0) = z2z3(z2 + z3). This shows that, notwithstanding the fact that
det(C0) 6= 0, all pairs in F
2
2 are zeros of det(C0). Therefore the ring R is locally
Gorenstein, has the CBP, satisfies ri(R) = 1, but every element ϕ ∈ ωR such that
ordG(ϕ) = − ri(R) = −1 has a non-trivial annihilator.
Now we let L = F2[a]/〈a
2+a+1〉 , and let a¯ be the residue class of a in L . Then
(1+ a¯, 1) is not a zero of det(C0). Hence, for the element ϕ = (1+ a¯)x
∗+y∗ ∈ ωRL ,
we have AnnRL(ϕ) = {0} .
Next we present a classical example of a reduced scheme which does not have
the Cayley-Bacharach property and check it using Algorithm 5.9.
Example 5.11. Let K = Q , let P = K[x, y] , let I be the ideal I = 〈xy, y2 − y,
x3 − x〉 in P , and let R = P/I . The primary decomposition of I is given by
I = M1 ∩M2 ∩M3 ∩M4 , where M1 = 〈x+1, y〉 , M2 = 〈x, y〉 , M3 = 〈x, y− 1〉 ,
and M4 = 〈x− 1, y〉 . Since R is reduced, it is also a locally Gorenstein ring.
Now we check whether R has the CBP. The set {xy, y2 − y, x3−x} is the reduced
Gro¨bner basis of I with respect to DegRevLex. So, a degree filtered K -basis B
of R is given by the residue classes of the elements in (1, y, x, x2). In particular,
we have d = 4 and ∆R = 1. The corresponding matrix C0 is
C0 =

0 0 0 z4
0 0 0 0
0 0 z4 0
z4 0 0 z4

and its determinant is det(C0) = 0. Thus we conclude that R is a locally Goren-
stein ring which does not have the CBP.
In the last part of this section we consider the case ∆R = 1 more thoroughly.
The following remark provides an important connection between Algorithms 4.6
and 5.9.
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Remark 5.12. Let C0 be the matrix computed in Step (3) of Algorithm 5.9, and
let V1, . . . , V∆ be the matrices computed in Step (3) of Algorithm 4.6. Then the
construction of these matrices implies that we have C0 = zd−∆+1V1 + · · ·+ zdV∆ .
Now Algorithms 4.6 and 5.9 yield the following characterization of the CBP for
rings whose last difference is one.
Corollary 5.13. In the setting of Algorithm 5.9, assume that ∆R = 1 . Then the
following conditions are equivalent.
(a) The ring R has the Cayley-Bacharach property.
(b) The ring R is locally Gorenstein and its canonical module is generated by
an element ϕ such that ordG(ϕ) = − ri(R) .
Proof. First we observe that if ∆R = 1 then there is only one matrix V1 in Step (3)
of Algorithm 4.6. Consequently, Remark 5.12 says that we have C0 = zdV1 in
Algorithm 5.9.
Now let us prove that (a) implies (b). Algorithm 4.6 shows that we have
det(V1) 6= 0, and therefore det(C0) 6= 0. Then the matrix C in Step (3) of
Algorithm 5.4 satisfies det(C) 6= 0 as well, since we already observed in the proof
of Algorithm 5.9 that C0 is obtained from C by replacing z1, . . . , zd−1 by 0.
Thus Algorithm 5.4 shows that R is locally Gorenstein. Moreover, we note that
we have det(C0) = z
d
d det(V1) 6= 0. This implies det(C0)(1) 6= 0, and therefore
det(C)(0, . . . , 0, 1) 6= 0. By Algorithm 5.4, it follows that ϕ = b∗d is a generator
of ωR such that ordG(ϕ) = − ri(R).
Finally, we prove that (b) implies (a). The assumption implies that det(C0) 6= 0.
Thus the claim follows from Algorithm 5.9. 
The following example demonstrates that in Condition (b) of this corollary the
assumption ordG(ϕ) = − ri(R) is essential, even if R is a local ring.
Example 5.14. Let K = Q , let P = K[x, y] , let I be the ideal I = 〈x2, xy, y3−x〉
in P , and let R = P/I . Clearly, the ideal I is a primary ideal whose radical is
〈x, y〉 . The affine Hilbert function of R is (1, 3, 4, 4, . . . ). Hence we have ri(R) = 2
and ∆R = 1. A degree filtered K -basis B of R is given by the residue classes of
the elements in the tuple (1, y, x, y2). In this case we have
C =

z1 z2 z3 z4
z2 z4 0 z3
z3 0 0 0
z4 z3 0 0

in Algorithm 5.4, and thus det(C) = z43 . To get an element ϕ in ωR of the form
ϕ = c1+c2y
∗+c3x
∗+c4(xy)
∗ which generates this module, we therefore need c3 6= 0.
But then ϕ(x) 6= 0 implies ϕ(F1R) 6= 0, and hence ordG(ϕ) ≥ −1 > − ri(R). In
conclusion, the ring R is an example of a 0-dimensional local affine K -algebra
which is locally Gorenstein and satisfies ∆R = 1, but does not have the CBP.
Notice that in this example we have id∗R = x ·x
∗ , y∗ = y2 ·x∗ , and (y2)∗ = y ·x∗ .
Therefore the element x∗ generates ωR . On the other hand, we have x · (y
2)∗ = 0.
Hence the element (y2)∗ of order −2 has a non-trivial annihilator. By Condition (c)
of Theorem 5.2, this shows that (y2)∗ does not generate ωR .
A small modification of the above example shows that there are 0-dimensional
Gorenstein local rings R with ∆R > 1. In other words, even if R is a local
Gorenstein ring, the homogeneous component of highest degree of grF(R) need
not be a 1-dimensional K -vector space.
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Example 5.15. Let K = Q , let P = K[x, y] , let I be the ideal I = 〈x2, xy, y2−x〉
in P , and let R = P/I . Clearly, the ideal I is a primary ideal whose radical is
〈x, y〉 . The affine Hilbert function of R is (1, 3, 3, . . . ). Hence we have ri(R) = 1
and ∆R = 2. A degree filtered K -basis B of R is given by the residue classes of
the elements in the tuple (1, y, x). In this case we have
C =
z1 z2 z3z2 z3 0
z3 0 0

in Algorithm 5.4, and thus det(C) = −z33 . Consequently, the element ϕ = x
∗ gen-
erates ωR . Thus R is a 0-dimensional local affine K -algebra which is a Gorenstein
ring and satisfies ∆R = 2.
6. Strict Gorenstein Rings and the Cayley-Bacharach Property
In this section we let R = P/I be a 0-dimensional affine K -algebra as above,
and we let F = (FiR)i∈Z be the degree filtration of R . Recall that the graded ring
of R satisfies
grF (R) =
⊕
i∈Z
FiR/Fi−1R ∼= P/DF(I)
where DF(I) is the degree form ideal of I (see [19], Example 6.5.11). Consequently,
in the following we identify the elements of grF(R)with the corresponding elements
in P/DF(I).
Remark 6.1. From the definition it follows that HFaR(i) = HF
a
gr
F
(R)(i) and
HFgr
F
(R)(i) = ∆HF
a
R(i) for all i ∈ Z .
The degree filtration and the graded ring are related to an embedding of the
scheme X = Spec(P/I) into the projective n-space as follows.
Remark 6.2. Recall also that the homogenization of R is Rhom = P/Ihom where
P = K[x0, x1, . . . , xn] and where I
hom is the homogenization of I with respect
to x0 . Geometrically, the ring R
hom is the homogeneous coordinate ring of the 0-
dimensional scheme obtained by embedding X = Spec(P/I) ⊂ An into projective
n-space via An ∼= D+(x0) ⊂ P
n . The CBP of R (or of X) can be reformulated
as a property of Rhom in a straightforward way. Since we focus on affine schemes
for the reasons explained in the introduction, we leave this task to the interested
reader.
In this setting, we have grF(R)
∼= Rhom/〈x0〉 and R ∼= R
hom/〈x0 − 1〉 , where
both x0 and x0 − 1 are non-zerodivisors of R
hom . Since both Rhom and grF(R)
are standard graded K -algebras and since x0 ∈ R
hom is a homogeneous non-
zerodivisor, the ring Rhom is a Gorenstein ring if and only if grF (R) is a Gorenstein
ring. On the other hand, the non-zerodivisor x0 − 1 ∈ R
hom is not homogeneous.
Thus the condition that Rhom is a Gorenstein ring implies that R ∼= Rhom/〈x0−1〉
is locally Gorenstein, but the converse is not true in general.
In view of this remark, we introduce the following definition (see also [15], Defi-
nition 3.2).
Definition 6.3. A 0-dimensional affine K -algebra R = P/I is called a strict
Gorenstein ring if grF(R) is a local Gorenstein ring.
By the preceding remark, strict Gorenstein rings are locally Gorenstein, but
the converse in not true in general, as Example 5.15 shows. In [6] and [13], the
property of R to be a strict Gorenstein ring was characterized in some special cases
by the CBP and the symmetry of its Hilbert function. This last property is defined
as follows.
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Definition 6.4. The affine Hilbert function HFaR of R is called symmetric if and
only if the Castelnuovo function ∆HFaR satisfies ∆HF
a
R(ri(R)− i) = ∆HF
a
R(i) for
all i ∈ Z .
Alternatively, we can express the symmetry of HFaR as follows.
Proposition 6.5. For a 0-dimensional affine K -algebra R , the following condi-
tions are equivalent.
(a) The affine Hilbert function of R is symmetric.
(b) For all i ∈ Z , we have dimK(R)−HF
a
R(ri(R)− i) = HF
a
R(i− 1) .
Proof. To prove that (a) implies (b), we let i ∈ Z and calculate
dimK(R)−HF
a
R(ri(R)−i) =
ri(R)∑
j=ri(R)−i+1
∆HFaR(j) =
i−1∑
j=0
∆HFaR(j) = HF
a
R(i−1)
Conversely, we let i ∈ Z and conclude from
∆HFaR(ri(R)− i) = HF
a
R(ri(R)− i)−HF
a
R(ri(R)− i− 1)
= −HFaR(i− 1) + HF
a
R(i) = ∆HF
a
R(i)
that HFaR is symmetric. 
Notice that Condition (b) is equivalent to the fact that all inequalities in Corol-
lary 5.7 are equalities.
In the sequel we identify the graded module of ωR with respect to the filtration G
with the canonical module of grF (R) via the next lemma. Recall that the leading
form of an element ϕ ∈ ωR \ {0} of order γ is defined by LFG(ϕ) = ϕ+Gγ−1ωR .
Lemma 6.6. The map Ψ : grG ωR −→ ωgrF (R)
∼= HomK(grF (R),K) defined by
Ψ(LFG(ϕ)) =
(
LFF (f) 7→
{
ϕ(f) if ordF(f) = − ordG(ϕ),
0 otherwise,
)
is an isomorphism of grF(R)-modules.
Proof. This is a consequence of a more general result given in [22], Lemma I.6.4. 
To prove the theorem below, we need a further auxiliary result.
Lemma 6.7. Let ϕ ∈ ωR \{0} be an element such that Anngr
F
(R)(LFG(ϕ)) = {0} .
Then we have AnnR(ϕ) = {0} .
Proof. For a contradiction, assume that there exists an element f ∈ R \ {0} such
that f ϕ = 0. Then we have LFF(f) 6= 0 and LFG(ϕ) 6= 0. By the hypothesis, this
implies LFF(f) LFG(ϕ) 6= 0. Hence we have LFG(fϕ) = LFF (f) LFG(ϕ) 6= 0, a
contradiction. 
Now we are ready to characterize 0-dimensional strict Gorenstein rings as follows.
Theorem 6.8. (First Characterization of Strict Gorenstein Rings)
Let R = P/I be a 0-dimensional affine K -algebra. Then the following conditions
are equivalent.
(a) The ring R is a strict Gorenstein ring.
(b) The ring R has the CBP and a symmetric affine Hilbert function.
If these conditions are satisfied, then R is locally Gorenstein.
24 MARTIN KREUZER, LE NGOC LONG, AND LORENZO ROBBIANO
Proof. First we show that (a) implies (b). By the hypothesis, the module ωgrF (R) is
a graded free grF (R)-module of rank one with a basis element ψ in degree − ri(R),
i.e., we have ωgr
F
(R)
∼= grF (R)(ri(R)). Using the identification of Lemma 6.6, we
obtain an element ϕ ∈ ωR with ordG(ϕ) = − ri(R) such that LFG(ϕ) = ψ . Then
Lemma 6.7 yields AnnR(ϕ) = {0} , and therefore ϕ is an R -basis of ωR . By
Theorem 5.2, the ring R is locally Gorenstein.
Furthermore, using ωgr
F
(R)
∼= grF(R)(ri(R)) and Remark 6.1, we get the equal-
ities HFaωgrF (R)
(−i) = HFagrF (R)(ri(R)− i) = HF
a
R(ri(R)− i) for all i ∈ Z . Now an
application of Proposition 4.2.d to grF (R) yields
HFaωgrF (R)
(−i) = dimK(grF(R))−HF
a
gr
F
(R)(i− 1) = dimK(R)−HF
a
R(i− 1)
for all i ∈ Z . Altogether, we get HFaR(ri(R) − i) = dimK(R) − HF
a
R(i − 1), and
therefore HFaR is symmetric by Proposition 6.5. In particular, we have ∆R = 1
and Corollary 5.13 shows that R has the CBP.
Now we show that (b) implies (a). By the symmetry of HFaR , we have ∆R = 1.
Using Corollary 5.13, we find an element ϕ ∈ G− ri(R)ωR which is an R -basis
of ωR . Let B be a degree filtered K -basis of R . For every i ≥ 0, we let B≤i be
the subtuple of B consisting of its elements of order ≤ i . Since AnnR(ϕ) = {0} ,
the elements in B≤i · ϕ are K -linearly independent. They generate a K -vector
subspace Vi of dimension HF
a
R(i) of G− ri(R)+iωR . Using Proposition 4.2.d and the
symmetry of HFaR , we get dimK G− ri(R)+iωR = dimK(R)−HF
a
R(ri(R)− i− 1) =
HFaR(i). Hence we have Vi = G− ri(R)+iωR for every i ≥ 0.
In order to prove that grF(R) is a Gorenstein ring, it suffices to show that the
element LFG(ϕ) is a basis of ωgr
F
(R) . For this purpose we need to prove that
its annihilator is zero. For a contradiction, assume that there exists an element
f ∈ R \ {0} such that LFF(f) LFG(ϕ) = 0. Letting i = ordF(f), we obtain
ordG(fϕ) ≤ − ri(R) + i − 1. Hence the element fϕ ∈ G− ri(R)+i−1ωR = Vi−1 is a
linear combination of the elements in B≤i−1 ·ϕ . Now the condition AnnR(ϕ) = {0}
implies f ∈ 〈B≤i−1〉K , and therefore ordF(f) ≤ i− 1, a contradiction. 
Of course, since the graded ring grF (R) is a 0-dimensional affine K -algebra, too,
we can examine whether it has the CBP or not. For this purpose, we introduce the
following notion.
Definition 6.9. The 0-dimensional affine K -algebra R = P/I is said to have the
strict Cayley-Bacharach property if its graded ring grF(R) has the Cayley-
Bacharach property.
Our next proposition provides a justification for this terminology.
Proposition 6.10. Let R = P/I be a 0-dimensional affine K -algebra. If R has
the strict Cayley-Bacharach property, then R has the Cayley-Bacharach property.
Proof. To prove this implication, we use the characterization of the CBP given in
Theorem 4.5. For a contradiction, assume that there exists an element f ∈ R \ {0}
which satisfies f · G− ri(R)ωR = 0. Let ϕ ∈ G− ri(R)ωR \ {0} , and let LFG(ϕ) be
the leading form of ϕ , i.e. the residue class of ϕ in
grG(ωR)− ri(R) = G− ri(R)ωR/G− ri(R)−1ωR = G− ri(R)ωR/〈0〉
If we have LFF (f)·LFG(ϕ) 6= 0, then this element equals LFG(fϕ), in contradiction
to fϕ = 0. It follows that the leading form LFF(f) annihilates all elements
in grG(ωR)− ri(R) . Using Lemma 6.6, we then get that LFF(f) annihilates all
elements in (ωgrF (R))− ri(R) . In view of Theorem 4.5, this contradicts the CBP
of grF(R) . 
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The next example shows that the converse of this proposition does not hold in
general.
Example 6.11. Let K = Q , let P = K[x, y] , let M1 = 〈y − x
2, x3 − x − 1〉 , let
Q2 = 〈x
2, y2〉 , let I be the ideal
I = M1 ∩Q2 = 〈xy
2 − y3 − x2 + y2, x2y− y2, x3 − y3 + y2, y4 − 2y3− x2 + y2〉
and let R = P/I . The affine Hilbert function of R is (1, 3, 6, 7, 7, . . . ). Hence we
have ri(R) = 3 and ∆R = 1.
First we use Algorithm 5.9 to show that R is a locally Gorenstein ring having
the CBP. A degree filtered K -basis B of R is given by the residue classes of the
elements in the tuple (1, y, x, y2, xy, x2, y3). The computation of the matrix C0
in Step (3) of Algorithm 5.9 yields det(C0) = z
7
7 6= 0. This implies the claim. More
precisely, by Corollary 5.13 we know that the element ϕ = (y3)∗ is a generator
of ωR of order ordG(ϕ) = − ri(R), and up to scalar multiples it is the only element
of that order.
Now we check that R does not have the strict CBP. The degree form ideal
of I is DF(I) = 〈xy2 − y3, x2y, x3 − y3, y4〉 . When we use Algorithm 5.9
to check whether grF (R) has the CBP, we find det(C0) = 0. Hence the ring
grF (R)
∼= P/DF(I) does not have the CBP and R does not have the strict CBP,
as claimed.
Using the strict Cayley-Bacharach property, we can characterize strict Goren-
stein rings in another way.
Theorem 6.12. (Second Characterization of Strict Gorenstein Rings)
For a 0-dimensional affine K -algebra R = P/I , the following conditions are equiv-
alent.
(a) The ring R is a strict Gorenstein ring.
(b) The ring R has the strict Cayley-Bacharach property and satisfies ∆R = 1 .
Proof. To prove that (a) implies (b), we note that, since grF(R) is a 0-dimensional
graded local Gorenstein ring, its canonical module is a graded free grF(R)-module
of rank one. More precisely, we have ωgr
F
(R)
∼= grF(R)(ri(R)), and thus the claim
follows by applying Corollary 5.13 to grF (R). The converse implication follows
immediately from an application of Corollary 5.13 to grF (R). 
Finally, we recall from [15], Proposition 4.2, that the ring R is said to be a
strict complete intersection if I = 〈f1, . . . , fn〉 is generated by a regular se-
quence (f1, . . . , fn) such that also the degree forms (DF(f1), . . . ,DF(fn)) form a
regular sequence. Strict complete intersections are strict Gorenstein rings. Our
last example brings us back to the origins of the history of the CBP: it showcases
a strict complete intersection of two irreducible plane curves which has the CBP.
However, we point out that this ideal has non-maximal primary components and
one of its maximal components is non-linear. In other words, the corresponding
0-dimensional scheme is not reduced and has non-rational support.
Example 6.13. Let K = Q , let P = K[x, y] , let I be the ideal I = 〈f, g〉 in P ,
where f = y3 − x and g = x3 − 3x2y − xy2 − 2x2 − xy + 5y2 + 3x + 2y , and let
R = P/I . The primary decomposition of I is given by I = M1 ∩M2 ∩Q3 ∩M4 ,
where M1 = 〈x, y〉 , M2 = 〈x − 8, y − 2〉 , Q3 = 〈x − 3y − 2, (y + 1)
2〉 , and
M4 = 〈x− y
3, y5 − y − 1〉 . The affine Hilbert function of R is (1, 3, 6, 8, 9, 9, . . . ).
Hence we have ri(R) = 4 and ∆R = 1. Moreover, the affine Hilbert function of R
is clearly symmetric.
Let us use Algorithm 5.9 to check that R is locally Gorenstein and has the CBP.
A degree filtered K -basis B of R is given by the residue classes of the elements in
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the tuple (1, y, x, y2, xy, x2, xy2, x2y, x2y2). The computation of the matrix C0
in Step (3) yields det(C0) = z
9
9 6= 0, and therefore the claim. More precisely, the
element ϕ = (x2y2)∗ is a generator of ωR such that ordG(ϕ) = − ri(R).
Altogether, Theorem 6.8 shows that R is a strict Gorenstein ring. In fact, since
(DF(f), DF(g)) = (y3, x3−3x2y−xy2) is a regular sequence, the ring R is a strict
complete intersection.
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