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The problem of the periodic motion of a particle in an asymmetric double-well (quartic) potential
is solved explicitly in terms of the Weierstrass and Jacobi elliptic functions. While the solution of
the orbital motion is expressed simply in terms of the Weierstrass elliptic function, the period of
oscillation is more directly expressed in terms of periods of the Jacobi elliptic functions.
I. INTRODUCTION
The double-well potential is an important paradigm in
physics and chemistry. In classical mechanics, for exam-
ple, it is used to study the motion of a particle either
trapped in one of the two wells or moving with energy
above the height of the barrier that separates the two
wells [1]. For particles trapped in either of the two wells,
the symmetry of the double-well potential implies that
the oscillation periods are equal. When quantum tunnel-
ing through the barrier of a symmetric double-well po-
tential is taken into account, however, the coupling of the
solutions of the Schro¨dinger equation for this two-state
quantum problem [2–5] leads to a splitting of the degen-
erate energy level. The ammonia-inversion problem is a
well-known example of a symmetric double-well potential
[6, 7]. Important quantum applications of a symmetric
double-well potential include atom interferometry using
Bose-Einstein condensates [8, 9].
The addition of asymmetry in the double-well poten-
tial, where the two minima are no longer at the same en-
ergy level, introduces nontrivial modifications of the stan-
dard asymptotic treatment of quantum tunneling and
energy-level splitting [7, 10–12]. Quantum applications
of an asymmetric double-well potential also provide a
natural generalization of atom interferometry using Bose-
Einstein condensates [13–15].
The purpose of the present paper is to explore the clas-
sical orbits of a particle moving in an asymmetric double-
well potential represented by a quartic polynomial. In
particular, on an energy level that allows periodic mo-
tion in the shallow and deep wells, we prove that the
oscillation periods for these orbits are equal. This result
was recently derived by Levi [16] based on the process of
contour deformation on the Riemann sphere [17]. Here,
we prove this result by deriving an explicit solution of
the asymmetric double-well problem expressed in terms
of the Weierstrass elliptic functions [18–21].
The remainder of this paper is organized as follows.
In Sec. II, we characterize an asymmetric quartic poten-
tial in terms of its two minima (Vc ≤ Va) and its single
maximum Vb ≥ Va. Here, the asymmetric quartic poten-
tial is parameterized by a single asymmetry parameter δ
that vanishes in the symmetric case. In Sec. III, the four
turning points (ξ1, ξ2, ξ3, ξ4) for the asymmetric quartic
potential are expressed in terms of simple formulas pa-
rameterized by the energy value E and the asymmetry
parameter δ. In Sec. IV, solutions of the motion in the
asymmetric quartic potential are given in terms of the
Weierstrass elliptic function by transforming the quar-
tic energy equation into the standard Weierstrass cubic
equation [19, 20]. In Sec. V, we express the solutions
for the asymmetric quartic orbits in terms of the Jacobi
elliptic functions [22] with periods expressed in terms of
the complete elliptic integral of the first kind. Lastly,
in Sec. VI, we briefly discuss a classical application of
the present work when the asymmetry in the double-well
potential is time dependent (e.g., by considering the un-
damped Duffing oscillator driven to chaotic behavior by
a periodic force [23–25]).
II. LOCAL MINIMA AND MAXIMA OF AN
ASYMMETRIC DOUBLE WELL
We consider an asymmetric double-well potential
V (x) ≡ x4 − 3
2
x2 − δ x, (1)
where the parameter δ represents the asymmetry in the
potential. Figure 1 shows that if δ is in the range |δ| ≤ 1,
the potential (1) has two local minima (xc > xa) and
one local maximum xb (with xa < xb < xc), which are
solutions of the cubic equation
V ′(xi) = 4 x
3
i − 3 xi − δ = 0. (2)
The case |δ| > 1, when a single local minimum remains,
will not be considered in this work. The cubic equation
(2) is a special case of the generic Weierstrass cubic equa-
tion 4 x3 − g2 x− g3 = 0 discussed in Appendix A.
It is convenient to parameterize the asymmetry param-
eter in terms of the phase 0 ≤ ϕ ≤ π:
δ(ϕ) ≡ cosϕ = 4 cos3
(ϕ
3
)
− 3 cos
(ϕ
3
)
, (3)
so that the cubic roots of Eq. (2) are thus expressed as
xa(ϕ) = − cos[(π − ϕ)/3]
xb(ϕ) = − cos[(π + ϕ)/3]
xc(ϕ) = cos(ϕ/3)

 , (4)
2FIG. 1: Double-well potential (1) for fixed values of δ ≥ 0:
symmetric potential (dashed line) for δ(ϕ = π/2) = 0 and
asymmetric potential (solid line) for δ(ϕ = π/4) = 1/
√
2.
FIG. 2: Potential minima ǫa(ϕ) = 16Va(ϕ)/9 (solid) and
ǫc(ϕ) = 16Vc(ϕ)/9 (dot-dashed) and potential maximum
ǫb(ϕ) = 16Vb(ϕ)/9 (dashed), defined in Eqs. (4)-(5), plot-
ted as functions of δ(ϕ) = cosϕ from δ = 0 to δ = 1. The
normalized energy level ǫδ(ϕ) = (4 δ
2 − 1)/9 ≤ ǫb(ϕ), defined
in Eq. (18), is also shown as a dotted curve. When δ = 1/
√
2,
we find ǫc < ǫa = 0 < ǫδ = 1/9 < ǫb.
and the roots (4) satisfy the condition xa + xb + xc = 0.
The potential minima (at xa < xc) and maximum (at
xa < xb < xc) are
Vi(ϕ) = − 3
4
xi(ϕ)
(
xi(ϕ) + cosϕ
)
≡ 9
16
ǫi(ϕ), (5)
where we used x3i = (3 xi + δ)/4 obtained from Eq. (2).
Figure 2 shows the critical (normalized) energy levels
− 8
3
≤ ǫc(ϕ) ≤ ǫa(ϕ) ≤ ǫb(ϕ) ≤ 1
3
(6)
as functions of the asymmetry parameter δ(ϕ) = cosϕ
from δ = 0 to δ = 1.
For the numerical case to be studied later in this paper,
we choose ϕ = π/4 so that δ = 1/
√
2 (see Fig. 2) and the
potential extrema (5) are
ǫa = 0
ǫb =
2
3
√
3− 1 = 0.1547...
ǫc = − 23
√
3− 1 = − 2.1547...


. (7)
These values will be used as markers as we derive explicit
solutions for the periodic motion of a particle moving in
the asymmetric double-well potential (1), as shown in
Figs. 4-10.
III. ENERGY LEVELS IN AN ASYMMETRIC
DOUBLE WELL
All orbits in the potential (1) are bounded orbits with
either two real turning points or four real turning points.
We now study the turning points ξk (k = 1, 2, 3, 4) asso-
ciated with an energy level E ≡ 9 ǫ/16, which are roots
of the quartic energy equation
ξ4k −
3
2
ξ2k − δ ξk −
9 ǫ
16
= 0. (8)
These turning points verify the identities∑
i ξi = 0∑
i<j ξi ξj = − 3/2∑
i<j<k ξi ξj ξk = δ
ξ1ξ2ξ3ξ4 = −9 ǫ/16

 . (9)
Table I summarizes the energy-levels for 0 < δ < 1 (with
Vc < Va < Vb) and the possible turning-point scenarios.
For the case Vc < E < Va (i.e., the energy level is located
between the two local minima), only two real turning
points exist (ξ3 < ξ4) and periodic motion is located in
the deep potential well on the right side of Fig. 3. For the
case Va < E < Vb (i.e., the energy level is located between
the highest local minimum and the local maximum), all
four turning points are real (ξ1 < ξ2 < ξ3 < ξ4) and
periodic motion in possible in either the shallow potential
well (left side) or the deep potential well (right side).
Lastly, for E > Vb (i.e., the energy level is located above
the local maximum), only two real roots exist (ξ1 < ξ4)
and the motion is periodic above the two wells.
A. Cubic root χ(µ, ν)
In order to obtain explicit and compact expressions for
the turning points ξk(ǫ, δ) (k = 1, 2, 3, 4), we define the
parametric functions
ν(ǫ) ≡ 1 − 3 ǫ
µ(ǫ, δ) ≡ 4 δ2 − (1 + 9 ǫ)

 , (10)
3TABLE I: Turning Points for 0 < δ < 1.
Energy Real Complex
Levels Turning Points Turning Points
E > Vb ξ1 < ξ4 ξ2 = ξ
∗
3
E = Vb ξ1 < ξ2 = ξ3 < ξ4
Va < E < Vb ξ1 < ξ2 < ξ3 < ξ4
E = Va ξ1 = ξ2 < ξ3 < ξ4
Vc ≤ E < Va ξ3 ≤ ξ4 ξ1 = ξ∗2
FIG. 3: Turning points ξk (k = 1, 2, 3, 4) for an asymmetric
double well with Vc < Va < Vb. The turning points merge
at ξ3 = ξ4 = xc (E = Vc), ξ1 = ξ2 = xa (E = Va), and
ξ2 = ξ3 = xb (E = Vb). When E > Vb, the points ξ1 < ξ4 are
real and ξ2 = ξ
∗
3 .
and introduce the function
χ(µ, ν) ≡ 1
2
(
µ−
√
µ2 − ν3
)1/3
+
ν
2
(
µ−
√
µ2 − ν3
)−1/3
, (11)
which is a solution of the cubic equation
4χ3 − 3 ν χ − µ = 0. (12)
Figure 4 shows that χ(µ, ν) is real in the energy range
ǫc ≤ ǫ ≤ ǫb < 1/3, so that Eq. (11) may be expressed as
χ(µ, ν) ≡ ν1/2 cos
(
1
3
ψ(η)
)
(13)
where ν > 0 in that range and
cosψ(η) = µ/ν3/2 ≡ η(µ, ν). (14)
In Eq. (14), the function η(µ, ν) is not restricted to the
interval −1 ≤ η ≤ 1 (see Fig. 5), and, hence, the phase
ψ(η) may be complex valued. Based on Fig. 4 and the
FIG. 4: Plots of the real (solid) and imaginary (dashed) parts
of χ(µ, ν) as functions of ǫ for the case δ(ϕ = π/4) = 1/
√
2.
Here, χ(µ, ν) becomes complex-valued for ǫ > ǫb.
FIG. 5: Plots of the real (solid) and imaginary (dashed) parts
of η(µ, ν) as functions of ǫ for the case δ(ϕ = π/4) = 1/
√
2.
Here, ηa = 1 = ηc = 1, so that η ≥ 1 for ǫc ≤ ǫ ≤ ǫa, and
ηb = −1, so that −1 ≤ η ≤ 1 for ǫa ≤ ǫ ≤ ǫb. Lastly, η → −∞
for ǫ→ 1
3
−
(dotted line), and η = −i |η| for ǫ > 1
3
.
solution (13), the phase ψ(η) is, therefore, defined as
ψ(η) =


i cosh−1(η) (ǫc ≤ ǫ ≤ ǫa)
cos−1(η) (ǫa ≤ ǫ ≤ ǫb)
π − i cosh−1(|η|) (ǫb ≤ ǫ < 1/3)
pi
2 + i sinh
−1(|η|) (ǫ > 1/3)
(15)
and, when ǫ > 1/3 (i.e., ν < 0), we use ν1/2 = i |ν|1/2 in
Eq. (13), with µ = − |µ| and η = −i |η| in Eq. (14).
At the minima ǫc < ǫa and the local maximum ǫb > ǫa,
we find (for i = a, b, c)
νi = 1 − 3 ǫi ≡ (4 x2i − 1)2
µi = 4 δ
2 − (1 + 9 ǫi) ≡ (4 x2i − 1)3

 , (16)
so that ηa = ηc = 1 and ηb = −1. Hence, we obtain
4ψa = 0 = ψc and ψb = π, and Eq. (13) yields
χa(ϕ) = 4 xa(ϕ)
2 − 1
χb(ϕ) =
1
2 − 2 xb(ϕ)2
χc(ϕ) = 4 xc(ϕ)
2 − 1

 . (17)
We note that η(µ, ν) vanishes when µ = 0 at
ǫ = ǫδ ≡ 1
9
(4 δ2 − 1), (18)
where −1/9 ≤ ǫδ ≤ ǫb (see the dotted curve in Fig. 2),
so that ψδ ≡ π/2, νδ = (4/3) sin2 ϕ, and χδ = sinϕ.
B. Quartic turning points
Next, using the definition χ ≡ 4 σ2 − 1, the four roots
of the quartic energy equation (8) are expressed as
ξ1(σ, δ) ≡ − σ − 1
2
√
3− 4 σ2 − δ/σ, (19)
ξ2(σ, δ) ≡ − σ + 1
2
√
3− 4 σ2 − δ/σ, (20)
ξ3(σ, δ) ≡ σ − 1
2
√
3− 4 σ2 + δ/σ, (21)
ξ4(σ, δ) ≡ σ + 1
2
√
3− 4 σ2 + δ/σ, (22)
where the radicands
3− 4 σ2 ∓ δ/σ =


V ′(−σ)/σ
−V ′(σ)/σ
are expressed in terms of the potential derivative (2).
The roots (19)-(22) satisfy the identities (9), with
ξ1ξ2ξ3ξ4 = 4 σ
4 − 3 σ2 + 1
16
(
9− δ
2
σ2
)
=
1
64 σ2
(
4χ3 − 3χ − (µ+ 9 ǫ)
)
= − 9ǫ (χ+ 1)
64 σ2
= − 9 ǫ
16
, (23)
which follows from Eq. (12) and the definitions (10). The
two roots (19)-(20) merge ξ1 = ξ2 = xa at σ = − xa,
where V ′(xa) = 0. Similarly, the two roots (21)-(22)
merge ξ3 = ξ4 = xb at σ = xb, where V
′(xb) = 0.
In numerical applications, we first select an asymme-
try parameter δ(ϕ) = cosϕ and then choose an energy
parameter ǫ = 16E/9 in one of the five ranges
(I) ǫc(ϕ) < ǫ < ǫa(ϕ)
(II.a) ǫa(ϕ) < ǫ < ǫδ(ϕ)
(II.b) ǫδ(ϕ) < ǫ < ǫb(ϕ)
(III) ǫb(ϕ) < ǫ < 1/3
(IV) ǫ > 1/3


. (24)
For each pair (ǫ, δ), we therefore obtain a pair (µ, ν)
defined in Eq. (10), from which we find χ(µ, ν) from
Eq. (13) and σ(µ, ν) = 12
√
χ(µ, ν) + 1, from which we
calculate the four turning points (19)-(22). Using one of
the turning points as an initial condition, we then look
for a solution for the orbit x(t).
IV. WEIERSTRASS SOLUTIONS
The motion of a particle (of unit mass) in the potential
(1) is expressed as a solution to the ordinary differential
equation
1
2
(
dx
dt
)2
=
9 ǫ
16
−
(
x4 − 3
2
x2 − δ x
)
(25)
≡ − (x− ξ1) (x− ξ2) (x− ξ3) (x− ξ4)
= (ξ4 − x) (x − ξ3) (x − ξ2) (x− ξ1),
where we used the fact that ξ1 ≤ x ≤ ξ4 for all orbits.We
now investigate orbits in the quartic potential (1) for the
initial condition x(0) = ξ1 (for E > Va) or x(0) = ξ4 (for
E > Vc).
Since the right side of Eq. (25) involves a quartic poly-
nomial in x, we could seek a solution for x(t) in terms of
the Jacobi elliptic functions. Because the quartic poly-
nomial is not symmetric, however, we seek a solution in
terms of the Weierstrass elliptic function by transforming
Eq. (25) into a new differential equation involving a cu-
bic polynomial with the substitution x(t) = ξ0 ± 1/s(t),
where the initial condition x(0) = ξ0 is chosen as one of
the four turning points (19)-(22) and the new variable
s(t) satisfies the initial condition s(0) =∞.
A. Periodic motion
Before deriving the Weierstrass solutions for Eq. (25),
we derive explicit expressions for the periods T12 and T34.
When all turning points ξ1 ≤ ξ2 ≤ ξ3 < ξ4 are real (i.e.,
for ǫa ≤ ǫ ≤ ǫb), the two periods T12 and T34 for bounded
periodic motions between ξ1 < x < ξ2 and ξ3 < x < ξ4
are defined from Eq. (25), respectively, as
T12 =
∫ ξ2
ξ1
√
2 dx√
(ξ4 − x)(ξ3 − x) (ξ2 − x)(x − ξ1)
(26)
≡
∮
C12
dz√
2 (ξ4 − z)(ξ3 − z) (ξ2 − z)(z − ξ1)
,
T34 =
∫ ξ4
ξ3
√
2 dx√
(ξ4 − x)(x − ξ3) (x − ξ2)(x − ξ1)
(27)
≡
∮
C34
dz√
2 (ξ4 − z)(z − ξ3) (z − ξ2)(z − ξ1)
.
Here, the contours C12 and C34 are drawn in the complex
z-plane around the respective branch cuts from ξ1 to ξ2
and ξ3 to ξ4. When viewed on the Riemann sphere [17]
5(i.e., the extended complex plane defined as the complex
plane plus the point at infinity), however, the contour
C12 can be continuously deformed into the contour C34
(since the integrand has no singularity at infinity) and,
therefore, the two periods are equal [16]
T12(ǫ, δ) ≡ T34(ǫ, δ), (28)
for any pair (ǫ, δ). Hence, the period of motion in one
well can be computed by calculating the period of motion
in the other well, including when the normalized energy
ǫ is equal to a minimum value (i.e., ǫ = ǫa or ǫc).
When the energy ǫ = ǫa (corresponding to the shallow-
well minimum), we find
ξ1 = ξ2 = − σ ≡ xa
ξ4 = σ + (3/2− 2σ2)1/2
ξ3 = σ − (3/2− 2σ2)1/2

 , (29)
so that the period (27) becomes
T34(ǫa) =
∮
C34
dz√
2 (ξ4 − z)(z − ξ3) (z + σ)2
=
∮
Ca
dz√
2 (ξ4 − z)(z − ξ3) (z + σ)2
=
2π i√
2 (ξ4 + σ)(−σ − ξ3)
=
2π√
8 σ2 − (3 − 4σ2) =
2π√
3 (4σ2 − 1)
=
2π√
3 (4 x2a − 1)
=
2π√
V ′′(xa)
, (30)
where the contour C34 was continuously deformed to the
contour Ca around the single pole at z = −σ = xa and
the residue theorem [17] has been used. The identity (28)
then yields the standard result [1]
Ta ≡ T34(ǫa) = 2π√
V ′′(xa)
. (31)
Similarly, when the energy ǫ = ǫc (corresponding to the
deep-well minimum), we find
ξ3 = ξ4 = σ ≡ xc
ξ1 = − σ − (3/2− 2σ2)1/2
ξ2 = − σ + (3/2− 2σ2)1/2

 , (32)
TABLE II: Period of oscillation for the asymmetric double
well for the five ranges defined in Eq. (24).
(g2, g3,∆) T (ǫ)
ǫ = ǫc (+,+, 0) 2Ω0(ǫc)
(I) ǫc < ǫ < ǫa (+,+,−) 2Ω
ǫ = ǫa (+,+, 0) 2Ω0(ǫa)
(II.a) ǫa < ǫ < ǫδ (+,+,+) 2ω
ǫ = ǫδ (+, 0,+) 2ω0
(II.b) ǫδ < ǫ < ǫb (+,−,+) 2 |ω′|
ǫ = ǫb (+,−, 0) ∞
(III) ǫb < ǫ <
1
3
(+,−,−) 2 |Ω′|
ǫ = 1
3
(0,−,−) 2Re(ωe1)
(IV) ǫ > 1
3
(−,−,−) 2Re(ω1)
so that the period (26) becomes
T12(ǫc) =
∮
C12
dz√
2 (z − σ)2 (ξ2 − z)(z − ξ1)
=
∮
Cc
dz√
2 (z − σ)2 (ξ2 − z)(z − ξ1)
=
2π i√
2 (ξ2 − σ)(σ − ξ1)
=
2π√
8 σ2 − (3− 4σ2) =
2π√
3 (4σ2 − 1)
=
2π√
3 (4 x2c − 1)
=
2π√
V ′′(xc)
, (33)
which again yields the standard result
Tc ≡ T12(ǫc) = 2π√
V ′′(xc)
. (34)
Equations (31) and (34) can easily be obtained from the
equation of motion x¨ = −V ′(x) by linearizing it about a
stable equilibrium point x0 ≡ x − δx, where V ′(x0) = 0
and V ′′(x0) > 0, which yields the linearized equation
δx¨ = −V ′′(x0) δx, with a periodic sinusoidal solution
with period T0 = 2π/
√
V ′′(x0).
The periods of oscillation for the asymmetric double
well for the five ranges defined in Eq. (24) are summarized
in Table II. The calculations of these periods are based
on the Weierstrass half-periods [21]
ω±1 (g2, g3) =
∫ ∞
e1
ds√
4 s3 − g2 s− g3
, (35)
ω±3 (g2, g3) = ± i
∫ e3
−∞
ds√
|4 s3 − g2 s− g3|
, (36)
where
g2 = (3/4) ν
g3 = µ/8
∆ = (27/64) (ν3 − µ2)

 , (37)
6and the cubic roots are
e1(µ, ν) =
1
2
√
ν cos
(
1
3 ψ(η)
)
e2(µ, ν) = − 12
√
ν cos
(
pi
3 +
1
3 ψ(η)
)
e3(µ, ν) = − 12
√
ν cos
(
pi
3 − 13 ψ(η)
)


, (38)
with the phase ψ(η) defined in Eq. (15). When (g2, g3) =
(+,+) (i.e., ǫc < ǫ < ǫδ), we find the real half-periods [21]
ω+1 =


ω (∆ > 0)
Ω (∆ < 0)
(39)
and the complex half-periods
ω+3 =


ω′ = i |ω′| (∆ > 0)
i |Ω′| − Ω/2 (∆ < 0)
(40)
while, for (g2, g3) = (+,−) (i.e., ǫδ < ǫ < 13 ), we find [21]
ω−1 = −i ω+3 =


|ω′| (∆ > 0)
|Ω′|+ iΩ/2 (∆ < 0)
(41)
with e−1 = − e+3 and e−3 = − e+1 used in Eqs. (35)-(36).
The periods in Table II are all given in terms of 2Re(ω1).
The special cases associated with ∆ = 0 (i.e., for the
critical energies ǫ = ǫc, ǫa, or ǫb) yield the real half-
periods
ω+1 (ǫc) = Ω0(ǫc) ≡ π/
√
3χc
ω+1 (ǫa) = Ω0(ǫa) ≡ π/
√
3χa
ω−1 (ǫb) = ∞

 . (42)
In Sec. V, we show the connection between the periods
(26)-(27) and the complete elliptic integral of the first
kind
K(z) ≡
∫ pi/2
0
dφ√
1 − z sin2 φ
. (43)
Here, we note that the definition (43) follows the con-
vention used by Mathematica. For example, the spe-
cial lemniscatic case with g3 = 0 (i.e., ǫ = ǫδ) and
g2 = sin
2 ϕ = 1/2 yields the real half-period
ω0 =
K(1/2)√
sinϕ
=
Γ(14 )
2
27/4
√
π
, (44)
where Γ(z) denotes the gamma function. For the equian-
harmonic case g2 = 0 (i.e., ν = 0 when ǫ = 1/3),
on the other hand, with g3 = − 12 sin2 ϕ and ∆ =
− (27/4) sin4 ϕ, we find the complex half-period
ωe1 =
eipi/12 K
(
eipi/3
)
(sinϕ)
1
3
√
cos(π/6)
=
2
1
6 eipi/6 Γ(13 )
3
4π (sinϕ)
1
3
, (45)
  
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FIG. 6: Period of oscillation T (µ, ν) versus dimensionless en-
ergy ǫ in the range −1 ≤ ǫ ≤ 1 for δ = 0 (A), δ = 1/√2
(B), and δ = 1 (C). The period T (µ, ν) → ∞ as the energy
approaches the separatrix value ǫ→ ǫb.
where we used the identity
K
(
eipi/3
)
≡ eipi/12
(
3
1
4 Γ
(
1
3
)3
2
7
3 π
)
,
and the real period for the equianharmonic case is Te =
2Re(ωe1). The period T (ǫ) = 2Re(ω1) is calculated from
Eq. (35) for ǫ > 1/3, with ν = − |ν| and µ = − |µ| (i.e.,
g2 < 0 and g3 < 0), and e1(µ, ν) = i
√
|ν|/4 cos ( 13 ψ(η))
is calculated from Eq. (38).
Figure 6 shows the plots of the oscillation period
T (µ, ν) versus the dimensionless energy ǫ in the range
−1 ≤ ǫ ≤ 1 for various values of the asymmetry param-
eter δ. Curve A represents the symmetric case δ = 0,
curve B represents the case δ = 1/
√
2, and curve C rep-
resents the case δ = 1 for which the shallow well has just
disappeared. The period T (µ, ν)→∞ as the energy ap-
proaches the separatrix value ǫ→ ǫb, where ǫb = 0 (curve
A) and ǫb = 1/3 (curve C).
B. Orbits generated from ξ1
We now consider the Weierstrass solutions for Eq. (25).
For orbits generated from the turning point ξ1, we iden-
tify two scenarios: (II.a)-(II.b) for Va < E < Vb, the
second turning point is ξ2; (III)-(IV) for E > Vb, the
second turning point is ξ4.
In the energy ranges (II.a)-(II.b), we substitute into
Eq. (25):
x(t) ≡ ξ1 + 1
s1(t)
, (46)
and we obtain
1
2
(
ds1
dt
)2
= (A21 s1 − 1) (A31 s1 − 1)(A41 s1 − 1)
≡ a3 s31 + a2 s21 + a1 s1 − 1, (47)
7where Ak1 ≡ ξk − ξ1 and, using the turning-point identi-
ties (9), we define the coefficients
a1 = − 4 ξ1 ≡ − 16 V ′′′(ξ1)
a2 = − (6 ξ21 − 3/2) ≡ − 12 V ′′(ξ1)
a3 = − 4 ξ31 + 3 ξ1 + δ ≡ − V ′(ξ1)


, (48)
which are expressed in terms of derivatives of the poten-
tial (1) evaluated at ξ1.
We transform Eq. (47) into the Weierstrass equation
(w′)2 = 4w3 − g2w − g3 (49)
by making the substitution
s1(t) ≡ 1
a3
[
2 w(t) − a2
3
]
, (50)
where the Weierstrass invariants g2 and g3 are
g2 = − a1 a3 + a
2
2
3
=
3
4
ν, (51)
and
g3 =
1
6
(
3 a23 −
2
9
a32 + a1a2a3
)
=
µ
8
, (52)
where ν and µ are defined in Eq. (10). The solution
for w(t) is expressed in terms of the Weierstrass ellip-
tic function w(t) = ℘(t; g2, g3), which satisfies the initial
condition s1(0) =∞ for x(0) = ξ1.
The solution for the motion in an asymmetric double-
well potential, with initial condition x(0) = ξ1, is
x(t) = ξ1 − V
′(ξ1)
2℘(t; g2, g3) + V ′′(ξ1)/6
, (53)
which is shown in Fig. 7 inside the shallow well (inside the
separatrix on the left side) for ǫa < ǫ < ǫb. The Weier-
strass elliptic function satisfies the periodicity condition
℘(t+ T ) ≡ ℘(t), where the real period is
T (µ, ν) = 2
∫ ξ2
ξ1
dx√
2(ξ4 − x)(ξ3 − x) (ξ2 − x)(x − ξ1)
=
∫ ∞
(ξ2−ξ1)−1
√
2 ds√
a3s3 + a2s2 + a1s− 1
(54)
= 2
∫ ∞
e1
dw√
4w3 − g2 w − g3
≡ 2 ω1(g2, g3),
which is shown in Table II and Fig. 6. In the energy range
(II.a), where (g2, g3,∆) = (+,+,+), Eq. (54) yields
TII.a = 2ω
+
1 = 2ω, (55)
where ω+1 is defined by Eq. (35). In the energy range
(II.b), on the other hand, where (g2, g3,∆) = (+,−,+),
Eq. (54) yields
TII.b = 2ω
−
1 = 2 (−i ω+3 ) = 2 |ω′|, (56)
where ω+3 is defined by Eq. (36).
C. Orbits generated from ξ4
For orbits generated from the turning point ξ4, we also
identify two scenarios: (I)-(II.a) for Vc < E < Va, the
second turning point is ξ3; (II.b)-(IV) for E > Va, the
second turning point is ξ1. If we substitute into Eq. (25):
x(t) ≡ ξ4 − 1
s4(t)
, (57)
we obtain
1
2
(
ds4
dt
)2
= (B41 s4 − 1) (B42 s4 − 1)(B43 s4 − 1)
≡ b3 s34 + b2 s24 + b1 s4 − 1, (58)
where B4k ≡ ξ4 − ξk and, using the turning-point identi-
ties (9), we define the coefficients
b1 ≡ 4 ξ4 ≡ 16 V ′′′(ξ4)
b2 ≡ − (6 ξ24 − 3/2) ≡ − 12 V ′′(ξ4)
b3 ≡ 4 ξ34 − 3 ξ4 − δ ≡ V ′(ξ4)


, (59)
which are expressed in terms of derivatives of the poten-
tial (1) evaluated at ξ4.
We transform Eq. (58) into the Weierstrass equation
(49) by making the substitution
s4(t) ≡ 1
b3
[
2 ℘(t; g2, g3) − b2
3
]
, (60)
where the Weierstrass invariants g2 and g3 are
g2 = − b1 b3 + b
2
2
3
=
3
4
ν, (61)
and
g3 =
1
6
(
3 b23 −
2
9
b32 + b1b2b3
)
=
µ
8
, (62)
where ν and µ are defined in Eq. (10). Once again, the
solution for w(t) is expressed in terms of the Weierstrass
elliptic function w(t) = ℘(t; g2, g3), which satisfies the
initial condition s4(0) =∞ for x(0) = ξ4.
The solution for the motion in an asymmetric double-
well potential, with initial condition x(0) = ξ4, is
x(t) = ξ4 − V
′(ξ4)
2℘(t; g2, g3) + V ′′(ξ4)/6
, (63)
which is shown in Fig. 7 inside the deep well (inside the
separatrix on the right side) for ǫc < ǫ < ǫb as well as
outside the separatrix for ǫb < ǫ < 1/3 and ǫ > 1/3.
The Weierstrass elliptic function satisfies the period-
icity condition ℘(t + T ) ≡ ℘(t), where the real period
8is
T (µ, ν) = 2
∫ ξ4
ξ3
dx√
2(ξ4 − x)(ξ3 − x) (ξ2 − x)(x − ξ1)
=
∫ ∞
(ξ4−ξ3)−1
√
2 ds√
b3s3 + b2s2 + b1s− 1
(64)
= 2
∫ ∞
e1
dw√
4w3 − g2 w − g3
≡ 2 ω1(g2, g3).
In the energy range (I), where (g2, g3,∆) = (+,+,−),
Eq. (64) yields
TI = 2ω
+
1 = 2Ω. (65)
Next, in the energy range (III), where (g2, g3,∆) =
(+,−,−), Eq. (64) yields
TIII = 2Re(ω
−
1 ) = 2 Im(ω
+
3 ) = 2 |Ω′|. (66)
We note that both periods (56) and (66) become infinite
as ǫ→ ǫb from below and above, respectively.
Lastly, in the energy range (IV), where (g2, g3,∆) =
(−,−,−), Eq. (64) yields
TIV = 2Re(ω1), (67)
where ω1 = ω
∗
3 .
D. Single-period motion in an asymmetric
double-well potential
The orbit solutions (53) and (63) are both expressed in
terms of the same Weierstrass elliptic function ℘(t; g2, g3)
with identical invariants (g2, g3). Figure 7 shows the
phase plots (x, x˙) for these orbit solutions for δ = 1/
√
2
and ǫ selected among one of the five energy ranges defined
in Eq. (24).
Figure 8 shows the orbit solutions (53) and (63) as
functions of time t for the case ǫa < ǫ < ǫb. Here, we
clearly see that, while the solutions have different ampli-
tudes (ξ2 − ξ1 6= ξ4 − ξ3), they share the same period
T (ǫ, δ) in agreement with Eq. (28).
V. JACOBI SOLUTIONS
The Weierstrass orbit solutions (53) and (63) can also
be expressed in terms of the Jacobi elliptic functions [20,
22] as follows. First, we note that ℘(t; g2, g3) periodically
returns to its minimum value (shown as a dotted line in
Fig. 9) at the cubic root ℘(ω1; g2, g3) = e1(µ, ν) defined
in Eq. (38). The Weierstrass function ℘(t; g2, g3) can
thus be expressed in terms of the Jacobi elliptic function
sn(κt|m) as [22]
℘(t; g2, g3) ≡ e3 + e1 − e3
sn2(κ t | m) , (68)
FIG. 7: Phase plots (x, x˙) of the orbit solutions (53) and (63)
for δ = 1/
√
2 and ǫc < ǫ ≤ 0.5, with the separatrix (for
ǫ = ǫb) shown as a dashed curve. Orbits inside the shallow
(deep) well are shown inside the separatrix on the left (right)
side.
FIG. 8: Plots of x(t) versus t for ǫa < ǫ < ǫb: the solution
(53) is shown at the bottom and the solution (63) is shown at
the top.
where the cubic roots (e1, e2, e3) are defined in Eq. (38),
with κ(µ, ν) defined as
κ2(µ, ν) ≡ e1(µ, ν)− e3(µ, ν)
=
(
3
4
ν
) 1
2
sin
(
π
3
+
1
3
ψ(µ, ν)
)
, (69)
and the Jacobi modulus m(µ, ν) is defined as
m(µ, ν) ≡ e2(µ, ν)− e3(µ, ν)
e1(µ, ν)− e3(µ, ν)
=
sin
(
1
3ψ(η)
)
sin
(
pi
3 +
1
3ψ(η)
) . (70)
9FIG. 9: Plot of ℘(t; g2, g3) as a function of time t in the range
0 ≤ t ≤ 2 T (µ, ν). The function periodically returns to its
minimum value (shown as a dotted line) at ℘(ω1; g2, g3) =
e1 ≡ χ/2.
where the phase ψ(η) defined in Eq. (15). It is also useful
to define the complementary modulus
m′(µ, ν) ≡ 1−m(µ, ν) = sin
(
pi
3 − 13ψ(η)
)
sin
(
pi
3 +
1
3ψ(η)
) . (71)
We now use Eq. (68) to connect the period of the
Weierstrass elliptic function ℘(t; g2, g3) with the period
of the Jacobi elliptic function sn2(κ t|m). Using the
fact that the Jacobi elliptic function sn2(z + 2K|m) =
sn2(z|m) is a periodic function with period 2K(m), the
Weierstrass period T (µ, ν) is, therefore, expressed as
T (µ, ν) ≡ 2Re
[
K
(
m(µ, ν)
)
κ(µ, ν)
]
. (72)
For example, since ψi = 0 at ǫ = ǫi (i = a, c), we find
mi = 0 and K(0) = π/2. Next, using κ
2
i =
3
4 (4x
2
i − 1) =
1
4 V
′′(xi), we recover the standard result (i = a, c)
Ti ≡ 2K(0)
κi
=
π√
V ′′(xi)/4
=
2 π√
V ′′(xi)
. (73)
When ψb = π is substituted into Eq. (70), on the other
hand, we find mb = sin(π/3)/ sin(2π/3) = 1 so that
K(1) = ∞ and the period becomes infinite as ǫ ap-
proaches the separatrix value ǫ = ǫb (see dashed line
in Fig. 6). For all other values of ǫ defined in Eq. (24),
we need to compute the functions (69)-(70) in order to
compute the period (72).
First, in the range (I) ǫc < ǫ < ǫa, we use ψI(µ, ν) ≡
i φI(µ, ν), where φI(µ, ν) ≡ cosh−1(µ/ν3/2), and we find
the complex Jacobi modulus
mI(µ, ν) ≡ 1 − exp
(
−i θI(µ, ν)
)
, (74)
where the real phase θI(µ, ν) is defined as
θI(µ, ν) ≡ 2 tan−1
[
3−
1
2 tanh
(
1
3
φI(µ, ν)
)]
. (75)
FIG. 10: Plot of the phase θ of the Jacobi modulus m for
ǫc ≤ ǫ < 2. The modulus 0 ≤ m ≤ 1 is real for ǫa ≤ ǫ ≤ ǫb
and, thus, its phase is zero in that range.
We also find
κ2I(µ, ν) =
(
3
4
ν
) 1
2
sin
(
π
3
+
i
3
φI(µ, ν)
)
(76)
≡ |κI |2 eiθI/2,
and the period TI(µ, ν) is defined as
TI(µ, ν) =
2
|κI | e
−i θI/4 K
(
1− e−i θI) , (77)
where e−i θI/4 K
(
1− e−i θI) is real for 0 ≤ θI ≤ π.
Figure 10 shows that θI < π/9, for δ = 1/
√
2 and
ǫc < ǫ < ǫa, and, hence, the period (77) is real.
Next, in the ranges (II.a) ǫa ≤ ǫ ≤ ǫδ and (II.b) ǫδ ≤
ǫ ≤ ǫb, the phase ψII(µ, ν) = cos−1(µ/ν3/2) is real and
0 ≤ mII(µ, ν) =
sin
(
1
3ψII(µ, ν)
)
sin
(
pi
3 +
1
3ψII(µ, ν)
) ≤ 1, (78)
while
κ2II(µ, ν) =
(
3
4
ν
) 1
2
sin
(
π
3
+
1
3
ψII(µ, ν)
)
. (79)
In these ranges, the period TII(µ, ν) is, therefore, ex-
pressed as
TII(µ, ν) = 2K(mII)/κII . (80)
For the special lemniscatic case ǫ = ǫδ (i.e., g3 = 0 =
µδ), for which ψδ = π/2 and νδ = (4/3) sin
2 ϕ, we find
mδ = 1/2, κ
2
II = sinϕ, and Tδ = 2K(1/2)/(sinϕ)
1
2 , in
agreement with Eq. (44).
For the range (III) ǫb ≤ ǫ < 1/3, the phase ψIII(µ, ν) ≡
π − i φIII(µ, ν) is complex-valued, where φIII(µ, ν) ≡
cosh−1(|µ|/ν3/2), and the complex-valued Jacobi modu-
lus is
mIII(µ, ν) ≡ exp
(
−i θIII(µ, ν)
)
, (81)
10
where the real phase 0 ≤ θIII(µ, ν) < π/3 is defined as
θIII(µ, ν) ≡ 2 tan−1
[
3−
1
2 tanh
(
1
3
φIII(µ, ν)
)]
. (82)
We also find
κ2III(µ, ν) =
(
3
4
ν
) 1
2
sin
(
2π
3
− i
3
φIII(µ, ν)
)
≡ |κIII |2 eiθIII/2, (83)
and the period (72) is now defined as
TIII(µ, ν) =
2
|κIII | Re
[
e−i θIII/4 K
(
e−i θIII
)]
. (84)
In the equianharmonic limit ǫ → 1/3 (i.e., g2 = 0), we
find θIII → π/3 (see Fig. 10), and |κIII | → 3 14 /2 23 .
Lastly, in the range (IV) ǫ > 1/3, the phase
ψIV (µ, ν) ≡ π/2 + i φIV (µ, ν) is complex-valued, where
φIV (µ, ν) ≡ sinh−1(|µ|/|ν|3/2), and the complex-valued
Jacobi modulus is
mIV (µ, ν) ≡ 1
2
+ i
√
3
2
tanh
(
1
3
φIV (µ, ν)
)
= |mIV | ei θIV , (85)
where
|mIV |(µ, ν) = 12
[
1 + 3 tanh2
(
1
3 φIV (µ, ν)
)]1/2
θIV (µ, ν) = tan
−1
[√
3 tanh
(
1
3 φIV (µ, ν)
)]

 ,
(86)
and
κ2IV (µ, ν) = i
(
3
4
|ν|
) 1
2
sin
(
π
2
+
i
3
φIV (µ, ν)
)
≡ i
(
3
4
|ν|
) 1
2
cosh
(
1
3
φIV (µ, ν)
)
. (87)
The period (72) is, therefore, defined as
TIV (µ, ν) =
2
|κIV | Re
[
e−ipi/4 K (mIV )
]
. (88)
Hence, the periods shown in Table II (and in Fig. 6) can
all be expressed in terms of the complete elliptic integral
of the first kind (43) according to the relation (72).
VI. SUMMARY
In the present paper, we have presented a complete so-
lution for the periodic orbits of a particle moving in an
asymmetric double-well potential represented by Eq. (1).
In Secs. II and III, we first derived explicit expressions
for the extrema (4) of the asymmetric double-well po-
tential (1) and then we derived explicit expressions for
the four turning points (19)-(22) as functions of the nor-
malized energy ǫ = 16E/9 and the asymmetry param-
eter |δ| < 1. In Sec. IV, the solutions (53) and (63)
were expressed in terms of the unique Weierstrass ellip-
tic function ℘(t; g2, g3), where the Weierstrass invariants
g2 = 3 (1 − 3ǫ)/4 and g3 = (4 δ2 − 1 − 9ǫ)/8 depend on
the orbit parameters (ǫ, δ).
When the four turning points (19)-(22) are real, the pe-
riodic motions in the deep and shallow wells of the asym-
metric double-well potential were shown to have identi-
cal periods T12 = T34 at the same energy level. This
result was demonstrated in Eqs. (54) and (64), which
is consistent with the equivalency (28) established by
the continuous deformation of contours C12 ↔ C34 on
the Riemann sphere. Hence, this period equivalency
might be used as an argument for the physical reality
of the Riemann sphere. Using this equivalency and the
residue theorem from complex analysis, the standard re-
sult T0 = 2π/
√
V ′′(x0) was re-derived for the shallow
and deep wells in Eqs. (31) and (34), respectively.
In Sec. V, we used the standard connection (68) be-
tween the Weierstrass and Jacobi elliptic functions to ob-
tain an explicit expression for the period T (ǫ, δ) in terms
of the complete elliptic integral of the first kind, K(m),
where the Jacobi modulus m(ǫ, δ) depends on the orbit
parameters (ǫ, δ).
Lastly, we briefly discuss an application of the present
work by considering the nonlinear undamped Duffing
equation [23–25] driven by a time-dependent asymmetry
perturbation:
x¨ − 3 x + 4 x3 = δ(t), (89)
which is derived from the double-well potential (1) as an
Euler-Lagrange equation. Here, when δ(t) is a periodic
function of time (e.g., δ = δ0 cosω0t, where δ0 and ω0
are constants), chaotic behavior can be investigated with
the Melnikov method [23, 24]. One possible extension of
this classical work involves an asymmetry perturbation
represented by an elliptic function δ(t) = δ0 cn(ω0t|m0),
where we recover the previous work [23, 24] when the
Jacobi modulus m0 = 0.
Appendix A: Weierstrass Invariants and Roots
The solution of a cubic equation is greatly facilitated
by the trigonometric identity
cosφ = 4 cos3(φ/3) − 3 cos(φ/3), (A1)
which implies that x0 = cos(φ/3) is one solution of the
cubic equation 4 x3− 3 x− cosφ = 0. The remaining two
roots are x± = − cos[(π ± φ)/3].
The cubic equation (2) is a special case of the Weier-
strass cubic equation
4 x3 − g2 x − g3 = 0, (A2)
11
where the invariants g2 ≡ 3 β2 and g3 ≡ β3 cosφ are
defined in terms of two parameters (β, φ), whose roots
(e1, e2, e3) are expressed as
e1 = β cos(φ/3)
e2 = − β cos[(π + φ)/3]
e3 = − β cos[(π − φ)/3]

 , (A3)
so that e1 + e2 + e3 = 0 and the discriminant is
∆ ≡ g32 − 27 g23 = 27 β6 sin2 φ. (A4)
For a general cubic equation of the form
P (y) ≡ 4 y3 + a y2 + b y + c, (A5)
where (a, b, c) are arbitrary coefficients, we can use the
transformation y = x + α, with α = − a/12 defined
by P ′′(α) ≡ 0, to obtain the Weierstrass cubic equa-
tion (A2), with g2 = −P ′(α) and g3 = −P (α). Hence,
the roots of Eq. (A5) are yi = ei + α (i = 1, 2, 3),
where the Weierstrass roots ei are given in Eq. (A3),
with β ≡
√
g2/3 and cosφ = g3/β
3.
Appendix B: Symmetric Case
In the symmetric case (δ = 0), the four roots of the
energy equation
ξ4k0 −
3
2
ξ2k0 −
9 ǫ
16
= 0. (B1)
are ± 12
√
3 (1 ± √1 + ǫ)1/2, which are all real if −1 <
ǫ < 0. In this range, we use ǫ ≡ − sin2 α (with 0 < α <
π/2), so that the four roots become
ξ10 = −
√
3
2
cos
α
2
, (B2)
ξ20 = −
√
3
2
sin
α
2
, (B3)
ξ30 =
√
3
2
sin
α
2
, (B4)
ξ40 =
√
3
2
cos
α
2
, (B5)
where sinα/2 < cosα/2 in the range 0 < α < π/2. In
the case ǫ > 0, only the two roots ± 12
√
3 (1+
√
1 + ǫ)1/2
are real, while the other two roots ± 12
√
3 (1−√1 + ǫ)1/2
are purely imaginary.
We now consider the symmetric limit of our general
roots (19)-(22) for the case ǫ = − sin2 α. First, we use
the cubic root of Eq. (12):
χ =
1
2
+
3
2
sinα ≡ 4 σ2 − 1, (B6)
which yields
σ =
√
(3/8) (1 + sinα)
1
2
√
3− 4 σ2 =
√
(3/8) (1 − sinα)

 , (B7)
and Eqs. (19)-(22) yield
ξ10 = −
√
3
8
(√
1 + sinα +
√
1− sinα
)
, (B8)
ξ20 = −
√
3
8
(√
1 + sinα − √1− sinα
)
, (B9)
ξ30 =
√
3
8
(√
1 + sinα −
√
1− sinα
)
, (B10)
ξ40 =
√
3
8
(√
1 + sinα +
√
1− sinα
)
. (B11)
Lastly, by using the identities
√
1± sinα ≡ cos(α/2) ±
sin(α/2), we recover the symmetric roots (B2)-(B5) from
Eqs. (B8)-(B11).
Appendix C: Motion in a Symmetric Quartic
Potential
We look at particle orbits in the (dimensionless) quar-
tic potential V (x) = x4−3 x2/2. Here, the turning points
for E ≡ 9 ǫ/16 = V (x) are
± 12
√
3 (1 + e) (for e > 1)
0 and ±
√
3/2 (for e = 1)
± 12
√
3 (1± e) (for e < 1)


, (C1)
where e ≡ √1 + ǫ. Each orbit is solved using the initial
conditions x0 =
1
2
√
3 (1 + e) ≡ a and x˙0 = 0.
1. Jacobi elliptic solution
The solution for the orbit in a symmetric double-well
potential can be given in terms of Jacobi elliptic functions
as follows. First, we consider the integral solution
t(x) = − 1
2
∫ x
1
2
√
3 (1+e)
dy√
9
16 (e
2 − 1) + y2 (32 − y2)
=
1√
3 e
∫ Φ(x)
0
dϕ√
1 − m sin2 ϕ
, (C2)
where m ≡ (1 + e)/2e while we used the trigonometric
substitution y = 12
√
3 (1 + e) cosϕ with
Φ(x) ≡ cos−1
[
2 x√
3 (1 + e)
]
(C3)
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to obtain the last expression in Eq. (C2).
For e > 1 (i.e., ǫ > 0 and m < 1), we find
sinΦ(x) = sn(
√
3 e t|m) =
√
1 − 4 x
2(t)
3 (1 + e)
,
which yields
x(t) =
1
2
√
3 (1 + e) cn(
√
3 e t|m). (C4)
For e = 1 (i.e., the separatrix orbit with ǫ = 0 and m =
1), we find
x(t) =
√
3/2 sech(
√
3 t). (C5)
Lastly, for e < 1 (i.e., −1 < ǫ < 0 and m > 1), we find
x(t) =
1
2
√
3 (1 + e) dn
(√
(3/2) (e+ 1) t |m−1
)
.
(C6)
Except for the separatrix case e = 1, the motion is
periodic, with periods
T (e) =


4K(m)/
√
3 e (e > 1)
2K(m−1)/
√
3 em (e < 1)
(C7)
expressed in terms of the complete elliptic integral of the
first kind K(m), with K(0) = π/2 and limm→1 K(m) =∞.
We note that the period of the orbit corresponding to
ǫ = −1 (at the bottom of the well), with e = 0 = m−1
and em = 1/2, is T (−1) = π/
√
3/2 = 2π/
√
6 6= 0. This
result agrees with the standard result T = 2π/
√
V ′′(a),
where V ′′(a) = 12 a2 − 3 = 6.
2. Weierstrass elliptic solution
The Weierstrass solution of the symmetric double-well
problem is simply expressed as
x(t) = a − 3 a e
2℘(t; g2, g30) + (1 + 3 e/2)
, (C8)
where g2 = 3 ν/4 = 3 (1−3 ǫ)/4 and g30 = µ0/8 = − (1+
9 ǫ)/8, with modular discriminant ∆0 = g
3
2 − 27 g230 =
−(27/8)2ǫ (1 + ǫ)2. At the bottom of the double-well
potential, where ǫ = −1 and e = 0, with (g2, g30,∆0) =
(3, 1, 0), the solution (C8) yields x(t) = a for all times,
while the limiting period is T = 2ω1(3, 1) = 2π/
√
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