Edgeworth expansions as well as saddle-point methods are used to approximate the distributions of some spacing statistics for small to moderate sample sizes. By comparing with the exact values when available, it is shown that a particular form of Edgeworth expansion produces extremely good results even for fairly small sample sizes. However, this expansion suffers from negative tail probabilities and an accurate approximation without this disadvantage, is shown to be the one based on saddle-point method. Finally, quantiles of some spacing statistics whose exact distributions are not known, are tabulated, making them available in a variety of testing contexts. (~)
Introduction
Given a random sample from some unknown distribution, it is often necessary to check whether the sample comes from a particular completely specified distribution F0. If F0 is continuous, by the probability integral transform x ~ Fo(x) , this is equivalent to testing for uniformity of the transformed sample. From now on in this article, we assume that such a transformation has already been applied and our data is on the unit interval (0, 1). Suppose Xa,X2 ..... Xn is a random sample from F where F is a continuous distribution on (0, l) and we are interested in testing H0: F ----U(0, 1) where U(0, 1) is the uniform distribution on the interval (0, 1). This is the classical goodness-of-fit problem and in this article, we will be concerned with tests based on spacings, i.e., the gaps between consecutive ordered observations. Spacings are the natural choice for directional data problems where they are the maximal invariants with respect to change of the zero direction and the sense of rotation.
Let )((1)~<X(21 ~< "'" ~<X(n) be the corresponding order statistics for the data in hand. Define the spacings obtained from the sample by Various statistics based on spacings have been proposed to test for uniformity. A large class of these can be written in the general form n+l Gn = Zh((n + 1)Di).
i=l Some standard cases, which have been discussed in the literature, correspond to h(x) = x 2, h(x) = Ix-11, h(x) = logx and h(x) = xlogx. It has been shown (see, Sethuraman and Rao, 1970 ) that under a smooth sequence of alternatives, the Greenwood statistic has the maximum efficacy in this class Gn.
In order to use these tests based on spacings, it is necessary to know the null distributions of the corresponding statistics. It turns out that the exact small sample null distributions are not known in most of the cases. The asymptotic null distributions are known to be normal under mild conditions on h(.). However, this asymptotic normality is potentially misleading since it is generally good only for considerably large sample sizes. In this paper we discuss the use of approximations which ease calculations and which are quite accurate for small to moderate sample sizes. Section (2) contains a brief review of what has been previously done. Section (3) discusses the use of Edgeworth expansion techniques while Section (4) considers saddle-point approximations.
Background
Let us denote the Greenwood statistic (corresponding to h(x)= x2), by 
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with the corresponding cumulative distribution functions denoted by Fl,n(.), F2,n(.) and F3,~(.), respectively. Early attempts to tabulate exact values of FI,,(.) were by Greenwood (1946) and Gardner (1952) , who obtained exact distributions upton = 3. Burrows (1979) and Currie (1981) tabulated selected percentage points of the Greenwood statistic up to n = 20 using a recursive algorithm. The method breaks down for higher n due to complicated nature of the algorithm and hence, no exact tables are available for such cases. Hill (1979) used Johnson and Log-normal curves to approximate Fl,~(.) for n up to 10 and Stephens (1981) fitted Pearson curves to approximate Fl,n(') for n~>12. Although the latter is pretty close to the exact values for n = 20, its behavior for higher n is not known. Moreover, this method does not give any easy approximating formula for Fl,n(').
The exact density of GLn/2 is given by
Here j~(.) stands for the density of the convolution of j independent U(0, 1) random variables (see, e.g., Rao (1976) for circular case and also Darling (1953) ). Using numerical integration, Rao (1976) and Batschelet (1981) provide exact critical values of G2,~ for ~ = 0.01,0.05 and 0.1 and selected values of n = 1 to 200. Their tables were further extended by Russell and Levitin (1995) to incorporate more values of n and c¢. As is obvious from the formula of density, this method is very slow since it is computationally involved and hence, impractical.
For all other spacing statistics, neither the exact distributions nor tables of critical values are available for finite n.
Using the well-known fact that
where W1, W2 ..... Wn+l are i.i.d, exponential with mean 1 and W is their sample mean (see, e.g., Pyke, 1965) , it can be shown that all the spacing based statistics discussed previously are asymptotically normal (see, e.g., Rao and Sethuraman, 1975) . Moran (1947) gives the first four raw moments of Greenwood statistic to be /22 --n(n + 5)(n + 6)(n + 7)(n + 8) 2 Darling (1953) gives the formula for the characteristic function of the 'log' statistic G3,n to be
Differentiating Eq. (2.7), the first four raw moments of the 'log' statistic can be obtained in terms of polygamma functions. These are very complicated but can be handled using software capable of symbolic mathematics like Mathematica or Maple. Using them and Eq. (2.6), we found the skewness and kurtosis of the two statistics for various values of n. Table 1 summarizes the results.
In comparison with the skewness and kurtosis values for a normal distribution of 0 and 3, respectively, these are quite 'non-normal' even for n = 50 or 100. The skewness and kurtosis values of Rao's spacing statistic can be found to be (0.247, 2.940) for n = 5 and (0.180,2.971) for n = 10. This shows that in some cases like G2,~, asymptotic normality kicks in rather quickly while for others, a normal approximation would be quite bad for small samples. Hence, there is a need to look for approximations to the exact distributions; in particular, the Edgeworth expansions and saddle-point approximations.
Edgeworth expansion method
From now on, we use the symbols ~(.) and q~(.) to denote the standard normal distribution and density functions, respectively. Edgeworth expansions for statistics have a long history and we first quote the following general result from Hall (1992, pp. 46-48 A different kind of Edgeworth expansion correct to o(n-1 ) for any asymptotic normal statistic can be obtained as follows: and higher-order cumulants Of Sn are O(n-~), a > 1, we have
(3.9) 72 o Proof. By the given conditions, the characteristic function of Sn is
On inversion, this gives
where Hi(x) is the jth Hermite polynomial and satisfies
°° e-itx(it)J dt = -Hj_l(X)q~(x), j>~ l. [] oo
A similar result without complete proof can be found in Does et al. (1988) where it is specifically applied to the Greenwood statistic. We now apply these results to the Greenwood and 'log' statistics. Some of the regularity conditions like smoothness of h(.), do not hold for Rao's spacing statistic and hence these results are not directly applicable.
The Greenwood statistic
Using the characterization of spacings given in Eq. (2.4), Proposition 3.1 can be applied to obtain an Edgeworth expansion of normalized Greenwood statistic:
x/n+ 1 Sn --~{(n + 1)Gl,n -2}. (3.10) Kabaila (1993) describes a method for computer calculation of Edgeworth expansions of smooth function models accurate to the o(n -~) term. The method expands the cumulants of the statistic asymptotically and collects the relevant coefficients to form the polynomials Pl(') and p2('). We modified Kabaila's method for use on the normalized Greenwood statistic, Eq. (3.10), and implemented it in Mathematica. Using Eq. (2.5), asymptotic expansion of the cumulants of Eq. Hence,
We can of course apply Proposition 3.2 to obtain an Edgeworth expansion of the statistic Table 2 compares the results obtained when the two expansions are used in estimating the quantiles of Greenwood statistic. Note that t~ satisfies P(G1,n ~<ta) = ~. Fig. 1 summarizes the information in Table 2 . Qex is the exact quantile and Qap is the approximate quantile obtained using the appropriate approximation. The x-axis gives the probabilities and the y-axis gives the corresponding absolute difference in the quantiles, [Oex-Qapl for the various approximation formulae. The exact quantiles are taken from Burrows (1979) , Currie (1981) and Stephens (1981) .
Visual inspection of Table 2 and Fig. 1 suggests that the approximation given by Proposition 3.2 outperforms the one obtained from Proposition 3.1. This can be explained by the fact that the expansion based on Proposition 3.2 uses the exact cumulants whereas the one based on Proposition 3.1 just collects the relevant coefficients from the series expansions of the cumulants upto a given order. Such high accuracy may also be explained by the fact that normalization is done with the exact mean and variance in Proposition 3.2 while asymptotic values are used in Proposition 3.1. Thus, the approximation of Proposition 3.2 provides an exactly centered and scaled statistic which behaves more like a N(0, 1) random variable in small sample sizes.
Adding higher-order terms to Eqs. (3.10) and (3.12) do not improve the results. This is because, the oscillations of higher-order Hermite polynomials offset any of the benefits of taking higher powers of 1/n.
Even though the approximation using Eq. (3.12) was very close to the exact one, Fig. 2 shows the inherent problems with all Edgeworth expansions -they do not provide us with an exact distribution function. Hence, a density obtained by this method may tum out to be negative at some points or may not integrate to 1. 69 (1998) 
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The 709' statistic
As in the case of Greenwood statistic, Propositions 3.1 and 3.2 can be applied to obtain two Edgeworth expansions of the 'log' statistic G3,n discussed originally in Moran (1951 ) . Defining
¢G3,. )
Sn = \n-~ +log(n+ 1).+~ 1 +V n+l ' (3.14)
where 7 = 0.57722 is the Euler number, it is easy to check that Sn is a smooth function of vector means with a limiting standard normal distribution. Hence, the conditions of Fig. 3 . Errors in quantile estimation of G3,n, n = 10. Fig. 3 shows the errors in approximating quantiles using the two methods. We have used the results of 105 Monte-Carlo simulations for exact values. Fig. 4 plots the two approximations. A quick glance at Fig. 3 shows that Proposition 3.2 outperforms Proposition 3.1.
We observe that of the two Edgeworth expansions discussed here, the one derived from Proposition 3.2 seems to perform better. Even though this is quite accurate for small sample sizes, it suffers from oscillations in the tails, where it can be outside [0, 1] . This is a problem since in practical situations, it is the tail areas that require accurate approximations. One method of overcoming this is through an alternative approach, namely saddle-point approximations which always provide a positive density. This is the topic of the next section.
Saddle-point approximation
Theory and notations
Daniels (1954) in a pioneering paper, proposed saddle-point methods to approximate distributions. Two good review papers on the topic are Daniels (1987) and Reid (1988) . Let T, be a real valued statistic and K,(t) be its cumulant generating function. Let R,(t) = K,(nt)/n. Then the saddle-point approximation of the density of T, with uniform error of order n-! is given by W~2 n(to) eXp [n 9,(x) = nR~
where to is the saddle-point, determined as the root of the equation
(4.18)
The saddle-point approximation of the distribution of T, is given by
Gn(x) = qb(y) + dp(y)(y -I -z-l), (4.19) where q~ and q~ are the standard normal distribution and density, respectively,
and where Rn,R n denote the first two derivatives of R, (see, Easton and Ronchetti, 1986) . Often, the exact Rn is not available and an approximate form is used. Easton and Ronchetti (1986) suggest approximating the cumulant generating function by a fourth-degree polynomial using only the first four cumulants of Tn. Hence, the new method replaces Rn by/~n defined by Kl, n t + tC2, nnt2/2 + l¢3, nn2t3/6 + tC4, nn3t4/24, (4.20) where Ki,,; i = 1,2,3,4 are the first four cumulants of T,.
Rn(t) =
One drawback with Eq. (4.20) is that since kt,(t) is not always strictly increasing, it results in multiple roots to the saddle-point equation, Eq. (4.18). In such cases, Wang (1992) suggests replacing R, by the following: Rn(t; ,
where b is chosen so that R n (t; b) > 0 Vt. This ensures a unique solution to Eq. (4.18).
The Greenwood statistic
Since the exact mgf of Gl,n is not known, we use the approximate version, Eq. (4.20), of R,. Using the first four cumulants of this statistic from Moran (1947) , it is easily checked that k~l(t) > 0 Vt for n > 1. Hence, modifications of Eq. (4.21) are not necessary. The results are summarized in Table 3 . Fig. 1 compares the accuracy of the results with those obtained from Edgeworth expansions. Proposition 3.2 seems to perform better overall.
Rao's spacing statistic
Since in this case, the exact pdf as well as tables of percentage points are available, we used this as a test case of how well saddle-point methods based on the four cumulant approximation work. We used the correction from Eq, (4.21) to alleviate the problem of non-unique 1 solutions and the results obtained are in Table 4 . In every case b turned out to be 3.
The results are very accurate, even for very small n. Fig. 5 illustrates its accuracy in estimating quantiles. The exact values are from Russell and Levitin (1995) .
K. Ghosh, S.R. Jammalamadakal Journal of Statistical Planning and Inference 69 (1998) Instead of using just the first four cumulants, we could have used the whole cumulant generating function as was done recently by Gatto and Jammalamadaka (1996) . The method is considerably slower and for all practical purposes the gain is not much. In fact, for Rag's spacing statistic with n = 10, our maximum observed error is 0.001 while theirs is 0.003.
The 'log' statistic
Since no previous results are available for the statistic with h(x) = log(x), we cannot determine the accuracy of the results as before but instead we compare them with Monte-Carlo results based on 105 simulations. In this case, we did not have to modify the saddle-point approximation formula since the cumulant generating function was well behaved. The results are summarized in Table 5 . Fig. 3 compares the accuracy of this method with Edgeworth expansions. Proposition 3.2 seems to outperform the saddle-point approximation.
Conclusions
Overall, we see that the Edgeworth expansion obtained using Proposition 3.2 outperforms the other approximation methods that we have studied, although the saddle-point approximations are equally accurate in the tails. Saddle-point methods also have the advantage that they always yield non-negative probabilities. This is especially important in the tails where Edgeworth expansions can give rise to negative probabilities.
Gatto and Jammalamadaka (1996) discuss a general conditional saddle-point approach and apply it, in particular, to obtain distributions of spacings statistics. Our method based on only the first four moments is simpler and often equally accurate for spacings statistics.
