The class of problems that are linearly equivalent to Satisfiability or a uniform method for proving NP-completeness  by Creignou, Nadia
Theoretical 
ELSEVIEk Theoretical Computer Science 145 (1995) 111-145 
Computer Science 
The class of problems that are linearly equivalent to 
Satisfiability or a uniform method for proving 
NP-completeness 
Nadia Creignou* 
Dkpartement de Mathhmatiques, Universiti de Caen, 14032 Caen Cedex, France 
Received June 1992; revised June 1994 
Communicated by MS. Paterson 
Abstract 
We widely extend the class of problems that are linearly equivalent o Satisfiability. We show 
that many natural combinatorial problems are linear-time equivalent to Satisfiability (SAT- 
equivalent). 
We prove that the following problems are SAT-equivalent: 3-Colorability, Path with Forbid- 
den Pairs, Path without Chord, Kernel of Graph, Partition into Triangles, Partition into 
Hamiltonian Subgraphs, Cubic Subgraph, 3-Dimensional Matching, 3-Exact Cover, Partition 
into Paths of Length Two, 3-Domatic Number, 2-Partition into Perfect Matchings and 
Restricted Perfect Matching. 
Furthermore, we present a uniform method for proving NP-completeness. This method 
shows that 3-Colorability is a key problem for proving NP-completeness with linear-time 
transformations. 
The computational mode1 on which these results are based is a Turing machine with a fixed 
number of sortings in addition. 
1. Introduction 
The area of linear complexity theory is of growing importance. The case of linear 
time has already been widely studied. Some authors [9,11,13] tried to define a robust 
notion of linear time and “nearly” linear time and proposed different computational 
models. Linear time has also been studied within the context of NP-complete prob- 
lems. Schnorr [23] studied quasi-linear time reductions (in time O(n(log n)“)) between 
NP-complete problems. Dewdney [6] exhibited linear reductions in studying the class 
of problems that are linearly equivalent to Satisfiability and Grandjean extended this 
class [l 11. Linear reductions between NP-complete problems have also been provided 
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to obtain nontrivial lower bounds of complexity for some natural problems [S, 10,201. 
The study of linear classes is motivated by both theoretical and practical consider- 
ations. First, if two problems are mutually reducible to each other in linear time, an 
algorithm for one can be transformed into an algorithm of the same complexity 
for the other. A second reason for studying low-order transformations lies in their 
simplicity and in their uniformity. Notice that it is difficult to get reductions between 
NP-complete problems that are computable in linear time. Schnorr [23] chose to 
extend the notion of linear time to quasi-linear time. Dewdney [6] tried to exhibit 
reductions computable in linear time on a Turing machine, but he imposed drastic 
conditions on the normalization of the inputs. Reasoning from another point of view, 
Gurevich and Shelah [13] did not believe in the robustness of the concept of linear 
time. 
The aim of this paper is to study the class of problems that are linearly equivalent o 
Satisfiability. We widely extend this class (Dewdney [6] first showed that six natural 
problems were linearly equivalent to Satisfiability). Moreover, our proofs provide 
a uniform method for proving NP-completeness. Let us note that we work with 
Turing machines which have the additional capability to sort in constant time 
(previous works, such as [16,13,23], worked with ordinary Turing machines). The 
reduction functions between different problems that we propose here can always be 
computed by such a Turing machine which operates in linear time with only a fixed 
number of sortings. In particular, such functions have the property that the size of the 
value is bounded uniformly by a constant multiple of the size of the argument (for 
a fixed finite alphabet). Such transformations have also the property of being transi- 
tive. 
We show that many natural combinatorial problems (mainly concerning graphs) 
are linear-time equivalent o Satisfiability. More exactly, let us say that a problem is 
SAT-easy if it is reducible to Satisfiability in linear time and that it is SAT-hard if it 
can be obtained by a linear-time transformation from Satisfiability. A problem both 
SAT-easy and SAT-hard will be said to be SAT-equivalent. We prove in this paper 
that the following problems are SAT-equivalent: 3-Colorability, Path with Forbidden 
Pairs, Path without Chord, Kernel of Graph, Partition into Triangles, Partition into 
Hamiltonian Subgraphs, Cubic Subgraph, 3-Dimensional Matching, 3-Exact Cover, 
Exact Hitting Set, Restricted Perfect Matching, 3-Domatic Number, Partition into 
Paths of Length Two and 2-Partition into Perfect Matchings. 
This paper has two different aspects. First, we show that many combinatorial 
problems of widely different nature are linear-time equivalent. In some sense, this 
proves that linear reduction between NP-complete problems is an intuitive and 
natural notion. Moreover, many other problems not equivalent o Sat, such as Vertex 
Cover, are SAT-hard. This yields the surprising result that Satisfiability, which is the 
first problem shown to be NP-complete [3], is, in some sense, a “minimal” NP- 
complete problem. 
Second, while studying SAT-hardness we present a uniform method for proving 
NP-completeness (with in addition linear-time reductions), centered on 3Colorability. 
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All our proofs are based on the same model of reduction. They are of a “logi- 
cal-combinatorial” nature in the sense that the vertices and the edges of the graphs 
involved can be interpreted as predicates and logical connectives, respectively. We are 
able to define a model of reduction which applies to all the SAT-equivalent problems. 
So, we standardize many proofs of NP-completeness which are already in existence. 
We hope that we can convince the reader that 3-Colorability is a kind of canonical 
problem for proving NP-completeness in linear time. One may ask: why is 3-Colora- 
bility best suited for this task? The first reason which appears to us is that this 
problem is “user-friendly”. Indeed, it is easy to represent and to visualize a graph. 
More seriously, we feel that the usefulness of 3Colorability for linear-time reductions 
is due to its symmetry. The roles of the three colors are completely symmetrical and 
the objects of the instance, vertices and edges, are homogeneous. This is not the case 
for SAT: for example, the negation often leads to some difficulties, in particular 
preventing linear reductions. In some sense, a logical sense, 3-Colorability appears as 
a normalized form of the problem of satisfiability. 
The paper is organized as follows. After the definition of the computational model 
(Section 2), we give the essential result of this paper, i.e., the fact that the problems 
listed above are linearly equivalent to Satisfiability, and the diagram of reductions 
(Section 3). In Section 4, we remind the reader of the proofs of the SAT-equivalence of 
3-Colorability and SAT’ (which are key problems for the other proofs). The two 
subsequent sections are devoted to SAT-easiness and SAT-hardness. In each of these 
sections we present a model of reduction and some transformations as examples. (In 
this paper only a few of the proofs are given in full, otherwise the paper would be too 
long, but all the results are proved in [S]). Finally we give the conclusions (Section 6). 
2. Preliminaries and computational model 
In this section we present the computational model, the definitions and notations 
used throughout the paper. 
There is no canonical definition of linear time in the literature. The computational 
model that we propose here is a Turing machine which is able to sort in one step. This 
Turing machine has a fixed number of tapes: an input tape, a fixed number of work 
tapes and a one-way output tape. Moreover, this Turing machine has a special state, 
“sort”. In this state, the machine is able to sort, in lexicographical order, the words 
written on one of its work tapes (some tape symbol is specified as a separator of 
words). A sort-lin reduction is a mapping computable in linear time by the Turing 
machine described above using only a fixed number of sortings (so, in these reductions 
the cost of sorting is ignored). 
It does not seem possible to have a more restricted computational model without 
making linear transformations impossible. In particular, a fixed number of sortings 
seems to be necessary to prove the SAT-hardness except for some problems. Dewdney 
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[6] proposed to study the class of problems that are linearly equivalent o satisfiabilty 
on a Turing machine. However, he imposed drastic conditions on the normalization 
of the inputs. Moreover, contrary to what he claimed, some of his reductions are not 
computable in linear time on a Turing machine without sorting (they are not linear in 
the length, see [12, Section V.11). Intuitively, sorting is necessary to get a kind of 
robustness of the input. For example, when we work with a graph, if we allow a fixed 
number of sortings we can have access to both the list of edges and the lists of 
successors (to get the lists of successors from the list of edges, it suffices to sort the 
edges in lexicographical order). Sorting is also necessary to erase repetitions and 
double indices which naturally appear in the reductions. Thus, the model that we 
proposed seems to be appropriate to this application. Moreover, let us recall that 
Grandjean [l l] defined and justified a unified, robust and powerful notion of 
deterministic linear time. He defined a complexity class, DLINEAR (also denoted 
DRAM (n/log n) [ 111). This class is the class of functions that are computable within 
time O(n/log n), with uniform cost, by a RAM which can read its input in blocks and 
which only uses integers that are polynomially bounded in the input length IZ. He also 
presented a sorting that belongs to DLINEAR [12]. Thus, a sort-lin reduction 
belongs to DLINEAR since DTIME(n) c DLINEAR. 
Moreover, let us notice that sort-lin reductions are transitive and preserve the 
complexity of the problems. Let r(n) B nlogn (respectively r(n) > n) be a nondec- 
reasing function. If a problem A can be reduced to a problem B by a sort-lin 
transformation and B E DTIME(T(n)) (respectively B E DRAM(T(n)) [l l]), then 
there is a constant c such that A E DTIME(T(cn)) (respectively A E DRAM(T(cn))). 
If there is a sort-lin reduction from a problem A to a problem B we will write 
A <Ii” B. A problem A is SAT-easy if A < “” SAT, A problem B is SAT-hard if 
SAT <Iin B. A problem both SAT-easy and SAT-hard is SAT-equivalent (or linearly 
equivalent to SAT). 
Our sort-lin reductions concern mainly graph problems. One implicitly assumes 
that the input of a graph is given by its set of vertices and its list of edges. Inputs of 
problems are assumed to be presented as strings of symbols from a fixed finite 
alphabet. The size of the input is then the length of the string. 
3. The class of problems that are linearly equivalent to Satisfiability 
Theorem 1. The following problems are linearly equivalent to Satisjiability: 3-Colorabil- 
ity, Set Splitting, Path with Forbidden Pairs, Path without Chord, Kernel of Graph, 
Partition into Triangles, Partition into Hamiltonian Subgraphs, Cubic Subgraph, 3- 
Dimensional Matching, 3-Exact Cover, Exact Hitting Set, Restricted Perfect Matching, 
3-Domatic Number, Partition into Paths of Length Two, 2-Partition into Perfect 
Matchings and k-RISA (Reduction of Incompletely Spectfied Automaton, for any fixed 
k 3 11). 
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Fig. 1. 
Theorem 1’. Hamiltonian Circuit and Disjoint Connecting Paths problems are SAT- 
hard. 
The problems presently known to be linearly equivalent to Satisfiability (SAT) 
under the computational model described in section II are listed in Fig. 1. This 
diagram also summarizes the linear transformations between various pairs of them. 
Remark. All the problems quoted in Theorems 1 and 1’ share a common property. 
Roughly speaking, they can be decided by nondeterministic algorithm which operates 
as follows: 
(1) choose a fixed number of subsets, 
(2) check that the resulting instance verifies some property, in deterministic linear 
time. 
For example, the problem of 3-coloring a graph has this property. To see this, note 
that, in order to decide whether a graph is 3-colorable, we have to choose three subsets 
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of the set of vertices. Then we have to check that they cover the set of vertices and that 
no edge has its two vertices in the same subset. These checkings can be done in 
a deterministic linear time. (In contrast, the problem of k-coloring, where k is a part of 
the input, apparently does not obey this characterization since intuitively we have to 
choose k subsets corresponding to the k colors). In other words, all these problems are 
problems of NSUBLINEAR [12] that do not contain any number in their instance. 
In fact we show that many problems that satisfy the informal property described 
above are linearly equivalent o Satisfiability. In particular, among the problems that 
are quoted in the well known book by Garey and Johnson [8] all those that 
apparently have this property but Hamiltonian Circuit and Disjoint Connecting 
Paths are linearly equivalent to satisfiability (Hamiltonian Circuit and Disjoint 
Connecting Paths are only proved to be SAT-hard). 
Most of the problems considered are described in [a]. Therefore, we only give the 
formal definitions of some of them which are either restricted versions of more general 
problems or new NP-complete problems. For more readibility we also recall the 
definitions of the problems that are used in the proofs of this paper. Let us point out 
that SAT’ and SAT” are two intermediate and technical problems which have been 
introduced by Grandjean [12]. 
SAT’ (normalized form of problem SAT, where c is a fixed constant). 
Instance: Set lJ of variables, a conjunction 4 of clauses (I, v ..a v Ik) such that 4 is 
c-normalised, that is to say that the number of occurrences of variables in 4 is 
bounded by en/log, (n) where n is the length of the input in a fixed finite alphabet 
(the alphabet is for example { (,), v , A, 1, u, 0, l} and the variables are coded by Vi 
where i is in binary notation). 
Question: Is there a satisfying truth assignment for 4? 
SAT’. 
Instance: Set U of variables, a conjunction 4 of usual clauses (I1 v ... v Ik) and special 
clauses 1-at-most(ll,..., &) (these special clauses are true if and only if at most one 
of the literals 1i, . . ., 1, is true). 
Question: Is there a satisfying truth assignment for 4? 
SAT” (normalized form of problem SAT’). 
Instance: Set lJ of variables, a conjunction 4 of usual clauses and special clauses uch 
that 4 is c-normalised (see the definitions of SAT’ and SAT’). 
Question: Is there a satisfying truth assignment for d? 
CSAT. 
Instance: Set lJ variables, collection of clauses C over U such that each clause in 
C has exactly 4 literals. 
Question: Is there a satisfying truth assignment for C? 
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NE5SAT. 
Instance: Set U of variables, collection of clauses C over U such that each clause in 
C has exactly 5 literals. 
Question: Is there a satisfying truth assignment for U such that each clause in C has at 
least one true literal and at least one false literal? 
Path without Chord (Proposed by BCrard and Beauquier [18]). 
Instance: Directed graph G = (V, A) and two vertices a and b of V. 
Question: IS there a path from a to b in G ((ur = a, u2, . . . , ok = b) with (Vi, ai+ i) E A) 
which does not have any chord (for any i and j such that j >/ i + 2 neither (ai, uj) nor 
(uj,Ui) belongs to A)? 
3-Domatic Number. 
Instance: Graph G = (V, E). 
Question: Can V be partitioned into 3 disjoint sets V1, I’, and V, such that each Vi is 
a dominating set for G?, i.e., for each u E I’\& there exists u E I$ for which 
{u, u} E E? 
Exact Hitting Set (Defined by R.M. Karp [16]). 
Instance: Collection C of subsets of a finite set S. 
Question: Is there a subset S’ c S such that S’ contains exactly one element from each 
subset in C? 
Restricted Perfect Matching. 
Instance: Graph G = (I’, E) and E 1, . . . , E, p subsets of E. 
Question: Is there a perfect matching M C_ E (each vertex of V is incident with exactly 
one edge of M) which satisfies the restrictions 1 M n Ej 1 G 1 for j = 1, . . . , p? 
Partition into Paths of Length Two. 
Instance: Graph G = (V, E) with 1 VJ = 3q for a positive integer q. 
Question: Is there a partition of V into q disjoint sets V,, Vz, . . . , V, of three vertices 
such that, for each & = {ui[l], Uitz], ait ) at least two of the three edges (Uitr], uitzl}, 
{“i(l]3 Ui[31} and {uitzr,Vit3]} belong to E? 
A-RISA (where k is a fixed integer larger than 11). 
Instance: Incompletely specified deterministic automaton A = (Q, C, 6, qo, F), where 
Q is the set of states, Z is the input alphabet, 6 is a “partial” transition function 
mapping a subset of Q x C into Q, q. is the initial state and F c Q is the set of 
“accept” states. 
Question: Can the transition function be extended to a total function from Q x C into 
Q in such a way that the resulting completely specified automaton has an equiva- 
lent “reduced automaton” with k or fewer states? 
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Kernel of Graph. 
Instance: Directed graph G = (V, A). 
Question: Does G have a kernel, i.e., a subset V’ c V such that no two vertices in V’ 
are joined by an arc in A and such that for every vertex v E V\ V’ there is a vertex 
u E V’ for which (u, u) E A? 
2-Partition into Perfect Matchings. 
Instance: Graph G = (V, E). 
Question: Can the vertices of G be partitioned into 2 disjoint sets Vr and Vz such that 
for i = 1 and 2 the subgraph induced by K is a perfect matching (consists entirely of 
vertices with degree one)? 
Cubic Subgraph. 
Instance: Graph G = (V, E). 
Question: Is there a nonempty subset E c E’ such that in the graph G’ = (V, E’) every 
vertex has either degree 3 or degree O? 
The linear equivalence of Set Splitting and SAT (respectively 3-SAT and 3-Colora- 
bility) has been shown by Dewdney [6] and the linear transformations between SAT, 
SAT’, SAT’, and 3-SAT have been proved by Grandjean [12]. 
4. 3Xolorahility and SAT’ are linearly equivalent to Satisfiahility 
To our knowledge, Dewdney [6] was the first author who defined and exhibited 
linear-time reductions between NP-complete problems. In particular he proved that 
3-SAT and 3-Colorability are mutually linear-time equivalent (on a Turing machine). 
Grandjean [12] extended this class in introducing another computational model, 
Turing machine with sorting. He proved that SAT’ is also linearly equivalent to 
Satisfiability. SAT’ is a problem of satisfiability of a conjunction of propositional 
clauses that are either usual clauses (Ii v ... v Ik) or special clauses l-at- 
most(l,, . . . . Ik) that are true if and only if at most one of the literals Ii, . . . , lk is true; we 
often use it in our proofs of SAT-easiness by expressing our problems in SAT’. 
In order to show that the problems quoted in Theorem 1 are SAT-equivalent, we 
shall mainly use the problems SAT’ and 3-Colorability. Hence, in this section we 
remind the reader of the proofs of the SAT-equivalence of 3-Colorability and SAT’. 
Proposition 4.1. 3-Colorability < Iin SAT. 
Proof. Let us prove that 3-Colorability can be reduced to SAT in linear time. Suppose 
we are given an input for 3-Colorability that is a graph G = (V, E). We have to 
construct a conjunction of propositional clauses in linear time, such that this 
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conjunction is satisfiable if and only if the graph G is 3-colorable. Let us consider the 
following set of propositional variables: 
u = {p&p,z,p,3: x E V}. 
Intuitively, pi will be true if and only if x E & (where I$ is the set of vertices of color i). 
The formula F as input for SAT corresponding to the graph G is the conjunction of 
the two following formulae: 
“VI, V, and V, cover Y” 
“for each edge {x, y} of E, x and y are not in the same subset”. 
It is easy to see that F is satisfiable if and only if G is 3-colorable. 
In order to complete the proof of the SAT-easiness of 3-Colorability it now suffices 
to verify that the described mapping is a sort-lin function: 
l F1 is obtained by a copy of V, in fact each x of V is rewritten three times as 
P,o~Pr,P:? 
l F2 is obtained by a copy of E, in fact each edge {x, y} of E is rewritten three times as 
7 (pi A pb) for i = 0, 1,2. 
So, the length of the conjunction of F1 and F2 (which are “copies” of the set of 
vertices and the list of edges) is linear in the length of G. Thus, a Turing machine can 
build F from G in linear time. 0 
Proposition 4.2. SAT < lin 3-Colorability. 
Proof. We show that 3-Colorability is SAT-hard by using the following transforma- 
tions: 
SAT + 3-SAT + 4-SAT + NESSAT + 3-Colorability. 
First, let us recall that the reduction from SAT to 3-SAT is already known to be linear 
WI- 
Second, let C = {C,, . . . . C,} with Ci = (I? v 1: v If) be a set of p 3-clauses defined 
on the set of variables U given as input for 3-SAT. The corresponding input for 4-SAT 
is the set of 2p 4-clauses C’ = (C;,C;l, . . . . C;, Ci} defined on U’ = U u {u} (where 
u is a new variable) with Cf = (I: v 1; v 1’ v u) and Cl’ = (I? v If v 1’ v 5). It is clear 
that there exists a truth assignment on U satisfying the clauses of C if and only if there 
exists an assignment on U’ satisfying the clauses of C’. Moreover, the construction is 
quite direct and so is computable in linear time by a Turing machine. 
120 N. Creignoul Theoretical Computer Science 145 (1995) 111-145 
Third, let C = {C,....,C,} with Ci = (10 v 1: v I’ v E?) be a set of p 4-clauses 
defined on the set of variables U given as input for 4-SAT. The corresponding input 
for NESSAT is the set of p 5-clauses C’ = {C;, . . . , Ch} defined on U’ = U u {f} 
(where fis a new variable) with Ci = (I? v 1; v 1: v 1” v f). It is clear that there exists 
a truth assignment on U satisfying the clauses of C if and only if there exists an 
assignment on U’ such that each clause in C’ has at least one literal true and one 
literal false. 
Finally, let C = (C,, . . . . C,> with Ci = (10 v 1; v lf v 1” v 14) be a set of p klauses 
defined on the set of variables U given as input for NESSAT. The corresponding input 
for 3-Colorability is the graph G = (V, E) specified as follows: 
l its set of vertices is I/ = Vi u V,, where: 
v, = {control} u {u, 27: u E U} ) 
L’z = (Si( li): 1 < i < p and 0 < j < 4)) 
l and its set of edges is E = El u E2 where: 
E 1 = { {control, u} , {control, U} , {u, t7} : u E U} , 
Ez = {{liySi(l{)}: 1 < i < p and 0 <j 6 4) 
u ({Si(li),Si(li’)}: 1 < i < p, 0 <j < 4 and j’ = (j + 1) (mod5)). 
In fact the cycle 
{{Si(lj)ySi(l{‘)}: 1 <i<p,O<j<4andj’=(j+l)(mod5)} 
represents the clause Ci and it will be denoted CT,. Let us notice that the fact that this 
cycle is odd is essential for the proof. 
Let Z be a truth assignment on U such that each clause in C has at least one true 
literal and one false literal. Without loss of generality we can suppose that Z(lF) = 0 
and I(li) = 1. So, we can define a 3-coloring col: V+ (0,1,2) of G as follows: 
col(contro1) = 2, cd(u) = Z(u) and cd(U) = 1 - Z(u) for u E U. 
Let us recall that we suppose that I($) = 0 and Z(lf) = 1, so we let: 
COl(Si(1;)) = 1, COl(Si(l/)) = 0, COl(Si(lf)) = 2, 
COl(Si( l?)) = 1 - COl(l:), COl(Si( 1:)) = 2. 
It is easy to verify that co1 defines a valid 3-coloring of G. 
Conversely, suppose that co1 : V+ (0, 1,2) is a valid 3-coloring of G. Without loss of 
generality we can suppose that col(controf) = 2. As (u, V, control) is a triangle then for 
each variable u of U we have col(u) E (0, l} and col(F) = 1 - coZ(u). Thus, we can define 
a truth assignment on U by letting Z(u) = col(u) for each u E U. Since the cycle CT, has 
an odd length then all three colors are used for coloring its vertices. So, there exist in 
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particular two literals li and l{ of Ci such that ccl(si(lj)) = 0 and col(si(Z{)) = 1 and 
hence we have col(l{) = 1 and col( 1:) = 0 that is to say Z(Z{) = 1 and Z(lj’) = 0. 
Therefore, Z is an assignment such that each clause of C has at least one true literal and 
one false literal. 
Now, in order to complete the proof of the SAT-hardness of 3-Colorability we have 
to verify that the reduction from NESSAT to 3Colorability can be performed in 
linear time. Essentially we have the following algorithm: 
1. Erase any repeated clauses in our instance of NESSAT (therefore p = O(n/log n) 
where n is the length of the input). 
2. Construct Vr and El (extract the variables u of the clauses, sort them and erase 
the repetitions). 
3. Construct V, and E2 (read each clause, for each occurrence of literal I construct 
the vertex si(l) where i is the number of its clause Ci). 
It is clear that this algorithm is computable in linear time by a Turing machine with 
in addition two sortings. 0 
Remark. In the proof of the SAT-hardness of 3-Colorability we did not use the more 
classical problem NE3SAT because the reduction from 3-SAT to NE3SAT is more 
technical than the one from 3-SAT to NESSAT. 
Proposition 4.3. SAT’ is linearly equivalent to SAT. 
Proof. It is clear that SAT’ is SAT-hard since SAT is a particular case of SAT’. 
Conversely, the proof of the SAT-easiness of SAT’ is difficult and technical. It uses the 
intermediate problem SAT” and the following transformations: SAT’ + SAT” -P 
SAT. The reduction from SAT’ to SAT” is very technical and has been given 
by Grandjean [12]. We only show here that SAT” can be reduced in linear time 
to SAT. 
LetUbeasetofvariablesandC= {Cr,...,C,}beasetofpclauses(l, v ..evl,)or 
special clauses 1-at-most(lr, .. ., 1,) given as input for SAT”. Let us point out that 
p = O(n/log n) since C is c-normalised. The corresponding input for SAT is obtained 
by replacing each special clause 1-at-most( II, . . . , 1,) by the following conjunction F’ of 
usual clauses (where ( l;, . . . , I;_ 1} is a set of new variables; the idea is similar to the 
one used in the reduction from SAT to 3-SAT given by Cook [3]): 
(I;*(11 v 12)) A(l\4+(1> v 13)) A ... A (l;_l*(l;_2 v l&l)) 
Al(11 A &)Al(& A ~J)A *** Al(l;_, Al,). 
It is easy to see that the previous conjunction of clauses is satisfiable if and only if the 
following conjunction is satisfiable: 
1-at-most(ll,ll) A 1-at-most(lr v 12,13) A ... A 1-at-most(lr v -.- v lk_1,lk). 
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So it is clear that there exists a truth assignment on U satisfying the clauses of C if 
and only if the corresponding input for SAT, F’, is satisfiable. 
Now, let us prove that the reduction from SAT” to SAT given above is a sort-lin 
reduction. Each special clause containing k literals is replaced by O(k) 3-clauses, i.e., 
usual clauses with at most 3 literals (substitute ach formula of the form (I v I’)wE” 
by the conjunction (1 I v l”) A (11’ v l”) A (1 I” v 1 v 1’)). So, the number of 
occurrences of variables in F’ is still O(n/logn). Hence, length(F’) = 
O(n/logn)*O(logn) = O(n). This completes the proof of the SAT equivalence of 
SAT”. (The intermediate problem SAT” is essential, as is shown in [12]. If the 
instance of SAT’ is not c-normalized, then the length of F’ can be Q(n log n/log(log n)). 
Roughly speaking, this happens if there are a lot of occurrences of variables having 
a “small” index, see [12, Section V.I]). 
5. SAT-easiness 
The SAT-easiness of the problems considered (Theorem 1) is obtained by reduction 
to SAT or SAT’. The common method for finding a reduction to SAT is to give 
a logical encoding of the problem. Let us recall that all our problems are, roughly 
speaking, characterized by the fact that they can be decided in a nondeterministic way 
by choosing a fixed number of subsets such that the resulting instance must verify 
some property in deterministic linear time. Let us point out that this informal 
characterization is always useful for proving SAT-easiness. As examples of this 
approach, we prove in this section that Kernel of Graph and 2-Partition into Perfect 
Matchings are SAT-easy. 
Proposition 5.1. Kernel of Graph <li” SAT. 
Proof. Let G = (V, A) be a directed graph given as input for Kernel of Graph. We 
must construct a formula F such that F is satisfiable if and only if there exists a subset 
I” of V which is a kernel for G. Observe that Kernel of Graph is decided, in 
a nondeterministic way, by choosing a set of vertices, V’, and verifying that, on the one 
hand no vertex of I” has a predecessor in V’, and on the other hand each vertex of 
V\V’ has a predecessor in V’. So, let us consider the following set of propositional 
variables of the corresponding input for SAT: 
u = {p”: UE V}. 
Intuitively, the variable pv will be true if and only if u is a vertex of I/‘. 
Let F be the following formula: 
F=A P”-’ /jlpu/\lpv+ VP” 
VSV cc (u. NE-4 > ( cu. GE A >) 
“if u E I” then for any edge (u, u) E A, the vertex u does not belong to V’, 
else there exists u in V’ such that (u,u) E A”. 
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The reader will have no difficulty in verifying that F is satisfiable if and only if G has 
a kernel V’. Moreover, F is just a “transformed copy” of the set of vertices and the lists 
of predecessors. So, it is clear that the length of F is linear in the length of G. Thus, this 
reduction is a sort-lin reduction. 0 
Proposition 5.2. 2-Partition into Perfect Matchings <li” SAT’. 
Proof. We prove that 2-Partition into Perfect Matchings is SAT-easy by reducing it 
to SAT’. Observe that, to decide 2-Partition into Perfect Matchings in a nondetermin- 
istic way, we have to choose two sets of vertices, V, and V,. Then, we have to verify 
that these sets partition the set of vertices and that the graph restricted to each of these 
subsets is a perfect matching (i.e., each vertex of 6, for i = 1 and 2, is connected to 
exactly one other vertex of vi). We suppose that the list of edges is given in such a way 
that if the edge {x, y} belongs to E, then the symmetric edge (y,x> belongs to E, too. 
So, the set of propositional variables of the corresponding input for SAT’ is: 
U = {p:,p,‘: x E J’} u {A,,,: (x,y> E E}. 
Informally, the variable pi (respectively pz) will be true if and only if x E Vi (respec- 
tively x E Vz). The variable A,,, will be true if and only if {x, y} is an edge of 
a matching, that is to say an edge joining two vertices of the same subset. 
Let us now define the corresponding formula: 
“VI u V, is a partition of V” 
* ( /J E(4,++(~: * P:, v (P: A P;)) 
x, E 
“an edge appears in a matching if and only if it joins two vertices 
of the same subset” 
A // l-exactly~,,,~,,(A,,,) 
XSV 
“Gi is a perfect matching for i = 1,2” 
* A (Ax,,++4,x). 
(-TY)EE 
(Notice that the special clause 1-exactlyo,,~,,(A,,,) can be obtained by the conjunc- 
tion of the usual clause VIx,y)EE (Ax,y) and the special cause l-at-mostt,,y,,E(AX,,).) 
Using the observations above it is immediate that F is satisfiable if and only if G can 
be partitioned into two perfect matchings. Moreover, F is just a “transformed copy” of 
the set of vertices, the list of edges and lists of successors. Thus, the length of F is linear 
in the length of G and the reduction is a sort-lin reduction. This completes the proof of 
the SAT-easiness of 2-Partition into Perfect Matchings. 0 
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6. SAT-ha&es 
One of our goals is to define an effective and uniform method for proving NP- 
completeness. In order to show that the problems quoted in Theorems 1 and 1’ are 
SAT-hard (thus also NP-complete) we shall mainly use 3-Colorability. Our results can 
then be deduced by transitivity. Most of our proofs are based on the same model. 
Hence, in order to keep this paper short we first give the model of reduction that is 
used and then only few complete proofs as examples of the approach (all proofs are 
given in [4] and [S]). 
6.1. Idea of the proof 
The SAT-hardness of the quoted problems is obtained by providing a linear-time 
transformation from 3-Colorability (see Fig. 1). All the reductions are based on the 
same model. Our examples concern mainly graph problems. The proofs are of 
a “logical-combinatorial” nature in the sense that the vertices and the edges of these 
graphs can be interpreted respectively as predicates and as logical connectives “ v ” 
(or), or “ + ” (implies), or “4+” (equivalent). 
Let G = (V, E) be a graph given as input for 3Xolorability. To prove the SAT- 
hardness of, say Kernel of Graph, 2-Partition into Perfect Matchings and Cubic 
Subgraph, we need to construct in linear time a graph G’ = (I”, E’) such that: 
l for Kernel of Graph, G’ has a kernel if and only if G is 3-colorable; 
l for 2-Partition into Perfect Matchings, G’ can be partitioned into two perfect 
matchings if and only if G is 3-colorable; 
l for Cubic Subgraph, G’ has a cubic subgraph if and only if G is 3-colorable. 
In the easiest reductions we construct G’ in the following manner. For each vertex 
x of V we construct a vertex-graph G,. For each edge (x, y> we define an edge-graph 
G x,y. Moreover we define a control structure, made up of a set of vertices and edges. AI1 
these graphs have a size fixed for all the inputs and therefore independent of G (let us 
notice that the isomorphism types of the vertex-graph G, and the edge-graph G,., do 
not depend on either x or y). The graph G’ is then obtained by joining each edge graph 
G,,, to the two corresponding vertex-graphs G, and G, and all these graphs with the 
control structure by a linear number of appropriate edges (see Fig. 2). 
Let us emphasize that all the reductions from 3-Colorability to the problems 
involved are similar but the precise constructions and the proofs of the correctness of 
the reductions differ. The proposed subgraphs are defined according to the problem 
under consideration but the different constructions of the vertex-graphs, edge-graphs 
and control structure have common characteristics and play a similar role in the 
different problems. 
The hard part of the proof is to use G’ to define a 3-coloring for the vertices of 6. 
Each vertex-graph G, always contains the three vertices cO(x),cl(x), c2(x) which 
correspond intuitively to the predicates “the color of xi is Cl,, 1,2”. SimiIarly, each 
edge-graph G,, Y always contains the three verticess ca(x, y), cI(x, yk c&, y), which 
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correspond intuitively to the predicates “at least one of the two vertices xi and yj has 
color 0, 1,2” respectively. The edges connecting the edge-graph G,,, with the two 
vertex-graphs G, and G, will prevent he two adjacent vertices x and y from having the 
same color. 
Let us point out that the construction of all the subgraphs that we described 
(vertex-graphs, edge-graphs and control structure) can be performed in linear time by 
a Turing machine since each of them involves a fixed number of vertices and edges. 
Moreover, the construction of the edges joining these subgraphs together can also be 
computed in linear time by a Turing machine since their number is a linear function in 
the size of E. 
Without any change this model of reduction is applied informally to reduce 
3Colorability to the problems Path with Forbidden Pairs, Path without Chord, 
Kernel of Graph, 3-Domatic Number and 2-Partition into Perfect Matchings. 
This model of reduction is not sufficient for the more difficult cases like Cubic 
Subgraph. It appears in practice, that it is often important to get a graph G’ which has 
a low degree, i.e., whose vertices have only few successors. For example, we can see in 
Fig. 2 that this will not be the case for the vertices of the subgraph G, since x has many 
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successors in the initial graph G. That is why, in the most complex reductions, it is 
necessary first to number the occurrences of vertices of V in E and then to define 
a vertex-graph GXi for each occurrence Xi of a vertex of V in an edge of E (where Xi 
denotes the ith occurrence of x in E) (see Fig. 3). Of course, in this construction the 
vertex-graphs G,,, G,,, . . . corresponding to the same vertex x are joined together 
(each vertex-graph GXi is joined to the next one, GXi+ ,) in order to ensure that the 
3-coloring is coherent, that is to say that all the occurrences of the same vertex are 
colored in the same way. It is clear that the only new technical problem that we 
encounter here with linear-time bounded Turing machines is the numbering of the 
occurrences in E of each of V. To see this note that this task cannot be done in lintar 
time by a Turing machine. So, in order to overcome this difficulty we have introduced 
in addition a fixed number of sortings. Let us describe an algorithm which operates in 
linear time on a Turing machine using in addition a fixed number of sortings and 
which from a list of pairs (which in fact represents the set of the edges of a graph) 
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constructs the same list (perhaps in another order) with a number associated to each 
occurrence of a variable (if v appears in two pairs then u will be numbered Vi and Uj 
with i # j). 
For example, from the initial list L = ((w, x), (x, z), (x, y)), the algorithm provides the 
following list: L’ = ((wl,xg),(xl,yI),(xz,zl)). 
Instance: L = ((q, u;), (uz, u;)), . . . , (u, u;)) a list of edges. 
1. Erase the repeated pairs (if (Ui, u:) = (Uj, u>) for i # j then erase one of these two 
pairs). To do that: 
1.1. Sort the pairs in lexicographical order. 
1.2. Erase the repetitions (at this step, the repeated pairs are consecutive). 
2. Number the variables appearing as the first coordinate in a pair. To this aim: 
2.1. Number the occurrences of each variable u which appears as first coordinate 
(these occurrences are consecutive by 1.1). The ith occurrence of u is denoted 
Ui. 
2.2. In the same time, on the second work tape, store the sorted list of distinct 
variables with the largest number which has been used in 2.1 for each of 
them (if u appears m times as the first coordinate of a pair of L then store the 
pair (u, m)). 
3. Copy the list of pairs switching over their two coordinates (each pair (ui,uf) 
becomes (u:, ui)). 
4. Number the variables appearing as the first coordinate in a pair (they represent 
the vertices appearing as second coordinate in the initial list of edges). To this 
end: 
4.1. Sort the pairs in lexicographical order. 
4.2. Number the occurrences of each variable u which appears as first coordinate 
starting counting with m + 1, m computed in step 2.2. 
Let us examine the complexity of this algorithm. Let n be the size of the instance 
(considered as a word in a fixed alphabet). The number p of pairs satisfies 
p = O(n/log n) since we have first erased all the repetitions. The additional length of 
the list that we have constructed (compared to the length of the instance) is due to the 
length of the subscripts added to the variables. But, each added subscript is less than 
or equal to p = O(n/logn), thus its length is O(logn). Moreover, the number of 
occurrences of variables is less than or equal to 2p = O(n/log n). Therefore, the total 
length of the subscripts is: O(n/logn)*O(logn). Thus, the size of the new list (also 
considered as a word in a fixed alphabet) is O(n). Moreover, at most three sortings are 
necessary to perform this algorithm and the time required for the other computations 
is O(n). Therefore, the construction that we propose can be performed in linear time 
by a Turing machine with an input tape, two work tapes and a one-way output tape, 
with in addition three sortings. 
The reductions from 3-Colorability to the problems Cubic Subgraph, Partition into 
Hamiltonian Subgraphs, Restricted Perfect Matching, Partition into Paths of Length 
Two, Disjoint Connecting Paths and Hamiltonian Circuit obey this general scheme. 
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For 3-Dimensional Matching the “philosophy” is the same but the graphs are 
replaced by vertex-triplets and edge-triplets since the input for 3-DM is a ternary 
relation. 
6.2. Examples of the easiest reductions 
In this section we prove that the two problems Kernel of Graph and 2-Partition 
into Perfect Matchings are SAT-hard. The proofs follow the simplified model of proof 
described in the previous section. 
Proposition 6.1. 3-Colorability < lin Kernel of Graph. 
Remark. Kernel of graph has been shown to be NP-complete by Chvatal [l] from 
3-SAT. 
Proof. We prove the SAT-hardness of Kernel of Graph by reduction from 3-colora- 
bility. Given any graph G = (V, E) we must construct a directed graph G’ = (I”, A’) 
which has a kernel if and only if G is 3-colorable. We describe it in two steps. 
First, for each x in V we define a subgraph G, with vertices 
conrro&), t(x), c(x), CO(X), cr(x), &) 
and whose set of arcs is the union of the three following subsets: 
{ (controRx),r(x)); (t(x), c(x); (c(x), conrro@))} , 
(M4~Cd~D we{0,Lq2} 
and 
{(c&)9 c(x)): kE {0,1,2}}. 
(see Fig. 4). 
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Each vertex c,.(x) for k = 0, 1,2 corresponds intuitively to the predicate “the color of 
the vertex x is k”. It will be true if and only if CL(x) belongs to w’, which is supposed to 
be a kernel of V’. The three vertices control(x), t(x) and c(x) are used to ensure that at 
least one of the previous predicates is true. 
Second, we join all the subgraphs G, together in the following manner: if {x, y} is in 
E, then A’ contains the six arcs (c,(x),~.(y)) and (ck(y),ck(x)) for k = 0,1,2. This 
completes the description of G’ = (I/‘, A’). Let us notice that in this example the edge- 
graphs are ignored, however the vertex-graphs G, and G, corresponding to an edge 
{x, y} of E are joined d irectly together. Fig. 5 shows the graph G’ which is obtained 
from the graph G = (V, E) with V = {x, y, z> and E = { {x, y}, { y, z} } .
Lemma 6.1.1. Zf G’ has a kernel w’ then G is 3-colorable. 
Proof. Suppose we have w’ a kernel of G’, then W’ obeys the properties which are 
presented in the following lemma. 
Lemma 6.1.2. For any x in V we have: 
(i) control(x) belongs to W’, 
(ii) there exits a unique k E (0, 1,2} such that Q(X) belongs to W’. 
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Proof. Let x be a vertex of V. We show first that controls IV’. Suppose it is not the 
case. Then control(x) E V’\W,. But its only predecessor is c(x), hence c(x) E W’. 
Moreover t(x) has control(x) as its only predecessor, hence t(x) E w’. But, (t(x), 
c(x)) E A’. Thus, these two vertices of w’ are joined by an arc, a contradiction. 
Now, we show that there exists a unique k such that Q(X) E w’. Since con- 
trol(x)E W’ and since control(x) is joined by an arc to c(x) and t(x), we have c(x) $ W 
and t(x) $ w’. Thus, c(x) E V’\wl. But the only predecessors of c(x) are t(x), c,,(x), 
cl(x), c2(x), and therefore at least one of them belongs to w’. Therefore, since 
t(x) E V’\IV’ one of Q(X), cl(x) and c2(x) is in w’. Furthermore (Q(X), Q(X)) E A’ for 
any k # 1. Thus if ck(x) E w’ then cl(x) # w’. This completes the proof of 
Lemma 6.1.2. 0 
Using this lemma we can define a 3-coloring of G by the following: 
col: x H cd(x) = k if and only if Q(X) E W’ 
This function is well defined by Lemma 6.1.2. We only have to prove that it is a valid 
3-coloring of G. Let x and y be two vertices of G such that (x, y} E E. There exist k and 
1 such that ck(x) E w’ and cl(y) E w’. Since w’ is an independent set, (c,Jx), cl(y)) $ A’. 
But (c,Jx), ck(y)) E A’ for each k E (0, 1,2} since {x, y} E E. Thus, we can deduce that 
k # 1. But, by definition, co/(x) = k and col(y) = 1. Therefore, we have proved that two 
adjacent vertices of G are not colored in the same way. 0 
Lemma 6.1.3. Zf G is 3-colorable then G’ has a kernel W’. 
Proof. Let col: V+ (0, 1,2} be a valid 3-coloring of G. Let us define w’ by: 
w’ = {control(x), Q(X): x E V, k = col(x)). 
Let us observe that for each (x, y) E V2, the arc (Q(X), cl(y)) belongs to A’ if and only if 
k = 1 and (x, y} E E. Thus, it is easy to see that any two vertices of w’ are not joined by 
an arc in G’. Furthermore, for each x E Y such that k = col(x), the vertex control(x) is 
the predecessor of t(x), and the vertex Q(X) is the predecessor of c(x) and cl(x) for 1 # k. 
Therefore each vertex of V’\W, has a predecessor in w’, and Lemma 6.1.3 is 
proved. 0 
Finally, since the reduction obeys the general scheme described in the previous 
section, it is clear that the proposed mapping can be computed in linear time. 0 
Proposition 6.2. 3-Colorability < lin 2-Partition into Perfect Matchings. 
Remark. 2-Partition into Perfect Matchings has been shown to be NP-complete by 
Schaefer [22] by a reduction from NE3SAT computable in quadratic-time. 
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Proof. In order to prove the SAT-hardness of 2-Partition into Perfect Matchings we 
show that this problem can be obtained from 3-Colorability. Given any graph 
G = (V, E) as input for 3-Colorability, we show how to construct in linear time 
a graph G’ = (V’, E’) which can be partitioned into two perfect matchings if and only 
if G is 3-colorable. As indicated above, the construction requires vertex-graphs, 
edge-graphs and control vertices. However, in this case two control vertices control- 
link and big-control are sufficient. Furthermore, for each vertex x of V we define 
a vertex-graph G,, independently of its number of occurrences in E. Of course, we also 
define an edge-graph G,,, for each edge (x, y> of E. 
The vertex-graph G, = (V,, E,) (x E v) is specified as follows. The set of nodes is: 
v, = {x,d(x),c,(x),c,(x),c,(x),d,,(x),d,,(x),d,,(x)}. 
The set of edges is defined by: 
E, = {{x,c,(x)>: 0 < k d 2) u {{dol(x),co(x)},{dol(x),c,(x)}~ 
u ((do2(x),co(x)),(do2(x),c,(x))) u ((dl*(x),c1(x)),(dl2(x),c2(x))) 
u {{d(X),d,(X)}: 0 < i <j < 2) 
(see Fig. 6). 
Let (x, y> be an edge of E. We now describe the edge-graph G,,, = (V,,,,E,,,). Its 
set of vertices is: 
K,, = {4x, Y),c;(x, Y), 4(x, Y): 0 G k G 2) u @4x, Y)> ~‘(x,Y), B(K Y)>. 
Its set of edges is: 
E,,, = { {c&, Y), c;(x, Y)}, {C&Y), 4(x, Y)}, {4(x, Y), 4(x, Y)>: 0 G k G 2) 
u { {~(x,y),cdx,y)}, {a’(x,~),Ux,~)}, {B(~,Y),~&Y)): 0 G k G 2) 
(see Fig. 7). 
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Finally, to complete the description of the graph G’ we must join all these graphs 
and the control vertices in the following manner. The set of control edges which 
connect all the vertex-graphs with the control structure is defined as follows: 
{ {control-link, big-control), {x, control-link} : x fz V} . 
Moreover, for each edge {x, y} in E we join G, and G, to G,,, with the following edges: 
{{c&),c&~)}, {cA~),c;(x,~)): 0 s k < 2). 
Lemma 6.2.1. If G is 3-colorable then G’ can be partitioned in two perfect matchings. 
Proof. Let co1 : V+ (0, 1,2} be a valid 3-coloring of G. Then, we can define a partition 
of G’ in two perfect matchings by considering the two following subsets of V’: (with 
{h,W} = {OJJ}) 
I’; = {x,d(x),c,.(~),d,,~(x): x E V, k = col(x)} 
u (ch(x, Y), 4(x, Y), 4(x, ~1, c;(x> ~)>4(x, Y), c~(x, Y): 
{x, y} E E, k = col(x), I= col(y)}, 
v; = {c,,(x), c,(x), dk,(x), 4,,(x): x E K k = col(x)} 
u {d,,(x, Y), c& Y), 4(x, ~1): {x, Y> E 8, k = COW, 1 = ccl(~)} 
u {4x, Y), a/(x, Y), B(x, Y): {x9 Y> E E} 
u {control-link, big-control}. 
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Clearly, Vi u Vi is a partition of V’. Moreover, it is easy to verify that the 
subgraphs induced by Vi and Vi consist entirely of vertices with degree one (see 
Fig. 8). 0 
Lemma 63.2. 1JG’ cm be partitioned in two perfect matchings then G is 3-colorable. 
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Proof. Let I/’ = Vi u Vi be a partition of the vertices of G’ such that the subgraphs 
G; and G;, respectively induced by Vi and Vi, are perfect matchings. Let E’, and 
E; denote respectively EiVi and EiVi, then we have G; = (Vi,E;) and G; = (Vi, Es). 
The proof of Lemma 6.2.2 requires the two following lemmas. Throughout this section 
we shall suppose that big-control belongs to Vi, without loss of generality. 
Lemma 6.2.3. Let x be in V. Then, x E Vi and there exists a unique k E (0, 1,2} such that 
Ck(X)E v;. 
Proof. By hypothesis, big-control belongs to Vi. But, its only neighbor is control-link. 
Therefore, control-link also belongs to Vi. 
Moreover, each vertex x of V is a neighbor of control-link thus x E Vi (otherwise 
control-link would have degree at least two in G; = (Vi, E;)). The neighbors of x in G’ 
are Q(X), cl(x), Q(X). Hence, one and only one of them belong to Vi. Cl 
Lemma 6.2.4. Any edge {Q(X), c,Jx, y)} ofE’ h as one of its endpoints in Vi and the other 
in Vi. 
Proof. Let {Q(X), cp(x, y)} be an edge of E’ (with {x, y> E E). We distinguish two cases 
according to the subset which contains Q(X). If c,Jx) E Vi then x is the neighbor of 
Q(X) in Gj (since x E Vi). Thus, c,(x, y) belongs to Vi. 
If Q(X) E V,l, then it follows from Lemma 2.3 that there exists I # k such that 
cl(x) E Vi. The vertex x is a neighbor of Q(X) in G; and x E Vi. So that, the other 
neighbors of cl(x), in particular dkl(x) belong to Vi. Hence, Vi contains both Q(X) and 
dkl(x). Therefore, the other neighbors of Q(X) belong to Vi, in particular ck(x, y) E Vi. 
This completes the proof of Lemma 6.2.4. 0 
Let us now define a 3-coloring col: V+ {0,1,2} of G by: 
col(x) = k if and only if Vi contains both x and Q(X). 
This function is well defined by Lemma 6.2.3. We now show that co1 is a valid 
3-coloring of G. If there exists an edge {x,y} in E such that col(x) = coZ(y) = k, then 
Q(X) E V[ and Q(Y) E Vi. Moreover, if 1 # k then the two vertices cl(x) and cl(y) belong 
to Vi. So, using Lemma 6.2.4, we can deduce that Vi contains ck(x, y) and c;(x, y) and 
that Vi contains cI(x, y) and c;(x,y) for I # k. Thus, the neighbors of ck(x, y) different 
from c; (x, y) belong to Vi, in particular u(x,y) E Vi. In the same way the neighbors of 
c,(x, y) different from c;(x. y) belong to Vi. Therefore, CL(X, y) also belongs to V;, this 
provides a contradiction and Lemma 6.2.2 is proved. 0 
Finally, since the reduction obeys the general scheme described in the previous 
section, it is clear that the proposed mapping can be computed in linear time. 0 
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6.3. An example of the more complex reductions 
In this section we prove that the problem Cubic Subgraph is SAT-hard. The 
reduction from 3-Colorability to this problem is harder than the previous transforma- 
tions. Let G = (V, E) be a graph given as input for 3Colorability. We now construct 
a vertex-graph for each occurrence in E of a vertex of I’. First, we want to number the 
occurrences of the vertices in E. We have seen in Section 6.1 that this can be done in 
linear time by a Turing machine using a fixed number of sortings. 
Proposition 6.3. 3-Colorability < lin Cubic Subgraph. 
Remark. Cubic Subgraph is proved to be SAT-easy in two different ways in [S] and 
cm 
Proof. We show that Cubic Subgraph can be obtained by reduction from 3-Colora- 
bility. The proof is rather long and technical but not difficult to understand because 
the reduction is of a “logical-combinatorial” nature. Given any graph G = (V, E), we 
show, in several steps, how to construct a graph G’ = (I”, E’) which has a cubic graph 
if and only if G is 3-colorable. The main idea of our proof is to construct a graph in 
which most vertices already have degree 3. 
First, suppose V is given in lexicographical order. We associate two vertices, 
control(x) and control-link(x), with each x in I’. These vertices will be joined to each 
other to form the control structure. 
Second, examining E we number all the occurrences of each vertex. For example, if 
V= {w,x,y,z} and E = {{x,y}; {x,z}; {x,w}; {y,z}} then we obtain E = {{xl,y,); 
(XL zI}; {x3, wI); {y2,zz}}. For each occurrence of a vertex in E we construct 
a vertex-graph. In our example, we must construct 8 vertex-graphs: GX1,GX.,GXX, 
GY,, GY2, G,,, G,,, G,,. For technical reasons it will be useful to have an even number 
of occurrences in E for each vertex x in I’. Thus, if this is not the case, we introduce 
a neutral vertex x2”, and its corresponding neutral-graph G._, in our example we shall 
construct G,, and G,,. Moreover, for each edge (Xi, yj} of E we construct an 
e&e-graph, G,, ,Yj. 
We now give the detailed construction of the vertex-graphs, edge-graphs and 
control structure. Let {xi: 1 6 i < 2n) denote all the occurrences in E of a vertex x E V. 
The vertex-graph G,i = (V,..,EXi) is specified as follows. Its set of nodes is: 
V,, = (xi, c(xi), c~(Xi),c~(Xi),c~(Xi), c’(xi), cb(xi), c’i(Xi), c;(xi), bo(xi), br(xi), bz(xi)> 
and its set of edges is defined by: 
&, = ({xi,c(xi)}, {xi,c’(xi)}, {c(xi),c’(xi)}} 
U { {c(Xi),ck(Xi)}; {C’(xi),c;(Xi)}: 0 < k < 2) 
U { {bk(xi), c,(xi)}; {bk(Xi), c;(xi)>: 0 < k < 2) 
(see Fig. 9). 
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Intuitively, the edges {C(Xi), C,(xi)}, and (c)(Xi), Cb(xi)}, correspond to the predicate 
“xi has the color 0”. We have introduced the vertices c’(xi) and bk(xi), which are just 
copies of c(xi), in order to obtain a majority of vertices which have degree 3. The roles 
of the vertices ck(xi) and c;(xi) are different. The vertices ck(xi) will ensure that all the 
occurrences of the same vertex are “colored” in the same way. The vertices c;(xi) will 
ensure that two adjacent nodes do not have the same color. 
Let us assume that {xi, yj} is an edge of E. We now describe the edge-graph 
G Xi.Y, = (LY,’ Exi,y,). Its set of vertices is: 
V ~~9 yf = {arc(xi,Yj)9 link(xi9 Yj), testl(xi, Yj), test2(xi,Yj), 
cO(xi, Yj), c1 (xi, Yj), c2 (Xi9 Yj)}; 
and its set of edges is: 
E.q.yj = { {aMxi,Yj)s link(xi, Yj)}} 
U { { liWxi, Yj), test lfxi9 Yj)} ; {lin&i, Yj), tesQ(&, Yj)) } 
U {{testl(Xi,Yj),Ck(Xi,Yj)}: 0 < k < 2) 
U { (test2(xi, Yj), Ck(Xi, Yj)} : 0 < k < 2} 
(see Fig. 10). 
Informally, the nodes Ct(xi, yj) will be useful to define a color for each endpoint of 
the edge {xi, yj}. Furthermore, each node ck(xi, yj) will ensure that the two endpoints 
of the edge {xi, yj) do not have the same color k. 
Finally, suppose pred(x) denotes the predecessor of x in V in a lexicographical order 
and 
and 
succ(x) its successor (if a is the first element of V and z the last then pred(a) = z 
succ(z) = a). Then the edges of the control structure are defined by: 
{control(x), control-link(x)}; 
{control-link(x), control-link(pred(x))} and 
(control-link(x),control-link(succ(x))} 
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Fig. 11. 
(see Fig. 11). Notice that controLlink then has exactly degree 3. 
Now, to complete the description of the graph G’ we must join all these graphs with 
the control structure in the following manner. 
The set of edges which connect all the vertex-graphs relative to the same vertex x is 
specified as follows: 
{ck(xZn- 1),~k(~2n)}: 0 < k < 2; x E I/ with 2n occurrences}. 
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The sets of edges which connect the vertex-graphs to the control structure are defined 
for each x in V by: 
( (~k(Xd, contr5l(x)), (b&J, contro2(x)), 0 d k < 2) 
(see Fig. 12). 
Observe that the vertices considered above have degree exactly 3, except for 
control(x). The vertices bk(Xi) have only been introduced in order to obtain graphs 
GXi that can be joined together without exceeding degree 3. We need an even number 
of vertex-graphs for each x in V for the same reason. 
The edges joining each edge-graph GXi yj to the two corresponding vertex-graphs 
G,, and G,, are defined as follows. For each edge (xi, yj> in E we join G,, to GXi Y, with 
the four edges: {xi, arc(xi,yj)> and {Cb(Xi),ck(Xi,yj)} for k = 0,1,2; and similarly we 
join G,, to Gxi,yj (see Fig. 13). 
Observe that the vertices xi, yj, arc(xi, yj), c;(xi), c;(yj) (k = 0,1,2) have degree 3 
and that the five vertices ck(xi,yj) (k = 0,1,2), testI&. yj) and test2(xi,yj) have 
degree 4. 
Finally, if x2” has been added in order to obtain an even number of vertex-graphs 
then the neutral graph G,,. is completed by adding the edges: {xZn,xzn} and 
(c;(x2,),ci(xzn)) so that these vertices have degree 3, too. 
Observe that most of the vertices of G’ have exactly degree 3. Informally, the 
vertices c~ntd(x), c(xi), c’(x~), cL(xi, yj) (k = 0, 1, 2), test l(xi, yj) and test2(xi, yj) have 
degree xceeding 3 because there is some relationship between them and the colors by 
which x and y will be colored in G, and the coloring is not known beforehand. 
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Let G; = (V’,E;) be a cubic subgraph of G’. Such a graph has some useful 
properties, independently of the structure of G’. We present hem as a lemma. 
Lemma 6.3.1. Let Gi = (V’, E;) be a cubic subgraph of G’. For each s in V d(s) denotes 
the degree of s in G’ and d’(s) its degree in G;. 
(i) Zfd(s) = 3 then d(s) = 3 if and only if E; contains all the edges which include s. 
(ii) Zfd(s) = 3 and {s, t} IS an edge of E’ then d(t) = 0 implies d(s) = 0. 
(iii) Zfd(s) = d(t) = 3 and {s, t} is an edge ofE’ then d(t) = 0 ifand only ifd’(s) = 0. 
(iv) Zfthere is a path sl,sz, ..,, s, in G’ such that d(si) = 3 for each i = 1,2,. . ., m then 
d’(sI) # 0 if and only if d’(s,) # 0. 
Remark. We can think of (ii) as a logic implication which could be denoted “s = t” 
(if d’(s) = 3 then d’(t) = 3). Similarly, Lemma 6.3.1 (iii) plays the role of a logic 
equivalence. 
Lemma 6.3.2. Zf G is 3-colorable then G’ has a cubic subgraph. 
Proof. Suppose G is 3-colorable and let col: I/+ (0, 1,2} be a valid 3-coloring. 
construct a cubic subgraph G; of G’ in the following way. 
For each {Xi,yj} in E, if col(x) = k and col(y) = 1 then the vertices of G; are: 
Xi, Yj, control(x),control(y), control-link(x),control-link(y), 
c(xi), c’(xi),ck(xi)v bk(xi), &(xi), c(yj), c’(yj)y cl(yj), b,(yj), c;(yj), 
arc(xi, yj), link(xi, yj), test1 (xi, yj), testz(xi, yj), 
ck(xi, yj) and ct(xiv yj). 
The subgraph G; is the one induced by this subset of vertices. 
We 
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For example, Fig. 14 shows the partial subgraph that is obtained with co&x) = 0 
and co/(y) = 2. 
We leave it to the reader to verify that G; is a cubic subgraph of G’, which is 
straightforward but tedious. 0 
To complete the proof of the SAT-hardness of Cubic Subgraph we must show the 
converse. 
Lemma 6.3.3. Zf G’ = (V’, E’) has a cubic subgraph then G is 3-colorable. 
Proof. Let G; = (V’, E; ) be a nontrivial cubic subgraph of G’. We first introduce 
some terminology. For any subgraph H of G’, let D’(H) denote the maximum degree 
of the vertices of H in G; . Some properties of G’ will be required and since their proofs 
are not straightforward we present hem in the three following lemmas. 
Lemma 6.3.4. Let x and y be two vertices of V. Let (XI, . . . . XZ.} and (~1, . . . . YZ,} 
denote their occurrences in E. The corresponding vertex-graphs and edge-graph are GXi, 
GYj, Gxi,Yj. Let k = 0, 1, or 2. 
(i) For 1 < i < 2n; d’(ck(xi)) = 0 0 d’(bk(xi)) = 0 * d’(c;(xi) = 0. 
(ii) For 1 < i, j < 2n; d’(b,(xi)) = 0 * d’(b,(xj)) = 0. 
(iii) For each {x, y> E V’; d’(control-link(x)) = 0 od’(control-link(y)) = 0. 
(iv) For each x E V, 1 < i < 2n; d’(control(x)) = 0 * D’(G,,) = 0. 
(v) For each {xi,yj} E E; D’(G,*) = D’(Gyj) = 0 * D’(GXi.yj) = 0. 
(vi) For each x E V, d’(controt(x) = 0 =. d’(control-link(x) = 0). 
Proof. (i) Observe that {ck(xi), bk(xi)} E E’ and that d(b,(xi)) = 3. Then apply Lemma 
3.l(iii). The second equivalence can be shown in the same manner. 
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(ii) and (iii) Observe that there is a path from bk(Xi) to bk(Xj) (respectively from 
control-link(x) to control-link(y)) in which each vertex s is such that d(s) = 3. Then, 
apply Lemma 6.3.l(iv). 
(iv) Suppose d’(control(x)) = 0. As d&(x*“)) = 3 and (bk(xZn), control(x)} E E’ for 
every k = 0, 1, 2, we have d’(b,(x,,)) = 0. Thus we have also d’(c,(x,,)) = 
d’(c;(xpn)) = 0, by Lemma 6.3.4.(i). Therefore d’(c(xzn)) and d’(c’(xzn)) < 2 and then 
d’(c(x2J) = d’(c’(xz.)) = 0. But d(x,,) = 3 and {xZn,c(xZn)} E E’, thus d’(x,,) = 0. 
Therefore we have shown that D’(G,,,) = 0. Furthermore, we know by Lemma 
6.3.4(i, ii) that d’(bk(xz,)) = d’(ck(xzn)) = 0 imply that d’(ck(xi)) = d’(b,(x,)) = 0, for 
any 1 < i < 2n. So we can deduce in the same manner as above that D’(G,J = 0, for 
any 1 < i < 2n. 
(v) Let {Xi,yj) E E’ such that D’(GXi) = D’(G,,) = 0. In particular d’(xi) = d’(yj) = 
0. Hence d’(arc(xi, yj)) < 1, and then d’(arc(xi, yj)) = 0. But { link(xi, yj), arc(xi, yj)} is 
an edge from E’ and d(link(xi, yj)) = 3. Thus we have also d’(link(xi, yj)) = 0. Further- 
more, we have d’(c;(xi)) = d’(c;(yj)) = 0. Then d'(c,(xi, yj)) < 2, SO we have 
d’(ck(xi, yj)) = 0. Thus d’(test l(xi, yj)) = d’(test2(xi, yj)) = 0. Therefore, we have 
shown that D’(G,..,y,) = 0. 
(vi) Observe thatJ {control(x), control-link(x)} E E’ and that d(control-link(x)) = 3. 
Then, apply Lemma 6.3.1 (ii). 0 
Lemma 6.3.5. Let x be a vertex of V. Then d’(control(x)) = 3 and there exists a unique 
k in (0, 1,2} such that E; contains the three edges 
{control(x), control-link(x)}; (control(x), bk(xZn)}; {control(x), bk(xl)}. 
Proof. Let us first assume that d’(control(x)) = 3. We then show that the edges of 
E; including the vertex control(x) are as in the statement of the lemma. In G’, the 
vertex control(x) is connected to the seven following vertices: 
control-link(x), bk(xln), bk(xl), k = 0, 1,2. 
But, by Lemmas 6.3.1(i) and 6.3.4.(ii) we have the following equivalences: 
{control(x), bk(xl)} E E; o d’(b,(xi)) = 3 
o d’(bk(x2,,)) = 3 o {control(x), bk(xZn)} E Et. 
Consequently, since the degree of control(x Et is odd, then E; necessarily contains 
the edge {control(x), control-link(x)}. Furthermore, since this degree is exactly 3, there 
exists exactly one k in (0, 1,2} such that the edges {control(x), bk(xzn)} and {con- 
trol(x), bk(xl)} belong to E;. 
Suppose now that d’(control(z)) = 0 for some z in V. Then, by Lemma 6.3.4(vi) we 
have d’(control-link(z)) = 0. Hence we get d’(control-link(x)) = 0 for each x in V, by 
Lemma 6.3.4.(iii). Therefore, using the first part of this proof we have d’(con- 
trol(x)) = 0. Then, by Lemma 6.3.4 we successively conclude that D’(G,J = 0 for each 
occurrence Xi of any x (by (iv)) and D’(G,,,y,) = 0 for each {Xi, yj} E E (by (v)). 
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Therefore, we have shown that if d’(control(z)) = 0 for some z in V then D’(G’) = 0, 
it is to say that E; = 0, a contradiction. 0 
Lemma 6.3.6. For any x in V we have d’(xi) = 3 for 1 < i < 2n, and there exists 
a unique k in (0, 1,2} such that d’(c;(xi)) = 3 for any i such that 1 Q i < 2n. 
Proof. Let x be a vertex of V. We know, by Lemma 6.3.5 that d’(control(x)) = 3 and 
that there exists a unique k in {0,1,2} such that {control(x),bk(x~,)} E E;. Hence, 
d’(bk(xz,)) = 3 and so d’(c,(x,,)) = d’(c;(x2,,)) = 3, by Lemma 6.3.4.(i). Similarly, since 
(control(x),bl(xz,)} $ E; for 1 # k we have d’(bl(xz,)) = d’(cl(xz,)) = d’(cj(xz,)) = 0 
for 1 # k. Now, since d’(q(x,,)) = 3 and d’(c;(xJ) = 3 the edges (c(xJ, ck(x2,,)} and 
{c(x& c;(x,,)} belong to E; (by Lemma 6.3.1(i)). Moreover, all the other neighbors 
of c(x2,J but x2” have degree 0. Thus, {c(x~~),x~~} E E; and d(x,,) = 3. Therefore, we 
have proved that d’(bk(xz,)) = 3 implies d’(x2,) = d’(ck(xZn)) = 3 and d’(cI(xzn)) = 0 
for 1 # k. In the same manner, we can show that d’(b,(xi)) = 3 implies d’(xi) = 
d’(ck(xi)) = 3 and d’(cr(xi)) = 0 for 1 # k. But, by Lemma 6.3.4(ii) we know that 
d’(b,(x,,)) = 3 if and only if d’(b,(xi)) = 3. This completes the proof of 
Lemma 6.3.6. 0 
We now can prove Lemma 6.3.3. Let us indeed define a 3-coloring col: V-r (0, 1,2} 
of G by: 
ml(x) = k if and only if (control(x), bk(xl)} E E;. 
This function is well defined by Lemma 6.3.5. We now show that it is a valid 
3-coloring of G. Suppose it is not. Then there exists some edge {xi,Yj} in E such that 
ml(x) = ml(y) = k. Thereby {control(x), bk(xl)} and {control(y), bk(yl)} are two 
edges from E;. Hence we have d’(bk(xl)) = d’(bk(yl)) = 3 and also, using Lemma 
6.3.4(ii) d’(b,(xi)) = d’(b,(yj)) = 3. Thus, by Lemma 6.3.4(i) d’(c;(xi)) = d’(c;(yj)) = 3. 
Then, we have d’(c;(xi)) = d’(c;(yj)) = 0 for 1 # k, using Lemma 6.3.6. NOW, 
d’(c;(xi)) = 3 implies that d’(c,(xi,yj)) = 3, by Lemma 6.3.1(i). Moreover, 
d’(c;(xi)) = d’(c;(yj)) = 0 for 1 # k, implies d’(c,(xi, yj)) = 0 since (cr(Xi,Yj) has only 
4 neighbors and two of them are c;(Xi) and c;(yj). 
On the other hand, we know that d’(xi) = 3 by Lemma 6.3.6. Then, if we consider 
the path (xi, arc(%, yj), link(xi, yj)) we can conclude by Lemma 6.3.l(iv) that 
d’(link(xj, yj)) = 3. Thus, since d(link(xi, yj)) = 3, El contains all the edges which 
include this vertex. In particular, (link((xi, yj)), test1 ((xi, yj))} belongs to E;. The 
other neighbors of test1 (Xi, yj) are ck(Xi, yj) and cl(xir Yj) for 1 # k. But, we have proved 
above that only one of these vertices, cL(xI, yj), does not have degree 0. Finally, we 
have shown that 1 < d’(testl(xi,yj)) < 2, contradicting the fact that G; is a cubic 
subgraph. 
Therefore co1 defines effectively a valid 3-coloring of G and the Lemma 6.3.3 is 
proved, thus completing the proof of the SAT hardness of Cubic Subgraph. 0 
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7. Conclusion 
We have widely extended the class of problems that are linearly equivalent to 
Satisfiability, introduced by Dewdney [6] and first expanded by Grandjean [12]. 
Moreover, we have developed a uniform method for proving NP-completeness and 
have shown that 3-Colorability is a key problem. So, we have unified many different 
proofs that existed before and defined a model of proof which could certainly be used 
in other contexts. 
We have shown that many natural combinatorial problems are linearly equivalent 
to Satisfiability. In fact all the problems that we have studied belong to the class 
NSUBLINEAR [ll], i.e., these problems can be decided with O(n/log n) deterministic 
instructions and O(n/logz n) nondeterministic instructions (typically: to guess a num- 
ber and to write it in a register) by a random access machine which only uses numbers 
that are polynomially bounded in the input length n. As far as we know, most of the 
problems in NSUBLINEAR which do not contain a number in their instance are 
linearly equivalent o Satisfiability. Two problems of this class, Hamiltonian Circuit 
and Disjoint Connecting Paths have only been proved to be SAT-hard. The question 
of whether they are SAT-easy is still open. The difficulty is due to the fact that even if 
we know how to express in linear time a local property in propositional ogic, such as 
for example “x has exactly one successor”, we do not know how to express a nonlocal 
property, such as for example, connectivity. The difficulty for the problems containing 
a number in their instance is of a different nature. It comes from the predicate “is 
greater than K” that we do not know how to express in linear time in propositional 
logic. However, most of these problems such as Vertex Cover and Dominating Set (for 
example) are SAT-hard. This yields the surprising result that SAT is a kind of 
“minimal” NP-complete problem. This can be expressed by the following conjecture: 
each natural NP-complete problem either has a subexponential complexity or is 
SAT-hard (this conjecture is strengthened by the works of Robson [21] and Stearns 
and Hunt [24] about subexponential algorithms). 
The relation of linear time equivalence splits the class of NP-complete problems 
into equivalence classes. The fact that the class of Satisfiability is so large is unex- 
pected and yields the following question: are there other natural linear classes (in 
particular among natural combinatorial problems containing a number in their 
instance) having a size comparable to the one of the class of Satisfiability? Two other 
classes, two candidates, are under our investigation, one containing Dominating Set 
and the other containing Max2Sat [S]. Moreover, we get the following linear-time 
reductions: 
SAT + Vertex Cover + Dominating Set + Max-2Sat. 
To the best of our knowledge, these classes are not so large as the class of 
Satisfiability. Presently the proposed reductions do not exhibit clear patterns and so it 
is not easy to increase these classes. But perhaps this is due to the fact that we have not 
yet found key problems like 3-Colorability and SAT’ in the case of the class of 
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Satisfiability. Let us finally notice that the notion of linear reductions seems to be 
a natural notion. Indeed, it appears that the reductions proposed in the context of 
Max-2Sat [S] and which involve optimization problems naturally preserve the algo- 
rithms of approximation and in addition their complexity (these reductions are 
L-reductions in the sense of C. Papadimitriou and M. Yannakakis [19]). 
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