Abstract-A new supervised approach for decomposition of single channel signal mixtures is introduced in this paper. The performance of the traditional singular spectrum analysis algorithm is significantly improved by applying tensor decomposition instead of traditional singular value decomposition. As another contribution to this subspace analysis method, the inherent frequency diversity of the data has been effectively exploited to highlight the subspace of interest. As an important application, sleep electroencephalogram has been analyzed and the stages of sleep for the subjects in normal condition, with sleep restriction, and with sleep extension have been accurately estimated and compared with the results of sleep scoring by clinical experts.
I. INTRODUCTION

I
N BIOMEDICAL signal processing, mixtures are often recorded from the source signals. Hence, our task is to unmix them and retrieve the underlying sources. For instance, in the analysis of electroencephalogram (EEG) signals, it is necessary to extract neurophysiologically meaningful information in applications such as characterizing event related potentials, brain-computer interfacing (BCI), seizure detection, and sleep analysis. In multichannel data, this problem is efficiently handled by employing blind source separation (BSS) techniques, which unmix the given signal mixtures into their constituent sources [1] - [3] . BSS is traditionally applied when the number of sources is equal or less than the number of electrodes. It fails for single channel or generally underdetermined recordings. Some methods have also been proposed for multichannel underdetermined source separation [4] , [5] .
However, there are several applications where just one channel is used, for example, restoring the electromyogram (EMG) signal contaminated by electrocardiogram (ECG) artefact [6] , [7] , single channel deep brain recordings, where the neuronal spikes are not easy to separate from noise [8] , many BCI applications, and different sleep stages with various dominant frequency bands where each frequency band is prevailing in a special recorded channel [9] , [10] . In such applications, even in the case of multichannel recording, the desired information can be retrieved just from some special recorded channels. On the other hand, in the recordings with a small number of channels, the separation using BSS is often poor due to the system being underdetermined.
Several methods have been proposed for single channel source separation. The extension of independent component analysis (ICA) to single channel signals or single channel ICA (SCICA), has been proposed in [11] . This algorithm requires stationarity of the data, independency of the sources, and also disjoint frequency domain to perform well. These conditions do not always hold in all applications.
Another approach is to create multichannel data from a single channel signal. Then, ICA is used to decompose the signal into independent components. In several methods, a single channel signal is decomposed into multiple spectral modes using wavelet transform (WT) or empirical mode decomposition (EMD) [12] , [13] . In both cases, the signal is first decomposed using wavelet or EMD and then, ICA is applied to the resulting components. The problem with WT is that the extracted components vary significantly with changes in the mother wavelet. However, EMD automatically decomposes the signal to its constituent components intrinsically matched with the signal structure. Moreover, EMD does not use any fixed or predefined function in the decomposition stage. However, the extracted components do not necessarily correspond to any meaningful data.
Singular spectrum analysis (SSA) is another powerful method for analysing real-valued time series [14] . It is becoming a popular method in various areas such as mathematics, economics, and biomedical engineering. Basically, SSA decomposes a time series into a number of interpretable components with different subspaces, such as trend and noise, and can be applied to any time series with complex structure [15] . For instance, for decades SSA has been used for both trend detection and prediction in financial time series [14] , [15] .
Recently, SSA has been employed in biomedical signal processing applications such as separation of EMG and ECG [16] and restoring lung sound from heart sound [17] . A supervised SSA has been attempted in [18] to detect spikes from noisy signals. This method however does not exploit the narrow band property of cyclic data. A supervised approach can incorporate the properties of the desired signal component into the SSA decomposition and reconstruction algorithm. For narrowband signals, the overall strategy is depicted in Fig. 1 . In EEG, the brain rhythms manifest themselves as narrow frequency band com- Fig. 1 . Supervised singular spectrum analysis where specific criteria should be used to achieve a good result.
ponents. As a good example, sleep is a dynamic process consisting of different stages with different neural activity levels. Each stage is characterized by a distinct set of physiological and neurological features and dominant frequency band. Therefore, sleep can be considered as one good application of this method. As another application, detection of event-related desynchronization and synchronization (ERD/ERS) is important in BCI to mark the onset of body movement. The variations in alpha and beta can be accurately measured following application of SSA.
However, the traditional SSA has some drawbacks. First, it cannot work in nonstationary environments as it works with a covariance matrix of data. Many real signals particularly physiological signals such as EEG are nonstationary. Sleep EEG has a nonstationary structure since its statistical properties in both time and frequency change during the stages of sleep. Furthermore, in SSA selecting the desired subgroup of eigenvalues is still an open problem. As the grouping procedure plays an important role in the reconstruction stage, some techniques should be developed for proper subspace grouping. Hence, the purpose of this paper is to extend the SSA algorithm and theory developed in [14] to separate the single channel data more effectively by using the signal properties. In addition, the data nonstationarity is effectively exploited by jointly factorizing the signal segments. Therefore, in this work, 1-D arrays are converted to 3-D arrays whereby the decomposition stage of the SSA problem is converted to tensor factorization problem. Tensor representation is a way to algebraically describe the datasets by preserving their multi-way structures.
In addition, we show that the desired eigenvalues in the SSA reconstruction stage can be selected automatically and adaptively by exploiting the frequency diversity of the sources.
The remainder of the paper is structured as follows. In Section II, SSA and other related techniques are explained and the proposed method is introduced. In Section III, the results of applying the proposed method to both real and synthetic data are shown. Finally, Section IV concludes the paper.
II. EXISTING SINGLE CHANNEL SOURCE SEPARATION METHODS
A. Single Channel ICA
This algorithm is an extension of ICA to single channel data [11] . In this method, the single channel signal is broken up into a sequence of contiguous blocks to be treated as a sequence of vector observations, , where is the length of each vector obtained by overlapping windowing of the original signal with length indicating a time delay, and is the block index. Then, matrix is formed from these data segments. Actually, the performance of this algorithm significantly depends on these parameters. Next, in this method, fastICA algorithm [19] is applied to this matrix to derive the mixing and unmixing matrices as and . Extracting the particular source of interest can be achieved by filtering the signal with the corresponding row of the unmixing matrix . The filtering is obtained by replacing all the rows in with zero except for the desired row, and multiplying it by the signal.
FastICA is used to estimate the ummixing matrix as an inverse or the pseudo inverse of . Therefore, the multiplication of the extracted source using the th column of the matrix produces the th source waveform. The other sources can then be estimated in a deflation manner.
B. EEMD-ICA
In this method, EMD decomposes the time series into intrinsic subsignals with well-defined instantaneous frequencies called intrinsic mode functions (IMFs). Therefore, each time series can be represented as a sum of its IMFs, where is the number of IMFs, is the th IMF, and is the residual obtained for th IMF [20] . The IMFs are ordered in terms of their frequencies. In order to add more robustness against noise, ensemble EMD (EEMD) was introduced in [21] . The algorithm extracts the IMF set for an ensemble of trials obtained from the noisy version of the signal with independent, identically distributed white noise of the same standard deviation. In this way, the noisy components are expected to be cancelled out. However, adjusting the EEMD parameter to cancelling the noise out is not very easy and depends on the noise level and frequency content of the signal.
Then, FastICA is applied to the whole set of IMFs and the independent components (ICs) and the mixing and demixing matrices, and are estimated. Then, the signal is reconstructed by selecting the ICs of interest and projecting them into the space of mixture signals using the estimated mixing matrix to derive a new IMF set, in which only the ICs of interest are present. Finally, by adding the newly derived IMF set, the desired source can be recovered from the original signal [13] .
C. Singular Spectrum Analysis
SSA is a subspace decomposition algorithm which consists of two stages: decomposition and reconstruction. The first step involves embedding followed by singular value decomposition (SVD). In the embedding stage a vector of length is mapped to an matrix
where is the window length, and stands for transpose. should be large enough to contain the information regarding the data variation.
Next, the SVD of this matrix is computed as (2) where is the th eigenvalue of covariance matrix is the corresponding eigenvector, is the total number of eigenvalues, and . In the next stage, first, the elementary matrices from the previous stage are grouped into several submatrices (3) where determines the total number of groups, index refers to th subgroup of eigenvalues, and indicates the sum of within group . Finally, the resulting matrix is transformed into the form of a Hankel matrix that can be converted to a time series. The Hankelization operator for an matrix is obtained as
where refers to the number of combinations of which makes .
III. TENSOR-BASED SSA
Application of SSA to real data does not exploit the inherent nonstationarity and therefore may fail in actual data decomposition. Tensor-based SSA (TSSA) is a robust solution to this problem. Just as in SSA, the first stage of TSSA includes an embedding operation followed by a tensor decomposition method instead of SVD. In the embedding stage a 1-D time series with length is mapped into tensor .
To do that, first is segmented using a nonoverlapping window of size and a matrix is obtained from
Then, this matrix is converted to tensor as demonstrated in Fig. 2 by considering each slab of the tensor as a windowed version of . In this work, the segmentation is performed in one direction, but it can be extended to move the window in both directions. Our way of converting a matrix to tensor can be explained by the following equation: where is the overlapping size between the successive windows and is the window size.
At this stage, we have a 3-D tensor to be decomposed. Parallel factor analysis (PARAFAC) as a canonical decomposition algorithm is used here. It can be considered as a generalization of bilinear PCA [22] , [23] . The fundamental expression of the PARAFAC technique is given as [24] , [25] ( 7) where is the th element in the three-way data set, is the number of common components or model order, , and are the elements in , and , respectively, and is the residual term.
As a popular option, alternating least squares (ALS) optimization method can be used to fit the PARAFAC model [26] . In this convex iterative approach, and are fixed to solve for ; then, and are fixed to solve for , and next and are fixed to solve for in an alternating fashion until reaching some convergence. One important characteristic of PARAFAC is that it is convex and performs well in certain underdetermined cases where the number of sources is comparable with tensor rank [27] . Moreover, by segmenting and decomposing the signal in this way, the length of signal being processed at one time can increase.
After this stage, disjoint subsets of indexes are specified. Selecting a proper subgroup of components has an important impact on the final result. Here, an adaptive grouping is proposed as explained in the next part. If for indicate the group labels, we have (8) where denotes outer product and
indicates the tensor obtained from the th subgroup. Finally, a reconstruction of the Fig. 3 . Block diagram of the single channel source separation system using an adaptive procedure for selecting the desired subspace. This is carried out by tuning a set of weights governed by the EMD process.
original signal can be obtained by Hankelization which is performed by converting the signal segments to a Hankel matrix (9) Then, the data is reconstructed by one-to-one correspondence.
IV. TSSA-EMD
To employ SSA or TSSA for source separation, the corresponding subspace of the desired signal should be identified. The grouping process is the main problem of the SSA algorithm and it has a significant impact on the final results. The groups are often characterized by their statistical or physical properties. When applied to brain signals, the brain rhythms are well characterized by their frequency properties. Therefore, in this paper, EMD is used to supervise the TSSA-based subspace decomposition. EMD provides a good way to identify the number of frequency components within each subspace. So, EMD is used to select the subgroup of the desired signal as can be seen in Fig. 3 . In other words, a number of IMFs falling within a particular frequency band are selected according to some pre-set criteria. For instance, the components that have maximum power in the desired frequency bands can be selected and used to more accurately group the eigentriples. Then, by assuming the Hankel matrix of this signal as , the correct eigenvalue group is selected by minimizing the following objective function: (10) where denotes Frobenius norm, is the number of common components, and are the tensor factors, and is a superdiagonal tensor of adaptive weights. As the objective function is convex, it can be minimized using different methods.
Here, a subgradient method which is an iterative method for solving convex optimization problems is employed to obtain the optimal value of (11) where (12) where is the step size set empirically. Other optimization methods can also be used with negligible change in the performance.
V. EXPERIMENTAL RESULTS AND DISCUSSION
To evaluate the performance of the proposed method in biomedical single channel signal processing and compare its performance with the other available methods, as outlined in previous sections, a number of experiments were performed using both simulated and real data. The first section explains the parameter setting and evaluation criterion; then, different methods are tested on synthetic data and the results are discussed in the next part; finally, the second section shows the results for real sleep EEG and the comparison with two conventional methods for sleep processing.
A. Simulations
Each of the generated signals is a mixture of two signals (13) where indicates the signal to be extracted, is the unwanted signal, which is considered to be normalized noise, indicates the noise level and is the input to the algorithms being examined. Here, in the first part, a noisy signal is generated where the noise variance changes with time in order to add nonstationarity to the data. In other words, we generated a narrowband signal and mixed it with nonstationary noise. Also, several signals which are mixtures of this signal with different noise levels are generated. Signal-to-noise ratio (SNR) in terms of root mean squared (rms) is used as a measure for noise level which is adjusted by changing (14) Sleep data can be considered as a real example for these signals. During sleep, the brain goes through several psychophysiological states characterized by a different frequency band and the corresponding signals corrupted by noise.
Then, the simulation performance is expressed in terms of rms as follows: (15) where indicates the estimated source and RMSE is the root mean squared error.
1) Parameter Settings for Different Methods:
In all the simulations, the number of independent components was set to 5. and were set, respectively, to 10 and 1 in SCICA. The number of ensembles in EEMD was set as 2 and between 9 to 12 IMFs were usually produced using EMD. These parameters are selected according to [13] . The SSA window length was set to 200 in both experiments. In addition, and were considered respectively as 200 and 50 in TSSA. The window length is related to 1/Bandwidth of the data and practically we make sure that it is not less than 2 or 3 times this value. On the other hand we will avoid large values in order to keep the computational complexity low. 
2) Narrowband Simulated Data in the Presence of Nonstationary Noise:
An sample narrowband signal was generated. Nonstationary Gaussian noise was added to this signal whereby its variance changes with time. In this way, the effect of nonstationarity when different methods are used can be compared. This is useful since many real signals in nature are nonstationary. Then, TSSA-EMD, SSA, EEMD-ICA, and SCICA were applied to extract the original signal. The original signal and the results can be seen in Fig. 4 and the corresponding RMSEs are shown in Table I .
Furthermore, Fig. 5 demonstrates the system performance versus the changes in noise level.
Since many signals in nature have a cyclo-stationary or oscillatory property, this application of the proposed method is very significant. In Section II-C, the importance of the proposed method is further studied and verified by applying it to sleep EEG data. 
B. Simulations Discussion
Compared to other algorithms in our simulations, TSSA performs best for nonstationary and narrowband data. The EEMD-ICA algorithm can perform quite well for narrowband sources. However, it has several drawbacks. First, in order to achieve the best performance especially in the case of low SNR, its parameters need to be adjusted properly. If there isn't any prior knowledge of the noise power, either the regular EMD technique might be used or EEMD should be run several times, until achieving the best separation [13] . Furthermore, it uses ICA and therefore, it has a problem with nonstationary data. Using other ICA techniques may solve this problem but not the problem of the first stage of this algorithm.
The SCICA algorithm performs worse than other algorithms used in this study. This approach has two major limitations: 1) it assumes stationarity of the data and 2) it cannot separate sources with overlapping spectra. In both simulations, SCICA did not perform well due to significant spectral overlapping and also nonstationarity of the data.
SSA cannot work in nonstationary environments either. In other words, in SSA, the data is initially divided into stationary segments before the decomposition stage. Therefore, the length of the signal segments is limited by the stationarity requirement while the proposed method can perform in such environments. Moreover, multi-way methods such as PARAFAC are less sensitive to noise [28] . Furthermore, unlike in PCA, there is no rotation problem in PARAFAC and pure spectra can be recovered [28] . Thus, as seen in the results, the proposed method performs better than other methods used for comparison here.
C. Application to Sleep EEG
Sleep is a highly complex brain state and an indicator of the changes in the brain function such as those occurring in many psychiatric and neurological conditions. Sleep is characterized by a reduction in body movements, reduced responsiveness to external stimuli, and changes in metabolic rate [29] . Hence, it is a state of unconsciousness from which a person can be aroused. Brain states during sleep and wakefulness are identified through interactions of activating and inhibiting systems within the brain. There are two distinct states with different levels of neuronal activity: nonrapid eye movement (NREM) and REM sleep. Each stage has a distinct set of physiological and neurological features and also dominant frequency band [29] . Most prominently, the alpha rhythm (8-13 Hz) is attenuated and delta (up to 4 Hz) waves evolve as the NREM sleep deepens. Other features of NREM sleep are sleep spindles (12-14 Hz) and K complexes. It has been assumed that K complexes are due to continuous sensory activation and it can be considered as a building block of slow wave (SW) sleep which has more power than usual delta waves [30] . Since visual sleep scoring is a time consuming process, automatic sleep staging methods hold promise in diagnosing alterations in the sleep EEG more efficiently.
Thirty-six healthy men and women each participated in two laboratory sessions, one involving a sleep extension protocol and the other a sleep restriction protocol. During each session polysomnography (PSG) measures were recorded at a sampling rate of 256 Hz for a baseline (BL) night (8 h), seven condition nights (sleep extension (ES), 10 h; sleep restriction (SR), 6 h) and a recovery night (12 h) following a period of total sleep deprivation. In this paper, the proposed method and also two commonly used methods for EEG sleep processing, wavelet and power spectra analysis using fast Fourier transform (FFT), were applied to sleep data to extract the components in different frequency bands (alpha and delta). FFT is used to calculate the signal spectrum. This refers to application of a bandpass filter. Here, this is performed by multiplication of the signal by the filter impulse response in Fourier domain. Moreover, it is shown that Morlet wavelet can be used for sleep signal analysis for example for detection of sleep spindles and abnormalities [31] , [32] . In this work, Morlet wavelet is used for the signal decomposition. Delta rhythm is a slow brain wave which tends to have its highest amplitude during deep sleep in adults and is usually prominent frontally. Alpha can be seen in the posterior regions of the head on both sides and emerges with closing of the eyes and relaxation. Therefore, only one channel with more variations in alpha and another one with more variations in delta were chosen and after applying the following method the average power was determined for each 2 s time segment. Thus, each point in Figs. 6 and 7 correspond to th 2 s frame of the signal starting at sample in the original signal. The results of these methods for one subject in BL night are depicted in Fig. 6 . In addition, the result of applying the proposed method to BL, SE, and SR nights is seen in Fig. 7 . The result for other available signals follows the same structure for different methods. Table II indicates the start of the second and SW stages with respect to time segments according to a precise hand scoring and the proposed method by a simple thresholding on the resultant values.
D. Results and Discussion
EEG data often contains many transient events and movement related sources and artefacts. Additionally, sleep signals are nonstationary and corrupted by noise. Tensor factorization, when applied to segmented signals, can be considered as one possible solution to restoration of such data and separating of the desired components. Therefore, as explained before, TSSA can act much better in such applications. The results clearly verify this claim.
As indicated in Fig. 6 , the proposed method can determine the transitions between the stages of sleep by more accurately evaluating the alpha and delta (SW) brain activity variations. This significant achievement complies with an accurate manual scoring of the sleep data by clinical experts which can be seen in Table II . Moreover, the agreement between the scorers was determined with intraclass correlation coefficients (ICC) which were computed using a two-way analysis of variance [33] . The higher numbers in ICC represent better agreement between raters. We obtained which shows almost complete agreement.
The proposed method performs well for detecting the stage changes. Wavelet transform performs satisfactory for detecting the start of the first stage. However, it cannot show the deep sleep stage very well according to Fig. 6(b) . Filtering using FFT also cannot reveal the necessary information about the sleep stages [ Fig. 6(c) ]. Therefore, based on the illustrated results, the proposed method performs better than the conventional methods i.e., WT and FFT, for sleep processing. Another important result of our method is extraction of the K complexes from the sleep signal. K complexes are seen in EEG sleep data after finishing the first stage of sleep and have the same frequency band as delta but with significantly higher amplitude. Therefore, as can be seen in Fig. 6(a) the sudden increases can show the locations of these sudden changes in sleep. Fig. 7 also confirms the results of some previous experiments in which a fast transition from alpha to slow waves is shown in SR condition and the reverse in SE condition.
VI. CONCLUSION
Decomposition of single channel time series into their statistically well-defined components is highly desired in many applications. For EEG signals, evaluation of narrow band components such as alpha and delta in sleep study and alpha and beta in BCI design is often required. Here, traditional SSA has been extended to tensor based SSA at the decomposition stage of the algorithm. Furthermore, an adaptive supervised approach using EMD has been introduced and implemented in the reconstruction stage of TSSA to accurately select the desired subspace when the frequency band of the signal of interest is known a priori. In this way, the desired subspace could be chosen automatically. The results of applying the method to synthetic and real EEG data show that this method can produce much better results. In addition, the proposed method paves the way for better understanding and analysis of sleep EEG data, as discussed and examined in this paper. The work can also be extended to identification of underdetermined systems for separation of the sources from a limited number of measurements. Since then he has been a member of academic staff in Iran, Singapore, and the U.K. Currently, he is Deputy Head of Computing Department, Faculty of Engineering and Physical Sciences, University of Surrey, Guildford, U.K. He is the author of three monograms in biomedical signal processing and approximately 300 peer reviewed papers. His research interests include adaptive and nonlinear signal processing, machine learning, and multi-way signal processing.
Emma Arbon received the Ph.D. degree in sleep-wake regulation from the University of Surrey, Guildford, U.K., in 2013. She previously read Biomedical Sciences as an undergraduate at the University of Surrey, before undertaking the M.S. degree in toxicology at the same institution.
Her research interests are primarily concerned with quantitative analysis of the EEG in human sleep and include pharmacological manipulation of sleep, sleep deprivation, as well as individual differences in sleep-wake regulation. 
Derk-Jan Dijk
