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Abstract 
This paper describes a distributed Data Acquisition System (DAQ) developed for the TAWARA_RTM project (TAp WAter 
RAdioactivity Real Time Monitor). The aim is detecting the presence of radioactive contaminants in drinking water; in order to 
prevent deliberate or accidental threats. Employing a set of detectors, it is possible to detect alpha, beta and gamma radiations, from 
emitters dissolved in water. The Sensor Network (SN) consists of several heterogeneous nodes controlled by a centralized server. 
The SN cyber-security is guaranteed in order to protect it from external intrusions and malicious acts. The nodes were installed in 
different locations, along the water treatment processes, in the waterworks plant supplying the aqueduct of Warsaw, Poland. 
Embedded computers control the simpler nodes, and are directly connected to the SN. Local-PCs (LPCs) control the more complex 
nodes that consist signal digitizers acquiring data from several detectors. The DAQ in the LPC is split in several processes 
communicating with sockets in a local sub-network. Each process is dedicated to a very simple task (e.g. data acquisition, data 
analysis, hydraulics management) in order to have a flexible and fault-tolerant system. The main SN and the local DAQ networks 
are separated by data routers to ensure the cyber-security. 
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1. Introduction 
Safe tap water is of paramount importance in our modern society. Recently, water plants have become sensitive sites 
that have to be protected against terroristic attacks or accidental disasters. Among the potential threats that can target 
the distribution of drinking water, there is the radiological contamination. Such contamination could be deliberate, in 
the case of a terroristic attack, or accidental, in the case of accidents in nuclear power plants or waste disposal sites. 
The demand for fast and reliable methods for tap water monitoring has been increasing. The aim of the 
TAWARA_RTM project is controlling the quality of drinking water, in terms of radiological contamination. The 
presence of radioactive contaminants in drinking water is monitored and recorded in real-time; in order to prevent 
deliberate or accidental threats. In this context, the goal of the TAWARA Real Time Monitor (RTM) system is the 
measurement of the gross alpha/beta activity using scintillation detectors submerged in the water. The platform 
developed for the project provides real-time measurements, data storage and interfaces with the water plants 
infrastructures. The TAWARA_RTM prototype was installed at the Northern Water Treatment Plant of the Warsaw 
Waterworks Company (MPWiK). 
Liquid Scintillation Counting (LSC) has been a technique widely used in environmental applications (Forte et al., 
2002). Water samples are mixed with scintillators and the resulting cocktails are very effective in determining gross 
beta and alpha activity as well as in deriving spectral information. On the other hand, this is an off-line technique, as 
the samples have to be carried to laboratories for preparation and analysis. Several hours could pass between the 
sample collection and the actual measurements. Moreover, the treated samples have to be properly disposed of. For 
all these reasons LSC is not suitable for a real-time monitoring apparatus. Plastic scintillators have also been 
investigated as an alternative (Ifergana et. al., 2015), for detecting beta particles in liquid samples. Another explored 
possibility is to use a sandwich type scintillation detector, made up of a layer of ZnS(Ag) and a plastic detector to 
collect alpha and beta counts at the same time (Ifergana et. al., 2015). Advantages of these methods are the easier 
experimental set-up and maintenance. However, it is harder to distinguish between alpha and beta signals due to a 
higher background. 
As part of TAWARA_RTM project commercial plastic scintillators were employed for the measurement of the 
radioactivity in water (Bodewits et al., 2016). We selected the EJ-444 (eljentechnology.com) scintillator that is 
composed by a thin layer of ZnS(Ag) phosphors on a fast plastic scintillator. Alpha particles are detected in the 
ZnS(Ag) layer, whereas beta are detected inside the plastic layer. The difference in the decay times of the two 
scintillation signals allows the separation the two types of particles by Pulse Shape Discrimination (PSD). 
2. The TAWARA_RTM platform concept 
The TAWARA_RTM platform is installed along the normal treatment of the tap water, in the waterworks plant 
supplying the aqueduct of Warsaw, Poland, as shown on Fig. 1. At the raw water intake an Early Alarm Detector 
(EAD) monitors the water at the very first stage of treatment. It is meant to generate an alarm in the case of a sudden 
and large contamination with water containing gamma-radiation sources. With this early monitoring, the whole water 
treatment plant can be quickly stopped in order to avoid a severe contamination of the equipment. Several time-spans 
of analysis are foreseen (see section 6) for progressively smaller contamination events over larger time scales. After 
the ordinary water treatment, a Real-Time Monitor (RTM) is installed for smaller contaminations that were not filtered 
by the treatment nor detected by the EAD. The RTM is able to precisely measure both alpha and beta-emitting 
contaminants to monitor the public tap water safety. As for the EAD, several time-spans of analysis are foreseen. In 
the case of an alarm, samples of the water can be analyzed with a higher resolution spectroscopic system. All the 
information produced by the infrastructure is continuously stored in the local databases of the nodes and in a central 
database. The information is presented also to the waterworks operators; who are trained to handle the possible 
scenarios and emergencies and communicate with the civil security authorities. 
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Fig. 1. Diagram of the TAWARA_RTM concept, the water flow is shown with blue wiggly lines, the information flow is shown with white 
arrows. The main components of the system are described. The normal water flow passes through the standard water treatment facility. At the 
intake part of the water is analyzed with the Early Alarm Detector. After the treatment the Real-Time Monitors analyze the clean water. If there is 
an alarm the distribution is stopped, and the water is analyzed with a spectroscopic system. 
3. Information and Communication Technology (ICT) infrastructure 
The 3. Information and Communication Technology (ICT) infrastructure enables communication between all nodes 
(e.g. EAD(s), RTM(s)…) and the Central Server (CS) (as seen in Fig. 2). It hides the complexity of the internal 
architecture and provides a secure way of communication. Every node is connected on a distributed Sensor Network 
(SN), as they are installed in remote places. The cyber-security is guaranteed by isolating the nodes in a Virtual Private 
Network (VPN). VPNs are professionally developed systems that isolate and protect sub-networks that are spread 
over insecure connections. This approach prevents external intrusions and malicious acts. The architecture is layered 
on several modules that handle the different tasks (such as data acquisition, analysis, communication and user 
interface). The layers are implemented on distinct devices to spread the processing load. All the nodes are managed 
by Data Collection Communication (DCC) modules, which are robust embedded computers that isolate the local node 
inside the VPN. Each DCC has a local database that is periodically synchronized with the global database in the CS. 
The simpler nodes are constituted only by a DCC connected to the sensors. The more complex nodes have a Local-
PC (LPC) that handles the data acquisition and analysis. All the user interfaces are implemented as local web pages, 
in order to simplify the interoperability. The data acquisition systems hosted in the nodes are called Software for 
Control and Analysis (SCA, see section 4). 
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Fig. 2. Schematic diagram of the Internet and Communication Technology (ICT) infrastructure. 
4. Software for Control and Analysis (SCA) data acquisition system 
The Software for Control and Analysis (SCA) is implemented as subnetworks of processes that are sandboxed 
inside each node. The DCCs isolate the SCA subnets from the main network (Fig. 3). The Data Acquisition systems 
(DAQ) are split over different processes, also called servers, that carry out simple tasks and communicate through 
network sockets. Such architecture allowed an easier and agile development phase. Being dedicated only to simple 
tasks, the servers were easier to develop and debug. The servers are designed following the states machine paradigm. 
The processes are isolated from each other by the communication sockets. If one of the servers stops, the whole 
network is not stopped and can continue to work. This flexibility allowed the developers to stop, update and restart 
the single processes in the running SCA, without compromising the overall functionality. Only two servers are in 
charge of the interface with the main network: a commands receiver that listens for commands received from the main 
network and user interfaces, and a data router that collects the data from the SCA subnet and sends it to the DCC and 
the local database. This isolation is in place to ensure the cyber-security. 
In the SCA subnet, the DAQ manager is the controller of all the servers in the subnet. It controls the start-up 
procedure of the node’s DAQ which can be a non-trivial task. It monitors the activity of the other servers and, in case 
of problems, it is able to stop and restart the single processes. Periodically it can trigger check-up procedures of the 
node. The data proxy collects all the data from the separate processes, and forwards them to the data router and 
manager. Such a proxy was implemented to simplify the data streams management as they are all collected in one 
stream that is easier to read. 
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Fig. 3 Example diagrams of the Software for Control and Analysis (SCA). The SCAs are constituted by sub-networks of different processes that 
are in charge of only a simple task. 
4.1. DAQ servers 
Fig. 4 (a) shows an example of a DAQ server’s state machine. When the process is started, it creates and connects 
the sockets for communication and then it sets-up the hardware to enable the acquisition. When the main loop is 
entered, the data is continuously read from the detectors and saved in a buffer. When the buffer is full, or a timeout 
occurs, the data is broadcast to the SCA data proxy (Fig. 3) or any other client. 
4.2. Data analyzers 
Fig. 4 (b) shows an example of a data analyzer’s state machine. When the process is started, it creates and connects 
the sockets for communication and enters in the main loop. Data is continuously read from a socket and stored in a 
First-In First-Out (FIFO) data structure. When a timeout occurs, the data is recollected from the FIFO and analyzed; 
the result is broadcast to the SCA data proxy (Fig. 3) or any other client. 
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Fig. 4. (a) DAQ server’s state machine. (b) Data analyzer’s state machine. 
5. Data FIFO 
Acquisition time spans are of the order of months, and the system had to be completely automatic. The need of a 
continuous analysis of the acquired data required the development of a new dynamic data storage. The structure 
follows the principle of a First-In First-Out (FIFO) queue, so data is stored in the order that is acquired and can be 
read in the same order. The structure is versatile, as it can store generic data with an associated timestamp. The 
interface of the data FIFO allows the extraction of a dataset of a specified time interval and to execute a given routine 
over it. The temporal evolution of the system is monitored by moving the time windows. An expiration time can be 
set in order to control the memory footprint and discard old data. The data FIFO can be completely saved and recovered 
to/from long-term storage media. 
6. Analysis procedure 
An automatic analysis procedure was developed to have a fully autonomous system. The detectors’ counting rate 
was assumed to follow Poisson statistics. The analysis monitors the counting rate and looks for increases that are not 
compatible with the Poisson statistics, given a certain confidence level. Three layers of analysis were developed, with 
three different time intervals for detecting different levels of contamination: a) a fast analysis, for quick and sudden 
increases of activity due to major accidents or attacks; b) a medium analysis; c) a slow analysis, for slow increases 
due to small leaks of radioactivity over long periods of time. To estimate the current counting rate a “background” 
dataset is extracted from the FIFO, with a long time span (compared to the analysis period) that was prior to the current 
measurement (Fig. 5). The current counting rate is calculated on a “signal” dataset, extracting from the FIFO the 
dataset of the period immediately before the current time (Fig. 5). The average counting rate from the background is 
then compared to the current counting rate. A threshold is dynamically calculated (Fig. 6) with the background 
counting rate in order to have a specific false alarm rate. If the current counting rate passes that threshold an alarm is 
triggered. 
To verify the hypothesis of the Poissonian statistics of the counts, the distribution of the pull was analyzed. The 
pull is defined according to the following equation (Demortier et al., 2002):  
݃ ൌ ݕ െ ݕ
ටߪଶ െ ߪଶ
 
 where ݕ௜ represent the counting rates and ߪ௜ the associated standard deviations. Having a dynamic system, the 
estimate of the counting rate, from the background, was employed as the predicted value of the current counting rate. 
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The pull distribution should have zero mean and unitary width. The obtained experimental pull distribution is in very 
good agreement with the theoretical prediction, with a mean of -0.02±0.01 and a standard deviation of 1.01±0.01. 
 
Fig. 5. Examples of analysis time windows, for analyses of different time-spans. 
 
Fig. 6. Example of counting rates and the dynamically calculated threshold over a period of two months. 
7. Dynamic calibration monitor 
Since operation time is of the order of months, the detectors gain was continuously monitored. Gain shifts on such 
long periods of time were easily seen in the experimental set-up. Long-scale gain shifts are still under investigation 
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while short-scale gain shifts were probably be due to variations in the ambient temperature (Fig. 7Error! Reference 
source not found.). The analysis processes continuously detect the centroid of the natural-occurring 40K peak (1461 
keV), in the energy spectra. The data are then dynamically calibrated with that peak’s centroid, to ensure a very good 
stability. As a safety check, the 40K peak is then determined again in the calibrated spectrum and compared to the 
nominal value. The system showed that the oscillations of the calibrated peak were negligible compared to the peak 
resolution. 
 
Fig. 7. Daily oscillations in the uncalibrated spectrum of the 1461 keV peak, of the naturally occurring 40K. 
8. Conclusions 
The experience with the distributed networks of the SCAs enabled a very agile development of the distributed data 
acquisition system. The distributed nature of the architecture allowed the developers to create software with different 
kinds of programming languages, using the best option for each task. When the system was deployed, it was possible 
to remotely debug and update the single processes without compromising the whole system. Each of the DAQ 
managers has been verified to autonomously handle unexpected stops, both in the hardware and software. With the 
first prototype, data was acquired for a period of several months, with a very good uptime. The acquired data was used 
to verify the assumptions about the statistics of the counting rates. Moreover, the dynamic calibration of the system 
proved to be effective and the online analysis allowed a very quick response to the inputs of the system. 
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