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The importance of roads in modern society is without a doubt incomparable and 
nowadays, federal, state and local highway agencies are increasing the demands on the 
performance and serviceability of transportation infrastructure. It is no longer sufficient to 
have a pavement with enough structural capacity to sustain the demands of traffic. There 
are also growing demands to increase the functional properties of the road that are highly 
correlated with texture, such as skid resistance, proper drainage and smoothness. To better 
assess, compare and improve the functional properties of roads, there has been an effort to 
standardize the measurement methods of texture at highway speeds, based on surface 
profiles. But even standardizing the measurement methods is not enough to ultimately 
improve road functional properties if the processing of these profile data changes 
depending on who the analysist is. Therefore, meticulous studies need to be performed to 
determine what are the best practices when processing pavement texture data. 
This thesis studied the process of data imputation to determine what is the best 
imputation method based on their accuracy and computation time. The case study explored 
 viii 
ten popular imputation methods, explained how they work, tested each of by means of 
Monte Carlo (MC) simulation, and ranked their efficiency using the Analytical 
Hierarchical Process (AHP). A two-tailed hypothesis test was used to make the final 
decision and determine whether the gain in imputation accuracy (if any) was statistically 
significant compared to the same statistic computed with missing data. 
Data imputation for texture data processing was proven to significantly increase the 
accuracy of estimates of texture summary statistics when a good imputation method was 
implemented. This study found that linear interpolation imputation was the best imputation 
technique not only because of its robustness and efficiency but also because of its 
simplicity and ease of implementation. However, it was also proven that using poor 
imputation techniques such as spline interpolation for gaps of missing data that are greater 
than ten data points can potentially yield biased estimation of pavement texture statistics 
that are significantly worse than simply computing that statistics using the data with 
missing entries. 
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Chapter 1:  Introduction 
Background 
Dating back to the times of the Ancient Egyptians, roads have been the arteries through 
which civilization and society pulse. Even during inclement weather, roads provide a 
critical link between producers and markets, workers and jobs, students and schools. Roads 
allows these individuals to traverse a given terrain and not be hampered by mud. The 
importance of the roadway network is without a doubt priceless and nowadays, federal, 
state and local highway agencies are raising the standards for performance and 
serviceability of the roads. It is no longer sufficient to have a pavement with enough 
structural capacity to sustain the demands of traffic. Pavements are now expected to have 
optimal the functional properties, which include but are not limited to, high surface friction, 
low pavement noise, high durability, impermeability, reduced splash and spray and high 
driving comfort. 
To better assess, compare and improve the functional quality of roads, there has 
been an effort to standardize the measurement methods of pavement texture at highway 
speeds, based on surface profiles. But even standardizing how texture is measured is not 
enough to assess and improve pavement functional qualities if the processing of the surface 
profiles changes depending on who is processing the data prior to the analysis. There are 
some standards that provide very detailed instructions for one of the many steps in the 
texture data processing, however, they provide a short overview of all the other steps, like 
the ISO Standard 13473. This standard is a great tool if one wishes to transform data from 
the spatial to the spectral domain and compute statistics such as the power spectral density 
(PSD) of the pavement, but it not as detailed in explaining how to spot and remove noise 
within the profile, nor does it explain why linear interpolation should be the imputation 
method of choice for missing data within the profile. 
This thesis seeks to address the latter issue and make a meticulous study on 
numerous imputation methods that combine techniques from regression analysis, signal 
processing and time series analysis and determine which imputation method is the most 
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efficient to use for processing pavement texture data and what is the value that data 
imputation adds to the estimation of pavement texture summary statistics. These statistics 
are relevant because that are later used for analyzing the correlation between pavement 
texture and other surface characteristics of the pavement, such as friction or noise. 
 
Objectives 
The focus of this research is to summarize the methodology on how to properly process 
and manipulate 2-D pavement surface texture scans collected with laser sensors and 
perform a detailed and comprehensive study on imputation methods for pavement profiles 
using Monte Carlo simulation techniques. 
The three main objectives were: 
1. To summarize the main processing techniques for 2-D pavement texture scans 
required before computing any spatial summary statistics used for pavement 
engineering analysis. 
2. Develop a test by which the efficiency and robustness of imputation methods 
could be tested and ranked. 
3. Determine whether imputation could significantly enhance the estimation of 
texture summary statistics when missing data were present. 
Scope and Methodology 
In the field of pavement engineering, there are many guidelines on how to process 
data collected from texture measuring equipment; however, there is usually not a consensus 
among researchers on how to follow those guidelines. For instance, a standard may specify 
that noisy data must be processed before performing any statistical analysis. However, the 
procedure on how to process that noise is not well defined and often it cannot be applied 
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to texture data that was collected with a different sampling rate or resolution. For instance, 
using a moving average filter might sound tempting for data obtained with pavement 
profilers that sample the pavement every foot as they drive along the road, but the same 
filter used on laser with a higher sampling rate (one sample every tenth of an inch) results 
in a loss of information. Much of the pavement microtexture can be smoothed out using a 
moving average filter. Moreover, even after removing the noise within the signal, there is 
no consensus as to how to process the new pavement signal with missing data. Some 
standards suggest that linear interpolation should be performed to fill in the missing data, 
whereas other researchers suggest that it is best to work with the missing data and not make 
artificial data that could bias the final results. This thesis focuses on the latter issue of data 
imputation. Many other fields of science have reported an improvement in the accuracy of 
their studies when imputed data is used; however, few studies exist for processing 
pavement texture data. At the time of writing this thesis, it is still unknown what effect 
imputing data has when computing summary statistics and it is not clear how efficient 
linear interpolation imputation is compared to other imputation methods. 
This study looks at ten imputation techniques that range from simple and easy to 
implement, like mean imputation, to more complex methods involving algorithms that are 
used in other fields of study such as the autoregressive integrated moving average 
(ARIMA) model. Each imputation method was tested on three broad categories: 
1) Their accuracy in replicating the original profile, 
2) Their computation time, and 
3) Their accuracy in estimating summary statistics compared to the case where the 
same statistic is computed without imputing the data 
To determine which imputation algorithm is the best for processing pavement texture data, 
the analytical hierarchical process (AHP) was used. This analysis enables a structured and 
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objective way of ranking the imputation algorithms based on their performances under a 
well-defined set of seven criteria. Finally, a judgement was made about the potential 
benefits (if any) of imputing pavement texture data before computing any summary 
statistics by using a two-tailed t-test. Based on this judgement, a set of recommendations 
was established regarding the imputation process. 
Description of Contents 
This thesis consists of five chapters: Introduction, Literature Review, Imputation Methods 
and Experimental Design, Results and Discussion, and Conclusions and 
Recommendations. 
This chapter presents and explains the research problem, motivation, objectives, 
scope and methodology. Chapter 2 provides a comprehensive overview pavement texture. 
It describes how texture is defined, explains its relevance for transportation agencies and 
discusses a few ways of measuring texture. The chapter also provides a big picture 
overview of the four main steps of data processing that should be performed before any 
summary statistics are computed. The last part of this chapter defines a few pavement 
texture statistics and provides a description of what these metrics are attempting to capture 
within the profile. 
Chapter 3 explores all the imputation methods used for this study and explains the 
experimental design to determine which is the best performing imputation method for the 
processing of texture data processing. This chapter also explains the logic behind how the 
efficiency of imputation affects the computation of summary statistics, i.e., is the benefit 
of imputing data significant enough to warrant the additional effort? Chapter 4 shows the 
results for all three tests performed and discusses the performance of each algorithm. Based 
on those results, the best imputation method among all candidates is chosen and a decision 
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is made on whether the improvement (if any) in the estimation of texture statistics is 
statistically significant compared to the same estimation with missing data. Lastly, Chapter 
6 presents the conclusions and recommendations drawn from the study conducted, 
followed by a discussion of ideas for future work and implications of this study.  
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Chapter 2:  Literature Review 
PAVEMENT TEXTURE 
Pavement texture is defined by the irregularities on a pavement surface that deviate from a 
perfectly flat surface. Pavement texture has been deemed one of the most important 
characteristics of the road surface given that it determines most tire/pavement interactions 
such as: noise, friction, rolling resistance, among others (Maguire and Carme, 2015). 
However, pavement texture is a complex property that typically requires specialized 
equipment and mathematical tools to be characterized. 
A linear profile is the simplest representation of pavement texture (Figure 1). The 
profile is a two-dimensional (2-D) representation of the surface texture obtained using a 
sensor device, such as a laser, that is described by two coordinates: distance (in the 
longitudinal or transverse direction) and height (Zuniga-Garcia, 2017). Profiles are 
considered stationary, random functions of the distance along the surface (Sanberg, 1987). 
Using Fourier analysis, this function can be mathematically represented as the sum of a 
series of sines and cosine waves of various amplitudes and spatial frequencies or texture 
wavelengths. The texture wavelength is the spatial period of a wave. Typically, the 
wavelength is symbolized by the Greek letter lambda (λ) and reported in units of length (m 
or mm). The spatial frequency (𝑓𝑠) is defined as the inverse of the wavelength and given in 
units of cycle per meter. The texture amplitude is defined as the peak-to-peak height 
difference (Zuniga-Garcia, 2017). 
 7 
 
Figure 1: Basic terminology for pavement profiles:1) Wavelength, 2) Amplitude 
 
To facilitate analysis, irregularities of the pavement surface are divided into four 
components: unevenness or roughness, megatexture, macrotexture, and microtexture. Each 
category is a function of the domains of texture wavelengths (λ) or spatial frequency (𝑓𝑠), 
given that they are related by 𝑓𝑠 = 1/𝜆 (Serigos et al, 2016). Figure 2 shows the surface 
texture spectrum, illustrating the four main texture components and their respective 
wavelength or spatial frequency domain. 
 
 




Unevenness, also referred to as roughness, is the texture component that describes the 
irregularities in the pavement surface that affect the ride quality, smoothness, and 
serviceability. Its reference length would be equivalent to a short stretch of road. 
(AASHTO, 2008; Zuniga-Garcia and Prozzi, 2019) 
Megatexture is defined by the distresses, defects or waviness of the road surface 
and its wavelengths are in the same order of size as the diameter of a typical passenger car 
tire. This type of texture is typically easiest to appreciate with the naked eye, and some 
examples of mega-texture include ruts, potholes, and major joints and cracks. (AASHTO, 
2008) 
Macrotexture refers to the large-scale texture of the pavement surface due to the 
aggregate particle arrangement. In flexible pavements, mixture properties such as 
aggregate shape, size, and gradation control the macro-texture. In rigid pavements, the 
method of finishing is what controls the macrotexture. This includes methods such as 
diamond grinding, carpet dragging, grooving width and spacing, and direction of the 
texturing. State-of-the-art practice methodologies used for measuring pavement texture at 
highway speed typically account only for macrotexture (Zuniga-Garcia and Prozzi, 2019; 
AASHTO, 2008; Serigos et al, 2016). 
Microtexture alludes to the sub-visible or microscopic asperities of the aggregate 
surface, which controls the contact between the tire rubber and the pavement surface 
(Serigos, 2015). Microtexture is a function of the individual aggregate particle mineralogy 
and petrology, the aggregate source, and is affected by the environmental effects and the 
action of traffic (Zuniga-Garcia and Prozzi 2019; AASHTO, 2008; Loprencipe and 
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Cantasani, 2013). Figure 3 shows the different components for texture along with on a 
reference length. 
 
Figure 3: Texture components (Sandburg, 1998) 
 
Each of the four components influences the pavement-tire interaction to varying 
degrees. Smit et al reported that the unevenness of the pavement plays a significant role in 
the rolling resistance of the pavement, while the megatexture influences both rolling 
resistance and tire/pavement noise (2014). However, the two components that seem to have 
a significant influence on surface characteristics such as: rolling resistance, tire/pavement 
noise and skid resistance are microtexture and macrotexture. Serigos et al (2016) and 
Zuniga-Garcia (2017) agreed that when microtexture and macrotexture were taken into 
consideration on skid resistance correlation models, together they can explain about 70% 
of the total skid resistance on the road. Furthermore, it is known that in most traffic noise 
analysis research, the peak of traffic noise occurs within the macrotexture frequency; 
nevertheless, Smit et al explained that while there seems to be a correlation between texture 
and noise, they still do not fully understand how the those two parameters interact (2014). 
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A summary of the four components and their influence on multiple road surface 
characteristics is shown on Figure 4.  
 
Figure 4: Influence of texture components on pavement surface characteristics (Henry, 
2000). 
Pavement Texture Measurement 
There are a wide variety of techniques and equipment used to measure surface profiles 
depending on the texture component of interest. Typically, transportation agencies collect 
data for unevenness, megatexture and macrotexture for pavement management, forensic 
investigations, and research purposes, but there currently are no standards or federal 
mandates to measure and report the microtexture of the road. Hence, the numerous efforts 
and research being conducted to develop an affordable, efficient and reliable way to 
measure the finest component of texture (Zuniga-Garcia, 2017). In the United States, state 
highway agencies typically hire independent contractors to survey their network and collect 
texture data. Unfortunately, the main purpose of network surveying equipment is to collect 
pavement distresses or roughness and not necessarily high-definition surface profiles. Due 
to this, the texture data obtained by these survey vans may not be the highest possible 
accuracy. To compensate for this, when agencies require detailed texture profile 
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information, they typically conduct traffic control and employ static texture measurement 
devices, such as the Sand Patch Test (SPT), the Circular Track Meter (CTM), or the Line 
Laser Scanner (LLS). 
Measuring the Unevenness and Megatexture Levels 
A topological survey can be used at the unevenness level to describe the pavement texture 
by obtaining the International Roughness Index (IRI). IRI was developed in 1986 by the 
World Bank as one the first standardized primary indicator for the serviceability of 
highway network to road users (Sayers et al., 1986). The index measures pavement 
roughness in terms of the number of inches per mile (in/mi.) or meters over kilometer 
(m/km) that a profiler van, “jumps”, as the van is driven along the roadway. Figure 5 shows 
a schematic of a Road Surface Tester (RST), a survey vehicle used to measure IRI. The 
measurements of IRI are typically within a wavelength range of 250 mm to 30 meters. 
(Sayers et al., 1986). Additionally, these IRI measurements can be further used to 
characterize the pavement at the megatexture level by using the highest resolution possible. 
An alternative way to characterize pavement at the megatexture level is to use a similar 
survey vehicle to collect pavement rut depths. Rutting is a surface depression in the wheel 
path that results from the accumulation of plastic strains or permanent deformation 
occurring in the different layers of the pavement structure due to the action of repeated 
traffic loads (Little et al., 2018). 
 
Figure 5: Schematic of an RST used to measure IRI and rut depth 
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Measuring the Macrotexture Level 
Measurements taken at the macrotexture level can be done in two ways: statically or 
dynamically. Static measurements typically require traffic control for technicians to collect 
the data in a safely manner and a significant number of measurements to get a 
representative sample of the pavement.  Examples of static measurements involve 
volumetric techniques such as the Sand Patch Test (SPT) or non-contact measurements 
such as the Circular Track Meter (CTM).  Dynamic testing typically involves taking 
continuous measurements on the pavement with a moving vehicle or trailer equipped with 
proper instrumentation. Dynamic test methods do not require traffic control, nonetheless 
their sampling frequency is not high enough to capture microtexture data. Examples of 
dynamic testing methods include Laser Crack Measurement System (LCMS) and V-
Texture; the latter is the method developed and used by Texas Department of 
Transportation (TxDOT). 
 
Sand Patch Test (SPT) 
Some of the most common volumetric techniques used to measure macrotexture on 
pavements are the Sand Patch, the Grease Patch and the Outflow Meter Tests. Out of the 
three, the Sand Patch Test is the simplest and most commonly used by transportation 
agencies. The method involves applying a known volume, which is typically 25 mm3, of 
either solid glass spheres of uniform size or Ottawa natural silica sand on a relatively 
uniform, not distressed section of the pavement surface. The sand is later spread in a 
circular motion with a spreading tool, as shown Figure 6. Once the roughly circular patch 
of sand is made, four equally spaced diameters are measured and averaged to compute the 
area of the sand patch. The known volume of sand is then divided by the area of the circle 
using Equation 1 and reported as the Mean Texture Depth (MTD) (ASTM E965, 2019). 
The Grease Patch method is a variation used by NASA in which grease is used instead of 
sand or glass spheres (Zuniga-Garcia, 2017). The Outflow Meter is a transparent vertical 
cylinder that is located on the top of the pavement surface, it is filled with water and the 
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time for the water level to fall by a fixed amount is measured and reported as the outflow 
time (ASTM E2380, 2015). 
 





 V= Material sample volume (mm3) 
 D= Average diameter covered by material (mm) 
 
 
Figure 6: Sand Patch test equipment (left), and field data collection (right) 
An alternative to these indirect measurements of the texture profiles involves more 
modern techniques using non-contact lasers, such as the Circular Track Meter (CTM). 
 
Circular Track Meter (CTM) 
The CTM is a road surface macrotexture profiler. It consists of a laser displacement sensor 
that is mounted on an arm that rotates clockwise at a fixed elevation from the measured 
surface and a notebook computer that is used to control the device and save all the 
processed data as shown in Figure 7. The device measures a 2-D profile of a circle 284 mm 
in diameter and 892 mm in circumference. The profile is divided into eight segments with 
an arc length of 111.5 mm, as shown in Figure 7. The mean profile depth (MPD) is 
determined for each of the segments of the circle and the MPD reported as the average of 




Figure7: CTM (left), and CTM segments (right) 
 
There are other powerful laser devices capable of scanning and characterizing 
pavement texture at a macrotexture level and those are addressed in the next section 
because their vertical and lateral resolution is high enough to capture the first decade of 
aggregate microtexture. 
Measuring the Microtexture Level 
Currently, there are no standard methods to measure and report microtexture of pavements, 
but there have been multiple attempts at measuring microtexture using advanced laser 
technology. 
 
Laser Texture Scanner (LTS) 
The LTS is a lightweight and portable equipment designed to scan pavement surface 
coordinates to characterize its texture contents. It uses a laser sensor to scan the surface 
coordinate of parallel straight lines with a sampling rate of one point every 0.015 mm and 
a maximum scan area of 100 by 75 mm. The LTS computes the MPD, root mean square 
(RMS), texture profile index (TPI), and estimated texture depth (ETD), which is an 
estimation of MTD based on MPD using an empirical equation, as shown in Equation 2. 
The resolution of the device allows it to measure and describe the two decades of 
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macrotexture (wavelengths from 50 to 5 mm and from 5 to 0.5 mm) and the first decade of 
microtexture (wavelengths from 0.5 to 0.05 mm). However, scans performed at the highest 
resolution can take approximately two hours, making it inefficient and impractical for field 
studies (Serigos et al., 2014). Zuniga-Garcia (2017) also reported that the device is not as 
reliable as the CTM and that researchers have experienced many operational problems. 
Figure 8 illustrates the LTS device along with the scanned 3D surface profile plot. 
 
𝐸𝑇𝐷 = 0.2 + 0.8 ∗ 𝑀𝑃𝐷 (1) 
 
 
Figure 8: LTS (left), and 3D plot of measured surface (right) (Zuniga-Garcia, 2017) 
 
Line Laser Scanner (LLS) 
The LLS is a surface profiling system developed to characterize macro and microtexture 
(Figure 9). The device consists of a high-resolution line-laser scanner and a translation 
stage. The LLS can collect a maximum of 800 points in the transversal direction and a 
move up to 600 mm in the longitudinal direction. The equipment has an improved sampling 
rate, allowing for characterization of the two decades of macrotexture (wavelengths of 0.5 
to 5 mm and 5 to 50 mm) and the first decade of microtexture (wavelengths of 50 to 500 
microns) (Zuniga-Garcia, 2017). The main advantage the LLS has over many other static 
laser profilers is its efficiency and speed. The LLS can scan a wider area at a very high 
resolution in 15 seconds as opposed to the lengthy times of other devices such as the LTS. 
In her study, Zuniga-Garcia claims not only is the LLS more efficient and reliable than the 
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CTM or the LTS, it also has a higher vertical resolution of 0.5 microns compared to the 3 
microns in the CTM and 15 microns in the LTS (Zuniga-Garcia, 2017).  
 
 
Figure 9: LLS (left), and field operation (right) 
 
LS-40 Portable 3-D Surface Analyzer 
The LS-40 is a portable 3-D laser scanner (Figure 10) with ultrahigh resolution capable of 
scanning a 4.5 by 4.0 in. pavement surface and collect 3-D texture data with a height 
resolution at 0.01 mm and a lateral resolution at 0.05 mm (Li et al. 2017). The 3-D surface 
data provided by the LS-40 is used to calculate MPD and RMS by processing thousands of 
profiles over the entirety of the scanned surfaced according to the specifications of ASTM- 
E 1845 (2015). This piece of equipment can be used both under laboratory and field 
conditions to collect 2,048 by 2,448 cloud points for pavement texture characterization. Li 
et al. (2017), report that the LS-40 is not capable of providing detailed 3-D texture scans 
with a resolution high enough to reach the first decade of microtexture, but additionally it 
can provide other pavement surface features such as the aggregate form factor and using 
multiple aggregate contour measurements and the RMS at the microtexture level. 
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Figure 10 LS-40 Portable 3-D Surface Analyzer (left), 3-D surface scan (right) (Li et al., 
2017) 
 
Another approach to circumvent the difficulties of measuring pavement micro-
texture is to use other measurements as surrogates for micro-texture. Examples of 
alternative measures agencies use as substitutes for microtexture include the polish 
resistance of the aggregates, the British pendulum number (BPN) and image analysis 
technique but those techniques will not be covered in this thesis. The reader can review 
previous work in this area to obtain more details on these devices (Zuniga-Garica, 2017; 
Kouchaki, 2019) 
TEXTURE DATA PROCESSING METHODOLOGY 
Once pavement texture data has been collected, it has to be processed using a series of 
steps to ensure the data is of good quality before using it to compute texture summary 
statistics that can be used to estimate other important surface characteristics such as 
friction. Figure 11 illustrates the flowchart of steps to be followed from data collection to 




Figure 11: Flowchart for computation of pavement texture statics 
These steps are the foundation of data processing and there is no reason why not to 
have robust algorithms capable of performing these tasks. Knowing which data points are 
invalid is critical to separate dead pixels from actual measurements. Having an algorithm 
that can consistently and reliably detect and remove noise from profile is critical to prevent 
outliers from skewing or biasing the texture statistics computed from the data. Detrending 
might be considered the simplest out of all the steps but it is important to have a consensus 
on what is the best method to remove polynomial trends from a profile and what metric to 
use when removing an offset in the data. A robust imputation algorithm will allow the 
research team to always work with complete datasets and remove any uncertainty and bias 
that could be introduced by missing data, i.e., the noise that was removed at the previous 
step. Each of these steps will be briefly described in this next section. A case can also be 
made for the Fourier transform being a critical step for any analysis that involves spectral 
parameters. However, frequency analysis of pavement signals is outside the scope of this 
thesis and, hence, will not be addressed. 
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Invalid point detection and removal  
From this point on, invalid points are referred to as dropouts to avoid any confusion 
between a dropout value and values that are just noise within the data. Dropouts are invalid 
readings at the edges of the profile due to the laser-sensor’s width correction algorithm. 
With the correction, the distance between points is kept at a constant interval depending on 
the height of the laser-sensor. By moving the laser-sensor closer to the surface, the camera 
can capture less information across the x-axis and the dropouts increase to correct for the 
distortion of distance spacing. For instance, Figure 12, shows that on the near side, where 
the laser-sensor is closest to the surface, the number of dropouts on the left and the right 
side of the profile is significant; decreasing as the laser-sensor is moved to the reference 
distance or to the far side. 
 
Figure 12: Laser sensor schematic portraying how the number of dropouts reduces as the 
laser line approaches the far side 
When collecting data, the laser-sensor is placed at the specification’s reference distance. 
Figure 13 portrays an example of a profile showing a large negative value on the right and 
left side, the dropouts. The valid measurements are far away in magnitude and can be seen 
in the data tip as being around 17.32 mm. 
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Figure 13: 2-D view of data dropouts in a pavement profile 
Noise detection and removal: 
In signal processing, noise is broadly defined as anything that affects the signal that we 
want to measure. Noise can be due to a variety of reasons, either related to the physics, 
sensors, data acquisition, or transmission. Some examples include thermal noise, electrical 
noise, electromagnetic noise or even the effect of unmodelled physical effects. For the 
application of pavement surface scanning, often field conditions are not optimal when 
scanning a pavement surface which leads to the introduction of noise within the signal. The 
most common instances of noise that can be found in a profile are white noise, spikes and 
flat signals. 
White noise is a random signal having equal intensity at different frequencies, 
giving it a constant power spectral density. This type of noise is inevitable. For this reason, 
it is important to note the resolution of a laser in the vertical direction before claiming that 
the laser can accurately capture the microtexture component because white noise can 
masquerade as the microtexture within the profile. Figure 14 shows an example where 
white noise is added to a sine wave. Assume that the sine wave at the top of Figure 14 was 
a representation of a true pavement profile. The middle part is white noise generated by a 
sensor used to measure the profile and the bottom part of the figure is the output of the 
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sensor. The original pavement profile was very smooth and had no microtexture, but after 
the sensor scanned the pavement it introduced this white noise which now appears to be 
microtexture. To mitigate the influence of induced microtexture due to sensor white noise, 
once can consider using high pass filter to remove wavelengths smaller than the vertical 
resolution of the sensor. 
 
Figure 14: Example of how white noise can be mistaken for microtexture: sine wave 
(top), white noise (middle), signal and noise (bottom) 
 
Spikes are defined as any data point that experiences a fast, short duration, drastic 
change in elevation. These points break the trend of the pavement profile and can be 
identified by visual inspection. Some spikes are extreme outliers and their detection and 
removal can be automated with ease; however, there are also mild outliers which still break 
the trend of the profile, but their detection and removal is not as straightforward and 
requires careful consideration. An easy way to distinguish between a mild and extreme 
outlier is that extreme outliers are usually be the maximum or minimum points of the 
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profile. Mild outliers on the other hand are not the maximum or minimum points of the 
profile, but they clearly break the trend of the data. Figure 15 illustrates examples of both 
types of spikes. 
 
Figure 15: Examples of the different types of spikes: extreme outlier (top), mild outlier 
(bottom) 
Flat signals are the result of the combination of a low exposure time for the camera 
and a very dark pavement surface. In this situation the sensor blurs the measured 
information and outputs a flat line where the elevation at multiple locations is the same as 
the last “good” point measured by the sensor. Figure 16 shows an example of flat signals 
within a profile. 
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Figure 16: Example of flat signals 
Profile Detrending 
After processing the profiles for noise, further detrending can be done to have all pavement 
profiles centered around a flat horizontal plane at the origin. This is also a required step if 
one seeks to transform the data from the spatial domain to the spectral domain. The process 
of detrending a profile has two stages: slope and offset suppression.  
Slope suppression is done to remove any increasing or decreasing linear trend 
within the profile. These trends are typically the result of the laser scanner not being fully 
parallel to the road during operation due to the unevenness of the surface. To remove the 
slope within a profile a least-square fitting algorithm is used to compute the equation of a 
line that best fits the data. The mean value of the fitted line at every transversal coordinate 
is then subtracted from the current height value of the profile. The result of this 
implementation should yield data points that are centered around a horizontal line.  
Offset suppression occurs when the mean amplitude of the profile is set to zero. All 
texture profiles will be centered around a horizontal line once their slope has been 
suppressed; however, that line could have any y-intercept. This y-intercept varies 
depending on the distance between the sensor and the pavement surface when data is 
collected. To suppress the offset, the mean value of the entire profile is computed and then 
subtracted from every point within the profile. The result should yield a profile that is 
centered around the line 𝑦 = 0 on a Cartesian coordinate plane, where peaks and valleys 
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can be easily distinguished.  Figure 17 shows how a raw profile collected from field data 
is subjected to offset and slope suppression until it is fully detrended. 
 
 
Figure 17: Original raw pavement profile (top), profile after offset suppression (middle), 
profile after slope suppression (bottom). Line  𝑦 = 0, highlighted in red 
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Data imputation  
In statistics, data imputation is the process of replacing missing data with substituted 
values. There is some criticism against imputing data on the grounds that imputation is a 
way by which a person is coming up with artificial data to fill in any gaps and often times 
researchers might even discourage the use of artificial data in pro of using only real data. 
This kind of criticism is unfounded for a couple of reasons. First and most importantly, the 
idea of imputation is not a tool used to generate valid estimates of specific case values but 
rather a tool for calculating relationships between variables. Whether the estimates for 
individual case values are correct is irrelevant if the correlations and other statistical 
associations are right. Second, imputation may sound like cheating; however, it has been 
proven to be consistent and produce better results than simply using whatever data is 
complete and deleting those cases that are not complete. In fact, the latter practice could 
even lead to biased results (Rubin, 1976). 
Missing Data 
In 1976, Emeritus Professor of Statistics, Donald Rubin, classified missing data problems 
into three main categories:  
• Missing completely at random (MCAR),  
• Missing at random (MAR) and,  
• Missing not at random (MNAR).  
In his theory all data points have a chance of being missing. The process that 
governs these probabilities is called the missing data mechanism or response mechanism. 
If the reason for missingness of data points is random, meaning that the pattern of 
missing values is uncorrelated with the structure of the data, then the data are said to be 
missing completely at random (MCAR). This effectively implies that the causes for data 
being missing are unrelated to the data (Rubin, 1976; Kang, 2013). An example of MCAR 
is a weighing scale that ran out of batteries. Some of the data will be missing simply 
because of bad luck. 
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If the probability of being missing is the same only within groups defined by the 
observed data, then the data are missing at random (MAR). MAR is a much broader class 
than MCAR (Rubin, 1976; Kang, 2013). For example, when placed on a soft surface, a 
weighing scale may produce more missing values than when placed on a hard surface. Such 
data are thus not MCAR. If, however, we know surface type and if we can assume MCAR 
within the type of surface, then the data are MAR.  
Lastly, the data that is said to be missing not at random (MNAR) if neither MCAR 
nor MAR holds. MNAR means that the probability of missingness varies for reasons that 
are unknown, but the propensity of being missing depends on the observed data, not the 
missing data. For instance, if a survey is conducted on college students of what their current 
GPA is, students with a low GPA might decide not to answer because their GPA is so low. 
In this case, the value of the data is the reason why it is missing, but one can never know 
if that is indeed the correct reason for why it is missing. MNAR is the most complex case. 
Strategies to handle MNAR are to find more data about the causes for the missingness, or 
to perform what-if analyses to see how sensitive the results are under various scenarios 
(Rubin, 1976; Kang, 2013).  
Most modern imputation techniques start with the MAR assumption. While MCAR 
is desirable, in general, it is unrealistic for the data. Thus, researchers make the assumption 
that missing values can be replaced by predictions derived by the observable portion of the 
dataset. This is a fundamental assumption to make, otherwise it would be impossible to 
predict plausible values of missing data points from the observed data (Rubin, 1976; Kang, 
2013). 
TEXTURE SUMMARY STATISTICS 
Once the texture data has been fully processed, texture summary statistics can be computed. 
Summary statistics are the base of pavement texture characterization. Each component of 
texture in the pavement is associated with specific parameters that provide a general 
description for the texture profile.  The parameters used to characterize texture can be 
broken down into two main categories: spatial and spectral parameters. Spatial parameters 
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are calculated in the spatial domain and are scale dependent, meaning that the same 
parameters are defined differently at different levels of texture. For example, the average 
height of the profile can be defined at the macro or microtexture scale depending on the 
baseline measurement being used. In contrast, spectral parameters are calculated in the 
frequency domain and considered to be scale independent given that they are estimated 
along a wide range of texture wavelengths covering multiple texture components (Serigos 
et al, 2016). 
Spatial Parameters 
Spatial texture parameters are divided into four categories: amplitude, spacing, hybrid and 
functional parameters. Amplitude parameters, also known as height parameters, define the 
statistical distribution of height values along the axis of elevation. Spacing parameters 
consider the periodicity of the data within the distribution. Hybrid parameters are a 
combination of spacing and amplitude. Lastly, the functional parameters give information 
about the surface structure based on the material bearing ratio curve. The bearing ratio 
curve is a cumulative probability distribution and the integral of the amplitude distribution 
function (ADF). The ADF is a function that gives the probability of a texture profile having 
a certain height, Z, at any position X (Zuniga-Garcia, 2017). This thesis covers solely 
amplitude parameters. 
Elevation kth Moments (𝑴𝒌) 
Moments are a set of statistical parameters, which are used to describe different 
characteristics and features of a frequency distribution such as location, shape and scale. A 
distribution’s location refers to where its center of mass is located along the x-axis. By 
convention, a mean-centered distribution has a center of mass at zero. The scale refers to 
how spread out a distribution is. Scale stretches or compresses a distribution along the x-
axis. Finally, the shape of a distribution refers to its overall geometry, i.e., bimodal, 
asymmetric, heavy-tailed, skewed, among others. These moments are addressed in detail 
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later in this section. The 𝑘𝑡ℎ moment of a function 𝑓(𝑥) about a non-random value c is 
defined by Equations 2 or 3 depending on the data (Gundersen, 2020). 
   𝐹𝑜𝑟 𝐶𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝐷𝑎𝑡𝑎:        𝑀𝑘 = 𝐸[(𝑋 − 𝑐)








 𝑃(𝑋 = 𝑥) (3) 
Where, 
 𝐸( )= Expected value function 
 𝑋= Random variable 
𝑐= Constant 
This equation enables the user to make an important distinction between raw and 
centered moments. Raw moments are taken about the origin (𝑐 = 0), whereas central 
moments are taken about the distribution’s mean (𝑐 = 𝐸[𝑋] = 𝜇𝑥). Central moments are 
useful because they allow us to quantify properties of distributions in ways that are 
location-invariant. Another type of moment that can be computed is the 𝑘𝑡ℎ standardized 
moment (Dey et al, 2017; Gundersen, 2020). This family of moments are typically defined 
as the 𝑘𝑡ℎ central moment normalized by the standard deviation raised to the 𝑘𝑡ℎ power as 
shown in Equations 4 and 5. 









  𝜎𝑘 = 𝜎𝑥





𝑀𝑘̅̅ ̅̅  = the 𝑘
𝑡ℎ standardized moment 
𝜎𝑘   = standard deviation of the 𝑘
𝑡ℎ moment 
𝜎𝑥   = standard deviation of x 
𝜇𝑥  = mean of x 
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The 𝑘𝑡ℎ standardized moments are only well-defined for distributions whose 
second moment is none-zero and where the first two moments exist, which is true for the 
majority of commonly known distribution with the exception of the Cauchy distribution. 
Standardization is important since it makes the moments both location- and scale-invariant. 
Scale invariance becomes important for the higher standardized moments as they quantify 
the relative and absolute tailedness of the distributions. These moments ignore how spread 
out the distribution is and instead capture how the mass is distributed along the tails 
(Gundersen, 2020). 
The final family of moments of interest to this thesis is the sample moment. The 
sample moment (Equation 6) is an unbiased estimator of its respective raw, central, or 
standardized moment. Because of its unbiasedness, it easier and preferable to compute the 
sample moments (raw, central, or standardized) when working with pavement texture data.  









𝑀?̃? = the 𝑘
𝑡ℎ sample moment 
 
The Zeroth Moment, (𝑴𝟎) 
The zeroth moment is a representation of the total mass of a distribution. Since 𝑥0 = 1, for 
any non-zero value of x, the zeroth raw, central and standardized moments are all equal to 
one. This result captures the fact that probability distributions are normalized quantities, 
hence they always sum to one regardless of their location, scale, or shape. Alternatively, 
this moment can be thought of as the probability that at least one of the events in a sample 
space will occur is one. Thus, the zeroth moment captures Kolmogorov’s second 
probability axiom (Dey et al, 2017; Gundersen, 2020). Examples of this can be seen in 
Figures18 and 19. This moment has no real-world application, but it is important to 




Figure 18: Probability mass and density functions for some common distributions 
 
 
Figure 19: Cumulative distribution function of common distributions showing how 
probability distributions always add up to one.  
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The First Moment, (𝑴𝟏) 
Typically, when people refer to the first moment of a distribution it is always the first raw 
moment defined by Equation 7.  





𝑀1 = first moment 
 
The first central and standardized moments are less interesting because they are 
always zero. The first moment is also known as the mean of the distribution and describes 
its location. The easiest way to visualize the first moment is to consider a random variable 
𝑋 that is normally distributed with a nonzero mean and a variance of 𝝈. The first moment 
or expected value of 𝑋 is the distance between the origin point and the center of mass of 
the distribution (Dey et al, 2017; Gundersen, 2020). Figure 20 illustrates this example. The 
random variable 𝑋 has a mean of four, which means the distribution is located four units 
to the right of the origin point. 
 
 
Figure 20: Illustration showing how the first moment quantifies the offset from the origin 
of the center of mass for a normal distribution 
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In terms of its application in the analysis of pavement texture, the first raw moment should 
not be used as a summary statistic. This is because the mean a raw pavement profile will 
usually be related to the distance between the sensor and the pavement surface and not 
really the deviations of the pavement from a flat surface. However, understanding what the 
first raw moment means is useful as it is required to compute the central moment for higher 
order moments. Subtracting the first moment from every value of a random variable can 
be visualized as simply shifting the distribution such that its center of mass (mean) becomes 
zero and is equivalent to the offset suppression procedure used for detrending. Removing 
this offset provides a way to normalize distributions with different means to quantify and 
compare their location invariant properties such as shape and scale (Dey et al, 2017; 
Gundersen, 2020).  
 
The Second Moment, (𝑴𝟐) 
When people refer to the second moment, they are usually referring to the central second 
moment, also known as the variance defined by Equation 8.  
  𝑀2  = 𝜎









𝑀2 = variance or second centered moment 
 
This moment describes the scale of the distribution or how spread out a distribution is. A 
small variance indicates a narrow distribution where data points tend to be very close to 
the mean, and to each other. By contrast high variance indicates a wide distribution where 
the data points are very spread out from the mean and from one another. A random variable 
with a high variance can loosely be thought of as a “more random” random variable. These 
scenarios can be seen in Figure 21, where the standard normal curve is compared to other 
normal distribution with difference variances. It is also possible for the second moment to 
equal zero, in which case that implies the distribution has collapsed onto a single point and 




Figure 21: Normal distributions with mean of zero but different variances 
In practice, the variance of the pavement profile is computed using the sample 
second central moment. This statistic quantifies how spread the distribution of heights is 
along the profile. A low profile variance is an indication of pavements with predominantly 
fine mixes, whereas profile high variances are an indication of porous or coarser mixes of 
chip seals, but it could also indicate the presence of joints or cracking on the road the made 
the range of heights higher than what it should. 
 
The Third Moment, (𝑴𝟑) 
The third moment, and all higher order moments, are scale and location invariant and 
describe the shape of the distribution. This means that these moments quantify the relative 
and absolute tailedness of the distribution. In other words, they describe how the mass is 
distributed along the tails and disregards the location of its center of mass or how spread 
out the data is. The fact that these moments are location and scale invariant implies that 
they are standardized (Gundersen, 2020). The third standardized moment, also known as 
the skewness, measures the size of the two tails of a distribution and is defined by Equations 
9 and 10. 
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𝑀3̅̅ ̅̅ = 𝑆[𝑋] = 𝐸[𝑍
3] (9) 
Where, 
𝑍 = z-score 
𝑀3̅̅ ̅̅  = skewness or third standardized moment 
𝑆( ) = computation of skewness 





To understand how the skewness quantifies the relative size of the two tails, 
consider this: any data point less than a standard deviation from the mean results in a 
standard score less than 1; this is then raised to the third power, making the absolute value 
of the cubed standard score even smaller. In other words, data points less than a standard 
deviation from the mean contribute very little to the final calculation of skewness. Since 
the cubic function preserves sign, if both tails are balanced, the skewness is zero. 
Otherwise, the skewness is positive for longer right tails and negative for longer left tails 
as shown in Figure 22. 
 
 
Figure 22: Negative or left skewness (left), positive or right skewness (right), 
(Gundersen, 2020) 
 
A common misunderstanding is believing that skewness also quantifies symmetry, but this 
is a mistake. While a symmetric distribution always has a skewness of zero, the opposite 
claim is not always true: a distribution with zero skewness may be asymmetric (Gundersen, 
2020). An example of this phenomena occurs when a normal distribution has parameters 
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). For better understanding an 
illustration is shown if Figure 23. 
 
Figure 23: Gamma distribution with skewness equal to zero can still be asymmetric 
(Gundersen, 2020) 
Two distributions can have the same mean and variance but different skewness 𝑀3. 
The sign of skewness indicates a predominance of peaks if it is positive and predominance 
of valleys if it is negative. Should the profiles follow a normal distribution, the value of the 
skewness is zero. Figure 24 portrays examples of the skewness (referred to as 𝑅𝑠𝑘 in the 
figure) values that certain profiles would yield. 
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Figure 24: Texture profiles with different skewness values (Sohaney and Rasmussen, 
2020) 
The Fourth Moment, (𝑴𝟒) 
While skewness is a measure of the relative size of the two tails and is positive or negative 
depending on which tail is larger, kurtosis is a measure of the combined size of the tails 
relative to whole distribution. There are a few different ways of measuring this, but the 
typical metric is the fourth standardized moment, also known as the kurtosis of the 
distribution (Equation 11). 
𝑀4̅̅ ̅̅ = 𝐾[𝑋] = 𝐸[𝑍
4] (11) 
Where, 
𝑀4̅̅ ̅̅  = kurtosis or fourth standardized moment 
𝐾( ) = computation of skewness 
Unlike the skewness’s cubic term which preserves sign, kurtosis’s even power 
means that the metric is always positive and that long tails on either side dominate the 
calculation. The kurtosis’s fourth power means that standard scores less than one, i.e., data 
near the center of mass of the distribution contribute only marginally to the total 
calculation. In other words, kurtosis measures the tailedness of the distribution, not its 
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peakedness (Dey et al, 2017; Gundersen, 2020). Finally, this moment must be standardized 
because two distributions can have the same mean and variance but different kurtosises as 
seen in Figure 25. 
 
Figure 25: Laplace, normal and uniform distributions with 𝑚𝑒𝑎𝑛 = 0 and 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
1. Respectively, their excess kurtosises are 3, 0, and -1.2, (Gundersen, 2020) 
The sign of skewness indicates a predominance of peaks if it is positive and 
predominance of valleys if it is negative. kurtosis indicates the presence of extremely high 
peaks or deep valleys (𝑀4 > 3), or the lack of them (𝑀4< 3). Should the profiles follow a 
normal distribution, the value of kurtosis is 3. Figure 25 portrays examples of the kurtosis 
(referred to as 𝑅𝑘𝑢 in the figure) values that certain profile would yield. 
 
Figure 26: Texture profiles with different kurtosis values (ASME B46.1, 2009) 
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Mean Profile Depth (𝑴𝑷𝑫) 
MPD is a purely geometric indicator that relies on the ratio between the surface area and 
the length and usually refers to the macrotexture domain. The MPD is estimated by diving 
the texture profile into segments of 100 mm in length. The profile needs to be fully 
detrended to provide a zero-mean profile segment. The segment is then subdivided into 
two halves, and the height of the highest peak within each half is determined. The average 
of these two peaks is referred to as the mean segment depth, as shown in Figure 27. The 
average value of the mean segment depth of all the measured profiles is the MPD (Equation 
12) (ASTM E 1845, 2009). 
𝑀𝑃𝐷 = 0.5 ∗ [max(ℎ1, … ℎ𝑚/2) + max(ℎ𝑚/2, … ℎ𝑚)] (12) 
Where, 
ℎ = elevation in mm. 
 
 
Figure 27 Mean profile depth (MPD) procedure (ASTM E 1845, 2009) 
Root Mean Square (𝑹𝑴𝑺) 
𝑅𝑀𝑆 is a statistic that measures how much the measured profile deviates from the best fit 
of the data and can be thought as the standard deviation in elevation within the profile. The 











One of its main applications is to provide a more accurate measurement of the 
surface roughness. It is typically used in conjunction with the MPD to identify whether if 
the surface has a negative or positive texture. For example, in Figure 28, both profiles have 
an identical variation hence they have the same RMS. But one can determine whether if 
the texture is negative or positive based on the MPD. The profile with the larger MPD will 
have a negative texture. 
 
 






Chapter 3:  Imputation Methods and Experimental Design 
IMPUTATION METHODS 
To better understand the imputation algorithms that were implemented as part of this thesis, 
a dataset from Delta Airlines stock market price during the year of 2020 was used. The 
variable of interest here is the closing stock market price for every trading day. However, 
given that the stock market is not open on holidays or weekends, all the prices were shifted 
in such a way that it would seem as though for every day of the week there was a 
corresponding market price for Delta Airlines’ stock. The subset of data that was used is 
shown in Figure 29. 
 
 
Figure 29: Original Delta Airlines stock market price dataset used 
To showcase how every imputation algorithm works several data points were 
purposely removed. Some of the removed points were isolated and some were removed in 
strings. This was done to simulate the spikes and flatlines that are likely to be seen in a 




Figure 30: Delta Airline dataset after purposely removing data (missing data shown as 
grey dots) 
Listwise Deletion 
Complete case analysis (listwise deletion) is not necessarily an imputation method but it is 
the default way of handling incomplete data in many statistical packages like SPSS, SAS 
or R. The procedure eliminates all cases with one or more missing values on the analysis 
variables. If the data are MCAR, then listwise deletion does not add any bias, but it does 
decrease the power of the analysis by decreasing the effective sample size. In Figure 31, a 
spreadsheet view of the data can be seen on the left side. Notice that missing values have 
been highlighted in yellow. If a listwise deletion method is applied, the resulting dataset in 




Figure 31: Listwise deletion, original dataset with missing cells highlighted in yellow 
(left), dataset after listwise deletion (right) 
Mean Imputation (𝑴𝑰) 
Mean imputation is a method by which the missing values on a certain variable are replaced 
by the mean of the available cases. This method maintains the sample size and is easy to 
use, but the variability in the data is constrained, hence the variance estimates tend to be 
underestimated. The magnitude of the covariances and correlation also decreases by 
restricting the variability, therefore, this method often causes biased estimates, irrespective 
of the underlying missing data mechanism (Enders, 2010; Eekhout et al, 2013). In the case 
where the missing data is categorical instead of numerical, the analogous imputation 
method is known as mode imputation. An implementation of mean imputation is shown in 
Figure 32. 
 
Figure 32: Mean Imputation Method 
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Deterministic Regression (𝑫𝑹) 
Deterministic regression or conditional mean imputation has the opposite problem of mean 
imputation. A regression model is estimated to predict observed values of a variable based 
on other variables, and that model is then used to impute values in cases where the value 
of that variable is missing. In other words, available information for complete and 
incomplete cases is used to predict the value of a specific variable (Enders, 2010). DR 
replaces the missing values with the fitted values from the regression model. The problem 
is that the imputed data do not have an error term included in their estimation (Equation 
14), thus the estimates fit perfectly along the regression line without any residual variance. 





?̂? = fitted regression values 
𝛽𝑖 = regression coefficients 
  This causes relationships to be over identified and suggest greater precision in the 
imputed values than is warranted (Enders, 2010). The regression model predicts the most 
likely value of missing data but do not supply uncertainty about that value. An 
implementation of DR imputation is shown in Figure 33. 
 
Figure 33: Deterministic Regression Method 
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Stochastic Regression (𝑺𝑹) 
Stochastic regression provides a solution to the issue introduced by the DR 
imputation. SR imputation adds a random error term to the predicted value and is, therefore, 
able to reproduce the correlation of X and Y more appropriately (Equation 15). This 
random error is the standard error of the model and should not be confused for the standard 
deviation of Y or its covariance. 
?̂? = 𝛽0 + ∑ 𝛽𝑖𝑥𝑖
𝑛
𝑖=1
+ 𝜖 (15) 
Where, 
𝜖 = error term of the model 
The variable 𝜖 must be normally distributed with a mean of zero and a constant 
variance. Note that every time this algorithm is implemented, the values being imputed 
differ from all previous iterations due to the randomness introduced by 𝜖. Therefore, it one 
wishes to reproduce the results of an imputation performed by stochastic regression it is 
recommended that a seed is set to a constant. An implementation of SR imputation is shown 
in Figure 34. 
 
 
Figure 34: Stochastic Regression Method 
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Linear Interpolation (𝑳𝑰) 
This method is by far the most commonly used imputation method for pavement 
texture data and it is usually the one recommended by many AASHTO and international 
pavement profile processing standards (ISO, 2008). Linear interpolation is an imputation 
technique that assumes a linear relationship between data points and utilizes the available 
values from adjacent data points to compute a value for the missing cases. LI has the similar 
shortcomings to that of DR in the sense that the imputed data are fitted across a perfect 
straight line. However, now every gap within the profile is treated separately, therefore 
each data point missing within a given gap is fitted along the local linear trend of the 
surrounding points. An implementation of LI imputation is shown in Figure 35. 
 
 
Figure 35: Linear Interpolation Method 
 
Spline Interpolation (𝑺𝑷𝑰) 
A slightly more complex interpolation method is known as spline interpolation. SPI 
is a form of interpolation where the interpolant is a piecewise polynomial called a spline. 
This form of interpolation is often preferred over polynomial interpolation because the 
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interpolation error can be made small even when using low degree polynomials for the 
spline. Figure 36 can aid in providing a better understanding of why spline interpolation is 
a very elegant imputation method. In Figure 36, the original signal is shown in the top left 
corner and all other images are interpolation methods to impute the data. Notice how the 
polynomial interpolation on the bottom left corner might provide a perfect fit for the data 
but yielded a signal that is completely different from the original. Whereas the linear and 
cubic spline implementation yielded results that are a lot closer to the true signals. 
 
 
Figure 36: Original signal (top left), linear spline interpolation (top right), polynomial 
interpolation (bottom left), cubic spline (bottom right) (Bishop, 2013) 
A linear spline is a set of piecewise linear functions that connect the missing data 
points with known values (Equations 16 and 17), these known values are also known as 
knots. Any knot that is at the beginning or end of the data is called an endpoint, whereas 
all other knots are called interior knots. In Figure 37, interior knots where generated from 
a sine wave. Linear splines provide a decent approximation to the true curve. Furthermore, 
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notice how the linear spline is nothing more than linear interpolation being applied over 
and over until all interior knots are connected to the endpoints. 
 
𝑓(𝑥) = {
𝑓(𝑥0) + 𝑚1(𝑥 − 𝑥0)     𝑥0 ≤ 𝑥 ≤ 𝑥1
𝑓(𝑥1) + 𝑚2(𝑥 − 𝑥1)    𝑥1 ≤ 𝑥 ≤ 𝑥2
⋮
  𝑓(𝑥𝑛−1) + 𝑚𝑛(𝑥 − 𝑥𝑛)  𝑥𝑛−1 ≤ 𝑥 ≤ 𝑥𝑛
(16) 
Where, 







Figure 37: Linear spline interpolation (Bishop, 2013) 
Adding one degree to the polynomial will yield a quadratic spline. Quadratic splines are a 
set of second-degree polynomials that provide a smooth transition at every interior knot 
(Equation 18).  
𝑓(𝑥) = {
𝑎1𝑥
2 + 𝑏1𝑥 + 𝑐1     𝑥0 ≤ 𝑥 ≤ 𝑥1
𝑎2𝑥
2 + 𝑏2𝑥 + 𝑐2     𝑥1 ≤ 𝑥 ≤ 𝑥2
⋮
  𝑎3𝑥
2 + 𝑏3𝑥 + 𝑐3        𝑥𝑛−1 ≤ 𝑥 ≤ 𝑥𝑛
(18) 
Where, 
𝑎, 𝑏, 𝑐 = coefficients of the polynomial 
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Quadratic splines usually provide perfect fits to fully sinusoidal functions thanks to this 
property, as can be seen in Figure 38 where the interior knots are generated from a sine 
wave and the resulting spline matches the sine wave perfectly. However, to achieve this fit 
and solve the set systems of equations presented in Equation 18, the following constraints 
must be put in place: 
1) The values of adjacent parabolas must be equal at the interior knots 
2)  The first derivative of the function must be defined and equal at the interior knots 
3) The third constraint can vary, but the most used third restriction is that the second 
derivative for the first parabola must be equal to zero, i.e., 𝑎1 = 0 
4) Finally, the first and last parabolas must pass through the endpoints  
 
 
Figure 38: Quadratic spline interpolation (Bishop, 2013) 
Finally, we reach the most frequently used spline for imputation methods, the cubic spline. 
The cubic spline is a smooth way of interpolating between points without overfitting the 
data. Its formulation (Equation 19) and constraints are similar to those of the quadratic 
spline with the exception that now the 3rd constraint is the second derivative of the function 
must be defined and equal at all the interior knots and there is a fifth constraint that forces 






2 + 𝑐1𝑥 + 𝑑1     𝑥0 ≤ 𝑥 ≤ 𝑥1
𝑎2𝑥
3 + 𝑏2𝑥




2 + 𝑐𝑛𝑥 + 𝑑𝑛     𝑥𝑛−1 ≤ 𝑥 ≤ 𝑥𝑛
(19) 
If the same datapoints that were used to showcase the linear and quadratic spline 
where used to show the cubic spline imputation it would result in a shape that is nearly 
identical to the quadratic spline. The advantage that the cubic spline has over the quadratic 
spline is that its extra degree of freedom allows the function to fit data with more abrupt 
changes to curvature as it was seen in the square function shown previously in Figure 36. 
An implementation of SPI imputation is shown in Figure 39. Notice how in the last section 
of the data, something odd happened with the imputation method and it fitted a 3rd degree 
polynomial that diverges significantly from the original data. This is one of the 




Figure 39: Spline Interpolation Method 
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Stineman Interpolation (𝑺𝑻𝑰) 
Traditional interpolating functions have one big drawback in that they are not “monotonic”. 
An interpolation method is monotonic if (1) the interpolating function and its derivative 
are monotonic whenever the x-y data points have monotonic y-values and the slopes of the 
segments joining successive points are monotonic, and (2) if just the successive segment-
slopes are monotonic, then the same is true of the interpolant’s derivative. An example of 
why this could be issue can be seen in Figure 40, where a SPI and STI are used to impute 
sharply bending data. Notice how the cubic spline method on the left results in unwanted 
bumps. This is what is meant by non-monotonic imputation methods. The Stineman 
interpolation on the other hand, conserves the monotonicity of the data, but as a trade-off 
it is only smooth up to the first derivative. (Wagon, 2000). Similar issues can also be found 
in data that changes abruptly in curvature like in Figure 41. STI is often described as “a 
consistently well-behaved method of interpolation”. An implementation of STI imputation 
on the Delta Airlines dataset is shown in Figure 42. 
 
 
Figure 40: Spline interpolation fitted to sharply bending data (left), Stineman 
interpolation fitted to the same data (right), (Wagon, 2000) 
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Figure 41: Cubic spline and Stineman interpolation applied to data with abruptly 
changing curvature 
 
Figure 42: Stineman Interpolation Method 
Simple Moving Average (𝑺𝑴𝑰) 
The moving average can be defined as an algebraic operation to analyze data points by 
creating a series of averages of different subsets of the full data set. These subsets are 
defined by the window size. If the window is of size two, then the average is taken using 
the next two adjacent points to the left and the next two adjacent points to the right. The 
arithmetic mean computed within the bounds of the window size is used to replace the 




Figure 43: Computation of missing data using the simple moving average 
Since it is possible that long gaps of missing data can occur and all values next to 
the central value are also missing, the algorithm has a semi-adaptive window size. 
Whenever there are less than to non-missing values in the complete window available, the 
window size is incrementally increased, until at least two non-missing values are found. 
This implementation is the simple variation of the moving average because all observations 
in the window are equally weighted for calculating the mean. An implementation of SMI 
imputation is shown in Figure 44. 
 
 
Figure 44: Simple moving average method 
Exponential Moving Average (𝑬𝑴𝑰) 
The EMI is a type of moving average that places a greater weight and significance 
on the data points that are closest to the center point. Unlike the SMI, the exponential 
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moving average uses weighting factors which decrease exponentially. The observations 





, the observations one further away (i-










and so on. A sample 
computation is shown for a window of size two in Figure 45. Notice that the terms that are 





 and the 
remaining weight was split evenly among the observations closest to the central point. An 
implementation of EMI imputation is shown in Figure 46. 
 
Figure 45: Computation of missing data using the exponential moving average 
 
Figure 46: Exponential moving average method 
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Auto-Regressive Integrated Moving Average (𝑨𝑹𝑰𝑴𝑨) 
A technique that allows one to work with non-stationary time series. Time series that need 
to be differenced to be stationary are said to be an “integrated” version of a stationary 
series. An 𝐴𝑅𝐼𝑀𝐴 model consists of three parameters: 
1) The number of autoregressive terms denoted by the variable 𝑝  
2) The number of non-seasonal differences, 𝑑 
3) The number of lagged forecast errors in the prediction equation, 𝑞 
Each of these parameters explains a letter or pair of letters used in the acronym 
ARIMA. The parameter 𝑝 represents autoregression (AR), which is a regression model that 
utilizes the dependent relationship between a current observation and observations over a 
previous period. An auto-regressive component refers to the use of past values in the 
regression equation for the time series. For instance, consider Figure 47, which shows the 
partial autocorrelation plot for wind speeds on a given city. If the AR model had a 
parameter 𝑝 = 2, that would imply you would use the two points previous data with the 
highest autocorrelation. Meaning your model would include the wind speed of eleven and 
two days ago, given that those have the highest autocorrelation when trying to predict the 
wind speed.  
 
Figure 47: Partial autocorrelation for wind speed up to 25 days in the past 
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The parameter 𝑑 represents integration (I); however, this is not the same integration 
used in calculus. Integration under this context implies using differences of observations 
to make the time series stationary. For example, in Figure 48 the time series of interest 
(top) has a quadratic trend in its data. If one wishes to use the tools for analyzing stationary 
time series, then the trend in the data must be removed by taking the difference of one data 
point with the point in front of it as per Equation 20, until the all trends in the data are 
removed. For this example, its takes two integrations, i.e. 𝑑 = 2, to remove the quadratic 
and linear trends for the data 
 
𝑧(𝑡) = 𝑦(𝑡) − 𝑦(𝑡 + 1) (20) 
Where, 
𝑧(𝑡) = integrated form of the data 
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Figure 48: Data with quadratic trend being removed after two integrations 
The parameter 𝑞 represents the moving average (MA), which is a model that uses 
the dependency between an observation and a residual error from a moving average model 
applied to lagged observations. The moving average models has four hyperparameters: 1) 
the mean 𝜇, 2) the correction factor 𝜙, 3) the mean of the random error 𝜇𝜖 and 4) the 
standard deviation of the random error 𝜎𝜖. To have a better understanding, an example of 
how a MA models works is shown below. Consider you are instructed to prepare pizzas 
for a series of daily events. The host of the events tells you that he expects five pizzas will 
suffice to feed all the guests. However, the number of guests that attend the event is 
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random, so there is a chance five pizzas will be too much or too little. Therefore, depending 
on what the outcome of the night is, you will adjust the next shipment of pizzas by half of 
the pizzas that are leftover or that were missing. Under this context, it can be assumed that 
the hyperparameters for this problem are as follows 
𝜇 = 5,       𝜙 = 0.5,      𝜖𝑡~𝑁(𝜇𝜖 = 0,   𝜎𝜖 = 2 )    
And the equation for the pizzas you will make on day 𝑡 is 
𝑓?̂? = 𝜇 + 𝜙1𝜖𝑡−1 
Then the moving average model would yield a table that looks like Table 1, where the 
number of pizzas made on day 𝑡, depends on the error obtained the day before. 
Table 1 Example of moving average model 
Day 𝑓?̂? (Pizzas made) 𝜖𝑡 (error) 
𝒇𝒕 (correct number of 
pizzas for the day) 
1 5 -2 3 
2 4 1 5 
3 4.5 0 4.5 
4 4.5 1 5.5 
5 5 0.5 5.5 
Now that all three components of the ARIMA model have been explained, the 
general ARIMA model can be defined as per Equation 21. The term 𝑧(𝑡) contains the 
integration part; the first term on the right-hand-side contains the autoregression piece; the 
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second term, the moving average piece; and the last term is the random error from the 
model. 






+ 𝜖𝑡 (21) 
Where, 
𝜙𝑖 = autoregression term 
𝜃𝑖 = moving average error term 
For imputation purposes, the missing data is replaced with the output of the ARIMA 
models similar to the deterministic regression imputation. An implementation of ARIMA 
imputation is shown in Figure 49. 
 
 
Figure 49: ARIMA Method 
 
Seasonally Decomposed Missing Value (𝑺𝑫𝑴𝑽) 
SDMV is a method by which the seasonality of the data is accounted for before 
performing the imputation of data. The first step in this implementation is to record the 
index of missing data points within the data. Next, the algorithm finds the period/frequency 
of the data and transform it into a time series. The dominant frequency is determined from 
 59 
a spectral analysis of the time series. First, the linear trend in the data is removed and then 
the spectral density function is estimated from the best fitting autoregressive model, based 
on the Akaike information criterion (AIC). If there is a large maximum in the spectral 
density function at a frequency 𝑓, then the function returns the period 1/𝑓. If no such 
dominant frequency can be found, the function will return a one. Once the frequency is 
found, a linear interpolation imputation is temporarily applied to get a complete series. 
Next, the time series is decomposed into seasonal, trend and irregular components using 
loess (loess is a method for estimating nonlinear relationships). Only the trend and irregular 
components are kept from this point on, to remove any seasonality from the data. Next, the 
values that were previously interpolated are removed and the missing data without 
seasonality is imputed again with linear interpolation. Finally, the seasonality component 
is added back in and the interpolated data merged with the original data to yield a final 
complete time series. An implementation of ARIMA imputation is shown in Figure 50. 
 
 




Monte Carlo (MC) Simulation 
A pavement profile with a no significant noise was manually selected from field data and 
detrended to test all the imputation methods (Figure 51). MC simulation was then used by 
means of a noise generating function to create missing data within the profile. The objective 
of the noise generating function was to simulate the effect of the noise detection and 
removal algorithm on the signal. The process aimed at identifying noise and removing 
those points from the profile. 
 
 
Figure 51: Original profile after detrending to be subjected to MC simulation 
The type of noise that can be generated can be a single point, multiple single points, 
a string of points (gap of size n), or multiple strings of points. Figure 52 shows examples 
of how the noise generating function removes these points. All points in the profile have a 
uniform probability of being removed by the algorithm and the location of the missing data 
along the profile changes at every iteration. However, the amount of noise within the 
profile was set not to exceed 10% of the total number of data points. This threshold was 
established based on ISO standard 13473. 
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Figure 52: Profile after noise was generated and removed, 62 single points (top), a gap of 
size 50 (middle), 6 gaps of size 10 (bottom) 
The protocol used to simulate missing data along the profile creates the following 
scenarios: 
• Scenario 1: the protocol removes 62 single points (10% of the data) from 
the profile to simulate the worst-case scenario for maximum number of 
single data points missing. In this case the gap size is one. 
• Scenario 2: the protocol removes a single gap of length 𝑛, starting at 𝑛 = 2, 
until 𝑛 = 62. 
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Each imputation method was implemented after the noise was generated and its 
output were compared to the original profile. This process was performed 5,000 times to 
ensure that every possible scenario of noise was captured while not exceeding 10% of total 
number of data points. For this data, the texture profile had a total of 622 data points, 
therefore, the maximum allowable number of missing data was 62 points.  
Tests 
To determine which imputation method is the best in pavement texture processing, three 
tests will be conducted. First, the accuracy of the imputation methods was tested in terms 
of how well the imputed data replicated the true shape of the original pavement profile. 
This accuracy was quantified using the sum of square errors (SSE). Since there are 5,000 
iterations for every gap size, the mean and standard deviation of the 5,000 SSE values for 
every gap sized were recorded. Second, the average computation time it took to impute a 
profile over 5,000 different scenarios was also recorded. This is an important metric given 
that when field data is collected, the number of profiles to be processed can easily be above 
10,000. Hence, algorithms that are quick at imputing data would be preferable. The last 
test was probably the most important, this test was aimed at quantifying if it were worth 
running an imputation algorithm or would have been better to work with profiles with 
missing data.  The way to test this is to compute a statistic using the original true profile 
and to have that as the ground truth. Then, the same statistic can be computed once the 
profile has missing data, i.e., the noise has been generated and removed, and after the 
profile has been imputed. 
If the statistic computed with the imputed data is closer to the ground truth than the 
statistic computed with missing, then the imputation method is efficient. To achieve this, 
the percent error for the missing and imputed were computed, then if an improvement in 
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the accuracy of the statistic was observed, a two-tail t-test was performed on the percent 
errors to prove that they were statistically different from one another. For this experiment, 
two statistics were considered: the 4th sample standardized moment (𝑀4), i.e. the kurtosis, 
and the MPD of the profile. 𝑀4 was chosen because of its high sensitivity to changes in the 
elevation values of the profile, particularly those which are the largest in magnitude as 
explained in the discussion about the fourth moment. Whereas the MPD was chosen 
because it is the most commonly used metric by transportation agencies to quantify 
pavement texture.  
Finally, the analytic hierarchical process (AHP) was used to make an objective 
decision of which imputation algorithm was the best, given all the tests above. An 







Chapter 4:  Results and Discussions 
TEST #1: IMPUTATION ACCURACY  
A summary of how well each imputation algorithm was able to reproduce the original 
profile is provided in Tables 2 and 3. Both of these tables compare the imputation methods 
at five different gap sizes: 1, 5, 10, 25 and 62. Table 2 presents the mean SSE value over 
5,000 imputations and Table 3 presents the standard deviation of SSE over the 5,000 
imputations. The mean SSE is the level of error that can be expected on average, when 
applying a given imputation algorithm; its standard deviations gives us an idea of what is 
the uncertainty around the mean SSE. Graphically, the standard deviations can be 
interpreted as the error bars around the mean SSE measurement.  
Some interesting conclusions can be drawn from Tables 2 and 3. The first is that 
the selection of imputation methods chosen for this analysis could loosely be categorized 
into four groups: good, fair, poor and very poor. In the group of good imputations are linear 
interpolation and SDMV. These algorithms consistently have the lowest mean SSE across 
all missing data gap sizes and have the lowest uncertainty around those values as well. The 
fair interpolation methods contain all the moving average implementations: simple, 
exponential and ARIMA as well as Stineman interpolation. Their mean SSE might not be 
as low as the ones obtained for the previous group, but they are still relatively low. The 
same thing can be said about the standard deviation of the SSE. The poor imputation 
methods are composed of the mean, deterministic regression and stochastic regression 
methods. These algorithms have comparably high SSE means and standard deviations and 
 65 
appear to struggle with time series data. This is an interesting result, given that it was 
expected that the stochastic regression would provide some improvement once the 
uncertainty of the model was included in its imputation. Lastly, the spline interpolation is 
the one and only member of the very poor imputation group. Spline interpolation is fair for 
gap sizes less than or equal to ten, but its accuracy drops exponentially as the gap size 
increases. This can be appreciated in its standard deviation for gap sizes of 25 and 62, 
where the difference between SPI and any other interpolation methods is orders of 
magnitude different. This is not surprising given the brief introduction to the shortcomings 
of spline interpolation provided in Chapter 3. 
For an even better visual representation of these test, several plots of SSE vs gap 
size were generated to compare how well each imputation methods can replicate the 
original profile. These plots can be seen in Appendix A. 
Table 2: Mean of SSE for Imputation Methods 
Method      \    Gap Size 𝑛 = 1 𝑛 = 5 𝑛 = 10 𝑛 = 25 𝑛 = 62 
Mean Imputation 23.0 1.87 3.68 9.40 24.2 
Deterministic Regression 20.1 1.65 3.40 9.03 23.7 
Stochastic Regression 20.5 1.66 3.46 9.04 24.3 
Linear Interpolation 0.358 0.082 0.316 2.50 15.2 
Spline Interpolation 0.465 0.148 0.654 12.6 128 
Stineman Interpolation 0.356 0.084 0.311 2.75 18.5 
Simple Moving Average 0.805 0.145 0.516 3.60 18.3 
Exponential Moving Ave. 0.506 0.123 0.473 3.48 18.2 
ARIMA 0.379 0.094 0.312 2.51 16.1 
SDMV 0.381 0.085 0.318 2.51 15.2 
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Table 3: Standard Deviation of SSE for Imputation Methods 
Method      \    Gap Size 𝑛 = 1 𝑛 = 5 𝑛 = 10 𝑛 = 25 𝑛 = 62 
Mean Imputation 4.59 2.90 5.99 13.5 27.7 
Deterministic Regression 3.22 2.07 4.36 10.2 23.4 
Stochastic Regression 3.31 2.14 4.23 10.0 23.4 
Linear Interpolation 0.235 0.224 0.562 3.63 14.4 
Spline Interpolation 0.291 0.455 2.19 89.6 5300 
Stineman Interpolation 0.242 0.246 0.561 4.00 18.7 
Simple Moving Average 0.284 0.296 0.807 4.44 16.5 
Exponential Moving Ave. 0.252 0.302 0.786 4.38 16.2 
ARIMA 0.254 0.281 0.570 3.64 16.0 
SDMV 0.238 0.232 0.564 3.64 14.4 
 
TEST #2: COMPUTATION TIME  
 In terms of computation time, the imputation algorithms were grouped into three 
categories based on the order of magnitude of their mean computation time: fastest, average 
and slow. The fastest algorithm was the mean imputation method. Running this algorithm 
5,000 times for all 62 gap sizes took merely around 5 seconds, by far it was the fastest 
implementation with an average computation time of 52 microseconds. The next group (i.e. 
average) includes every algorithm except for ARIMA and MI. All these algorithms have 
fast computation times in the order of 100 to 1,000 microseconds and running them over 
the full MC simulation took anywhere between 3 and 15 minutes, which is not too bad. 
The slowest out of all the algorithms was ARIMA. For some gap sizes, a single imputation 
could take over a minute. This is the only imputation method with an average computation 
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time of 0.1 seconds and its standard deviation is on the same order of magnitude. 
Completing the full MC simulation with this algorithm took nearly 8 hours. (Note that the 
MC simulation involved imputing 62 ∗ 5000 = 310,000 𝑝𝑟𝑜𝑓𝑖𝑙𝑒𝑠). A summary of the 
average and standard deviation of the computation time for each imputation technique is 
provided in Table 4. 
Table 4: Computation Time for each Implementation 
Method 
Mean Computation  
Time (s) 
Standard Deviation 
Computation Time (s) 
Mean Imputation 𝟓. 𝟐𝟏 × 𝟏𝟎−𝟓 𝟕. 𝟗𝟕 × 𝟏𝟎−𝟒 
Deterministic Regression 6.85 × 10−4 1.58 × 10−3 
Stochastic Regression 1.35 × 10−3 2.17 × 10−3 
Linear Interpolation 2.88 × 10−4 1.84 × 10−3 
Spline Interpolation 1.80 × 10−4 1.27 × 10−3 
Stineman Interpolation 5.44 × 10−4 2.50 × 10−3 
Simple Moving Average 6.88 × 10−4 2.28 × 10−3 
Exponential Moving Ave 8.46 × 10−4 2.11 × 10−3 
ARIMA 8.89 × 10−1 6.56 × 10−1 
SDMV 5.98 × 10−3 4.72 × 10−3 
TEST #3: ACCURACY OF SUMMARY STATISTICS  
Before explaining the results of this test, a brief overview of two-tailed hypothesis 
testing is provided. A two-tailed hypothesis test is used to determine if the means of two 
independent random variables are statistically different from one another. The confidence 
level selected was 95%, i.e., a significance level 𝛼 = 0.05. The null hypothesis (𝐻0), 
 68 
establishes that the means for the percent error of the missing data (𝜇𝑚) and imputed data 
(𝜇𝑖) are equal. An equivalent way of stating this is that the difference between the means 
is equal to zero. In practical terms, that would imply that imputing the profile provided no 
significant improvement, hence the additional time and effort is not justified. The 
alternative hypothesis (𝐻𝐴), states that the difference between the means is different from 
zero. This means that imputing the data yield a significant enough improvement in the 
calculation of the texture statistic, therefore, imputing the data improves the accuracy of 
any analysis that utilizes that particular statistic. The null hypothesis needs to be rejected 
to be able to conclude that the difference between the means distinct from zero and that 
imputing the pavement profile is justified. 
 
𝐻𝑜:  𝜇𝑚 − 𝜇𝑖 = 0  
𝐻𝐴:   𝜇𝑚 − 𝜇𝑖 ≠ 0  
Where: 
𝐻𝑜 = The null hypothesis  
𝐻𝐴 = The alternative hypothesis  
𝜇𝑚 = Mean percent error for missing data  
𝐻𝐴 = Mean percent error for imputed data 
The p-value was used to analyze the difference between the two mean and 
determine if there is strong evidence to reject the null hypothesis. The p-value is the 
probability, calculated assuming that the null hypothesis is true, of obtaining a value of the 
test statistic at least as contradictory to the 𝐻0 as the value calculated from the available 
sample. (Devore, 2015). To make the final decision of rejecting or not the null hypothesis, 
the p-value was compared to the significance level, which is the probability of making a 
type I error. Type 1 errors occur when the null hypothesis is true but is still rejected. In this 
experiment, if the p value if lower than 0.05, then the null hypothesis is rejected. 
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The results of this test are summarized in Tables 5 and 6. Table 5 contains the 
results for computing the kurtosis of the profile (𝑀4), and Table 6, the results for the MPD. 
The true values for each of those summary statistics were 2,432 mm4 and 2.04 mm, 
respectively. In both tables 𝑃𝐸𝑀𝐷 stands for the percent error in the statistic computed 
using missing data and 𝑃𝐸𝐼 stands for the percent error in the statistic using imputed data.  
 This experiment resulted in very interesting results. For 𝑀4 all imputation methods 
have a lower percent error compared to the percent error obtained with missing data. This 
results in an apparent improvement in the accuracy of 𝑀4 and this improvement was proven 
to be statistically significant for all imputation except MI, SPI and STI. Notice in Table 5 
that the p-value for STI was just barely above the threshold, this implies that the method 
might not be as good as all the others. In the case of MI and SPI, it is not surprising that 
their difference is not significant. MI is the simplest of the imputation methods and it is 
usually avoided because of its underestimation of the variance within the data. SPI was 
seen to have very poor results when trying to replicate the true profile when the gap sizes 
became too large but even so it appears to still be able to predict be able to have an accuracy 
at least as good as when the statistics is computed with missing data. It should be 
emphasized that not a single imputation method had a worst accuracy in computing 𝑀4, 
nevertheless, that will not be the case for MPD. 
  
 70 
Table 5: Comparison between Accuracy when Computing Kurtosis with Missing and 
Imputed Data 
Method 𝑃𝐸𝑀𝐷 (%) 𝑃𝐸𝐼 (%) Result P-value Conclusion 
MI 6.14 5.44 Improve 0.437 Fail to reject 
DR 6.14 4.47 Improve 0.037 Reject 
SR 6.14 4.18 Improve 0.020 Reject 
LI 6.14 4.03 Improve 0.014 Reject 
SPI 6.14 5.38 Improve 0.407 Fail to reject 
STI 6.14 4.43 Improve 0.054 Fail to reject 
SMI 6.14 3.77 Improve 0.005 Reject 
EMI 6.14 3.75 Improve 0.004 Reject 
ARIMA 6.14 4.01 Improve 0.013 Reject 
SDMV 6.14 4.03 Improve 0.013 Reject 
 For the accuracy of the MPD, there are two observations to be drawn from Table 
6. The first and most important is that given these data, there appears to be no significant 
improvement or worsening in the accuracy of the calculation MPD when using any of 
imputation methods described in this study. This implies that if one is interested in 
computing MPD, it is not necessary to impute the missing data within the profile. It is 
enough to work with the incomplete data, given that the difference in accuracy is not 
significantly different. The second observation is that some imputation methods yielded 
statistics that were apparently worse than the one computed using only the missing data. In 
fact, SPI was the closest imputation technique to have an imputed statistic that was 
significantly worse than the MPD computed using only missing data. On that same note, 
MI, LI and SDMV were the only imputation methods that yielded an apparent 
improvement in statistical accuracy. 
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Table 6: Comparison between Accuracy when Computing MPD with Missing and 
Imputed Data 
Method 𝑃𝐸𝑀𝐷 (%) 𝑃𝐸𝐼 (%) Result P-value Conclusion 
MI 2.00 1.97 Improve 0.972 Reject null 
DR 2.00 2.35 Worsen 0.700 Reject null 
SR 2.00 2.34 Worsen 0.692 Reject null 
LI 2.00 1.99 Improve 0.997 Reject null 
SPI 2.00 3.87 Worsen 0.123 Reject null 
STI 2.00 2.13 Worsen 0.884 Reject null 
SMI 2.00 2.01 Worsen 0.986 Reject null 
EMI 2.00 2.03 Worsen 0.975 Reject null 
ARIMA 2.00 2.09 Worsen 0.921 Reject null 
SDMV 2.00 1.99 Improve 0.996 Reject null 
 
SELECTING THE BEST IMPUTATION METHOD 
The analytic hierarchy process (AHP) was used to make a final decision of which 
imputation method is the most efficient and robust in texture data processing, given the 
results from the above tests. AHP is multi-criteria technique which is based on the need of 
the complex problems branching into a hierarchical structure of specific elements that are 
objective (goal), criteria (sub-criteria) and alternatives. 
 
The criteria used in AHP were: 
1) Accuracy in replicating the true profile in terms of the mean SSE, 
2) Uncertainty in the accuracy of replication the true profile in terms of the standard 
deviation of the SSE. 
3) Mean computation time of the algorithm. 
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4) Accuracy in estimating 𝑀4 and whether there was an improvement compared to the 
estimation with missing data. 
5) Test if the improvement or worsening in estimating 𝑀4 was significant via 
hypothesis testing. 
6) Accuracy in estimating 𝑀𝑃𝐷 and whether there was an improvement compared to 
the estimation with missing data, and 
7) Test if the improvement or worsening in estimating MPD was significant via 
hypothesis testing. 
 
The final output of the AHP is a relative overall weight, where each of the alternatives, in 
this the imputation methods, is a assigned a weight as a percentage of how well it performed 
compared to the other imputation methods on all the seven criteria established above. The 
best imputation method will be the one with the highest weight. All the matrices developed 
to perform the AHP are presented in Appendix B. 
Based on the AHP, the imputation methods tested were ranked as shown in Table 
7. Linear Interpolation was the best performing imputation method given all the tests 
performed, but its final overall relative weight was just barely higher than that of SDMV. 
However, if two implementations appear to have the same level of performance, one should 
always favor the simplest one which in this case is linear interpolation. All the moving 
average imputation methods had an acceptable performance, unfortunately, the ARIMA 
model was the worse performing method of the three due to is long computation time in 
comparison to the other methods. STI and SR performed just barely worse than the moving 
average methods, this is surprising as STI is considered a complex and efficient imputation 
as opposed to stochastic regression which is sometimes deemed as simple. MI and DR had 
some of the lowest weights, but that was not surprising since both of those imputation 
methods are too simple and often times underestimate the variance within data. Finally, 
SPI was by far the worst interpolation method. This imputation may be good at 
interpolating between gaps of missing data that are smaller than 10 data points, but for 
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longer strings spline interpolation fail catastrophically and should not be used. Figure 53 
provides a visual interpretation of this ranking in the form of a pie chart. 
Table 7 Ranking of imputation methods based on AHP 
Rank Method Overall Relative Weight  
1. Linear Interpolation 0.138 
2. Seasonally Decomposed Missing Value 0.136 
3. Simple Moving Average 0.112 
4. Exponential Moving Average 0.112 
5. Autoregressive Integrated Moving Average 0.099 
6. Stineman Interpolation 0.092 
7. Stochastic Regression 0.091 
8. Mean Imputation 0.086 
9. Deterministic Regression 0.086 
10. Spline Interpolation 0.048 
 
 
Figure 53: Pie Chart with overall relative weight of imputation algorithm   
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Chapter 5:  Conclusions and Recommendations 
This thesis studied the process of data imputation in texture data processing to determine 
what is the best imputation method based on their accuracy and computation time. The case 
study explored ten popular imputation methods, explained how they work, tested each of 
by means of MC simulation, and ranked their efficiency using AHP. A two-tailed 
hypothesis test was used to make the final decision and determine whether imputation is a 
worthwhile procedure because how much it improves the estimation of pavement texture 
summary statistics that are used to correlate texture with other important surface 
characteristics, such as friction or noise. 
Among the major finding if this case study, it was shown that linear interpolation 
was the best and most efficient imputation method across all seven criteria that were 
evaluated and due to its simplicity, it is a technique that should be preferred over SDMV, 
even though SDMV was ranked as the second best imputation method. It was also shown 
that mean imputation, deterministic regression and, especially, spline interpolation are the 
least desirable imputation techniques to be used on pavement data. In fact, it was shown in 
test #3 that using spline interpolation could lead to the computation of a biased summary 
statistic and that bias (measured in terms of percent error) was close to being significantly 
worse than simple estimating the MPD using the profile with missing data.  
Furthermore, it was proven that for certain statistics applying an any of the top five 
imputation methods presented in Table 7 results in an estimate of a summary texture 
statistic that is at least as good as computing the same statistic with missing data. In other 
words, applying a good imputation method can only improve the estimation of texture 
summary statistics and in the case of kurtosis, that improvement was proven to be 
statistically significant compared to its counterpart estimated with missing data.  
This study concludes that the practice of data imputation for texture data processing 
has the potential to increase the accuracy of estimates of texture summary statistics when 
a good imputation method is implemented. This study highly encourages the use of linear 
interpolation imputation not only because of its robustness and efficiency but also because 
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of its simplicity and ease of implementation. SDMV, SMI, EMI and ARIMA are also 
reliable imputation methods that could be used if that is the preference of a researcher 
conducting the study. Finally, this study cautions against the use of spline interpolation as 
an imputation method given that it fails catastrophically when trying to impute gap sizes 
larger than 10 points and has the potential of yielding biased estimates of texture summary 
statistics. 
The author of this thesis recommends comparing the top five imputation methods 
from this study and comparing them to other more advanced techniques that involve 
machine learning, data mining, and Bayesian statistical analysis. Moreover, it is also 
recommended to perform a similar study on noise detection and removal algorithms for 
pavement profiles so a comprehensive methodology on proper techniques to process 
pavement profiles can be developed. 
Lastly, the implications of  this study are not only relevant for the field pavement 
engineering, but any other field that works with time series data could find the results of 
this study relevant and find that linear interpolation could also be a viable and efficient 





















APPENDIX B: AHP TABLES 
Pair-wise Comparison with Respect to the Criteria of an Efficient Imputation Method 
 
 







Criteria Mean SSE Std SSE
Computation 
Time







Mean SSE 1.00 1.00 1.25 0.56 0.63 0.83 0.83 0.12
Std SSE 1.00 1.00 1.25 0.56 0.63 0.83 0.83 0.12
Computation Time 0.80 0.80 1.00 0.44 0.50 0.67 0.67 0.09
M4 accuracy 1.80 1.80 2.25 1.00 1.13 1.50 1.50 0.21
MPD accuracy 1.60 1.60 2.00 0.89 1.00 1.33 1.33 0.19
M4 Hypothesis T. 1.20 1.20 1.50 0.67 0.75 1.00 1.00 0.14
M4 Hypothesis T. 1.20 1.20 1.50 0.67 0.75 1.00 1.00 0.14
Sum 8.60 8.60 10.75 4.78 5.38 7.17 7.17
Imputation MI DR SR LI SPI STI SMI EMI ARIMA SDMV
Relative 
Weight
MI 1.00 1.00 1.00 0.67 6.00 0.75 0.75 0.75 0.67 0.67 0.09
DR 1.00 1.00 1.00 0.67 6.00 0.75 0.75 0.75 0.67 0.67 0.09
SR 1.00 1.00 1.00 0.67 6.00 0.75 0.75 0.75 0.67 0.67 0.09
LI 1.50 1.50 1.50 1.00 9.00 1.13 1.13 1.13 1.00 1.00 0.13
SPI 0.17 0.17 0.17 0.11 1.00 0.13 0.13 0.13 0.11 0.11 0.01
STI 1.33 1.33 1.33 0.89 8.00 1.00 1.00 1.00 0.89 0.89 0.11
SMI 1.33 1.33 1.33 0.89 8.00 1.00 1.00 1.00 0.89 0.89 0.11
EMI 1.33 1.33 1.33 0.89 8.00 1.00 1.00 1.00 0.89 0.89 0.11
ARIMA 1.50 1.50 1.50 1.00 9.00 1.13 1.13 1.13 1.00 1.00 0.13
SDMV 1.50 1.50 1.50 1.00 9.00 1.13 1.13 1.13 1.00 1.00 0.13
Sum 11.67 11.67 11.67 7.78 70.00 8.75 8.75 8.75 7.78 7.78
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Pairwise Comparison with respect to the standard deviation SSE in reproducing the original profile 
 
 
Pairwise Comparison with respect to the average computation time 
 
  
Imputation MI DR SR LI SPI STI SMI EMI ARIMA SDMV
Relative 
Weight
MI 1.00 1.00 1.00 0.56 5.00 0.71 0.63 0.63 0.63 0.56 0.08
DR 1.00 1.00 1.00 0.56 5.00 0.71 0.63 0.63 0.63 0.56 0.08
SR 1.00 1.00 1.00 0.56 5.00 0.71 0.63 0.63 0.63 0.56 0.08
LI 1.80 1.80 1.80 1.00 9.00 1.29 1.13 1.13 1.13 1.00 0.14
SPI 0.20 0.20 0.20 0.11 1.00 0.14 0.13 0.13 0.13 0.11 0.02
STI 1.40 1.40 1.40 0.78 7.00 1.00 0.88 0.88 0.88 0.78 0.11
SMI 1.60 1.60 1.60 0.89 8.00 1.14 1.00 1.00 1.00 0.89 0.12
EMI 1.60 1.60 1.60 0.89 8.00 1.14 1.00 1.00 1.00 0.89 0.12
ARIMA 1.60 1.60 1.60 0.89 8.00 1.14 1.00 1.00 1.00 0.89 0.12
SDMV 1.80 1.80 1.80 1.00 9.00 1.29 1.13 1.13 1.13 1.00 0.14
Sum 13.00 13.00 13.00 7.22 65.00 9.29 8.13 8.13 8.13 7.22
Imputation MI DR SR LI SPI STI SMI EMI ARIMA SDMV
Relative 
Weight
MI 1.00 0.71 0.83 0.71 0.71 0.71 0.71 0.71 5.00 0.83 0.08
DR 1.40 1.00 0.83 0.71 0.71 0.71 0.71 0.71 5.00 0.83 0.12
SR 1.20 1.20 1.00 0.71 0.86 0.86 0.86 0.86 6.00 1.00 0.10
LI 1.40 1.40 1.40 1.00 1.29 1.29 1.29 1.29 9.00 1.50 0.12
SPI 1.40 1.40 1.17 0.78 1.00 0.14 0.14 0.14 1.00 0.17 0.12
STI 1.40 1.40 1.17 0.78 7.00 1.00 1.00 1.00 7.00 1.17 0.12
SMI 1.40 1.40 1.17 0.78 7.00 1.00 1.00 1.14 8.00 1.33 0.12
EMI 1.40 1.40 1.17 0.78 7.00 1.00 0.88 1.00 8.00 1.33 0.12
ARIMA 0.20 0.20 0.17 0.11 1.00 0.14 0.13 0.13 1.00 1.33 0.02
SDMV 1.20 1.20 1.00 0.67 6.00 0.86 0.75 0.75 0.75 1.00 0.10
Sum 12.00 11.31 9.90 7.03 32.57 7.71 7.46 7.73 50.75 10.50
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Pairwise Comparison with respect to the accuracy of computing 𝑴𝟒 
 
 
Pairwise Comparison with respect to the accuracy of computing 𝑴𝑷𝑫 
 
  
Imputation MI DR SR LI SPI STI SMI EMI ARIMA SDMV
Relative 
Weight
MI 1.00 0.83 0.63 0.63 1.00 0.83 0.56 0.56 0.63 0.63 0.07
DR 1.20 1.00 0.63 0.63 1.00 0.83 0.56 0.56 0.63 0.63 0.08
SR 1.60 1.60 1.00 0.63 1.20 1.00 0.67 0.67 0.75 0.75 0.11
LI 1.60 1.60 1.60 1.00 1.80 1.50 1.00 1.00 1.13 1.13 0.11
SPI 1.00 1.00 0.83 0.56 1.00 0.17 0.11 0.11 0.13 0.13 0.07
STI 1.20 1.20 1.00 0.67 6.00 1.00 0.78 0.78 0.88 0.88 0.08
SMI 1.80 1.80 1.50 1.00 9.00 1.29 1.00 0.89 1.00 1.00 0.13
EMI 1.80 1.80 1.50 1.00 9.00 1.29 1.13 1.00 1.00 1.00 0.13
ARIMA 1.60 1.60 1.33 0.89 8.00 1.14 1.00 1.00 1.00 1.00 0.11
SDMV 1.60 1.60 1.33 0.89 8.00 1.14 1.00 1.00 1.00 1.00 0.11
Sum 14.40 14.03 11.35 7.88 46.00 10.19 7.79 7.56 8.13 8.13
Imputation MI DR SR LI SPI STI SMI EMI ARIMA SDMV
Relative 
Weight
MI 1.00 1.00 1.00 0.56 2.50 0.71 0.63 0.63 0.71 0.56 0.08
DR 1.00 1.00 1.00 0.56 2.50 0.71 0.63 0.63 0.71 0.56 0.08
SR 1.00 1.00 1.00 0.56 3.00 0.86 0.75 0.75 0.86 0.67 0.08
LI 1.80 1.80 1.80 1.00 4.50 1.29 1.13 1.13 1.29 1.00 0.14
SPI 0.40 0.40 0.33 0.22 1.00 0.14 0.13 0.13 0.14 0.11 0.03
STI 1.40 1.40 1.17 0.78 7.00 1.00 0.88 0.88 1.00 0.78 0.11
SMI 1.60 1.60 1.33 0.89 8.00 1.14 1.00 1.00 1.14 0.89 0.12
EMI 1.60 1.60 1.33 0.89 8.00 1.14 1.00 1.00 1.14 0.89 0.12
ARIMA 1.40 1.40 1.17 0.78 7.00 1.00 0.88 0.88 1.00 0.89 0.11
SDMV 1.80 1.80 1.50 1.00 9.00 1.29 1.13 1.13 1.13 1.00 0.14
Sum 13.00 13.00 11.63 7.22 52.50 9.29 8.13 8.13 9.13 7.33
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Pairwise Comparison with respect to the 𝑴𝟒 hypothesis test 
 
 
Pairwise Comparison with respect to the 𝑴𝑷𝑫 hypothesis test 
 
  
Imputation MI DR SR LI SPI STI SMI EMI ARIMA SDMV
Relative 
Weight
MI 1.00 0.56 0.56 0.56 1.00 1.00 0.56 0.56 0.56 0.56 0.06
DR 1.80 1.00 0.56 0.56 1.00 1.00 0.56 0.56 0.56 0.56 0.12
SR 1.80 1.80 1.00 0.56 1.20 1.20 0.67 0.67 0.67 0.67 0.12
LI 1.80 1.80 1.80 1.00 1.80 1.80 1.00 1.00 1.00 1.00 0.12
SPI 1.00 1.00 0.83 0.56 1.00 0.20 0.11 0.11 0.11 0.11 0.06
STI 1.00 1.00 0.83 0.56 5.00 1.00 0.78 0.78 0.78 0.78 0.06
SMI 1.80 1.80 1.50 1.00 9.00 1.29 1.00 0.89 0.89 0.89 0.12
EMI 1.80 1.80 1.50 1.00 9.00 1.29 1.13 1.00 0.89 0.89 0.12
ARIMA 1.80 1.80 1.50 1.00 9.00 1.29 1.13 1.13 1.00 0.89 0.12
SDMV 1.80 1.80 1.50 1.00 9.00 1.29 1.13 1.13 1.13 1.00 0.12
Sum 15.60 14.36 11.58 7.78 47.00 11.34 8.04 7.81 7.57 7.33
Imputation MI DR SR LI SPI STI SMI EMI ARIMA SDMV
Relative 
Weight
MI 1.00 2.50 2.50 0.71 5.00 2.50 2.50 2.50 2.50 0.71 0.16
DR 0.40 1.00 2.50 0.71 5.00 2.50 2.50 2.50 2.50 0.71 0.06
SR 0.40 0.40 1.00 0.71 6.00 3.00 3.00 3.00 3.00 0.86 0.06
LI 1.40 1.40 1.40 1.00 9.00 4.50 4.50 4.50 4.50 1.29 0.22
SPI 0.20 0.20 0.17 0.11 1.00 0.50 0.50 0.50 0.50 0.14 0.03
STI 0.40 0.40 0.33 0.22 2.00 1.00 3.50 3.50 3.50 1.00 0.06
SMI 0.40 0.40 0.33 0.22 2.00 0.29 1.00 4.00 4.00 1.14 0.06
EMI 0.40 0.40 0.33 0.22 2.00 0.29 0.25 1.00 4.00 1.14 0.06
ARIMA 0.40 0.40 0.33 0.22 2.00 0.29 0.25 0.25 1.00 1.14 0.06
SDMV 1.40 1.40 1.17 0.78 7.00 1.00 0.88 0.88 0.88 1.00 0.22
Sum 6.40 8.50 10.07 4.92 41.00 15.86 18.88 22.63 26.38 9.14
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Method  /  Criteria Mean SSE Std SSE Computation Time M4 accuracy MPD accuracy M4 Hypothesis T. M4 Hypothesis T.
Overalll Relative 
Weights
MI 0.09 0.08 0.08 0.07 0.08 0.06 0.16 0.086
DR 0.09 0.08 0.12 0.08 0.08 0.12 0.06 0.086
SR 0.09 0.08 0.10 0.11 0.08 0.12 0.06 0.091
LI 0.13 0.14 0.12 0.11 0.14 0.12 0.22 0.138
SPI 0.01 0.02 0.12 0.07 0.03 0.06 0.03 0.048
STI 0.11 0.11 0.12 0.08 0.11 0.06 0.06 0.092
SMI 0.11 0.12 0.12 0.13 0.12 0.12 0.06 0.112
EMI 0.11 0.12 0.12 0.13 0.12 0.12 0.06 0.112
ARIMA 0.13 0.12 0.02 0.11 0.11 0.12 0.06 0.099
SDMV 0.13 0.14 0.10 0.11 0.14 0.12 0.22 0.136
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