Abstract. For m ≥ 1, let 0 < b 0 < b 1 < · · · < b m and e 0 , e 1 , · · · e m > 0 be fixed positive integers. Assume there exists a prime p and an integer t > 0 such that
Introduction
Given an infinite subset A of positive integers N, the representation function r(n, A) is defined as r(n, A) = #{(a, a ′ )|n = a + a ′ , a, a ′ ∈ A}.
This function was initially studied by Erdös and Turán [4] . In that paper, they made the following important conjecture. Conjecture: (Erdös and Turán): If A ⊆ N and r(n, A) > 0 for n > n 0 (i.e., A is an asymptotic basis of order 2), then r(n, A) cannot be bounded.
As an evidence, Erdös and Turán [4] found, by means of analytic arguments, that r(n, A) cannot be constant for n large enough.
Dirac [3] showed an elementary proof also exists: obviously, r(n, A) is odd when n = 2a, a ∈ A, and even, otherwise. Moreover, by using the technique of generating functions, he gave a short and elegant proof that r + (n, A) = #{(a, a ′ )|n = a + a ′ , a, a ′ ∈ A, a ≤ a ′ } cannot be constant, either. Ruzsa made an surprising example which shows that the above conjecture does not hold if one replaces a + a ′ with a + 2a ′ . Example of Ruzsa: Let A = {a : a = +∞ i=0 ε i 2 2i , ε i = 0 or 1}.
Then, for n ∈ N, the representation function r 1,2 (n, A) = #{(a, a ′ )|n = a + 2a ′ , a, a ′ ∈ A} is always 1. Replacing base 2 by base k, Ruzsa's example still works, see earlier arguments of Moser [6] , whose approach is also through generating functions.
More generally, Sárkozy and Sós [7] asked the following question on the representation function of multi-linear forms.
Question: For which (c 1 , · · · , c k ), can the representation function r c 1 ,··· ,c k (n, A) = {(a 1 , · · · , a k )|c 1 a 1 + · · · + c k a k = n, a 1 , · · · , a k ∈ A} be constant for n large enough. Recently, Cilleruelo and Rué [2] gave a partial answer to the above question.
Theorem (Cilleruelo and Rué): Let 1 < c 1 < c 2 and gcd(c 1 , c 2 ) = 1. There is no infinite subset A of positive integers such that r c 1 ,c 2 (n, A) is constant for n large enough.
Combining the earlier work of Moser [6] , they completely solved Särkozy and Sós's question for bilinear forms.
Every multilinear form c 1 x 1 + · · · + c k x k can be uniquely written as with a i,j ∈ A. We denote this value by r M (n, A).
The main result of Rué [8] implied that r M (n, A) cannot be constant for n large enough if gcd(e 0 , · · · , e m ) ≥ 2. The main tool which he used in the proof is from analytic combinatorics. Remark 1.1. From Rué's [8] result, the case of m = 0 is clear. That is, for m = 0, r M (n, A) can be constant for n large enough if and only if M = {(1, 1)}. So from now on, we will always assume m ≥ 1 unless specification.
In this paper, we will prove the following theorem . Theorem 1.2. Let m ≥ 1. Assume there exists a prime p and a positive integer t such that p t | b 0 , but p t ∤ b i for 1 ≤ i ≤ m. Then, for any A ⊆ N, r M (n, A) cannot be constant for n large enough.
Note that the conditions of Theorem 1.2 include the case: b 0 , b 1 , · · · , b m are pairwise coprime. Therefore, the above theorem generalizes the theorem of Cilleruelo and Rué [2] from bilinear forms to multi-linear forms.
It should be noted that our method is different from theirs. For example, the approach of [2] makes use of complex analysis, but ours is purely algebraic. The new ingredients in our proof are fractional power series and their logarithmic derivatives.
The idea of proof: Translation of the problem into generating functions
For every set A of non-negative integers, the generating function of A is the formal power series f A (x) defined as
In this way, the subsets of non-negative integers are in one to one correspondence to formal power series with coefficients 0 or 1. The power series f A (x) also defines an analytic function around x = 0. Indeed, if A is finite, then f A (x) is a polynomial. Otherwise, f A (x) has radius of convergence r = 1 at x = 0.
We now translate the combinatorial problem in the language of generating functions. Let A be a subset of non-negative integers and
The following equation is fundamental:
Assume r M (n, A) = c = 0 for n > n 0 . Then
where P (x) is a polynomial in Z[x] with P (1) = 0. Notice that P (1) = 0 is equivalent to c = 0. Combining (2.1) and (2.2), we see that if r M (n, A) = c = 0 for n large enough, then f (
3) with coefficients in {0, 1} defines, by the relation f (x) = f A (x), a subset A such that r M (n, A) = c = 0 for n large enough.
Summing up, we get the following lemma.
Lemma 2.1. There exists an infinite subset A of non-negative integers such that r M (n, A) is a nonzero constant for n large enough if and only if there is a polynomial P (x) ∈ Z[x] with P (1) = 0 such that (2.3) has a solution
] with coefficients ∈ {0, 1}.
It is convenient to work with power series with constant term being 1. For subset A of non-negative integers, this can be achieved by replacing A by A − min{x|x ∈ A}. Alternatively, for power series f (x), this can be achieved by dividing f A (x) by the lowest term. Obviously, this does not affect the solvability of equation (2.3). So, from now on, we always assume 0 ∈ A and f (0) = 1 unless specification.
By lemma 2.1 and the above arguments, to prove Theorem 2.1, it is sufficient to prove the following theorem.
Theorem 2.2. Let m ≥ 1. Assume there exists a prime p and a positive integer t such that
with P (0) = 1 and P (1) = 0, the equation
In the following, we will illustrate the idea of the proof, especially the motivation of fractional power series. Let us look at Moser's argument first.
Moser's argument: For each k ≥ 2, Moser constructed an infinite set A such that r 1,k (n, A) = 1 for all n ≥ 0 by solving the equation
Writing it as
Letting j → +∞, we get
By the uniqueness of k-adic representation of an integer, f (x) is the generating function of the set
Our initial approach is similar to Moser's argument. For simplicity, we will take the example, M = {(2, 1), (3, 1)} to illustrate the ideas. From Lemma 2.1, we need to consider the equation
with P (0) = 1 and P (1) = 0. If Equation (2.5) has a solution f = f A for some infinite subset A of non-negative integers, then f defines an analytic function in the unit disk with f (0) = 1.
Let 0 < x < 1 and x
The analytic function f is determined by its values on the interval (0, 1) (e.g., see Corollary 4.9 of Chapter 2 of [10] ). Therefore, by (2.6),
holds for all x ∈ D ′ . However, from Equation (2.7), it seems that f (x) can not be analytic around 0. This contradicts to the hypothesis that f (x) = f A (x), which is analytic in the unit disk. The rigorous proof goes as follows.
A useful method to treat "infinite products" is taking its logarithmic derivative, which transforms "infinite products" to "infinite sums" (e.g., see Proposition 3.2 of Chapter 5 of [10] ). So instead of considering f (x), we look at
As P (0) = 1, we can assume
From equation (2.7) and (2.8), we have (2.9)
) k goes to zero very fast as k → +∞. A routine argument, which we do not make here, shows that (2.9) are absolutely and uniformly convergent, in a small neighborhood of zero (inside D ′ ). Therefore, we can take derivatives of (2.9) term by term (e.g., see Theorem 5.3 of Chapter 2 of [10] ).
Taking derivatives of (2.9) of all order term by term and evaluating the derivatives at zero, one can see
is analytic around zero if and only if the coefficient of x λ in (2.9) is zero, whenever λ ∈ N.
Letting the coefficient of x λ in (2.9) be 0, we get the equation
Finally, we succeed to prove for all λ ∈ N, Equations (2.10) have no common solution α ′ i s. After that, we realized that f (x) and
can be viewed as some generalized formal series, which we call fractional power series. Then everything can be computed formally in the ring of fractional power series. In the rest of paper, we will use fractional power series other than analytic functions since the convergence of the former ones are much simpler than the latter ones. The above arguments explain the motivation of using fractional power series. As far as we know, the notion of fractional power series do not appear in the literature. So they will be defined and discussed in detail in Section 3. Generally speaking, fractional power series behave like formal power series.
After the preparation of section 3, we begin to prove the main result of this paper, Theorem 2.2. The proof is actually direct, but it is rather long. So We had better divide it into several steps. The plan of the proof will be described in detail at the beginning of section 4, after we introduce some basic notations. Section 4 and section 5 provide all the ingredients of the proof. Finally, we prove Theorem 2.2 in section 6.
At last, we discuss the question of Sárkozy and Sós in section 7. We will give a conjectural answer in the case that all the coefficients of linear forms are positive.
Fractional power series
In this section, we introduce the concept of fractional power series and basic operations of them, including their convergence, derivatives, infinite products and logarithmic derivatives, etc. We also prove their basic properties. These are fundamental to our later computations.
Let θ 1 , · · · , θ m > 1 be distinct real numbers and b ∈ N be a positive integer. Define Z ≥0 [x 1 , · · · , x m ] to be the set of polynomials of x 1 , · · · x m with coefficients of non-negative integers. Define
We call Λ the lattice associated to (b; θ 1 , · · · , θ m ).
Proposition 3.1. Let Λ be defined as above. Then (1) Λ is discrete, i.e., ∀ M > 0, {λ ∈ Λ | λ < M} is a finite set.
(4) Z ≥0 ⊆ Λ, where Z ≥0 is the set of nonnegative integers.
Proof. We only prove (1) .
Denote the total degree of F with respect to
So there are only finitely many F satisfying Equation (3.1). 
their sum and product are defined as
] the ring of fractional power series with respect to
By (3) 
The order of f , denoted by ordf , is defined as follows:
We have the following proposition.
(2) ord(f · g) = ordf + ordg.
Fix some real number β ∈ (0, 1).
The valuation of f , denoted by |f |, is equal to β ordf .
Corresponding to Proposition 3.6, we have
(2) |f · g| = |f ||g|.
is really a metric space. And (1) of Proposition 3.8 is usually called the strong triangle inequality.
A sequence {f n } n∈N is convergent to f if and only if
In this case, we denote
The following proposition shows that
] is a complete metric space, i.e., every cauchy sequence converges.
Since lim
This implies that c n+1,λ = c n,λ , when n > N, that is, for λ being fixed, the sequence c n,λ is constant for n large enough.
Corollary 3.10. f is invertible if and only if f (0) = 0.
Conversely, assume f (0) = 0. Write
By Proposition 3.9,
converges. Therefore,
Corollary 3.11. For n ≥ 1, assume ordf n > 0 and lim n→+∞ ordf n = +∞.
Then the infinite product
its order equals to ordf m+1 . By the assumption,
By Proposition 3.9, we get the desired result.
by (3) of Proposition 3.1, where
This can be viewed as changing variable "x" by "x θ ". It is easy to see that
Definition 3.12. Let
Define the derivative of f by
Remark 3.13. In Definition 3.12, we multiply the usual derivative f ′ by x to make sure xf
We call xf ′ f the logarithmic derivative of f . By Proposition 3.14, we have
The following proposition shows that the logarithmic derivative transforms infinite products to infinite sums. Proposition 3.18. For n ≥ 1, assume ordf n > 0 and lim
Proof. By (1) of Proposition 3.17, we have
By (4) of Proposition 3.14, we get
letting N → +∞ in (3.2), we get the desired result.
Proof. We only prove the "if" part. Assume
By (4) of Proposition 3.14, we have
Therefore, xg
The following power series are well-known.
α n x n , where α ∈ C,
α by replacing x with f in the above expressions. It is easy to see the equalities which hold for exp(x), log(x), (1 + x) α also hold for exp(f ), log(1 + f ), (1 + f ) α . For example, we have
where ord(f ), ord(g) > 0, and α, β ∈ C. Finally, we prove the following proposition.
if and only if α n = β n for all n ≥ 1.
Proof. Taking the logarithmic derivatives of (3.3), we get
Comparing the coefficients of the lowest terms of (3.4), we get α 1 = β 1 . Then
Repeating the same procedure, we obtain α 2 = β 2 , · · · , α n = β n , · · · . This concludes the proof.
Solving equation with fractional power series
From now on, the following notations will be used unless specification.
•
• Λ, the lattice associated to (b; θ 1 , · · · , θ m ).
, the ring of fractional power series with respect to Λ.
• e = e 0 , e 1 , · · · , e m , positive integers.
• ν 1 = e 1 e 0 , · · · , ν m = e m e 0 .
• H(x) =
• P (x) ∈ Z[x], P (0) = 1, P (1) = 0.
• λ | µ ⇔ µλ −1 ∈ N, where λ, µ ∈ Q, and λ, µ > 0.
In this section, we will prove that the equation
By taking the logarithmic derivative of f , we give a criterion for f being a power series. As a corollary, we show if (4.1) has a power series solution, then the equation
has a power series solution g(x) with g(0) = 1, where H(x) is the N ′ -cyclotomic part of G(x).
Moreover, if H(x) has the following form
then the power series solution of (4.2) (if it exists) can be explicitly given by
Finally, under some conditions on
In the next section, under certain conditions on H(x), we will show that g(x), the solution of (4.2), can not be almost rational (see Theorem 5.1). A contradiction! This finally leads to the proof of Theorem 2.2 if we apply the above results to the case
and assume the existence of a prime p and a positive integer t such that
Theorem 4.1. The equation
Proof. Existence: Recall b = b 0 , e = e 0 . Substituting x by x 1 b and taking the e-th root of both sides of Equation (4.6), we get 
Then iterate (4.11)
Letting n → +∞ in Equation (4.11), by Corollary 3.11, we get (4.12)
Substituting (4.12) into (4.8), we get
So, (4.12) is really a solution of (4.6).
] is another solution of (4.6) with f * (0) = 1, then 
holds, where b −1 θ i 1 · · · θ i k | λ means their quotient is a positive integer.
Proof. We will compute the logarithmic derivative of f by equation (4.7). Since
By (2) of Proposition 3.17, for 1
By Proposition 3.18, Equation (4.7) and Equation (4.16), (4.17)
By Proposition 3.19, f ∈ C[[x]] if and only if xf
] if and only if Equation (4.18) is zero for all µ ∈ Q − N. If µ ∈ Q b , Equation (4.18) is automatically zero . For µ ∈ Q b − N, it can be uniquely written as
Substituting (4.19) into (4.18), we get the coefficient of x µ is (4.20) 
for all λ ∈ Q 
In Equation (4.22), fixed u, λ and letting n vary, we obtain a family of infinite equations indexed by n ∈ N:
In (4.23), since βs are distinct, the Vandermonde determinant det(β n ) β,n = 0.
Therefore, the coefficient of β n in (4.23) should be zero, that is, (4.24)
and β ∈ C * . It is easy to see that Equation (4.24) implies Equation (4.21). Thus, the proof is complete. 
Proof. By Theorem 4.2, it suffices to prove (4.25)
and β ∈ C * . Since all the elements of S are n-th roots of unity, for some n ∈ N ′ , Equation (4.25) trivially holds when β n = 1, for all n ∈ N ′ . Otherwise, assume β n = 1 for some n ∈ N ′ . In Equation (4.25), the conditions
So if
then α i is an n-th root of unity for some n ∈ N ′ , hence α i ∈ S. Sp we can drop the subscription α i ∈ S in the summation of (4.25):
Then (4.26) holds by Theorem 4.2 and the assumption f ∈ C[[x]].
Now assume 
Then Equation 
by two expressions of H(x) in (4.27), we get
for any m ∈ N. The last equality of (4.31) holds because of Equation (4.28). Substituting (4.31) into (4.30), we get (4.32)
We can omit u from Equation (4.32):
From (4.28), replacing d by dbθ
in Equation (4.34), we get (4.35) 
By the following modified version of Möbius inversion formula (Lemma 4.5), Equation (4.36) is equivalent to (4.37)
Changing variable d by λ in Equation (4.37), we get the formula (4.29).
Lemma 4.5. (Modified Möbius Inversion formula) Let
We always assume (4.38) is a finite sum, i.e., there are only finitely many nonzero terms in the summation. Then
where µ is the Möbius function.
Proof.
= A n . The second equality from the bottom is because:
Proof. First assume that Equation (4.40) holds. Then
where we make the convention:
From (4.42), Equation (4.2) is equivalent to (4.44)
By Proposition 3.20, Equation (4.44) is equivalent to
e in (4.45), we get
where d ∈ Q ′ . Now we will solve Equations (4.43) and (4.46) simultaneously. Iterating (4.46), we get
Note that (4.47) is actually a finite sum.
Substituting (4.47) into (4.46), then
So (4.47) is really a solution of (4.46). Now we check the solutions (4.47) also satisfy (4.43). Assume d ∈ N ′ . We divide it into two cases.
By Equation (4.47),
, which concludes the proof.
Let p be a prime. For a ∈ Z, a = 0, let ord p (a) be the highest exponent
Assume there exists a prime p with ord
Proof. By Theorem 4.6, it suffices to prove (4.48)
Obviously,
Below, we will show that, for sufficiently large d, if bdθ
it is also large. As m d = 0 for d ≫ 0, this will imply m bdθ
By (4.49), the fractional part of (4.50), ρ
, has denominator which is not divided by p, so (4.51) bdρ
Then we divide the proof into two cases. case 1: k ≤ 1 2 log ρ bd. Then (4.52) bdθ
case 2: k > 1 2 log ρ bd. Then, from Equation (4.51), (4.53) bdθ
Combining (4.52) and (4.53), we get (4.54) bdθ
Then, from (4.48), we get g d = 0 for d ≫ 0.
Contradiction
The purpose of this section is to prove the following theorem.
where Φ d (x) be the the cyclotomic polynomial of order d, defined by Equation (5.1) below. Also let gcd(b 0 , · · · , b n ) = 1. Then Equation (4.2) has no solution g(x) such that
The conclusion of Theorem 5.1 contradicts to that of Theorem 4.7 under common conditions. The proof of Theorem 5.1 makes use of cyclotomic polynomials and Gauss's lemma. Note that cyclotomic polynomials first appear in the work of Cilleruelo and Rué [2] .
We call
the cyclotomic polynomial of order n, where (Z/nZ) * denotes the set of invertible classes modulo n, that is,
Note our setting is a little different from the traditional case, in which
However, they differ up to multiplying by ±1. The remarkable point is that Φ n (0) = 1 in our setting.
The following facts about cyclotomic polynomials are well known.
(
. As a consequence, if a polynomial P (x) ∈ Z[x] vanishes at a primitive root of unity of order n, then there exists a positive integer s such that P (x) = Φ n (x) s Q(x), where Q(x) ∈ Z[x] and Q(ξ) = 0 for all ξ, n-th primitive roots of unity.
(2) {Φ n (x) | n ∈ N} and {1 − x n | n ∈ N} can represent each other:
where µ(·) is the Möbius function. This also implies that
where ϕ is the Euler function. To Theorem 5.1, we need the following lemma.
Lemma 5.2.
where, for a, d ∈ N,
is a primitive f -th root of unity. Then f is the smallest positive integer such that ξ f = 1, i.e., ad|f (u + kd).
Since each factor
in Equation (5.5) appears one time, we get
The degree of the left hand side of (5.6) is aϕ(d). The degree of the right hand side is
Since their constant terms both equal to 1, they must be equal. Now assume
Let a ∈ N, by Lemma 5.2,
Since a/ a|d) and d have no common divisor, we have
where p is any prime.
For positive y ∈ Q, denote
From (5.9) and (5.10), we have, for fixed f ,
Combining (5.8) and (5.12), we get
From Equation (5.13), we get the following formula.
To prove the main result of this section, we also need Gauss's Lemma. Now we recall it.
Let p(x) = a 0 + a 1 x + · · · + a n x n be a non-zero polynomial in Z [x] . If the greatest common divisor of a 0 , a 1 , · · · , a n is 1, then p(x) is called a primitive polynomial.
Every non-zero polynomial q(x) ∈ Q[x] can be uniquely written as
with c > 0 and q 1 (x) ∈ Z[x] being primitive. We call c the content of q(x) and denote it by cont(q). The following version of Gauss's Lemma will be found in page 181 of Lang [5] , Theorem 2.1 of Chapter IV.
Finally, we can prove Theorem 5.1.
Proof. Assume Equation (4.2) has a solution g(x) such that
From (5.2), we have
From Lemma 5.3, we get
, taking some power of Equation (5.16) if necessary, we get the following equations by the uniqueness factorization property of Z[x]: 17) , we get the following equations
where (5.19) t ≥ 1 and a 0 a t = 0.
To simplify the notations, let h p n = H ′ n and c p n = C ′ n . Then Equation (5.18) can be written explicitly as
Substracting the other equations of (5.20) by the first equation, and letting 
Let r (resp. s) be the largest k (resp. l) such that (5.23) does not hold. Substituting (5.23) into (5.24), we get
1 − z Multiplying both sides of Equation (5.25) by 1 − z, we get
The right hand side of (5.26) is a primitive polynomial, since their coefficients sum to 1. Let d = gcd(a 0 , a 1 , · · · , a t ). From (5.26) and Gauss's Lemma, the content of
So the following polynomial Proof. Since P (x) ∈ Z[x], with P (0) = 1 and P (1) = 0, it can be factored uniquely as (6.1)
with R(x) ∈ Z[x] and R(ξ) = 0 if ξ n = 1, for some n ∈ N ′ . Let
Then H(x), the N ′ -th cyclotomic part of G(x), can be written as 
Conjectures and Remarks
In this section, we will give a conjectural answer to the question of Sárkozy and Sós in the case that all the coefficients of linear forms are positive.
Let k be an integer greater than 1. For the case b 0 = 1, the equation
always has a power series solution
To solve Sákozy and Sós's question, we need to decide whether all the coefficients of f (x) belong to {0, 1}. It seems difficult to treat the coefficients of infinite products. For example, the Ramanujan tau function τ : N → Z is defined by the following identity in C[[q]]:
Lehmer conjectured that τ (n) = 0 for all n, an assertion sometimes known as Lehmer's conjecture. Lehmer verified the conjecture for n < 214928639999 (See page 22 of [1] ). This conjecture is still open now. The above arguments suggest that the case of b 0 = 1 is more difficult.
