Adverse drug reactions are a well recognized cause of morbidity, and considerable attention has been devoted to quantifying the extent of this problem. In most cases, however, the determination that a given clinical event is in fact an adverse reaction to a drug has been based on the judgment of a clinical observer. These judgments are almost certainly influenced by both the observer's experience and particular areas of concern, and it is not surprising that low rates of agreement have been documented among different investigators who evaluated selected cases of suspected adverse reactions.''' In response to this problem, several researchers have proposed sets of objective criteria, or "algorithms," to be applied in a systematic manner to suspected drug reactions. These algorithms ask a series
questions, in sequence, the answers to which yield a score intended to measure the probability that the given event was in fact an adverse drug reaction. 47, 11, 12 The algorithms share certain features, and although the precise form of a particular question may differ, there are certain criteria that prove to be crucial in concluding that a clinical event is an adverse drug reaction. These include timing of the event relative to drug exposure, whether the event represents a known reaction to the drug, the possible role of the patient's condition at the time, and the effects of drug withdrawal and, where appropriate, rechallenge.
Such standardized approaches to judging adverse drug reactions are intended to produce greater consistency among evaluators, and enhanced consistency has been demonstrated when such algorithms were tested by their developers.3'11 However, their potential utility in drug surveillance systems has not been assessed. As part of an intensive pediatric drug surveillance program, we routinely review cases of suspected adverse drug reactions and assess the likelihood that they are due to drugs. In our program, these assessments have been made informally by one observer alone. To determine whether adverse reaction algorithms enhance the consistency and usefulness of these assessments, we studied one such algorithm in the context of the Pediatric Drug Surveillance (PeDS) Program.
METHODS
The PeDS Program is an intensive drug surveillance program established at Children's Hospital in Boston to detect previously unsuspected adverse drug reactions, quantify known reactions, and identify risk factors for their development. The methods have been described in detail.' In brief, nurse monitors are stationed on selected wards where they systematically collect data on patients admitted to these wards. Data are collected in three general areas: patient characteristics, drug exposures, and adverse events. Adverse events include any of a defined set of adverse occurrences (e.g., renal failure, convulsions, rash). Regardless of whether or not such an event is attributed to a drug by a ward observer, the nurse monitor fills out a report form that describes details of the event, date of onset, severity, treatment, duration, and outcome. In addition, reports for events believed to be drug induced include information on the identity of the suspected drug(s), dosage, and an internal assessment by the PeDS Program Director of the likelihood that the event was caused by the implicated drug. The likelihood is rated as definite, probable, possible, or doubtful.
For this investigation we selected a stratified random sample of 50 case reports from among the adverse events reported during the course of routine surveillance of patients. These included 39 "adverse reactions," stratified to include equal numbers of reactions of major, moderate, and minor severity, and 11 events not suspected to be drug induced. For phase I of the study, the 50 case reports were reviewed by three pediatric clinical pharmacologists (R. K., F. H. L., S. J. Y.) who were not directly involved with the PeDS Program and by the PeDS Program Director (A. A. M.), who routinely assesses adverse reaction reports in the Program. To mimic the way assessments are made within the PeDS Program, all reviewers were asked to make an informal judgment as to the probability that each case was an adverse reaction to a suspected drug and to rate each case as "definite," "probable," "possible," "doubtful," or "insufficient information." These terms were deliberately left undefined; we relied on the intuitive understanding of each reviewer to replicate the manner in which these assessments have traditionally been made. The consultant reviewers were told only that we were evaluating our assessments of adverse reactions; at this time no mention was made of algorithms.
Phase II of the study began 3 months after the completion of the first set of reviews. Our consultants were again sent the same 50 case reports, but this time they were asked to assess them using the algorithm proposed by Naranjo et al." This algorithm was chosen because it incorporates the principal features of most others and was judged in our pilot study to be easier to learn and faster to use. This algorithm consists of a set of 10 questions, each of which can be answered "yes," "no," or "do not know," and each of the 10 responses is assigned a score. Our reviewers were asked to answer each question; the scores were tallied and each case report was then categorized according to the established criteria as a "definite," "probable," "possible," or "doubtful" drug-induced event."
In both phases I and II, differences between raters were assessed with the test for marginal homogeneity proposed by Mantel and Byar.8 form.' Unlike the unweighted K, the intraclass correlation coefficient gives partial weighting to partial agreement (e.g., ratings from two reviewers of "definite" and "probable" receive more credit than ratings of "definite" and "doubtful") and would therefore be expected to give slightly higher values than unweighted K when used to measure agreement in ordered categories. Table I shows the distribution of ratings for each rater. Because "insufficient information" was used only five times, these ratings were reclassified as "possible" for all analyses. The Mantel-Byar tests for marginal homogeneity indicate that in both phases of the study there were substantial differences in the frequency distributions of ratings for each rater. Thus in the aggregate, some raters were considerably more likely to choose a "definite" or "doubtful" rating. For example, in phase I, rater 2 used "definite" only four times (2%), while rater 1 chose it 15 times (30%). This difference was somewhat less marked in phase II, but still statistically significant.
RESULTS
In Table II , agreement in assignment of ratings to individual cases as measured by both the K statistic and the intraclass correlation coefficient is shown for all pairwise combinations of raters as well as for all four raters considered together. As expected, in all cases the Table I . Distribution of assessments of 50 adverse events according to rater Table II . Agreement among raters of 50 adverse events intraclass correlation coefficient indicates a greater degree of agreement than K. In phase I, when assessments were made without specified guidelines, agreement was poor as measured by either statistic, except for one pair of raters for whom r indicates fairly good agreement (r = 0.74). Application of the algorithm to assess causality in phase II of the study did not improve agreement. Although the overall K indicates slightly better agreement, r is quite similar for the phase I and phase II assessments, and pairwise comparisons show no trend in either direction.
We stratified the events according to characteristics that might affect the level of agreement. Factors selected were severity of the event, whether the event was originally reported as drug attributed, whether treatment was required, and whether blood levels of the suspected drug had been measured (Table III) . In general, for a given event characteristic, measures of agreement did not vary substantially in either phase. For example, in phase I, events that were of major severity were no more likely to yield agreement among raters than were events of minor severity; this finding held for phase II as well. However, agreement was better in both phases among the 39 events originally attributed to drugs than among the 11 events that were not. When results from phase I were compared with those from phase II, there was little evidence that use of the algorithm improved agreement for most of the event characteristics studied, although phase II agreement measures were better for those case reports that included a blood level value of the suspected drug. However, in no category did use of the algorithm raise agreement to "good" levels.
DISCUSSION
For any individual adverse event it is rarely possible to know with absolute certainty whether the event is drug induced. As a first step in approaching truth, one would hope to achieve a consensus among experts. Such consensus is difficult to obtain when judgments are made intuitively and when unspecified criteria are used to make the determination of drug involvement." This problem led several investigators to develop methods of standardizing assessments, and reports have suggested that agreement is indeed improved when these methods are used. In particular, Naranjo et al." used a study design similar to ours and demonstrated a change in the intraclass correlation coefficient from 0.49 ("fair") to 0.92 ("good").
Our study is the first to consider the utility of these algorithms in the assessment of adverse events routinely identified as part of an intensive drug surveillance pro- We believe there are two factors that account for our discordant findings. First, our raters were pediatric clinical pharmacologists who were not experienced in the use of any of the proposed algorithms. This criterion for selection of the raters was intended to assure that their first "informal" assessments would not be influenced by their unconscious application of any standardized set of criteria. If this explanation is correct, it suggests that simple application of these algorithms as they are published will not automatically lead to greater consensus. Second, our case reports differ from those used in other studies to test algorithms. While we used reports derived from our routine surveillance, Naranjo et al. used published case reports. Unlike reports from intensive surveillance programs, which are necessarily brief and often based on incomplete information, published reports are more complete-in fact, they must contain sufficient evidence of a cause and effect relationship to justify publication. Thus such reports are more likely to include information on many of the important components required by the Naranjo et al. (and other) algorithms. For example, blood levels of the suspected drug would almost certainly be included in published reports, but may only infrequently be available for suspected reactions observed by a surveillance program. It is interesting that in our study, the most marked improvement in agreement with the use of an algorithm occurred for those events for which blood levels were available.
The role of adverse drug reaction algorithms in a drug surveillance program must be kept in perspective. These algorithms are not designed to identify previously unreported adverse drug reactions, and their inclusion in a drug surveillance program would not enhance the capacity to detect such previously unrecognized reactions. That objective is better met by the use of "event surveillance," in which attributions of causality are not relevant.
10 Because event surveillance applies to populations of subjects, it cannot provide useful assessments of causality for individual cases. Algorithms would seem to be an alternative approach to this problem. However, our findings indicate that the use of an algorithm in an intensive drug surveillance program does not improve the uniformity (or validity) 
