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Abstract
Computer vision algorithms have been widely used for many applications, including traffic
monitoring, autonomous driving, robot path planning and navigation, object detection
and medical image analysis, etc. Images and videos are typical input to computer vision
algorithms and the performance of computer vision algorithms are highly correlated with
the quality of input signal. The quality of videos and images are impacted by vision sensors;
environmental conditions, such as lighting, rain, fog and wind. Therefore, it is a very active
research issue to determine the failure mode of computer vision by automatically measuring
the quality of images and videos.
In the literature, many algorithms have been proposed to measure image and video
qualities using reference images. However, measuring the quality of image and video with-
out using a reference image, known as no-reference image quality assessment, is a very
challenging problem. Most existing methods use a manual feature extraction and a classi-
fication technique to model image and video quality. Internal image statics are considered
as feature vectors and classical machine learning techniques such as support vector machine
and naive Bayes as the classifier. Using convolutional neural network (CNN) to learn the
internal statistic of distorted images is a newly developed but efficient way to solve the
problem. However, there are also new challenges in image quality assessment field. One of
them is the wide spread of computer vision systems. Those systems, like human viewers,
also demand a certain method to measure the quality of input images, but with their own
standards.
Inspired by the challenge, in this thesis, we propose to build an image quality assessment
system based on convolutional neural network that can work for both human and computer
vision system. In specific, we build 2 models: DAQ1 and DAQ2 with different design
concept and evaluate their performance. Both models can work well with human visual
system and outperform most former state-of-art Image Quality Assessment (IQA) methods.
On computer vision system side, the models also show certain level of prediction power
and reveal the potential of CNNs in facing this challenge. The performance in estimating
image quality is first evaluated using 2 standard data-sets and against three state-of-the
art image quality methods. Further, the performance in automatically detecting the failure
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1.1 Image Quality Assessment and Neural Networks
Image quality assessment (IQA) is a challenging task in signal processing and computer
vision field. Digital images are widely used for a variety of purposes nowadays. However,
these images can never be perfect. Distortions might be brought in during collecting,
compressing, transmitting, storing and all other processing done on the image. To ensure
the end user getting an image with sufficient quality, an assessment of image quality is
needed. With the growing number of images, it is necessary to develop algorithms that
automatically evaluate the quality of images rather than hire more human annotators.
Since then IQA has become an important but challenging field in digital image processing
system. Depending on the accessibility of reference image, IQA is divided into three
categories:
- Full-Reference IQA (FR-IQA) [7, 8]:
The algorithm gets access to both the distorted image and the reference image which
is considered as perfect quality.
- Reduced-Reference IQA (RR-IQA) [9]:
The algorithm gets access to the distorted image and some abstract features obtained
from the reference image.
- No-Reference IQA (NR-IQA) [10]:
The algorithm only gets access to the distorted image.
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Among the FR-IQA techniques, Visual Information Fidelity (VIF) [11] and Feature
Similarity Index Metric (FSIM) [12] provide a high degree of correlation with human
visual perception of image quality. Although remarkable advancements have been made
in the area of FR-IQA and RR-IQA methods, these methods are not well implemented
in industry since the ground truth is not accessible in most production environments.
Therefore, NR-IQA techniques are more practical, which is the focus of our work.
On the other hand, the definition of ”quality” is an abstract concept that depends on
the usage of image. Many different measurements are developed to quantize the quality
of image. Common measurements can be divided into subjective scores and objective
scores [13]. Subjective scores like MOS (Mean Opinion Score) and DMOS (Differential
Mean Opinion Score) are based on the feeling of human viewers. Objective scores, from
simplest methods like SNR, PSNR, MAE (Mean Absolute Error) to sophisticated methods
like FSIM (Feature Similarity) and SSIM (Structural Similarity), are based on their own
algorithms that simulate human behavior.
When computer vision systems are considered, more challenges and opportunities are
brought to IQA. Measuring the quality of image for computer vision systems could be as
useful as measuring image quality for human beings. By knowing the quality of input
images, user can get aware of bad inputs and take action to remove or correct them, and
thus prevent failure before it happens. Users can also estimate the accuracy of output
according to the quality of input. Moreover, based on the common feature of low-quality
inputs, engineers may discover the defect and weakness of the computer vision system and
make improvement. However, the IQA of image quality for computer vision are facing new
challenges. An image good for human visual system might not as good for computer vision
systems and vice versa. Unlike human visual systems, which share the same physiological
structure, each computer vision system has its own design and may bring about a unique
standard of image quality. Making a specialized quality standard for each of them indi-
vidually is an elaborate work, and thus it is meaningful to find a common way to generate
unique standards for different computer vision systems.
In order to cope with the unknown quality standard and the variety, Artificial neural
network (ANN) and Convolutional neural network (CNN) can be applied.
ANN is a historical concept which has become reality in recent years, thanks to the
dramatic improvement of computing power. ANN works as a simulation of biological
neural networks in animal brains. Different from traditional state-of-the-art algorithms,
researchers do not directly work out the regression function but design the architecture
of ANN instead. Then, ANN itself learns the regression function from a labeled training
dataset by back-propagation. This feature gives ANN superior capability in dealing with
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Table 1.1: Experimental Models
Type Depth Input Size Quantization
DAQ1 Patch Based Classifier & Weight Learner 3 32× 32× 1 MAE
DAQ2 Single CNN 5 144× 96× 3 MCC
complex problems in which a regular pattern is hard to find for human beings.
CNN is a special ANN that has each neuron connected to a spatial domain of certain size
and shares weights across different neurons (usually all neurons). Nowadays, CNN has been
widely used in image recognition, neutral language processing and artificial intelligence.
Back to our problem. In the past few years, neural network has also been brought
into image quality assessment and showed its power in NR-IQA. Moreover, neural network
has the flexibility to fit into different visual systems without changing its architecture. By
changing the training data set, a neural network can act as a standard generator, which
learns a new unique quality standard each time during training. Hence, we propose to
design a neural network DAQ (deep algorithm quality) as a generalizable quality assessment
tool under both human visual system and computer vision systems.
1.2 Contribution
In this thesis, we review the state-of-the-art IQA techniques as well as the challenges. To
address the challenge of IQA for computer vision systems, we propose 2 IQA algorithms
based on CNN , which can provide IQA to both human visual and computer vision systems,
named as DAQ1 (Deep Algorithm Quality 1) and DAQ2.
DAQ1 follows patch based image classifier design. It employs a shallow CNN combined
with a patch weight learner for better simulating human visual system. On the other hand,
DAQ2 is a larger and deeper CNN that takes the whole distorted image as its input. DAQ1
and DAQ2 also quantize the image quality for computer vision system in a different way
with respect to their architecture.
Both DAQ1 and DAQ2 achieve competitive result on simulating human visual system,
compared to existing methods. Although the result on computer vision system is not good
as that on human visual system, both model still show certain prediction power. Using
CNNs is presumably a good way to measure image quality for computer vision systems.
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1.3 Thesis Outline
The reminder of this thesis is organized as follows:
Chapter 2 gives a general background introduction to IQA and neural networks. In
addition, we also review and discuss the related works in IQA field.
In Chapter 3, we show the problem formulation and experiments set up in detail. We
aim at building a general proposed IQA model for both human visual system and computer
vision system. Specifically, we quantize image quality for computer vision system using
Mean Absolute Error (MAE) and Matthews Correlation Coefficient (MCC). Then we build
2 models based on different neural network architectures to test whether CNN can fulfill
the task.
Chapter 4 is the evaluation of our model on benchmark datasets. We test each model
on both IQA for human and IQA for computer vision system. LVIE-R2 and TID-2008
datasets are used as benchmark for human visual system. Miovision DAC detector and
Miovision dataset are used as benchmark for computer vision systems.




The background knowledge and related works are introduced in this chapter.
2.1 Background
The related background knowledge is introduced in this section. Subsection 2.1.1 gives
a brief introduction to IQA and Subsection 2.1.2 explains the basic concept of Artificial
Neural Network (ANN) and Convolutional Neural Network (CNN).
2.1.1 Image Quality Assessment
IQA is a complex problem in computer vision field. As the use of digital images grows
significantly in past decades, maintaining the quality of images soon becomes a problem.
Digital images are vulnerable to distortions on its way to end users. Fig. 2.1 shows some
possible procedures that may cause distortions. During collection, the quality of image
maybe affected by shooting condition like low illumination, jitter of lens and photography
parameters. After that, the raw images are compressed for storage. Distortions also come
from lossy compressions like JPEG. Some enhancement made to digital images, for instance
contrast adjustment and sharpening may also bring certain distortion. After that, when
images are transmitted to end users, mainly through the Internet, it may further suffer
from the package loss and bit error during transmissions.
As end users require to get images with sufficient quality, the IQA techniques need to
be implemented, which has three main kinds of usages. [14]:
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Figure 2.1: Digital images suffer from distortions on every step.
6







1. IQA can be used to monitor image quality in quality control systems. For example,
an image acquisition system can use a quality metric to monitor and automatically
adjust itself to obtain the best quality image data. A network video server can
examine the quality of the digital video transmitted on the network to control and
allocate streaming resources. In light of the recent gigantic growth of Internet video
sources, this application is quite important.
2. Second, IQA can be employed to benchmark image-processing systems and algo-
rithms. For instance, if a number of image denoising and restoration algorithms are
available to enhance the quality of images captured by digital cameras, a quality
metric can be deployed to determine which provides the best quality results.
3. Third, IQA can be embedded into image-processing and transmission systems to
optimize the systems and the parameter settings. For example, in a visual commu-
nication system, an image quality measurement can assist in the optimal design of
the prefiltering and bit assignment algorithms at the encoder and of optimal recon-
struction, error concealment, and postfiltering algorithms at the decoder.
Therefore, researchers in image processing and computer vision have worked on this
subject, and various methods of IQA have been put forward.
Since in most cases, the end user of digital images is a human, the easiest and perhaps
the most accurate way of measuring the quality of images is to have human annotators to
grade the image. Thus subjective measurements appears. The most widely used subjective
measurement is MOS (Mean Opinion Score). MOS is represented by a single rational
number, usually from 1 to 5, where 1 stands for the lowest quality and 5 stands for the
highest quality. The commonly used ACR (Absolute Category Rating) quality test method
defines the score as Table 2.1 shows.
Usually, each test image is evaluated by multiple human annotators and the final MOS
7






where N is the number of human annotators and Rn is the rating given by the nth anno-
tator. Thanks to the common structure of human visual systems and the extraordinary
accuracy of it, MOS is a highly precise measurement of image quality and often works as
a standard one.
However, the defect of MOS is also obvious: Human annotator is inefficient and expen-
sive, which makes MOS powerless facing the millions of images that arise in the information
age. A faster and economic method is needed. Therefore, objective measurements are in-
vented.
The mean idea of objective measurements is to simulate human visual system using a
series of algorithms, thus IQA can be done automatically by computers instead of human.
A common classification of objective measurements is based on the access of an original
image. An original image is a sample image which is considered as perfect quality. Fig. 2.2
shows an example, (a) is the original image and (b), (c) and (d) are distorted version of it.
Objective measurements are classified into 3 categories [14]:
1. Full-Reference (FR) IQA, or image similarity/fidelity measurement considers the
original image as fully accessible. Distortions can be determined by comparing the
original image and distorted images. FR-IQA methods are often used as a bench-
mark algorithm that tests whether an image compression or enhancement procedure
maintain the quality of original image. However, in quality control systems, espe-
cially in industrial environment, a perfect original image does not exist, which makes
FR-IQA limited in usage.
2. Reduced-Reference (RR) IQA is more like an extension of FR-IQA. RR algorithms
are based on some certain features extracted from the original image. As shown in
Fig. 2.3, a RR-IQA system transforms extracted features separately with original
image and uses the features to evaluate the quality of received image. Transforming
only the features saves bandwidth, thus RR-IQA works well on transmission quality
assessment where a FR-IQA cannot afford. However, RR-IQA is still limited by the
prerequisite that there exists an original image.
3. No-Reference (NR) IQA is designed for such tasks without access to original image.
NR-IQA only relies on the inner features of a distorted image, like a human end user
8
Figure 2.2: Perhaps the most famous reference image: Lenna
does. However, it is proved to be a very challenge task since the procedure taken by
human brain is still a mystery to scientists.
The simplest subjective measurement is MSE (Mean Square Error), which is a FR-
IQA which still being widely used in today’s quality assessment systems owing to its low






(xi − yi)2, (2.2)
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Figure 2.3: A typical diagram of RR-IQA system.
where x is an original image which treated as perfect quality and y is its distorted version.
xi and yi stand for the ith pixel in the image and N is the total number of pixels.
The defect of MSE is obvious: it concerns no spatial factor. MSE is also known as
noise power, only keeps track of the intensity of noise. In fact, the spatial distribution
and pattern of noise matters a lot. An example given by [14] is shown in Fig. 2.4. Two
different noise signals are added to the same original image. One has the same values on all
pixels, the other one has random positive or negative value with the same absolute value.
The distorted images (b) and (c) get the same MSE since the absolute error intensity are
the same, but have an obvious difference in perceptual quality.
Modern state-of-the-art subjective measurements have much more sophisticated struc-
ture. As shown in Fig. 2.5, a variety of preprocessing and channel decomposition method
are applied to the image. The decomposed channels are evaluated separately and summed









where el,k is the normalized error of the k-th coefficient in the l-th channel, and β is a
constant exponent typically chosen to lie between 1 and 4.
Plenty of efforts have been made into improving the error weighting and error masking of
different channels. However, these state-of-the-art models still suffer from some common
defects inherited from MSE because they were built upon following assumptions which
might not be true[16]:
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Figure 2.4: Two images with the same MSE may have very different quality.
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Figure 2.5: Structure of common state-of-the-art IQA system.
1. In each channel, after weighting and masking, the interaction between different co-
efficients is small enough to ignore;
2. The interaction between channels is small enough to ignore;
3. The perceived image quality is determined in the early vision system. Higher level
processes, such as feature extraction, pattern matching and cognitive understanding
happening in the human brain, are less effective;
4. Active visual processes, such as the change of fixation points and the adaptive ad-
justment of spatial resolution because of attention, are less effective.
The suspicion on such assumptions leads to the invention of structure based image
quality measurement. Among structure based IQA, convolution neural network is one of
the most ingenious and promising method which recently achieves convincing results.
2.1.2 Neural Networks
An Artificial Neural Network (ANN) is not a brand new idea. It was firstly introduced by
Warren McCulloch and Walter Pitts [17] in 1943 as a computational model of ”nerve net”
in human brain. After that, the concept and architecture of neural networks are further
developed by follow-up researchers. For a long time, neural networks were constrained by
the performance of hardware. Not until recent decades, the advancement in GPU design
and brain science lead to a boom in the development of neural networks.
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Figure 2.6: The basic structure of a Neural Network: neurons form multiple layers and the
neurons in each layer are connected to the neurons in the next layer.
A common modern neural networks consist of a large number of nodes called neurons.
Each neuron does a simple calculation, usually y = Wx+ b, where W is called Weight and
b is called Bias. The neurons form multiple layers and the result value y of each neuron is
then passed to the neurons in the next layer. The first layer is called input layer as shown
in Fig. 2.6. As its name implies, it takes features from outside the network as input. The
last layer is output layer and its output value is the prediction given by the neural network.
2.1.3 Training of Neural Networks
At the beginning, Weight Metric and Bias Metric contain random values (or pre-trained
value obtained from other benchmark data). To adjust those parameters to fit into a
particular task, a training of the neural networks is needed.
The most common and popular method of training neural network is back-propagation
(BP) [18]. The goal of back-propagation is to compute the partial derivative, or gradient,
∂E/∂w of a loss function E with respect to any weight w in the network. The loss function
E calculates the difference between prediction of neural network and its expected output,















|f(xi)− yi)| , (2.5)
where f(x) is the equivalent function of the whole neural network. Equation 2.4 is called
L2 loss while equation 2.5 is called L1 loss. In practice, L2 loss is the most popular
one because it is more sensitive to examples that far away from expected output. Thus
the trained neural network is hopefully more general. On the other hand, L1 loss is not
that sensitive to a minority of output that far from the expectation and takes care of the
average error of the majority. It is especially useful when training data is not very carefully
collected and may contain incorrect samples.
Thus the progress of training by BP can be presented as:
1. Put one/a batch of training data through the neural network;
2. Calculate the loss between output and ground truth;
3. Go backward the network and calculate the partial derivative, or gradient, ∂E/∂w
of loss function E with respect to each weight w in the network;
4. Update the weights in the network according to loss, gradient and learning rate (LR);
5. Repeat step 1 to 4 until training ends, usually when a certain number of cycles set
by researcher is reached or the loss value is smaller than a threshold;
This method is called ”back-propagation” partly because the partial derivative is cal-











where E is the loss function, wij is the weight from neuron i to neuron j, oj is the output
of neuron j, netj is the weighted sum of outputs to neuron j from the previous layer.
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We can calculate them one by one from the output layer to input layer and use the result
in later layers for calculating the former layers. Therefore, calculating partial derivative is
actually quite cheap when doing backward.
A neural network with multiple layer structure has proved its power on image recogni-
tion [19]. However, it suffers from ”the curse of dimensionality” heavily. It means that the
number of parameters in the network goes up quickly when the dimension (resolution) of
input image increases. Early neural networks work on low resolution images such as 20×20
and 32 × 32. Early benchmark datasets, MNIST [20] and CIFAR10 [21] for instance, are
also collections of small images with 20 × 20 and 32 × 32 pixels. At that time, neural
networks can take care of those images with hundreds or thousands of parameters. When
the size of target image rise to around 200 × 200, an input layer with 40000 neurons is
needed. Assuming the first hidden layer is fully connected and has the same number of
neurons as the input layer, which is quite common in practice, at least 40000× 40000 in-
dividual parameters is needed in just 2 layers. The mass of parameters not only consumes
computing resources, but also causes serious overfitting problems.
Overfitting means that a statistical model tries to describe each training sample rather
than to find out regular patterns among the sample collection. Fig. 2.7 shows a simple case
of overfitting. The regression function tends to ”remember” the distinguishing features of
each sample individually but fails to figure out the trend of all samples. Although it passes
every sample point and has 0 loss, it is not generalizable to unseen data. Even a linear
function has more prediction power than it.
Overfitting usually happens when neural network has too many parameters compared
to the number of training samples, which enables the network easily remembering all
samples. To limit the number of parameters in neural network, researchers find a way to
reuse parameters in different parts of the image, which is a Convolutional Neural Network
(CNN).
2.1.4 Convolutional Neural Networks
A CNN is one type of neural network that specially designed for image recognizing. The
architecture of CNN comes from the organization of animal visual cortex. Fig. 2.8 shows
the basic structure of a convolutional neural network. Xi,j represents the pixels in the
input image. A is the kernel of the first convolutional layer and is repeatedly used on each
block of four pixels. The neurons on the second layer then takes the outputs of the first
layer as their inputs and use the same kernel B. Fig. 2.9 shows the mapping between 2
layers. One blocked in the front layer, which is a m×n× d1 tensor (m = n in most cases),
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Figure 2.7: The polynomial function overfit the training samples. It ”remembers” each
sample instead of learns the general relationship [2].
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Figure 2.8: CNN reduces the number of parameters needed in high resolution images by
sharing the kernel on each layer [3].
is multiplied by a m × n × d1 × d2 kernel and mapped to a 1 × 1 × d2 block in the next
layer. The m × n × d1 block in the front layer is called receptive field, which means all
neurons in such block is connected to one neuron in the next layer, and their information
is gathered together by a neuron in next layer.
CNN is proved to be very efficient in pattern recognition and other image classification
tasks. Its superior performance comes from some particular features. The most important
feature is perhaps its spatial invariant. Since the same kernel is used repeatedly in the
whole input space, it can detect its corresponding pattern no matter where the pattern
shows up. This feature significantly reduces the number of patterns the network needs to
learn.
Another important feature is its ability of abstracting and concentrating information.
In Fig. 2.8, each neuron A (instance of kernel) on first layer accesses information from 4
pixels. On the second layer, each neuron B connect to 4 neurons in the first layer, which
means it can access information gathered from 9 pixels in the input image. As the network
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Figure 2.9: Kernel is an operator that maps m × n × d1 block in previous layer to an
1× 1× d2 block in next layer [4].
goes deeper, the neurons in later layers get access to larger area of the input image. At
last, at the final layer, the network gets an overall abstract sense of the input image. All of
these concentration and abstract procedure are learned automatically by back-propagation.
It is still a mystery to researches that how those things exactly happen because the mid
product of hidden layers are really difficult to understand by human beings.
ReLU Layers
ReLU layers usually stand between 2 convolutional layers. ReLU stands for Rectified
Linear Units. ReLU layer applies the non-saturating activation function to the outputs of
convolutional layers:
f(x) = max(0, x). (2.7)
ReLU layers are very simple but they efficiently add nonlinear properties to the decision
making function of the overall network as well as the sigmoid function:
f(x) = 1/(1 + e−x), (2.8)
and the hyperbolic tangent function:
f(x) = tanh(x). (2.9)
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Figure 2.10: Common nonlinear functions used in CNN: ReLU, Sigmoid and hyperbolic
tangent.
Fig. 2.10 shows the response of 3 methods. The 3 methods share the same idea of
inhibiting negative outputs and amplifying/keeping positive outputs of the early layers,
which is a simulation of how human brain cells work. Hyperbolic tangent function and
sigmoid function are widely used in old models but ReLU function becomes more prefer-
able recently because it is proved to be much computational cheaper without making any
significant differences in accuracy [22].
Pooling Layers
”Pooling” is a nonlinear down-sampling method widely used in CNNs. Fig. 2.11 shows a
common max pooling layer with a 2×2 filter size and a stride of 2. The filter move through
the entries with a certain stride, pooling layer maps each block in former layer to a single
value. Pooling layer concentrates the information in former layer and provides the later
layers a larger ”vision” in the original image. Also, pooling helps reducing the number of
parameters in the network and hence has an effect of overfit control. The most popular
pooling methods are max pooling and min pooling, where the filter takes the max or min
value in each block as the output. Average pooling, which uses the average of all values in
the block as output is also commonly used in old days. However, it has given its place to
max pooling since the later one is proved to work better in practice [23].
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Figure 2.11: A max pooling layer with a 2× 2 filter size and a stride of 2 [5].
2.2 Related Works
Kang et al. [6] applied CNN to NR-IQA. In their work, a CNN consisting of 1 convolutional
layer, 1 feature pooling layer and 2 fully connected layers is trained to act as a general
regression model, as shown in Fig. 2.12. The convolutional layer is used as the feature
learner and the fully connected layers are used to learn the regression from features to
quality score. The targeted large image is cropped into non-overlapped 32×32 sub-regions
called patches and each patch goes through the model individually. During training, every
patch is labeled by the score of image it comes from and the loss is defined as the MAE
between predicted scores and truth scores. On contrary, during testing the average score
of all patches from the same image is considered as the score of the image.
LIVE dataset release 2 and TID-2008 dataset are chosen as training and testing data.
The network is tested on 5 kinds of distortions: JP2k compression (JP2K), JPEG com-
pression (JPEG), White Gaussian (WN), Gaussian blur and fast fading (FF). The model
gets a convincing correlation coefficient between the predicted quality score and the truth
quality score. It is worth noting that all 5 kinds of distortions are global distortion that
applied equally on every patch. This feature makes it possible to use the quality score of
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Figure 2.12: CNNIQ Network Architecture [6].
whole image as the score of every single patch during training.
Based on Kang’s work, Li Jie, et al [24] approached to improve the performance by
introducing an individual weighting score to each patch instead of using a simple averaging.
They suggest that human visual system has the property of being more sensitive to contour
and edge information in the image and thus the patches with such features should be given
more weights. As shown in Fig. 2.13, Prewitt operator combined with a Graph-based image
segmentation algorithm is used to determine the weight of each patch. These patch weights
are applied to patch scores by a weighted average at the output layer of the network. In
this way their network achieves a better overall score than Kang’s design on the same
distortions.
Also inspired by Kang’s work, Li Yuming, et al [25] proposed to improve the perfor-
mance by building a deeper CNN. Since Kang’s CNN only contains one convolution layer,
it cannot take the whole large image as a single input and has to divide it into small
sub-regions called patches. This brings inaccuracy to the label of each patch since they all
use the same score from the original image. Although the distortions are global, patches
are not affected in the exactly same degree. By using a deeper CNN with 4 convolution
layers, their DCNN network takes the whole original image as the input. They test DCNN
on LIVE dataset and DCNN also achieves a competitive result against state-of-the-art
traditional algorithms. However, DCNN did not beat Kang’s CNN on overall correlation
score. The tradeoff in computing time due to a much larger network structure seems not
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Figure 2.13: Based on CNNIQ network, Li’s network applies Prewitt operator and Graph-






In this chapter we explain how we setup the experiments in detail. The sections are
arranged in the order of experiment procedure.
Section 3.1 introduces the selection of experiment datasets and corresponding computer
vision systems. Since our goal is to build a general image quality assessment model for
both human and computer vision system, we also need benchmark dataset for both. For
human vision system, we use LIVE-R2 and TID-2008, which are common benchmark
datasets widely used in IQA experiments, including Kang’s work [6]. By using the same
benchmark datasets we can get a better comparison between our work and the existing
ones. For experiment on computer vision systems, we cooperate with Miovision Technology
Inc. and use their DAC (Decoupled Active Contour) detector as our test system. We use
the Miovision Dataset, which is the benchmark input dataset for DAC, as our benchmark
dataset for computer vision system.
Section 3.2 explains how we define image quality for a computer vision system. The
benchmark quality scores commonly used in IQA experiments are usually based on the
feeling of human reviewers, we cannot directly use them on computer vision system since
they are not necessarily correlated to the performance of computer vision system (e.g. the
detect accuracy of DAC detector in our case).
To make the benchmark images suitable for model training, certain pre-processing are
needed, which are introduced in Section 3.3.
The design of models is described in Section 3.4. To evaluate the performance of CNN
on IQA for computer vision system, we built 2 models for our experiment. The first
model, DAQ1 is based on Kang’s work [6] and Li Jie’s improvement [24]. Kang’s CNNIQ
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network already achieves an excellent score on its test datasets but still has an issue of
simple averaging the scores of all patches. Li’s work introduces a series of state-of-the-
art method to determine the weight of each patch and outperformed the original CNNIQ
network. We also propose to enable this feature on DAQ1 model. However, the state-
of-the-art method of Li cannot be applied to IQA for computer vision systems since it is
fixed. Therefore, instead of using state-of-the-art method, we built another neural network
parallel to CNNIQ as our patch weight learner. Two networks are trained alternatively in
our experiment. Another model, DAQ2, is inspired by Li Yuming’s work [25]. We propose
to test the performance of a deeper neural network using DAQ2.
Finally, Section 3.5 shows the implementation of models and Section 3.6 shows the
training methods.
3.1 Data Selection
To evaluate the performance of models on measuring image quality for human visual sys-
tem, LIVE dataset release 2 and TID-2008 dataset, both widely used in IQA experiments,
are selected as benchmark dataset.
To evaluate the performance on measuring image quality for computer vision system,
we use Miovision dataset as benchmark dataset and DAC model as the test computer
vision system.
1. LIVE R2: Live R2 [26, 8], is composed of 844 degraded images derived from 29
reference images. The degraded images are generated by distorting each reference
image with 5 types of distortions: JP2k compression (JP2K), JPEG compression
(JPEG), White Gaussian (WN), Gaussian blur, fast fading (FF), where for each
distortion type, the reference image is degraded with 7 to 8 degrees of degradation.
Every one of the distorted images is annotated with Differential Mean Opinion Score
(DMOS) in a span of 0 to 100, where 100 is the lowest and 0 is the highest quality.
2. TID-2008: TID-2008 [1] comprises 1700 degraded images derived from 25 reference
images. The degraded images are generated by distorting each reference image with
17 types of distortions. All distorted image are annotated with Mean Opinion Score
(MOS) in a span of 0 to 10, where 0 is the lowest and 10 is the highest quality.
3. Miovision Data Set: Miovision data set contains photographs taken from real traffic
scene as well as the layout of vehicles annotated by human annotators. We picked
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Figure 3.1: Upper: Images in LIVE-R2 and TID-2008 datasets. Middle: Reference image
(left) compares to distorted images in LIVE-R2 and TID-2008 datasets. Lower: Images of
real road scene from Miovision Dataset.
5000 of them used as experiment images. Another computer vision detection system
called Decoupled Active Contour (DAC) is applied to experiment images and gen-
erates a set of probability map of where it detects a vehicle as Fig. 3.2 shows. The
quality of image is defined as the pixel level error between human annotation and
the predicted probability map.
Fig. 3.1 shows samples from benchmark datasets.
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Figure 3.2: The measurement of quality score: A raw image is processed by the vehicle
detector, DAC, and compared to annotated data to calculate quality score.
3.2 Quality Quantization
Images from LIVE-R2 dataset and TID2008 dataset are marked by objective score (MOS
and DMOS), which is a good quantization of human feeling. Thus, we use it directly in
the experiments related to human visual system.
As for computer vision system, there is no ready-made score in Miovision Data Set.
Thus, we propose several approaches to quantize the quality. The reason we care about
the quality of image is that it affects the information we could get from the image. In
other words, image quality is something that measures how our visual system react to the
image. In the same way, we can define the image quality for computer vision system as
how well the system work on such image.
Therefore, we measure the performance of DAC detector on every image and define
it as the quality of image. As shown in Fig. 3.2, every sample image goes through DAC
Detector (the computer vision system) and produces a probability map of where is the
vehicle and where is the background. Meanwhile, a human annotator views the image and
creates a true layout graph of the vehicles.
The probability maps output by DAC detector are 31× 31 black and white image that
represents the probability of each pixel belongs to a vehicle with a variance from 0 to 1.
The human annotations are white colored vehicle outline (with all pixels valued 1) under
complete black background (with all pixels valued 0), which have the same size as source
images, usually 720 × 480. To compare the probability map with human annotation, it
27
needs some pre-processing. Firstly, the probability map is resized to the size of human
annotation by bilinear interpolation[27, p.123]. Then the resized map is binarized to 0 and
1 with a threshold of 0.5. For each pixel xi in the resized map:
xi =
{
1, if xi >= 0.5,
0, if xi < 0.5.
(3.1)
After the pre-processing we get a resized map which has the same style with the anno-
tations. Then we measure the performance of DAC detector, which will later be used as
image quality score, in 2 different ways.
The simplest method is using the number of unmatched pixels as the quality score. In




|xi − yi| (3.2)
where Q is the quality score of source image we defined, N is the total number of pixels,
xi is the value of ith pixel in human annotation and yi is the value of corresponding pixel
in the resized probability map.
In this way, the range of score fluctuates depending on the size of image. Therefore,
computing the average error rate of pixels would be a better quantization that ranged from
0 to 1, where lower is better. A drawback of these methods is that images with more area
occupied by vehicles are more likely to have more unmatched pixels. The reason is that
the layouts of vehicles drawn by human annotators are not exactly the true layouts and
more vehicles always lead to more misclassified pixels.
Another method is to treat the detection as a binary classification that each pixel is
either belongs to vehicles or background. Then the quality score can be generated by
statistical analysis methods such as F1 score (the harmonic mean of precision and recall)
and MCC (Matthews correlation coefficient) score [28]:
Q =
TP × TN − FP × FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
, (3.3)
where TP, TN, FP, FN stand for true positive, true negative, false positive and false neg-
ative, respectively. In our case, we define pixels with value 1, which represent vehicle, as
positive and pixels with value 0, which represent background, as negative.
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Figure 3.3: The distribution of MCC score on all images in Miovision Dataset, most images
are of good quality.
These methods get rid of the correlation between area of vehicle and quality score.
However, they have a problem with images that contain no vehicle. In this case, there is
no positive sample and true positive rate is 0. Thus, the quality score is always 0 no matter
what the prediction is. Fig. 3.3 shows the distribution of the MCC scores of Miovision Data
Set. A lot of images are quantized to 0 score due to the problem, though most of them
only have a few unmatched pixels.
In experiments, we tried both straight comparison and statistical analysis to generate
quality score. The architecture of network also adjusted according to the score measuring
method.
3.3 Data Pre-Processing
Before being input to the models, images are pre-processed for better learning effects.
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3.3.1 Data Augmentation
To enlarge the experiment dataset and avoid overfit problem, data augmentation methods
are applied to input images during training.
• Rotation:
Input images are rotated randomly by 0, 90, 180, 270 degree. We only use these 4
kind of degrees to ensure the image keeping all information. Thus, it does not affect
the quality score of the image.
• Flipping:
Input images are random flipped horizontally or vertically. The scores remain the
same.
• Shifting and Scaling:
Shifting and Scaling are also common data augmentation methods. Both of them are
widely used in training image recognition CNNs. However, DAQ models are aimed
at IQA and applying them will affect the quality of images. Therefore, Shifting and
Scaling are not used in our experiments.
3.3.2 Local Normalization
Following the instructions in [6], local normalization is applied to all input images of DAQ1
model. DAQ2 model directly takes the raw image. In our experiments, local normalization








n=j−3(xmn − x̄ij) + 3
, (3.4)
where xij is an arbitrary pixel in raw image and yij is its normalized value. The constant
+3 in the denominator is just a small constant to make the denominator not 0. x̄ij is the
arithmetic mean of all pixels inside the 7 × 7 window and N = 49 is the total number of









Figure 3.4: DAC detector output is resized and binded to the source image. The combi-
nation is then used as the input of our model.
3.3.3 Data Combination
To provide additional information for learning computer vision system’s behavior (DAC
detector’s behavior in our case), source images are binded with the corresponding output
of DAC detector before used as the input of DAQ1 and DAQ2 model. This method is
only applied to the experiments on computer vision system since the output of human
visual system is not accessible. This makes the models used in computer vision system
IQA experiments slightly different from the models used in human visual IQA experiments.
The first layer of CNNs has one more channel in depth for the output of DAC detector
while all other layers remain the same.
As shown in Fig. 3.4, the output of DAC detector is a 31× 31 probability map which
shows the probability of each pixel being part of a vehicle. The output image is first resized
to the size of source image and then overlapped with the source image as an additional
channel.
3.4 Model Architecture
In the experiments we designed 2 different CNN. The first model is a very shallow network
with only 1 convolution layer. It takes small sub-regions cropped from original images as
input and uses average pixel error rate as the quality score. Its small size saves computing
resources and enables fast running speed. These advantages make it suitable to work as an
adjunct part of other computer vision systems for detecting bad inputs. The second model
is a deeper network with 3 convolution layers. Its deeper structure allows it to take the
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whole image as the input. This enables it to use statistical analysis as the score measuring
method.
3.4.1 DAQ1 Model
Motivated by Kang’s [6] CNNIQ network and Li’s patch weight design [24], DAQ1 uses a
novel neural network to perform an importance sampling over a large number of patches to
learn the patch weight based internal statistics. Under certain conditions, human see two
patches differently while the current neural networks give the same score to both patches
because they have the same content. Kang’s [6] deep network can be more effective if the
weights of patches could be given according to their importance rather than taking the
average. Therefore, in Li’s work they suggest that human visual system is more sensitive
to contour and edge information thus they use Prewitt operator to determine the weight
of each patch.
However, human vision is a complex system with a variety of habits that affect the
sensitivity to an image. The sub-regions with certain contents might act as a more impor-
tant role than others: A sub-region with an object such as a face in it would draw more
attention than a random sub-region with random pattern. Also, patches with the same
content might have different importance in different images: A tree in the dessert is more
striking than a tree in the forest. These habits, apart from contours and edges, also affect
people’s feeling of the quality of an image. Under such conditions, Li’s weight generating
algorithm cannot cover enough features.
Furthermore, when applied to computer vision systems, the pattern related sensitivity
does not follow human habits. Every computer vision system has unique architecture and
parameters and in return has its own habits. Designing a weight generator for each of them
separately would be a hard and elaborate work. Therefore, we use another neural network
to learn the patch weights automatically during training.
The architecture of DAQ1 is described in Fig. 3.5. It consists of two sets of sub networks:
local patch score learner (CNNIQ [6]) and patch weight learner. Every input image, already
processed as Section 3.3 introduces, is cropped into a number of subregions called patches
(P1 · · ·Pn). Each patch goes through score learner and weight learner simultaneously and
gets its score Sn and weight Wn. At last the score of image is computed by the weight
average of all patches. In our experiments, the patch size is 32× 32.
The score learner follows the original set up of CNNIQ network in Fig. 2.9, which
consists of a convolutional layer, a max-pooling, a min-pooling, two fully connected layers
and three rectified linear units(ReLU). The convolutional layer uses a filter of size 7 × 7
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Figure 3.5: DAQ1 architecture. DAQ1 has two sub-networks: patch score learner CN-
NIQ [6] and patch weight learner.
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Figure 3.6: The architecture of Score Learner. *Input is 32× 32× 1 for human visual IQA
and 32× 32× 2 for computer vision IQA.
and stride of width one. The size of the two fully connected layers are: (100, 800) and
(800, 1).
The patch weight learner is a smaller network that uses two fully connected layers of
size (1024, 64) and (64, 1).
The complete progress can be described as follows: For each input image, it is firstly
cropped into n patches P1, P2...Pn of size 32× 32. Then each patch Pi goes through Score
Learner and Weight Learner in parallel.
The architecture of the Score Learner is shown in Fig. 3.6. The input patch Pi is
32 × 32 × 1 for human visual system and is 32 × 32 × 2 for computer vision system with
an addition channel for probability map information.
The first layer of Score Learner network, Conv1, is a common convolutional layer with




wmnp · xmnp + bk, (3.6)
where yijk is the output of neuron Nijk on Conv1 at position [i, j, k], Pijk is the receptive
field of Nijk, xmnp is the entry at position [m,n, p] in Pijk, wmnp is the weight value of
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kernel at position [m,n, p] and bk is the corresponding bias value of kth feature (or kth
layer of neurons in Conv1). The output of Conv1 has 24× 24× 50 entries.
A pooling layer is set after Conv1. It consists of a max pooling and a min pooling.
Unlike usual poolings with small filter size like 2 × 2 or 3 × 3, the max pooling takes a
single max value from a whole layer through width and height dimension and so does the
min pooling. Therefore both max pooling and min pooling have 50 entries.
zk = max({yijk}), k ∈ [0, 49], (3.7)
where z is the output of max pooling, i, j, k represent the position in width, height and
depth dimension. The min pooling works as well:
z′k = min({yijk}), k ∈ [0, 49]. (3.8)
After the pooling layer, there are 2 common fully connected layers, FC1 and FC2, each
has 800 entries. The max pooling and min pooling layers are joint together as a 100 entries
vector and fully connected to FC1. A ReLU function h(x) is applied to the input of FC1
and FC2 as the rectified linear unit to enable sparse activation:
h(x) = max(x, 0). (3.9)




wij · h(zj) + bi, (3.10)
where pi is the output of ith FC1 neuron, zj are the entries of the joint pooling layer, wij




wij · h(pj) + bi. (3.11)
Finally the output of Score Learner becomes:
Si =
∑
wjqj + bj, (3.12)
where Si is the score of ith patch and j is the serial number of FC2 outputs.
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The weight Learner is a simple fully connected layer with 64 neurons that takes the
32 × 32 patch as the input. Since there should be no correlation between the weight of




wjxj + bj, (3.13)
where Wi is the weight of ith patch and xj is the jth pixel value of the patch.
At last the patch weights are applied to patch scores and the image quality ŷ is computed






During training DAQ1 uses MAE between ground truth perceptual quality y and estimated
quality ŷ as loss value:
AE = |y − ŷ|, (3.15)
where y and ŷ are MOS or DMOS score depending on the image data set used.
However, this network structure does not fit the quality score generated by statistical
analysis such as F1 and MCC score, because they are not computed by a linear function
and are not additive. A weighted average cannot be applied to such scores.
3.4.2 DAQ2 Model
The basic idea of this model comes from Krizhevsky’s work [7], a small but efficient CNN
which is used for object recognizing and achieved high accuracy. Naturally, we think that
if a CNN could learn to recognize a car, it can learn to determine whether a car is well
detected.
The DAQ2 network consists of 3 convolutional layers and 3 fully connected layers
(including output layer) as shown in Fig. 3.7. Between every two convolutional layers,
there is a ReLU layer, a pooling layer and a normalization layer, shown as Fig. 3.8. The
pooling layer applies a max pooling with a filter size of 3×3 and has a stride of 2 in height
and width, a stride of 1 in depth.
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Figure 3.7: DAQ2 neural network. Using features from the 3 channel inputs (RGB), this
network is trained to predict an estimated glsMCC score. (In experiments for computer
vision IQA, input is 144 × 96 × 4. The additional channel is DAC detector output. See
3.3.3 for detail).




Local response normalization [22] is applied to the output of pooling layers. Local response








where aix,y is the output of kernel i at position (x, y) and N is the total number of kernels.
k, n, α, β are hyper-parameters that control the normalization. Local response normal-
ization creates a competition status between neighboring neurons. Neurons with greater
outputs inhibit neurons with smaller outputs in depth direction, which mimics the compe-
tition between brain cells of living creatures.
In the experiment, the parameters are set to k = 2, n = 5, α = 10−4, β = 0.75, following
the instruction of the successful CIFAR-10 recognizing network [22].
3.5 Implementation of Models
Both DAQ1 and DAQ2 models are implemented using Tensorflow 1.0 framework [29]. A
variety of frameworks have been developed for building machine learning models nowadays,
including the most popular ones: Caffe [30], Theano [31], CNTK [32], Torch [33] and
Tensorflow. Tensorflow is an open source framework presented by Google in 2015. It is
a relatively new framework when we start our experiment. Compared to the early built
models like Caffe, which is the first and most widely used industry-grade deep learning tool
kit, Tensorflow have many advantages that make the design of new model much easier.
In Caffe, the smallest building block of networks is a layer. To build a new network, one
has to define every unique layer inside the network including its full forward, backward, and
gradient update methods, then add all layers to a separate proto file to form the network.
This layer-wise design reduces the flexibility of framework when building new models.
Tensorflow builds networks based on computational graphs instead. A computational graph
is a symbolic graph of vector operations. Fig. 3.9 shows very simple computational graph
which does some linear computation: Output = W (x + y) + b. This computational graph




Figure 3.9: A simple computational graph of linear calculation.
z = x + y
W = tf.Variable([1], tf.float32)
b = tf.Variable([1], tf.float32)
Output = W * z + b
By simply changing the operation in each node here to matrix operations, a computa-
tional graph can represent a neural network with multiple layers. In this way, we can build
a new network easily in Tensorflow. Newer frameworks like Theano and Torch also make
use of symbolic graph while programming a network. However, Torch only provides Lua in-
terface and Theano only provides python interface while Tensorflow supports both Python
and C++. Therefore, Tensorflow is better for doing experiment in a script language as
well as making further performance optimization in C++.
Considering the fact that our experiment would be performed on GPU, we only care
about the performances of the frameworks on GPU. Since most deep learning frameworks
including those we mentioned make use of NVIDIA CUDA Deep Neural Network library
(CuDNN) [34], and call CuDNN for real computation, they get similar performance on
GPU. Therefore, with advantages in other aspects, we pick Tensorflow as our framework
used in the experiments.
The models are constructed as code in Appendix A and B.
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Figure 3.10: DAQ2 uses a train-freeze alternating training method between patch score
learner and patch weight learner.
3.6 Model Training
3.6.1 Training of DAQ1
As Fig. 3.10 shows, DAQ1 uses an alternating optimization technique.
1. A CNNIQ network is pre-trained without a weight learner and used as the Patch
Score Learner.
2. The parameters of Patch Score Learner are frozen and the Weight Learner is trained
based on the prediction of Patch Score Learner.
3. The parameters of Weight Learner are frozen and the Patch Score Learner is trained
with weighted average.
4. Repeat (2) and (3) until a minimum loss value or the maximum number of iteration
is reached.
In the experiment, both models are implemented using TensorFlow framework. Both
CNNIQ network and weight learner were trained by gradient decent optimizer with a
learning rate of 10−4. CNNIQ was firstly pre-trained by 200000 steps and then each
network was trained by 1000 steps in turn for 20 times each. During the pre-training of
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CNNIQ network, input patches were chosen randomly from all images in training set and
each labeled by the score of corresponding image. During the alternating training, all
patches used in one training step are chosen non-overlapped from the same image for the
network to compute the weighted average.
3.6.2 Training of DAQ2
The training of DAQ2 is simpler. All images are resized to 144 × 96 and input to the





The performances of the proposed models are evaluated in two experimental set-ups. We
first evaluate the effectiveness of DAQ models by evaluating the image quality blindly using
two standard data-sets: LIVE-R2 and TID-2008. Second, the performance of DAQ models
for computer vision based object detector is evaluated in production environment using
Miovision’s datasets.
The quantitative performance of DAQ models is evaluated using two metrics: 1) linear
correlation coefficient (LCC); 2) Spearman’s rank-order correlation coefficient (SROCC).
Both LCC and SROCC are widely used performance evaluation matrices in IQA field,
therefore we chose them for a better comparison with former works. For a fair evaluation,
we have followed the evaluation criteria in reference [6], where LIVE-R2 data set is split into
training (60%), validation (20%) and testing (20%) sets. The performance of DAQ models
is compared against three NR-IQA methods (CNNIQ [6], CORNIA [35], BRISQUE [36])
and two FR-IQA methods (SSIM and PSNR).
4.1 Predicting Human Visual System
4.1.1 Performance on LIVE-R2
The performance of DAQ models compared to two reference based and three non-reference-
based methods is demonstrated in Fig. 4.1 and 4.2. DAQ1 outperforms all other compared
methods both in LCC and SROCC metrics. It achieves an overall LCC score of 0.955 and
SROCC score of 0.961 while the highest scores achieved by existing models are 0.953 and
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Figure 4.1: LCC of DAQ1 and DAQ2 compared to CNNIQ, CORNIA, BRISQUE, SSIM
and PSNR for LIVE R2. DAQ outperforms all other methods. X-axis Labels: JPEG2000
(JP2K), JPEG, White Noise (WN), Gaussian Blur (GBLUR), Fast Fading (FF), Overall
performance (ALL).
Figure 4.2: SROCC of DAQ1 and DAQ2 compared to CNNIQ, CORNIA, BRISQUE,
SSIM and PSNR for LIVE R2. DAQ1 outperforms all other methods. DAQ2 also achieves a
competitive score. X-axis Labels: JPEG2000 (JP2K), JPEG, White Noise (WN), Gaussian
Blur (GBLUR), Fast Fading (FF), Overall performance (ALL).
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Table 4.1: LCC of DAQ1, DAQ2 and other comparison methods on LIVE-R2 dataset
category DAQ1 DAQ2 CNNIQ CORNIA BRISQUE SSIM PSNR
JP2K 0.956 0.965 0.953 0.951 0.922 0.921 0.873
JPEG 0.982 0.956 0.981 0.965 0.973 0.955 0.876
WN 0.985 0.980 0.984 0.987 0.985 0.982 0.926
GBLUR 0.953 0.983 0.953 0.968 0.951 0.893 0.779
FF 0.936 0.957 0.933 0.917 0.903 0.939 0.870
ALL 0.955 0.958 0.953 0.935 0.942 0.906 0.856
Table 4.2: SROCC of DAQ1, DAQ2 and other comparison methods on LIVE-R2 dataset
category DAQ1 DAQ2 CNNIQ CORNIA BRISQUE SSIM PSNR
JP2K 0.958 0.964 0.952 0.943 0.914 0.939 0.870
JPEG 0.977 0.935 0.977 0.955 0.965 0.946 0.885
WN 0.980 0.988 0.978 0.976 0.979 0.964 0.942
GBLUR 0.956 0.941 0.962 0.969 0.951 0.907 0.763
FF 0.945 0.945 0.908 0.906 0.877 0.941 0.874
ALL 0.961 0.950 0.956 0.942 0.940 0.913 0.866
0.956 respectively. DAQ2 also achieves a great LCC scores of 0.958. It achieves a SROCC
score of 0.950, which is not as good as DAQ1 but still enough competitive. The detailed
results are given in Tables 4.1 and 4.2. The differences between scores are very small
since existing state-of-the-art models already achieved a very high score on both LCC and
SROCC. The comparison here is only to show that DAQ models are competitive enough
on doing human vision system IQA while being capable of doing computer vision system
IQA.
4.1.2 Cross Data Validation on TID-2008
The generalization performance of DAQ1 is validated using the TID2008 image set while
the model is trained using the LIVE-R2 dataset. TID-2008 has 17 different types of
distortions, whereas, LIVE-R2 has only 5 types of distortions and 4 of them are shared
by TID-2008 dataset; Therefore, we choose only the 4 shared distortions from TID2008
dataset. The performance of DAQ models in terms of LCC and SROCC compared to
three other, namely, CORNIA, BRISQUE and CNNIQ is shown in Table. 4.3. DAQ1
outperforms the three state-of-the-art methods in cross data set evaluation, which shows
strong generalization capability of DAQ1. DAQ2 also performs well on TID-2008 dataset.
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Table 4.3: LCC and SROCC on TID2008 [1] dataset
DAQ1 DAQ2 CORNIA BRISQUE CNNIQ
LCC 0.913 0.887 0.880 0.892 0.903
SROCC 0.936 0.890 0.890 0.882 0.920
4.1.3 Weight Learner Evaluation
To evaluate the performance of weight learner, we visualized its output on some LIVE
benchmark images as shown in Fig. 4.3. The 32 × 32 patches are generated by a stride
of 8, overlapping each other. The intensity of each pixel are calculated as the sum of
overlapped weights predicted by weight learner, brighter pixels indicate the area is given
more weight on average. The visualized weights are shown right to the original image. We
can tell from Fig. 4.3 that the Weight Learner has learned to give more weight to areas
containing certain edges, which draws more attention from human vision.
4.2 Predicting Computer Vision System
To evaluate the effectiveness of the two DAQ models in evaluating the performance of
computer vision algorithms, we choose one of Miovision’s object detectors called Decou-
pled Active Contour (DAC). DAC was run on 5000 frames of Miovision data set and a
probability map was generated for each image. Those probability maps were compared
to the vehicle layout annotated by human and the pixel level error was recorded as the
quality score. Finally, as shown in Fig. 3.2, these recorded quality score were used as the
ground truth image quality for training DAQ. DAQ was trained on 3000 frames, validated
and tested on 1000 frames. The test performance is shown in Fig. 4.4. DAQ1 achieves
LCC and SROCC score of 0.80 and 0.82 respectively. DAQ2 achieves a much better score
of 0.89 (LCC) and 0.90 (SROCC).
Fig. 4.4 shows the experiment result of DAQ1. It is not a perfect result but still shows
some predicting power on the failure detection. The score lower than DAQ1 achieved in
former experiments may be caused by the different definition of ”quality”. The quality
of benchmark images is based on the level of several kinds of global distortions while the
quality of DAC model signal is based on the performance of DAC model. Therefore the
former quality is mainly decided by local pattern while the later quality may be affected
by color, shape and contrast in a much wider area, which can not be easily handled by a
small network like DAQ1.
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Figure 4.3: Examples of images of various distortion types and the predicted important
regions. Predicted weights are shown right to the related image.
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Figure 4.4: True pixel error rate versus predicted error rate of a 1000 sample test data set
of DAQ1. The ground truth and predicted pixel error rate have LCC of 0.80 and SROCC
of 0.82 (the diagonal line is the theoretical perfect result).
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Figure 4.5: True pixel error rate versus predicted error rate of a 1000 sample test data set
of DAQ2. The ground truth and predicted pixel error rate have LCC of 0.89 and SROCC
of 0.90 (the diagonal line is the theoretical perfect result).
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One thing worth mentioning is that the weight learner didn’t improve the performance
of the pre-trained CNNIQ network during the experiment and was finally trained to produce
the same result of the pre-trained CNNIQ network by learning a uniform weight for all
patches. This uniform weight for all patches might be caused by the assumption that the
DAC detector has a similar way of thinking as human annotators, which affected more by
certain patterns but less by others. On the contrary, the DAC detector might pay same
attention to all patches thus they have equivalent weights. However, it is also possible that
the current weight learner is too small to catch the features of a computer vision system.
Fig. 4.5 shows the experiment result of DAQ2. It achieves much better results than
DAQ1. One possible reason is that DAQ2 is a deeper and larger network than DAQ1, and
thus it can handle the complex behavior of DAC detector. Also, the better performance
may be achieved by the use of glsMCC score rather than average pixel error rate. Perhaps
glsMCC score reflects the true quality of image better and brings less confusion to the
learning.
Another problem revealed in the experiment is the imbalance of data set. As we can tell
from Fig. 3.3, DAC detector works very well on most input images and hence the quality
score given to the images are usually quite high. This lead to a lack of bad samples during
both training and testing, and thus the models may not act as well as they do on human
visual systems.
4.2.1 Feature Learning Evaluation
In the experiments, we combined information from source images with information from
computer vision system output. It achieves great effect in increasing performance of the
models. In early stage experiments of computer vision system IQA, models are trained
using source image only, without combining DAC detector outputs, just like what we do
in human IQA experiments. In that way, DAQ1 achieves a LCC of around 0.7 and DAQ2
achieves a LCC of around 0.8. With the data combination, DAQ1 achieves a LCC of around
0.8 and DAQ2 achieves a LCC of around 0.9. The data combination brings a significant
increase of about 0.1 in LCC. However, we have to make sure this improvement is based
on meaningful features learned instead of end up with some worthless regression function
as simple as giving images with more vehicles higher score. Since DAC detector usually
works very well and we get a biased dataset with much more high scores than low scores,
such problem could happen.
Although understanding what the whole CNN learns has never been easy, we could find
clues to our question by simply examining the features learned by the first convolutional
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Figure 4.6: 64 features learned from DAC outputs by Conv1 of DAQ2 model.
layer of CNN, which is usually intuitive enough. Following the instructions given by [6]
and [37], we visualize the 64 filters learned by the first convolutional layer of DAQ2 model
by displaying their weights as images. We choose DAQ2 model instead of DAQ1 model
as an example because it takes raw image as input rather than a normalized one, which
makes the features closer to human sense. Each filter of Conv1 layer is a 5× 5× 4 tensor
where the first 3 channels in depth are learned from source images and the 4th channel
is learned from DAC detector outputs. Fig.4.6 shows the features learned from DAC
detector outputs. Each pattern represents the weights in one of 64 filters Conv1 learned
during training, where white is positive value and black is negative value. Fig. 4.7 shows
the features learned from source images in the same way. These filters are originally in R,
G, B channels and converted to black and white for a better comparison with Fig. 4.6. In
this way, every filter is divided into 2 parts: feature learned from DAC outputs and feature
learned from source images. In Fig. 4.7 and Fig. 4.6, features at the same position belong
to the same filter.
The features learned by DAQ2 are mainly noisy patterns, very similar to those learned
by Kang’s network [6], which proves result of training to some extent. In addition, by
comparing the features learned from source images and from DAC outputs we observe that
in multiple cases features from the same filter are complementary to each other. Fig. 4.8
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Figure 4.7: 64 features learned from source images by Conv1 of DAQ2 model.
shows some of them. The complementary characteristic appears in both simple features
like those at (1, 2) and complex features such those at (2, 0). Each pair of those features
makes up a filter that detects the appearance of contrary pattern in source image and
DAC output. Intuitively, we may think of these filters as a similar decision making process
as we human do when evaluating a detector output by comparing it to the source image
and finding the differences. This proves the effectiveness of providing DAC outputs as
additional input from another aspect.
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Figure 4.8: Certain filters learned from source image and DAC outputs are complementary
to each other. This characteristic even appears in complex features like the one at (2, 0).
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Chapter 5
Conclusion and Future Work
This thesis has proposed novel IQA models based on convolutional neural networks. Firstly,
the existing works in the IQA field and the development of convolutional neural networks
have been reviewed. Then, the inherent challenges of IQA have been discussed, and the
differences of IQA for human viewers and computer vision systems have been highlighted.
To build a multipurpose IQA model for both human viewers and computer version systems,
two models have been developed by implementing the conventional neural networks, which
has been shown to outperform the state-of-the-art IQA methods in existing literature.
The first model, DAQ1, has been built upon CNNIQ network, which has been proved to
have great performance on IQA. In the DAQ1 model, CNNIQ network has been combined
with an additional weight learner network that works in parallel, and the weighted average
has been applied to all patches. Furthermore, a novel alternative training method has been
implemented in the experiment. In this way, DAQ1 has outperformed original CNNIQ
network and other state-of-the-art methods. Specifically, DAQ1 can achieve both LCC
and SROCC score around 0.8 in computer vision system IQA experiments, which reveals
the potential of CNNs in computer vision system IQA.
DAQ2 model has employed a general CNN architecture with more layers and larger
perception field compared to DAQ1. DAQ2 has also achieved great correlation coefficient
on human IQA and a more competitive score (around 0.9 in LCC and SROCC) in computer
vision system IQA.
For human IQA, both models have been evaluated according to LIVE-R2 and TID-2008
datasets. 100 instances of each model have been trained individually on LIVE-R2 dataset.
For the training of each instance, LIVE-R2 dataset has been randomly divided into 60%
training data, 20% evaluation data and 20% testing data. Every instance has been tested
53
using the corresponding testing data as well as data with same distortion types in TID-2008
dataset, for a cross validation. The final LCC and SROCC scores have been computed by
averaging the result of 100 runs. At last, both models have achieved correlation scores
around 0.96, slightly outperforming the original CNNIQ network.
For computer vision system IQA, the Miovision’s DAC detector and Miovision dataset
have been adopted in the experiments. Both models have shown a prediction power on
computer vision system IQA. DAQ2 has outperformed DAQ1 with a correlation score
around 0.9 versus around 0.8. The possible reasons have been analyzed in 4.2.
For the future work, the weight learner on computer vision system IQA is worth im-
proving. As mentioned in Sections 4.1.3 and 4.2, the current weight learner produces
meaningful outputs for human visual system, but gives all patches the same weight in ex-
periment on computer vision system. As it may be caused by the limited capability of the
current weight learner, a new weight learner with more neurons and layers is a potential
solution. Besides, the weight learner itself has shown the potential of predicting human
focus points in images. It can be further developed into a detector for possible focus points,
which is useful in advertising and video making.
Furthermore, the experiment is based on a single computer vision system DAC. To eval-
uate the generalization ability of the models, further experiments on more computer vision
systems are needed. Since it’s the first time to train a model for a computer vision system,
the benchmark data are not perfectly collected, and the training and testing datasets are
not well balanced. We have way more good samples than bad samples. This imbalance
problem could commonly happen on other computer vision systems too, because current
computer vision systems usually have very high accuracy. Hence we need either to balance
the dataset in some way or to rethink our quality quantization method.
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kernal1 = tf.Variable(initial_value=tf.truncated_normal(shape=[7, 7, 2,
50], stddev=0.004), trainable=True,↪→
collections=['cvpr'], name='k1')
conv1 = tf.nn.conv2d(input=patch, filter=kernal1, strides=[1, 1, 1, 1],
padding='VALID')↪→
bias1 = tf.Variable(tf.constant(0.0, shape=[50]), trainable=True,
collections=['cvpr'], name='b1')↪→
active1 = tf.nn.bias_add(conv1, bias1)
max_pool = tf.reduce_max(active1, reduction_indices=[1, 2])
min_pool = tf.reduce_min(active1, reduction_indices=[1, 2])
# fc1
weights_fc1_1 = tf.Variable(initial_value=tf.truncated_normal([50, 800],
stddev=0.04), trainable=True,↪→
collections=['cvpr'], name='f1w1')




weights_fc1_2 = tf.Variable(initial_value=tf.truncated_normal([50, 800],
stddev=0.04), trainable=True,↪→
collections=['cvpr'], name='f1w2')
bias_fc1_2 = tf.Variable(tf.constant(0.0, shape=[800]), dtype=tf.float32,
trainable=True, collections=['cvpr'],↪→
name='fb2')




weight_fc2 = tf.Variable(initial_value=tf.truncated_normal([800, 800],
stddev=0.08), trainable=True,↪→
collections=['cvpr'], name='f2w1')
bias_fc2 = tf.Variable(initial_value=tf.constant(0.0, shape=[800]),
dtype=tf.float32, trainable=True,↪→
collections=['cvpr'], name='f2w2')
active_fc2 = tf.nn.relu(tf.add(tf.matmul(active_fc1, weight_fc2),
bias_fc2))↪→
active_fc2_drop = tf.nn.dropout(active_fc2, 0.5)
# output
weight_output = tf.Variable(initial_value=tf.truncated_normal([800, 1],
stddev=1.0 / 400.0), trainable=True,↪→
collections=['cvpr'], name='opw1')
bias_output = tf.Variable(initial_value=tf.constant(0.0, shape=[1]),
dtype=tf.float32, trainable=True,↪→
collections=['cvpr'], name='opb1')


















def apply_patch_weights(self, image_patches, patch_weights_var):
patch_conv = tf.nn.conv2d(image_patches,














kernal1 = tf.Variable(initial_value=tf.truncated_normal(shape=[5, 5, 4,
64], stddev=1e-4))↪→
conv1 = tf.nn.conv2d(image, kernal1, [1, 1, 1, 1], padding='SAME')
bias1 = tf.Variable(initial_value=tf.constant(0.0, shape=[64]))
biased1 = tf.nn.bias_add(conv1, bias1)
active1 = tf.nn.relu(biased1)
pool1 = tf.nn.max_pool(active1, ksize=[1, 3, 3, 1], strides=[1, 2, 2, 1],
padding='SAME')↪→
norm1 = tf.nn.lrn(pool1, depth_radius=4, bias=1.0, alpha=0.001 / 9.0,
beta=0.75)↪→
# conv2
kernal2 = tf.Variable(initial_value=tf.truncated_normal(shape=[5, 5, 64,
64], stddev=1e-4))↪→
conv2 = tf.nn.conv2d(norm1, kernal2, [1, 1, 1, 1], padding='SAME')
bias2 = tf.Variable(initial_value=tf.constant(0.1, shape=[64]))
biased2 = tf.nn.bias_add(conv2, bias2)
active2 = tf.nn.relu(biased2)
norm2 = tf.nn.lrn(active2, 4, bias=1.0, alpha=0.001 / 9.0, beta=0.75)




kernal3 = tf.Variable(initial_value=tf.truncated_normal(shape=[5, 5, 64,
64], stddev=1e-4))↪→
conv3 = tf.nn.conv2d(pool2, kernal3, [1, 1, 1, 1], padding='SAME')
bias3 = tf.Variable(initial_value=tf.constant(0.1, shape=[64]))
biased3 = tf.nn.bias_add(conv3, bias3)
active3 = tf.nn.relu(biased3)
pool3 = tf.nn.max_pool(active3, ksize=[1, 3, 3, 1], strides=[1, 2, 2, 1],
padding='SAME')↪→
norm3 = tf.nn.lrn(pool3, 4, bias=1.0, alpha=0.001 / 9.0, beta=0.75)
# fc1
reshaped_feature = tf.reshape(norm3, [self._batch_size, -1])
dim = reshaped_feature.get_shape()[1].value
weights1 = tf.Variable(initial_value=tf.truncated_normal(shape=[dim, 864],
stddev=0.04))↪→
biases_fc1 = tf.Variable(initial_value=tf.constant(0.1, shape=[864]))
active3 = tf.nn.relu(tf.add(tf.matmul(reshaped_feature, weights1),
biases_fc1))↪→
weight_decay1 = tf.mul(tf.nn.l2_loss(weights1), 0.0008)
tf.add_to_collection('losses', weight_decay1)
# fc2
weights3 = tf.Variable(initial_value=tf.truncated_normal(shape=[864, 216],
stddev=0.04))↪→
biases_fc3 = tf.Variable(initial_value=tf.constant(0.1, shape=[216]))
active5 = tf.nn.relu(tf.add(tf.matmul(active3, weights3), biases_fc3))




self._classes], stddev=1 / 216.0))↪→
biases_output = tf.Variable(initial_value=tf.constant(0.0,
shape=[self._classes]))↪→
output = tf.inv(tf.add(tf.exp(tf.neg(tf.add(tf.matmul(active5,
weights_output), biases_output))), 1),↪→
name='output')
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