Abstract. In this paper we consider nontrivial stationary solutions to Chafee-Infante problem and the corresponding linearized eigenvalue problem. We introduce a reduced equation to give explicit and simple-looking expressions of some eigenvalues and eigenfunctions to linearized problem.
Introduction
In this paper we are concerned with the nonlinear boundary value problem where u ¼ uðxÞ is a solution of (1.1). Here l is a positive parameter and f is given by f ðuÞ :¼ uð1 À u 2 Þ:
Since the work of Chafee and Infante [1] , (1.1) has been well studied by many authors. They have used a shooting method to obtain all nontrivial solutions to (1.1) for any l > 0. According to the standard Sturm-Liouville theory, (1.2) admits eigenvalues fm j g y j¼0 such that m 0 < m 1 < Á Á Á < m j < Á Á Á < þy, and j j , the ð j þ 1Þ-th eigenfunction, has exactly j zeros in ð0; 1Þ. Above two problems play an essential role to understand the dynamics for Chafee-Infante problem: u t ¼ u xx þ lf ðuÞ; ðx; tÞ A ð0; 1Þ Â ð0; þyÞ; u x ð0; tÞ ¼ u x ð1; tÞ ¼ 0; t A ð0; þyÞ; uðx; 0Þ ¼ aðxÞ;
x A ð0; 1Þ:
8 < : ð1:3Þ More precisely, let u ¼ uðxÞ be any solution to (1.1) . It is an equilibrium to (1.3) and its stability is determined by (1.2) . If m 0 > 0, then u is linearly stable, while if m jÀ1 < 0 and m j > 0 for some j A N, then u is linearly unstable with Morse index j. It is known that any nontrivial solution of (1.1) is unstable: if u is a nontrivial solution of (1.1) with exactly n zeros in ð0; 1Þ, then its Morse index is n (for related results see e.g., [1] , [3] , [4] ).
In this paper we give explicit expressions of some special, but important, eigenvalues and eigenfunctions to (1.2) . In view of mathematical physics, a solution to a di¤erential equation, which has an explicit form, is often called as an exact solution. In this sense, we call such eigenvalues and eigenfunctions to (1.2) as exact eigenvalues and exact eigenfunctions. For linear di¤erential equations (with a spectral parameter), there is no general method for solving these equations. Here we would like to exhibit a new idea to treat a linearized eigenvalue problem associated with a certain class of nonlinear di¤erential equations.
We will give our scheme to treat (1.2) in Section 2. We will introduce a reduced equation from (1.2) for general f A C 1 ðRÞ in subsection 2.1. In subsection 2.2, we take f ðuÞ ¼ uð1 À u 2 Þ and derive precise information for special solutions to the reduced equation. In Section 3 we summarize complete structure of solutions of (1.1) and give Theorems 1 and 2. Finally we also consider the corresponding Dirichlet boundary value problems to (1.1) and (1.2) . This is treated in Section 4 and Theorem 3 is given there.
Analysis of reduced equation
In this section we introduce a reduced equation from (1.2) and give its special solutions. The reduced equation plays an essential role in our scheme which gives explicit expressions of eigenvalues and eigenfunctions to (1.2) . This idea is applicable for general f ¼ f ðuÞ. So we first discuss a derivation of the reduced equation from (1.2) for general f .
Derivation of reduced equation
Throughout this subsection, we assume f A C 1 ðRÞ. Suppose that (1.1) has a nontrivial solution uðxÞ, and set a À ¼ min 0axa1 uðxÞ and a þ ¼ max 0axa1 uðxÞ ða À < a þ Þ. Define It is well known that uðxÞ satisfies for some g A R, then it is easy to see that FðuðxÞÞ satisfies the first equation in (1.2) with m ¼ gl. In this paper we call (2.2) a reduced equation from (1.2).
Here our result is summarized as the following proposition.
Proposition 2.1. Let uðxÞ be a nontrivial solution of (1.1) and let FðuÞ be an exact solution of (2.2) with g. Then FðuðxÞÞ becomes an eigenfunction of (1.2) corresponding to an eigenvalue gl, if FðuðxÞÞ satisfies the boundary condition in (1.2).
In (2.2) one can regard u as an independent variable. This is an important advantage to analyze (2.2). On the other hand, a di‰culty remains in our method: it would be di‰cult to solve (2.2) for general f . However, we will see that (2.2) for f ðuÞ ¼ uð1 À u 2 Þ has some special solutions. If g ¼ 0, then From this subsection on, we take f ðuÞ ¼ uð1 À u 2 Þ and apply our scheme to this case. For a nontrivial solution uðxÞ to (1.1), set a :¼ uð0Þ. We will see a A ðÀ1; 1Þnf0g in Section 3. Since f is an odd function, ÀuðxÞ also satisfies (1.1). For simplicity, suppose a A ð0; 1Þ. Then one can see that a G ¼ Ga; so Àa a uðxÞ a a. Hence the reduced equation is given by
In the following proposition we see some special solutions of (2.3). 
( ii )
Proof. Set FðuÞ ¼ 1 À pu 2 , where p A R is a parameter to be determined later. Then
Hence FðuÞ becomes a solution to (2.3) if and only if ðg; pÞ satisfies the following system of algebraic equations
Solving this system, we have ðg; FÞ ¼ ðg 0 ðaÞ; F 0 ðu; aÞÞ; ðg 2 ðaÞ; F 2 ðu; aÞÞ.
In the same way, we setF FðuÞ :¼ u
, where q > 0 is a parameter. Then it follows that
SoF FðuÞ satisfies (2.3) if and only if ðg; qÞ is a solution of the following system of algebraic equations
Therefore, we obtain ðg; FÞ ¼ ðg 1 ðaÞ; F 1 ðu; aÞÞ; ðg 1 ðaÞ; F 1 ðu; aÞÞ. r Proposition 2.2 will be used to obtain exact eigenvalues and eigenfunctions to (1.2) and the corresponding Dirichlet problem to (1.2).
Remark 2.2. It follows from simple calculations that
and
Since F i ðu; aÞ b F i ða; aÞ ði ¼ 0; 2Þ, F 0 ðuÞ is positive for u A ½Àa; a and F 2 ðuÞ has exactly 2 zeros in ðÀa; aÞ.
Remark 2.3. It should be noted that F 1 does not belong to C 2 ½Àa; a; ðF 1 Þ u has singularity at u ¼ Ga. Hence we should treat F 1 carefully in our analysis (see the proof of Theorem 3 in Section 4).
We can show another example of f to which our analysis is applicable. Let f ðuÞ ¼ sin u and a A ðÀp; pÞ. Then one can see that the corresponding reduced equation is given by 2ðcos u À cos aÞF uu À sin uF u þ ðcos u þ gÞF ¼ 0; and that the above equation has special solutions FðuÞ ¼ cosðu=2Þ with g ¼ Àcos 2 ða=2Þ, and FðuÞ ¼ sinðu=2Þ with g ¼ sin 2 ða=2Þ by simple calculations.
So we can expect explicit expressions of some eigenvalues and eigenfunctions to (1.2) for f ðuÞ ¼ sin u (very precise results for case f ðuÞ ¼ sin u will be given in [5] ). Furthermore, Remark 2.1 implies that our method can be applied to at least two cases: f ðuÞ ¼ Àuð1 À u 2 Þ and f ðuÞ ¼ Àsin u.
Eigenfunctions for Neumann Problem
In this section we apply Propositions 2.1 and 2.2 to (1.2). In particular, we will give expressions of all nontrivial solutions to (1.1) for any l > 0, and obtain some exact eigenvalues and eigenfunctions to (1.2) associated with any nontrivial solution u of (1.1). For this purpose, it is convenient to intruduce the following solution set
; 1 j u is a solution of ð1:1Þ with lg:
In this sense a pair ðl; uÞ A S, is also called as a solution to (1.1). More precisely, a :¼ uð0Þ is treated as an independent parameter, and give a parametrization to each nontrivial solution ðl; uÞ. Note that ðl; 0Þ, ðl;G1Þ are trivial solutions of (1.1).
Solution structure of (1.1)
It is standard to use a shooting method to construct nontrivial solutions to (1.1) (for shooting method see, e.g., [1] , [2] ). Consider the (rescaled) initial value problem
wð0Þ ¼ a; w 0 ð0Þ ¼ 0: ð3:1Þ and let w ¼ wðx; aÞ be a solution to (3.1). It is easy to see that w ¼ 0;G1 are equilibrium solutions to (3.1). Assume that a 0 0;G1. Then ðl; uÞ is a nontrivial solution of (1.1) if and only if uðxÞ ¼ wð ffiffi ffi l p x; aÞ with w 0 ð ffiffi ffi l p ; aÞ ¼ 0. In what follows, we will give all expressions of nontrivial solutions to (1.1) with use of wðx; aÞ. Define a time-map X ðaÞ of wðx; aÞ by
for a A ð0; 1Þ. Note that X ðaÞ satisfies X ð0Þ :¼ lim a!0 X ðaÞ ¼ p=2 and lim a!1 X ðaÞ ¼ þy. Furthermore,
implies that X ðaÞ is monotone increasing for a A ð0; 1Þ.
Then we have the following proposition.
Proposition 3.1. The solution set S consists of fðl; 0Þ; ðl;G1Þ j l > 0g and branches of ðl n ðaÞ;Gu n ðx; 3.4) . It is also observed that wð2X ðaÞ À x; aÞ ¼ Àwðx; aÞ and wðx; aÞ is periodic with period 4X ðaÞ. Hence w 0 ðx; aÞ ¼ 0 if and only if x ¼ 2nX ðaÞ for some n A N.
Therefore, if there exists a A ð0; 1Þ such that ffiffi ffi l p ¼ 2nX ðaÞ ð> npÞ for some n A N, then wð ffiffi ffi l p x; aÞ and Àwð ffiffi ffi l p x; aÞ are nontrivial solutions to (1.1) with exactly n-zeros in ð0; 1Þ. Conversely, for fixed n A N, a pair of Gwð2nX ðaÞx; aÞ are nontrivial solutions with l ¼ 4n 2 X ðaÞ 2 . Summarizing these facts we obtain Proposition 3.1. r Remark 3.1. Proposition 3.1 implies that an infinite number of branches of nontrivial solutions to (1.1) bifurcate from ðl; 0Þ at l n ð0Þ ¼ ðnpÞ 2 ðn A NÞ. We see that u n has exact n zeros x j ¼ ð2j À 1Þ=2n ð j ¼ 1; 2; . . . ; nÞ by the symmetry of w. In particular, it follows the standard theory of ordinary di¤erential equations that lim a!0 u n ðx; aÞ a ¼ cos npx uniformly in ½0; 1 ð3:5Þ Remark 3.2. If we use Jacobi's elliptic integrals and elliptic functions to (3.1), then we see that l n ðaÞ and u n ðx; aÞ are represented in the following explicit form: . If one uses the above represention formulas, then one will see more precise imformations for ðl n ðaÞ; u n ðx; aÞÞ.
Eigenfunction of (1.2)
Let ðl n ðaÞ; u n ðx; aÞÞ be any solution as in Proposition 3.1. Then the linearized problem associated with ðl n ðaÞ; u n ðx; aÞÞ is given by Note that the linearized problem associated with ðl n ðaÞ; Àu n ðx; aÞÞ lead us to (3.6), since f 0 is an even function. We denote by m n j ðaÞ and j n j ðx; aÞ ð j A N U f0gÞ, the ð j þ 1Þ-th eigenvalue to (3.6) and its corresponding eigenfunction. If a ¼ 0, then ðl n ð0Þ; u n ðx; 0ÞÞ ¼ ððnpÞ 2 ; 0Þ; so that (3.6) is written as 
Þl n ðaÞ; j n 2n ðx; aÞ ¼ ÀF 2 ðuðx; aÞ; aÞ ¼ À1 þ Hence ðg l ðaÞl n ðaÞ; F l ðu n ðx; aÞ; aÞÞ are desired pairs of eigenvalues and eigenfunctions to (3.6) from Proposition 2.1. It follows from Remark 2.2 that for each l ¼ 0; 1; 2, F l has l zeros for u A ðÀa; aÞ, so F l ðu n ðx; aÞ; aÞ has ln zeros for x A ð0; 1Þ. Therefore, m Remark 3.4. From Proposition 2.2, F 1 ðu n ðx; aÞ; aÞ satisfies the first equation of (3.6). However it does not satisfy homogeneous Neumann boundary condition for a A ð0; 1Þ. Indeed, 
Pictures of these functions are given in Figure 1 . Proof. By Theorem 1 and the definition of l n ðaÞ, Therefore, we have
Hence it follows from (3.2) and (3.3) that
for a A ð0; 1Þ. Thus ðdm n 0 =daÞðaÞ > 0 for a A ð0; 1Þ.
To show the second assertion, we use the following estimates
Here we note after some calculations that
Moreover, combining (3.9) and (3.10), we have
It follows from (3.7) and (3.10) that
with a positive constant C 1 independent of a. Thus it is easy to see lim a!1 m n 0 ðaÞ ¼ 0. Finally, using (3.8) and (3.11), we obtain
with a positive constant C 2 independent of a. Proposition 4.1. Let vðxÞ be a nontrivial solution of (4.1) and let FðvÞ be an exact solution of (2.2) with u replaced by v. Then FðvðxÞÞ becomes an eigenfunction of (4.2) corresponding to an eigenvalue gl, if FðvðxÞÞ satisfies the boundary condition in (4.2).
Solution structure of (4.1)
First we consider solutions to (4.1). Set Clearly, ðl; vÞ ¼ ðl; 0Þ is trivial solutions to (4.1). Let ðl; vÞ be any nontrivial solution of (4.1). Then vðxÞ 1 wð ffiffi ffi l p ðx À x Ã Þ; aÞ with some a and x Ã . Hence ðl; vÞ is a solution to (4.1) with l if and if only l ¼ 4n 2 X ðaÞ 2 and x Ã ¼ 1=2n for some n A N.
Hence we have the following proposition. In what follows, we will prove that ðn; cÞ is a pair of the 2n-th eigenvalue and eigenfunction in the case n ¼ 2m þ 1. The proof in other case can be done in a similar manner with obvious modification. In this case 
