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SUMMARY
Volcanic eruptions are commonly preceded by increased rates of earthquakes. Previous studies
argue that in some instances these sequences follow the inverse Omori law (IOL) and that this
model could be the basis for forecasting the timing of eruption onset. However, the catalogue of
pre-eruptive sequences is small, and the performance of the IOL as a forecasting tool remains
largely untested. Here, we use simulations to quantify upper limits to the accuracy and bias
of forecast eruption times based on the IOL in the ‘best-case’ scenario that uncertainty only
arises from model parameter estimation from single realizations of a stochastic point process.
We compare different methods for forecasting based on the IOL, and demonstrate that a
maximum-likelihood method yields more accurate and less-biased forecasts than methods
currently employed. Even in these idealized conditions, we find that large forecast uncertainty
and false alarms are inherent features of the mathematics of the IOL. For example model
parameter values and 500-d pre-eruptive sequence durations, at 25 d before the eruption, 10
per cent of the forecasts are more than 8 d early or late if the power-law exponent is known
a priori, and more than 18 d early or late if the power-law exponent is unknown. We also
evaluate methods for model comparison and estimation of the power-law exponent. These
techniques are applied to examples of real pre-eruptive earthquake data sets. We find evidence
for systematic deviations from the idealized model, indicating the action of multiple processes
and resulting in greater forecast error than in the synthetic examples, especially close to the
eruption time.
Key words: Time-series analysis; Volcano seismology; Statistical seismology.
1 INTRODUCTION
The development of falsifiable, quantitative methods for forecast-
ing eruptions is an important challenge facing volcanology. Key
aspects of volcanic activity that are the target of forecasts include
whether an episode of unrest will lead to eruption or not, the onset
time of the eruption and the size, style and location of the eruption.
Future forecasting strategies will involve a probabilistic framework
(Marzocchi & Bebbington 2012), incorporating empirical statistics
and expert opinion, along with information from predictive physics-
based models that quantitatively relate the temporal evolution of
precursory geophysical signals to the probable timing of a future
eruption. However, before the use of a forecasting model can be jus-
tified, its potential forecasting performance must be quantified, and
validity tested against real data sets. In addition to the forecasting
benefits, testing the performance of competing models may provide
a better understanding of the physical processes acting at volcanoes.
In this paper, we focus on methods to forecast the timing of a
forthcoming eruption based on accelerating rates of earthquakes.
Many types of volcanic eruptions and associated phenomena are
preceded by increases in the rate of earthquakes, and these signals
are a key piece of information used in volcano monitoring (Sparks
2003; McNutt 2005; Chouet & Matoza 2013). Signals involving
volcano-tectonic (VT) earthquakes have been interpreted as reflect-
ing changing stress conditions in the volcano, for example, due to the
emplacement or movement of magma (Roman & Cashman 2006),
or material damage of the volcanic edifice through fracture growth
and fault movement (Kilburn 2003; Lengline´ et al. 2008). Similar
rate changes have been identified in low-frequency earthquakes,
associated with changes in magma ascent velocities (Hammer &
Neuberg 2009) and magma failure due to elevated strain rates in
the magma column (Neuberg et al. 2006). Forecasts of the onset
time of eruptions on the basis of these data have proved reasonably
effective in practice, though performance has not been formally as-
sessed. The challenge of forecasting the size and style of the event
is, perhaps, a greater one, and will involve additional consideration
of factors including signal source mechanism, and magma and rock
properties and interactions.
A range of different deterministic models have been proposed to
relate temporal changes in the rate of earthquakes to the onset time
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of the eruption. Although based on a variety of different paradigms,
many of these approaches argue that (under conditions of constant
or slowly increasing stress) the rate of earthquakes will increase
with time towards the onset of eruption according to a power law
(Tokarev 1971;Voight 1988;Kilburn&Voight 1998;Main 1999;De
la Cruz-Reyna&Reyes-Davila 2001). Such an increase is described
by the inverse Omori law (IOL)
λ (t) = k
(te − t)p (1)
where λ is the rate of earthquakes at time t , te is the time of the onset
of the eruption, k is the amplitude (daily rate of earthquakes 1 d
before eruption) and p is the power-law exponent. Formally, eq. (1)
is an exact solution for the case of constant stress (creep loading).
Solutions are also available for slowly increasing stress, for example,
due to a monotonic increase in magma pressure. However, the result
can be fitted also with an inverse power law of the form (1), albeit
with a different exponent p (Main 2000). In this simple form, the
IOL has been the basis for many retrospective analyses of eruption
precursors, and has been widely proposed as a potentially important
component of eruption forecasting strategies (Voight 1988; Reyes-
Davila & De la Cruz-Reyna 2002; Sparks 2003). The IOL model
for earthquakes before volcanic eruptions has been applied to data
from a variety of different types of eruption (Voight 1988; Smith
et al. 2007; Bell et al. 2011a). It has also been applied to signals
that are likely to be associated with a range of volcanic phenomena,
such as shallow magma chamber inflation (Smith & Kilburn 2010),
dyke emplacement and magma ascent (Smith et al. 2007; Hammer
& Neuberg 2009), and lava dome failure and onset of explosive
eruptions (De la Cruz-Reyna & Reyes-Davila 2001; Lavallee et al.
2013).
It is also important to note that the IOL describes the expected
evolution of rates of earthquakes associated with deforming crust
or magma. Forecasts based on the IOL involve estimates of te,
the time at which the rate of earthquake will tend towards in-
finity. Forecasts of the timing of an eruption need to be condi-
tioned by the probability that te coincides with an eruption. Similar
trends should be expected, and have been observed, before changes
in eruption style, magma intrusion events or other non-eruptive
phenomenon.
Despite the widespread interest in the IOL, there have only been a
few studies that have tested its performance as a forecasting tool on
volcanic data, and most of these have only looked at individual case
studies (De la Cruz-Reyna & Reyes-Davila 2001; Smith & Kilburn
2010; Bell et al. 2011b). Some studies have also tested forecast
performance on laboratory data (Lavallee et al. 2008; Tuffen et al.
2008; Bell et al. 2011b), and experimental data sets promise much
potential for future improvements of forecasting models and tests.
However, a key question that remains unanswered is: how good are
forecasts of eruption onset time based on the IOL? The concept
of forecast ‘goodness’ is multifaceted; here we focus on goodness
in terms of ‘quality’—the correspondence between the forecasts
and the matching observations (Murphy 1993). Forecast quality is
dependent on properties of the data, properties of the forecasting
models and the nature of the relations between the data and the
forecast. Reduced forecast quality will result from both epistemic
factors (e.g. imperfect forecastingmodels) and aleatoric factors (e.g.
inherent randomness in the data). Pre-eruptive processes are varied
and complex and it is likely that multiple processes, potentially act-
ing at different timescales, occur simultaneously. Earthquakes may
originate in both rock and magma, and may be driven by tectonic
stresses, or magmatic and fluid phase pressures. Driving stresses
may fluctuate during the pre-eruptive phase, resulting in earthquake
rates that deviate from the simple trends predicted by physical mod-
els. Likewise, multiple pressure sources (such as a shallow inflat-
ing chamber, an overpressured dyke and gas pockets) may coexist,
both triggering earthquakes in the surrounding crust and magma
(Gudmundsson 2006, 2012). It is therefore highly unlikely that the
IOL perfectly explains the evolution of earthquake rates before all,
or perhaps even any, eruptions. Such deviations will result in dis-
crepancies between the forecast and observed eruption times.
Even in the scenario that the IOL does in fact perfectly explain
pre-eruptive rates of earthquakes, discrepancies between the fore-
cast and observed eruption times should still be expected. Forecasts
based on the IOL involve estimating the model parameters from
a partial pre-eruptive earthquake sequence. Given the stochastic
nature of the earthquake process, a range of different parameter
values (including te) may adequately explain the data. Although the
true parameter values should be within this range, there will be
inherent uncertainty in the forecast eruption time. The range of vi-
able parameter values will decrease as more data become available,
reducing the uncertainty in the forecast. Observational errors (in
the magnitude, timing, location and source of earthquakes) will in-
crease the uncertainty in the forecast. Comprehensive quantification
of these uncertainties and their impact on the quality of subsequent
eruption forecasts will require truly prospective (before the erup-
tion has happened) testing on many different pre-eruptive data sets
over many years. This quantification should be a long-term goal
of volcanology. In the meantime, it is possible to address parts of
this problem using either retrospective analyses of archive data or
simulated prospective analyses of synthetic data.
Here, we first use simulations to quantify an upper limit to the po-
tential forecasting performance of the standard IOL as commonly
applied to volcanic earthquake data. In this ‘best-case’ scenario,
we restrict the uncertainty to that associated with the estimation of
model parameters from a pre-eruptive earthquake catalogue. Large
numbers of synthetic earthquake catalogues are generated where the
earthquake rate evolves with time according to the IOL, and where
every earthquake sequence culminates in an eruption (i.e. there is
no observational or model error). We compare the performances of
different methods for forecasting the eruption time by estimating
the model parameters from the data. We focus on the bias (the cor-
respondence between the mean forecast and the mean observation)
and accuracy (the correspondence between individual pairs of fore-
casts and observations) of forecasts (Murphy 1993), quantifying the
temporal evolution of these metrics. We then examine the perfor-
mance of these techniques on real pre-eruptive earthquake data sets,
using the performance against synthetic examples as benchmarks to
identify behaviour that is inconsistent with the IOL and indicative
of the presence of additional or superposed processes.
2 METHODS FOR FORECAST ING
ERUPT IONS US ING THE IOL
When making a forecast based on the IOL, the eruption time, te in
eq. (1), and other model parameters are estimated from the times
of earthquakes occurring in the pre-eruptive sequence. As each
pre-eruptive sequence of earthquakes is a unique realization of an
underlying stochastic process, we should expect there to be an in-
herent uncertainty associated with these parameter estimates even
if the IOL perfectly explains the data. Different statistical methods
have been proposed to estimate the parameters of the IOL from
earthquake occurrence times.
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The Failure Forecast Method (FFM; Cornelius & Voight 1994)
relies on linearizing the IOL in the form
(λ (t))
−1
p = k −1p (te − t) . (2)
The value of p is assumed to be known a priori, or is esti-
mated from the data through other means. The eruption time is
then determined using standard least-squares regression on average
earthquake rates in discrete bins, with the number of bins chosen
somewhat arbitrarily. Commonly, p ≈ 1, in which case the solution
involves a regression of inverse rate against time.
Bell et al. (2011b) demonstrate that the FFM provides a biased,
imprecise estimate of te for both pre-eruptive earthquake and strain
data. The FFM fails to account correctly for the error structure of the
data: specifically the linearization operation invalidates the Gaus-
sian assumption underlying least-squares regression. Instead, Bell
et al. (2011b) propose a regression technique based on a generalized
linear model (GLM; Nelder & Wedderburn 1972). The GLM tech-
nique is a generalization of linear regression that allows for error
distributions that are non-Gaussian, and a ‘link function’ to provide
the relation between the linear model and dependent variable. Using
the Poisson error distribution associated with earthquake rate data,
and a power-law ‘link function’ to relate the independent and de-
pendent variables, the GLM can be used to apply the IOL (Bell et al.
2011b). However, the GLM still requires regression to be carried
out on incremental earthquake frequencies (‘binned’ data) rather
than analysing the full point process, leading to a possible residual
bias in forecasting the eruption time.
An alternative parameter estimation method is to use maximum-
likelihood (ML) estimation. The ML parameters are those that re-
sult in a model that gives the observed data the greatest probability,
and are those that maximize the likelihood function. For data that
have a Gaussian distribution, least-squares regression provides the
ML estimate. However, this is not the case for point processes,
such as earthquake occurrence. Instead, for many earthquake oc-
currence models the likelihood function takes a relatively simple
form (Daley & Vere-Jones 2005) and can be calculated directly
using the occurrence times of earthquakes, eliminating the need to
bin the data prior to analysis. The ML model parameters maximize
this likelihood function, and are usually established by numerical
optimization (often, for computational reasons, performed on the
logarithm of the likelihood). Ogata (1983) described the likelihood
function for the modified Omori law for aftershock occurrence. The
likelihood function for the IOL (eq. 1) takes a similar form. The
log-likelihood for the IOL for a catalogue of earthquakes occurring
at times ti within a given time interval (t0, t1) is given by
log L (k, te, p| {t1, . . ., tn})
=
n∑
i=1
log
(
k (te − ti )−p
)− k
1 − p
(
(te − t1)1−p − (te − t0)1−p
)
(3)
for p = 1, and
log L (k, te, p = 1| {t1, . . ., tn})
=
n∑
i=1
log
(
k (te − ti )−1
)+ k (log (te − t1) − log (te − t0)) (4)
for the specific case that p = 1.
3 COMPARING FORECAST ING
METHODS US ING SYNTHETIC DATA
For real data, it is only ever possible to observe one realization of
the stochastic process. Using simulations, it is possible to generate a
large number of realizations using the same rate function. By taking
this approach, it is possible to explicitly quantify the variability in
forecast times that simply result from estimating model parameter
values from a stochastic point process.
We generate synthetic pre-eruptive earthquake catalogues using
a stochastic ‘thinning’ method (Daley & Vere-Jones 2005). Each
sequence consists of a unique sequence of event times, and is a
single realization of a Poisson process with the rate varying with
time according to eq. (1). We do not include earthquake triggering
or background seismicity in our simulations. Although these effects
are undoubtedly important, they are not accounted for in existing
formulations of the IOL forecasting model. Incorporation of these
additional parameters in the data and models will only increase the
uncertainty in the best-case forecasts. To illustrate our methodol-
ogy and determine representative forecast uncertainties, we choose
illustrative generating parameter values of k = 50, p = 0.9 and
te = 500. These values are consistent with those we observe for
real data (Reasenberg & Jones 1989; Schmid & Grasso 2012) and
are consistent with values predicted by the theories cited in Sec-
tion 1. Our examples in Section 4 have ranges of 0.6 ≤ p ≤ 1.0
and 8.5 ≤ te ≤ 430. Volcanic unrest episodes cover a range of du-
rations, from hours to years (McNutt 2002). However, these results
are scalable to longer and shorter sequence durations. Fig. 1 illus-
trates a single realization of the IOL using these parameter values,
and the ML IOL model estimated using the earthquakes that have
occurred by 450 d through the 500-d sequence. The model is illus-
trated in the cumulative form to compare against the total number
of earthquakes
 (t) = k
p − 1
(
(te − t1)1−p − (te − t0)1−p
)
. (5)
The ML model closely follows the synthetic data used to deter-
mine the best fit before 450 d, but systematically deviates from the
data when the fit is extrapolated towards the future eruption time.
3.1 Forecasting with known p-value
We begin by assuming that we know the true value of p a priori,
and only estimate the productivity and eruption time from the data.
This constraint reduces the degrees of freedom in the model and
is expected to lead to reduced variability in the forecast eruption
times. Theoretical considerations suggest that p may be expected
to take specific values (Main 2000; Kilburn 2003).
We compare the performance of three methodologies for fore-
casting the eruption time using the earthquake time-series: (1) the
FFM (eq. 2); (2) GLM and (3) ML method (eqs 3 and 4). Methods
(1) and (2) use earthquake rates determined in 10 equally spaced
bins. Method (3) uses the times of individual earthquakes and we
find the ML solution by minimizing the negative log-likelihood
function using a downhill simplex algorithm. We choose random
values for the optimization starting parameters (within a reasonable
range), but the optimization is robust to variation in these values.
For each of 500 synthetic catalogues, we apply the three dif-
ferent forecasting methods to estimate te at each time t1 on the
x-axis (Figs 2a–c, left-hand panels). Forecasts are based only on
the times of earthquakes that have occurred in the interval t0, t1,
where t0 = 0. Each colour thread corresponds to the eruption
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Figure 1. A single realization of the inverse Omori law with parameter values of k = 50, p = 0.9 and te = 500, shown at 90 per cent of the eruption time
(t1 = 450). The daily numbers of earthquakes are shown by vertical bars; the total number of earthquakes is shown by the solid black line. Dashed red line
illustrates an example model fit, formulated for the total number of earthquakes, and extrapolated to the forecast eruption time.
forecast history associated with a single synthetic catalogue. The
range of these estimated eruption times at any given forecast time
defines the accuracy of the forecast—a narrow range means a more
accurate forecast. For all methods, as time (and the number of earth-
quake times on which the forecast is based) increases, the accuracy
of the forecast increases. The bias in the forecast is defined by the
difference between the mean estimated eruption time over all fore-
casts and the true eruption time. For all models, the mean forecast
eruption time tends towards the true eruption time as time increases,
indicating a reduction in bias (Fig. 2, right-hand panels). The accu-
racy of the forecasts is indicated by the 5 and 95 percentiles.
Fig. 3 shows the frequency distribution of forecast eruption times
at 85, 95 and 99 per cent of the true eruption time for 2000 synthetic
earthquake catalogues using the three different forecastingmethods.
All methods produce forecasts with a mean that is close to the true
eruption time. However: (1) the FFM produces forecasts with a
much lower accuracy than the GLM and ML methods; and (2) the
GLM method slightly underestimates the eruption onset time as
t1 → te. The lower accuracy of the FFM method is because this
method fails to account for the true Poissonian error structure of
the data. The bias in the GLM method is a result of averaging the
earthquake rates in discrete, finite duration, bins. The same effect
should be observed in the FFM, but is lost due to the lower accuracy.
These properties are consistent with the assumptions underlying the
three different methodologies, and are observed for different model
parameters and binning intervals.
The statistics of the forecast time distributions provided by the
three methods are shown in Table 1. The GLM and ML methods
clearly outperform the FFM, which gives a far greater variability in
the forecast eruption time (in terms of the average deviation from the
mean or true values). For the binned methods (FFM and GLM), the
mean forecast tends to a slight underestimate as the eruption time
approaches due to the finite bin approximation. For the MLmethod,
at 425 d through a 500-d sequence, 5 per cent of the forecasts will
be more than 29 d early and 5 per cent of the forecasts will be
greater than 55 d late; at 475 d, 5 per cent of the forecasts will be
more than 8 d early and 5 per cent of the forecasts will be greater
than 12 d late; at 495 d, 5 per cent of the forecasts will be more than
1 d early and 5 per cent of the forecasts will be greater than 2 d
late.
3.2 Forecasting with unknown p-value
Generally, it is unlikely that p will be well-known a priori, and so
the IOLmodel will have an extra degree of freedom. Although there
is no established practice for extending the FFM or GLM methods
to a scenario where pmust also be estimated, theMLmethod can be
simply extended. When p is unknown, the ML method gives stable,
repeatable estimates of the IOL model parameters for a reasonable
range of random starting parameters.
Fig. 2(d) shows the distribution of forecast eruption times using
the ML method where the value of p is not known a priori. Again
the forecast mean converges on the true eruption time, and the
accuracy increases as the eruption time is approached. However,
the accuracy in the forecast is considerably reduced (two to four
times) compared to when p is known. The frequency distributions
of forecast eruption times for this ML method are shown in Fig. 3,
and the forecast statistics included in Table 1. The corresponding
estimates of the values of p are shown in Fig. 4. Only within the
last 50 d of the sequence do the estimates of p converge on the true
solution, even though the eruption time converges much earlier.
With shorter duration sequences, this convergence time would be
correspondingly later.
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Figure 2. Forecast eruption times (left-hand panels) and mean (solid green) and 5 and 95 percentile scores (dashed green; right-hand panels) as a function of
time for 500 synthetic earthquake sequences. IOL parameters are estimated using: (a) Forecast failure method (FFM); (b) Generalized Linear model (GLM);
(c) Maximum-likelihood with p-value known (ML1) and (d) Maximum-likelihood method with p-value unknown (ML2). The true eruption time is shown by
the horizontal dashed black line; forecast eruption time = t1 is shown by the black dotted line for reference.
1546 A. F. Bell, M. Naylor and I. G. Main
Figure 3. Frequency distribution of forecast eruption times at 85, 95 and 99 per cent (425, 475 and 495 d) of the true eruption time for a 500-d sequence. The
four methods to apply the IOL are as for Fig. 2; te is indicated by vertical dashed line.
Table 1. Statistics of forecast eruption time frequency distribution at 85, 95 and 99 per cent for te = 500 for four different methods. Ogata’s
ML (1) for the case that p is known, Ogata’s ML (2) for the case that p is unknown. 5 and 95 per cent correspond to the 5 and 95 percentiles,
respectively.
425 d 475 d 495 d
Mean 5 per cent 95 per cent Mean 5 per cent 95 per cent Mean 5 per cent 95 per cent
FFM 500 417 607 497 439 563 494 445 551
GLM 503 468 555 496 485 509 491 487 495
Ogata ML (1) 505 471 555 501 492 512 500 499 502
Ogata ML (2) 536 435 684 507 482 554 501 497 505
Figure 4. ML p-values (left-hand panel) and mean (solid green) and 5 and 95 percentile scores (dashed green; right-hand panel) as a function of time for 500
synthetic earthquake sequences. The true p-value is shown by the horizontal dashed black line.
3.3 Model comparison
The IOL is the most commonly employed model for the rate of
pre-eruptive earthquakes. However, theoretical and observational
studies have proposed other models with different degrees of model
complexity. In particular, several studies argue that an exponential
model may better explain trends in earthquake rate before some
eruptions at basaltic volcanoes (Lengline´ et al. 2008; Bell et al.
2011a; Bell & Kilburn 2012; Kilburn 2012). In the exponential
model, the rate of earthquakes evolves with time according to
λ (t) = k exp (φt) , (6)
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Figure 5. Left-hand panel—BIC (IOL-exponential) as a function of time for 500 synthetic earthquake sequences. Right-hand panel—mean (solid blue) and
5 and 95 percentile scores (dashed blue) of BIC . BIC (IOL-constant rate) mean and percentiles also shown in right-hand panel for comparison. In both
cases, negative values indicate a preference for the IOL. BIC = 0 is indicated by the horizontal dashed black line.
where φ is the exponential constant. Notably, the eruption time is
not defined by the dynamics underlying the exponential model, and
eruption forecasts based on this model must be based on other met-
rics, such as earthquake rate or total number thresholds. If forecasts
are to be based on either the IOL or exponential models, it is impor-
tant to be able to distinguish between these competing hypotheses
on the basis of the pre-eruptive earthquake data alone.
The Bayesian information criterion (BIC) provides a simple
means of choosing the best model based on the likelihood of the
observations given the model, with a bias favouring the model with
fewer parameters. The BIC has been used widely for pragmatic
decision making, as supporting evidence for a model; see Kass &
Raftery (1995) for a comprehensive review. The BIC is given by
BIC = −2 ln (L) + P ln(n), (7)
where L is the likelihood of the observations given the model, P is
the number of free parameters and n is the number of observations.
In making an inference, the preferred model is more likely to have
the lower BIC. Where BIC is the positive difference in BIC
between the two models, the difference in likelihood is given by
exp(BIC/2) in the case where bothmodels have the same number
of parameters. The BIC has previously been shown to be effective at
distinguishing between competing IOL and exponential models in
retrospective analyses of earthquake rates before basaltic eruptions
(Bell et al. 2011a; Bell & Kilburn 2012).
Fig. 5 shows BIC between the IOL model (1) the ML ex-
ponential model (eq. 6) and (2) a simple ML constant rate model
(λ(t) = c) as the pre-eruptive sequence progresses. Negative values
indicate a preference for the IOL. Early in the sequence, the BIC
slightly favours both the exponential and constant rate models over
the IOL, even though the data are generated from an IOL. This pref-
erence is due to the additional parameters in the IOL model (three,
rather than two in the exponential model, and one in the constant
rate model), and indicates that the difference in likelihood between
the models is negligible until close to the eruption. The IOL is, on
average, preferred over the constant rate model after just over 300 d.
It is not until around 50 d before the eruption that there is a strong
preference for the IOL over an exponential model, the same point
at which p converges, with similar scalability to shorter duration
sequences.
Figs 2–5 describe the behaviour of forecasts based on the IOL
when aggregated over many realizations. Fig. 6 illustrates the na-
ture of ML forecasting information for a single realization of the
pre-eruptive earthquake data. The raw data, prospective IOL and
exponential ML models based on the first 90 per cent of the data,
and retrospective IOL model (where the eruption time is known)
are shown in Fig. 6(a). The IOL and exponential models are almost
indistinguishable at this forecast time. This observation which is
supported by the trend in BIC ; the IOL is not favoured until
after 475 d (Fig. 6b). The ML estimate of both p (Fig. 6c) and
eruption time (Fig. 6d) vary considerably with time and show no
simple convergence trend; they are sensitive to the exact occurrence
time of earthquake within the sequence. The error in these parame-
ter values, determined using the parameter covariance matrix based
on the Fisher information (Ogata 1983), clearly underestimates the
true error at many forecast times. It is not until about 10 d be-
fore the eruption that the estimated eruption time approaches the
true value. Notably, the IOL forecast would result in multiple false
alarms (where the eruption time estimate coincides with the time at
which the forecast is made, e.g. at 320 and 370 d) and late forecasts
(e.g. at 450 d).
4 EXAMPLES OF FORECASTS US ING
REAL DATA
Wenow apply theML forecasting techniques to real earthquake data
before a selection of volcanic eruptions where the IOL model has
previously been applied. Our aim is to illustrate the uncertainties
involved in forecasting on pre-eruptive sequences before different
types of eruptions that evolve over different timescales. We also
highlight the similarities and differences to model behaviour on
idealized data, thus identifying inadequacies of the IOL.
We analyse four different pre-eruptive earthquake catalogues:
(1) magnitude 2.5 and greater earthquakes preceding the basaltic
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Figure 6. Maximum-likelihood eruption forecasting—synthetic data example: (a) daily (grey bars) and total (solid black line) numbers of earthquakes,
retrospective ML IOL model (solid red line), and prospective ML IOL and exponential model at 90 per cent of eruption time (dashed red and green lines,
respectively); (b) Delta BIC as a function of forecast time for IOL—Exponential (blue) and IOL—Constant rate (green); (c) ML estimate of p-value for IOL
model (solid red line) and uncertainty (dotted red line) as a function of forecast time and retrospective ML p-value estimate (red semi-circle) and (d) ML
estimate of eruption time for IOL model (solid red line) and uncertainty (dotted red line) as a function of forecast time. Dotted blue line has a slope of 1 and is
for reference. Note the false alarms at 320 and 370 d.
flank eruption beginning on the 1989 September 24 at Mt Etna
(Vinciguerra 2002); (2) magnitude 1.0 and greater earthquakes be-
fore a lava dome eruption at Mount St Helens beginning on 1985
May 28 (Malone 1990; Smith et al. 2007); (3) magnitude 0.9 and
greater earthquakes before a second lava dome eruptions at Mount
St Helens beginning on 1986 May 8 (Smith et al. 2007) and (4) all
earthquakes recorded in the summit cluster before the initial lava
dome eruption of Mt Pinatubo on 1991 June 7 (Harlow et al. 1996;
Hoblitt et al. 1996; Smith & Kilburn 2010).
The magnitude thresholds for sequences (1)–(3) are based upon
the maximum curvature of the Gutenberg–Richter distribution
(Wiemer&Wyss 2000), and potentially represent a slight underesti-
mate of the true completeness magnitude. The frequencymagnitude
distribution for the Pinatubo sequence does not follow aGutenberg–
Richter distribution, with many earthquakes included that do not
have a magnitude defined (Smith & Kilburn 2010). In this instance,
we included all recorded earthquakes (reported magnitudes range
from 0 to 2). Both these magnitude thresholds and the onset time
of the pre-eruptive sequence, t1, are determine retrospectively (with
the full data set available). In practice, these criteria will not be
known a priori and must also be determined from the data as the
sequence progresses, potentially increasing the forecast uncertainty.
4.1 Mt Etna—1989 September 24
278 Earthquakes of magnitude 2.5 or greater are reported in the
429 d preceding the 1989 September 24 eruption of Mt Etna, Sicily
(Fig. 7a). The BIC analysis indicates a marked preference of the
IOL over a constant rate model after 310 d (Fig. 7b). However, there
is little difference in BIC between IOL and exponential models for
the entire duration of the sequence. The ML estimate of the value
of p is relatively high (around 2.0) except for a period between 300
and 350 d (Fig. 7c). This value is in contrast to the retrospective
analysis value (0.6), when the eruption time is known. The forecast
eruption time does not converge on the true eruption time, but from
360 d into the sequence it remains 50–100 d late (Fig. 7d). This
lateness is increased by a short period of relative quiescence before
a final pre-eruptive swarm.
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Figure 7. ML eruption forecasting—Mt Etna eruption, 1989 September 24. The composition of panels (a)–(d) and line colour scheme is as for Fig. 6.
4.2 Mount St Helens—1985 May 28
200 earthquakes of magnitude 1.0 or greater are reported in the
214 d preceding the 1985 May 28 eruption of Mount St Helens,
USA (Fig. 8a). The BIC analysis indicates a marked preference of
the IOL over both a constant rate model and an exponential model
after 190 d (Fig. 8b). The ML estimate of the value of p gradually
increases to a value close to 1.0, coinciding with the value obtained
in retrospective analysis (Fig. 8c). Likewise, the forecast eruption
time converges on the true eruption time (Fig. 8d), although it is
clearly influenced by small changes in rate (e.g. at 190 d).
4.3 Mount St Helens—1986 May 8
342 earthquakes ofmagnitude 1.0 or greater are reported in the 118 d
preceding the 1986 May 8 eruption of Mount St Helens (Fig. 9a).
The BIC analysis indicates a marked preference of the IOL over
both a constant rate model and an exponential model after 100 d
(Fig. 9b). There is a temporary increase in the preference for the
IOL associated with an increase in the earthquake rate after 75 d.
The ML estimate of the value of p fluctuates around 1.0 between
80 and 110 d. After 110 d, it progressively increases to a value
close to 2.0 (Fig. 9c). This value is in contrast to the retrospective
analysis value (0.9), when the eruption time is known. After 100 d,
the forecast eruption time converges on the true eruption time, but
becomes slightly late in the final few days (Fig. 9d).
4.4 Mt Pinatubo—1991 June 7
340 earthquakes are reported in the 8 d preceding the 1991 June 7
eruption of Mt Pinatubo, Philippines (Fig. 10a). The BIC analysis
indicates a marked preference of the IOL over both a constant
rate model after 5.5 d (Fig. 10b), and a less marked and variable
preference over the exponential model after 6.7 d. The ML estimate
of the value of p fluctuates considerably, and increases rapidly after
7.0 d to a value above 3.0 (Fig. 10c). Again, this value is in contrast to
the retrospective analysis value (1.0), determined when the eruption
time is known. Until 7.5 d, the forecast eruption time converges on
the true eruption time (Fig. 10d). After 7.5 d, it increases to values
that are between 2 and 4 d late.
All four real examples share some common similarities. In each
case, forecasts based on the IOLwould result in several false alarms,
and distinguishing between an IOL and exponential model on the
basis of the data alone would be difficult until relatively close to
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Figure 8. ML eruption forecasting—Mount St Helens eruption, 1985 May 25. The composition of panels (a)–(d) and line colour scheme is as for Fig. 6.
the eruption. Both these properties are entirely consistent with the
behaviour observed with the synthetic data, and are inherent prob-
lems associated with applying the IOL to earthquake data. All four
examples also show a discrepancy between the prospectively and
retrospectively estimated value of p. This behaviour is not expected
from the synthetic analyses, and suggests a real deviation from the
IOL model very close to the eruption time. The deviation at short
times also forces a poor retrospective fit.
5 D ISCUSS ION
The primary aim of this work is to provide statistics to illustrate
the type of uncertainties associated with forecasting the onset time
of volcanic eruptions based on the IOL. Using simulated data, we
are able to consider the ‘best-case’ scenario, where we exclude the
possibility of model and data errors, and examine the accuracy and
bias of forecast eruption onset times that result from model pa-
rameter estimation based on single realizations of stochastic point
process time-series. The GLM method has a much increased ac-
curacy compared to the FFM, but forecasts are biased by binning
close to the true eruption time. The ML method provides the most
accurate and least-biased forecasts, and is reliable when the value
of p is not known a priori. However, even in the condition that we
assume we know the true value of the power-law exponent p a pri-
ori, we observe a wide range of forecast eruption times for different
realizations of the same model, although the mean forecast erup-
tion time for many different realizations are close to the true value.
The implication is that, for any single pre-eruptive earthquake se-
quence, there will inherently be significant uncertainty associated
with the estimated time of eruption. The precise values of the un-
certainty will depend on the exact parameter values, including the
duration of the pre-eruptive sequence and sensitivity of the moni-
toring network. Higher values of p result in stronger non-linearity
and reduced forecast accuracy; slightly increased forecast accuracy
is associated with lower values of p.
The forecast accuracy decreases considerably when the value of
p also has to be estimated from the data. It is possible that some
prior constraint on the value of p may be established from past data
(from the specific volcano of interest, analogues volcanoes or more
generically), and theoretical and experimental studies. This analysis
would naturally extend into a Bayesian framework where such prior
distributions can be taken into account (e.g. Holschneider et al.
2012). This finding also highlights the need for better observational
and theoretical constraint of parameter values.
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Figure 9. ML eruption forecasting—Mount St Helens eruption, 1986 May 8. The composition of panels (a)–(d) and line colour scheme is as for Fig. 6.
Using a limited number of examples it is not possible to evaluate
how well the IOL performs on real data. The examples here support
the observations made using synthetic data. They show that fore-
casting based on the IOL would result in both a significant number
of false alarms and late forecasts. The prospective ML estimate of
p does not converge to the retrospectively determined value (where
the eruption time is known and fixed). The retrospective value is
close to 1.0 for theMount St Helens and Pinatubo examples, and 0.6
for the Mt Etna example. It is also notable that the forecasts from
Pinatubo and Mt Etna do not converge to the true eruption time as
the eruption is approached. This behaviour is not observed in any of
the synthetic examples, suggesting that the real data are deviating
from the simple IOLmodel in these instances. The late forecasts are
associated with a drop in earthquake rate just before the eruption,
potentially due to either an increase in the completeness magnitude
(perhaps due to masking by pre-eruptive tremor), or a deviation
from the IOL close to eruption (perhaps indicative of a period of
magma ascent). Some form of deviation from the IOL close to the
eruption is required to avoid unphysical infinite earthquake rates,
and in real scenario may arise due to weak shallow crust, lower
confining pressures or the presence of aquifers. Such factors are
likely to result in greater forecast uncertainty close to the eruption
in real data than in synthetics.
In practice, we expect many factors to contribute to forecast un-
certainties that are greater than we demonstrate here. In addition
to parameter uncertainty, model and data errors will be an issue in
real forecasting scenarios. At best, the IOL will only approximate
the true pre-eruptive behaviour at a volcano, and only a fraction of
inverse Omori-like sequences will end in an eruption. The influence
of additional processes such as background earthquakes, tempo-
rally varying magmatic stresses and earthquake triggering are all
likely to lead to deviations away from the ideal model behaviour. In
addition, real data will be noisy, with magnitude and timing uncer-
tainties, for example. It is possible to include these phenomena in
forecastingmodels. However, additional model complexity and data
uncertainty will result in forecasts with a greater uncertainty than
those due simply to parameter estimation. Further work, including
more sophisticated simulations and an exhaustive study of archive
data is needed to begin to quantify these effects.
6 CONCLUS IONS
Using synthetic data, we demonstrate the variability of forecasts of
the eruption onset time that arises from estimating the parameters
of the IOL. Comparing different methodologies, we find that an
ML provides the most accurate and least-biased forecasts. When
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Figure 10. ML eruption forecasting—Mt Pinatubo eruption, 1991 June 7. The composition of panels (a)–(d) and line colour scheme is as for Fig. 6.
analysed over many realizations, the mean forecasts quickly con-
verge to the true solution. However, although the variability in the
forecast converges as the eruption time is approached, it remains
considerable. For typical parameter values and a 500-d sequence, at
25 d before the eruption 10 per cent of the forecasts are more than
8 d early or late in the case that the power-law exponent is known a
priori, and more than 18 d early or late if the power-law exponent
is unknown. Such values define an upper limit to the predictability
of eruption times. False alarms and late forecasts are an inherent
feature of the mathematics of the IOL, even on these idealized data
sets. Examples from real data suggest that the predictability is much
lower in practice, particularly close to the eruption time where the
IOL performs less well, indicative of physical processes not cap-
tured by the model. Volcanic hazard management strategies must
incorporate methods to effectively deal with such uncertainty in
forecast eruption times.
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