ABSTRACT Ground object detection, based on remote sensing satellite imagery, provides the groundwork of numerous applications, so the detection accuracy is of vital importance. The background of remote sensing images is complex, the object size is various, and there are many small objects. In view of the above problems, a multi-attention object detection method (MA-FPN) based on multi-scale is proposed in this paper, which can effectively make the network pay attention to the location of the object and reduce the loss of small object information. According to feature pyramid network (FPN), we firstly put forward a global spatial attention module, which extracts spatial location-related information from shallow features and fuses it with deep features to enhance the position expression ability of deep features. Besides, the paper provides a pixel feature attention module: the multi-scale convolution kernel is employed to generate the feature map of the same size as the input, as well as channel attention is used to assign weights to each layer of feature maps to obtain pixel-level attention maps with good details. Experiments on NWPU, RSOD, and DOTA datasets show that the proposed algorithm outperforms state of the art methods.
I. INTRODUCTION
Object detection of remote sensing satellite imagery has long been the key technology of urban planning [1] and military reconnaissance [2] . In recent years, the object detection method based on deep learning has been greatly improved compared with the traditional method, however, the accuracy will be significantly reduced when the universal object detection method is used for remote sensing images.
Compared with natural images, remote sensing images have the following characteristics: 1) Diversity of object sizes. Remote sensing images are shot from high altitudes, ranging from a few hundred meters to nearly ten thousand meters, even if it is the same object, the size also varies greatly. For example,
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2) The complexity of the background. A remote sensing image may contain various background information, which will make noise to the detection object. 3) Small object issues. Remote sensing image contains a large number of small objects, which will cause serious information loss after CNN, making it difficult for the network to notice the object. 4) Perspective specificity. Most of the natural images are taken from the horizontal view of the ground, while the remote sensing images are taken from high altitude. An object will vary greatly in different angles, so the detectors trained under natural data sets may have poor effects on remote sensing images.
Because of the particularity of remote sensing image detection, it is essential to explore ways to achieve high-precision remote sensing object detection. In the development of deep learning, attention mechanism [3] helps the network to focus on key information in complex contexts and the Feature Pyramid Network (FPN) [4] is highly fit to multi-scale and small objects detection. This paper, which integrates core ideas of above two methods, proposes an upgraded network to precisely detect remote sensing objects of different sizes by optimizing feature extraction method of remote sensing imagery with the purpose of generating better region proposals. The proposed network is built on FPN and contains two attention modules.
Firstly, as in-depth semantic information is rich yet lacks details, not conducive to small object location, this paper identifies a global spatial attention module. It extracts attention information from shallow features and optimizes deep features to make the network track object regions more accurately and thus delivering high-precision object detection.
In addition, this paper also figures out the pixel feature attention module: by using multi-scale convolution kernels, the pixel-related information is computed with different receptive field and generates multi-level attention maps of the same size as the input. Further, each layer of the feature map is weighted by channel attention, which shows global information of each channel's feature map, and each channel's image represents various detail information. Therefore, when the two maps are fused, the attention information of the same size as the input is generated. The weight matrix represents the details of the pixel level, which can improve the positioning ability of the network to the object area.
Experiments on remote sensing datasets NWPU-VHR 10 [5] , RSOD [6] , and DOTA [7] show that the mAP of the proposed method has seen significant improvement than existing methods, especially on NWPU, which is 3.75% higher than FPN, and the training speed is faster and easier to converge. What's more, this paper also validates the effectiveness of each part of the network structure through a large number of ablation experiments.
II. RELATED WORK
Two-stage and one-stage are two main branches of object detection methods based on deep learning. The two-stage branch divides object detection into two stages: region generation and object classification. The proposal region is selected, and then fine-grained object detection and bounding box regression are carried out. R-CNN [8] uses Selective Search algorithm to extract regional proposal boxes from the image to be detected and sends each box to CNN network for subsequent processing. Although the accuracy is improved, it produces a large number of repeated feature extraction, which brings huge computing waste. Fast R-CNN [9] introduces ROI pooling layer, maps region proposal boxes to feature maps and converts them to a fixed size, and sends them to full connection layer for classification and location, which is improved in speed and accuracy. Faster R-CNN [10] proposes an RPN network based on the original network and merges region proposal box extraction into deep network. RPN network achieves the extraction of boxes by sliding windows. Each sliding window position generates nine candidate windows of different scales and ratios and extracts the corresponding features of 9 candidate windows for object classification and bounding regression. R-FCN [11] extends Faster R-CNN in the whole structure, and introduces a position sensitive score map into the prediction feature map to enhance the location information and improve the detection accuracy. All of the above methods use a single feature map to predict. FPN combines high-level semantic information with low-level feature information by using the structure of bottom-up and top-down. Different feature layers are used to predict different scales of objects, and the problem of small object detection is optimized. Cascade R-CNN [12] continuously raises the threshold through the cascade network and trains high-quality detectors without reducing the number of samples. To find a better FPN, google brain proposed a learning scalable feature pyramid architecture for object detection(NAS-FPN) [13] .
The one-stage extracts feature directly from the image and determines the category and location of the object. Although it lost some accuracy, it greatly improved the speed of detection, which is represented by the YOLO [14] series and SSD [15] series. YOLO scales the image to be detected to a uniform size. In order to detect objects at different positions, the image is equally divided into grids. If the center of an object falls in a grid cell, the grid cell is responsible for predicting the object. The detection speed of YOLO is nearly 10 times faster than Faster R-CNN. Inspired by Faster R-CNN, YOLOv2 [16] introduced an anchor based on YOLO and modifies the network structure to fully convolutional network. YOLOv3 [17] uses the backbone of DarkNet53 and improves the disadvantage of not being good at detecting small objects through a variety of ways of integration, achieving a balance of speed and accuracy. The SSD detects objects of different sizes using convolution layer feature maps of different resolutions. DSSD [18] introduces the top-down network structure, integrates the high-level semantic information into the feature information of the low-level network, introduces the residual unit in the prediction stage, optimizes the feature maps of the bounding regression and classification task and the problem of small object detection. Since most of the previous detection algorithms need to be pre-trained on ImageNet, which may result in image space mismatch, DSOD [19] proposes to train the detection model from scratch. The detection speed (17.4fps) is slightly worse than SSD and YOLO, but it is superior in terms of model accuracy and model size. RFB Net [20] increases the receptive field and introduces the feature extraction capability of the network by introducing dilated convolution with different dilation rate. For the problem of positive and negative imbalance of training samples, Lin TY et al [21] proposed VOLUME 7, 2019 an improved cross entropy loss: focal loss, which enables the one-stage method achieves an effect similar to or better than the two-stage object detection network.
Attention mechanism, aiming to highlight the salient features of images, is widely applied in deep learning. For example, Wang and others proposed Residual Attention Network [3] , which improves the expressive ability of the network. SENet [22] performed channel-level attention mechanism through feature recalibration and improves its performance in classification, detection and other tasks to a certain extent.
In terms of remote sensing object detection, it is relatively difficult because of the complex background, diversified angles, and different sizes of remote sensing images. Although there have been a lot of works, such as K Li et al [23] proposed a multi-category object detection model RICNN, which improves the accuracy of object detection by introducing a rotation-invariant layer. G Cheng [24] et al further enhanced the performance of object detection by introducing a rotation-invariant regularizer and a fisher discrimination regularizer into the objective function. To improve the detection speed, Hilal Tayara et al [25] put forward a single-step densely connected FPN network. However, existing models have few solutions to the problem that the complex background in remote sensing images makes it difficult for the network to pay attention to the key image areas accurately.
However, there are two main problems in the existing models: (1) As the number of network layers increases, the receptive field increases continuously, and the resolution decreases continuously, which is conducive to the detection of large objects, but the information of small targets will generate a great loss. (2) In the remote sensing image, the background is complicated, and the network can easily notice the obvious area, and it is difficult to accurately notice the object area.
Based on the characteristics of remote sensing images and the above problems, this paper proposes a new network structure based on FPN, including two attention modules: global spatial attention module and pixel feature attention module. It combines global and detail information of the images, as well as fuses deep and shallow features to precisely locates the key areas contained in the image. That is how the impact of background, color difference, and angle is reduced. Besides, multi-scale feature extraction is used to optimize the detection effect of various size objects, especially small objects.
III. METHOD A. NETWORK ARCHITECTURE
The overall network structure of MA-FPN is shown in Fig 1. The whole structure can be divided into three modules: feature extraction module, region proposal network(RPN), ROI pooling and prediction module. The feature extraction module generates feature maps of different scales. The RPN module generates a large number of region proposals. Then, the region proposals are mapped to feature maps. Finally, the region proposals on each feature map are resized to a fixed size through the ROI pooling layer, and joint training of classification and bounding box regression is conducted.
Based on FPN, this paper refines the feature extraction module by adopting the attention mechanism. Firstly, the global spatial attention (GSA) is introduced into the branch of bottom-up to guide the deep network to learn the location information, so that it pays more attention to the object region. Secondly, at the end of the bottom-up, the pixel feature attention (PFA) is added to increase the receptive field, lead the model to learn the details of the image and optimize the performance of small objects. Finally, the deep and shallow features are fused by downsampling.
The MA-FPN network can predict independently in each stage. In order to make the detection more efficient, in the classification stage, only one stage is selected for each region proposal according to its size, as shown in (1):
where w and h denote the width and height of the region proposal. The parameter k 0 is a positive integer indicating the target stage which the region proposal should be mapped in the case of w × h = 224 2 . In the experiment, k 0 is usually set to 4. Because stage 4 has rich semantic information and moderate resolution. k is the stage to be used to detect the object. In FPN, because the overall object size of PASCAL VOC is about 224 x 224, formula (1) uses 224. For remote sensing datasets NWPU, RSOD, and DOTA, 128, 128, 64 are adopted in this paper. Detailed statistics can be found in Section 4.1. The implication of formula (1) is that if the size of ROI is less than 224, a higher resolution level should be selected for prediction, whereas a lower resolution level can be used.
B. GLOBAL SPATIAL ATTENTION
Object detection needs to capture location and classification information at the same time. The shallow feature map of the convolution network has high resolution, which is beneficial to locate the objects. However, the deep feature map contains rich semantic information, which is conducive to classification. The fusion of the two can improve the detection efficiency. Work has been done such as the passthrough method already used in YOLOv2 to fuse deep and shallow features, as shown in Fig 2(a) . Assume that for the feature map of 128x128x256, the feature map of 64x64x1024 is obtained as a result of the passthrough layer.
Due to the complex background in the remote sensing images, the objects are difficult to distinguish. Besides, it is difficult for the network to accurately notice the location of the objects. And after continuous convolution operations, the image resolution is continuously reduced, and small object information will be seriously lost. We found that adopting attention into the remote sensing object detection task with the complex background is more conducive to focusing on the key contents. Channel attention is more concerned with ''what,'' whereas spatial attention is more concerned about ''where.'' On this basis, this paper proposes to integrate the deep and shallow features through global spatial attention to alleviate the problem of small object information loss caused by the low resolution of the deep feature.
As shown in Fig 2(b) , global spatial attention module can construct the transformation F gsa : X → U , X ∈ R H ×W ×C , U ∈ R H ×W ×1 . Global average pooling (GAP) and global max pooling (GMP) are performed on dimension C to obtain the feature map of z ∈ R H ×W , and then the feature map is fused by element-wise summation, the element of z is calculated by
where H and W are the height and width of the feature map. u l denotes the l-th element of the feature map of the last convolutional layer of the previous block. Selection of global pooling and fusion methods are detailed in Section 4.1. Furthermore, the structure revealed in Fig 2(b) extracts the global spatial information by using global pooling and then propagates the position information as the attention map to the next layer. So it is called global spatial attention. The output of the module can highlight the crucial areas of the image and lower the impact of background on object detection. 
C. PIXEL FEATURE ATTENTION
Dilated convolution is usually used in the deep layers of the convolutional network to increase the receptive field without adding the computational complexity. In particular, the ASPP [26] proposed that the dilated convolution with multiple dilation rates is very effective. However, the dilated convolution will lose some local information, which is not conducive to locate the object. In this paper, a pixel feature attention module is provided to fuse the detail information and global information at the pixel level whereas increasing the receptive field, as shown in Fig 3. In Fig 3 , the structure consists of three branches, from top to bottom: channel attention branch, conv branch and multi-scale conv branch. The output is the same size as the input. The multi-scale conv branch employs convolution kernels of different sizes to produce feature maps of the same size as the input to map the details contained in the pixels. The channel attention branch generates channel attention and obtains global information of each channel in the feature map. By fusing global and detailed information, the structure achieves better performance in detail, especially in location detail, than SENet and other models as shown in Table 1 . The accuracy of SENet is 1.5% lower than that of our PFA module.
Specifically, input the feature map F and F out is obtained through the PFA structure, as in (3):
M (F)contains the operate of three branches, and we can get M G (F), M C (F), M m (F) respectively through channel attention branch, conv branch and multi-scale conv branch after the feature map F as the input, and it can be computed as the following (4):
where σ is relu activation function, ⊕ denotes element-wise summation and ⊗ denotes element-wise product.
1) CHANNEL ATTENTION BRANCH
The operation of channel attention branch can be constructed for given any transformation
We take global average pooling and global max pooling on the feature map u and produce the feature map z ∈ R, the l-th element of z is calculated by
then a convolution of 1x1 is performed to integrate the feature map and remove the alias effect:
where f 1×1 denotes 1x1 convolution, σ denotes relu activation function.
2) CONV BRANCH
We take 1x1 convolution on the feature map to achieve cross-channel interaction and information integration, as in (7):
3
) MULTI-SCALE CONV BRANCH
We use convolution of 5x5 to increase the receptive field. Assuming that the l layer is a convolutional layer, for the feature map of the l − 1 layer, after the convolution operation and an activation function, the l layer of the feature map can be calculated by
where u l j represents the j-th feature map of l layer. M j denotes a selection of input maps. The convolution and summation operation is performed for all the associated feature maps of layer l − 1 and the j-th convolution kernel k l ij of layer l, and then the bias b l j is added. Finally, the f (·) activation function is used.
The convolution of 3x3 is used for downsampling, and the receptive field is enlarged continuously. The dimension of the output is unchanged, but the size of the output feature map is reduced by half. The formula is as following (9):
where down(·) represents downsampling and f (·) represents activation function, β and b are multiplicative biases and additive biases corresponding to each feature map, respectively. Finally, we use upsampling to the smaller feature maps and concentrate them together. Upsampling again to restore the original size of the feature map, the whole can be calculated as (10) :
Here, up(·) denotes upsampling and ⊕ denotes element-wise summation. f 3×3 and f 5×5 denote 3x3 and 5x5 convolution respectively. The module can generate feature maps at the pixel level, which can increase the receptive field and reduce the loss of information. Since the feature map is small after the last convolutional block of the feature extraction network, even if a larger convolution kernel is used, the computational is less complex.
D. LOSS FUNCTION
We use multitask loss functions for training, including classification loss L cls and regression loss L reg . Among them classification loss use softmax cross entropy, regression loss use smooth L1 loss.The loss function is defined as (11):
Here, i is index of anchor in mini-batch, l i represents the label of object, and p i is the possibility that an anchor be predicted as an object. v i is a vector (x,y,w,h) of ground-truth, v * i is the vector of the predicted object box. Hyperparameters can be adjusted to keep the balance of multi-tasks. In this paper, we set to the λ 1 = 1, λ 2 = 1.
For bounding box regression, we adopt the parameterizations of the 4 coordinates following (12):
where x, y, w, h denotes the box's center coordinates and its width and height. x, x a , x * are the predicted box, anchor box and ground-truth box, respectively (likewise for y, w, h).
IV. EXPERIMENTS A. IMPLEMENTATION DETAILS
The experiments use resnet101 pre-trained by ImageNet as the backbone. We adopt Momentum training on 1 GPU, and we use a weight decay of 0.0001 and a momentum of 0. the number of small objects is more, and about 50% of the object size is less than 64 2 , so we set it to 64 2 .
2) IS GLOBAL SPATIAL ATTENTION EFFECTIVE?
In the existing methods, attention information generated from a layer of feature maps is usually directly applied to the same layer (same-layer). However, experiments suggest that the attention information generated by shallow features can produce better results when applied to deep layers (crosslayer), as shown in Table 1 . In fact, this is because the resolution of the feature map decreases continuously through the continuous convolution and pooling operation. For some small objects, a great loss has been caused, and then the use of attention will not have much effect. However, cross-layer attention compensates for the deep loss of detail. There are two cross-layer methods: one is through the passthrough layer, the other is the global spatial attention module proposed in this paper. The comparison results in Table 1 indicate that our proposed method can achieve better accuracy.
3) HOW TO CHOOSE GLOBAL POOLING AND COMBINATION METHOD?
The global spatial attention module proposed in this paper includes two global pooling methods: GAP(Global Average Pooling) and GMP(Global Max Pooling). Experiments show that both GAP and GMP can improve mAP to a certain extent, but the combination of them is better, and the element-wise summation is the best combination method. In addition, we find that the detection effect decreases with the increase of the convolution kernel. This is because the large convolution kernel can provide a larger receptive field, but it also brings a lot of useless information and weakens the focus, which leads to the decrease in detection effect, as shown in Table 1 . For the channel attention branch of pixel feature attention module, we found that using GAP and GMP at the same time can achieve better results. As shown in Table 1 , mAP can be increased by about 1.6% and 1.3% respectively compared with GAP and GMP alone.
4) WHY CHOOSE DIFFERENT COMBINATION METHOD?
The conv branch uses 1x1 convolution to achieve cross-channel interaction and information integration. As shown in the Table 2 , mAP without conv branch will drop by about 1%. Different sizes of convolutions (3x3 and 5x5) are used to increase the receptive field. The feature maps are added pixel by pixel to achieve the fusion of different features, which serves as the pixel-level attention of the network to help the network pay attention to details. Compared with the summation, multiplying with the conv branch can be increased by about 0.5%. Channel attention branch extracts the global information of the image and fuses the detail information with the method of pixel-by-pixel addition. We find that element-wise product is better by comparing the method of adding and multiplying with conv branch.
5) ARE STRUCTURES EFFECTIVE?
Each structure is validated by adding modules one by one, as shown in Table 1 . Adding global spatial attention structure can greatly improve the detection accuracy, and the addition of pixel feature attention will also increase by about 0.35%. Moreover, the network reduces the number of iterations in training, and it is easier to achieve convergence, especially, the addition of global spatial attention module improves the training speed by 25% on NWPU.
C. OBJECT DETECTION EXPERIMENTS 1) EXPERIMENTS ON NWPU
We perform the experiments on NWPU VHR-10. It is a publicly available 10-class object detection dataset. These ten classes of objects are airplane, ship, storage tank, baseball diamond, tennis court, basketball court, ground track field, harbor, bridge, and vehicle. This dataset contains totally 800 very-high-resolution (VHR) remote sensing images that were cropped from Google Earth and Vaihingen dataset and then manually annotated by experts. The dataset is randomly divided into a training set and a testing set according to the 8:2 ratio.
AP (Average Precision) can quantitatively evaluate the effect of the detection. Table 3 demonstrates the results on NWPU dataset. According to the experiments, the MA-FPN model achieves the best detection results for remote sensing images. And we have the best detection accuracy in more than half of the categories. Comparing with the FPN, our method improves the mAP by 3.75%. Because our network reduces the loss of small target information and increases the receptive field, the detection results on NWPU dataset for the small objects such as storage tank, ship and long objects such as bridge and harbor are improved greatly. Besides, our method performs 3.4% better than the NAS-FPN and all the other competitors.
The P-R curve reflects the trade-off between the accuracy of recognition of positive examples and their coverage ability. A good classifier should keep recall growth whereas keeping precision at a high level. Because our method was based on FPN, so we compare the P-R curves of FPN and our MA-FPN model on NWPU dataset. The changes in precision and recall when thresholds change can be observed. According to the Fig 5(a) , for FPN, when recall increases to 0.8, the precision corresponding to the bridge begins to decline sharply, whereas MA-FPN remains at a relatively stable level as a whole. The bridge is a slender object, which testifies that FPN is difficult to adapt to such special shape objects, and will produce many false detections. However, MA-FPN model adds a pixel feature attention module at the end, which increases the perception of detail and location. So our model can keep recall and precision at a high value.
2) EXPERIMENTS ON RSOD
RSOD is an open dataset for object detection in remote sensing images. The dataset includes 4993 aircrafts in 446 images, 1586 oiltanks in 165 images, 191 playgrounds in 189 images and 180 overpasses in 176 images. And the dataset is randomly divided into a training set and a testing set according to the 8:2 ratio. Table 4 , we can observe that detection results of each category on RSOD dataset have been improved in varying degrees. We compare it with eight methods and achieve the best detection performance, at 96.28%. The MA-FPN model is about 0.5% higher than YOLOv3, 1.03% higher than FPN, and about 4% higher than NAS-FPN.
From the
In Fig 5(b) , we found that for the overpass and aircraft categories, the recall value of the MA-FPN starting to drop is VOLUME 7, 2019 significantly larger than that of the FPN, indicating that our MA-FPN model is better.
3) EXPERIMENTS ON DOTA
We also evaluated the method our proposed on DOTA for horizontal object detection. The DOTA dataset is a large-scale aerial remote sensing dataset with 15 categories and 2,806 images ranging in size from 800×800 to 4000×4000 from different sensors and platforms. The fully annotated DOTA images contain 188,282 instances, and contain objects exhibiting a wide variety of scales, orientations, and shapes. We crop a series of 1024×1024 patches from the original images with a stride of 824. We crop a series of 1024×1024 patches with a stride of 200 when testing. We got 9948 training images and 3144 validation images after cropping. It should be noted that our experimental results were obtained without any data enhancement.
In Table 5 , the experiment results of Faster R-CNN, R-FCN, SSD, and YOLOv2 all come from the paper [7] which DOTA official baseline implements. It crops the dataset in the size of 800x800 and stride of 512. Besides, both the training set and validation set are used as the training set. The total number of images is about 150,000. However, FPN, RetinaNet, NAS-FPN and our methods are all trained and tested according to our cropping method. We can see that we can use fewer images to achieve better results. We can see that our method MA-FPN is 1.13% higher than the original FPN and other methods, especially for small vehicles, large vehicles, ships, and other small objects. Because DOTA dataset contains a large number of small objects, a large amount of information will be lost for other methods which cause the effect is not satisfactory. But for our method, we adopt the multi-scale network and reduce the loss of information through attention mechanism, so the effect has been improved to a certain extent. Fig 5(c) shows the P-R curve of FPN and MA-FPN model on DOTA. Compared with the baseline method, we can find that the curve of MA-FPN decreases more slowly, which shows that MA-FPN is more accurate than FPN in recall increase. For example, for swimming-pool, when the recall is equal to 0.6, the precision of our model is significantly larger than FPN.
On the whole, MA-FPN model can effectively improve the accuracy of object detection. Examples of some hot maps and test results are shown in Fig 6. Confidence scores are greater than 0.6 are shown on the graph. Each output box is associated with a category label and a softmax score in [0:1]. We can intuitively see that MA-FPN model can pay more attention to the location of the object, reduce false detections and missed detections, so as to achieve a more accurate location. For example, for the first and second rows of Fig 6, our method accurately focuses on the location of the aircraft and the baseball diamond, whereas the FPN network also focuses on other non-target locations. For the third and fourth rows, the FPN method will cause a lot of false location for bridge because of the lack of receptive field, whereas our method can locate bridge accurately by adding PFA structure, which greatly reduces the false location. For the fifth and sixth rows, according to the hot maps, FPN method cannot find the object completely, whereas our method can detect all the objects.
V. CONCLUSION
Inspired by the practical problems of remote sensing image object detection, this paper aims at the problems of difficult to distinguish objects in the complex background of remote sensing images and serious information loss of small objects, a multi-attention object detection model based on multi-scale (MA-FPN) is proposed, which includes two attention modules: global spatial attention and pixel feature attention. Experiments show that the model can pay more attention to the object more accurately, especially for the small objects. The detection accuracy and robustness of the model are significantly improved compared with the state of the art methods. However, it cannot achieve real-time detection speed. How to improve the speed under the premise of ensuring the accuracy will be our research directions in the future.
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