Abstract-In this paper we present a novel coverage framework for a network of mobile robots that aim at covering a finite and discrete set of points of interest. The proposed framework is non-exclusive, in that each point of interest can be covered by multiple robots with different intensities, thus resulting in a partly overlapping segmentation of the points of interest in groups covered each by a specific robot. This property improves robustness of our solution for the fact that each point of interest may remain covered by secondary robots, in case the main one becomes unable to fully perform its intended functions. Moreover, the intensity of the associations represents valuable meta-information that can be the basis for implementing complex interaction tasks among robots and points of interests, e.g., in order to define priorities or to elect a leader in case of emergency at some specific point of interest. The proposed algorithm is distributed, asynchronous, and near-optimal, and it is based on the C-means, originally proposed for non-exclusive clustering and for cluster centroid identification of a set of observations. We also cope with limited sensing range of robots, which cannot be addressed by traditional C-means, thus leading to an unfeasible coverage solution. In fact, the proposed sparse C-means can enforce robots to take into account only neighboring points of interest.
I. INTRODUCTION
Due to their ability to operate in harsh or hostile environment, mobile robots represent a particularly valuable resource for patrolling, surveillance, and disaster relief applications in large-scale and extreme environments.
Among other applications, distributed coverage [1] - [9] gained more and more attention by the scientific community over the years, as it allows a set of mobile robots to move in positions that guarantee a good coverage of all the points in the considered environment.
Traditional approaches (e.g., [1] - [3] ) aim at moving the robots in positions that correspond to the centroids of suitable Voronoi partitions (or a weighted version of such partitions), thus guaranteeing adequate coverage of the region of interest, in a spatially continuous manner.
However, such methods are typically not robust, in that the loss of one or more robots may leave some areas uncovered. Moreover, these methods are well suited to cover uniformly a region of interest but lack the possibility to take into account just a discrete set of points of interest (POI) that must be covered, while neglecting the rest of the environment. In several situations, in fact, the robots are expected to cover specific points in the space (e.g., persons in danger, environmental landmarks, adversary robots, etc.).
In this paper we develop a distributed coverage strategy for networked mobile robots that addresses the above needs, in that we consider a discrete set of POIs to be covered and we provide an algorithm that not only navigates the robots in positions that guarantee a good coverage, but specifies also, for each POI and each robot, a degree of membership of the association of the POI to the robot, thus establishing not only a primary robot in charge of covering a specific POI, but also potentially some secondary robots that can cover the POI when the primary one is unavailable. In other words, within our approach a point of interest might be covered by several robots, with different intensities. Notice that these degrees of membership are quite useful, as they represent meta-information that can be exploited for easing further operations involving the robots, such as rescue in case of emergency, leader election based on the current situation at the POIs (e.g., increased risk or distress at some point of interests).
In order to fulfill the above requirements, we develop a novel algorithm which follows the philosophy of the C-means [10] , [11] , an effective not-exclusive data clustering algorithm that is typically used to partition large amounts of observations in partly overlapping groups, specifying for each group a representative point or centroid, and for each observation a degree of membership to each group. In the mobile robot perspective, each POI plays the role of an observation, while the robots aim at reaching positions that correspond to the centroids. Our aim is, thus, to cluster the POIs in not-mutually exclusive groups and to let the mobile robots take positions that ensure, overall, a good coverage of the points of interest. Moreover, we want the robots to specify, for each point of interest, a degree of membership that captures the intensity of the coverage.
While performing such tasks, it is essential to handle with care the limitations introduced by the mobile robots, which typically have reduced sensing and communication range. In fact, since not all POIs can be at each time within the sensing range of the mobile robots, we introduce explicitly sparsity constraints within the C-means formulation, and we devise a near-optimal strategy that guarantees the reach of a locally optimum solution.
The proposed algorithm is asynchronous and distributed; we arXiv:1612.03849v1 [cs.RO] 12 Dec 2016 assume the robots are awakened at discrete and non-uniform time instants by an internal clock. When a robot awakens, it attempts to move in order to improve the coverage, and it and its neighboring nodes update the degree of membership of their neighboring POIs. In doing so, the robots must interact with their neighbors. In particular, we let the robots interact in order to calculate the degrees of membership for the neighboring POIs and to decide which robot moves first, should more than one robot awaken at the same time.
As for data clustering algorithms, there have been some distributed implementation attempts: in [12] , [13] parallel implementations of clustering algorithms are considered; early distributed works [14] - [21] are limited to specific network topologies and configurations, or require each node to solve a clustering problem of a size comparable to the centralized one; in [22] , [23] a mutually exclusive clustering algorithm is implemented via repeated average-consensus procedures; in [24] a distributed implementation of the C-means algorithm for sensor networks is provided based on a token passing strategy. However, all previous distributed approaches to data clustering are quite slow, in that they require all agents to contribute to the update of centroids and memberships; this is done via multi-hop mechanisms like consensus or token passing. In this work, instead, we provide a local method that exploits the sparsity introduced by the robot's limited sensing range, so that we are able to let a robot move and to update the memberships involving it, by exchanging information only with its immediate neighbors.
A. Outline
The outline of the paper is as follows: Section II provides some preliminary definitions, while Section III introduces the problem addressed in this paper; Section IV considers two ancillary problems that are fundamental for our developments in this paper; Section V introduces our asynchronous and distributed algorithm, while Section VI proves the convergence of our algorithm to a locally optimum value; Section VII consists of a simulation campaign aimed at showing the potential of the proposed approach; Section VIII, finally, collects some conclusive remarks and future work directions.
II. PRELIMINARIES

A. General preliminaries
The power set P(X) is the set containing all possible subsets of X.
B. C-means Data Clustering Algorithm
C-means is an efficient algorithm for partitioning a set of n observations, p i ∈ R m into a smaller number r n of clusters and determining for every of such clusters j, for j = 1, · · · , r a representative centroid point x j ∈ R m . Note that a cluster's centroid may not be one of its observations. Note also that every observation p i may belong to the j-th cluster with a certain degree of membership, u i j .
Let x = x 1 , . . . , x r and let U be an n × r matrix having u i j at its (i, j) − th entry. Moreover, for simplicity, let us denote ||p i −x j || by d i j . We can restate the C-means problem in terms of non-exclusive clustering as follows:
Problem 1 (Not Mutually-Exclusive Clustering ): Given a positive integer m, find an optimal pair (x * ,U * ) solving the following problem:
For the sake of clarity note that constraint (I) ensures that the sequence of cluster membership of every observation represents a density, and constraint (II) ensures that each cluster is not empty or does not contain only observations with null membership. Notice that the larger the parameter m is, the less the membership coefficients are influential in the objective function of Problem 1; such a parameter that accounts for the degree of overlapping among the different clusters. Within the C-means algorithm, which we describe next, it is assumed that m ∈ (1, ∞).
Given the complexity of solving the problem exactly, in the literature several approximation algorithms have been proposed. Among others, an iterative algorithm, namely Cmeans algorithm [10] , [11] , proved its effectiveness.
Starting with arbitrary (e.g., randomly chosen) set of r centroids x 1 (0), . . . , x r (0), the algorithm alternates for each iteration k between an assignment and a refinement phase.
Let
During the assignment phase of iteration k, for each observation i, the algorithm updates the coefficients u i j (k) as follows.
If no centroid j has the same position as the i-th observation, i.e., if no d i j (k) = 0, then we set
otherwise, for the i-th observation we pick any nonnegative
As said before, the parameter m ∈ (1, ∞) accounts for the degree of overlapping among the clusters; in fact, large values of m yield small values of u i j (k). Notice that, in the limit m approaching one, the assignment becomes mutually exclusive (i.e., u i j (k) can be just 0 or 1) and the algorithm reduces to a k-means algorithm [25] . When there is no a priori knowledge on the data or problem at hand, a popular choice is m = 2.
During the refinement phase, each centroid x j (k) is updated to be a weighted average of the observations, based on the current coefficients u i j (k), i.e.:
As demonstrated by Bezdek [11] , [26] - [28] , the C-means algorithm either converges in finite time or its limit tends to a local optimum value.
III. PROBLEM STATEMENT
Let us consider a set of n points of interest (PoI) and r ≤ n mobile robots deployed in a bounded region in R m , with m ∈ {2, 3}; we assume that each PoI i is in a fixed position p i ∈ R m , while the j-th robot is initially in position x j ∈ R m .
We are interested in developing a not mutually-exclusive coverage of the PoIs by the robots, i.e., we want to specify a degree of coverage u i j of each PoI i by each robot j, and we assume that a PoI can be covered by more than one robot, with different intensities. Further to that, we want to identify positions x j for the robots so that the PoIs are well covered, i.e., we want positions that are close in a least square sense to the PoIs, in a way that is proportional to the intensity of the coverage u i j and taking into account the overlapping of clusters, governed by the parameter m.
The proposed approach has three fundamental differences from the setting in [1] - [3] : first of all, we handle a discrete set of points of interest, while in [1] - [3] a continuum is consider; secondly, we consider a not mutually-exclusive coverage; finally, we take explicitly into account the sensing limitations of the robots, in that we assume that a robot is able to cover only neighboring PoIs.
To be consistent with the distributed scenario, and with the technological limitations of the robots, let us make the following assumptions Assumptions 1: a) A robot j is able to sense only those PoIs whose Euclidean distance from the robot is less than a threshold ρ; b) A robot j is able to communicate with those robots h for which the Euclidean distance from j is less than a threshold θ ≥ 2ρ; c) The robots interact in a completely asynchronous manner and without a central coordination: we assume that each robot has a clock that ticks at random intervals. When awaken by the clock ticking, the robot attempts to move to a new position in order to improve the coverage. Moreover, we assume the robots are continuously listening to the nearby communications, and that when a robot communicates, its neighbors are triggered in order to respond, in a way that will be clarified later. d) The robots are deployed initially in a way such that each PoI is sensed by at least one robot, and each robot senses at least one PoI.
Our objective, is thus to solve the non-mutually exclusive coverage problem in an asynchronous and distributed way, subject to an additional constraint that takes into account the limited sensing range of the robots. In other words our problem reads as follows:
Problem 2 (Sparse Not Mutually-Exclusive Coverage):
The above problem is the same as Problem 1, with additional sparsity constraints (IV), exempting a robot j from the task of covering those PoIs that are out-of-reach from it.
Given the complexity of solving the problem with complete information exactly, let alone considering sparsity, in this paper we develop an asynchronous and distributed iterative algorithm that converges to a locally optimum value.
Notice that, overall, the constraints of Problem 2 imply that, regardless of the limitation on the sensing range, each robot must sense at least one PoI and that each PoI is sensed by at least one robot. In particular, we need assumption d) because, as shown later, if we want to enforce these constraints at the initial time, such constraints are always satisfied by the proposed algorithm. If, conversely, a robot senses no PoIs, it is simply ruled out and does not contribute to the algorithm. Similarly if a PoI is not sensed by any robot, it is simply disregarded, and the algorithm applies to the residual PoIs and robots.
In the next section we solve two ancillary sub-problems that are fundamental for the developments in this paper.
IV. SOLVING TWO SUB-PROBLEMS
The algorithm we propose in next section to solve Problem 2 stems from the solution of two ancillary sub-problems, which we discuss in the remainder of this section: 1) find the optimal U when the robot positions x are fixed; 2) find the optimal position x j for the j-th robot when U and the position of all robots i with i = j are fixed.
A. Optimal Coverage for Fixed Robot Positions
In this subsection we demonstrate that, for fixed U, the optimal robot positions are calculated as follows.
When there is at least a robot j at the same position of a PoI i, we set
If, conversely, there is some d i j = 0 we select u i1 , . . . , u ir that satisfy
Proposition 1: Let m be fixed and assume {p 1 , . . . , p n } contains at least r < n distinct points. Further to that, let M f be the set of all n × r matrices U whose entries u i j satisfy the constraints in Problem 2. Moreover, let x be fixed robots' positions guaranteeing that for all PoIs i there is a robot j such that d i j ≤ ρ. Then, the set of global minimizers of
over M f coincides with the subset of R n×r satisfying Equations (5) and (4) for x.
Proof: For fixed x that guarantees that all PoIs are in reach of at least a robot, it can be shown that if the sparsity constraints are satisfied, then Θ(U) can be equivalently expressed as
Let us sort the PoIs so that for p 1 , . . . , p q all distances d i j > 0, while for p q+1 , . . . , p n there is at least a robot j such that d i j = 0. We can, therefore, split Θ in two independent terms
Clearly, the second term in the above equation is minimized subject to the constraints in Problem 2 only if the coefficients u i j for 1 ≤ j ≤ r and for q + 1 ≤ i ≤ n are calculated via Eq. (5).
Let us now focus on the fist term in Eq. (6). It can be easily shown that M f is convex and that the first term in Eq. (6) is strictly convex for m > 1. From this it follows that at most one minimizer, which necessarily must be a global one, can exist for the first term in Eq. (6) over M f .
Let us set u i j = w 2 i j for all i, j, and let us relax the constraints (II) and (III), ignoring them for the moment.
Notice that for x fixed and U ∈ M f , the constraints (I) can be rewritten as
In the following we denote the matrix containing the terms w i j as W ∈ R r×m . The Lagrangian relaxation of our problem (recall that we are ignoring (II) and (III) for the moment) with respect to the constraints (I) is
(7) Moreover, for 1 ≤ j ≤ r and 1 ≤ i ≤ q it must hold
Notice that the sparsity constraints (IV ) are implicitly taken into account since u i j = 0 implies w i j = 0 and hence
Summing over all j such that d i j ≤ ρ and applying Eq. (7) we get
Substituting the above equation in Eq. (9) we can conclude the necessity of using Eq. (4) to obtain U * .
To prove sufficiency, let us examine the Hessian H λ (U) of the Lagrangian, as a function of U, evaluated at U = U * . To this end it can be shown that
i.e., the off-diagonal entries of H λ (U * ) are zero. As for the diagonal entries, it can be noted that for s = i and t = j it holds
Hence H λ (U * ) is diagonal and, since for hypothesis m > 1 and d i j > 0 for all i = 1, . . . , q and all j = 1, . . . , r, the diagonal entries are all positive. As a consequence, H λ (U * ) is positive definite at U * , which implies Eq. (4) is sufficient and U * is a strict local minimum of Θ.
Notice that the hypothesis that all PoIs are in reach of at least one robot imply that the solution obtained via Eq. (4) satisfies the constraints (II) and (III). The proof is complete.
B. Optimal Position for a Single Robot
Let us consider c i j = 1 if the i-th PoI is in reach of just robot j, c i j = 0 otherwise. Moreover, let us define
that is the intersection of the balls B i,ρ of radius ρ centered at p i for each c i j = 1, or R m is no c i j = 1.
In the next Theorem we provide an optimality condition for x j when U and the position of all robots i = j are fixed.
, where we consider fixed U ∈ M f , and fixed x i with i = j. Then
is a global minimizer of Ψ(x j ), subject to the constraint that all PoIs are within reach of at least one robot, iff there is
Proof: Notice that, for fixed U admissible for Problem 2, the coefficients u i j = 0 if d i j = ||p i − x j (k)|| > ρ. For fixed U ∈ M f and fixed x i with i = j, therefore, our problem consists in finding a position x * j ∈ C j for the j-th robot that minimizes Ψ(x j ). Equivalently, we can formulate the above problem as:
Notice that the objective function and the constraints are convex, hence we can resort to Lagrangian relaxation and Karush-Kuhn-Tucker optimality conditions. The Lagrangian function obtained by relaxing the above constraint is
Since the problem in Eq. (12) is convex and we relaxed an inequality constraint, by Karush-Kuhn-Tucker theory we know that x * j is the optimal solution iff:
The first condition is equivalent to requiring that the directional derivatives Ψ (x * j , λ , y) with respect to x j vanish at x * j along any nonnull arbitrary direction y ∈ R m . Let t ∈ R and let x * j be optimal for the problem in Eq. (12) . Let us define
We can rearrange h(t) using inner products, i.e.,
and we want that
For arbitrary nonzero y, the terms
which is verified iff Eq. (11) holds true. Therefore, by Karush-Kuhn-Tucker conditions, we conclude that an optimal solution x * j must lie in C j and that, for those i such that c i j = 1, the multiplier λ i can be positive if and only if the resulting x * j lies on the boundary of B i,ρ . The proof is complete.
We conclude the section by showing a particular solution to achieve an optimal x * j when U and all other robot positions p i with i = j are fixed.
Let consider the positionx j obtained from Eq. (11) when all λ i = 0, i.e.,x
and let y i be the projection 1 ofx j onto B i,ρ . Let us define the set V = {p i |c i j = 1} ∪ {x j }.
Moreover, let us define the mapping f C j : R m → C j as follows:
3) if, conversely Y = / 0 we consider the set
and f C j (x j ) returns the point q ∈ C j such that Figure 1 shows an example of calculation of f C j (x j ) when x j ∈ C j . Our choice to find a global minimum to the above sub-problem is thus to set
We prove next that the above choice satisfies the conditions in Theorem 1.
Proposition 2:
The position x * j calculated according to Eq.
• pa Figure 1 . Example of selection of the optimal position x * j (red star) based on the desired positionx via the function f C j , which guarantees that the robot j stays in C j and no PoI remains disconnected. In the upper figure the projection ofx j onto B 1,ρ belongs to C j , hence it is selected as the new position. In the lower plot, instead, no projection ofx j onto a ball B i,ρ belongs to C j , hence we select the closest intersection of the balls, among those contained in the convex hull ofx j and of the PoIs such that c i j = 1. (14) is a global minimizer of Ψ(x j ) = J m (U, x) for fixed U ∈ M f , m and fixed x i with i = j, subject to the constraint that all PoIs are in reach of at least one robot. Proof: Letx j be the position obtained via Eq. (11) when all λ i = 0. Trivially, ifx j ∈ C j , then by Theorem 1 it is optimal, so supposex j ∈ C j .
Order the PoIs so that p 1 , . . . , p g are the g ≥ 1 PoIs which would be out of reach fromx j , i.e., those PoIs such that ||p i − x j || > ρ. Notice that since c i j = 0 for j > g it must hold λ j = 0 for j > g. As a consequence, we can rearrange x * j from Eq. (11) as a convex combination ofx j and p 1 , . . . , p g , i.e.,
Since the above expression is a convex combination, we are guaranteed that for all z ∈ Conv(x j , p 1 , . . . , p g ) there are nonnegative λ 1 , . . . , λ g for which Eq. (15) yields z. However, by Theorem 1, λ i can be nonzero iff ||p i − x * j || = ρ, hence there may be points in the convex hull that do not correspond to a feasible choice of the Lagrangian multipliers.
Notice that, for each PoI p i with i = 1, . . . , g, the point y i ∈ B i,ρ that is closest tox j is a convex combination ofx j and p i , hence y i ∈ Conv(x j , p 1 , . . . , p g ). If one of such points y i ∈ C j , then there is a λ i ≥ 0 such that when λ j = 0 for j = i Eq. (11) yields y i , and all conditions required by Theorem 1 are satisfied.
If, conversely, for all i = 1, . . . , g we have that y i ∈ C j , then by construction Conv(x j , p 1 , . . . , p g ) contains a point q ∈ C j that belongs at the same time to the boundary of two or more balls B i,ρ .
Since such balls are convex sets, the alternating projection method [29] guarantees that iterating projections onto the balls, starting fromx j , yield q; as a consequence there is a choice of λ 1 , . . . , λ g that satisfies all the conditions in Theorem 1.
The proof is complete.
Let us now show a useful property of the solution presented in the above theorem.
Proposition 3: Let us consider a set I ⊆ {1, . .
Proof: The proof follows noting that, since θ ≥ 2ρ, when two robots j, h are such that ||x j − x h || > θ there is no PoI i such that both ||x j − p i || < ρ and ||x h − p i || < ρ, hence the position can be calculated independently for each robot j ∈ I, according to Proposition 2.
Based on the solution of the sub-problems introduced in this section, in the next section we develop a locally optimum algorithm for Problem 2, while we provide a distributed implementation in the subsequent section. by the execution in background and non-stop of two parallel threads, the radio thread and the motion thread. The radio thread (Algorithm 3) is responsible for handling the actions performed by a node in response to a request to move, while the motion thread (Algorithm 4) handles the actions of the robot in response to the triggering signal provided by the internal clock.
V. PROPOSED ASYNCHRONOUS AND DISTRIBUTED ALGORITHM
During the initialization (Algorithm 2) each node sets the ENABLED, MOTION_REQUEST and MOVING flags to false, and initializes as empty sets a list P i of neighboring PoIs and a list N i of neighboring robots.
Algorithms 3 and 4 run permanently in background and they are executed concurrently, i.e., the execution of the operations within one of the thread does not prevent the robot to execute those in the other, at the same time. Specifically, when a robot is triggered by its internal clock, the motion thread responds by invoking the MOTION_HANDLER procedure (Algorithm 5). At the beginning, this procedure sets MOTION_REQUEST to true and lets the robot transmit a message to all its neighbors, asking for permission to move. Upon reception of such a request message, the MOTION_ACK procedure (Algorithm 8) is activated within the radio thread. While running the MOTION_ACK procedure, a robot that has received a request to move by another robot must provide affirmative or negative answer. The logic underlying MOTION_ACK is that, if the robot who received the request is already moving, then the request must be turned down. Moreover, if the robot who received the request has asked itself the permission to move but has not yet started to move (recall that the two threads are asynchronous and concurrent), then the request is accepted if the identifier of the node requesting to move is smaller than its and it is accepted otherwise. If none of the above cases is verified, then permission is granted, and the robot giving permission sets the ENABLED flag to false, avoiding to request to move next. If all neighbors accept respond affirmatively, the robot willing to move can actually move; this movement is handled by the PERFORM_ACTION routine (Algorithm 6).
Within such a routine, the robot asks its neighbors to update their associations to the PoIs they can sense assuming it is not present, in a way that will be clarified next. Then it calculates its new position according to Eq. (14) and moves in that position. The routine ends when the robot updates the lists of nearby PoIs and robots and asks its new neighbors to update their associations (including itself). Such a strategy is implemented in order to trigger the calculation of the new associations at both the previous and the new neighbors of the moving robot. We notice, in fact, that if a node is a neighbor of the moving robot before and after the move, then such neighbor calculates the associations twice, first assuming the robot moving is not present and then considering the robot in the new position, overwriting the ones calculated assuming the moving robot is not present.
Algorithm 7 handles the calculation of the new associations. When a robot has to update the associations, for each of its neighboring PoIs, it requests its nearby robots (except the robot requesting the update, if the request specifies to neglect it) to provide their Euclidean distance from that PoI, and such distances are used to calculate the updated association via Equations (4) and (5).
We demonstrate next that the proposed algorithm converges to a local minimum for Problem 2.
VI. CONVERGENCE TO A LOCAL MINIMUM
In this section we demonstrate that the algorithm developed in the previous section converges to a local minimum for Problem 2. To this end we review next Zangwill's Global Convergence Theorem and some related definitions; then, we provide an equivalent characterization our algorithm as a formal iterative algorithm A , proving that A converges to a local minimum in that it verifies the conditions required by Zangwill's Theorem. We conclude our proof showing that our algorithm converges to a local minimum iff A does.
A. Zangwill's Global Convergence Theorem
In this subsection we review Zangwill's Theorem [30] , a powerful criterion to prove the convergence of an iterative algorithm. Before stating the theorem, we need some background definitions.
Definition 1 (Set-valued Map): Given two sets X and Y , a set-valued mapping Φ is an application assigning each x ∈ X to subset Φ(x) ⊆ Y .
Definition 2 (Iterative Algorithm): Let X be a set and x 0 ∈ X a given element of X (point). Then an iterative algorithm, A , with initial point x 0 is a set-valued mapping from X to X which generates a sequence {x k } ∞ k=0 according to
Notice that the choice of defining A in terms of set-valued maps is done for the sake of generality. A particular algorithm, in fact, is expected to generate a well defined sequence of points, and not a sequence of sets.
In the following, we are interested in the points belonging to a solution set Γ ⊂ X, e.g., the set of all minimizers of an objective function or the set of locally optimum values that are admissible given a set of constraints.
Given a solution set, let us define the corresponding descent function.
Definition 3 (Descent Function): Given Γ ⊂ X and an iterative algorithm A on X, a continuous real-valued function Z : X → R is called a descent function provided 1. if x ∈ Γ and y ∈ A (x), then Z(y) < Z(x); 2. if x ∈ Γ and y ∈ A (x), then Z(y) ≤ Z(x);
We are interested in iterative algorithms A for which, given a set of solutions Γ, it is possible to find a descent function Z proving that iterations of A converge asymptotically or in finite time to the set Γ. A first step in this sense is to define a property of set valued maps that is a similar to continuity of standard maps.
Definition 4 (Closedness or Upper Semi-Continuity
The following result is useful to prove the closedness of a set-valued function C = B • f (x) that is the composition of a function f and a set-valued function B, given the continuity of f and the closedness of B.
Corollary 1 (Zangwill, [30] ): Let a function f (x) from X to Y and a set valued map B from Y to Z. If f is continuous at x and B is closed at f (x 0 ) then C = B • f (x) is closed at x 0 .
We can now recall the following theorem from Zangwill.
Theorem 2 (Zangwill's Global Convergence Theorem, [30] ): Let A be an iterative algorithm on X, and suppose that, given x 0 ∈ X the sequence {x k } ∞ k=0 is generated and satisfies
Let a solution set Γ ⊂ X be given and suppose that:
for all y ∈ A (x). (iii) the mapping A is closed at all points of X\Γ.
Then either the algorithms stops at a solution or the limit of any convergent subsequence of {x k } ∞ k=0 is a solution. Let us now provide an equivalent definition of the proposed algorithm in terms of a formal iterative algorithm.
B. Formal Iterative Algorithm Definition
Let G : M f × {1, . . . , r} → R r×m be the function defined by
where, for i = j, x i is calculated according to the composition of Eq. (13) and Eq. (14) using U, and x i = x i otherwise.
Let us consider a function
Moreover let us consider the set-valued map
where
where F(x) is the set of matrices U ∈ R n×r obtained by applying Eq. (4) and (5) for x, and j is selected in {1, . . . , r}, e.g., in a uniformly random way. Overall, the sparse and asynchronous C-means algorithm can be regarded as the composition A (U, x, j) = A 2 • A 1 , i.e.,
, starting from the triple {U(0), x(0), j(0)}.
We will prove later in this section that our asynchronous algorithm and A have the same convergence properties. Therefore, we show next that A satisfies the requirements of Zangwill's Theorem.
Notice that, where possible, the proofs follow closely those given in [28] for the standard C-Means Algorithm; however in our proof we must deal with the sparsity constraints.
C. Requirements for Zangwill's Theorem
Let us prove that the objective function J m (U, x) is a descent function with respect to A .
Theorem 3:
Let us consider the set of solutions Γ, defined as the triples (U * , x * , j * ) ∈ M f × R r×m × {1, . . . , r} with x * = x * 1 , . . . , x * r such that: 1) for all U ∈ M f it holds
2) for all x = x 1 , . . . , x r such that x i = x * i when i = j and
Moreover, let (U , x , j ) ∈ M f × R r×m × {1, . . . , r}, consider a fixed m > 1 and let {p 1 , . . . , p n } contain at least r < n distinct points.
It holds
and
Since A is the composition of A 1 and A 2 , then x can be computed via Eq. (13) and Eq. (14) using U , and U is next calculated to satisfy Eq. (4) and Eq. (5) using x .
By Propositions 1 and 2 (U , x , j ) ∈ M f × R r×m × {1, . . . , r}, and it holds
Let us assume (U , x , j ) ∈ Γ. If U , x violate Eq. (18), Proposition 2 guarantees strictness in the first inequality in Eq. (19) . If, conversely, Eq. (18) is not violated, then x = x , and thus Eq. (17) must be violated; in this case, Proposition 1 gives strictness in the second inequality in Eq. (19) . The proof is complete.
The next theorem shows that the A (U, x, j) is closed, as required in point (iii) of Zangwill's Theorem.
Theorem 4: Let m > 1 and {p 1 , . . . , p n } contain at least r < n distinct points. Then
Proof: The fact that the range of A is in P(M f × R r×m × {1, . . . , r}) follows by Propositions 1 and Proposition 2.
Using Corollary 1, it is sufficient to show that A 1 is continuous and A 2 is closed to prove that their composition A is closed.
Let us show thatx j calculated via Eq. (13) we are guaranteed that a > 0, hencex j = b/a is continuous. Therefore, to prove the continuity of A 1 , we just need to prove that f C j from R m to C j is continuous.
To prove the latter claim, it is sufficient to show that, for all x, y ∈ R m , for all ε > 0 there is a δ > 0 such that ||x − y|| < δ implies || f C j (x) − f C j (y)|| < ε.
Note that C j is convex, since it is obtained as the intersection of closed balls. Moreover, having denoted with x + j = f C j (x), we have that x + j = x j for all x ∈ C j and x + j is a specific point on the boundary of C j otherwise. Since it holds
continuity is proved by choosing δ = ε.
Since A 1 maps all x i with i = j to themselves and x j to f C j (x j ), we conclude that A 1 is continuous.
The proof that A 2 is closed follows the trail as the proof in [28] for the standard C-Means.
Specifically, we notice that A 2 is closed is F(x) is closed. To prove the latter, consider k = 0, 1, . . . and let
To prove the closedness of F(x), we need to show that
Let us consider the sets S = {i ∈ {1, . . . , n}|d i j = ||p i − x j || 2 > 0, for j = 1, . . . , r} and S C = {1, . . . , n}\S.
Suppose i ∈ S; by Eq. (20) there is a k * such that d i j (k) > 0 for all j = 1, . . . , r and for all k ≥ k * . Let u i j (k) be the (i, j)-th entry of U(k). By Eq. (21), for all j = 1, . . . , r u i j (k) is obtained via Eq. (1) using x(k). It follows that the entries u i j of U for j = 1, . . . , r satisfy Eq. (1) for x and thus, by definition of F, Eq. (23) is satisfied.
Let us now consider the case where i ∈ S C . Let us define the sets L = { j ∈ {1, . . . , r}|d i j > 0} and
By Eq. (20) there is a k * such that
Noice that, by Eq. (1) and (2), u i j is zero if j ∈ L. Since for all j = 1, . . . , n it holds u i j (k) ∈ [0, 1] and ∑ To complete our proof, we need to prove point (i) of Zangwill's Theorem.
Theorem 5: Let m > 1 and {p 1 , . . . , p n } contain at least r < n distinct points. Moreover let j(0) ∈ {1, . . . , r} and let {U(0), x(0), j(0)} be the starting point for the sparse Cmeans iteration, with x(0) admissible for problem 2 and U(0) ∈ M f calculated based on x(0). The iteration sequence {U(k), x(k), j(k)} for k = 0, 2, . . . is contained in a compact subset of M f × R r×m × {1, . . . , r}.
Proof: Let H = Conv(p 1 , . . . , p n , x 1 (0), . . . , x r (0)) be the convex hull in R n having the position of the n PoIs and the initial position of the r robots as generators, and let H r be the Cartesian product of H taken r times.
We claim that, at each iteration k of algorithm A it holds
and we prove our claim by induction. First of all, we notice that {1, . . . , r} is closed and bounded, hence it is compact.
Notice further that, by definition, x(0) ∈ H r and U(0) ∈ M f , hence the statement is verified for k = 0.
Let us assume the above claim is true for a generic iteration k.
For the j(k)-th robot it holds
Let us define the coefficients
It must hold 0 < ζ i j(k) < 1 for all i ∈ {1, . . . , n} such that d i j(k) (k) ≤ ρ and it must hold
is a convex combination of the positions of the PoIs, and x j(k) (k + 1) ∈ H. Noice that at iteration k + 1 all robots' positions but the j(k)-th one are fixed, and each belongs to H, hence x(k + 1) ∈ H r .
As for the membreship coefficients at iteration k + 1 we notice that U(k + 1) ∈ F(x(k + 1)), hence our claim is verified.
To conclude the proof, let us now show that M f × H r × {1, . . . , r} is compact.
Notice that {1, . . . , r} and H r are compact; as for M f , we can guarantee only that it is a bounded subset of R n×r .
We notice, however, that the set
is compact for any ε > 0.
We now claim that for all k = 0, 1, . . . it holds
for some ε > 0, and we prove our claim by contradiction.
Suppose that there is no ε > 0 that verifies our latter claim, this implies that there is a subsequence {Û(k),x(k),ĵ(k)} of the sequence {U(k), x(k), j(k)} that converges to U, x such that ∑ n i=1 u i j = 0 for at least one robot j. Notice thatÛ(k) ∈ F(x(k)) for all k; moreover,x(k) → overlinex andÛ(k) → U. By Theorem 4 A is closed and therefore U ∈ F(x) ⊂ M f ; but this implies that for all j ∑ n i=1 u i j > 0, a contradiction. The proof is complete.
We can state an interesting corollary of the above theorem.
According to the above corollary, in spite of the limited sensing range of each robot, if the initial assignment of the PoIs to the robots is feasible, i.e., if all PoIs are sensed by at least one robot and, vice versa, every robot is able to sense at least one PoI, then this will be always verified during the execution of the sparse C-means algorithm.
Let us now conclude this Appendix by proving the convergence of our algorithm to a local minimum.
D. Convergence of the Proposed Algorithm to a Local Minimum
We are now in position to demonstrate the convergence of A to a local minimum.
Theorem 6: Let us assume that m > 1 and {p 1 , . . . , p n } contain at least r < n distinct points. The sequences {x(k),U(k), j(k)} ∞ k=0 generated by the iterative algorithm A either stop at a local minimum for Problem 2 or the limit of any convergent subsequence of {x(k),U(k), j(k)} ∞ k=0 is a local minimum for Problem 2.
Proof: By Theorems 3, 4 and 5, all the conditions required by Theorem 2 are satisfied; the proof follows.
The next theorem demonstrates that the proposed algorithm converges to a local minimum iff the sequences generated by A (U, x, j) do.
Theorem 7:
Let us assume that m > 1 and {p 1 , . . . , p n } contain at least r < n distinct points. Let the robots be in initial positions
where U(0) is calculated using Eq. (1) and (2) for x(0). our algorithm converges to a local minimum iff the sequences generated by A (U, x, j) starting at (U(0), x(0), j(0)) for any j(0) ∈ {1, . . . , r} converge to a local minimum, provided that the sequence j(k) k=0,1,... coincides within the proposed asynchronous algorithm and A .
Proof: Although the proposed algorithm is distributed and asynchronous, we can represent its evolution in terms of the synchronous iterative algorithm A as follows.
Without loss of generality, let us define k as the iterator corresponding to the k-th motion of a robot within our asynchronous algorithm. Specifically, let us consider an awaken robot j(k − 1) which has the permission to move by its neighboring robots. Within our asynchronous algorithm, the k-th round corresponds to the following sequence of events, involving the j(k − 1)-th robot: 1) all its the neighboring robots except itself update their associations; 2) it calculates its new position and moves to that position; 3) it updates the list of its neighboring PoIs and robots; 4) all its neighboring robots at the new position including itself update their associations; 5) a new robot j(k) awakes and it obtains the permission to move by its neighboring robots. Notice that, with the above definition of a round within our asynchronous algorithm, it can be easily noted that, after U(0) is calculated based on x(0), the triple {U(k), x(k), j(k)} generated by our algorithm at round k is contained in the set of triples generated by A (U, x, j) at round k, provided that A is initialized at (U(0), x(0), j(0)) and that the sequence of indices j(0), j(1), . . . is the same for both algorithms. The proof follows by Theorem 6.
Let us now provide some simulation results to highlight the main features of the proposed algorithm. Figure 2 we provide an example of comparison of standard and Sparse C-means over a sample example with 140 PoIs (circles) and three robots (crosses). We show in the upper figures the result of the standard and sparse C-means (left and center, respectively) in terms of the position of the robots and in terms of the maximum association of a PoI to a robot (colors of the circles). In the upper right plot we compare the objective functions, while the lower tile plots show the nonzero associations (in white) of the robots to the PoIs, whereas pairs with zero associations correspond to black tiles. According to the figure, there is a slight degradation in the objective function in spite of the reduced sensing radius of each robot. Moreover, it can be noted that while in the standard C-means each PoI has nonzero association with each robot, in the sparse C-means there are several zero entries, yet 110 out of 140 PoIs (i.e., about 78.5%) are covered by more than one robot.
VII. SIMULATIONS In
In Figure 3 we show the ratio between the objective functions associated to the solution found by the sparse and by the standard C-means algorithms, depending on sensing range ρ of the robots. We consider a scenario where 200 PoIs and a number of robots(5 robots in the left picture, 10 in the central and 15 in the right plot) are sampled uniformly at random in the unit square. For each choice of ρ, we plot the results in terms of mean and standard deviation over 100 runs. According to the figure, in all cases where admissible initial positions for the robots can be found (i.e., for ρ ≥ 0.3 in the case of 10 robots or more and for ρ ≥ 0.4 for the case of 5 robots) the ratio is below 1.45, meaning that the proposed algorithm finds in any cases a solution which is no more than 45% worse than the one found assuming that the robots are always able to sense all the PoIs. Moreover, we notice that, as ρ grows, there is a reduction in the ratio which is more than linear.
VIII. CONCLUSIONS
In this paper we provide a novel distributed and asynchronous coverage algorithm for a set of networked mobile robots aiming at covering a discrete set of points of interests. The proposed approach si non mutually-exclusive as it allows the points of interest to be covered with different intensities by more than one robot, thus establishing hierarchies among the robots in charge to cover a specific point. Our methodology, moreover, takes explicitly into account the sparsity introduced by the limited sensing and communication range of the robots. In order to handle such constraints, we extend the C-means algorithm to a sparse setting, originally developed to cluster some observations in partly overlapping groups and to identify representative points for each cluster. We demonstrate that our algorithm converges to a locally optimum solution, and we carry out a simulation campaign aimed at highlighting the main characteristics of the proposed algorithm.
Future work will be devoted to extend the proposed approach to a scenario where the points of interest have different utility associated to them and are able to move, thus calling for a dynamic coverage. Points of Interest Objective function ratio (sparse/full) 15 robots 
