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Рассмотрены некоторые особен-
ности генерации начальной попу-
ляции при параллельной реализа-
ции многопопуляционного генети-
ческого алгоритма, а также не-
которые подходы к ее оптималь-
ному использованию. Реализованы
некоторые модификации генети-
ческого алгоритма, рассмотрен-
ного в предыдущих работах, для
уменьшения использования опера-
ции мутации для конкретной за-
дачи. В результате удалось ис-
ключить операции мутации до
достижения 98 % от оптимума,
при сравнительно низком количе-
стве рассмотренных вариантов
решения (альтернатив).
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ИСПОЛЬЗОВАНИЕ
РАЗНООБРАЗНОСТИ
НАЧАЛЬНОЙ ПОПУЛЯЦИИ
В МНОГОПОПУЛЯЦИОННОМ
ГЕНЕТИЧЕСКОМ АЛГОРИТМЕ
Введение. В мировой практике компьютер-
ного моделирования сложных стохастиче-
ских систем все большее распространение
приобретает методология Data Farming [1].
Для некоторых задач, решаемых с помощью
данной методологии, как метод интеллекту-
ального анализа данных, применяется гене-
тический алгоритм. Учитывая данное иссле-
дование его особенностей остается актуаль-
ным [2 – 6]. Поскольку генетический алго-
ритм имеет вероятностный характер, от экс-
перимента к эксперименту популяция может
с разной скоростью сходиться к допустимым
решениям [2 – 4].
Особый интерес с этой точки зрения пред-
ставляет его многопопуляционная модифи-
кация, поскольку позволяет в полной мере
использовать современные наработки мето-
дов распределенных вычислений. Его экспе-
риментальное исследование показало, что
разнообразность используемого генетическо-
го материала является одним из весомых
факторов, определяющих скорость сходимо-
сти к оптимальному решению [6, 7].
В предыдущих работах было показано, что
начальная популяция может содержать в себе
практически все «правильные» гены [8]. Но,
так как некоторая часть этого генетического
материала теряется при селекции и обмене
между популяциями, одной из задач при ра-
боте с данным алгоритмом является миними-
зация этих потерь и эффективное использо-
вание генетического материала.
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В этой работе представлены некоторые подходы к выбору размера началь-
ной популяции, ее влияние на полноту используемого полезного генетического
материала и эффективность обменного этапа работы алгоритма. Также рассмот-
рены подходы к эффективному использованию сгенерированной начальной по-
пуляции и сохранению ее разнообразности.
Описание тестовой задачи. Используя генетический алгоритм и распреде-
ленные вычисления, найти некоторую заданную строку длинны N, состоящую
из символов конечного алфавита размерности K. Алфавит считается заранее оп-
ределенным, размером в K = 33 символов, среди которых латинские буквы ниж-
него регистра, знаки препинания необходимые для формирования базовых пред-
ложений (,.’-!?) и пробел. Для целей исследования использовалась строка длин-
ной в N = 100 символов. Фитнесс-функция F сообщает о количестве позиций в
оцениваемом текущем решении, значения в которых не совпадают со значения-
ми в целевой (эталонной) строке. Таким образом, минимальное значение извест-
но и достигается при F = 0. Заметим, что при таком выборе F ее оптимальное
значение не зависит от N.
Для эксперимента выбраны следующие параметры алгоритма: длинна иско-
мой строки равна 100, размер начальной популяции на каждом процессоре – 10,
число популяций (процессоров) – 15, число символов конечного алфавита – 33,
а значения фитнесс-функции равно количеству генов, не совпадающих
с генами в хромосоме-решении на соответствующих позициях.
На данной тестовой задаче ранее были проведены исследования многопопу-
ляционного генетического алгоритма, которые показывают, что на первых эта-
пах скрещивание является более эффективной операцией, чем мутация, а на по-
следних этапах минимизация значения фитнесс-функции достигается в основ-
ном с помощью операции мутации. Причем, эксперименты показали, что точка
перехода между этими этапами находится в окрестности 85 % при определен-
ных параметрах [6]. Учитывая низкую вероятность успеха операции мутации на
заключительных этапах (вероятность испортить ген намного выше вероятности
найти «правильный») на последний этап приходилось в среднем 40 % вычисле-
ний [6]. Цель данной работы – модификация алгоритма и подбор параметров для
сдвига точки перехода как можно ближе к оптимуму и минимального использо-
вания операции мутации.
Кроме этого, результаты вычислений проведенных в [8] показывают, что
вероятность выбора правильного символа в заданной позиции искомой строки
хотя бы один раз при генерации всех начальных, при данных входных парамет-
рах, популяций равна 0.99. Столь высокое значение дает возможность предпо-
ложить, что множество всех хромосом во всех начальных популяциях (далее
генетический материал), будет достаточно разнообразным и содержит в себе
практически все «правильные» гены.
Модификации алгоритма. Изучение различных стратегии обмена между
популяциями [7] показали, что он неизбежно приводит к вырождению гене-
тического материала (все популяции содержат одинаковые «правильные» гены),
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хоть и в разной степени [6]. Учитывая данное основная цель модификации алго-
ритма в данной работе избежать вырождения генетического материала.
Вместе с тем, алгоритм, описанный в [6], был модифицирован таким обра-
зом, чтобы сконцентрировать максимально возможное число «правильных»
генов в каждой популяции в нескольких лучших хромосомах (например, в пяти)
и, при этом, свести к минимуму потери полезного генетического материала в
процессе селекции и обмена.
Рассмотрим три основные этапа работы алгоритма.
Начальный этап: создается начальная популяция, состоящая из хромосом,
результат фитнесс-функции для которых не равен 100, т. е. содержащих в себе
хотя-бы один ген из полезного генетического материала. Полный полезный ге-
нетический материал был описан в [8], и представляет собой набор генов вхо-
дящих в эталонную хромосому. Для уменьшения вероятности потерять «полез-
ные» гены проводятся операции скрещивания без участия операции мутации.
Также не проводятся операции обмена между популяциями. Соответственно
единственной операцией для изменения хромосом является скрещивание. Цель
данного этапа – концентрация как можно большего числа «правильных» генов
в нескольких хромосомах. На этом этапе потери «правильных» генов отсут-
ствуют.
Обменный этап: без проведения операции мутации, каждые L итераций
худшая хромосома каждой популяции с некоторой вероятностью заменяется на
лучшую хромосому случайной популяции. Каждые M итераций худшие R хро-
мосом из каждой популяции, с некоторой вероятностью, заменяются на лучшие
R хромосом случайной популяции. Учитывая, что большинство «правильных»
генов сконцентрировано в лучших хромосомах, потери «уникальных» «правиль-
ных» генов будут минимальными, а каждые M итераций популяции будут обо-
гащаться большим количеством новых «правильных» генов, что позволяет рас-
считывать на хорошие результаты скрещивания. Стоит также отметить, что так
как каждое следующее поколение заменяет предыдущее, потери «правильных»
генов во время селекции отсутствуют.
Заключительный этап: на данном этапе операции скрещивания становятся
неэффективными, и достижение оптимального значения фитнесс-функции воз-
можно только с применением операций мутации, которые проводятся с лучши-
ми хромосомами-решений популяций. Поскольку популяция на заключительном
этапе уже близка к эталону, это позволяет предположить, что все его гены хо-
рошо распространены по популяции, и имеют несколько копий. Таким образом,
операция мутации позволят добавить в популяцию новые «правильные» гены,
с минимальным риском потери уже найденных.
Начальный этап. В течение первых 25 итераций эксперимента обмен меж-
ду популяциями не проводился, а каждое следующее поколение полностью за-
меняло предыдущее поколение. В процессе каждой операции скрещивания по-
рождалось две хромосомы, включающие в себя весь геном хромосом-предков.
Таким образом, ни один «правильный» ген популяции не мог быть утерян.
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Замечено, что при работе данного алгоритма некоторые хромосомы, полу-
ченные в результате скрещивания, не включали в себя ни одного «правильного»
гена. Учитывая это, алгоритм дополнен таким образом, чтобы заменять их на
лучшие хромосомы из предыдущего поколения (рис. 1).
РИС. 1
Для эксперимента выбрано несколько стратегий выбора хромосом для скре-
щивания:
последовательная – первая хромосома скрещивается со второй, третья с чет-
вертой и т. д.;
сбалансированная – первая хромосома скрещивается с последней, вторая
с предпоследней и т. д.;
случайная с выбыванием – для каждого скрещивания хромосомы выбирают-
ся случайно таким образом, чтобы не было повторений.
Результаты экспериментов показали, что наиболее эффективной стратегией
выбора хромосом для скрещивания для концентрации как можно большего ко-
личества полезного генетического материала в нескольких лучших хромосомах
является последовательная стратегия. Кроме того, если при скрещивании пере-
записывать всю популяцию, то есть заменять все хромосомы-решения на вновь
сгенерированные, то можно избежать потери «правильных» генов во время се-
лекции. При использовании данной стратегии важно, чтобы хромосомы-
решения использовались во время скрещивания только один раз.
На рис. 2 показана зависимость между числом итераций (ось абсцисс)
и процентом «правильных» генов всей популяции, входящих в лучшие пять хро-
мосом для каждого процессора.
Сбалансированное и случайное скрещивание показывает похожие результа-
ты и незначительный рост данного процента. Это обусловлено тем, что для каж-
дого скрещивания выбираются хромосомы с примерно равной сумой значений
фитнесс-функции, например, «лучшая» и «худшая», и соответственно результа-
ты скрещивания не вносят большого вклада в продвижение к оптимуму.
В то же время, при последовательном скрещивании пары хромосом гаран-
тировано не сбалансированы, каждая хромосома первой пары будет значительно
лучше хромосом последней пары, поэтому и популяция будет распределена не
равномерно, что обеспечит концентрацию «правильных» генов в верхней ее час-
ти (элитной). В пяти лучших хромосомах каждой популяции за 20 итераций со-
бирается 90 % всех «правильных» генов популяции, а за 35 итераций – 95 %.
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РИС. 2
Столь высокий показатель позволяет предположить, что правильное исполь-
зование пяти лучших хромосом из каждой популяции обеспечит очень быстрое
приближение к оптимуму при дальнейшей работе алгоритма. При этом вторую
половину популяции можно будет игнорировать. Кроме того, такая стратегия
минимизирует потери «правильных» генов начальной популяции. Это может
оказаться эффективным для последующих этапов работы алгоритма.
Обменный этап. Так как вероятность испортить «правильный» ген во вре-
мя операции мутации значительно превышает вероятность найти «правильный»
ген, то их применение лучше осуществлять после максимального приближения
к оптимуму. Поэтому следует обеспечить наиболее полное распространение
уникальных «правильных» генов по популяциям.
Таким образом, обменный этап происходит лучше проводить без использо-
вания операции мутации. В эксперименте каждые 5 итераций худшая хромосома
из каждой популяции с вероятностью 0.85 заменяется на лучшую хромосому из
другой случайной популяции. Каждые 25 итерации худшие 5 хромосом в каж-
дой популяции с вероятностью 0.85 заменяются на лучшие 5 хромосом из дру-
гой случайной популяции.
Учитывая, что большинство «правильных» генов сконцентрировано в луч-
ших хромосомах, потери уникальных «правильных» генов будут минимальны-
ми, а каждые 25 итераций популяции будут обогащаться большим количеством
новых «правильных» генов, что позволяет рассчитывать на хорошие результаты
скрещивания. Стоит также отметить что, так как каждое следующее поколение
заменяет предыдущее, потери «правильных» генов во время селекции отсутст-
вуют. Это позволяет проводить заключительный этап с минимальным количест-
вом рассматриваемых альтернатив.
Далее введем следующие обозначения.
Сопоставим каждой хромосоме-решению строку той же длины, состоящую
из нулей и единиц: единица ставится в той позиции, где значения символа
в хромосоме-решении совпадает с символом исходной строки, и 0 – во всех
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остальных позициях. Обозначим ее iks , где i – номер популяции, а k – номер
хромосомы-решения в популяции.
Обозначим is – строку длины N, полученную поэлементной дизъюнкцией
i
ks элитной части i -той популяции і = 1, ... , 15, т. е.
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Обозначим S строку длины N, полученную поэлементной дизъюнкцией ,is
і = 1, ..., 15, т. е.
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И, в итоге, D обозначим число, которое равняется количеству единиц
в строке S.
На рис. 3 и рис. 4 показана зависимость между количеством итераций (ось
абсцисс) и значением D, если бы поэлементная дизъюнкция is проводилась
только между лучшими тремя, четырьмя и пятью хромосомами в экспериментах
с начальной популяцией размером в 10 (рис. 3) и 20 (рис. 4) хромосом.
На рис. 3 видно, что в среднем на 25-ой итерации в первых трех хромосомах
всех популяций в общем хранится 98 % «правильных» генов, в первых четырех
– 99,1 % а в первых пяти – 99,2 %. Но к 50-й итерации, в результате операций
обмена, эти показатели падают до 97.8, 98.6 и 98.7% соответственно. Это обу-
словлено тем, что на этапе обмена, в данном алгоритме, потери «правильных»
генов хоть и маловероятны, но, все-таки, возможны.
Одним из способов избежать падения этих показателей является обеспече-
ние «избыточного» полезного генетического материала. Для этого на начальном
этапе увеличим размер начальной популяции и популяции в целом в 2 раза: со-
ответственно размер начальной популяции до 20, а общий размер популяции 40.
РИС. 3 РИС. 4
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После начального этапа, размер популяции можно уменьшить для упрощения
вычислительных процедур до предыдущих показателей, так как основная часть
«правильных» генов будет сконцентрирована в малом количестве хромосом.
На рис. 4 видно, что эти изменения привели к следующим результатам:
в среднем на 25-й итерации в первых трех хромосомах всех популяций в общем
хранится 99,68 % «правильных» генов, в первых четырех – 99,97 % а в первых
пяти – 99,99 %; к 50-й итерации эти показатели в среднем равняются 99,8, 99,85
и 99,9 % соответственно.
То есть при увеличении концентрации «правильных» хромосом замена худ-
шей части популяции на хромосомы соседних популяций с меньшей вероятно-
стью приведет к потере «уникальных» правильных генов. Что позволяет обмен-
ному этапу достичь 98 % от оптимума, при том, что количество итераций и рас-
смотренных хромосом-решений является примерно таким же как в алгоритме
в [6]. Такой результат позволяет предположить, что при правильно подобранных
значениях параметров данный алгоритм может показывать результаты лучше
стандартного алгоритма.
Заключительный этап. На данном этапе прирост фитнесс-функции возмо-
жен, в основном, за счет операции мутации, так как размер полезного генетиче-
ский материала равняется примерно 98,5 % от эталона, т. е., в среднем, в общей
популяции отсутствуют недостающие гены. Эксперименты показали, что в дан-
ной ситуации наиболее эффективным является использование лучшей хромосо-
мы для мутации, так как она содержит самое большое количество «правильных»
генов.
Зачастую результат в 98 % от оптимума является достаточным в задачах
оптимизации. В таких случаях заключительный этап можно не проводить, что
позволит достичь желаемого результата исключительно с помощью операций
скрещивания.
Выводы. В данной работе рассмотрены некоторые особенности генерации
начальной популяции в параллельной реализации многопопуляционного генети-
ческого алгоритма, а также некоторые подходы к ее оптимальному
использованию. Реализованы некоторые модификации ранее описанного алго-
ритма [6, 7], для уменьшения использования операции мутации для конкретной
задачи. В результате удалось исключить операции мутации при достижении 98
% от оптимума, при сравнительно низком количестве рассмотренных вариантов
решения (альтернатив).
В дальнейших исследованиях в качестве аналога поверхности реакции
имитационной модели планируется использование более сложных функций,
которые будут включать непрерывные и малозначимые факторы с наличием
случайного влияния.
І.О. Лук’янов, Ф.А. Литвиненко, О.О. Криковлюк
ВИКОРИСТАННЯ РІЗНОМАНІТТЯ ПОЧАТКОВОЇ ПОПУЛЯЦІЇ
БАГАТОПОПУЛЯЦІЙНОГО ГЕНЕТИЧНОГО АЛГОРИТМУ
Розглянуті деякі особливості генерації початкової популяції в паралельній реалізації багато-
популяціонного генетичного алгоритму, а також підходи до її оптимального використання.
Реалізовані деякі модифікації генетичного алгоритму розглянутого в попередніх роботах,
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з метою зменшення використання операції мутації для конкретної задачі. Як результат вда-
лося виключити операції мутації поки не було досягнуто 98% від оптимуму, з порівняно
низькою кількістю розглянутих варіантів рішення (альтернатив).
I.O. Lukianov, F.A. Lytvynenko, O.O. Krykovliuk
USE OF THE VARIETY OF THE INITIAL POPULATION IN THE MULTI-POPULATION GE-
NETIC ALGORITHM
We consider some features of generation the initial population in parallel implementation of the
multi-population genetic algorithm, as well as approaches to its optimal use. Some modifications of
the genetic algorithm considered in previous works are implemented to reduce the use of the muta-
tion operation for a specific problem. As a result, it was possible to exclude mutation operations to
achieve 98% of the optimum, with a relatively low number of considered solution options (alterna-
tives).
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