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Abstract
To any nonzero additive subgroup G of an algebraically closed %eld F of characteristic zero
and s=0; 1, there corresponds a Lie algebra B(s; G) of Block type, with basis {xa; i|a∈G, i∈Z+},
and relation [xa; i ; xb; j]= s(b−a)xa+b; i+j+((a−1+ s)j− (b−1+ s)i)xa+b; i+j−1. In this paper, it is
proved that B(s; G) has a nontrivial quasi%nite module if and only if s=1 and G is isomorphic
to Z, and that a quasi%nite B(1;Z)-module is a highest or lowest weight module. Furthermore,
the quasi%nite irreducible highest weight B(1;Z)-modules are classi%ed and the unitary ones are
proved to be trivial.
c© 2004 Elsevier B.V. All rights reserved.
MSC: 17B10; 17B65; 17B68
1. Introduction
Since a class of in%nite-dimensional simple Lie algebras was introduced by Block
[1], generalizations of Block algebras, usually referred to as Lie algebras of Block
type, have been studied by many authors (cf. [5,12,14,17–23]). Due to their relation
to the Virasoro algebra, these algebras have attracted more and more attention in the
literature.
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The structure theory of these algebras has been developed [5,12,14,17,19], however,
their representation theory does not seem to be well developed yet. The representation
theory of Lie algebras is de%nitely one of the most important theories in Lie algebras.
In a previous paper [18], we studied quasi%nite representations of the universal central
extension of a Lie algebra of Block type, which is a Lie algebra L with C-basis
{di;j; C|i; j∈Z; j¿− 1} and the relations
[di;j; dk; l] = ((j + 1)k − (l+ 1)i)di+k; j+l + ii+k;0j+l;−2C;
for i; j; k; l∈Z, j; l¿− 1, where C is a central element. As is stated in [18], the Lie
algebra L can be related to the well-known Lie algebra W1+∞ of W-in%nity algebras
in the following sense: W1+∞ is the universal central extension of the Lie algebra of
diLerential operators on the circle, which has a natural %ltration such that L is simply
the associated graded Lie algebra of the %ltered Lie algebra W1+∞. The W-in%nity
algebras arise naturally in various physical theories, such as conformal %eld theory,
the theory of the quantum Hall eLect, etc.; among them the most fundamental one is
the W1+∞ algebra, whose quasi%nite representations, of interest to both mathematicians
and physicists, has been studied by many authors (cf. [2,3,6–9,15]).
In this paper, we shall study quasi%nite representations of the Lie algebras B(s; G)
of Block type [20] de%ned by
[xa; i; xb; j] = s(b− a)xa+b; i+j + ((a− 1 + s)j − (b− 1 + s)i)xa+b; i+j−1; (1.1)
for a; b∈G, i; j∈Z+, where G is a nonzero additive subgroup of an algebraically
closed %eld F of characteristic zero, s = 0; 1, and {xa; i|a∈G; i∈Z+} is an F-basis of
B(s; G).
One of our motivations in studying representations of this kind of Lie algebras is
that unlike W1+∞, there is no natural embedding of B(s; G) into ĝl∞, so that it is not
achievable to study representations of B(s; G) by considering representations of ĝl∞
restricted to a subalgebra. Thus the study of representations of this kind of Lie algebras
becomes diOcult and is interesting as well.
We can realize B(s; G) in the space F[G]⊗F[t], where F[G] is the group algebra of
G with basis {xa|a∈G} and F[t] is the polynomial algebra, such that xa; i corresponds
to xa ⊗ ti (which is simply denoted as xati) with relations
[xaf(t); xbg(t)] = xa+b(s(b− a)f(t)g(t)) + ((a− 1 + s)f(t)g′(t)
−(b− 1 + s)f′(t)g(t)); (1.2)
for a; b∈G, f(t); g(t)∈ F[t], where the prime stands for d=dt.
It is proved in [19] that two Lie algebras B(s; G) and B(s′; G′) are isomorphic if
and only if s= s′, G = G′ or s= s′ = 1, G = G′a for some a∈ F \ {0}.
One can prove as in [5,17] that B(s; G) has a nontrivial central extension if and
only if s = 0 and 2∈G, and that when 2∈G the universal central extension PB(0; G)
of B(0; G) is de%ned by
[xaf(t); xbg(t)] = xa+b((a− 1)f(t)g′(t)− (b− 1)f′(t)g(t))
+a+b;2(a− 1)f(0)g(0)C;
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where C is a central element. Simply denote by B the Lie algebras B(s; G) or PB(0; G).
Then B has a natural G-gradation B=⊕a∈GBa with
Ba = {xaf(t)|f(t)∈ F[t]}+ a;2FC for a∈G;
where we set C = 0 if B 	= PB(0; G). Choosing a total ordering of G compatible with
its group structure, we obtain a triangular decomposition of B:
B= B− ⊕ B0 ⊕ B+ with B± =
⊕
±a¿0
Ba:
A B-module V is called G-graded if V =⊕a∈GVa and BaVb ⊂ Va+b for all a; b; quasi5-
nite if dim Vb¡∞ for all b; uniformly bounded if there is N ¿ 0 such that dim Vb6N
for all b; a module of the intermediate series if dim Vb6 1 for all b.
Given ∈B∗0 (the dual space of B0), a highest (resp. lowest) weight B-module of
highest (resp. lowest) weight  is a G-graded module V () generated by a highest
(resp. lowest) weight vector v ∈V ()0, i.e., v satis%es
hv = (h)v for h∈B0 and B+v = 0 (resp: B−v = 0):
A nonzero vector v in a G-graded module V is called singular or primitive if B+v=0.
When we study representations of a Lie algebra of this kind, as pointed out in [8],
we encounter the diOculty that though it is G-graded, the graded subspaces are still
in%nite dimensional, thus the study of quasi%nite modules is a nontrivial problem.
Theorem 1.1. (1) B has a nontrivial quasi5nite module only if B ∼= B(1;Z).
(2) A quasi5nite irreducible B(1;Z)-module is a highest or lowest weight module.
The analogous results to the above theorem for aOne Lie algebras, the Virasoro
algebra, higher rank Virasoro algebras and Lie algebras of Weyl type were obtained
in [4,10,15,16] (in our case here, there does not exist a nontrivial module of the
intermediate series, nor a nontrivial uniformly bounded module).
Denote by L() the irreducible highest weight module with highest weight . A
function ∈B∗0 is described by its labels i = (ti) for i¿ 0. We introduce the
generating series
(z) =
∞∑
i=0
zi
i!
i = (ezt):
A quasipolynomial (z) is a function which is a linear combination of functions of
the form p(z)e!z, where p(z)∈ F[z], !∈ F. Recall [8] the well-known characterization
that a formal power series is a quasipolynomial if and only if it satis%es a nontrivial
linear diLerential equation with constant coeOcients.
The following characterizes quasi%nite irreducible highest weight B(1;Z)-modules.
Theorem 1.2. An irreducible highest weight B(1;Z)-module L() is quasi5nite if and
only if (2− z)(z) is a quasipolynomial.
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Assume that F= C. Consider the R-linear map ! : B(1;Z)→ B(1;Z) de%ned by
!(xaf(t)) = x−a Pf(t);
where Pf(t)=
∑
i¿0
Pf iti for f(t)=
∑
i¿0 fit
i, fi ∈C, and Pf i is the complex conjugate
of fi. One can verify that the map ! is an anti-linear anti-involution of B(1;Z), i.e.,
!2 = id; !(#u) = P#!(u); !([u; w]) = [!(w); !(u)]; (1.3)
for #∈C, u, w∈B(1;Z). Furthermore, !(B(1;Z)a) = B(1;Z)−a for a∈Z.
In fact, the %rst two equations of (1.3) are obvious, and we have
!([xaf(t); xbg(t)] =!(xa+b((b− a)f(t)g(t) + af(t)g′(t)− bf′(t)g(t)))
= x−a−b((b− a) Pf(t) Pg(t) + a Pf(t) Pg′(t)− b Pf′(t) Pg(t))
= [x−b Pg(t); x−a Pf(t)] = [!(xbg(t)); !(xaf(t))]:
A B(1;Z)-module V is called unitary with respect to the anti-involution ! if there
exists a positive-de%nite Hermitian form H (·; ·) on V such that it is contravariant, i.e.,
!(a) and a are adjoint operators on V with respect to H for a∈B(1;Z).
Theorem 1.3. A unitary B(1;Z)-module L() is trivial.
The above-stated three theorems are the main results of this paper and will be proved
in the body of the paper. Section 2 is devoted to the proof of Theorem 1.1 and Section
3 is devoted to the proofs of Theorems 1.2 and 1.3.
Finally, we would like to remark that due to the fact that for the Lie algebras
B(1; G), there do not exist nonzero ad-locally nilpotent elements, the proofs here are
much more technical than those in [18] (see Lemmas 2.1 and 2.3).
2. Proof of Theorem 1.1
For convenience, we shall only work in the non-central extension case since the
proof in the central extension case is similar.
Suppose B= B(s; G). We denote
La; i =
{−xa; i+1 if B= B(0; G); i¿− 1;
xa; i if B= B(1; G); i¿ 0;
Vir(G) = span{La;0|a∈G}: (2.1)
Then Vir(G) is a centerless (generalized) Virasoro algebra [16]. For any subgroup G′
of G, let Vir(G′)= span{La;0|a∈G′} be the centerless Virasoro subalgebra of Vir(G).
Lemma 2.1. Suppose G = Za for some a∈ F \ {0}, and suppose V is a quasi5nite
irreducible B-module without highest and lowest weight vectors. Then by reversing
the order of G if necessary, there exist some K ¿ 0, N ¿ 0 such that
dim Vka = N for all k¿K: (2.2)
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Proof. Case 1: B = B(0;Za). By replacing a by −a if necessary, we can suppose
a 	= −1.
Claim 1. The map L−a;−1|Vja : Vja → V( j−1)a is injective for all j∈Z.
Say L−a;−1v0 = 0 for some 0 	= v0 ∈V0. Since L0; k |V0 , k¿ − 1 are linear transfor-
mations on the %nite-dimensional vector space V0, there exists k1¿ 2 such that for all
k¿ k1, L0; k|V0 are linear combinations of
S = {L0; k0 |V0 | 06 k0¡k1}: (2.3)
This implies that B0v0 = Sv0. Note from (1.1) that the adjoint operator adL−a;−1 is
locally nilpotent and satis%es B−na = adnL−a;−1 (B0) for n¿ 0. Choose m¿ 0 such that
admL−a;−1 (S) = 0, then for n¿m, we have
B−n;av0 = (adnL−a;−1 (B0))v0 = L
n
−a;−1B0v0 = L
n
−a;−1Sv0 = (ad
n
L−a;−1 (S))v0 = 0:
This means that B(−∞;−ma]v0=0, where B(−∞;−ma]=⊕n¿mB−na. Now exactly as in the
proof of Proposition 2.1 in [15], we obtain that V has a lowest weight, contradicting
the assumption. Thus the claim follows.
By Claim 1, dim Vja6 dim V( j−1)a for j∈Z. Denote N0 =dim V0. Then we have the
size #{j¿ 0|dim Vja ¡ dim V( j−1)a}6N0. Thus, when j  0, dim Vja is a constant.
Since V has no highest weight vectors, this constant is not zero.
Case 2: B= B(1;Za). We can suppose G = Z since B(1;Za) ∼= B(1;Z).
Claim 2. The module V is uniformly bounded.
Regard V as a module over the centerless Virasoro algebra Vir(Z). If V does not
have a highest and lowest weight vector, then by Su [13], V is a uniformly bounded
Vir(Z)-module, thus a uniformly bounded B-module. Thus assume that Li;0v0 = 0 for
some 0 	= v0 ∈V0 and all i¿ 0. As in the proof of Claim 1, we have some set S as
in (2.3) such that B0v0 = Sv0, i.e., for all k¿ k1, there exists some monic polynomial
fk(t) of degree k such that fk(t)v0 = 0. Let B′ be the Lie subalgebra of B generated
by {Li;0; fk(t)|i¿ 0; k¿ k1}.
We shall prove that
B[m;∞) :=
⊕
k¿m
Bk ⊂ B′; where m= 2k1 : (2.4)
In fact, it suOces to prove that Bm ⊂ B′ since B[m;∞) is generated by Bm and L1;0 by
(1.1) and (2.1). Using (1.2), [xn; xnf(t)] = nx2nf′(t) for n∈Z, f(t)∈ F[t]. For any
i¿ 0, we see that
[x2
k1−1 ; [x2
k1−2 ; : : : ; [x2
1
; [x2
0
; [x1; fk1+i(t)]]] · · · ]]∈B′;
is an element of the form xmgi(t) with deg gi(t) = i. But such xmgi(t), i¿ 0 form a
basis of Bm, thus, Bm ⊂ B′. Now (2.4) shows that B[m;∞)v0 = 0, and we obtain as in
the proof of Proposition 2.1 in [15] that V has a highest weight, a contradiction. This
proves Claim 2 and the lemma.
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Remark 2.2. If s= 0, G = Z , then x1 is a central element in B(0;Z); in this case, we
are unable to obtain that dim Vk = N ′ for some N ′ when k  0.
Lemma 2.3. Suppose G=Za for some a∈ F \ {0}. A nontrivial irreducible B-module
V satisfying (2.2) does not exist.
Proof. Case 1: B=B(0;Za). Replacing a by −a if necessary, we can suppose a 	= −1.
By shifting the gradation of V if necessary, we can suppose dim Via = N for i¿ 0.
By the proof of Lemma 2.1, L−a;−1|V is injective. So, we can choose a basis Y0 =
(y(1)0 ; : : : ; y
(N )
0 ) of V0 and de%ne a basis Yka = (y
(1)
ka ; : : : ; y
(N )
ka ) of Vka by induction on
k ¿ 0 such that
L−a;−1Yka = Y(k−1)a for k ¿ 0: (2.5)
Assume that Lia;−1Yka=Y(i+k)aPi;k for some N×N matrices Pi;k ∈MN×N and for k  0,
where MN×N denotes the set of all N ×N matrices with entries in F. Recalling (1.1),
using [L−a;−1; Lia;−1]Yka = 0, we obtain Pi;k − Pi;k−1 = 0, i.e.,
Lia;−1Yka = Y(i+k)aPi for k  0
and for some Pi ∈MN×N . Assume that Lia;0Yka=Y(i+k)aQi;k for some Qi;k ∈MN×N and
for k  0. Using [L−a;−1; Lia;0]Yka = (a + 1)L(i−1)a;−1Yka, we obtain Qi;k − Qi;k−1 =
(a+ 1)Pi−1, i.e.,
Lia;0Yka = Y(i+k)a((a+ 1)kPi−1 + Qi) for k  0
and for some Qi ∈MN×N . Similarly, using [L−a;−1; Lia;1]Yka = 2(a+ 1)L(i−1)a;0Yka, we
obtain
Lia;1Yka = Y(i+k)a((a+ 1)2k(k + 1)Pi−2 + 2(a+ 1)kQi−1 + Ri) for k  0
and for some Ri ∈MN×N . Note from (2.5) that P−1 is the N × N identity matrix. But
now using (a+ 1)La;1Yak = [L0;0; La;1]Yka, we obtain
(a+ 1)((a+ 1)2k(k + 1) + 2(a+ 1)kQ0 + R1)
=((a+ 1)k + Q0)((a+ 1)2k(k + 1) + 2(a+ 1)kQ0 + R1)
−((a+ 1)2k(k + 1) + 2(a+ 1)kQ0 + R1)((a+ 1)k + Q0)
=Q0R1 − R1Q0 for all k  0;
which is a contradiction by comparing the coeOcients of k2 in both sides, where, here
and below, when the context is clear, we identify a scalar with the corresponding N×N
scalar matrix.
Case 2: B= B(1; aZ). We can suppose a= 1 since B(1; aZ) ∼= B(1;Z).
For #∈ F, we let
V [#] =
⊕
i∈Z
V [#]i ; where V [#]i = {v∈Vi|L0;0v= (#+ i)v}: (2.6)
Then obviously, V [#] is a B-submodule of V , and V [#] 	= {0} for at least some #.
Thus V = V [#] for some #.
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The proof of Lemma 2.1 shows that V is uniformly bounded. Then by Su [10,13],
the map L−1;0|Vk : Vk → Vk−1 is bijective for k  0. Thus as in Subcase (1.i), we
can suppose
L−1;0Yk = Yk−1; L0;0Yk = PkYk for k  0;
where the second equation follows from (2.6), and where, for simplicity, we denote
Pk = #+ k for k ∈Z. Assume
L1;0Yk = Yi+1Pk; L2;0Yk = Yi+2Qk; L1;1Yk = Yi+1Rk for k  0
and for some Pk , Qk , Rk ∈MN×N . Using [L−1;0; Li;0]Yk = (i + 1)Li−1;0Yk for i = 1; 2,
we obtain
Pk = Pk( Pk + 1) + P; Qk = Pk( Pk + 1)( Pk + 2) + 3 PkP + Q for k  0 (2.7)
and for some P, Q∈MN×N . Regarding V as a module over Vir(Z), using a well-known
fact (see for example, [10,13]) that a composition factor of a uniformly bounded
Vir(Z)-module is a module of the intermediate series, by choosing suitable basis Yk ,
we can suppose P, Q are upper-triangular matrices.
Using ([[L−1;0; [L−1;0; L1;1]]; L2;0]− 6L1;1)Yk−2 =−13L1;0Yk−2, and [L1;1; L1;0]Yk−1 =
−L2;0Yk−1, we obtain
(Rk − 2Rk−1 + Rk−2)Qk−2 − Qk−3(Rk−2 − 2Rk−3 + Rk−4)− 6Rk−2
=− 13Pk−2; (2.8)
RkPk−1 − PkRk−1 =−Qk−1: (2.9)
Denote by ri; jk the (i; j)-entry of Rk and the like for other matrices. Considering the
(1; i)-entries in the %rst column, noting that Pk , Qk are upper-triangular matrices, by
(2.8) and (2.9), we have
q1;1k−2r
i;1
k − 2q1;1k−2ri;1k−1 + (q1;1k−2 − qi; ik−3 − 6)ri;1k−2 + 2qi; ik−3ri;1k−3 − qi; ik−3ri;1k−4
=− 13i;1p1;1k−2 + p′i; k ; (2.10)
p1;1k−1r
i;1
k − pi; ik ri;1k−1 =−i;1q1;1k−1 + p′′i; k ; (2.11)
where
p′i; k =
N∑
j=i+1
qi; jk−3(r
j;1
k−2 − 2r j;1k−3 + r j;1k−4) and p′′i; k =
N∑
j=i+1
pi;jk r
j;1
k−1:
For %xed i, regarding (2.10) and (2.11) as linear equations on the %ve unknown vari-
ables ri;1k ; : : : ; r
i;1
k−4 (note that these %ve variables do not appear in p
′
i; k ; p
′′
i; k), substituting
k by k − 1, k − 2, k − 3 in (2.11), respectively, we obtain 3 more linear equations.
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Denote by
i(k) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
q1;1k−2 −2q1;1k−2 q1;1k−2 − qi; ik−3 − 6 2qi; ik−3 −qi; ik−3
p1;1k−1 −pi; ik 0 0 0
0 p1;1k−2 −pi; ik−1 0 0
0 0 p1;1k−3 −pi; ik−2 0
0 0 0 p1;1k−4 −pi; ik−3
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
;
the determinant of coeOcients of these 5 linear equations. Then when i is %xed, i(k)
is a polynomial on Pk with degi(k)6 11 since p
i;j
k and q
i; j
k are polynomials on Pk with
degree 6 2 and 6 3, respectively. Using (2.7), it is straightforward to compute that
the coeOcient of Pk11 in i(k) is∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 −2 0 2 1
1 −1 0 0 0
0 1 −1 0 0
0 0 1 −1 0
0 0 0 1 −1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 2 	= 0:
Thus, when k  0, i(k) 	= 0. Hence, we can solve ri;1k in terms of pi;jk , qi; jk , p′i; k , p′′i; k
when k  0.
We prove that ri;1k =0 for k  0, i¿ 1. Thus assume that 1¡i6N and inductively
assume that we have proved r j;1k = 0 for k  0 and i¡ j6N . Then the right-hand
sides of (2.10), (2.11) and of the other three equations all vanish if i¿ 1. Thus these
%ve equations show that ri;1k = 0 for k  0, i¿ 1. Furthermore, the above also shows
that
r1;1k is a rational function on Pk if k  0; (2.12)
i.e., r1;1k has the form f(k)=g(k), where f(k); g(k) are polynomials in Pk such that
g(k) 	= 0 when k  0. However, when i = 1, by dividing (2.11) by p1;1k−1p1;1k , we
obtain
r1;1k =p
1;1
k
(
r1;1k0
p1;1k0
−
k∑
n=k0+1
q1;1n−1
p1;1n−1p
1;1
n
)
=p1;1k
(
r1;1k0
p1;1k0
−
k∑
n=k0+1
( Pn− 1) Pn( Pn+ 1) + 3( Pn− 1)p1;1 + q1;1
(( Pn− 1) Pn+ p1;1)( Pn( Pn+ 1) + p1;1)
)
;
for k ¿k0, where k0  0 is a %xed number. It is clear that r1;1k cannot be a rational
function on Pk, a contradiction with (2.12).
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Lemma 2.4. If G 	∼= Z, then a quasi5nite irreducible B-module V is trivial.
Proof. Case 1: There does not exist a group embedding Z2 → 5.
In this case, G is a rank one group with in%nitely many generators since G 	∼= Z.
Regarding V as a module over Vir(G), using the same arguments as in [11] (since in
this case the group G behaves just like the additive group Q of the rational numbers),
one can prove that V is uniformly bounded. If V is not trivial, then there exist some
a∈G\{0;±1} and some v0 ∈V such that Bav 	= 0. Then by regarding V as a nontrivial
uniformly bounded module over B(s;Za), (2.2) is satis%ed by V , and so (2.2) is also
satis%ed by any nontrivial composition factor of V , which is a contradiction with
Lemma 2.3.
Case 2: There exists a group embedding Z2 → 5.
Suppose V is not trivial and Bav 	= 0 for some a∈G \ {0;±1} and some v0 ∈V .
Since there exists a group embedding Z2 → 5, there must exist some b∈G \ {0;±1}
such that a, b are Z-linear independent, i.e., Za + Zb ∼= Z2. Then Vir(Za + Zb) is a
rank 2 Virasoro algebra. Regarding V as a nontrivial module over Vir(Za + Zb), let
W be a nontrivial composition factor of V . By Theorem 1.1 of [16], W is either a
module of the intermediate series, or a %nitely dense module; in any case, there exists
a (rank one) Virasoro subalgebra Vir(Zc) (for some c∈Za+Zb) of Vir(Za+Zb) and
there exists a Vir(Zc)-submodule W ′ of W such that W ′ is an irreducible nontrivial
module of the intermediate series. Regarding V as a module over Vir(Zc), let W ′′
be the composition factor of V which contains W ′, then W ′′ does not have a highest
or lowest weight. By Lemma 2.1, (2.2) holds for W ′′, which is a contradiction with
Lemma 2.3.
Lemma 2.5. A quasi5nite irreducible B(0; G)-module V is trivial.
Proof. So assume B= B(0; G). By Lemma 2.4, we can suppose G = Za. By Lemmas
2.1 and 2.3, we can suppose V is a highest (or analogously lowest) weight module, and
v ∈V0 is a highest weight vector. This means that Fv is a module over B0, which must
be trivial since B0 is a simple Lie algebra (which is in fact isomorphic to the classical
rank 1 Witt algebra, cf. (1.1)). Hence B0v=0. Note that 7 : u → uv for u∈B de%nes
a linear map 7 : B→ V such that B0⊕B+ ⊂ ker 7 and 7(B−a) ⊂ V−a for a∈G. Since
dim B−a =∞¿ dim V−a, there exists a non-central element u= x−af(t)∈B−a ∩ ker 7
for some f(t)∈ F[t]. So
x−a(−(a+ 1)f(t)g′(t) + f′(t)g(t))
=[x−af(t); g(t)]∈ ker 7 for all g(t)∈ F[t]: (2.13)
Since u is not central, i.e., a 	= −1 or f(t) is not a constant, from (2.13), we deduce
that B−a ⊂ ker 7. But B is generated by B0 ⊕ B+ and B−a, we obtain ker 7 = B, i.e.,
V is trivial.
Lemmas 2.1, 2.3–2.5 in particular prove Theorem 1.1.
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3. Quasi nite irreducible highest weight modules
We shall prove Theorems 1.2 and 1.3 in this section. So from now on, we suppose
B=B(1;Z). Some arguments of this section will follow [7]. As usual, a Verma module
over B is de%ned as the induced module: M ()=U (B)⊗U (B0⊕B+) F, where F is the
one-dimensional (B0 ⊕ B+)-module given by h → (h) for h∈B0 and B+ → 0, and
where in general, U (L) stands for the universal enveloping algebra of a Lie algebra L.
Then any highest weight module V () with highest weight  is a quotient module of
M () and the irreducible highest weight module L() with highest weight  is the
quotient of M () by the maximal proper Z-graded submodule.
A parabolic subalgebra P of B is a Z-graded subalgebra of B such that P ⊃ B+ ⊕
B0 	= P. Let ∈B∗0 be such that |B0∩[P; P] =0. Then the (B0⊕B+)-module F extends
to a P-module by letting P− act as zero. We can de%ne the highest weight module
M (P;) = U (B)⊗U (P) F, called a generalized Verma module.
Given u∈B−1, let Pu be the minimal parabolic subalgebra containing u. By [7],
Pu−1 = span{[ : : : [[u; b1]; b2]; : : : ; ] | b1; b2; : : :∈B0}, Pu−(i+1) = [Pu−1; Pu−i] for i¿ 0 and
Bu0 := [P
u; Pu] ∩ B0 = [u; B1]: (3.1)
A parabolic subalgebra P is nondegenerate if P−i has %nite codimension in B−i for
all i¿ 0; an element u∈B−1 is nondegenerate if Pu is nondegenerate.
Lemma 3.1. We have the following three properties:
(i) B0 is commutative;
(ii) if u∈B−i for some i¿ 0 and [u; B1] = 0, then u= 0;
(iii) if P is a nondegenerate parabolic subalgebra of B, then there exists a nonde-
generate element u such that Pu ⊂ P.
Proof. Properties (i) and (ii) follow directly from (1.1), while (iii) follows from
Lemma 3.2 below.
Lemma 3.2. (1) A nonzero element u∈B−1 is nondegenerate.
(2) A parabolic subalgebra of B is nondegenerate.
(3) Let u= x−1f(t)∈B−1, then
Bu0 = span{2f(t)g(t)− (f(t)g(t))′|g(t)∈ F[t]}:
Proof. Let P be a parabolic subalgebra. Then P−i 	= {0} for some i¿ 0. Let I−i =
{f(t)∈ F[t]|x−if(t)∈P−i}. Since [x−if(t); g(t)]= ix−if(t)(g(t)− g′(t)) for all g(t)∈
F[t], we obtain f(t)F[t] ⊂ I−i if f(t)∈ I−i. Hence, P−i has %nite codimension in
B−i. Using (1.1), by induction on i, we have P−1 	= {0}. Induction on j¿ 0 gives
P−j 	= {0}, and so P−j has %nite codimension in B−j. This gives (2), which implies
(1). By (1.1), [x−1f(t); xg(t)] = 2f(t)g(t)− (f(t)g(t))′ for g(t)∈ F[t], so (3) follows
from (3.1).
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As in [7,18], we have
Lemma 3.3. The following conditions on ∈B∗0 are equivalent:
(i) M () contains a singular vector u · v in M ()−a, where u is nondegenerate;
(ii) There exists a nondegenerate element u∈B−a such that (Bu0) = 0;
(iii) L() is quasi5nite;
(iv) There exists a nondegenerate element u∈B−a such that L() is the irreducible
quotient of the generalized Verma module M (Pu; ).
Let L() be a quasi%nite irreducible highest weight module over B. Then by Lemma
3.3, there exists some monic polynomial f(t) such that (x−1f(t))v=0. We shall call
such monic polynomial of minimal degree, uniquely determined by the highest weight
, the characteristic polynomial of L().
Proof of Theorem 1.2. By Lemma 3.2(3) and Lemma 3.3(ii), L() is quasi%nite if
and only if there exists a polynomial f(t) such that (2f(t)g(t) − (f(t)g(t))′) = 0
for all g(t)∈ F[t]. Equivalently, using ezt =∑i¿0(zi=i!)ti as a generating series of F[t],
we can take g(t)= ezt ; then by f(t)ezt =f(@=@z)ezt , recalling that the prime stands for
(@=@t), we have
0 =(2f(t)ezt − (f(t)ezt)′) = 
(
2f
(
@
@z
)
ezt −
(
f
(
@
@z
)
ezt
)′)
=
(
f
(
@
@z
)
((2− z)ezt)
)
= f
(
@
@z
)
((2− z)(ezt))
=f
(
d
dz
)
((2− z)(z));
i.e., L() is quasi%nite if and only if (2− z)(z) is a quasipolynomial.
By de%nition, a quasipolynomial (2− z)(z) can be uniquely written in the form
(2− z)(z) =
∑
!∈E
p!(z)e!z; (3.2)
where E ⊂ F is a %nite subset such that p!(z) 	= 0 if !∈E. The numbers !∈E
are exponents of the B-module L(), and p!(z) is the multiplicity of !, denoted by
mult(!). The following is clear by the proof of Theorem 1.2.
Corollary 3.4. Let L() be a quasi5nite irreducible highest weight module over B
such that f(t) is the characteristic polynomial. Then f(d=dz)F(z)=0 is the minimal
order homogeneous linear di>erential equation with constant coe?cients satis5ed by
F(z) = (2− z)(z). All exponents !∈E are roots of the polynomial of f(t).
Next, we shall describe unitary highest weight modules over B=B(1;Z). As in [18],
by Theorem 1.1, there is no natural embedding of B into ĝl∞.
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Now we assume that F= C.
Lemma 3.5. Suppose V = L() is a unitary quasi5nite irreducible highest weight
B-module and f(t) is the characteristic polynomial. Then f(t) has only simple real
roots. In particular, (2− z)(z) =
∑
!∈E p!e
!z for some E ⊂ R and p! ∈C.
Proof. Using H (tiv; v) = H (v; tiv), we obtain that i are real for i¿ 0. From
de%nition of f(t), we obtain that V−1 has a basis {(x−1ti)v|06 i¡ degf}. Let T =
−t+1+1 ∈B0. By induction on i¿ 0, we have T i(x−1v)=(x−1ti)v. It follows that
f(T )(x−1v)=0 and that {T i(x−1v)|06 i¡ degf} is a basis of V−1. We obtain that
f(t) is the characteristic polynomial of the operator T |V−1 . Since T |V−1 is self-adjoint,
all the roots of f(t) are real. Suppose f(t) = (t − >)mg(t) with >∈R, m¿ 1 and
g(t)∈C[t]. Then v= (T − >)m−1g(T )(x−1v)∈V−1 is nonzero, but
H (v; v) = H (g(T )(x−1v); (T − >)2m−2g(T )(x−1v)) = 0 if m¿ 2:
Hence the unitarity condition implies m= 1. The last statement of the lemma follows
from (3.2) and Corollary 3.4.
Proof of Theorem 1.3. Suppose L() is nontrivial and unitary. Then the characteristic
polynomial f(t) is not a constant. Let u= (x−2f(t))v ∈L()−2. Then
x1 · u= [x1; x−2f(t)]v = (−3x−1f(t) + x−1f′(t))v = x−1f′(t)v 	= 0:
Thus u 	= 0. We may assume that H (v; v) = 1. Using the fact that f(t) is a real
polynomial, we have
0¡H (u; u) = H ((x2f(t))(x−2f(t))v; v) = H ((−4f(t)2 + 2(f(t)2)′)v; v)
= −2H
((
2f
(
@
@z
)2
ezt −
(
f
(
@
@z
)2
ezt
)′)
v; v
)∣∣∣∣∣
z=0
= −2f
(
@
@z
)2
(2− z)H (eztv; v)
∣∣∣∣∣z=0 =−2f
(
d
dz
)2
(z)
∣∣∣∣∣
z=0
= 0;
a contradiction.
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