A method is described for the processing of X-ray diffraction data collected on an Arndt-Wonacott rotation camera particularly suitable for crystals with very large unit cells. Since often only single exposures can be obtained before the radiation has damaged such crystals, it is essential to select accurately those reflections which have fully penetrated the sphere of reflection. This requires not only a careful refinement of the crystal setting orientation but also a good knowledge of the mosaic spread plus beam divergence. The necessary parameters can be determined by convoluting the theoretically predicted diffraction pattern against the observed film in search of the maximum similarity. Films taken with the crystal misset by as much as 1 ° can readily be processed with rotational corrections reproducible to better than 0.01 °. The many very weak intensities found in data derived from crystals with very large unit cells can be better measured by using a least-squares fit to a previously determined profile rather than by the usual integration process. Systematic variation of the profile across the surface of the film can be readily accommodated.
Introduction
No-screen photography was introduced for the precession method by Xuong, Kraut, Seely, Freer & Wright (1968) and Xuong & Freer (1971) . This technique had the advantage of recording all diffracted data, within the resolution limits set by the dimensions of the film. Overcrowding on the film was avoided by using a small precession angle. Thus, a maximum amount of data could be surveyed in the smallest possible time. There was also the added advantage that the low intensity, high-order reflections spent a larger proportion of their time in the sphere of reflection, thus permitting film data collection to resolutions otherwise impossible before excessive radiation damage occurred. The subsequent indexing of such large numbers of irregularly positioned reflection maxima was made possible by the development of the rotating drum optical scanner (cf. Nockolds & Kretsinger, 1970; Matthews, Klopfenstein & Colman, 1972; Wonacott & Burnett, 1977) .
The disadvantages of the screenless precession meth-od were the very rapidly varying Lorentz factors for reflections at the recording edges of layer lines and the appearance of each reflection at two different positions on the film. Both these problems were resolved by the rejuvenation of the old oscillation technique (Arndt, 1968; Arndt, Champness, Phizackerley & Wonacott, 1973) . The necessary technology has been excellently described in a book edited by Arndt & Wonacott (1977) , and has also been briefly mentioned by Schwager, Bartels & Jones (1975) and Bartels (1977) . The book by Arndt & Wonacott was, however, unavailable until very recently. An independent processing procedure, particularly suited for the analysis of diffraction photographs of virus and larger protein crystals, has been developed. A program written by Dr G. C. Ford was initially used at Purdue University. Experience in the processing of many films with this program suggested the approach described here. Special problems relating to such data collection are the need to use a new crystal (or new position on an old crystal) for every photograph and the high proportion of low intensities. It is therefore necessary to determine accurately which reflections completely penetrate the sphere of reflection and can be considered as 'whole'. This requires a precise knowledge of the setting orientation of the crystal relative to the camera axes, the mosaic character of the crystal and beam divergence. Partial reflections must be rejected since they cannot be summed from abutting oscillation ranges as is the practice for more intensely reflecting crystals. However, Schutt (Schutt, 1976; Schutt & Winkler, 1977; Harrison, 1978) has developed a method for using such partial reflections both to avoid considerable wastage of data and, most importantly, to further refine the crystal-setting matrices in a comparison of the observed against calculated partiality of these reflections. Alternatively, the reflections which are partial can be identified as contributing to 'still' photographs taken at the beginning and end of the oscillation range (Jones, Bartels & Schwager, 1977) .
Another special problem encountered in the processing of diffraction data from large unit cells is the general weakness of the pattern. Thus, rather than integrate each reflection, a previously determined profile can be fitted to the optical densities. This increases the accuracy since information from neighboring reflections is used in the analysis of each reflection (Ford, 1974) . However, reflection profiles vary over the surface of the film because of both crystal shape and obliquity of incidence on a flat film. Hence, best results are obtained when profiles are continuously variable over the film surface.
A technique is described here which utilizes a systematic matching of theoretically predicted diffraction patterns against the observed intensities. It is a convolution of the theoretical patterns (whose values are 1 or 0) with the observed optical densities, and therefore depends only on the data of the actual oscillation film. The procedure will be described in full only where it substantially differs from programs developed at the MRC Laboratory of Molecular Biology (principally by A. Wonacott; Nyborg & Wonacott, 1977) , Harvard University (principally by D. Wiley) and the Max-Planck-Institut at Miinich (by P. Schwager & K. Bartels) , as discussed by Arndt & Wonacott (1977) . However, outlines are given for completeness. The camera coordinate system used at Purdue University has a different nomenclature than that adopted by Arndt & Wonacott (1977) , but corresponds to that chosen by Kabsch (1977) in a description of an algorithm to determine reflection centers on oscillation photographs. Finally, it should be noted that while the procedure was particularly developed for problems with especially large unit cells, the process is equally applicable to crystals with any size unit cell.
Coordinate systems
Four different coordinate systems must be defined.
(1) Film scanner coordinates in raster steps (R,S) ( Fig. 1) . These are coordinates of the optical densities as scanned by the film scanner. [A 50 pm raster step size was best suited for films of virus oscillation photographs obtained with double-mirror X-ray focusing devices (Harrison, 1968 ).] The corresponding vector notation, R, will also be used.
(2) Camera coordinates in raster steps (X, Y) in the plane of the film. These use the X-ray beam as origin, with Y parallel to the spindle direction ( Fig. 2) . A reflection center can thus be calculated to occur at a particular value (X, Y) without consideration of which way a film was scanned or whether the film was in any way distorted during the photographic procedure. The corresponding vector notation used here is X.
(3) Reciprocal lattice coordinates in A-t in an orthogonal system (x,y,z). y is defined as parallel to the spindle axis, z is parallel to the path of the X-ray beam and x forms a right-handed orthogonal system with y and z (Fig. 2) . Note that the camera coordinates X and Y are parallel to the reciprocal lattice coordinates x and y, respectively. A reciprocal lattice vector will be referred to as x. The direction of positive rotation, ~p, for the camera spindle axis will then be clockwise about y (Fig. 2) .
(4) Reflection coordinates in raster steps (p,q). The axes p and q run parallel to the film coordinates R, S but are centered at the calculated position of any given reflection rounded to the nearest raster step. The spot size can usually be confined within the limits ]p [_<6 and [q[ < 6 raster steps. If the spot appears bigger than such limits, then considerable time might be saved by scanning the film with a larger raster step.
The first three coordinate systems are connected by three sets of relationships. The first is
where h (h,k,l) are the Miller indices of a particular reflection and [A] is a 3 x 3 matrix which relates a given reflection to its reciprocal lattice coordinates when the crystal is in its standard position defined by setting the spindle axis angle ~0=0. The second is a non-linear transformation dependent on the camera geometry. For a flat film perpendicular to the X-ray beam 2 is the wavelength of the monochromatic X-ray beam, and D is the crystal-to-film distance• These formulae can be readily derived from pages 79-84 of Arndt & Wonacott (1977) • Finally, there is a linear relationship of the form
where [Q] is a 3 x 2 matrix.
[Q] is roughly orthogonal, although film distortions and subsequent refinements may cause slight deviation from orthogonality. The limits of the oscillation range, defined by the angles 40t and 402, can be assumed to be known with great accuracy since these angles are set by digitized shaft-rotations on commercially available instruments. However, the setting of the crystal, which can be represented as rotations 40x,40v,40~ about the three orthogonal reciprocal axes, may well be out by a fraction of a degree• Thus, the initially given matrix, FA], may have to be rotated about y (while keeping the limits 40t and 40z) in order truly to represent the conditions of the experiment. The rotations of the crystal about x, y and z, after it has been rotated by 401 or 402, will be defined as 6x, 6y and 6z.
It is also possible that the cell dimensions are not precisely known. However, their determination from a single film is related in an almost linear manner to the crystal-to-film distance, D, which itself is not likely to be known with much precision• As has been mentioned, it will also be necessary to obtain a good measure of the mosaic spread plus beam divergence to recognize partial reflections and to obtain a precise transformation between film and camera coordinates.
General considerations
Refinement of the diffraction conditions is necessarily iterative. The first step is to provide parameters sufficiently accurate to permit the location of the majority of reflections, at least at low resolution where accuracy is less critical• Hence, a relatively low resolution limit can be chosen (usually around 1 1 to 7/!l) within which the reflections are used for 'setting refinement'• If necessary, this resolution can be increased stepwise. Such a procedure has the additional advantage of being fast by omitting large areas of the film periphery and concentrating on a few (100 to 500) strong reflections. The resolution is increased to the desired limit during the integration process. Provided a reasonable initial estimate has been obtained, the position of the reflections within the setting resolution range can be determined and used in the refinement of FQ]. This will compensate for error in the crystal-to-film distance, placement of the film on the scanner, or anisotropic shrinking of the film during developing and drying.
Refinement of the [Q] matrix may result in a compromise between observed and calculated reflection positions which will differ for high and low order reflections within the setting resolution range. This is as ",li'll,ti-hl.
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Thus 6x, 6y can be refined by matching the predicted against observed film pattern ( Fig. 3) . When, eventually, the setting parameters as well as a mean reflection profile have been determined, the resolution range is increased to whatever value is desired. The full reflections are then integrated by least-squares fitting of the profile determined from the reflections within the setting resolution limit. At the same time, best profiles in different parts of the complete film can be evaluated. These profiles can then be used in a second pass for re-integrating the reflections. This time a weighted mean of all these profiles may be used, with weights depending on the position of a given reflection relative to the mean position of the standard profiles gathered during the previous pass.
The actual program is arranged with 14 options (e.g. determine I-Q] from fiducial marks, refine [Q], refine cell parameters, select reflections in oscillation range within resolution limits, refine 6x and 6y, integrate, etc.). These options can be called upon in any desired sequence, resembling the control of the well-known OR TEP program (Johnson, 1970) . This flexibility permits the processing of a film by different routes, determination of suitable data collection schemes and oscillation ranges, or other investigations.
Determination of [Q] from fiduciai marks
The position of each fiducial mark (Ro, So) is determined by taking the center of gravity of the optical densities above a selected cut-off within a search box. The positioning of the search box can be estimated by measuring the positions of the fiducial marks on the film. An additional fiducial mark is also made by the direct X-ray beam on the film. The larger the search box, the easier it is to find the fiducial marks, but care must be taken not to include neighboring density unrelated to the mark. This is particularly true for the blackened area outside the beam stop around the central mark. The camera coordinates are also supplied for each mark. Thus a linear least-squares fit between (Re, So), given by R~=Q11X +Qx2Y+Q13, Sc =Qz l X 4-Qzz Y4-Q23 , and the observed positions (Ro, So) provide starting elements for the [Q] matrix. However, care must be taken to assure good agreement between observed and calculated positions for the central X-ray mark (Fooo). This can be achieved by increasing the weight on the corresponding observational equations or by using the central mark explicitly to evaluate the translational elements Q~3 and Q23. In general, the agreement between observed and calculated positions was found to be better than 0"25 mm (5 raster steps with a 0-05 mm raster). Occasionally, however, the film was seen to have slipped by as much as 1 mm along R or S between placing the marks on the film and carrying the cassette to the rotation camera.
Selection of possible reflections in given oscillation range
When the crystal is rotated through an angle ~p, then the reciprocal lattice point P at x is moved to P' at x' and v=[4,]l A]h, where ( co; 0
Thus, the position of the point P can readily be found at the extreme ends of its oscillation range by permanently evaluating [A 1] and [A2] corresponding to the product [@] [A] for both q~=q~l and q~2, respectively. A point will have passed through the sphere of reflection, centered at S (0, 0, -1/).) when P'I S < 1/). and P'2S> 1/2 on entry (if q~l >~P2) or when P'IS> 1/2 and P'2S< 1/2 on exit from the sphere. These conditions can readily be shown to correspond to all overlapped reflections can be identified.* The actual image can be quickly produced on an electrostatic printer ( Fig. 3) or more slowly on a pen-driven graphics system such as 'Calcomp'. The latter has the advantage of having sufficient resolution to show Miller indices (one plot per h, k, l, Fig. 5 ) and, if desired, representation of the intensities on a fourth plot. Comparison of these plots, after refinement of the [A] matrix, with the film is a useful check.
Since the computing time for selecting possible reflections within any one oscillation range is critical, it is most important to reject any possible reflection rapidly. A useful order of tests (with R as the limit of resolution) is ( Fig. 4) :
(1) reject if Z'l or z~ is positive,
reject if x'~+y'ff or x~2+y~ 2 are greater than (4R 2 -22)/4R 4, (6) reject if reflection cannot occur within oscillation range according to inequalities given above.
Systematic absences are omitted by generating only the nth spot along every reciprocal lattice line after having discovered the first acceptable reflection along each line. Thus, n = 1 for primitive lattices, 2 for bodycentered lattices or 3 for rhombohedral lattices with hexagonal indices. No attempt has been made to recognize lune boundaries (Nyborg & Wonacott, 1977) .
Once the possible reflections and their camera coordinates have been listed, they can then be examined rapidly. In particular, an image of a given film can be created by use of a reflection-box profile (vide infra)
Refinement of the [Q] matrix
Once the reflection positions on a given film have been calculated, at least approximately, and an initial [Q] matrix has been determined from the fiducial marks, then the positions of at least the low-order reflections can be predicted to a reasonable degree of accuracy. The center of gravity of their position can be determined after subtraction of background. The difference between observed and calculated positions can then be refined in terms of the six elements of [Q], thus accommodating shrinkage, rotation and translation of the film.
* As each reflection is reached in the sequential list of reflections a set of pixels, representing the film image, is set to one. Say a reflection A overlaps with a subsequently listed reflection B. Then when B is reached some pixels needed to represent B are already set to one and, hence, B is recognized to overlap some other reflection. Similarly, on reversing the list, A will be found to overlap previously set pixels. 1  1  2  2  2  1  1  1  I  I  1  1  2  2  2  2  2  1  1  1  1  1  1  2  2  2  2  2  1  1  I  S 0  2  2  2  2  2  2  2  2  2  0  0  2  2  2  2  2  2  2  2  2  0,  0  2  2  2  2  2  2  2  2  2  0  1  I  1  2  2  2  2  2  !  1  I  1  1  1  2  2  2  2  2  I  1  1  1  1  1  1  2  2  2  1  1  1  1  I  I  I  I  o  o  o  I  I  I  INotes:
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(1) Refinement of [Q] by reducing discrepancy between observed (Ro, So) reflection positions with calculated positions over the N reflections of acceptable magnitude. Shown is the progressive improvement of the accumulated, weighted profile and finally the 'reflection-box', centered over the nearest calculated raster step for every reflection• The numeral 0 in the 'reflection-box' signifies that the corresponding optical density is neglected, 1 that it is to be used in determining background and 2 that the position is within the designated peak area. The example is taken for an SBMV film taken over a 0"6 ° oscillation range• The profile was determined within a setting resolution limit of 8 A.
(2) Contours are drawn at heights of 10, 40 and 70 to show more graphically the refinement of the reflection profile. However, due to the unequal spacing between lines and numbers, the profiles are considerably distorted as printed here.
In order to define the area of the reflection as well as useful positions for the measurement of background, a 'reflection-box' is centered on the raster coordinate nearest the calculated reflection position. Raster steps within the box are counted by the reflection coordinates p, q (Table 1) Experience has shown that the procedure generally converges from a mean displacement of over one raster step to about 0"3 raster steps in about five cycles (Table 1) . Simultaneous improvement in the profile is particularly noticeable and is an excellent guide to ascertain whether the initial [A], [Q] and (/01,(192 values were of sufficient accuracy to home-in on the reflection positions.
Determination of the reflection profile
Information from many neighboring reflections can be used to evaluate the integrated intensity of a given reflection by employing an empirical profile. It is reasonable to assume that, at least over a limited area of the film, the profile of each reflection is the same except for a single scale factor. Thus, only one parameter need be determined from all the optical densities for any one whole and non-overlapped reflection within the designated peak area of a reflection-box. Thus, profile fitting is intrinsically more accurate than integration provided an even partially accepted profile has been determined.
Let P be the value of the standard profile at p,q and J the scale factor required to fit this profile to a given reflection. Then It is useful to scale the profile values P such that 2 Fig. 6 . Division of film area into five 'quadrants'. Inner resolution limit is that used in refining the crystal-setting conditions and outer resolution limit is the overall resolution used in the film processing.
their maximum is 100. Furthermore, it is equally useful to evaluate P over the whole of the reflection-box since this shows clearly whether the designated background area has been well chosen. Finally, it is possible to examine the standard profile in order to omit background positions which deviate too far from the theoretical zero value. These omitted positions usually encroach on the peak area of adjacent reflections. Table 1 shows the refinement of [Q] with the concomitant improvement of profile in a typical case. Variation of the profile over the whole area of the film can only be determined by examining the mean profile within different film areas. Thus, during the first pass of integration by profile fitting, the profiles can be determined in five 'quadrants' over the film (Fig. 6) . 'Quadrant 1' corresponds to the setting resolution limit within which the initial profile was determined. The outer four quadrants lie outside this limit. The quality of their profiles is an additional criterion for the accuracy of the refined [Q] and [A] matrices. In addition, these five profiles can be used to determine a 'variable profile' in a second pass over the film for the purpose of integration. Table 2 shows (1) Profile variation in four quadrants over outer area of the same film whose refinement, within the setting resolution limit, is shown in Table 1 . These profiles are used in the second integration pass to establish a variable profile dependent on the spot position.
(2) Contours are drawn at heights of 10, 40 and 70 to indicate the approximate averaged profile shape. Due to the unequal spacing between lines and numbers, the profiles are considerably distorted as printed here.
the profiles in the outer four quadrants for the same film examined in Table 1 . The profile is seen to have spread only a little and to wander by about one raster step from its original position.
A weighted mean of all five profiles can be used in determining the profile for any reflection. Thus if PI,P2 .... ,P5 are the profile values at (p,q), then 2 t°iPi p_ i= t,5 
Refinement of cell parameters
The accuracy of any cell-length determination is controlled by the given accuracy of the X-ray wavelength and crystal-to-film distance, D. Thus, for any commercially available instrument the major inaccuracy will be in D. Fortunately, however, it is only necessary to know the relative lengths of cell dimensions; thus D could be considered a refinable variable. Alternatively, the linear expansion factor for [Q] can be refined as described above. Once this has been done, it will only be possible to refine relative cell dimensions by their non-linear relationship to X, Y through the relationships (2). The cell parameters are essentially expressed by the [A] matrix. However, [A] also determines the orientation of the crystal about x, y and z. Refinement of the nine elements of [A] must thus be constrained to maintain the previous crystal orientation. The length of the reciprocal lattice vector d* is entirely determined from the cell parameters, given the Miller indices. Furthermore, the position of a reflection determines the Bragg angle, 0, and, given the wavelength 2, the length of d*. Hence, if the position of reflections on a film is known, then it should be possible to set up a least-squares fit between cell parameters and the observed d* determination. In addition, the position of a reflection on a film determines the rotation of the crystal about the X-ray beam along z. Thus, the same least-squares procedure should also refine this rotation. The refinement of the nine elements of [A] must thus fulfill three requirements:
(1) to improve agreement between observed and calculated reflection positions;
(2) to constrain adjustment in the elements of [A] to maintain the conditions of the crystal system (e.g. orthogonal angles in the orthorhombic system) consistent with the observed Laue symmetry;
(3) to constrain rotation of the crystal about x and y, that is to maintain the same crystal direction along the X-ray beam.
Analyses of these physical conditions are given in Appendix II. An example of constrained cell-dimension refinement for a typical film of southern bean mosaic virus is shown in Table 3 . Since, in general, the cell dimensions are already well known the refinement is fast.
Convolution of the observed and calculated reflection pattern
Small rotations 6x and by of the crystal about the reciprocal x and y axes will primarily affect only the partiality of reflections observed, not their position on the film (Fig. 3) . Thus, a comparison of the predicted pattern (on which each reflection is represented by a uniform square profile) with the observed pattern can be used as a sensitive guide to the crystal orientation. However, the selection of possible reflections for a large variety of crystal orientations (different 6x and by values) would take an unacceptably large amount of time, and a suitable alternative strategy must be adopted.
As an initial step, reflections are selected with an excessively large mosaic spread (say 0.5 ~ instead of 0.05 °) with the assumed [A] matrix and known oscillation limits, q~l and ~02. The intensities of full and partial reflections can then be integrated around their corresponding predicted film positions R,S. Thus, the "intensities' of many reflections will be determined as being close to zero since they do not really exist. How- Table 3 . 0"65 0"74 0 337"00 337"00 756.03 90-00 90-00 120-00 1 0"64 0"72 0-082 336"97 336"96 756"03 89-99 90-01 120"00 2 0"64 0.72 0"082 336.97 336"96 756"03 89"99 90"01 120.00
is the angle between the X-ray beam and the reciprocal lattice direction which was initially set along the z axis. The constraints attempt to maintain this crystal direction along the X-ray beam during refinement. See Appendix II for definition of the symbols. ever, the procedure assures an intensity determination of all reflections which do exist provided the assumed setting of the crystal is not too far off. The next step is to run down the list of reflections and tag those which would occur with the true estimated mosaic spread. Then to convolute the actual pattern with the calculated pattern (for a given combination of 6x and by) it is only necessary to run down the list and select from it those reflections which would occur with the altered crystal orientation. Particular attention is placed on those intensities which now occur but were not tagged (gained) and those which are tagged but cannot now occur (lost). A useful index of convolution can then be defined as C = ~ intensities gained-~ intensities lost.
It is easily computed since all intensities were recorded initially. Its sensitivity can be further enhanced by omitting intensities of less than one standard deviation. The particular crystal orientation adjustment for which C is a maximum should then correspond to the greatest similarity between observed and calculated diffraction patterns.
Clearly if the crystal were perfectly set ([A] correct) then any rotation about x and y can only cause loss of intensity. On the other hand, if the crystal was misset then the procedure will seek out reflections not tagged (those not predicted for the original setting) and the effect will be one of optimizing gained reflections and minimizing lost reflections.
It has been found useful to alter first the orientation about y in a search for the maximum of the criterion C. The first attempt can be done quite crudely at (say) 0" 16 ° intervals followed by finer (0.08 °) and finer (0"04 ° ) intervals until the maximum is determined to within 0.01 °. The [A] matrix can then be corrected using
[A,]=[~ar][A],
where [cb6y] is the rotation matrix about y for the optimal small rotation 6y. The same process is repeated about the x axis and the [A] matrix is again corrected using
where [~b6x] is the rotation matrix about x for the optimal small rotation 6x and [q~] is the rotation (q~t + q~2)/2 to bring the crystal into the given oscillation range. This procedure can be repeated again about y and x, etc., until no further refinement occurs.
The process has nearly always converged after the second cycle of rotation about y and x. When large movements have occurred then the initial selection of intensities may not have been complete. Hence, if the setting matrix [A] has been made to rotate more than, say, 0.4 ° about any one axis, it will be necessary to reselect intensities, using the excessively large mosaic spread, and to repeat the convolution search.
The convolution technique described above has been found to reset the [A] matrix to within 0.01 ° even if it has been purposely rotated by more than 1 ° from its true position. A typical example of a convolution search about the y axis is shown in Table 4 . Example taken from a southern bean mosaic virus crystal pattern with a setting resolution limit of 8 A.
ZI~ and }-'.It represent the sum of the gained and lost reflections relative to the setting angle at 6y=O". Also shown are the number In) of gained and lost reflections. The criterion C=~I~-y'It is maximized to find the best setting angle for the given mosaic spread and assumed rotation about x. The convolution process can also be used in assessing a suitable mosaic spread, m. Once the setting matrix [A] has been optimized, then the reflections gained relative to a zero mosaic spread can be tabulated. As the mosaic spread is gradually increased (Table 5) , the convolution will find the extra partial reflections. However, this sum levels off when all reflections have been accounted for fully.
Profile fitting
Reflections at the desired resolution limit of any given oscillation photograph can be integrated once the parameters [Q], [A] and m have been established. For safety, however, it is useful to increase the mosaic spread in order to make certain that no partial reflection has been included among the whole reflections. It has been found useful to take 1-5 m as the effective mosaic spread. Starting with an accurate prediction of the film coordinates of each non-overlapped reflection and a liberal estimate of those which are partial, the integrated intensities can then be determined by profile fitting for the whole reflections and by integration for the partial reflections. The latter can be used for inclusion into the eventual data set by use of the post-processing refinement developed by Schutt (1976; Harrison, 1978) . Partial reflections cannot be determined by profile fitting since their profiles will greatly vary depending on the mode of penetration of the corresponding reciprocal lattice point into the sphere of reflection. Example taken from a southern bean mosaic virus crystal pattern with a setting resolution limit of 7.8 A.
~Ig, the sum of intensities gained relative to zero mosaic spread, omits reflections with I < 50. Note that increase in ~I~ is small for m > 0.05 °, with additional contributions primarily due to very small intensities. The quantities a, b and c, which define the best fit of a plane through the background region, must be determined first for every reflection (see section on Refinement of the [Q] matrix). Then a least-squares fit between the standard profile, P(p,q), when scaled by the constant multiplier J, can be determined by minimizing E with respect to J where
Number of reflections found in different intensity ranges

E=Z[JP-(Q-ap-bq-c)] 2 . m
The summation is taken over tlae m points in the peak area of the reflection-box. Hence
The quantities 2 PP, 2 qP, 2 P and 2 p2 can be determined initially if a constant profile is being used, as is the case during the first pass over the complete film. However, when a weighted variable profile is computed for each reflection, time must be taken to reevaluate these quantities for each reflection. The total integrated optical density under the peak will thus be ~ JP or J ~ P. Hence the integrated into m tensity by profile fitting is given by
and clearly the actual integrated intensity will be I2=Zo~-aZp-b~q-cm.
It is immediately apparent that Ix =I2 if P= 1 over all the peak area. That is, integration is equivalent to fitting a 'square profile' to the optical density and thus demonstrates the considerable superiority of the profile-fitting method. The integrated error, 0-, in fitting the profile can be determined from the differences between measured optical densities and the scaled profile. Thus,
where 0-p and aB are the standard errors in determining the peak and background regions within the reflectionbox, respectively. Therefore,
-2c Z~o+ 7 which can be evaluated given J from (4). The same expression can be used for partial reflections, although it will give a pessimistic estimate of 0-since the profile should fit poorly. Similarly, the error in fitting a plane to the n optical densities in the background region is given by With these various error estimates, reflections may be rejected by applying the following sequence of tests.
(1) Is the reflection overloaded? i.e. Does any optical density within the reflection-box exceed M?
(2) Is the background too steep? i.e. Do the constants a and b exceed C1 optical densities per raster step?
(3) Is the background too large? i.e. Does the constant c exceed C2 optical densities?
(4) Is there too big a difference between the inte- * Values of this factor are 8~o for a glyceraldehyde-3-phosphate dehydrogenase data set and 10% for a catalase data set processed with the old Purdue program. The same factor has varied from 5-8°o in processing precession data. about 0.2 to 0.5 raster steps between the inside and the outside of an average SBMV film at 2.8 A resolution.
Computer information
The oscillation processing techniques described here have been programmed entirely in Fortran and used on the CDC 6500 computer system at Purdue University. The entire program consists of five overlays which, together with the necessary core storage area, never exceeds 66K, 60-bit words. Typical computing times are given in Table 9 for an SBMV crystal oscillated by 0"6 ° about its trigonal axis. It took 3717 CPU s to completely process this film, scanned with a 50 pm raster, containing almost 18000 possible reflections or about 0.21 s per reflection. For a 2.5 A resolution catalase film scanned with a raster step of 100 /~m involving 4847 possible reflections, the time per reflection was 0-13 s. These times compare very favorably with those of other programs (Nyborg & Wonacott, 1977) .
Experience with oscillation data at Purdue University has been obtained primarily with Dr Geoffrey Ford's program. The latter has been used to process six different data sets of SBMV to 3.5 A resolution, two data sets of catalase to 2-5 A resolution and one data set of glyceraldehyde-3-phosphate dehydrogenase to 2.9 A resolution. Apart from the internal indication of accuracy obtained during film-to-film scaling, these data sets have been used in successful structural investigations. The data processed by the program package described here have been compared with those processed by the older program. In one test involving the scaling [anisotropic scale factors were determined instead of measuring the absorption profiles (Huber & Kopfmann, 1969) ] of six films of a gold-derivative SBMV data set, it was found that the present program gave substantially better agreement between reflections observed on different films (Table 7) . Furthermore, the number of usable observed reflections was also increased greatly. Since the largest improvement occurred in the R factor which included all the reflections, rather than merely the stronger reflections, it 
Comparison of integrated and profile-fitted intensities
Example is taken from a pair of films within a pack derived from a 1.1 ~ oscillation around the fourfold axis of a phosphoglucomutase crystal. The R factor represents the deviation of the stronger film from the mean (see Table 7 ). The number of reflections in each intensity range is shown in the column headed n. must be concluded that the principal improvement occurred in estimating weak reflections.
Ranges of mean
In another example the R factor (see Table 7 for definition) was found to be 15.7% for the 157 676 observations which were greater than two standard deviations on 31 SBMV films, resulting in 121 657 independent reflections extending to 2.8 A resolution. After post-refinement (Schutt, 1976) , using the partial reflections, R was reduced to 13-0% which compares favorably with similar results on tobacco mosaic virus proteins (Champness, Bloomer, Bricogne, Butler & Klug, 1976) .
Many apparently good films which could not be processed with the old package are now analyzed routinely and automatically. It is generally found that these films had significant crystal missettings. The program described here is essentially automatic after presenting it with optical densities and reasonable starting parameters. This program is available for distribution, together with a program description, on request to the author. It contains about 3700 Fortran statements.
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APPENDIX I Conditions for partial and whole reflections
The effect of mosaic spread or beam divergence, m, is to create a cap at the center of the sphere of reflection, subtending a semi-angle m at the origin of reciprocal space. If the reciprocal lattice point P at (x,y,z) is in a reflecting position, then there must be a point S on the surface of the cap such that PS = 1/2 (Arndt & Wonacott, 1977, pp. 5-18) . In general, the maximum and minimum distances of PS will be when S is on the periphery of the cap. Since the radius of the cap is ~=m/2, the point S can be given the parametric position tl,t2,-1/2 where t2+t~=62. Then PS 2= (X --t 1 )2 _+_ (y _ t2)2 + ( 1/2 + z) 2. Thus, setting t i = t, t2 = -k-(O 2 -t2) 1/2, it follows that 2 pS2=(d*2 +cSz) + Therefore, O(PS 2) & z-I-(1)2 --2tx -T 2( 02 --tZ)l/2y.
ty 2(xT-(62_ t2)1/2 / .
Setting O(PS2)/c3t=O to find the conditions for the minimum and maximum values of PS, it follows that x6 t = _+ (X 2 _{_y2)1/2 , which, on substituting back into (10), gives PSZ=(d*Z+62)+ ~z+ q-O(xZ'+-y2) 1/2 , (11) from which the conditions for full and partial reflections given in the section on the selection of reflections readily follows. The expression differs from that given by Wonacott (1977) Expression (11) was found to give a slightly better representation of SBMV films.
APPENDIX II Refinement of cell parameters
The three conditions necessary to refine cell parameters by use of whole reflections were stated in the section on cell-parameter refinement and can be expressed in terms of minimizing the function E=W~ ~ og[(Ro-R~) 2 +(So-So) 2] N with respect to each of the nine elements aij of the matrix [A] . Alternatively, if the nine elements of [A] are expressed in terms of the independent cell parameters of the crystal system (six for a triclinic case), derivatives can be obtained directly with respect to the cell parameters and the second term in (12) may then be omitted. However, if the [A] matrix is expressed in terms of cell parameters, then some conventions are needed in relating the crystal setting to the camera axes.
In expression (12) W1, W2 and W3 are suitably selected weights to be applied to each of the constraints, N is the number of significant observed reflections, n is the number of symmetry constraints on the system, and Hk are the Miller indices of the crystal direction along the X-ray beam when the crystal has been rotated by ~0 about the spindle axis.
The rotated [A] matrix is defined by [A'] =[4~] [A] with the elements of [A'] being a'.
Each of the three terms in E, above, will now be examined separately. However, the objective is to evaluate OE/3aij and, hence, to set up the normal leastsquares matrix which, on inversion, will give shifts in the values for the elements ais of [A].
Examining the first term it is clear that values for JAC 12-7 OR~/Oaij and OS~/Oa~j will have to be determined. However from (1) and a similar expression for ~ V/?aij can also be derived. Finally, since x=al lh +alzk +at31, 0 , according to the values of i and j, with similar expressions for Oy/~aij and Oz/#aij. From these relationships it is straightforward to compute all the necessary derivatives for the normal least-squares matrix relating to the first term in (12). A derivation of the second and third terms in (12) will now be given. Since la*l--1/dloo, it follows that la*[ =(alZl +a22t +a21) 1.'2 .
Thus, if a constraint of the type a*=b* (as in the tetragonal, trigonal or hexagonal systems) is required, then any shifts in the elements aij must assure that [A] would be Z a21 = Z aklak2" Other constraints k=l k=l can be readily set up and their differentiation with respect to a particular aij is straightforward. The third term in (12) relates to the need to maintain the direction given by Miller indices H1,H2,H3
along the X-ray beam, z. The first operation is to determine their value by solving =[A']-' .
Then, if this direction remains orthogonal to the x and y reciprocal directions, the conditions that a'l 1H1 -F a'l 2H2 -F a'13H3 =0 and a'21Hl +a'22H2 +a'23H3 =0 must be maintained. It is readily shown that a'xj= alj cos q~+a3j sin q~ and a'2j=azj. Thus the differentiation of these two conditions with respect to any aij is also straightforward.
