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Abstract
At present there is no common language for comparing two different light sources. Trying to quantify (or even to explain qualitatively) the difference in performance terms, for example, of an axial and a transverse filament, or a gas discharge tube and a light emitting diode, or a gas lamp mantle and a laser, is like comparing apples and oranges. We have developed a concept for a common representation of these diverse kinds of light sources, without reference to any coordinate system or light generation process. Based on an expansion in spherical harmonics of an intensity dataset over a sphere, we characterizes the angular light distribution of a source by providing a prescription for calculating the orientation independent parameters d that represent l the proportion of rms power distributed in each angular mode.
Data Collection and Analysis
This luminaire model utilizes a goniometer to acquire intensity data equally spaced in colatitude θ and longitude φ over a sphere of radius r surrounding the light source. Light 0 emanating from the source in a particular (radial) direction is collected by a lens, focused on a stop, and then falls on the surface of a photodiode. Figure 1 shows a simple schematic of the operation of a typical goniometer and detector apparatus. The purpose of the lens and stop is to collimate the light, eliminating extraneous signals and illuminating the photodiode over its entire 1 surface from a mainly forward direction.
The photodiode integrates the incoming light, resulting in a single intensity value for each point on the sphere. Because of its simplicity, this dataset is useful for calculating rotationally invariant quantities that characterize or describe the 1 light source. Such measurements have been used for raytracing purposes , but are only appropriate for that task in the far-zone. A comprehensive discussion of spherical harmonics is found in Varshalovich .
The coefficients are found directly by a discrete Fourier "dot product" integral:
where Y is the complex conjugate of Y .
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Alternatively, the coefficients could be found by a least-squares fit. This has the advantage of 3 built-in statistical tools that allow for the automatic computation of the uncertainties of the 3 With real data, the appropriate range for m is 0 to l. coefficients α , although the computation is a little bit slower than the direct evaluation of the lm dot product. Issues concerning the data fitting process are discussed more fully in appendix II.
The coefficients α themselves, however, cannot be used directly to quantitatively compare lm the performance qualities of different light sources; the same light source will produce a radically different set of coefficients if it is rotated with respect to the measuring apparatus. The problem then becomes one of finding rotational invariants among the coefficients to calculate numbers that capture the essence of the angular distribution of illumination produced by the source in question.
Orientation Independent Source Characterization
Because the Y form an orthogonal basis in θ and φ, the α can be thought of as the lm lm components of a vector whose length remains constant under rotations. Therefore,
That just says that the total mean-square intensity does not depend on the orientation of the light source about the center of the measurement sphere. But it is possible to go even further. 
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Furthermore, the average intensity is
so that α = √4π I 00 avg 5 2 In the quantum mechanical analogy, d is the probability that the system has total orbital angular momentum l; l this probability should of course be independent of coordinate system rotations.
Another characteristic parameter can be calculated from the coefficients to represent the −1/2 anisotropy, or standard deviation σ of the illumination distribution. Because α (4π) is the 00 −1 2 1/2 average intensity and N (4π) is the mean-square intensity, σ=(N−α ) /α is the 00 00
normalized "scatter" of the luminaire, in which there has been some recent interest in the 5, 6 illuminating engineering literature . Therefore σ essentially measures the dominance (or lack thereof) of the first term of the expansion with respect to all of the others.
Simulated Demonstration and Finite Sampling
A simulated (simple, noise-free) source was used to demonstrate the rotational invariance of the d in practice. The illumination pattern of a glowing hollow cylinder of constant radiance l was determined by raytracing for first a horizontal orientation and then a vertical one. Because of the lack of noise, any discrepancies in this example will quantify the distorting effect of finite, discrete sampling: the precise locations of sampled radiator patches will not exactly correspond between the two datasets, and thus the two datasets are not actually perfectly congruent under any rotation. The stepsizes used here were 4.5 degrees each in θ and φ.
Although the two sets of {α } coefficients are very different, when the d are calculated as
shown in table 2, the fact that the glowing cylinders are actually alike (to two decimal places) becomes obvious; the effect of sampling on this scale is seen in the third decimal. respectively (see appendix IV for photographs).
In practice, the goniometer operates by making a full sweep in φ from 0 to 2π radians before 8 incrementing θ, which ranges from -π to +π radians. Thus each point is sampled twice (once with positive θ and once with negative θ), except for points on the "dateline" great circle which are sampled three times, and the pole which is sampled as many times as there are φ values.
Multiple readings can be averaged to reduce the effect of detector drift over the course of the 9 data gathering. The many readings at the pole are used to obtain an estimate of the uncertainty or standard deviation of the measurements, which is then used to estimate the uncertainties of the provided by a major automotive lighting supplier 8 Due to physical limitations caused by the base of the bulb, the goniometer is unable to sample the entire range of θ. The intensity in this region should be zero, however, because it is in the shadow of the base. 9 A baseline current was probably "bucked out" of the data when originally taken, but this value has unfortunately been lost. Calculating coefficients without this constant baseline results in a spuriously low value of α , but leaves 00 the other α unchanged. Information regarding d is therefore irretrievably lost, but the true relative magnitudes of lm 0 all of the higher l d are preserved. l 7
The intensity dataset for the spot quality bulb is shown pictorially in figure 3 , where the horizontal direction represents azimuth φ and the vertical direction represents elevation θ. For 10 this dataset, the stepsizes were 3 grads in θ and 2 grads in φ. The dataset is shown as a sinemapped spherical projection so that the pixel areas are proportional to the areas actually sampled over the sphere. The top of the dataset corresponds with the top of the bulb.
After fitting, when regenerated and interpolated at 1x1 grad steps, the processed data look like A method for automated quality control in lamp production has been outlined in a paper by 7 Lewin . The typical quantities to be measured, however, are somewhat primitive, consisting of isocandela diagrams and average intensities; the d-numbers present a much more sophisticated standard for comparison.
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Because there are more measurements than coefficients, the system of equations can be solved by a least-squares ("LSQ") fit:
a I= a aα= bα where the matrix b is invertible by Gauss-Jordan elimination.
It should be noted, however, that although the LSQ method produces a low-residual fit, the coefficients it finds may be wildly "unphysical" due to an instability in the solution for the coefficients. This instability results from the fact that our measuring apparatus cannot sample the lower of the sphere surrounding the light source that contains the shadow of the base. The incompleteness of the data interval in θ causes a loss of orthogonality (implying a loss of linear independence) among the spherical harmonic basis functions, and consequently introduces an ambiguity into the contribution of some of the terms. Thus the values of the coefficients change 8 as more terms are added , and it becomes impossible to ascribe physical meaning to the
d-numbers.
The point we wish to stress is that we arem not simply interested in a good fit to the data, for which LSQ would be sufficient. Instead, we would like to extract information about the actual intensity distribution from the data. Some physical meaning must therefore apply to the coefficients, and a necessary requirement is that the coefficients must be calculable incrementally, without new terms affecting the values of previous terms. Thus we found the LSQ method to be unsuitable for this calculation with this data; had the data interval been complete, the LSQ method would work (although a direct discrete Fourier dot product would be faster).
In theory, linear independence is a well-defined notion; two vectors are either linearly independent or they aren't. There is no room for dispute. In practice, however, especially in the realm of finite-precision numerical calculation, vectors can be partially dependent. In fact, it is 9, 10 possible to quantify mathematically the degree to which two vectors are linearly dependent .
The method of singular value decomposition ("SVD") is specifically designed to address this 9, 11, 8 problem . Although the matrix a is not square, a pseudoinverse exists. Any arbitrary matrix can be written as the product of three trivially invertible submatrices:
If a is m by n then so is u, and w and v are both n by n. Both u and v are orthogonal, meaning the pseudoinverse equals the transpose. w is diagonal, meaning its inverse is found simply by taking the reciprocal of its diagonal terms. Thus once this decomposition has been performed, the pseudoinverse of a is found immediately to be
So far, nothing new has been gained. The diagonal terms of the matrix w, called the "singular values" of the matrix a, however, allow the identification of exactly which basis functions are becoming the most linearly dependent: setting the most ill-behaved w to zero prevents those ii terms whose contribution to the Fourier sum is not uniquely determined from influencing the coefficients, whereas the LSQ method assigns large, delicately cancelling values to these 10 coefficients .
The relative stability of the two methods is shown in figure II-1 , which gives the coefficient α as a function of l for each method. The solid line shows the LSQ method, and the dashed 00 max line shows the SVD method. The two methods essentially agree up to l = 4, after which point max SVD starts to zero out singular values. Thus a degree of stability can be achieved with SVD, but the "black art" involved in deciding exactly how large a singular value must become in order to be considered "ill-behaved" makes this method still less than satisfactory.
One solution to this problem would be to use a new set of fitting functions that would be designed to be orthogonal over our specific data interval. The introduction of nonstandard functions, however, would mean a corresponding loss of both acceptance and physical intuition.
Another approach to this problem would be to use an interpolating sinc or spline function.
Because strict interpolations go through every data point, this method is not desirable for data that are noisy or that contain occasional large outliers. The idea is to smooth the noise over the entire dataset, rather than fit to it at each datapoint. For a given order, increasing the density of sampled points also reduces the ambiguity of the solution, but does not competely eliminate it.
The approach adopted, then, is to "fill in" the missing region with data of intensity zero, with the justification that this region corresponds roughly with the shadow of the base of the bulb.
Because the spherical harmonic fitting functions are now orthogonal over our dataset, the leastsquares fit becomes equivalent to a discrete Fourier "dot product" integral. 
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