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a b s t r a c t
By the variational iteration method the solution of the wave equation in different forms
is exactly obtained. The obtained solutions show that the variational iteration method is
effective, simple and easy compared with many of the other methods. So it has a wide
range of applications in physical andmathematical problems, linear and nonlinear as well.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we shall solve exactly the wave equation in different forms by the variational iteration method, the
governing equations are [1]:
ut + cux = 0, (first order in 1- dim .), (1)
ut + c(ux + uy) = 0, (first order in 2- dim .), (2)
utt = c2uxx, (second order in 1- dim .), (3)
utt = c2(uxx + uyy), (second order in 2- dim .), (4)
with conditions corresponding to every form, where u = u(x, t)(in 1− dim .) = u(x, y, t)(in 2− dim .) is the displacement
of a string of length l and c is a positive constant representing the wave speed.
In recent years a great deal of attention has been devoted to the study of the variational iteration method given by J.H.
He for solving a wide range of problems whose mathematical models yield differential equations or systems of differential
equations [2–9].
We aim in this paper to obtain exact solutions to a wave equation in four different forms.We also aim to confirm that the
variational iteration method is powerful, efficient and promising in handling scientific and engineering problems. In what
follows, as stated before, wewill highlight briefly themain features of themethod, the details of which can be found in [2–9]
and the references therein.
2. The variational iteration method
Consider the differential equation:
Lu+ Nu = f (t), (5)
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where L and N are linear and nonlinear operators respectively, f (t) is the inhomogeneous term. According to the variational
iteration method [2–9], the correction functional for Eq. (5) takes the form:
un+1(t) = un(t)+
∫ t
0
λ
[
Lun(τ )+ Nu˜n(τ )− f (τ )
]
dτ , n ≥ 0, (6)
where λ is a general Lagrangemultiplier [10–21], which can be identified optimally via the variational theory, n denotes the
nth-order approximation, u˜n is considered as a restricted variation [10–21].
For illustrating the method we consider the following different forms of the wave equation.
3. Applications
Problem 3.1. The first form of the wave equation is the first-order wave equation in one-dimension (1) defined as:
ut + cux = 0, c > 0, (7)
with the initial and boundary conditions:
u(0, t) = sin
(−cpi t
l
)
, ux(0, t) = pil cos
(−cpi t
l
)
, (8a)
u(x, 0) = sin
(pix
l
)
, ut(x, 0) = − cpil cos
(pix
l
)
. (8b)
The correction functional for Eq. (7) in the t-direction takes the form:
un+1(x, t) = un(x, t)+
∫ t
0
λ
[
∂un(x, τ )
∂τ
+ c ∂ u˜n(x, τ )
∂x
]
dτ . (9)
The stationary conditions for Eq. (9) are:
λ′(τ ) = 0, 1+ λ(τ)|τ=t = 0. (10)
This in turn gives:
λ = −1. (11)
Substituting this value of the Lagrange multiplier into the functional (9) gives the iteration formula:
un+1(x, t) = un(x, t)−
∫ t
0
[
∂un(x, τ )
∂τ
+ c ∂un(x, τ )
∂x
]
dτ . (12)
Considering the given conditions (8a) and (8b), it is clear that the solution contains sin
(
pix
l
)
. Therefore, we can choose
u0(x, t) = u(x, 0) = sin
(
pix
l
)
. Using this chosen value in (12) we obtain the following first approximation:
u1(x, t) = u0(x, t)−
∫ t
0
[
0+ c pi
l
cos
(pix
l
)]
dτ = u0(x, t)
− cpi
l
cos
(pix
l
) ∫ t
0
dτ = sin
(pix
l
)
− cpi t
l
cos
(pix
l
)
. (13)
In the same manner we can obtain the following successive approximations:
u0(x, t) = sin
(pix
l
)
,
u1(x, t) = sin
(pix
l
)
− cos
(pix
l
) [ cpi t
l
]
,
u2(x, t) = sin
(pix
l
)[
1− 1
2!
(
cpi t
l
)2]
− cos
(pix
l
) [ cpi t
l
]
,
u3(x, t) = sin
(pix
l
)[
1− 1
2!
(
cpi t
l
)2]
− cos
(pix
l
)[ cpi t
l
− 1
3!
(
cpi t
l
)3]
,
...
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un(x, t) = sin
(pix
l
)[
1− 1
2!
(
cpi t
l
)2
+ 1
4!
(
cpi t
l
)4
− 1
6!
(
cpi t
l
)6
+ · · ·
]
− cos
(pix
l
)[ cpi t
l
− 1
3!
(
cpi t
l
)3
+ 1
5!
(
cpi t
l
)5
− 1
7!
(
cpi t
l
)7
+ · · ·
]
. (14)
In closed form this gives the solution:
u(x, t) = sin
(pix
l
)
cos
(
cpi t
l
)
− cos
(pix
l
)
sin
(
cpi t
l
)
= sin
[
pi
(
x− ct
l
)]
, (15)
which is the exact solution that satisfies the wave equation (Eq. (7)) and conditions (8).
Problem 3.2. The second form of the wave equation is the first-order wave equation in two-dimension (2) defined as:
ut + c(ux + uy) = 0, c > 0, (16)
with the initial conditions:
u(0, y, t) = sin
[
pi
(
y− 2ct
l
)]
, u(x, 0, t) = sin
[
pi
(
x− 2ct
l
)]
,
u(x, y, 0) = sin
[
pi
(
x+ y
l
)]
. (17)
The correction functional for Eq. (16) in the t-direction takes the form:
un+1(x, y, t) = un(x, y, t)+
∫ t
0
λ
[
∂un(x, y, τ )
∂τ
+ c
(
∂ u˜n(x, y, τ )
∂x
+ ∂ u˜n(x, y, τ )
∂y
)]
dτ . (18)
The stationary conditions for Eq. (18) are:
λ′(τ ) = 0, 1+ λ(τ)|τ=t = 0. (19)
This in turn gives:
λ = −1. (20)
Substituting this value of the Lagrange multiplier into the functional (18) gives the iteration formula:
un+1(x, y, t) = un(x, y, t)−
∫ t
0
[
∂un(x, y, τ )
∂τ
+ c
(
∂un(x, y, τ )
∂x
+ ∂un(x, y, τ )
∂y
)]
dτ . (21)
Considering the given initial conditions (17), it is clear that the solution contains sin
[
pi
( x+y
l
)]
. Therefore, we can choose
u0(x, y, t) = u(x, y, 0) = sin
[
pi
( x+y
l
)]
. Using this chosen value in (21) we obtain the following first approximation:
u1(x, y, t) = u0(x, y, t)−
∫ t
0
[
0+ c
(
2pi
l
)
cos
(
pi
(
x+ y
l
))]
dτ = u0(x, y, t)
− 2cpi
l
coc
[
pi
(
x+ y
l
)]∫ t
0
dτ = sin
[
pi
(
x+ y
l
)]
− 2cpi t
l
cos
[
pi
(
x+ y
l
)]
. (22)
In the same manner we can obtain the following successive approximations:
u0(x, y, t) = sin
[
pi
(
x+ y
l
)]
,
u1(x, y, t) = sin
[
pi
(
x+ y
l
)]
− cos
[
pi
(
x+ y
l
)][
2cpi t
l
]
,
u2(x, y, t) = sin
[
pi
(
x+ y
l
)][
1− 1
2!
(
2cpi t
l
)2]
− cos
[
pi
(
x+ y
l
)][
2cpi t
l
]
,
u3(x, y, t) = sin
[
pi
(
x+ y
l
)][
1− 1
2!
(
2cpi t
l
)2]
− cos
[
pi
(
x+ y
l
)][
2cpi t
l
− 1
3!
(
2cpi t
l
)3]
,
...
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un(x, y, t) = sin
[
pi
(
x+ y
l
)][
1− 1
2!
(
2cpi t
l
)2
+ 1
4!
(
2cpi t
l
)4
− · · ·
]
− cos
[
pi
(
x+ y
l
)][
2cpi t
l
− 1
3!
(
2cpi t
l
)3
+ 1
5!
(
2cpi t
l
)5
− · · ·
]
. (23)
In closed form this gives the solution:
u(x, y, t) = sin
[
pi
(
x+ y
l
)]
cos
(
2cpi t
l
)
− cos
[
pi
(
x+ y
l
)]
sin
(
2cpi t
l
)
= sin
[
pi
(
x+ y− 2ct
l
)]
, (24)
which is the exact solution that satisfies the wave equation (16) and the initial conditions (17).
Problem 3.3. The third form of the wave equation is the second-order wave equation in one-dimension (3) defined as:
utt = c2uxx, c > 0, (25)
with the initial and boundary conditions:
u(0, t) = 0, ux(0, t) = pil cos
(
cpi t
l
)
, (26a)
u(x, 0) = sin
(pix
l
)
, ut(x, 0) = 0. (26b)
The correction functional for Eq. (25) in the t-direction takes the form:
un+1(x, t) = un(x, t)+
∫ t
0
λ
[
∂2un(x, τ )
∂τ 2
− c2 ∂
2u˜n(x, τ )
∂x2
]
dτ . (27)
The stationary conditions for Eq. (27) are:
λ′′(τ ) = 0, 1− λ′(τ )|τ=t = 0, λ(τ )|τ=t = 0. (28)
This in turn gives:
λ = τ − t. (29)
Substituting this value of the Lagrange multiplier into the functional (27) gives the iteration formula:
un+1(x, t) = un(x, t)+
∫ t
0
(τ − t)
[
∂2un(x, τ )
∂τ 2
− c2 ∂
2un(x, τ )
∂x2
]
dτ . (30)
Considering the given initial conditions (26), it is clear that the solution contains sin
(
pix
l
)
. Therefore, we can choose
u0(x, t) = u(x, 0) = sin
(
pix
l
)
. Using this chosen value in (30) we obtain the following first approximation:
u1(x, t) = u0(x, t)+
∫ t
0
(τ − t)
[
0− c2
(
−
(pi
l
)2
sin
(pix
l
))]
dτ = u0(x, t)
+
( cpi
l
)2
sin
(pix
l
) ∫ t
0
[τ − t]dτ = sin
(pix
l
)[
1− 1
2
(
cpi t
l
)2]
. (31)
In the same manner we can obtain the following successive approximations:
u0(x, t) = sin
(pix
l
)
,
u1(x, t) = sin
(pix
l
)[
1− 1
2!
(
cpi t
l
)2]
,
u2(x, t) = sin
(pix
l
)[
1− 1
2!
(
cpi t
l
)2
+ 1
4!
(
cpi t
l
)4]
,
u3(x, t) = sin
(pix
l
)[
1− 1
2!
(
cpi t
l
)2
+ 1
4!
(
cpi t
l
)4
− 1
6!
(
cpi t
l
)6]
,
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...
un(x, t) = sin
(pix
l
)[
1− 1
2!
(
cpi t
l
)2
+ 1
4!
(
cpi t
l
)4
− 1
6!
(
cpi t
l
)6
+ · · ·
]
. (32)
In closed form this gives the solution:
u(x, t) = sin
(pix
l
)
cos
(
cpi t
l
)
, (33)
which is the exact solution that satisfies the wave equation (25) and the conditions (26).
Problem 3.4. Finally, the fourth form of thewave equation is the second-orderwave equation in two-dimension (4) defined
as:
utt = c2(uxx + uyy), c > 0, (34)
with the initial conditions:
u(0, y, t) = cos
(
cpi t
l
)
sin
(piy
l
)
, u(x, 0, t) = cos
(
cpi t
l
)
sin
(pix
l
)
,
u(x, y, 0) = sin
(pix
l
)
+ sin
(piy
l
)
. (35)
The correction functional for Eq. (34) in the t-direction takes the form:
un+1(x, y, t) = un(x, y, y)+
∫ t
0
λ
[
∂2un(x, y, τ )
∂τ 2
− c2
(
∂2u˜n(x, y, τ )
∂x2
+ ∂
2u˜n(x, y, τ )
∂y2
)]
dτ . (36)
The stationary conditions for Eq. (36) are:
λ′′(τ ) = 0, 1− λ′(τ )|τ=t = 0, λ(τ )|τ=t = 0. (37)
This in turn gives:
λ = τ − t. (38)
Substituting this value of the Lagrange multiplier into the functional (36) gives the iteration formula:
un+1(x, y, t) = un(x, y, y)+
∫ t
0
(τ − t)
[
∂2un(x, y, τ )
∂τ 2
− c2
(
∂2un(x, y, τ )
∂x2
+ ∂
2un(x, y, τ )
∂y2
)]
dτ . (39)
Considering the given initial conditions (35), it is clear the solution contains sin
(
pix
l
)+sin (piyl ) . Therefore, we can choose
u0(x, y, t) = u(x, y, 0) = sin
(
pix
l
)+ sin (piyl ) . Using this chosen value in (39) we obtain the following first approximation:
u1(x, y, t) = u0(x, y, t)+
∫ t
0
(τ − t)
[
0− c2
(
−
(pi
l
)2 (
sin
(pix
l
)
+ sin
(piy
l
)))]
dτ
= u0(x, y, t)+
( cpi
l
)2 [
sin
(pix
l
)
+ sin
(piy
l
)] ∫ t
0
[τ − t]dτ
=
[
sin
(pix
l
)
+ sin
(piy
l
)] [
1− 1
2
(
cpi t
l
)]
. (40)
In the same manner we can obtain the following successive approximations:
u0(x, y, t) = sin
(pix
l
)
+ sin
(piy
l
)
,
u1(x, y, t) =
[
sin
(pix
l
)
+ sin
(piy
l
)][
1− 1
2!
(
cpi t
l
)2]
,
u2(x, y, t) =
[
sin
(pix
l
)
+ sin
(piy
l
)][
1− 1
2!
(
cpi t
l
)2
+ 1
4!
(
cpi t
l
)4]
,
u3(x, y, t) =
[
sin
(pix
l
)
+ sin
(piy
l
)][
1− 1
2!
(
cpi t
l
)2
+ 1
4!
(
cpi t
l
)4
− 1
6!
(
cpi t
l
)6]
,
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un(x, y, t) =
[
sin
(pix
l
)
+ sin
(piy
l
)][
1− 1
2!
(
cpi t
l
)2
+ 1
4!
(
cpi t
l
)4
− 1
6!
(
cpi t
l
)6
+ · · ·
]
. (41)
In closed form this gives the solution:
u(x, y, t) = cos
(
cpi t
l
)[
sin
(pix
l
)
+ sin
(piy
l
)]
, (42)
which is the exact solution that satisfies the wave equation (34) and the initial conditions (35).
4. Conclusion
In this paper, the variational iterationmethod has been successfully applied for finding the solution of thewave equation.
The solution obtained by the variational iteration method is an infinite sin or cos series for appropriate initial/boundary
conditions, which can, in turn, be expressed in a closed form to give the desired exact solution. The simplicity of the method
and the obtained results show that the variational iteration method is a powerful mathematical tool for solving the wave
equation. It is also a promising method to solve other linear and nonlinear equations.
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