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Vibrations of an elastic bar, isospectral deformations, and
modified Camassa-Holm equations
Xiangke Chang * Jacek Szmigielski †
Abstract
Vibrations of an elastic rod are described by a Sturm-Liouville system. We present a general
discussion of isospectral (spectrum preserving) deformations of such a system. We interpret one
family of such deformations in terms of a two-component modified Camassa-Holm equation (2-
mCH) and solve completely its dynamics for the case of discrete measures (multipeakons). We
show that the underlying system is Hamiltonian and prove its Liouville integrability. The present
paper generalizes our previous work on interlacing multipeakons of the 2-mCH and multipeakons
of the 1-mCH. We give a unified approach to both equations, emphasizing certain natural family of
interpolation problems germane to the solution of the inverse problem for 2-mCH as well as to this
type of a Sturm-Liouville system with singular coefficients.
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1 Introduction
One of themost important applications of the Sturm-Liouville systems is provided by the longitudinal
vibrations of an elastic bar of stiffness p and density ρ [2, Chapter 10.3]. The longitudinal displace-
ment v satisfies the wave equation
ρ(x)
∂2v
∂t2
=
∂
∂x
[p(x)
∂v
∂x
], (1.1)
which after the separation of variables v =u(x)cosωt leads to
Dx [p(x)Dxu]+ω
2ρ(x)u = 0, (1.2)
where Dx =
d
dx . In a different area of applications, in geophysics, the Love waves were proposed by
an early 20 century British geophysicist Augustus Edward Hugh Love who predicted the existence of
horizontal surface waves causing Earth shifting during an earthquake. The wave amplitudes of these
waves satisfy [1]
Dx (µDx )u+ (ω
2ρ−k2µ)u = 0, 0< x <∞, (1.3)
where µ is the sheer modulus, x is the depth below the Earth surface and the boundary conditions are
Dxu(0)= u(∞)= 0 which can be interpreted as the Neumann condition on one end and the Dirichlet
condition on the other. In applications to geophysics the frequency ω is fixed and the phase velocity
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is ω/k. In particular, in the infinity speed limit (k = 0), we obtain the same Sturm-Liouville system as
in Equation 1.2. In either case the problem can conveniently be written as the first order system:
DxΦ=
[
0 n
−ω2ρ 0
]
Φ, (1.4)
where n = 1µ , Φ=
[
φ1
φ2
]
, φ1 =φ, φ2 = µDxφ. In the present paper we study Equation 1.4 on the whole
real axis and impose the boundary conditions φ1(−∞) = φ2(∞) = 0 which can be interpreted as the
Dirichlet condition at −∞ and the Neumann condition at +∞. Our motivation to study this problem
comes from yet another area of applied mathematics dealing with integrable nonlinear partial differ-
ential equations. To focus our discussion we begin by considering the nonlinear partial differential
equation
mt +
(
(u2−u2x )m
)
x = 0, m =u−uxx , (1.5)
which is one of many variants of the famous Camassa-Holm equation (CH) [3]:
mt +umx +2uxm = 0, m = u−uxx , (1.6)
for the shallow water waves. We will call (1.5) the mCH equation for short. The history of the mCH
equation is long and convoluted: (1.5) appeared in the papers of Fokas [7], Fuchssteiner [8], Olver and
Rosenau [15] and was, later, rediscovered by Qiao [16,17].
Subsequently, in [19], Song, Qu and Qiao proposed a natural two-component generalization of
(1.5)
mt + [(u−ux )(v + vx )m]x = 0,
nt + [(u−ux )(v + vx )n]x = 0,
m =u−uxx , n = v − vxx ,
(1.7)
which, for simplicity, we shall call the 2-mCH. Formally, the 2-mCH reduces to the mCH when v =u.
We are interested in the class of non-smooth solutions of (1.7) given by the peakon ansatz [3,4,11]:
u =
N∑
j=1
m j (t)e
−
∣∣x−x j (t )∣∣, v = N∑
j=1
n j (t)e
−
∣∣x−x j (t )∣∣, (1.8)
where all smooth coefficientsm j (t),n j (t) are taken to be positive, and hence
m =u−uxx = 2
N∑
j=1
m jδx j , n = v − vxx = 2
N∑
j=1
n jδx j
are positive discrete measures.
For the above ansatz, (1.7) can be viewed as a distribution equation, requiring in particular that
we define the productsQm andQn, where
Q = (u−ux )(v + vx). (1.9)
It is shown in Appendix A that the choice consistent with the Lax integrability discussed in section 2
is to take Qm, Qn to mean 〈Q〉m, 〈Q〉n respectively, where 〈 f 〉 denotes the average function (the
arithmetic average of the right hand and left hand limits). Substituting (1.8) into (1.7) and using the
multiplication rule mentioned above leads to the system of ODEs:
m˙ j = 0, n˙ j = 0, (1.10a)
x˙ j =
〈
Q
〉
(x j ). (1.10b)
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In the present paper, we shall develop an inverse spectral approach to solve the peakon ODEs
(1.10) and hence (1.7) under the following assumptions:
1. allmk ,nk are positive,
2. the initial positions are assumed to be ordered as x1(0)< x2(0)< ·· · < xn (0).
We emphasize that the second condition is not restrictive since it can be realized by relabeling posi-
tions as long as positions x j (0) are distinct.
The present paper generalizes our previous work on interlacing multipeakons of the 2-mCH in [4]
and multipeakons of the 1-mCH in [6]. It is worth mentioning, however, that the technique of the
present paper is a modification of the one employed in [6] and is distinct from the inhomogeneous
string approach adapted in [4]. As a result we give a unified approach to both equations; this is ac-
complished by putting common interpolation problems front and center of the solution to the in-
verse problem for Equation 1.4. Moreover, by solving (1.10), we furnish a family of isospectral flows
for the Sturm-Liouville system (1.4). The full explanation of the connection between (1.4) and (1.7) is
reviewed in the following sections.
2 The Lax formalism: the boundary value problem
The Lax pair for (1.7) can be written:
∂
∂x
Ψx =
1
2
UΨ, Ψt =
1
2
VΨ, Ψ=
[
Ψ1
Ψ2
]
, (2.1)
where
U =
(
−1 λm
−λn 1
)
, V =
(
4λ−2+Q −2λ−1(u−ux )−λmQ
2λ−1(v + vx )+λnQ −Q
)
, (2.2)
with Q = (u −ux )(v + vx ). This form of the Lax pair is a slight modification (in particular, V have
slightly different diagonal terms) of the original Lax pair in [19]. The modification is needed for the
consistency with the boundary value problem to be discussed below in Remark 2.3.
We recall that for smooth solutions the role of the Lax pair is to provide the Zero Curvature rep-
resentation ∂U
∂t
− ∂V
∂x
+ 1
2
[U ,V ] = 0 of the original non-linear partial differential equation, in our case
(1.7). In the non-smooth case the situation is more subtle as explained in Appendix A.
Following [4] we perform the gauge transformation Φ = diag( e
x
2
λ
,e−
x
2 )Ψ which leads to a simpler
x-equation
Φx =
[
0 h
−zg 0
]
Φ, g =
N∑
j=1
g jδx j , h =
N∑
j=1
h jδx j , (2.3)
where g j = n j e
−x j , h j = m j e
x j , z = λ2, and thus g jh j = m jn j . We note that (2.3), that is the x
member of the Lax pair, has the form of the Sturm-Liouville problem given by (1.4), provided we
specify the boundary conditions. Our initial goal is to solve (2.3) subject to boundary conditions
Φ1(−∞) = 0,Φ2(+∞) = 0 which are chosen in such a way as to remain invariant under the flow in
t whose infinitesimal change is generated by the matrix V in the Lax equation.
Since the coefficients in the boundary value problem are distributions (measures), to make
Φx =
[
0 h
−zg 0
]
Φ, Φ1(−∞)=Φ2(+∞)= 0, (2.4)
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well posed, we need to define the multiplication of the measures h and g by Φ. As suggested by the
results in Appendix A we require that Φ be left continuous and we subsequently define the terms
Φaδx j = Φa(x j )δx j ,a = 1,2. This choice makes the Lax pair well defined as a distributional Lax pair
and, as it is shown in the Appendix A, the compatibility condition of the x and t members of the Lax
pair indeed implies (1.10). The latter result is more subtle than a routine check of compatibility for
smooth Lax pairs.
Since the right hand side of (2.4) is zero on the complement of the support of g and h, which in
our case consists of points {x1, . . . ,xN }, the solution Φ is a piecewise constant function, which solves a
finite difference equation.
Lemma 2.1. Let qk =Φ1(xk+), pk = Φ2(xk+), then the difference form of the boundary value problem
(2.4) reads:
[
qk
pk
]
= Tk
[
qk−1
pk−1
]
, Tk =
[
1 hk
−zgk 1
]
, 1≤ k ≤N , (2.5)
where q0 = 0, p0 = 1, and the boundary condition on the right end (see (2.4)) is satisfied whenever
pN (z)= 0.
By inspection we obtain the following corollary.
Corollary 2.2. qk (z) is a polynomial of degree ⌊
k−1
2
⌋ in z, and pk (z) is a polynomial of degree ⌊
k
2
⌋,
respectively.
Remark 2.3. Note that det(Tk )= 1+ zhk gk = 1+ zmknk 6= 1. In other words the setup we are develop-
ing goes beyond an SL2 theory. In order to understand the origin of this difference we go back to the
original Lax pair (2.2). If we assumed the matrix V to be traceless , with some coefficient α(λ) on the
diagonal, then in the asymptotic region x >> 0 the second equation in (2.1) would read
[
a˙e−x/2
b˙ex/2
]
=
1
2
[
α(λ) −4λ−1u+e
−x
0 −α(λ)
][
ae−x/2
bex/2
]
,
where u(x) = u+e
−x in the asymptotic region. The simplest way to implement the isospectrality is
to require that b˙ = 0, which requires gauging away −α(λ). This is justified on general grounds by
observing that for any Lax equation L˙ = [B,L], B is not uniquely defined. In particular, any term
commuting with L can be added to B without changing Lax equations. In our case, we are adding
a multiple of the identity to the original formulation in [19]. Furthermore, the gauge transformation
leading up to (2.3) is not unimodular.
The polynomials pk ,qk can be constructed integrating directly the initial value problem
Φx =
[
0 h
−zg 0
]
Φ, Φ1(−∞)= 0, Φ2(−∞)= 1, (2.6)
with the same rule regarding the multiplication of discrete measures g ,h by piecewise smooth left-
continuous functions as specified for (2.4).
With this convention in place we obtain the following characterization of Φ1(x) andΦ2(x) proven
in its entirety in [6, Lemma 2.4].
Lemma 2.4. Let us set
Φ1(x)=
∑
0≤k
Φ
(k)
1 (x)z
k , Φ2(x)=
∑
0≤k
Φ
(k)
2 (x)z
k .
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Then
Φ
(0)
1 (x)=
∫
η0<x
h(η0)dη0, Φ
(0)
2 (x)= 1
for k = 0, otherwise
Φ
(k)
1 (x)= (−1)
k
∫
η0<ξ1<η1<···<ξk<ηk<x
[ k∏
p=1
h(ηp )g (ξp)
]
h(η0) dη0dξ1 . . .dηk , (2.7a)
Φ
(k)
2 (x)= (−1)
k
∫
ξ1<η1<···<ξk<ηk<x
[ k∏
p=1
g (ηp )h(ξp )
]
dξ1 . . .dηk . (2.7b)
If the points of the support of the discrete measure g (and h) are ordered x1 < x2 < ·· · < xN then
Φ
(k)
1 (x)= (−1)
k
∑
j0<i1< j1<···<ik< jk
x jk<x
[ k∏
p=1
h jp gip
]
h j0 , (2.8a)
Φ
(k)
2 (x)= (−1)
k
∑
i1< j1<···<ik< jk
x jk<x
[ k∏
p=1
g jphip
]
. (2.8b)
To simplify the formulas in Lemma 2.4 we introduce the following notation. Our basic set of in-
dices is {1,2, . . . ,N } which we denote by [N ] and if k ≤ N we set [k] = {1,2, . . . ,k}. We will denote by
capital letters I and J any subsets of these sets and use the notation
([k]
j
)
for the set of all j -element
subsets of [k], listed in increasing order; for example I ∈
([k]
j
)
means that I = {i1, i2, . . . , i j } for some
increasing sequence i1 < i2 < ·· · < i j ≤ k. Furthermore, given a multi-index I = {i1, i2, . . . , i j } and a set
of numbers ai1 , . . . ,ai j indexed by I , we will abbreviate aI = ai1ai2 . . .ai j etc.
Definition 2.5. Let I , J ∈
([k]
l
)
, or I ∈
( [k]
l+1
)
, J ∈
([k]
l
)
.
Then I , J are said to be interlacing, denoted I < J , if
i1 < j1 < i2 < j2 < ·· · < il < jl
or,
i1 < j1 < i2 < j2 < ·· · < il < jl < il+1,
in the latter case. The same notation is used in the degenerate case I ∈
([k]
1
)
, J ∈
([k]
0
)
.
Using this notation we can now express the results of Lemma 2.4 in a compact form.
Corollary2.6. The unique solutions qk and pk to the recurrence equations (2.5)with initial conditions
q0 = 0,p0 = 1 are given by
qk (z)=
⌊
k−1
2 ⌋∑
l=0
( ∑
I∈
( [k]
l+1
)
,J∈
([k]
l
)
I<J
hI g J
)
(−z)l , (2.9a)
pk (z)= 1+
⌊
k
2 ⌋∑
l=1
( ∑
I ,J∈
([k]
l
)
I<J
hI g J
)
(−z)l . (2.9b)
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We can now make a brief comment about the spectrum of the boundary value problem (2.4). We
observe that a complex number z is an eigenvalue of the boundary value problem (2.4) if there exists a
solution {qk (z),pk(z)} to (2.5) for which pN (z)= 0. The set of all eigenvalues comprises the spectrum
of the boundary value problem (2.4). Our choice of boundary conditions was picked to ensure the
invariance of the spectrum under the time evolution. To verify that the flow is isospectral (spectrum
preserving) we examine the t part of the Lax pair (2.1) in the region x > xN , as indicated in Remark 2.3
and perform the gauge transformation to determine the flow of Φ.
Lemma 2.7. Let {qk ,pk } satisfy the system of difference equations (2.5). Then the Lax equations (2.1)
imply
q˙N =
2
z
qN −
2u+
z
pN , p˙N = 0, (2.10)
where u+ =
∑N
j=1h j .
This lemma implies that the polynomial pN (z) is independent of time and, in particular, its zeros,
i.e. the spectrum, are time invariant. Furthermore, Corollary 2.6 allows one to write the coefficients
of pN (z) in terms of the variables g j ,h j (or equivalentlym j ,n j ,x j ) and thus identify ⌊
N
2
⌋ constants of
motion of the system (1.10):
M j =
∑
I ,J∈
([N ]
j
)
I<J
hI g J , 1≤ j ≤ ⌊
N
2
⌋. (2.11)
In thenext sectionwewill investigate the role of these constants in the integrability of Equation 1.10.
3 Liouville integrability
3.1 Bi-Hamiltonian structure
The results of the previous section, especially the existence of ⌊N
2
⌋ constants suggests that the system
(1.10)might be integrable in a classical Liouville sense. That this is indeed the case is proved below. For
smooth solutionsu(x, t),v(x, t) of (1.7) theHamiltonian structure, in fact a bi-Hamiltionianone, of the
2-mCH equation (1.7) was given by Tian and Liu in [21]. By employing two compatible Hamiltonian
operators
L1 =
(
DxmD
−1
x mDx DxmD
−1
x nDx
DxnD
−1
x mDx DxnD
−1
x nDx
)
, L2 =
(
0 −D2x −Dx
D2x −Dx 0
)
(3.1)
and the Hamiltonians
H1 =
∫
n(ux −u)dx, H2 =
1
2
∫
n(v + vx )(u−ux )
2dx, (3.2)
the 2-mCH equation (1.7) can be written as
 mt
nt

=L1


δH1
δm
δH1
δn

=L2


δH2
δm
δH2
δn

 . (3.3)
We note that the word compatible mentioned above means that an arbitrary linear combination of
the two Hamiltonian operators is also Hamiltonian. Since we work in the non-smooth context the
results obtained for smooth functions will not hold in the non-smooth region, and one either has
to formulate a limiting procedure leading to the non-smooth sector or study the non-smooth sector
independently. At present, we prefer the second approach mainly because it is technically simpler,
and also because it is not clear at this point which Hamiltonian structures have meaningful limits.
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3.2 Hamiltonian vector field
We focus on the peakon sector of Equation 1.7 described by the system of equations (1.10).
Theorem 3.1. The equations (1.10) for the motion of N peakons of the original PDE (1.7) are given by
Hamilton’s equations of motion:
x˙ j = {x j ,H }, m˙ j = {m j ,H }, n˙ j = {n j ,H }, (3.4)
for the Hamiltonian
H = 2
∑
1≤i<k≤N
minke
xi−xk +
N∑
k=1
mknk = 2M1+
N∑
k=1
mknk =−
1
2
∫
n(ξ)(uξ(ξ)−u(ξ))dξ.
Here M1 is a constant of motion appearing in Equation 2.11, the Poisson bracket {, } is given by
{xi ,xk }= sgn(xi − xk ), {mi ,mk }= {mi ,xk }= {ni ,nk }= {ni ,xk }= {ni ,mk }= 0, (3.5)
and the ordering condition x1 < x2 < ·· · < xN is in place.
Proof. Clearly,
{m j ,H }= {n j ,H }= 0
under the above Poisson bracket, hence
m˙ j = n˙ j = 0.
We proceed with the computation of {x j ,H }:
{x j ,H }=
{
x j , 2
∑
1≤i<k≤N
minke
xi−xk +
N∑
k=1
mknk
}
= 2
∑
1≤i<k≤N
mink
{
x j ,e
xi−xk
}
= 2
∑
1≤i<k≤N
minke
xi−xk
(
sgn(x j − xi )− sgn(x j − xk )
)
= 2
j−1∑
k=1
mkn j e
xk−x j +2
N∑
k= j+1
m jnke
x j−xk +4
∑
1≤i< j<k≤N
minke
xi−xk
Equation 1.9
= 〈Q〉(x j ),
thus proving the results.
3.3 Liouville integrability
Wewill introduce a natural Poissonmanifold (M ,pi) defined by the Poisson bracket (3.5). Sincem j ,n j
are constant we can restrict our considerations to the non-trivial part of the Poisson structure involv-
ing only x j . Let us denote
M =
{
x1 < x2 < ·· · < xN
}
(3.6)
and define
pi( f ,g )= { f ,g }=
∑
1≤i< j≤N
{xi ,x j }
∂ f
∂xi
∂g
∂x j
(3.7)
for all real valued, differentiable, functions f ,g on M . Then M has a structure of a Poisson manifold
M to be denoted (M ,pi).
One can check directly from (3.5) that regardless whether N = 2K or N = 2K +1
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Lemma 3.2. r ank(pi)= 2K .
Our objective now is to identify an appropriate number of Poisson commuting quantities. We will
break down our analysis according to whether N is even or odd.
1. CaseN = 2K . It follows from Lemma 2.7 and (2.11) that the quantities
M j =
∑
I ,J∈
([2K ]
j
)
I<J
hI g J , 1≤ j ≤K , (3.8)
with hi = mi e
xi , gi = ni e
−xi , form a set of K constants of motion for the system (1.10). We
claim that these constants of motion Poisson commute. Short of giving a detailed proof we
would like to outline the argument which goes back to J. Moser in [14]. Since M j commute
with the Hamiltonian H (see Theorem 3.1) their Poisson bracket {M j ,Mk } commutes with H
and thus {M j ,Mk } is a constant of motion for every pair of indices j ,k. For cases for which the
inverse spectral methods allow one to express M j in terms of leading asymptotic positions, in
particular exploiting the asymptotic result that particles corresponding to to adjacent positions
x j ,x j+1 pair up, while distinct pairs do not interact, leading to a suppression of the majority of
terms in M j . The precise argument is presented in [5, Theorem 3.8] while needed asymptotic
results can be found in Theorem 6.6.
Theorem3.3. The Hamiltonians M1, · · · ,MK Poisson commute.
2. CaseN = 2K +1. Again, following Lemma 2.7 and (2.11) we see
M j =
∑
I ,J∈
([2K+1]
j
)
I<J
hI g J , 1≤ j ≤K , (3.9)
with hi =mi e
xi , gi =ni e
−xi , are constants of motion for the system (1.10) in the odd case.
In the odd case, there is an extra constant of motion, which can be computed from the value
of the Weyl function W (z) at z =∞ (see section 2 and section 4 for details regarding the Weyl
function). We point out that this constant is 0 in the even case. The computation is routine and
produces
c =
∑
I∈
([2K+1]
K+1
)
,J∈
([2K+1]
K
)
I<J
hI g J
∑
I ,J∈
([2K+1]
K
)
I<J
hI g J
=
∑
I∈
([2K+1]
K+1
)
,J∈
([2K+1]
K
)
I<J
hI g J
MK
, (3.10)
which, in turn, gives an extra constant of motion
Mc =
∑
I∈
([2K+1]
K+1
)
,J∈
([2K+1]
K
)
I<J
hI g J =
K+1∏
j=1
m2 j−1e
x j
K∏
j=1
n2 j e
−x j ,
so that {M1,M2, · · · ,MK ,Mc } form a set of K +1 constants of motion for the system (1.10) in this
case.
It is not hard to see by using the same argument as in [5, Theorem3.9] and the asymptotic results
in Theorem 7.7 that the following theorem holds.
Theorem3.4. The Hamiltonians M1, · · · ,MK ,Mc Poisson commute .
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Combining now both theorems above we conclude (the proof is similar to the argument in [5,
Theorem 3.10]).
Theorem3.5. The conservative peakon system given by Equation 1.10 is Liouville integrable.
4 Forwardmap: spectrum and spectral data
The spectrum of the boundary value problem (2.4) (or equivalently, (2.5)) is given by the zeros of the
polynomial pN (z). However, one cannot recover the measures g and h from the spectrum alone. One
needs extra data and the right object to turn to is theWeyl function
W (z)=
qN (z)
pN (z)
, (4.1)
which in our case is a rational function with poles located at the spectrum of the boundary value
problem. Another compelling reason for using the Weyl function is that, as we will show below, the
residues of W evolve linearly in time, while the value of W at z = ∞ is a constant of motion. The
investigation of the analytic properties of W can be greatly simplified by observing that W is built
out of solutions to the recurrence (2.5). This suggests forming a recurrence of Weyl functions whose
solution at step N isW (z). This leads to the following result which is an immediate consequence of
(2.5).
Lemma 4.1. Let {qk ,pk } be the solution to (2.5) and let w2k =
qk
pk
,w2k−1 =
qk−1
pk
. Then
w1 = 0, w2k = (1+ zmknk )w2k−1+hk , 1≤ k ≤N (4.2a)
1
w2k
=
1
w2k+1
+ zgk+1, 1≤ k ≤N −1 (4.2b)
We will now show that all these Weyl functions, including the original W (z), have the following
properties in common:
1. they all have simple poles located on R+;
2. all the residues are positive;
3. the values at z =∞ are non-negative.
The rational functions of this type have been studied in the famous memoir by T. Stieltjes [20]. The
most relevant for our studies is the following theorem which is a special case of a more general theo-
rem proved by Stieltjes.
Theorem4.2 (T. Stieltjes). Any rational function F (z) admitting the integral representation
F (z)= c+
∫
dν(x)
x− z
, (4.3)
where dν(x) is the (Stieltjes) measure corresponding to the piecewise constant non-decreasing function
ν(x)with finitely many jumps in R+ has a finite (terminating) continued fraction expansion
F (z)= c+
1
a1(−z)+
1
a2+
1
a3(−z)+
1
. . .
, (4.4)
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where all a j > 0 and, conversely, any rational function with this type of a continued fraction expansion
has the integral representation (4.3).
We now apply Stieltjes’ result to our case.
Lemma 4.3. Given h j ,g j > 0,h j g j = m jn j > 0,1 ≤ j ≤ N, let w j s satisfy the recurrence relations of
Lemma 4.1. Then w j s are shifted Stieltjes transforms of finite, discrete Stieltjes measures supported on
R+, with nonnegative shifts. More precisely:
w2k−1(z)=
∫
dµ(2k−1)(x)
x− z
,
w2k (z)= c2k +
∫
dµ(2k)(x)
x− z
,
where c2k > 0 when k is odd, otherwise, c2k = 0. Furthermore, the number of points in the support
dµ(2k)(x) and dµ(2k−1) is ⌊ k
2
⌋.
Proof. We only sketch the proof, for further details we refer to [6, Lemma 3.6]. The proof goes by
induction on k. The base case k = 1 is elementary. Assuming the induction hypothesis to hold up to
2k we invert (4.2b) to get:
w2k+1(z)=
1
−zgk+1+
1
w2k
which, by induction hypothesis, implies that w2k+1 has the required continued fraction expansion
covered by Stieltjes’ theorem, and thus has the required integral representation. We subsequently
feed this integral representation into (4.2a) to obtain the Stietljes integral representation for w2k+2.
The analysis of the signs of the values of the Weyl functions at z =∞ is carried out in [6, Lemma 3.6].
Remark 4.4. The recurrence in Lemma 4.1 can be viewed as the recurrence on the Weyl functions
corresponding to shorter bars (keeping in mind the interpretation in terms of the longitudinal vibra-
tions of an elastic bar) obtained by truncating at the index k. ThenW2k is precisely the Weyl function
corresponding to the measures
∑k
j=1
h jδx j and
∑k
j=1
g jδx j , whileW2k−1 corresponds to the measures∑k−1
j=1
h jδx j and
∑k
j=1
g jδx j respectively.
Now, in particular, we note that by Lemma 4.3
W (z)=
qN (z)
pN (z)
= c2N +
∫
dµ(2N)(x)
x− z
, dµ(2N) =
⌊
N
2 ⌋∑
j=1
b(2N)
j
δζ j (4.5)
and thus the following theorem holds.
Theorem 4.5. W (z) is a (shifted) Stieltjes transform of a positive, discrete measure dµ with support
inside R+. More precisely:
W (z)= c+
∫
dµ(x)
x− z
, dµ=
⌊
N
2 ⌋∑
i=1
b jδζ j , 0< ζ1 < ·· · < ζ⌊ N2 ⌋
, 0< b j , 1≤ j ≤
⌊
N
2
⌋
, (4.6)
where c > 0when N is odd and c = 0when N is even.
The next corollary summarizes the properties of the spectrum of the boundary value problem
(2.4), or equivalently (2.5).
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Corollary 4.6.
1. The spectrum of the boundary value problem (2.3) is positive and simple.
2. W (z)= c+
∑⌊ N2 ⌋
j=1
b j
ζ j−z
, where all residues satisfy b j > 0 and c ≥ 0.
5 Inverse problem
5.1 The first inverse problem and the interpolation problem
The initial inverse problem we are interested in solving can be stated as follows:
Definition 5.1. Given a rational function (see Theorem 4.5)
W (z)= c+
∫
dµ(x)
x− z
, dµ=
⌊ N2 ⌋∑
i=1
b jδζ j , 0< ζ1 < ·· · < ζ⌊ N2 ⌋
, 0< b j , 1≤ j ≤
⌊
N
2
⌋
, (5.1)
where c > 0whenN is odd and c = 0whenN even, aswell as positive constantsm1 ,m2, . . . ,mN ,n1,n2, · · · ,nN ,
such that the productsm jn j are distinct, find positive constants g j ,h j , 1≤ j ≤N , for which
1. g jh j =m jn j ,
2. the unique solution of the initial value problem:
[
qk
pk
]
=
[
1 hk
−zgk 1
][
qk−1
pk−1
]
, 1≤ k ≤N , (5.2)
[
q0
p0
]
=
[
0
1
]
,
satisfies
qN (z)
pN (z)
=W (z).
Remark 5.2. The restriction that the productsm jn j be distinct has been made to facilitate the argu-
ment andwill be eventually relaxed by taking appropriate limits of the generic case (see the comments
below Theorem 5.13).
Thebasic idea of the solutionof the above inverse problem is to associate to it certain interpolation
problem. We now proceed to explain how such an interpolation problem arrises naturally already in
the solution of the forward problem, that is, the solution of the difference boundary value problem
(2.5), or equivalently (5.2) above. First, let us denote by
Tk (z)=
[
1 hk
−zgk 1
]
(5.3)
the transition matrix appearing in Equation 5.2. Clearly,
[
qN (z)
pN (z)
]
= TN (z)TN−1(z) · · ·TN−k+1(z)
[
qN−k (z)
pN−k (z)
]
. (5.4)
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Let us introduce a different indexing i ′ = N − i +1 which is a bijection of the set [1,N ] and represents
counting points of the beam from right to left rather than left to right. Moreover, let us denote by Tˆ j (z)
the classical adjoint of T j ′ . Thus
Tˆ j (z)=
[
1 −hN− j+1
zgN− j+1 1
]
=
[
1 −h j ′
zg j ′ 1
]
. (5.5)
Then Equation 5.4 implies
Tˆk (z) · · · Tˆ2Tˆ1(z)
[
W (z)
1
]
=
∏k
j=1
(
1+ zm j ′n j ′
)
pN (z)
[
q(k+1)′(z)
p(k+1)′(z)
]
, (5.6)
where we used that det(Tˆ j ′)= 1+ zg j ′h j ′ and, subsequently, g j ′h j ′ =m j ′n j ′ . We clearly have
Lemma 5.3. Let us fix 1≤ k ≤N and denote Sˆk (z)= Tˆk (z) · · · Tˆ2Tˆ1(z). Then for every 1≤ j ≤ k the vector[
W (z j )
1
]
, where z j =−
1
m j ′n j ′
, is in the ker
(
Sˆk (z j )
)
.
We proceed by explicitly writing the conditions that the vectors
[
W (zi )
1
]
be null vectors of Sˆk (zi ).
To this end we write
Sˆk (z)=
[
qˆk (z) Qˆk (z)
pˆk (z) Pˆk (z)
]
, (5.7)
fromwhich two sets of interpolation conditions
qˆk (z j )W (z j )+Qˆk(z j )= 0, 1≤ j ≤ k, (5.8a)
pˆk (z j )W (z j )+ Pˆk (z j )= 0, 1≤ j ≤ k, (5.8b)
follow. Whether these conditions, givenW (z), determine the polynomials qˆk ,Qˆk , pˆk ,Qˆk will depend
on their degrees and this is the subject of the next result whose proof is an easy exercise in induction.
Lemma 5.4. For any k, 1≤ k ≤N ,
1. deg qˆk (z)= ⌊
k
2
⌋, detQˆk(z)= ⌊
k−1
2
⌋, deg pˆk (z)= ⌊
k+1
2
⌋, det Pˆk (z)= ⌊
k
2
⌋,
2. qˆk (0)= 1, pˆk (0)= 0, Pˆk (0)= 1.
Now it is easy to check that the number of interpolation conditions in equations (5.8) is the same
as the number of unknown coefficients in qˆk ,Qˆk , pˆk ,Qˆk , so, in principle, the solution exists. Before
we state our next lemma we revisit the notation introduced in Definition 2.5. For any multi-index
I ∈
([k]
j
)
, where we recall I = {i1, i2, · · · , i j } is an ordered set associated to an increasing sequence 1 ≤
i1 < i2 · · · < i j ≤ k, we assign its ordered image I
′ obtained by applying the bijection i → N +1− i to I
and reordering. The following result can be demonstrated by using induction on k and the definition
of Sˆk (z) (5.7).
Lemma 5.5. For any k, 1≤ k ≤N,
qˆk (z)= 1+
⌊
k
2 ⌋∑
j=1
( ∑
I ,J∈
([k]
j
)
I<J
g I ′hJ ′
)
(−z) j , Qˆk (z)=−
⌊
k−1
2 ⌋∑
j=0
( ∑
I∈
( [k]
j+1
)
,J∈
([k]
j
)
I<J
hI ′ g J ′
)
(−z) j , (5.9a)
pˆk (z)=−
⌊
k+1
2 ⌋∑
j=1
( ∑
I∈
([k]
j
)
,J∈
( [k]
j−1
)
I<J
g I ′hJ ′
)
(−z) j , Pˆk (z)= 1+
⌊
k
2 ⌋∑
j=1
( ∑
I ,J∈
([k]
j
)
I<J
hI ′ g J ′
)
(−z) j , (5.9b)
with the convention that qˆ1(z)= 1, Qˆ1(z)=−hN , pˆ1(z)= zgN , Pˆ1(z)= 1.
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Example 5.6. It is instructive to display Sˆk (z) for small k. The notation is that of (5.7).
a)
Sˆ1(z)=
[
qˆ1(z) Qˆ1(z)
pˆ1(z) Pˆ1(z)
]
=
[
1 −h1′
g1′z 1
]
.
b)
Sˆ2(z)=
[
qˆ2(z) Qˆ2(z)
pˆ2(z) Pˆ2(z)
]
=
[
1− (g1′h2′ )z −(h1′ +h2′ )
(g1′ + g2′)z 1− (h1′ g2′)z
]
.
c)
Sˆ3(z)=
[
qˆ3(z) Qˆ3(z)
pˆ3(z) Pˆ3(z)
]
=
[
1− (g1′h2′ + g1′h3′ + g2′h3′ )z −(h1′ +h2′ +h3′ )+ (h1′g2′h3′ )z
(g1′ + g2′ + g3′)z− (g1′h2′ g3′)z
2 1− (h1′ g2′ +h1′g3′ +h2′g3′ )z
]
.
For a polynomial f (z) let us denote by f + the coefficient at the highest power in z and use the conven-
tion qˆ0 = 1. Then, by inspection, we obtain
g1′ =
pˆ+1
qˆ+0
, g2′ =
Pˆ+2
Qˆ+1
, g3′ =
pˆ+3
qˆ+2
,
and continuing with the help of induction we are led to
Theorem5.7. For any 1≤ k ≤N,
gk ′ =
pˆ+
k
qˆ+
k−1
, if k is odd, (5.10a)
gk ′ =
Pˆ+
k
Qˆ+
k−1
, if k is even. (5.10b)
Remark 5.8. Since, gk ′hk ′ =mk ′nk ′ , knowing gk ′ determines uniquely hk ′ .
Nowwe can state our strategy for solving the original inverse problem stated in Definition 5.1:
1. givenW (z) we solve the interpolation problems (5.8) for all 1≤ k ≤N ;
2. from the solution to the interpolation problem at stage 1≤ k ≤N , weuse Theorem 5.7 to recover
gk ′ ,hk ′ and thus Tˆk =
[
1 −hk ′
zgk ′ 1
]
, finally all transitions matrices Tk (see (5.3));
3. we then define [
qk (z)
pk (z)
]
= Tk (z)Tk−1(z) · · ·T1(z)
[
0
1
]
; (5.11)
4. we define W˜ (z)=
qN (z)
pN (z)
. The fact thatW (z)= W˜ (z) follows from (5.4) and (5.6) with k =N .
The interpolation problem is linear so the solution will be expressed in terms of determinants.
Before, however, wepresent thefinal formulae it is helpful to introduce a family of generalizedCauchy-
Vandermonde matrices [9, 12, 13] attached to a Stieltjes transform of a positive measure. Matrices of
this type arise in some interpolation problems, including the current one. We refer the reader to [6]
for more details but to ease the presentation we provide in the paragraph below a simplified version
of the interpolation problem specified by Equation 5.8.
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Given three positive integers k, l ,m such that k = l+m, a function f (z), and a collection of distinct
points {z j }
k
1 we are seeking two polynomials a(z)= 1+
∑l
n=1 anz
n and b(z)=
∑m
n=0bnz
n such that
a(z j ) f (z j )+b(z j )= 0, 1≤ j ≤ k.
This interpolation problem is equivalent to the matrix problem

z11 f (z1) z
2
1 f (z1) . . . z
l
1 f (z1) 1 z1 . . . z
m
1
z12 f (z1) z
2
2 f (z2) . . . z
l
2 f (z2) 1 z2 . . . z
m
2
...
...
...
...
...
...
...
...
z1
k
f (zk ) z
2
k
f (zk ) . . . z
l
k
f (zk ) 1 zk . . . z
m
k




a1
...
...
al
b0
...
bm


=−


f (z1)
...
...
...
f (zk )


.
Denoting the determinant of the matrix on the left by Dk and assuming for now that Dk 6= 0 we can
succinctly write the solution
a(z)+ zl+1b(z)=
1
Dk
det


1 z z2 . . . zl zl+1 zl+2 . . . zk
f (z1) z
1
1 f (z1) z
2
1 f (z1) . . . z
l
1 f (z1) 1 z1 . . . z
m
1
f (z2) z
1
2 f (z1) z
2
2 f (z2) . . . z
l
2 f (z2) 1 z2 . . . z
m
2
...
...
...
...
...
...
...
...
...
f (zk ) z
1
k
f (zk ) z
2
k
f (zk ) . . . z
l
k
f (zk ) 1 zk . . . z
m
k


.
In the case of the function f being the Stieltjes transform of a measure the determinants in question
are computable. Nowwe turn to spelling out the most important points in the solution of the inverse
problem. We start with a definition.
Definition 5.9. Given a (strictly) positive vector e ∈Rk , a non-negative number c, an index l such that
0 ≤ l ≤ k, another index p such that 0 ≤ p, p + l −1 ≤ k− l , and a positive measure ν with support in
R+, a Cauchy-Stieltjes-Vandermonde (CSV) matrix is that of the form
CSV
(l ,p)
k
(e,ν,c)=


e
p
1 νˆc (e1) e
p+1
1 νˆc (e1) · · · e
p+l−1
1 νˆc (e1) 1 e1 · · · e
k−l−1
1
e
p
2 νˆc (e2) e
p+1
2 νˆc (e2) · · · e
p+l−1
2 νˆc (e2) 1 e2 · · · e
k−l−1
2
...
...
. . .
...
...
...
. . .
...
e
p
k
νˆc (ek ) e
p+1
k
νˆc (ek ) · · · e
p+l−1
k
νˆc (ek ) 1 ek · · · e
k−l−1
k

 , (5.12)
where νˆc (y)= c+
∫ dν(x)
y+x
is the (shifted) classical Stieltjes transform of the measure ν.
Remark 5.10. In this section we use a slightly different definition of the Stieltjes transform then the
one in the context of the Weyl function (see section 4). Thus, in this section, it is W (−z) which is
the Stieltjes transform of the spectral measure; this notation being in fact more in line with Stieltjes’
notation in [20].
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The explicit formulas for the determinant of the CSV matrix can be readily obtained. To this end
we need some notations to facilitate the presentation. Recall that the multi-index notation that was
introduced earlier in the part leading up to the definition 2.5. Moreover, let us denote [i , j ] = {i , i +
1, · · · , j },
([1,K ]
k
)
= {J = { j1, j2, · · · , jk }| j1 < ·· · < jk , ji ∈ [1,K ]}. Then for two ordered multi-index sets I , J
we define
xJ =
∏
j∈J
x j , ∆J (x)=
∏
i< j∈J
(x j − xi ),
∆I ,J (x;y)=
∏
i∈I
∏
j∈J
(xi − y j ), ΓI ,J (x;y)=
∏
i∈I
∏
j∈J
(xi + y j ),
along with the conventions
∆;(x)=∆{i}(x)=∆;,J (x;y)=∆I ,;(x;y)= Γ;,J (x;y)= ΓI ,;(x;y)= 1,(
[1,K ]
0
)
= 1;
(
[1,K ]
k
)
= 0, k >K .
Since we will eventually obtain expressions in terms of the ratios of determinants it is helpful to
study the structure of these determinants. The results stated below will be important at two stages
of our analysis: the existence of the solution to the inverse problem and the large time asymptotic
analysis of solutions to (1.10). The detailed proofs can be found in [6].
Theorem5.11. Letνbe a positivemeasurewith support inR+ and let xdenote the vector [x1,x2, . . . ,xl ] ∈ R
l
and dνp (y)= ypdν(y), respectively. Then
1. if either c = 0 or p+ l −1< k− l then
detCSV
(l ,p)
k
(e,ν,c)= (−1)lp+
l (l−1)
2 ∆[1,k](e)
∫
0<x1<x2<···<xl
∆[1,l ](x)
2
Γ[1,k],[1,l ](e;x)
dνp (x1)dν
p (x2) . . .dν
p (xl );
(5.13)
2. if c > 0 and p+ l −1= k− l then
detCSV
(l ,p)
k
(e,ν,c)= (−1)lp+
l (l−1)
2 ∆[1,k](e)
·
(∫
0<x1<x2<···<xl
∆[1,l ](x)
2
Γ[1,k],[1,l ](e;x)
dνp (x1)dν
p (x2) . . .dν
p (xl )
+c
∫
0<y1<y2<···<yl−1
∆[1,l−1](y)
2
Γ[1,k],[1,l−1](e;y)
dνp (y1)dν
p (y2) . . .dν
p (yl−1)
)
.
(5.14)
Our next step is to give a complete solution to the inverse problem as stated in Definition 5.1 in
terms of the determinants of the CSV matrices. To this end we set (see (5.1)):
e j =
1
m j ′n j ′
, e[1, j ] = e1e2 · · ·e j , ν= µ, 1≤ j ≤N , (5.15)
and
D
(l ,p)
k
=
∣∣∣detCSV (l ,p)
k
(e,µ,c)
∣∣∣ . (5.16)
Now, with Theorem 5.11 in hand, the main theorem of this section follows from the solution of
the interpolation problem (5.8) with normalization conditions of Lemma 5.4, and Theorem 5.7. For
details of computations we refer to [6].
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Theorem5.12. Suppose theWeyl functionW (z) is given by (5.1) along with positive constants (masses)
m1,m2, · · · ,mN ,n1,n2, · · · ,nN such that the products m jn j are distinct. Then there exists a unique so-
lution to the inverse problem specified in Definition 5.1:
gk ′ =
D
( k−12 ,1)
k
D
( k−12 ,1)
k−1
e[1,k]D
( k+12 ,0)
k
D
( k−12 ,0)
k−1
, if k is odd, (5.17a)
gk ′ =
D
( k2 ,1)
k
D
( k2−1,1)
k−1
e[1,k]D
( k2 ,0)
k
D
( k2 ,0)
k−1
, if k is even. (5.17b)
Likewise,
hk ′ =
e[1,k−1]D
( k+12 ,0)
k
D
( k−12 ,0)
k−1
D
( k−12 ,1)
k
D
( k−12 ,1)
k−1
, if k is odd, (5.18a)
hk ′ =
e[1,k−1]D
( k2 ,0)
k
D
( k2 ,0)
k−1
D
( k2 ,1)
k
D
( k2 −1,1)
k−1
, if k is even. (5.18b)
5.2 The second inverse problem
To proceed to the next step we recall that the original peakon problem (1.10) was formulated in the
x space. To address this problem we use the relation h j =m j e
x j (see equation (2.3)) to arrive at the
inverse formulae relating the spectral data and the positions of peakons given by x j .
Theorem5.13. Given positive constantsm j ,n j with distinct productsm jn j , letΦ be the solution to the
boundary value problem 2.4 with associated spectral data {dµ,c}. Then the positions x j (of peakons) in
the discrete measures m = 2
∑N
j=1m jδx j and n = 2
∑N
j=1n jδx j can be expressed in terms of the spectral
data as:
xk ′ = ln
e[1,k−1]D
( k+12 ,0)
k
D
( k−12 ,0)
k−1
mk ′D
( k−12 ,1)
k
D
( k−12 ,1)
k−1
, if k is odd, (5.19a)
xk ′ = ln
e[1,k−1]D
( k2 ,0)
k
D
( k2 ,0)
k−1
mk ′D
( k2 ,1)
k
D
( k2−1,1)
k−1
, if k is even, (5.19b)
with D
(l ,p)
k
defined in (5.16), k ′ =N −k+1, 1≤ k ≤N and the convention that D
l ,p
0 = 1.
Finally, we can relax the condition that the products of masses m j ,n j be distinct. Indeed, it suf-
fices to observe that the Vandermonde determinants∆[1,r ](e), r = k,k−1, cancel out in all expressions
of the type
D
(l1 ,p1)
k
D
(l2 ,p2)
k−1
D
(l3 ,p3)
k
D
(l4 ,p4)
k−1
,
as a result of Theorem 5.11 (see (5.13) and (5.14)).
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In summary, we completed the full circle of starting with initial positions of peakons, mapping
them to the spectral data {dµ,c}, while in the last chapter we solved explicitly the inverse problem of
mapping back the spectral data to the positions x j of peakons. In all this the time was fixed. In the
following sections, we concentrate on the time evolution of the multipeakons of the 2-mCH. In light
of the difference of the value of c in the Stieltjes transform according to whether N is even or odd, the
discussions will be presented separately for N even, N odd, respectively.
6 Multipeakons for N = 2K
For even N , c = 0 (see Theorem 4.5). This impacts the asymptotic behaviour of solutions. Further
comments on differences between solutions for odd and even N are in Section 8.1.
6.1 Closed formulae forN = 2K
If we assume that x1(0) < x2(0) < ·· · < x2K (0) then by continuity this condition will hold at at least in
a small interval containing t = 0. At t = 0 we solve the forward problem (see section 4) and obtain the
Weyl function W (z) (see Theorem 4.5) hence the spectral measure dµ(0) =
∑K
j=1
b j (0)δζ j supported
on the set of ordered eigenvalues 0< ζ1 < ·· · < ζK .
With help of Theorem 5.13 we have the following result.
Theorem6.1. The 2-mCHEquation 1.7 with the regularization of the singular termQm given by
〈
Q
〉
m
admits the multipeakon solution
u(x, t)=
2K∑
k=1
mk ′ exp(−|x− xk ′ (t)|), v(x, t)=
2K∑
k=1
nk ′ exp(−|x− xk ′ (t)|), (6.1)
where mk ′ ,nk ′ are arbitrary positive constants, while xk ′ (t) are given by equations (5.19a) and (5.19b)
corresponding to the peakon spectralmeasure
dµ(t)=
K∑
j=1
b j (t)δζ j , (6.2)
with b j (t)= b j (0)e
2t
ζ j , 0< b j (0), and c = 0 in (5.16).
Proof. The only outstanding issue is the time evolution of b j or, more generally, the time evolution of
the spectral measure. Recall theWeyl functionW (z) defined in (4.1). By employing the time evolution
(2.10), one easily obtains
W˙ =
2
z
W −
2u+
z
,
which, in turn, implies b˙ j =
2
ζ j
b j ,1≤ j ≤K , by use of Corollary 4.6.
In the following, we provide examples of multipeakons in the case of even N . Before this is done,
it is useful to examine the explicit formulas for the CSV determinants following Theorem 5.11 (see
equation (5.16) for notation). We remind the reader that the eigenvalues ζ j are positive and ordered
0< ζ1 < ·· · < ζK .
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Theorem 6.2. Let N = 2K , 0 ≤ l ≤ K , 0 ≤ p, p + l − 1 ≤ k − l , 1 ≤ k ≤ 2K and let the peakon spectral
measure be given by (6.2). Then
1.
D
(l ,p)
k
=
∣∣∆[1,k](e)∣∣ ∑
I∈
([1,K ]
l
)
∆
2
I (ζ)bIζ
p
I
Γ[1,k],I (e;ζ)
; (6.3)
2. in the asymptotic region t→+∞
D
(l ,p)
k
=
∣∣∆[1,k](e)∣∣ ∆
2
[1,l ]
(ζ)b[1,l ]ζ
p
[1,l ]
Γ[1,k],[1,l ](e;ζ)
[
1+O(e−αt )
]
, for some α> 0; (6.4)
3. in the asymptotic region t→−∞
D
(l ,p)
k
=
∣∣∆[1,k](e)∣∣ ∆
2
[1,l ]∗
(ζ)b[1,l ]∗ζ
p
[1,l ]∗
Γ[1,k],[1,l ]∗ (e;ζ)
[
1+O(eβt )
]
, 0<β, (6.5)
where [1, l ]∗ = [l∗ =K − l +1,1∗ =K ] (reflection of the interval [1,K ]).
Now we are ready to present examples of expressions for positions x1, · · · ,x2K of multipeakons
based on formulas (5.19a), (5.19b), using (6.3) and recallig that e j =
1
m j ′n j ′
, j ′ = 2K − j +1.
Example 6.3 (2-peakon solution; K=1).
x1 = ln
(
b1
ζ1m1(1+ζ1m2n2)
)
, x2 = ln
(
b1n2
1+ζ1m2n2
)
.
Example 6.4 (4-peakon solution; K=2).
x1 = ln
(
1
m1
·
b1b2(ζ2−ζ1)
2
ζ1ζ2 (b1ζ1(1+ζ2m2n2)(1+ζ2m3n3)(1+ζ2m4n4)+b2ζ2(1+ζ1m2n2)(1+ζ1m3n3)(1+ζ1m4n4))
)
,
x2 = ln
(
n2 ·
b1b2(ζ2−ζ1)
2 (b1(1+ζ2m3n3)(1+ζ2m4n4)+b2(1+ζ1m3n3)(1+ζ1m4n4))
(b1ζ1(1+ζ2m3n3)(1+ζ2m4n4)+b2ζ2(1+ζ1m3n3)(1+ζ1m4n4))
·
1
(b1ζ1(1+ζ2m2n2)(1+ζ2m3n3)(1+ζ2m4n4)+b2ζ2(1+ζ1m2n2)(1+ζ1m3n3)(1+ζ1m4n4))
)
,
x3 = ln
(
1
m3
·
(b1(1+ζ2m4n4)+b2(1+ζ1m4n4)) (b1(1+ζ2m3n3)(1+ζ2m4n4)+b2(1+ζ1m3n3)(1+ζ1m4n4))
(1+ζ1m4n4)(1+ζ2m4n4) (b1ζ1(1+ζ2m3n3)(1+ζ2m4n4)+b2ζ2(1+ζ1m3n3)(1+ζ1m4n4))
)
,
x4 = ln
(
n4 ·
b1(1+ζ2m4n4)+b2(1+ζ1m4n4)
(1+ζ1m4n4)(1+ζ2m4n4)
)
.
6.2 Global existence forN = 2K
Recall that our solution in Theorem 6.1 was obtained under the assumption that x1 < x2 < ·· · < x2K .
However, even if we start with the initial positions satisfying x1(0) < x2(0) < ·· · < x2K (0), the order
might cease to hold for sufficiently large times, in other words some of the peakons collide. It is an
interesting question to understand the nature of collisions but we leave this topic for future work.
In this subsection we give sufficient conditions in terms of the spectrum and constant massesm j ,n j
which ensure that no collisions occur and thus the peakon solutions are global in t . The readersmight
want to consult Appendix B for a detailed proof. Granted global existence one can talk sensibly about
the large time behaviour of peakons.
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Theorem6.5. Given arbitrary spectral data
{b j > 0, 0< ζ1 < ζ2 < ·· · < ζK : 1≤ j ≤K },
suppose the masses mk ,nk satisfy
ζ
k−1
2
K
ζ
k+1
2
1
<m(k+1)′nk ′ , for all odd k, 1≤ k ≤ 2K −1,
(6.6a)
m(k+1)′n(k+2)′
(1+m(k+1)′n(k+1)′ζ1)(1+m(k+2)′n(k+2)′ζ1)
<
ζ
k+1
2
1
ζ
k−1
2
K
2min j (ζ j+1−ζ j )
k−1
(k+1)(ζK −ζ1)k+1
, for all odd k, 1≤ k ≤ 2K −3.
(6.6b)
Then the positions obtained from inverse formulas (5.19a), (5.19b) are ordered x1 < x2 < ·· · < x2K and
the multipeakon solutions (7.1) exist for arbitrary t ∈R.
6.3 Large time peakon asymptotics for n = 2K
Once the global existence of solutions is guaranteed - for example by imposing sufficient conditions
of Theorem 6.5 - one can study the asymptotic behaviour of multipeakon solutions for large (positive
and negative) time by employing Theorem 6.1 and Theorem 6.2. More precisely, by using the formulas
for positions (5.19a), (5.19b), as well as asymptotic evaluations of determinants (6.4) and (6.5), one
arrives at
Theorem 6.6. Suppose the masses m j ,n j satisfy the conditions of Theorem 6.5. Then the asymptotic
position of a k-th (counting from the right) peakon as t→+∞ is given by
xk ′ =
2t
ζ k+1
2
+ ln
b k+1
2
(0)e[1,k−1]∆
2
[1, k−12 ],{
k+1
2 }
(ζ)
mk ′Γ[1,k],{ k+12 }
(e;ζ)ζ2
[1, k−12 ]
+O(e−αk t ), for some positive αk and odd k, (6.7a)
xk ′ =
2t
ζ k
2
+ ln
b k
2
(0)e[1,k−1]∆
2
[1, k2−1],{
k
2 }
(ζ)
mk ′Γ[1,k−1],{ k2 }
(e;ζ)ζ2
[1, k2−1]
ζ k
2
+O(e−αk t ), for some positive αk and even k, (6.7b)
xk ′ − x(k+1)′ = lnm(k+1)′nk ′ζ k+1
2
+O(e−αk t ), for some positive αk and odd k. (6.7c)
Likewise, as t→−∞, using the notation of Theorem 6.2, the asymptotic position of the k-th peakon
is given by
xk ′ =
2t
ζ
( k+12 )
∗
+ ln
b
( k+12 )
∗ (0)e[1,k−1]∆
2
([1, k−12 ])
∗,{( k+12 )
∗}
(ζ)
mk ′Γ[1,k],{( k+12 )
∗}
(e;ζ)ζ2
[1, k−12 ]
∗
+O(eβk t ), for some positive βk and odd k,
(6.8a)
xk ′ =
2t
ζ
( k2 )
∗
+ ln
b
( k2 )
∗ (0)e[1,k−1]∆
2
[1, k2 −1]
∗,{( k2 )
∗}
(ζ)
mk ′Γ[1,k−1],{( k2 )
∗}
(e;ζ)ζ2
[1, k2−1]
∗
ζ
( k2 )
∗
+O(eβk t ), for some positive βk and even k,
(6.8b)
xk ′ − x(k+1)′ = lnm(k+1)′nk ′ζ( k+12 )
∗ +O(e
βk t ), for some positive βk and odd k. (6.8c)
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Remark 6.7. It follows from the above theorem that multipeakons of the 2-mCH equation exhibit
Toda-like sorting properties of asymptotic speeds and an asymptotic pairing. The latter can be par-
tially explained by the fact that there areK available eigenvalues tomatch 2K asymptotic speeds. Sim-
ilar features were also observed in themCH equation [6], as well as the interlacing cases of the 2-mCH
equation [4]. It is clear now that these two features extend to the non-interlacing cases as well.
We end this section by providing graphs of a concrete 4-peakon solution. Let K = 2, and b1(0) =
10, b2(0)= 1, ζ1 = 0.3, ζ2 = 3, m1 = 8, m2 = 24, m3 = 5, m4 = 10, n1 = 12, n2 = 10, n3 = 24, n4 = 16. It
is easy to show that the condition in Theorem 6.5 is satisfied. Hence the order of {xk ,k = 1,2,3,4} will
be preserved at all time and one can use the explicit formulae for the 4-peakon solution at all time,
resulting in the following sequence of graphs (Figure 1), showing the asymptotic pairing of peakons.
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Figure 1: Graphs of 4-peakon at times t =−5.5, −1.5, −0.5, 4 in the case of b1(0)= 10, b2(0)= 1, ζ1 =
0.3, ζ2 = 3, m1 = 8, m2 = 24, m3 = 5, m4 = 10, n1 = 12, n2 = 10, n3 = 24, n4 = 16.
7 Multipeakons for N = 2K +1
This section is devoted to the corresponding result for N = 2K +1, which is presented in a way par-
allel to the previous section on the even case. The main source of difference with the even case is of
course the presence of the positive shift c which impacts the evaluations of the CSV determinants as
illustrated by Theorem 5.11, in particular formula (5.14). Again note that we will present some corre-
spondence between odd case and even case for N in Section 8.1.
7.1 Closed formulae forN = 2K +1
As before we assume that x1(0)< x2(0)< ·· · < x2K+1(0). Then this condition will hold at least in a small
interval containing t = 0. The following local existence result follows from Theorem 5.13.
21
Theorem 7.1. The 2-mCH equation (1.7) with the regularization of the singular term Qm given by〈
Q
〉
m admits the multipeakon solution
u(x, t)=
2K+1∑
k=1
mk ′ exp(−|x− xk ′ (t)|), v(x, t)=
2K+1∑
k=1
nk ′ exp(−|x− xk ′ (t)|), (7.1)
where mk ′ ,nk ′ are arbitrary positive constants, while xk ′ (t) are given by equations (5.19a) and (5.19b)
corresponding to the peakon spectralmeasure
dµ=
K∑
j=1
b j (t)δζ j , (7.2)
b j (t)= b j (0)e
2t
ζ j , 0< b j (0),with ordered eigenvalues 0< ζ1 < ·· · < ζK and c(t)= c(0)> 0 in (5.16).
Proof. Similar to the even case, it is clear that the Weyl function W (z) is defined in (4.1), undergoes
the time evolution obtained earlier in the proof of Theorem 6.1, namely,
W˙ =
2
z
W −
2u+
z
,
which, in turn, implies b˙ j =
2
ζ j
b j ,1 ≤ j ≤ K as well as c˙ = 0 by virtue of Corollary 4.6. The rest of the
argument is the same as for the even case.
By using the above theorem, it is not hard to work out two simplest examples of solutions. Before
we do that, however, we will examine the evaluation of CSV determinants presented in Theorem 5.11
(see equation (5.16) for notation), with due care to two facts: N = 2K +1 and c > 0. The proof follows
from the same steps as in Theorem 6.2 and we omit it.
Theorem 7.2. Let N = 2K +1, 1 ≤ k ≤ 2K +1, 0 ≤ l ≤ K +1, 0 ≤ p, p + l −1 ≤ k − l , and let the peakon
spectral measure be given by (7.2) and a shift c > 0. Then
1.
D
(l ,p)
k
=
∣∣∆[1,k](e)∣∣ ∑
I∈
([1,K ]
l
)
∆
2
I (ζ)bIζ
p
I
Γ[1,k],I (e;ζ)
if p+ l −1< k− l , k ≤ 2K +1; (7.3a)
D
(l ,p)
k
=
∣∣∆[1,k](e)∣∣( ∑
I∈
([1,K ]
l
)
∆
2
I (ζ)bIζ
p
I
Γ[1,k],I (e;ζ)
+c
∑
I∈
([1,K ]
l−1
)
∆
2
I (ζ)bIζ
p
I
Γ[1,k],I (e;ζ)
)
if p+ l −1= k− l , k ≤ 2K +1;
(7.3b)
with the proviso that the first term inside the bracket is set to zero if l =K +1, which only happens
when k = 2K +1,p = 0.
2. in the asymptotic region t→+∞
D
(l ,p)
k
=
∣∣∆[1,k](e)∣∣ ∆
2
[1,l ]
(ζ)b[1,l ]ζ
p
[1,l ]
Γ[1,k],[1,l ](e;ζ)
[
1+O(e−αt )
]
, 0<α, if 0≤ l ≤K ; (7.4a)
D
(K+1,0)
2K+1
= c
∣∣∆[1,2K+1](e)∣∣ ∆
2
[1,K ]
(ζ)b[1,K ]
Γ[1,2K+1],[1,K ](e;ζ)
, if k = 2K +1, l = K +1,p = 0. (7.4b)
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3. in the asymptotic region t→−∞
D
(l ,p)
k
=
∣∣∆[1,k](e)∣∣ ∆
2
[1,l ]∗
(ζ)b[1,l ]∗ζ
p
[1,l ]∗
Γ[1,k],[1,l ]∗ (e;ζ)
[
1+O(eβt )
]
, 0<β, if p+ l −1< k− l , k ≤ 2K +1;
(7.5a)
D
(l ,p)
k
= c
∣∣∆[1,k](e)∣∣ ∆
2
[1,l−1]∗
(ζ)b[1,l−1]∗ζ
p
[1,l−1]∗
Γ[1,k],[1,l−1]∗(e;ζ)
[
1+O(eβt )
]
, 0<β,
if p+ l −1= k− l , k < 2K +1; (7.5b)
D
(K+1,0)
2K+1
= c
∣∣∆[1,2K+1](e)∣∣ ∆
2
[1,K ]
(ζ)b[1,K ]
Γ[1,2K+1],[1,K ](e;ζ)
, if k = 2K +1, l =K +1,p = 0, (7.5c)
where, as before, [1, l ]∗ = [l∗ =K − l +1,1∗ =K ].
There exist a relation between formulae with c > 0 and c = 0. Indeed, by comparing formulas (7.3a)
and (7.3b) with (6.3), we arrive at the detailed dependence on c.
Corollary 7.3. Let N = 2K +1, 1 ≤ k ≤ 2K +1, 0≤ l ≤ K +1, 0 ≤ p, p + l −1≤ k − l , and let the peakon
spectral measure be given by (7.2) and a shift c > 0. Then
D
(l ,p)
k
(c)=D
(l ,p)
k
(0), if p+ l −1< k− l , k ≤ 2K +1; (7.6a)
D
(l ,p)
k
(c)=D
(l ,p)
k
(0)+cD
(l−1,p)
k
(0), if p+ l −1= k− l , k ≤ 2K +1; (7.6b)
with the convention that the first term in (7.6b) is set to zero if l =K +1,k = 2K +1,p = 0.
Below the reader will find two examples of explicit peakon solutions for odd N = 2K +1.
Example 7.4 (1-peakon solution; K = 0 ).
x1 = ln
(
c
m1
)
.
Example 7.5 (3-peakon solution; K = 1).
x1 = ln
(
b1c
ζ1m1 (b1ζ1m2n2m3n3+c(1+ζ1m2n2)(1+ζ1m3n3))
)
,
x2 = ln
(
b1n2
b1ζ1m2n2m3n3+c(1+ζ1m2n2)(1+ζ1m3n3)
(
b1m3n3
1+ζ1m3n3
+c
))
,
x3 = ln
(
1
m3
(
b1m3n3
1+ζ1m3n3
+c
))
.
7.2 Global existence forN = 2K +1
Similar to the even case, we can also provide a sufficient condition to ensure the global existence of
peakon solutions when N = 2K + 1. The main result is stated below while its proof is relegated to
Appendix C.
Theorem7.6. Given arbitrary spectral data
{b j > 0, 0< ζ1 < ζ2 < ·· · < ζK , c > 0 : 1≤ j ≤K },
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suppose the masses mk ,nk satisfy
1
m(k+1)′nk ′
<
ζ
k+1
2
1
ζ
k−1
2
K
min{1, βˆ}, for all odd k, 1≤ k ≤ 2K −1, (7.7a)
1
m(k+2)′n(k+1)′
<
ζ
k+1
2
1
ζ
k−1
2
K
min{1, βˆ1}, for all odd k, 1≤ k ≤ 2K −1, (7.7b)
where
βˆ=


2ζK min j (ζ j+1−ζ j )
k−3
ζ1(k−1)(ζK−ζ1)
k−1
(1+mk′nk′ζ1)(1+m(k+1)′n(k+1)′ζ1)
mk′nk′m(k+1)′n(k+1)′
, for all odd k, 3≤ k ≤ 2K −1,
+∞, for k = 1,
βˆ1 =
2min j (ζ j+1−ζ j )
k−1
(k+1)(ζK −ζ1)k+1
(1+m(k+1)′n(k+1)′ζ1)(1+m(k+2)′n(k+2)′ζ1)
m(k+1)′n(k+1)′m(k+2)′n(k+2)′
.
Then the positions obtained from inverse formulas (5.19a), (5.19b) are ordered x1 < x2 < ·· · < x2K+1 and
the multipeakon solutions (7.1) exist for arbitrary t ∈R.
7.3 Large time peakon asymptotics for N = 2K +1
Again, based on the global existence of multipeakons guaranteed by Theorem 7.6, one can investi-
gate the long time asymptotics of global multipeakon solutions. After a straightforward, but tedious,
computation using the formulas for positions (5.19a), (5.19b) (for N = 2K +1), as well as asymptotic
evaluations of determinants presented in Theorem 7.2, we obtain
Theorem 7.7. Suppose the masses m j ,n j satisfy the conditions of Theorem 7.6. Then the asymptotic
position of a k-th (counting from the right) peakon as t→+∞ is given by
xk ′ =
2t
ζ k+1
2
+ ln
b k+1
2
(0)e[1,k−1]∆
2
[1, k−12 ],{
k+1
2 }
(ζ)
mk ′Γ[1,k],{ k+12 }
(e;ζ)ζ2
[1, k−12 ]
+O(e−αk t ), αk > 0 and odd k ≤ 2K −1; (7.8a)
x(2K+1)′ = ln
ce[1,2K ]
m(2K+1)′ζ
2
[1,K ]
+O(e−αt ), α> 0; (7.8b)
xk ′ =
2t
ζ k
2
+ ln
b k
2
(0)e[1,k−1]∆
2
[1, k2 −1],{
k
2 }
(ζ)
mk ′Γ[1,k−1],{ k2 }
(e;ζ)ζ2
[1, k2−1]
ζ k
2
+O(e−αk t ), αk > 0 and even k ≤ 2K ; (7.8c)
xk ′ − x(k+1)′ = lnm(k+1)′nk ′ζ k+1
2
+O(e−αk t ), αk and odd k ≤ 2K −1. (7.8d)
Likewise, as t→−∞, using the notation of Theorem 6.2, the asymptotic position of the k-th peakon
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is given by
xk ′ =
2t
ζ
( k−12 )
∗
+ ln
b
( k−12 )
∗ (0)e[1,k−1]∆
2
[1, k−12 −1]
∗,{( k−12 )
∗}
(ζ)
mk ′Γ[1,k−1],{( k−12 )
∗}
(e;ζ)ζ2
[1, k−12 −1]
∗
ζ
( k−12 )
∗
+O(eβk t ), βk > 0
and odd 1< k ≤ 2K +1;
(7.9a)
x1′ = ln
c
m1′
+O(eβk t ), βk > 0; (7.9b)
xk ′ =
2t
ζ
( k2 )
∗
+ ln
b
( k2 )
∗ (0)e[1,k−1]∆
2
([1, k2−1])
∗ ,{( k2 )
∗}
(ζ)
mk ′Γ[1,k],{( k2 )
∗}
(e;ζ)ζ2
[1, k2 −1]
∗
+O(eβk t ), βk > 0 and even k; (7.9c)
xk ′ − x(k+1)′ = lnm(k+1)′nk ′ζ( k2 )
∗ +O(e
βk t ), βk > 0 and even k. (7.9d)
Remark 7.8. Similar to the even case, the Toda-like sorting property can also be observed in this case
. It is perhaps interesting to examine the role of the constant c. The constant c is playing the role of an
additional eigenvalue ζK+1 =∞ resulting in the formal asymptotic speed 0. We observe that for large
positive times the first particle counting from the left stopes, while the remaining 2K peakons form
pairs of bound states akin to what is occurring for even N , effectively sharing in pairs the remaining
K eigenvalues as pairs speeds. By contrast, for large, negative times, the first particle counting from
the right slows to a halt, while the remaining peakons form pairs. Note that similar phenomenon also
occurs in the mCH.
At the end of this section, we present graphs for a concrete 3-peakon solution, which confirm
our theoretical predictions. Let K = 1, and b1(0) = 1, c = 3, ζ1 = 5, m1 = 3, m2 = 2, m3 = 1.6, n1 =
1.8, n2 = 3, n3 = 2.2. Then the sufficient conditions in Theorem 7.6 are satisfied. Hence the order of
{xk ,k = 1,2,3} will be preserved at all time and one can use the explicit formulae for the 3-peakon
solution at all time, resulting in the following sequence of graphs (Figure 2).
8 Reductions of multipeakons
We recall that the 2-mCH (1.7) is a two-component integrable generalization of the mCH (1.5). In this
paper we constructed explicit formulae for generic multipeakons of the 2-mCH by using the inverse
spectral method. Yet, in our past work we constructed the so-called interlacing multipeakons of the
2-mCH [4], while in [6] we gave explicit formulae for multipeakons of the mCH. In this section, as if to
close the circle, wewould like to showhow the formulae obtained in this paper reduce to those special
cases.
8.1 From odd case to even case
In Section 6 and 7, we presented the multipeakon formulae according to the parity of the number N
of masses. In this subsection, we will show how the multipeakon formula in the odd case can be used
to derive the mutipeakon formula for the even case. Consider the multipeakons
u =
2K+1∑
j=1
m j (t)e
−
∣∣x−x j (t )∣∣, v = 2K+1∑
j=1
n j (t)e
−
∣∣x−x j (t )∣∣.
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Figure 2: Graphs of 3-peakon at time t = −12, 2, 10, 30 in the case of b1(0) = 1, c = 3, ζ1 = 5, m1 =
3, m2 = 2, m3 = 1.6, n1 = 1.8, n2 = 3, n3 = 2.2.
Supposem1→ 0, n1→ 0, then h1 → 0, g1→ 0, since h j =m j e
x j , g j =n j e
−x j . Moreover, by continuity,
it is not hard to see that c→ 0 in view of (3.10) and results from section 4.
Now, with the help of multipeakon formulae (5.19a)-(5.19b), we also see that when c → 0 then
limc→0m1e
−|x−x1| = 0. Moreover, we can rewrite the multipeakon formulae (5.19a)-(5.19b) in the odd
case as
x2K−2k+3 = ln
e[1,2k−2]D
(k ,0)
2k−1
(c)D(k−1,0)
2k−2
(c)
m2K−2k+3D
(k−1,1)
2k−1
(c)D
(k−1,1)
2k−2
(c)
, 1≤ k ≤K +1, (8.1a)
x2K−2k+2 = ln
e[1,2k−1]D
(k ,0)
2k
(c)D(k ,0)
2k−1
(c)
m2K−2k+2D
(k ,1)
2k
(c)D(k−1,1)
2k−1
(c)
, 1≤ k ≤K , (8.1b)
where e j =
1
m2K+2− j n2K+2− j
. Note, however, that neitherm1 norn1 appear in the expressions for x2,x3, · · · ,x2K+1.
Thus, we have
lim
c→0
x2K−2k+3= ln
e[1,2k−2]D
(k ,0)
2k−1
(0)D(k−1,0)
2k−2
(0)
m2K−2k+3D
(k−1,1)
2k−1
(0)D(k−1,1)
2k−2
(0)
, 1≤ k ≤K , (8.2a)
lim
c→0
x2K−2k+2= ln
e[1,2k−1]D
(k ,0)
2k
(0)D
(k ,0)
2k−1
(0)
m2K−2k+2D
(k ,1)
2k
(0)D
(k−1,1)
2k−1
(0)
, 1≤ k ≤K . (8.2b)
With the notation
x˜ j = lim
c→0
x j+1, m˜ j =m j+1, n˜ j =n j+1,
as well as
e˜ j =
1
m˜2K+1− j n˜2K+1− j
, e˜[1, j ] = e˜1 · · · e˜ j , D˜
l ,p
k
=D
l ,p
k
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where D˜
l ,p
k
is obtained by replacingm j+1,n j+1 by m˜ j , n˜ j in the corresponding CSV matrix, we obtain
x˜2K−2k+2 = ln
e˜[1,2k−2]D˜
(k ,0)
2k−1
(0)D˜
(k−1,0)
2k−2
(0)
m˜2K−2k+2D˜
(k−1,1)
2k−1
(0)D˜
(k−1,1)
2k−2
(0)
, 1≤ k ≤K , (8.3a)
x˜2K−2k+1 = ln
e˜[1,2k−1]D˜
(k ,0)
2k
(0)D˜(k ,0)
2k−1
(0)
m˜2K−2k+1D˜
k ,1)
2k
(0)D˜(k−1,1)
2k−1
(0)
, 1≤ k ≤K . (8.3b)
Comparing the formulae (5.19a)-(5.19b) in the even case, these are nothing but the formulae for the
positions x˜ j corresponding the multipeakon ansatz:
u =
2K∑
j=1
m˜ j (t)e
−
∣∣x−x˜ j (t )∣∣, v = 2K∑
j=1
n˜ j (t)e
−
∣∣x−x˜ j (t )∣∣.
So far, we have shown how the formulae for the odd case reduce to those for the even case. It is
not hard to see that a comparation between Examples 6.3 and 7.5 supports our claim above.
8.2 From the even case to the interlacing case
Let us consider the multipeakon ansatz with the even number of masses:
u =
2K∑
j=1
m j (t)e
−
∣∣x−x j (t )∣∣, v = 2K∑
j=1
n j (t)e
−
∣∣x−x j (t )∣∣.
Then the the reductionm2 j → 0, n2 j−1→ 0 gives the interlacing ansatz
u =
K∑
j=1
m2 j−1(t)e
−
∣∣x−x2 j−1(t )∣∣, v = K∑
j=1
n2 j (t)e
−
∣∣x−x2 j (t )∣∣,
which was considered in [4].
Note that this reduction does not change the form of the Weyl function, that is, the Weyl function
still possesses the form:
W (z)=
∫
dµ(x)
x− z
, dµ=
K∑
i=1
b jδζ j , 0< ζ1 < ·· · < ζK , 0< b j , 1≤ j ≤K . (8.4)
Let us consider themultipeakon formulae (5.19a)-(5.19b) for the case of the evennumber ofmasses.
It is not hard to verify that
(
e[1,k]
)l D(l ,p)k
|∆[1,k](e)|
→
∑
J∈
([1,K ]
l
)b Jζ
p
J
∆
2
J ,H
p
l
, as m2 j , n2 j−1→ 0,
which leads to
x2K+1−2k → ln
(
1
m2K+1−2k
·
(H0
k
)2
H1
k
H1
k−1
)
, 1≤ k ≤K ,
x2K+2−2k → ln
(
n2K+2−2k ·
H0
k
H0
k−1
(H1
k−1
)2
)
, 1≤ k ≤K .
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These formulae are no other than those obtained in [4] for the interlacing multipeakons of 2-mCH
equation. It is useful to compare Example 6.3 and Example 6.4 in the present paper and Examples 5.4,
5.5 in [4] to see a concrete example of the transition from a general configuration to an interlacing one.
It is also helpful to observe that the inverse problem for the interlacing case was solved using diagonal
Padé approximations at∞ while in the present paper we are formulating our interpolation problem
at e j (see (5.15) all of which get moved to∞ in the limitm2 j → 0,n2 j−1→ 0.
8.3 From 2-mCH to 1-mCH
As is known,when v =u, the 2-mCH (1.7) reduces to themCH (1.5). As for the formulae (5.19a)-(5.19b)
in Theorem 5.13, the identical mass setting
n j =m j ,
leads to
v =u =
N∑
j=1
m j (t)e
−
∣∣x−x j (t )∣∣, n =m = 2 N∑
j=1
m jδx j .
In this case we have
e j =
1
m2
j ′
and the formulae (5.19a)-(5.19b) in Theorem 5.13 reduce to the multipeakon formulae for the mCH
equation (see [6, Theorem 4.21]). Moreover, it is not hard to see that the global existence condition
and the long time asymptotics in Section 6 and 7 also cover those for the mCH equation in [6].
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A Lax pair for the 2-mCH peakonODEs
The purpose of this appendix is to give a rigorous interpretation for the distributional Lax pair of the
2-mCH equation in the generic case, i.e. the Lax pair of the 2-mCH peakon ODEs (1.10). We note
that the transition from the smooth sector to the distribution sector is not canonical. The argument
is closer to that in the Appendix A of [6] than to the one used for the interlacing case of the 2-mCH [4].
Let us begin by reviewing some notation needed to present the argument. .
Let Ωk denote the region xk (t) < x < xk+1(t), where xk are smooth functions such that −∞ =
x0(t)< x1(t)< ·· · < xN (t)< xN+1(t)=+∞.
Let the function space PC∞ consist of all piecewise smooth functions f (x, t) such that the restric-
tion of f to each regionΩk is a smooth function fk (x, t) defined on Ωk . Then, for each fixed t , f (x, t)
defines a regular distribution T f (t) [18] in the class D
′(R) (for simplicity we will write f instead of T f ).
Since distributions do not in general have values at individual points we do not require f (xk ) to be de-
fined. However, the left and right hand limits are defined. Let us denote them fx (xk−, t) and fx (xk+, t)
and set
[ f ](xk )= f (xk+, t)− f (xk−, t), 〈 f 〉(xk )=
f (xk+, t)+ f (xk−, t)
2
,
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to denote the jumpand the average, respectively, supressing the t dependence in thenotation. Denote
by fx (or ft ) the ordinary (classical) partial derivative with respect to x (or t), and by
∂ fk
∂x
(or
∂ fk
∂t
) their
restrictions to Ωk . Let Dx f denote the distributional derivative with respect to x. Then we have a
well-know identity
Dx f = fx +
N∑
k=1
[ f ](xk )δxk .
Likewise, we can defineDt f as a distributional limit
Dt f (t)= lim
a→0
f (t +a)− f (t)
a
,
which can be computed explicitly to be
Dt f = ft −
N∑
k=1
x˙k [ f (xk )]δxk ,
where x˙k = dxk/dt .
The following formulas will be useful in further analysis:
[ f g ]= 〈 f 〉[g ]+ [ f ]〈g 〉, 〈 f g 〉 = 〈 f 〉〈g 〉+
1
4
[ f ][g ] (A.1)
d
dt
[ f ](xk )= [ fx ](xk )x˙k + [ ft ](xk ), (A.2)
d
dt
〈 f 〉(xk )= 〈 fx〉(xk )x˙k +〈 ft 〉(xk ), (A.3)
for any f ,g ∈ PC∞.
It is easy to see that the peakon solution u(x, t),v(x, t) and the corresponding functions Ψ1, Ψ2
in the Lax pair (2.1) are piecewise smooth functions of class PC∞. Moreover, u,v are continuous
throughout R but ux ,vx ,Ψ1,Ψ2 have a jump at each xk .
Let us now setΨ= (Ψ1,Ψ2)
T , and consider an overdetermined system (see Equation 2.1)
DxΨ=
1
2
LˆΨ, DtΨ=
1
2
AˆΨ, (A.4)
where
Lˆ = L+2λ
(
N∑
k=1
Mkδxk
)
, (A.5)
Aˆ = A−2λ
(
N∑
k=1
MkQ(xk )δxk
)
(A.6)
with
L =
(
−1 0
0 1
)
, Mk =
(
0 mk
−nk 0
)
, A =
(
4λ−2+Q −2λ−1(u−ux )
2λ−1(v + vx ) −Q
)
andQ = (u−ux )(v+vx ). We observe that the above splitting of the Lax pair corresponds to the distribu-
tional splitting into a regular distribution and a distribution with with a singular support. In particular
the singular part of ((A.5)) requires that wemultiplyMkΨ= (mkΨ2,−nkΨ1) by δxk . This is not defined
and to define this multiplication we need to assign some values toΨ1,Ψ2 at xk . This, in principle, is
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an arbitrary procedure but we want it to reflect the local behaviour ofΨ around xk and postulate that
our choice of values ofΨ depends linearly on the right hand and left hand limits.
Likewise, for the t-Lax equation (A.6) to bedefined as a distribution equation,QMkΨ= (QmkΨ2,−QnkΨ1)
needs to be a multiplier of δxk . Thus, in the same sense as above, the values of Q(xk) need to be as-
signed as well.
Henceforth, we will refer to these assignments as regularizations, even though this name in the
theory of distributions refers usually to re-defining divergent integrals.
We now specify more concretely a family of regularizations we consider. We will refer to them as
invariant regularizations. The reason for that name is explained in [6, Appendix A].
Definition A.1. An invariant regularization of the Lax pair (A.4) consists of specifying the values of
α,β ∈R andQ(xk )= (u−ux )(v + vx )(xk ) in the formulas
Ψ(x)δxk =Ψ(xk )δxk ,
Ψ(xk )=α
[
Ψ
]
(xk )+β
〈
Ψ
〉
(xk ),
Q(x)δxk =Q(xk )δxk .
Theorem A.2. Let m and n be the discrete measures associated to u and v defined by (1.8). Given an
invariant regularization in the sense of Definition A.1 the distributional Lax pair (A.4) is compatible,
i.e. DtDxΨ=DxDtΨ, if and only if the following conditions hold:
β= 1, α=± 12 . (A.7)
Then
m˙k =−mk (Q(xk)−
〈
Q
〉
(xk )), (A.8a)
n˙k = nk (Q(xk)−
〈
Q
〉
(xk )), (A.8b)
x˙k =Q(xk). (A.8c)
Proof. The proof follows almost verbatim [6, Theorem A.2] (also see [4,10]). We omit the details.
Now we can spell out the connection of the regularization problem to the content of the present
paper.
Corollary A.3. Let m and n be the discrete measures associated to u and v defined by (1.8). Suppose
that Q(xk),Ψ(xk ) are assigned values
Q(xk )=
〈
Q
〉
(xk ), Ψ(xk )=Ψ(xk+),
or
Q(xk )=
〈
Q
〉
(xk ), Ψ(xk )=Ψ(xk−).
For either case, the compatibility condition DtDxΨ=DxDtΨ for the distributional Lax pair (A.4) reads
m˙k = 0, n˙k = 0, x˙k =
〈
Q
〉
(xk ).
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B The proof to Theorem 6.5
Proof. It suffices to ensure that the ordering conditions x1 < x2 < ·· · < x2K holds for all time t . We
write these conditions as:
x(k+1)′ < xk ′ , for all odd k, 1≤ k ≤ 2K −1, (B.1a)
x(k+2)′ < x(k+1)′ , for all odd k, 1≤ k ≤ 2K −3, (B.1b)
and use equations (5.19a), (5.19b) to obtain equivalent conditions
1
m(k+1)′nk ′
<
D
( k+12 ,1)
k+1
D
( k−12 ,0)
k−1
D
( k+12 ,0)
k+1
D
( k−12 ,1)
k−1
, for all odd k, 1≤ k ≤ 2K −1, (B.2a)
1
m(k+2)′n(k+1)′
<
D
( k+12 ,1)
k+2
D
( k+12 ,0)
k
D
( k+32 ,0)
k+2
D
( k−12 ,1)
k
, for all odd k, 1≤ k ≤ 2K −3. (B.2b)
However, (6.3) implies that the inequality
D
( k+12 ,1)
k+1
D
( k−12 ,0)
k−1
D
( k+12 ,0)
k+1
D
( k−12 ,1)
k−1
>
ζ
k+1
2
1
ζ
k−1
2
K
(B.3)
holds uniformly in t and if we impose
1
m(k+1)′nk ′
<
ζ
k+1
2
1
ζ
k−1
2
K
for all odd k, k ≤ 2K −1,
then Equation B.1a holds.
Nowwe focus on the second inequality, namely (B.2b), which is valid whenever K ≥ 2. It is conve-
nient to consider a slightly more general expression, namely,
D
(l ,1)
k+2
D
(l ,0)
k
D
(l+1,0)
k+2
D
(l−1,1)
k
, 1≤ l ≤K −1,
for which, using similar steps to those to in [6], we can prove the bound
D
(l ,1)
k+2
D
(l ,0)
k
D
(l+1,0)
k+2
D
(l−1,1)
k
>
ζl1
ζl−1
K
min j (ζ j+1−ζ j )
2(l−1)
l(ζK −ζ1)2l
· (ek+1+ζ1)(ek+2+ζ1)
=
ζl1
ζl−1
K
min j (ζ j+1−ζ j )
2(l−1)
l(ζK −ζ1)2l
·
(1+m(k+1)′n(k+1)′ζ1)(1+m(k+2)′n(k+2)′ζ1)
m(k+1)′n(k+1)′m(k+2)′n(k+2)′
.
(B.4)
Hence, specializing to l = k+1
2
and assuming
1
m(k+2)′n(k+1)′
<
ζ
k+1
2
1
ζ
k−1
2
K
2min j (ζ j+1−ζ j )
k−1
(k+1)(ζK −ζ1)k+1
·
(1+m(k+1)′n(k+1)′ζ1)(1+m(k+2)′n(k+2)′ζ1)
m(k+1)′n(k+1)′m(k+2)′n(k+2)′
,
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we obtain that (B.2b) and thus (B.1b) hold.
Finally, after rewriting the last condition as:
n(k+2)′m(k+1)′
(1+m(k+1)′n(k+1)′ζ1)(1+m(k+2)′n(k+2)′ζ1)
<
ζ
k+1
2
1
ζ
k−1
2
K
2min j (ζ j+1−ζ j )
k−1
(k+1)(ζK −ζ1)k+1
, for all odd k, k ≤ 2K −3
(B.5)
we obtain the second condition (6.6b).
C The proof to Theorem 7.6
Proof. Again, it suffices to ensure that the ordering conditions x1 < x2 < ·· · < x2K+1 hold for all time t .
We write these conditions in an equivalent form:
x(k+1)′ < xk ′ , for all odd k, 1≤ k ≤ 2K −1, (C.1a)
x(k+2)′ < x(k+1)′ , for all odd k, 1≤ k ≤ 2K −1, (C.1b)
and use equations (5.19a), (5.19b) to obtain
1
m(k+1)′nk ′
<
D
( k+12 ,1)
k+1
(c)D
( k−12 ,0)
k−1
(c)
D
( k+12 ,0)
k+1
(c)D
( k−12 ,1)
k−1
(c)
, for all odd k, 1≤ k ≤ 2K −1, (C.2a)
1
m(k+2)′n(k+1)′
<
D
( k+12 ,1)
k+2
(c)D
( k+12 ,0)
k
(c)
D
( k+32 ,0)
k+2
(c)D
( k−12 ,1)
k
(c)
, for all odd k, 1≤ k ≤ 2K −1. (C.2b)
From (7.6a) and (7.6b) we obtain
D
( k+12 ,1)
k+1
(c)D
( k−12 ,0)
k−1
(c)
D
( k+12 ,0)
k+1
(c)D
( k−12 ,1)
k−1
(c)
=
(
D
( k+12 ,1)
k+1
(0)+cD
( k−12 ,1)
k+1
(0)
)
D
( k−12 ,0)
k−1
(0)
D
( k+12 ,0)
k+1
(0)
(
D
( k−12 ,1)
k−1
(0)+cD
( k−32 ,1)
k−1
(0)
)
=
D
( k+12 ,1)
k+1
(0)D
( k−12 ,0)
k−1
(0)+cD
( k−12 ,1)
k+1
(0)D
( k−12 ,0)
k−1
(0)
D
( k+12 ,0)
k+1
(0)D
( k−12 ,1)
k−1
(0)+cD
( k+12 ,0)
k+1
(0)D
( k−32 ,1)
k−1
(0)
de f
=
A1+B1
A2+B2
,
where B2 = 0 for k = 1. Hence the ratios
A1
A2
,
B1
B2
satisfy (uniform in t) bounds
A1
A2
>
ζ
k+1
2
1
ζ
k−1
2
K
de f
= α,
B1
B2
>
ζ
k−1
2
1
ζ
k−3
2
K
2min j (ζ j+1−ζ j )
k−3
(k−1)(ζK −ζ1)k−1
(1+mk ′nk ′ζ1)(1+m(k+1)′n(k+1)′ζ1)
mk ′nk ′m(k+1)′n(k+1)′
de f
= β,
by equations (B.3) and (B.4), respectively, with the convention that β =∞ for the special case k = 1.
Thus
min{α,β}<
D
( k+12 ,1)
k+1
(c)D
( k−12 ,0)
k−1
(c)
D
( k+12 ,0)
k+1
(c)D
( k−12 ,1)
k−1
(c)
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holds uniformly in t and if we impose
1
m(k+1)′nk ′
<min{α,β} for all odd k, 1≤ k ≤ 2K −1,
then equations (C.1a) will hold automatically.
Nowwe turn to the second inequality (C.2b). From Corollary 7.3 we obtain
D
( k+12 ,1)
k+2
(c)D
( k+12 ,0)
k
(c)
D
( k+32 ,0)
k+2
(c)D
( k−12 ,1)
k
(c)
>
A1+B1
A2+B2
. (C.3)
Since
A1
A2
>
ζ
k+1
2
1
ζ
k−1
2
K
=α,
B1
B2
>
ζ
k+1
2
1
ζ
k−1
2
K
2min j (ζ j+1−ζ j )
k−1
(k+1)(ζK −ζ1)k+1
(1+m(k+1)′n(k+1)′ζ1)(1+m(k+2)′n(k+2)′ζ1)
m(k+1)′n(k+1)′m(k+2)′n(k+2)′
de f
= β1,
then
min{α,β1}<
D
( k+12 ,1)
k+2
(c)D
( k+12 ,0)
k
(c)
D
( k+32 ,0)
k+2
(c)D
( k−12 ,1)
k
(c)
is satisfied. Thus inequality
1
m(k+2)′n(k+1)′
<min{α,β1}, for all odd k, 1≤ k ≤ 2K −1,
implies (C.2b) and, consequently, (C.1b), thereby proving the claim.
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