Partial shading reduces the power output of solar modules, generates several peak points in P-V and I-V curves and shortens the expected life cycle of inverters and solar panels. Electrical array reconfiguration of PV arrays that is based on changing the electrical connections with switching devices, can be used as a practical solution to prevent such problems. Valuable studies have been performed to justify the electrical array reconfiguration efficiency. However, there are some problems such as algorithms complexity, simulations runtime and the inability of objective functions to detect the best array. In this paper, the photovoltaic (PV) array reconfiguration problem is solved by using a parallelized Particle Swarm Optimization (PSO) algorithm, which searches for reducing the rows current difference. The proposed algorithm is implemented in MATLAB/Simulink and is numerically compared with some related works. Results show the simplicity and higher power outputs of the proposed algorithm compared to published papers while ensuring less simulation runtime. Depending on the shading pattern, the power enhancement is different. The maximum power increase is 26.5 percent of the total array output power.
INTRODUCTION 1
According to the IEA's renewable 2018 market analysis and forecast report, the penetration of renewable energy in the electricity sector is steadily increasing. In the meantime, solar energy is attracting much attention, arising from generation simplicity and availability of its source, the sun, especially in the remote areas [1] . Also, with the technological advancements of solar cells [2] to reduce the production costs, solar energy penetration is also increasing in power systems. The efficiency of solar cells depends on several environmental factors. Partial shading is one of the problems that decrease the efficiency of solar cells [3] and alters P-V and I-V curves [4] . In partial shading, P-V and I-V curves are exposed to several peak points [5, 6] and subsequently, this can create the problem of identifying the maximum power point for maximum power point tracker units [7] . The *Corresponding Author Email: Ha.Heidari@tabrizu.ac.ir (H. Heidari) most affordable way to deal with power output reduction during partial shading is to equip each module with an inverter and a maximum power point tracker. This solution is not practical due to its huge costs.
Another solution is to change the arrangement of the modules, which is referred to as the array reconfiguration [8] . Solar modules can be connected in series, parallel or a combination of the two. There are various connection configurations for PV arrays that are reported in literature [9] . The purpose of serial and parallel connection of modules is to increase the output voltage and current of the array, respectively. Generally, both current and voltage are considered in the configuration of the modules, especially for large-scale PV plants. In this way, a combination of series and parallel connections is suggested. The two commonly used connection types are Series-Parallel (SP) and Total-Cross-Tied (TCT). In the SP type of connection, the number of modules is connected in series. Then the groups of series modules are connected in parallel, while in the second connection type, each module is in series with modules in a column and is parallel with modules in a row. The TCT arrangement is the most commonly used type because it has the lowest mismatched power and highest efficiency in partial shading [10, 11] . Figure 1 shows the described connection types for a 9 × 9 set. The modules are numbered with subscript ' ' where ' ' stands for the row and ' ' denotes the column in which the module is connected.
When PV array is exposed with partial shading, rows current varies with each other and this creates multiple peaks in P-V and I-V curves because of bypassed modules for protection. This will increase the mismatched power between the panels and power losses. Generally, there are three solutions for alleviating the effects of partial shading consisting of physical relocation, electrical rewiring, and electrical array reconfiguration. Among such solutions, the electrical array reconfiguration is the most effective method in spite of the complexity [12] . Physical relocation-based algorithms, such as Su Do Ku [13] or competence square method [14] have a drawback of a laborious task. Although, the electrical rewiring-based algorithms introduced by Rao et al. [15] does not have such drawback, they need additional rewiring [12] .
Changing the states of connection switches of the modules is expressed as electrical array reconfiguration. Paklak [16] proposed a method for rearranging the electrical connections of arrays that consist of an adaptive and a static section. It mitigates the effects of partial shading by modifying the adaptive section's switches status by examining all possible modes for the switches. Jazayeri et al. [17] , introduced the following electrical array reconfiguration scheme. They have searched for an arrangement of the adaptive section to get the total insolation level of rows close to the average of total insolation on the whole of the array's rows. A full switchable array is more efficient in confront of partial shading because it has more flexibility for connections changing. In addition, as the PV array becomes larger, the volume of calculations increases. For example, there are 9×9! possible switching modes for a 9×9 PV array. In such cases, the problem becomes more complex, and the metaheuristic algorithms are the best candidate for the solution method. Babu et al. [12] and Deshkar et al. [18] , solved the problem of optimal electrical array reconfiguration by using particle swarm optimization (PSO) and genetic algorithm, respectively. The process of determining an optimum arrangement is similar in both of these two, but PSO has the advantage of faster convergence in comparison with the genetic algorithm, resulting in less time. However, the objective functions reported in literature [12, 18] included terms that may caused the variables to be trapped in local optimal points and did not reach to the main goal of reconfiguration, maximum power output. Additionally, the problem of time and accuracy of results have always been under discussion for such algorithms. The calculations runtime, especially in larger PV arrays, may be difficult to handle because of the larger range of feasible region and number of variables. The answer lies in computer science. Parallel and distributed computing techniques as parts of this science allow for faster execution [19] . Thus, in this paper, by using MATLAB parallel computing toolbox, a parallelized PSO developed and is applied to the problem of reconfiguration of PV modules to meet the real-time execution needs.
Parallel computing provides clear horizons for realtime computing. In general, parallel computing can be done differently in two widespread-used architectures, Single Instruction-Multiple Data (SIMD) and Multiple Instruction-Multiple Data (MIMD). The performance of these two architectures depends on the volume of the calculations. By observing the works in the context, it is found that the MIMD-based algorithms are more suitable (in terms of population size and iteration numbers) for electrical array reconfiguration problem. Hence in this paper, a parallelized version of PSO on a MIMD-based processor (multi-core CPU) is suggested.
The contributions of this paper are as follows: A new non-constrained optimization formulation is proposed for electrical array reconfiguration of PV modules. The proposed objective function eliminates the possibility of trapping on local optimum points. In addition, in order to increase the speed of computations, a fast parallelized PSO is developed and used as a solution method.
The paper reminder is organized as follows: In section 2, a study is conducted on solar cells utilization with environmental conditions changes. In section 3, the formulation of the optimization problem is presented and then the parallelized PSO is described. In section 4, the simulation results are reported. Finally, in section 5, the paper conclusion is presented.
SYSTEM DESCRIPTION
Various equivalent circuits can be used for solar cells modeling. A solar cell equivalent circuit can be an ideal model with the least detail or a dual-diode model with seven parameters that will have the most accuracy in the reviews [20] . In this paper, the single diode model is used for solar cells modeling. The I-V characteristic is formulated as follows [20] :
where and stand for series and parallel resistances in the equivalent circuit, respectively. n is the number of cells in series, q is the charge on an electron, k is the Boltzmann constant, T is the absolute temperature of the cell (Kelvin), is the photoelectric current and is the current generated by the solar cell. All five parameters of the solar cell are affected by environmental conditions such as insolation level and ambient temperature. Depending on the temperature and insolation level, the photoelectric current changes as follows [20] :
where is the short circuit current, is the insolation level, is the temperature coefficient and is the bandwidth energy. The subscript stands for the Standard Test Condition (G=1000 2 , T=273.15+25℃).
Assuming the temperature has no volatility, the current of each module changes in proportion to the ratio of insolation to its STC value. Therefore, the current generated by each module can be written as follows [18] 
where = and is the generated current of the module in the STC. The current of a row is equal to the total currents of the modules in that row. As mentioned earlier, in partial shading, the power output is reduced. It is noteworthy to mention that the power output reduction is not just because of insolation level reduction, but also because of the inappropriate arrangement of the panels. Therefore, reconfiguration of the panel's connections can alleviate the partial shading effects. To show the efficiency of the proposed algorithm, extensive tests and analysis on a 9 × 9 PV array with TCT connection are presented. Also for emphasizing the importance of application of parallel processing, runtime results are compared.
OPTIMAL RECONFIGURATION OF ELECTRICAL CONNECTIONS

1. Optimization Problem
To further explore the proposed methods in the literature, first, their proposed functions are examined. The fitness function is defined as follows [12, 18] :
where and are the voltage and current limit of each row, and stand for the maximum current of the ℎ row and maximum row current of the ℎ row when bypassing is considered, respectively, is the output power without bypassing and and are constant values. The first term of Equation (4) is searching for a configuration that the rows current is equal to each other, as much as possible. The aim of the second term of the objective function is to reduce the difference between the current of each row with its maximum value and the third term seeks to increase the output power without bypassing the modules. This goal is, in fact, searching for an array of the modules that maximizes the current of modules. Because the sensitivity of voltage of modules to insolation level is very low, the voltage maintains constant. The afformentiond fixed numbers are empirically determined. Obviously, the sensitivity of the objective function and subsequently the effeciency of reconfiguration results to these numbers is undeniable. Therefore, for simplicity of computations and eliminating the role of the fixed numbers on convergence, the objective function can be assigned to one component, which reduces the difference between the generated current of each row of modules with its maximum value. Thus, in this paper, the objective function is formulated as follows:
Taking into account Equation (5), all goals in Equation (4) is achieved. In partial shading, because the voltage has a slight change, the array output power is maximum when the rows current is equal to each other. Also, the second term of Equation (4) automatically increases. In addition, the higher the output current of each row, the third part of Equation (4) will automatically increase.
2. Particle Swarm Optimization
To solve optimization problem, the particle swarm optimization algorithm inspired by the collective behavior of birds for the first time was proposed in 1995 by Eberhart and Kennedy [21] . This basic PSO in the next years with a wide range of researches has been dramatically expanded to include more accurate results [22] . The typical version of this algorithm with slight modifications from the original version can be described as follows:
The velocity (V n i ) of each member of the swarm (particle n) is determined by the best position ever to be placed in (Pbest n i ) and the best position of the whole swarm (Gbest i ). Then, according to the obtained values, the particle moves toward search space (X n i+1 ). The index i indicates the iteration number. With these explanations, the velocity of each particle and its new position in the search space are determined by Equations (6) and (7), respectively.
where 1 and 2 are constant numbers, 1 and 2 are random variables that have been limited to the range of [0, 1] and is the inertia weight.
Parallel PSO
After the initial parameter setting and population (swarm) generation, the population is divided into some sub-populations. The division of the population is done randomly. Then the main loop of the optimization process, particles movement and fitness evaluation, is completely deposited to the processor cores. After certain iterations and meeting the completion criteria of the loop, the results of each sub-population are brought to the MATLAB work-space. Then by comparing the best results of the sub-populations, the best answer to the problem is chosen. This process is fully illustrated in Figure 2 . The proposed algorithm by reducing the sequential steps of the optimization process causes to increase the execution speed.
4. Optimization Constraints
Any solution should satisfy the constraint that switching just can be done for unity columns. It is obvious that a constrained optimization restricts the search space and increases the volume of calculations. In this paper, to remove the constraints, a 9×9 matrix of variables is considered that its elements are limited to the range [1, 9] . In each column of this matrix, only non-repetitive integer numbers can be placed. It is noteworthy to mention that the adjacent columns in the variables matrix are non-interdependent. each column of the matrix is compared with numbers 1-9, and the closest non-repetitive number is specified for each element of the column. Therefore the switching constraints are fulfilled in the stage of particles movement and this causes a wider search space with lower computational volume. 
SIMULATION RESULTS
In order to examine the efficiency of the proposed algorithm in confront of partial shading, two shading patterns, short-wide and long-narrow, are tested. The reason for choosing these patterns is to provide numerical comparisons of the results with related works. Simulations are performed on a 6700hq CPU with 4 GB memory. PV cells are modeled based on five parameters equivalent circuit in MATLAB/Simulink. The specifications of the solar panels are listed in Table 1 . It should be noted that the solar panel specifications given by Babu et al. [12] , are not clearly reported. Therefore, in order to avoid misleading conclusions, the reconfiguration results of Babu et al. [12] are repeated once again with new specifications. The PSO parameters are presented in Table 2 . Babu et al. [12] have compared its PSO-based algorithm with a genetic algorithm introduced by Deshkar [18] and Su Do Ku [13] . The results indicated the superiority of the PSO algorithm. Therefore, in this paper, the results are compared with data reported by Babu et al. [12] . 
1. Shading Pattern Case
The shading pattern on the array is shown in Figure 3 . It is assumed that the temperature remains constant and only the panels receive different levels of solar irradiance. As mentioned earlier, the maximum current of a row is the total currents of its panels. For example, the rows 1-9 current are obtained as follows: When the requested current of the load exceeds the maximum current of a row, the row will be bypassed for protection. In this case, the array voltage drops. For example, if the requested current exceeds 3.6 , rows 7, 8 and 9 are bypassed and the array voltage is obtained as follows:
where is the diode voltage and can be neglected in comparison with panel voltage ( ). These calculations are, in fact, the basis for determination of the theorotical maximum power point of the array.
After applying the proposed algorithm, the shading pattern changes to Figure 4 (a) . Also, the results repoerted by Babu et al. [12] are represented in Figure 4 (b) . The theoretical maximum power points for TCT, [12] and the proposed algorithm are represented in Table 3 . From Table 3 , it is evident that both Babu et al. [12] findings and the proposed algorithm are able to reach higher maximum power points than TCT configuration. Although the maximum theoretical powers obtained by Babu et al. [12] and the proposed algorithm are equal, the P-V curves comparisons ( Figure 5 (a) ) show that the proposed algorithm reaches to higher power outputs. Comparing the I-V curves ( Figure 5 (b) ) reveals the reason. As shown in Figure 5 (b [12] . Hence, the proposed algorithm is more efficient in comparison with data reported by Babu et al. [12] . The voltage magnitude at the maximum power point of TCT configuration is 113.246 v which is highly less than the nominal voltage of the array. The maximum power output, when the proposed reconfiguration algorithm is used, is about 4684 W, which is 981 W and 40 W greater than TCT configuration and power reported by Babu et al. [12] , respectively.
Comparison of the runtime results, best, worst and mean values in two consecutive and parallel implementations with the proposed objective function is presented in Table 4 . Due to the stochastic nature of the search process, the simulations are repeated 10 times. The execution speed using parallel computing has increased approximately 2.5 times. This can be a great help especially, in large PV arrays facing semi cloudy weather. Figure 6 . The reconfiguration results of the proposed algorithm and data reported by Babu et al. [12] are shown in Figures 7(a) and 7(b) , respectively. The proposed algorithm has less variation in row currents in comparison with literature [12] . This means that the reconfigured array with the proposed algorithm will act more uniformly in P-V and I-V curves and will be similar to a unity panel receiving equal solar irradiance on its surface. The P-V and I-V curves comparisons are given in Figures 8(a) and 8(b) , respectively. The proposed algorithm reaches to a configuration that its output power is 186 W and 284 W higher than PSO reported in literature [12] and TCT configurations, respectively. The theoretical maximum power points for TCT, [12] and the proposed algorithm are represented in Table 5 . It is shown in Table 5 that the proposed algorithm has a higher maximum power point than TCT and literature [12] . This means that the reconfigured array is able to produce higher currents and powers for identical voltages than reported data in literature [12] and TCT. This is easily illustrated in Figure 8 . The runtime results, best, worst and mean values are given in Table 6 . Obviously, parallel computing reduces the simulations runtime and this help to overcome the computational challenges. Also from Table 6 , it can be realized that both the sequential and parallel implementations even in the worst case, result in higher values of output powers. This reflects the fact that the optimization algorithm is susceptible to the objective function. In other words, the objective function used by Babu et al. [12] and Deshkar et al. [18] is not suitable to detect the original optimal point.
2. shading Pattern Case 2 A long narrow shading pattern is shown in
3. Comparison of other Indicators
In Table 7 , the other features of the proposed algorithm and several existing methods are compared. The computation volume of optimization algorithms and objective functions are the complexity comparison index. Although the proposed algorithm reduces the runtime arising from the simplicity of the calculations and the parallel computing, it can be more expensive due to a large number of irradiation sensors. However, because of increasing the power output, it can effectively overcome additional costs. This increase in power, especially in larger arrays, can justify additional costs.
CONCLUSION
Partial shading causes some problems in PV arrays e.g. multiple peak points in P-V and I-V curves and reducing the power output. Reconfiguration of electrical connections between modules is one of the efficient solutions for alleviating the partial shading effects. In this paper, a new non-constrained optimization formulation is proposed. Then, to increase the execution speed, a parallelized PSO is developed to solve the proposed optimization problem. In comparison with TCT configuration, the results show 26.5 and 5.8 percent power improvements in short wide and long narrow shading patterns, respectively. Also, parallel computing leads to an approximately 2.5 folds increase in the computation speed.
