Shannon (1948) showed that a wide range of practical problems can be reduced to the problem of estimating probability distributions of words and ngrams in text. It has become standard practice in text compression, speech recognition, information retrieval and many other applications of Shannon
Problem: Word Rates Are Highly Variable
Many applications of statistical natural language processing make use of a so-called ''bag-of-words'' assumption. Of course, is well known that word rates depend on many factors: genre, author, topic, etc. Table 1 , for example, shows that ''said'' is more frequent in some types of texts and less frequent in others. 
The million-word Brown Corpus (Francis and Kucera, 1982) was constructed in the 1960s to help researchers better understand how word rates vary from document to document and genre to genre. The corpus consists of 500 excerpts of approximately 2000 words each, selected from a wide variety of genres: Press (documents 1-88), , , Popular Lore (142-189), , , , , and Humor (492-500). Figures 1 and 2 demonstrate that this structure has a dramatic impact on the frequency of ''said.'' Figure 1 shows the frequency of ''said'' in each of the 500 documents. Figure 2 is similar except that the Brown Corpus was replaced by a corpus of 500 documents randomly generated by a binomial distribution: 
. ,N Binomial
The two parameters of the binomial, N, document length, and P, word rate, were chosen to match the Brown Corpus: N = 2000 words per document and P = 3. 9/2000. P is usually interpreted as the probability of a success. In this case, P is the probability that the next word in a document is ''said.'' Q = 1 − P is the probability of a failure (the next word is not ''said'') . N is the number of trials, the size of the document.
The frequency varies considerably from one document to the next in Figure 1 , much more so than in Figure  2 . This observation can be made more precise in terms of the variance, σ 2 . The variance is 36 in Figure 1 , considerably larger than the variance of 3.9 in Figure 2 . It has been our experience that the observed variance of the frequency of a word (or ngram) across documents is almost always larger than the mean, and therefore, larger than what would be expected under either the Binomial or the Poisson. The errors between the observed variance and the Poisson prediction tend to be particularly noticeable for content words in large and diverse collections. We suspect that the binomial and Poisson systematically underestimate the variance because they assume that there are no dependencies on hidden variables such as genre, author, topic, etc., and these factors almost always conspire to inflate the variance over what it would have been if they had not been present. The number of documents for a frequency k is predicted to be D Pr P (k), where D is the number of documents in the collection (500). 
k , with α ∼ ∼0. 75 and β ∼ ∼5. 2.
δ k, 0 is 1 when k = 0, and 0 otherwise.
Figures 3 and 4 show that the Poisson does not fit the data in Figure 1 , and that alternatives such as the negative binomial (Mosteller and Wallace, 1964, section 4.1; Johnson and Kotz, 1969, chapter 5 ) and Katz' K-mixture (Katz, personal communication) are better. The negative binomial is like a Poisson, but the word rate parameter, θ, is allowed to vary over documents, subject to a density function that models the dependence of θ on all possible combinations of hidden variables such as genre, author, topic, etc. Johnson and Kotz (1969, pp. 135-136 ) survey a number of applications of the negative binomial in a variety of fields (medicine, psychology, economics and marketing) and conclude that ''the negative binomial is frequently used as a substitute for the Poisson when it is doubtful whether the strict requirements of the Poisson, : The cumulative probability distribution shows that the negative binomial (thin line) and the K-mixture (medium thickness line) fit the data from Figure 1 (circles) remarkably well, especially when compared with a simple Poisson (very thick line). It might appear from Figure 4 that the the negative binomial and Kmixture undershoot the data at high frequencies, but actually they overshoot the last point by a small amount.
particularly independence, will be satisfied.''
Even though the mixtures fit the data in Figure 4 better than standard Poisson over the entire frequency range, some readers may be concerned about the tail of the mixtures. The two mixtures in Figure 4 appear to undershoot the data on the right side of the graph, though in fact, they are actually slightly too high, as shown in Figure 5 . In any case, the mixtures fit the data much better than the Poisson. ''said'' is not particularly unusual. Table 2 ''Kennedy'' has a large tail because it has a small df, and conversely, ''showed'' has a small tail because it has a large df. The solid lines show five words fit with the data in Table  2 under a K-mixture model. All five words have smaller dfs and larger tails than Poisson (dotted line).
The proposed mixture models make use of these differences in df to produce improved estimates of Pr(k). Figure 6 shows the K-mixture fits for five words selected from Table 2 . The tail, Pr(k≥T), varies inversely with df. ''Kennedy'' has a large tail because it has a small df, and conversely, ''showed'' has a small tail because it has a large df. In all five cases, though, the tail is larger than Poisson (dotted line). It has been our experience that almost all words (and ngrams) have a larger tail and a smaller df than would be expected under a Poisson model.
Figures 7 and 8 examine ''Kennedy'' and ''showed'' in more detail. Figure 7 shows that if ''Kennedy'' is mentioned once in a document (or genre), then it is relatively likely that he will be mentioned again in the same document (or genre). As a result, he is mentioned in fewer documents (and genres) than other words with the same frequency. The bunching-up effect is less pronounced for ''showed,'' but even this word displays strong deviations from Binomial/Poisson behavior, especially in the Learned genre.
''Kennedy'' in Brown Corpus 
Thus far, we've mentioned three ways to think about ''variability'' of word rates over documents.
The variance is perhaps the most natural way of thinking about variability, especially in the statistics literature. Document Frequency (df) is closely related to Inverse Document Frequency (IDF), a quantity often used in information retrieval (Sparck Jones, 1972) . IDF is usually not thought of as an indicator of variability, though it may have certain robustness advantages over variance, since the sample variance is notoriously sensitive to outliers. Three other measures of variability will be introduced shortly: entropy (H), burstiness (B) and adaptation (P21).
The Poisson
Let Pr(k) be the probability that a document will have exactly k instances of the term. Let Pr P (k) be this probability under the Poisson model:
Parameter Estimation
This paper will present a number of theoretical models, the Poisson and various mixtures of Poissons. After presenting each of these models, we will mention a few ways to estimate the n parameters of the model. The simplest method is often the so-called method of moments which equates the the theoretical values for the first n moments with their sample estimates, and solves the system of n equations for the n unknowns to obtain estimates for the n parameters. In the case of the Poisson, there is only one parameter, and consequently, there is only one equation. The method of moments simply equates the theoretical value for the mean, θ, with the sample mean, t _ , the mean of the term frequencies, t = t 1 ,... ,t D . Each element, t i , denotes the frequency of the term in the i th document. (For now, we will assume that the documents all have the same length.)
Variability
Although θ is usually thought of as an estimate of the mean word rate, it can also interpreted as an estimate of the variance of the word rate over documents. Under the Poisson, the mean and the variance are both equal to θ. As mentioned above, one of the problems with the Poisson is that the sample variance is usually larger than the mean, often by a considerable margin. Some of the other models that will be presented soon will allow for more flexibility in the variance.
The variance is just one of many ways to measure the variability of word rates over documents. Five measures will be considered: variance (σ 2 ), entropy (H), burstiness (B), inverse document frequency (IDF), and adaptation (P21). Under the Poisson, all of these summary statistics (and any others that one might wish to consider) depend on a single parameter, θ. Many have a simple closed form:
inverse document frequency (IDF)
As mentioned above, the variance is perhaps the most natural way of thinking about variability. IDF is borrowed from information retrieval (Sparck Jones, 1972) . Entropy is found in information theory (Bell, 1990; Cover, 1991) . Accurate predictions of entropy are important for many applications of Shannon's theory. Burstiness is Katz' innovation (Katz, personal communication) . It is like the mean, except that it ignores documents with no instances of the word. Burstiness is a convenient quantity for working with the K-mixture.
We have found Pr(k ≥ 2  k ≥ 1 ) to be useful for modeling adaptation. Adaptive language models, which have become popular recently in the speech recognition literature (e.g., Lau et al, 1993 , and references therein). Under standard independence assumptions, it is extremely unlikely that lightning would strike twice (or half a dozen times) in the same document. But text is more like a contagious disease than lightning. If we see one instance of a contagious disease such as tuberculosis in a city, then we would not be surprised to find quite of few more. Similarly, if a few instances of ''said'' have already been observed in a document, then there will probably be some more.
Empirical Estimates of Variability
The mean and the five measures of variability can all be estimated empirically from t, the vector of term frequences: t 1 ,... ,t D . Let Pr E (x) be the fraction of the D documents that have a term frequency of x. The Poisson does not predict these values very well. The two rows labeled ''Poisson'' were computed from a Poisson with a θ of 0.25 and 0.29. The θs for the 18 words all fall in this range, and therefore, if the Poisson was an appropriate model of these words, the observed variance should be in the range 0.25 -0.29, the observed IDF should be 2.00 -2.18, and so on. The data in Figure 4 show, however, that the Poisson systematically overestimates the entropy, and underestimates the other values. The errors are particularly large for content words where there are relatively important dependencies on hidden variables such as genre. ''Church,'' for example, has a large variance because there is a genre on Religion. Similarly, ''Government'' has a large variance because there is a genre on Government and House Organs. ''Island'' might be somewhat more surprising, but it turns out that the Brown Corpus was collected in Rhode Island and consequently, ''Island'' is highly associated with the genre on Government and House Organs. Word rates vary from genre to genre, topic to topic, author to author, document to document, section to section, paragraph to paragraph. These factors tend to decrease the entropy and increase the other test variables. 
The columns in Table 4 are highly correlated, as shown in Table 5 . According to the Poisson, all of these values should be predictable from θ, and therefore there should be no systematic structure within a group of words that share the same θ. However, it has been our experience that large correlations such as those in Table 5 are to be expected within a group of words (or ngrams) with similar means. Table 6 shows the IDF and variance in five years of Associated Press (AP) for the same set of words (except for I've).
1 Table 7 shows that the estimates in one year are good predictors of the estimates in another year. IDF tends to have larger correlations from one year to the next than variance, indicating that IDF is more somewhat more robust than variance. Estimates tend to degrade over time, as indicated by larger correlations in adjacent years than in non-adjacent years. If you want to predict the IDF in next year's AP, it is better to use data from last year, than for data from a decade ago. The time structure varies from one word to another, of course. The IDF for George was relatively low in 1988 when George Bush was running for President. Similarly, the IDF for East was relatively low in 1989 and 1990 when the Berlin Wall was falling down. Table 6 IDF Variance 1988 Variance 1989 Variance 1990 Variance 1991 Variance 1992 Variance 1988 Variance 1989 Variance 1990 Variance 1991 Table 8 shows the residual IDF, the difference between the observed IDF and the value predicted under a Poisson model. Table 8 also shows the residual variance.
The residuals in Table 8 are large and systematic. They are so systematic that they can be used to distinguish better keywords from less good keywords. It is customary in Information Retrieval to weight words by IDF, but we conjecture that Residual IDF might be even better. Consider Here and French. They have roughly the same IDF, but quite different Residual IDFs. Intuitively, French seems to be a better keyword. If a document mentions the word Here, it could be about practically anything. The words in Table 6 are sorted by 1988 IDF and the words in Table 8 are sorted by the 1988 Residual IDF values. We believe that the words at the top of Table 8 tend to be better keywords than the words at the top of Table 6 .
Moreover, Residual IDF does a better job of weighting words across years. Consider the words George and East. In both cases, IDF is relatively large when Residual IDF is relatively small, and vice versa. The Residual IDF values seem to make more sense. The weight for George for example ought to be relatively large in the election years of 1988 and 1992, and the weight for East ought to be relatively large in 1989 and 1990 when East Germany merged with the west.
The magnitude of the deviations from Poisson depends on many factors, some linguistic and some not. The deviations are more noticeable in larger and more diverse collections, especially for words that are associated with the particular type of diversity that is most salient in the collection. The effects are larger for content words, presumably because variations in content tend to dominate other factors such as stylistic variation. In general, more semantic content leads to more variance, more IDF, less entropy, more 1988 1989 1990 1991 1992 1988 1989 1990 1991 
burstiness and more adaptation.
The Two Poisson Model
The Two Poisson Model is a simple example of a Poisson mixture.
The Two-Poisson model is used in the Information Retrieval literature (Bookstein and Swanson, 1974; Harter, 1975) to account for the fact that relevant documents tend to have different frequencies from irrelevant documents. Harter (1975) showed how to use the method of moments to fit the three parameters of the Two-Poisson model, θ 1 , θ 2 and α, from the first three moments. Let R i be the i th moment around zero. It can be estimated empirically by 
Tables 9-10 show that two Poissons outperform a single Poisson. The obs(erved) values in Table 9 are borrowed from 
RMS error
The RMS errors show that the Two Poisson model outperforms the Poisson in all three respects (IDF, Entropy and Adaptation), though the improvement in entropy is particularly impressive. Figure 9 . Bookstein and Swanson (1974, p. 317) came to the same conclusion, and suggested a Three Poisson model, though they noted that it would require even more parameters than the Two Poisson model. They then suggested the negative binomial, which can be viewed as a continuous mixture of infinitely many Poissons:
''The multiple Poisson distribution may, of course, be generalized to a continuous association strength... The negative binomial distribution, which was examined by Mosteller and Wallace, is of this form...'' (Bookstein and Swanson, 1974, p. 317) 
Poisson Mixtures
Poisson Mixtures can be thought of as a generalization of the Two Poisson Model where the mixing parameter, α, is replaced with an arbitrary density function, φ. The density function φ is intended to capture dependencies on hidden variables such as genre, topic, author, etc. The general form of a Poisson mixture is: Three special cases of φ will be discussed:
x where δ(x) is Dirac's delta function; the density function is ∞ when x = 0, and otherwise, 0. δ x,y is 1 when x = y, and otherwise, 0. φ NB is known as a Gamma distribution.
The Negative Binomial
The negative binomial is so-named by analogy with the binomial. Both Pr B (k) and Pr NB (k) can be formulated as the k th term of a binomial expansion:
To assure that the probabilities sum to one, it is required that P + Q = 1 in the binomial case, and that Q − P = 1 in the negative binomial case. Both P and Q should be positive and non-zero. Consequently, 0 < Q < 1 in the binomial case, and Q > 1 in the negative binomial case.
Under the binomial model, P is interpreted as the probability of success (e.g., the next word is ''said''), Q is the probability of failure (e.g., the next word is not ''said''), and N is the number of trials (e.g., the size of the document). These interpretations do not apply in the case of the negative binomial, where Q is greater than one, and N need not be an integer.
Variability
The mean word rate and all five measures of variability can be expressed in terms of the two parameters of the negative binomial: N and P. For the negative binomial,
_ _________________ adaptation
Note that both the binomial and the negative binomial have the same symbolic expression for their mean (NP) and variance (NPQ). However, Q is less than one in the binomial, and greater than one in the negative binomial. Consequently, the variance is less than the mean in the binomial, and greater than the mean in the negative binomial. As mentioned previously, the sample variance is almost always larger than the sample mean, and consequently, the negative binomial is almost always more appropriate than the binomial.
Parameter Estimation
Johnson and Kotz (1969, chapter 5) present a series of methods for estimating the parameters of the negative binomial distribution. It should be possible to estimate N and P from more or less any pair of the six parameters that have been discussed here: mean, variance, IDF, burstiness, adaptation and entropy.
Johnson and Kotz' method 1 uses the mean and variance; their method 2 uses the mean and IDF. Method 1 is simply the method of moments; it equates the sample mean (t _ ) and variance (σ E 2 ) with their theoretical values:
and solves for N and P:
These equations cannot be solved if t _ ≥ σ E 2 , because the negative binomial is inappropriate in this case. We fall back to Poisson when the sample mean exceeds the sample variance. This usually happens when we have insufficient data, e.g., just one observation of the word in just one document. Tables 11 and 12 show that the Negative Binomial outperforms both the Poisson and the Two Poisson for Table 4 . Although the method of moments is perhaps the simplest method to implement, it has been our experience that method 2 produces more robust estimates because the sample variance is notoriously sensitive to outliers. This may explain the modest improvement found in Table 12 , where RMS error was reduced from 0.05 to 0.03 for entropy, and from 0.11 to 0.08 for adaptation. Method 2 simply equates the sample mean and IDF with their theoretical values, and solves for N and P. That is,
From these equations, it follows that P should satisfy the constraint: log ( 1 + P )
Unfortunately, there is no closed form solution for P. The following fragment of C code (Katz, personal communication) uses an iterative approximation. The input parameters tbar and f0 correspond to t Recall that the K-mixture is:
with 0 < α < 1 and β > 0.
The K-mixture is very close to the negative binomial, Pr K (x) ∼ ∼ Pr NB (x); the two are often closer to one another than either is to the data. This is convenient because the K-mixture can be easier to work with.
Variability

Parameter Estimation
α and β can be estimated by the method of moments. That is, equate the sample mean and variance with the theoretical values, and solve for α and β. As with the negative binomial, the method of moments produces out-of-range parameter estimates when the distribution is inappropriate. We use the Poisson when this happens.
However, it is much easier to estimate α and β from the sample mean (t _ ) and the sample estimate of burstiness (B E ), since burstiness has a particularly convenient form: B K = β + 1. We simply assume that the sample mean and the sample estimate of burstiness are the same as the theoretical values. We equate the two and solve for α and β.
In this respect, the K-mixture is much more convenient than the negative binomial. The parameters of the K-mixture, α and β, are very closely related to the observable quantities, t _ and B E . In contrast, the relationship between the parameters of the negative binomial, N and P, and t _ and B is much less obvious. The equations relating N and P to t
_
and B E do not have a closed form solution, and must be solved by iterative approximation.
The Negative Binomial (method 2) and K-mixture (method of bustiness) outperform the Poisson (method of moments) and the Two Poisson (method of moments), as can be seen by comparing the RMS errors in Table 13 with the RMS errors in Table 12. (The test on IDF in Tables 11-12 was replaced with a test on variance, because the variance was used to fit the parameters in Tables 11-12 and IDF was used to fit the parameters in Table 13 .) Table 13 suggests that the Negative Binomial is slightly superior to the K-mixture, though it has been our experience that the two methods are extremely similar to one another. The two methods are often closer to one another than either is to the data. The errors between the two methods are highly correlated. That is, the first pair of columns in Table 13 has a correlation of 0.88, the second pair has a correlation of 0.97, and the last pair has a correlation of 0.87. Although the mixtures fit the data better than the alternatives that we have considered, these large correlations indicate that there is still plenty of room for improvement.
Variable Length Documents
Thus far, we have been ignoring the fact that some documents are longer than others. Document lengths are modeled by adding a second parameter to the general form of the Poisson mixture. Let w be the length of the document. Then, the general form of the mixture becomes:
The three special cases become: 
The formulas stated previously for the mean and the five measures of variability can be generalized to account for variable length documents by introducing the constraints:
Possible Applications
Following Shannon (1948) , it has become standard practice to assume constant word rates in many important practical applications such as compression, speech recognition and information retrieval. A model of variable word rates such as Poisson mixtures could have important ramifications for many of these applications.
The probability of a string is often estimated by breaking the string up into pieces (e.g., letters, words, ngrams). The probability of the entire string, p, is computed by multiplying the probabilities of the pieces, p i . The practice is often justified by introducing a multinomial assumption which assumes that the p i 's are constant. Of course, as we have seen, word rates are almost never constant. The second instance of a word ought to be less surprising than the first. There ought to be a quantity discount.
Adaptive language models have recently become quite popular in speech recognition. Lau et al (1993) , for example, introduce a cache to remember the most recent n words. The estimates of p i based on long-term evidence are combined with another set of estimates based on short-term evidence found in the cache.
In principle, it should not be necessary to introduce a cache in order to capture variable word rates. All of the required probabilities are completely determined by Pr(k). Imagine that we have a different distribution Pr i (k) for each word i. Initially, the probability that a word i will be seen in a document of length w is:
w Pr i (k≥1 ) _ ________ . Suppose the first word is j. Then the probability of the next instance of j jumps to
_ ____________ and the probabilities of the other words are adjusted downward so that all the probabilities sum to one. In this way, it ought to be possible to estimate the probability of a string without introducing a constant word rate assumption or an ad hoc device such as a cache. Of course, much work remains to be done to show that this possibility is practical for a realistic application.
Poisson mixtures are somewhat simpler to apply when it is not necessary to know the detailed order of words within a document. Information retrieval and author identification are two such cases.
Information Retrieval (IR), Author Identification and Word-Sense Disambiguation
We like to think of the probabilistic retrieval model (van Rijsbergen, 1979, chapter 6; Salton, 1989, section 10. 3) as an application of well-understood Bayesian discrimination methods that have been studied extensively by Mosteller and Wallace (1964, section 3 .1) in their investigation of the authorship of the Federalist Papers. The discrimination process consists of two phases: a training phase followed by a testing phase. During the training phase, we are given two (or more) classes of documents and are asked to construct a discriminator which can distinguish between the two (or more) classes of documents. These discriminators are then applied to new documents during the testing phase. In the author identification task, for example, the training set consists of several documents written by each of the two (or more) authors, e.g., Hamilton and Madison. The resulting discriminator is then tested on documents whose authorship is disputed. In the information retrieval application, the training set consists of a query (a set of one or more relevant documents and a set of zero or more irrelevant documents). The resulting discriminator is then applied to all documents in the library in order to separate the more relevant ones from the less relevant ones.
There is a wealth of information in the collection of documents that could be used as the basis for discrimination. Yet, it is common practice to treat documents as a homogeneous bag of words, and ignore much of the heterogeneous structure, including linguistic factors such as dependencies on word order and correlations between pairs of words. In other words, we are assuming that there are two (or more) sources of word probabilities, rel and rel _ __ , in the IR application, and author 1 and author 2 in the author identification application. During the training phase, we attempt to estimate Pr(x w  s), the probability of observing x instances of w in a document generated by source s, for all words w in the vocabulary and all sources s. Then during the testing phase, we score all documents as follows and select high scoring documents as being relatively likely to have been generated by the source of interest.
Pr(x w  author 1 ) ______________ Author Identification
Mosteller and Wallace's framework can be also used to address a variety of other problems in natural language processing. In Gale et al. (1993) , we looked at the word-sense disambiguation problem and showed that ambiguous words such as sentence could be disambiguated by treating the 100-word context surrounding the word as a ''document.''
Pr(x w  sense 1 ) _____________ Word-Sense Disambiguation
The scoring procedure asks whether the context in question is more like the contexts of one sense or more like the contexts of the other sense. Large amounts of testing and training material were obtained by making use of parallel texts, texts such as the Canadian parliamentary debates that are available in multiple languages. We assumed that that if sentence was translated into French as peine then it was the ''judicial'' sense, and if sentence was translated as phrase then it was the ''syntactic'' sense. In subsequent work, Yarowsky (1992) has shown how to free the system from the dependence on parallel text as a source of Figure 11 : Although the Federalist Papers are smaller and less diverse than the Brown Corpus, the Federalist Papers are far from homogeneous. The word ''courts,'' for example, has a very striking dependence on document number, with several large bursts in the last few documents. There is also a strong dependence on authorship; ''courts'' is more associated with Hamilton (H) than Madison (M) or Jay (J). Figure 12 : Four log likelihood functions: λ P (x), λ 2P (x), λ NB (x) and λ K (x).
Figure 12 shows that λ P (x) is a straight line, both ends of which are suspect. At high frequencies (e.g., x≥2), λ P (x) is much too high. λ P ( 10 ) favors class A by the incredible odds of 30 million to one! This is especially hard to believe given that we have much less than a million data points. At the other end of the scale, λ P ( 0 ) predicts that no instances of ''courts'' is weak evidence (10 to 1 odds) against class A. Again, A third θ would help to fill in the dropout, but a continuous mixture of infinitely many θs would be even better.
this runs counter to our intuition as stated above. Zero instances should be no evidence either way because both classes have the same number of documents (33) with zero instances of ''courts.'' Thus we conclude that the Poisson model does not describe λ(x) very well; a straight line is too rigid to account for the description presented above.
The mixtures all have more parameters than the Poisson, and consequently, their λs need not be straight. The bent λs are more credible at both ends. Unfortunately, the Two Poisson introduces a spurious dip at λ 2P ( 5 ), because of a dropout between the two θs, as shown in Figure 13 . The dropouts in the Two Poisson produce strange undesirable behavior when multiplied and divided in the calculation of log likelihood functions.
5
The negative binomial and K-mixture fit our intuition better than the Poisson or Two-Poisson. The ends are more credible than λ P , and there is no embarrassing dip in the middle as in λ 2P . The size of the improvement is substantial; λ P and λ 2P can be off by several orders of magnitude over much of the range of interest.
Conclusions
Poisson mixtures fit the data better than the standard Poisson. Under the standard Poisson, text is modeled as a homogeneous bag of words with a constant θ across documents, whereas under the proposed mixtures, the heterogeneity of text is modeled by allowing θ to vary over documents, subject to a density function φ, designed to capture dependencies on hidden variables such as genre, topic, author, etc. These factors effect the variance (σ 2 ), entropy (H), burstiness (B), inverse document frequency (IDF), and adaptation (Pr(x ≥ 2  x ≥ 1 )) in systematic ways. Hidden variables tend to conspire to decrease the entropy and increase the four other measures of variability over what they would have been otherwise (Poisson). The deviations from Poisson are more noticeable in larger and more diverse collections, especially for words that are associated with the particular type of diversity that is most salient in the collection. Why are the deviations from Poisson more salient for ''interesting'' words like Government and courts than for ''boring'' functions words like Here? Many applications such as information retrieval and word-sense disambiguation attempt to discriminate documents on the basis of certain hidden variables such as topic, author, genre, style, etc. The more that a keyword (or ngram) deviates from Poisson, the stronger the dependence on hidden variables, and the more useful the keyword (or ngram) is for discriminating documents on the basis of these hidden dependences. Similar arguments apply in a host of other important applications such as text compression and language modeling for speech recognition where it is desirable for word and ngram probabilities to adapt appropriately to frequency changes due to various hidden dependencies.
In the collections that we have looked at, the effects have been larger for content words (e.g., Government) and smaller for function words (e.g., Here). The size of the deviations from Poisson can be dramatic. In the previous section, the standard Poisson model predicted the incredible odds of 30 million to one in a case where the truth is probably closer to the negative binomial's prediction of 82 to 1.
