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As a theoretical device it is used to detlne a preterence relation on a 
alternatives. thereby reducing the number of these alternatives 
and economics. 
set of decision 
which must be 
considered further by the decision-maker. However, in practice, data must be collected 
to estimate probability distributions. The paper discusses the errors which may result 
and the computation of their probabilities. The connection with statistical hypothesis 
testing is discussed. 
Keywords. Kolmogorov-Smirnov test; hypothesis testing: sampling errors. 
INTROOUCTiON 
When a decision-maker (Otl, is faced with a choice 
between several risky alternatives it is c-n to 
approach the problem using the expected utilitv 
model. With this approach the decision-maker 
treats the payoff under each decision alternative 
as a random variable. Given his utility function, 
the ON can compute the expected utility for each 
alternative and choose the one with the greatest 
value. Even if the utility function is not known 
exactly but only some of its properties are known 
then it may still be possible to give a partial 
solution to the decision problem. This would 
result in the elimination of some inferior 
decision alternatives. The OM then need only 
concentrate on making a choice from the remaining 
ones. Stochastic dominance (SD, is a method of 
comparison of random variables which permits this 
elimination of decision alternatives. 
If the distribution functions (c.d.f.) of the 
random variables are not known then stochastic 
dominance techniques cannot be applied. In that 
case. historical data is examined to give partial 
information about the c.d.f.‘s. Of course, using 
this (imperfect, information we may infer SO holds 
when it doesn’t (in the “popu I at ion” ) and 
conversely. In this paper, we examine this 
problem in detail. In particular, how c-n 
would these errors be and what could be done to 
improve the situation? In the next section we 
give precise definitions of all terms and concepts 
and put the problem in mathematical form. 
Foi lowing that, we examine what has been 
acccinplished in the finance literature. Final iy. 
we discuss the prob I em from the view of 
statistical hypothesis testing. 
BASIC CONCEPTS 
Let random variables X. Y represent the 
(stochastic, return on each of two possible 
investment portfolios over a specified horizon. 
Then for a given utility function u, X is 
preferred to Y if: 
E[u(XhI > E[u(Y,] (I, 
Even if Only general properties of u are known. we 
may still be able to determine preference. Let F. 
G be population c.d.f.‘s (assumed contin”oUS) 
corresponding to the random variables X. Y 
respectively. Then we may say that F dominates G 
(written FOG) by: 
(A) First Order Stochastic Dominance (FSD) if F(x) 
< G(x) for ail x. FOG by FSO if and only if 
(1) is true for all non-decreasing utility 
functions u. 
Ifi, Second Order Stochastic Dominance (560) if 
for ail x. 
FOG by SSO if and only (I, is true for all 
non-decreasing concave utiiitv functions. 
FSO is appropriate for any OH since it only 
assumes that mOre (money, is preferred to less. 
SSO, on the other hand. corresponds to a OH who is 
risk-averse. In either case. if FDG then the 
investment corresponding to G need not be 
considered further since it is dominated by the 
investment corresponding to F. (Note that if F=G 
then FOG and GOF as opposed to the usua I 
convention of no dominance in this case. Of 
course. in this case. whether we eliminate F or G 
or neither is irrelevant.) 
Now assume F. G are unknown. To check for FSO or 
SSO we obtain a sample of observations from these 
distributions. Let Fn. Ga represent the empirical 
c.d.f.‘s of F, G based on respective sample sizes 
of m and n. Historically the procedure has been 
to replace F. G in the definitions with Fn. Gn to 
test if dominance eiists. For FSO. this reduces 
to checking if Fn is always above (or always 
below) Gn or if it crosses. Consequently, we 
shall refer to this approach as the “crossing 
algorithm.” This method can be traced to Levy and 
Hanoch (1970) who used it for illustrative 
purposes only. However, later researchers applied 
this method without fully appreciating the 
potent ial for making an error. That is. given F. 
G and sample sizes m. n, there are three mutually 
exclusive and exhaustive events that may occur: 
(A, FnOGn (8, GnOFn (C, Crossing (2, 
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where “crossing” jndicates no dominance in the 
sample. We certainly would like some Idea of the 
probabilities of these events (assuming a given 
functional form for F and G). 
SItlULATION RESULTS 
We now give a brief discusslon of the estimation 
of the probabilities of the events in (2) obtained 
in the finance literature by simulation. For 
details, see Dickinson (19741, Johnson and Burgess 
(1975). Knoll and Levy (19801, and Pope and Ziwr 
(1984i. 
Suppose FDG ulth F. G specified distributions. 
When Fn, Gn are obtained there are three possible 
conclusions given by (2). Here A is the correct 
conclusion while 8. C are Incorrect. using 
computer simulation the probability of errors B 
and C can be estimated. 
For exawle. ass- F is normal with maan 1.1 and 
variance 1.0 while G is normal with mean 1.0 and 
variance 1.0. Then Pope and Zlemer (1984) chose 
n=m equal to various sample sizes from 5 through 
100 and performed the simulation 250 times for 
SSD. Between 33% and 46% of the smrpies gave the 
correct conciusion (A). with no clear dependence 
on sample size. The reverse dominance (B) was 
found in 10% and 22% of the samples. generally 
decreasing with sample size. This means that no 
dominance (C) was found in 23% to 54% of the 
samples, increasing with sample size. Thus, 
increasing sample size does not always decrease 
the probability of an incorrect response. This is 
consistent with the findings of Kroil and Levy 
(1980) for FSD and SSD. Certainly, the high error 
probabilities reported In these simulation studies 
should be cause for serious concern. 
HYPOTHESIS TESTING 
In this section we will examine the FSD crossing 
algorithm frcm a statistical viewpoint. The 
crossing algorithm can be viewed as a hypothes i s 
test related to the Kolmogorov-Smirnov (K-S) test. 
Let Fnfx). Gafxj be the empirical c.d.f .‘s 
considered as functions of x. To show the 
connection with the K-S test let 
D+,“= s~p[Fn(x) - Gn(x)l L 0 (3a) 
D;A= s~p[Ga(x) - Fn(x)l 10 (3b) 
Then P(FnDGa) = P(D+ -0) (4a) 
r)(l 
P(GaDFn) = P(D;A=O) (4b) 
P(Crosslng) = P(DLA>O and Di,>O) (4C) 
This Is analogous to the two-sample K-S test of 
il~:F=G but wlthout the usual ‘conftdence band.” 
In other words, if Fe(x) is ever greater than 
GA(x), even if only by a very small amount. then 
we will never be able to conclude FOG. It Is 
therefore not surprising that the crossing 
algorithm is known to be a very sensitive test. 
We now consider two cases: whether F and G are 
equal or not. 
The Case F=G 
Stein, Pfaffenberger, and Kumar (1983) have shown 
the following (for equal sample sizes m=n): 
P(FnDGnj = I/tn+i) (5a) 
PfGADf.) = i/(n+1) (5b) 
PfCrosslng) = I - 2/(n+l) (5c) 
(Solutions also have been obtained for values of m 
and n. m#n). IF Hc:F=G is taken to mean no 
dominance than Pterror) 5 P(FlrDGn or GnDFn) = 
2/(n+i). As can be seen. under Ho the error 
probability is independent of the comnon value of 
F and G. 
The Case FfG 
We now take F#G as the null hypothesis. While a 
more realistic situation than assuming F=G. this 
1 ntroduces considerable mathematical conpi i- 
cat ions. This is equivalent to computing the 
power of the K-S test, which is known to be a 
difficult problem. 
Steck (1974) has computed the power of a K-5 test 
for c.d.f.‘s F and G, with F=G’ where k>O is any 
positive real number. We can tran:fprm this 
problem to Ffxj=x on (0.1) and G(x) =x so that 
the error probabilities do not depend on the form 
of F and G except through the value k. Steck’s 
method expresses P(FaDGA) and P(GADFe) as a 
determinant. See Stein and Pfaffenberger (1982) 
for details. For arbitrary F and G no such 
solution is possible. In this case simulation is 
the only way to proceed. as in Kroll and Levy 
i19801. 
WHITKORE’S TEST 
As was mentioned in the previous section. the FSD 
crossing algorithm is a special case of the K-S 
test. One idea is to try to use a K-S test with a 
better choice of the confidence band. Wh I More 
(1978) suggested a 3-decision version of the K-S 
test. We present it here as a I-decision problem. 
The test statistics are given in (3). 
Choose a positive number d. The decision rule is: 
if D- > d and D+ > d. decide no dominance. 
fin n1 
If 0;s > d and D+ < d. decide FDG. 
nil 
If Din < d and D’ r)l > d. decide GDF. 
Otherwise, no decision. 
The last of the above cases corresponds to a 
failure to reject the null hypothesis Ho:F=G. 
This will occur If FA and GR are close over the 
entire range. 
Whitmore suggests choosing d so that 
Ptdecide GDF or FDG I F-G) = Q (6) 
where D is the desired Type I error probability. 
This can be done no matter what the cornnon value 
of F and G is. The value of d was chosen in this 
manner since it was claimed that any non-dominant 
F. G would be less likely to lead to a conclusion 
of dominance than F=G. That is, 
P(decide GDF or FDGlany non-dominant F.G) i u (7) 
If true. this means that we can take Ha to,b.s “no 
dominance” and control the error probability by 
using the case F=G. However, this is false. 
Consider the case where a pair of single-Crossing 
distrlbutlons with F exceeding G by only a smali 
amount while. on another region, G exceeds F by a 
large amount. in fact. we can ;make F barely 
exceed G on one region so that D ulll be small 
i<di almost surely. For a Fixed m:“n. and 0. this 
will lead to a FDG decision with a probability 
approaching 1.0 which contradicts (7). This means 
the test is biased (Massey. 1950). 
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An addltional complication is that O+ D- are 
highly negatively correlated and ccdd~wdt~ the 
rectangular critical regions are inappropriate. 
If (6) is used, it will be essentially impossible 
to reach the “no dominance” conclusion. 
There are no known tests for FSO that are (a) 
distribution-free; Lb) require only moderate 
sample sizes; and (c) are unbiased and consistent. 
In fact, it is not even clear what the null 
hypothesis should be. Ho: F=G seems reasonable 
but we cannot conclude (7) is true as we would 
hope. Ho: “no dominance” might be more reasonable 
but it is not clear how to handle this situation 
when computing the distribution of the test 
statistic under Ho. 
One promising approach is that of Franck (1984) 
who developed a test of Ho: FlG versus HI: F<G. 
This test satisfies (a) and (c) of the above 
conditions but still requires large sample Sizes. 
HIGHER ORDER OOKINANCE 
When we move to consideration of the SSO crossing 
algorithm. the situation is much more ccaulex. 
First of all. even assuming that Ho: F=G will not 
produce error probabilities independently of F=G. 
Instead. Whitmore (1978) suggested another test 
for SSO. an integrated version of the K-S test 
using the test statistic: 
SUP s 
[Fn(z) - Ga(z)ldz (8) 
x -_ 
Unfortunately, this statistic is not distribution- 
free if F=G. If F=G then we can make this 
statistic distribution-free by replacing dz by dF. 
However, the statistic will no longer provide a 
reasonable test of SSO. 
If we implement Karkouitz’s Mean-Variance rule by 
replacing the unknown population mean and variance 
by the sample mean variance then the estimation 
risk is dependent upon the population 
distribution. Consequently, it can be very 
difficult to draw genera I conclusions from 
simulation results (see Kroll 8 Levy (1980). 
Johnson & Burgess (1975). Frankfurter et all. 
(1971). Pope and Ziemer (1984)). However, since 
these studies all use a normal population the K-V 
rule is equivalent to SSO. 
Recent work by Oeshpande and Singh (1985) attacked 
the one-sample SSD problem. That is. assume FO is 
a known c.d.f.. To test HO: C=G against the 
alternative that F dominates Fo (SSD) they used an 
integrated analog of (8). This also is not 
distribution free under the null hypothesis. 
further work is needed to extend this to the two- 
sample case. 
CONCLUSIONS 
The results of our work indicate that there is no 
acceptable way to use data to test for FSD. The 
situation for SSO is even worse. due to the 
mathematical difficulty of working with integrated 
c.d.f.‘s. Since it may be expected that any 
distribution-free test for SSO that may be 
developed would perform more worly than tests 
based on known 
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