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A NOTE ON HOMOLOGY FOR SMALE SPACES
by
Valerio Proietti
Abstract. — We collect three observations on the homology for Smale spaces defined
by Putnam. The definition of such homology groups involves four complexes. It is
shown here that a simple convergence theorem for spectral sequences can be used
to prove that all complexes yield the same homology. Furthermore, we introduce a
simplicial framework by which the various complexes can be understood as suitable
“symmetric” Moore complexes associated to the simplicial structure. The last section
discusses projective resolutions in the context of dynamical systems. It is shown that
the projective cover of a Smale space is realized by the system of shift spaces and
factor maps onto it.
Contents
1. Preliminaries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1. Dimension groups. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2. Complexes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2. Cs,A(π) is quasi-isomorphic to C
s(π). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1. Filtrations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2. Spectral sequences. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3. Simplicial viewpoint. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1. Symmetric simplicial groups. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2. Symmetric cosimplicial groups. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4. Projective covers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2010 Mathematics Subject Classification. — 18G35; 37B10, 18G05.
Key words and phrases. — Smale spaces, Dimension groups, Homology, Spectral sequences, Pro-
jective resolutions.
Supported by the Danish National Research Foundation through the Centre for Symmetry and
Deformation (DNRF92).
A NOTE ON HOMOLOGY FOR SMALE SPACES 2
Introduction and main results
When Steven Smale initiated his study of smooth maps on manifolds, he defined
the notion of Axiom A diffeomorphism [19]. The main condition is that the map,
restricted to its set of non-wandering points, has a hyperbolic structure. The non-
wandering set of these systems can be canonically decomposed into finitely many
disjoints sets, called basic sets, each of which is irreducible in a certain sense. One of
Smale’s great insights was that, even though one began with a smooth system, the
non-wandering set itself would not usually be a submanifold, but rather an object of
fractal-like nature. This can be taken as a motivation for moving from the smooth
category to the topological one.
Smale spaces were introduced by Ruelle as a purely topological description of the
basic sets of Smale’s Axiom A diffeomorphisms [17]. In this paper we consider the
homology theory for Smale spaces introduced by Putnam in [15]. This can be viewed
as a solution to Smale’s problem of classifying Axiom A systems by relatively simple
combinatorial data, in the same fashion that Morse-Smale systems could be described.
Shifts of finite type are the zero dimensional examples of Smale spaces and are
the basic building blocks of the theory. Putnam’s homology can be viewed as a far-
reaching generalization of Krieger’s dimension groups for shifts of finite type [9]. In
the preliminaries of this paper, we review the notion of Krieger’s invariant and explain
its connection to K-theory by examining the stable and unstable equivalence relations
which define the associated C∗-algebras (this is a well-known result, here it is simply
expressed in a slightly unusual form, see Theorem 1.10).
There are many interesting and open questions concerning Putnam’s homology for
Smale spaces. In the literature, computations of the homology groups have been done
mostly by resorting to the definition, e.g., [15, Chapter 7]. It is desirable to have some
machinery, as it occurs with algebraic topology, which would aid in these calculations
by appealing to techniques such as long exact sequences, excision, etc.
Exact analogues are at the moment not so clear, but it is reasonable that an
alternative, perhaps more conceptual definition of the homology could shed some
light on these issues. Moreover, this could also lead to clarifying the relations with
Čech cohomology and K-theory (beyond the case of shifts of finite type). More on
these questions can be found in [15, Chapter 8]. This paper started as an effort to
research in this direction.
The technical definition of Putnam’s homology groups involves four bicomplexes
[15, Chapter 5]. Only three of these are shown to be quasi-isomorphic, leaving out
the largest (but perhaps most natural) double complex, which has a clear connection
to K-theory. The first result of this paper fills this gap by showing, thanks to a simple
convergence theorem for spectral sequences, that this double complex also yields the
same homology groups. The formal statement is given in Corollary 2.7.
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Section 3 is concerned with proving a collection of results that are already proved in
Putnam’s memoir, by taking a slightly different and somewhat more unified perspec-
tive. The key observation stems from the simplicial nature of the homology theory
for Smale spaces: a given Smale space is suitably “replaced” by a bisimplicial shift
of finite type, to which Krieger’s invariant is applied to get (in conjunction with the
Dold-Kan correspondence) a bicomplex which defines the homology groups of interest.
From this viewpoint, the different variants of this bicomplex appear as the associ-
ated Moore complexes (i.e., the normalized chain complexes). There is also an action
of the symmetric group which is exploited to obtain all of Putnam’s complexes as
“reduced” complexes with respect to this mixed simplicial-symmetric structure. The
main result in this section, proved as application of these methods, is Theorem 3.10.
The last section introduces the concept of projectivity for dynamical systems and
attempts to justify the definition of the homology theory for Smale spaces by drawing
a parallel with sheaf cohomology. The main result here is that the projective cover of a
Smale space can be defined as a certain projective limit over the symbolic presentations
for the given space. The rigorous statement is found in Theorem 4.3.
Most of the conventions and notations in this paper are taken directly from [15].
No attempt is made to put the results in broader context or expand on detail. For
these reasons the reader is advised to have a copy of Putnam’s A Homology Theory
for Smale Spaces [15] handy.
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1. Preliminaries
A Smale space (X,φ) is a dynamical system consisting of a homeomorphism φ on a
compact metric space (X, d) such that the space is locally the product of a coordinate
that contracts under the action of φ and a coordinate that expands under the action
of φ. The precise definition requires the definition of a bracket map satisfying certain
axioms [15, 17].
The most essential feature of Smale spaces is given by the definition of two equiv-
alence relations, named respectively stable and unstable, which reads as follows:
– given x, y ∈ X , we say they are stably equivalent if
lim
n→+∞
d(φn(x), φn(y)) = 0;
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– given x, y ∈ X , we say they are unstably equivalent if
lim
n→+∞
d(φ−n(x), φ−n(y)) = 0.
The orbit of x ∈ X under the stable (respectively unstable) equivalence relation
is called the global stable (resp. unstable) set and is denoted Xs(x) (resp. Xu(x)).
Given a small enough ǫ > 0, local stable and unstable sets are also defined, and
they are denoted respectively Xs(x, ǫ) and Xu(x, ǫ). They provide the local product
structure in the following sense: each x ∈ X admits an open neighborhood which is
homeomorphic (via the bracket map) to the product Xu(x, ǫ) ×Xs(x, ǫ). Local and
global sets are related through the following identities:
Xs(x) =
⋃
n≥0
φ−n(Xs(φn(x), ǫ))
Xu(x) =
⋃
n≥0
φn(Xs(φ−n(x), ǫ)).
Let (X,φ) be a Smale space. We will assume that (X,φ) is non-wandering, so that
there exists an s/u-bijective pair π = (Y, ψ, πs, Z, ζ, πu) (see [15, Section 2.6] for this
notion). Recall from [15, Sections 2.5 and 2.6] that we can assume Y and Z to be
non-wandering, and also πs and πu to be finite-to-one.
We define a subshift of finite type for each L,M ≥ 0,
ΣL,M (π) = {(y0, . . . , yL, z0, . . . , zM ) |yl ∈ Y, zm ∈ Z,
πs(yl) = πu(zm), 0 ≤ l ≤ L, 0 ≤ m ≤M}.
We have maps
δl : ΣL,M → ΣL−1,M (1)
δ,m : ΣL,M+1 → ΣL,M
which delete respectively entries yl and zm. Theorem 2.6.13 in [15] asserts that the
maps δl are s-bijective and the maps δ,m are u-bijective (these will be defined shortly).
Given a subshift of finite type Σ, we can associate to it an abelian group, denoted
Ds(Σ), defined in [15, Chapter 3] (see also [9]). It will be called the (stable) dimension
group of Σ. This construction is covariant for s-bijective maps and contravariant for
u-bijective maps [15, Sections 3.4 and 3.5]. We summarize here these definitions:
Definition 1.1. — Let f : (X,φ)→ (Y, ψ) be a map of Smale spaces. Consider for
each x ∈ X the restrictions
f : Xs(x)→ Y s(f(x)) (2)
f : Xu(x)→ Y u(f(x)). (3)
– If (2) is injective, we say that f is s-resolving. If it is injective and surjective,
then we say f is s-bijective.
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– If (3) is injective, we say that f is u-resolving. If it is injective and surjective,
then we say f is u-bijective.
1.1. Dimension groups. — Let us start with the definition of Krieger’s dimension
groups.
Definition 1.2. — Let (Σ, σ) be a subshift of finite type. For e ∈ Σ, consider the
family of compact open subsets in the stable orbit Σs(e) and denote it by COs(Σ, σ, e).
Define COs(Σ, σ) = ∪e∈ΣCOs(Σ, σ, e). Let ∼ be the smallest equivalence relation
such that, for E,F ∈ COs(Σ, σ), we have
– E ∼ F if [E,F ] = E, [F,E] = F , assuming both sets are defined;
– E ∼ F if and only if σ(E) ∼ σ(F ).
We define Ds(Σ, σ) (abbreviated Ds(Σ)) to be the free abelian group on the ∼-
equivalences [E], modulo the subgroup generated by [E ∪ F ]− [E]− [F ], where E,F
belong to COs(Σ, σ) and E ∩ F = ∅.
There is a definition of Du(Σ, σ), which is left to the imagination of the reader,
since it won’t be used in the rest of this paper.
It is easy to see that, in the construction above, it is sufficient to consider clopens
lying in the local stable sets.
Lemma 1.3. — Define a family of sets COsǫ (Σ, σ), composed of clopens E ⊆ Σ
s(e, ǫ)
for some e ∈ Σ and ǫ < 1/4. Consider the abelian group Dsǫ (Σ, σ), defined as in
Definition 1.2, but replacing COs(Σ, σ) with COsǫ (Σ, σ). Then we have D
s(Σ, σ) ∼=
Dsǫ(Σ, σ).
Proof. — Given E ∈ COs(Σ, σ), E ⊆ Σs(f), there is a well-defined function E → N,
defined assigning to e ∈ E the minimum number N(e) such that en = fn whenever
n ≥ N(e). In other words, N(e) is the minimum natural number such that
e ∈ σ−N(e)(Σs(σN(e)(f), ǫ)).
By definition E ∩ σ−n(Σs(σn(f), ǫ)) is clopen for each n ∈ N, which implies the
assignment e 7→ N(e) is continuous. Since E is compact, there is N(E) ∈ N such that
E ⊆ σ−N(E)(Σs(σN(E)(f), ǫ)).
Therefore E can be partitioned in a finite number of disjoint clopens Ei with Ei ∈
COsǫ (Σ, σ). We conclude [E] ∈ D
s
ǫ(Σ, σ). All is left to show is the equivalence relation
defining Ds(Σ, σ) is determined within the clopens in COsǫ (Σ, σ). Let E ∼ F be sets
in COs(Σ, σ) and take N to be the maximum between N(E) and N(F ). By definition
E ∼ F if and only if σN (E) ∼ σN (F ), and of course σN (E) and σN (F ) belong to
local stable sets. This completes the proof.
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Σu(x)
Σs(x)
x
E F
e f
∼
Figure 1. In this figure, E and F are compact opens in COsǫ (Σ, σ), with
E ⊆ Σs(e, ǫ) and F ⊆ Σs(f, ǫ). The shaded area in yellow indicates that
[E,F ] = E, [F,E] = F and therefore E and F are equivalent sets.
A consequence of the previous lemma is that we can illustrate the definition of
dimension group by a simple figure (Figure 1).
When (Σ, σ) is non-wandering we can simplify the computation of the dimension
group even further, because we can decompose Σ in basic pieces as follows (see [15,
Theorem 2.1.13]).
Theorem 1.4. — Given a non-wandering Smale space (X,φ), there are closed pair-
wise disjoint sets X1, . . . , Xn and a permutation α ∈ Sn such that φ(Xi) = Xα(i) for
all i = 1, . . . , n. Moreover, for any i and k such that αk(i) = i, the system (Xi, φk) is
a mixing Smale space.
Since the stable and unstable orbits are the same for (X,φ) and (X,φk), it is a
simple matter to see that, applying the previous theorem to (Σ, σ), we get a decom-
position
Ds(Σ) ∼= Ds(Σ1)⊕ · · · ⊕D
s(Σn), (4)
(see also [13, Section 2]).
Remark 1.5. — In this paper we consider the dimension group merely as a group-
invariant, without keeping track of the positive cone and of the induced automorphism
(for more details, see [10, Chapter 7]). Since the decomposition in (4) holds at the
level of C∗-algebras, the positive cones decompose along the same shape. The induced
automorphism (which also exists at the C∗-level) permutes the summands according
to α as in Theorem 1.4.
In view of the preceding discussion, for the rest of this subsection we assume that
(Σ, σ) is mixing, in particular the global stable sets are dense.
Lemma 1.6. — Let f ∈ Σ and define COsf (Σ, σ) = {E ∈ CO
s
ǫ (Σ, σ) | E ⊆
Σs(f)}. Consider the abelian group Dsf (Σ, σ), defined as in Definition 1.2, but re-
placing COs(Σ, σ) with COsf (Σ, σ). Then we have D
s(Σ, σ) ∼= Dsf (Σ, σ).
Proof. — Given E ∈ COsǫ (Σ, σ), it is sufficient to prove [E] = [F ] for some F ∈
COsf (Σ, σ). Suppose E ⊆ Σ
s(e, ǫ) and let Σ(e, ǫ) denote the open ball centered
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at e of radius ǫ. Note that Σs(e, ǫ) ⊆ Σ(e, ǫ). Since Σs(f) is dense, we can find
f ′ ∈ Σs(f)∩Σ(e, ǫ) and define F = [f ′, E]. The basic properties of the bracket imply
[E,F ] = E, [F,E] = F .
Remark 1.7. — It is clear that COsf (Σ, σ) gives a basis for the topology of Σ
s(f).
Thus Ds(Σ) is generated by equivalence classes of basic clopens in some global sta-
ble set.
Let Ru(Σ, f) be the set of pairs of unstably equivalent points which belong to the
stable orbit through f ∈ Σ. This is an amenable, étale groupoid when endowed with
the topology as in [20, Section 1.2] (see also [16, Theorem 3.6]).
Remark 1.8. — In [12, page 14] the question arises if stable and unstable equiv-
alence relations of any mixing Smale space are locally compact amenable groupoids.
The answer is positive and the proof is as follows: by [4, Corollary 3.8], in the equiv-
alence class (in the sense of [11]) of such equivalence relations we can find étale
amenable groupoids, because their corresponding C∗-algebras have finite nuclear di-
mension (see [3, Theorem 5.6.18]). Amenability is invariant under this sort of equiv-
alence by [1, Theorem 2.2.17].
A subbase for the topology on Ru(Σ, f) is given by triples (E,F, γ) where E,F
are basic clopens of the unit space Σs(f) and γ : E → F is homeomorphism such that
(e, γ(e)) ∈ Ru(Σ, f) for all e ∈ E. We consider the following “categorification” of
Ru(Σ, f): define a category C(Σ, f) whose objects are the clopens in COsf (Σ, σ) and
morphisms E → F are inclusions E →֒ F and triples (E,F, γ) as above.
Recall that the K-theory K0(C) of an additive category (C,⊕) is the abelian group
generated by isomorphism classes [E] of objects E ∈ C subject to the relation [E⊕F ] =
E+F . If we interpret isomorphism classes as (E,F, γ)-orbits in C(Σ, f), and we take
E ⊕ F to mean E ∪ F,E ∩ F = ∅, then we obtain a well-defined abelian group
K0(C(Σ, f)).
Remark 1.9. — Note the condition E ⊕ F is completely determined by inclusions.
Indeed unions and intersections are specific colimits and limits in C(Σ, f).
Theorem 1.10. — We have Ds(Σ) ∼= K0(C(Σ, f)) for any f ∈ Σ.
Proof. — Let us take E and F such that [E] = [F ]. In particular there is n ∈ N and
f ∈ σ−n(F ) such that [f, σ−n(E)] = σ−n(F ). It is easy to see that the map
γ(e) = σn([f, σ−n(e)]) (5)
is a homeomorphism of E onto F , and obvioulsy σ−n(e) belongs to the local unstable
set of σ−n(γ(e)), therefore (e, γ(e)) ∈ Ru(Σ, f).
Conversely, if (E,F, γ) is an isomorphism in C(Σ, f), then by [20, Lemma 4.14]
(and compactness), we can partitition E in a finite number of clopens E1, . . . , En,
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and correspondingly F in F1, . . . , Fn, where Ei is homeomorphic to Fi through a map
in the form of (5). Therefore [Ei] = [Fi] and by the defining relation [E] = [F ].
If χE is the indicator function of the clopen E inside the groupoid C∗-algebra
C∗(Ru(Σ, f)), then a little thinking over the assignment E 7→ χE gives the following
well-known result (for more details see [20, Section 4.3]).
Corollary 1.11. — There is an isomorphism
K0(C∗(Ru(Σ, f))) ∼= K0(C(Σ, f)) ∼= Ds(Σ)
for any f ∈ Σ.
Remark 1.12. — As was already implicitly noted in Remark 1.8, the reason why
the choice of f ∈ Σ doesn’t affect the K-theory group is to be found in the statement
that reducing a groupoid to a transversal preserves its equivalence class, as explained
in more detail in [11, Example 2.7].
1.2. Complexes. — The maps in (1) will induce group morphisms denoted respec-
tively δsl , δ
s∗
,m. For each L,M ≥ 0, we consider maps
∂sL,M : D
s(ΣL,M (π))→ Ds(ΣL−1,M (π)) (6)
∂sL,M =
∑
0≤l≤L
(−1)lδsl
∂s∗L,M : D
s(ΣL,M (π))→ Ds(ΣL,M+1(π)) (7)
∂sL,M =
∑
0≤m≤M+1
(−1)L+mδs∗,m.
It is clear from the definition that
∂sL,M+1 ◦ ∂
s∗
L,M = ∂
s∗
L−1,M ◦ ∂
s
L,M .
Furthermore, by applying [15, Theorems 2.6.11, 2.6.12, 4.1.14], we have that
– for each M ≥ 0, (6) is a chain complex;
– for each L ≥ 0, (7) is a cochain complex.
Altogether, we have a double complex (Cs(π)•,•, ∂s, ∂s∗), where
Cs(π)L,M =
{
Ds(ΣL,M (π)) if L ≥ 0 and M ≥ 0
0 else.
The totalization of this complex is the chain complex (Tot⊕(Cs(π))•, ds), where
Tot⊕(Cs(π))N =
⊕
L−M=N
Cs(π)L,M
dsL,M = ∂
s
L,M + ∂
s∗
L,M
dsN =
⊕
L−M=N
dsL,M : Tot
⊕(Cs(π))N → Tot⊕(Cs(π))N−1.
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L,M + 1
L,M
∂s∗
∂s
L− 1,M
Figure 2. A representation of the complexes Cs(π)•,• and Tot
⊕(Cs(π))•.
The direct sums of the groups lying on the dashed diagonals give
Tot⊕(Cs(π))•. The differentials d
s (e.g., the zigzag arrow in the top-left
square) run from south-east to north-west, decreasing degree by 1.
By slightly modifying the invariant Σ 7→ Ds(Σ), we can introduce a cochain com-
plex which is related to (7), and will give rise to another double complex. We sum-
marize the details of this construction (see [15, Definition 4.1.5]):
– For any L ≥ 0, the symmetric group SM+1 acts by automorphisms (in particular,
s-bijective maps) on ΣL,M (π). Define the group
Ds,A(ΣL,M (π)) = {a ∈ D
s(ΣL,M (π)) | a = sgn(β)β(a) for all β ∈ SM+1};
– By [15, Lemma 5.1.6], we have
∂sL,MD
s
,A(ΣL,M (π)) ⊆ D
s
,A(ΣL−1,M (π))
∂s∗L,MD
s
,A(ΣL,M (π)) ⊆ D
s
,A(ΣL,M+1(π));
– Define a bicomplex (Cs,A(π)•,•, ∂
s, ∂s∗) by setting
Cs,A(π)L,M = D
s
,A(ΣL,M (π));
– The inclusion map J : Ds,A(ΣL,M (π))→ D
s(ΣL,M (π)) induces chain maps
(Cs,A(π)•,•, ∂
s, ∂s∗)→ (Cs(π)•,•, ∂s, ∂s∗)
(Tot⊕(Cs,A(π))•, d
s)→ (Tot⊕(Cs(π))•, ds),
and in particular, for each L ≥ 0, a cochain map
(Cs,A(π)L,•, ∂
s∗)→ (Cs(π)L,•, ∂
s∗).
The advantage in using the complex just defined lies in the following propositions,
proved in [15, Theorem 4.2.12, Theorem 4.3.1]
Proposition 1.13. — There is N ≥ 0 such that Cs,A(π)L,M = 0 whenever M ≥ N .
Proposition 1.14. — For each, L ≥ 0, the cochain map
J : (Cs,A(π)L,•, ∂
s∗)→ (Cs(π)L,•, ∂s∗)
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is a quasi-isomorphism, i.e., for each N ∈ Z there are induced isomorphisms
J∗ : HN (Cs,A(π)L,•, ∂
s∗) ∼= HN (Cs(π)L,•, ∂s∗).
Definition 1.15. — By considering the symmetric group action SL+1 on ΣL,M (π),
one can introduce another invariant
DsQ(ΣL,M (π)) =
Ds(ΣL,M (π))
DsB(ΣL,M (π))
,
where DsB(ΣL,M (π)) is the subgroup of D
s(Σ) generated by
– all elements a satisfying α(a) = a for some non-trivial transposition α in the
symmetric group SL+1;
– all elements of the form a− sgn(α)α(a), where α ∈ SL+1.
Associated to this invariant is the bicomplex denoted CsQ(π) in [15, Chapter 5]. This
complex enjoys the analogous property of Proposition 1.13, i.e., it is zero outside a
bounded region in the L-direction.
By combining both approaches, one can also introduce a fourth bicomplex, denoted
CsQ,A(π) and based on the following “dimension group”:
DsQ,A(ΣL,M (π)) =
Ds,A(ΣL,M (π))
DsB(ΣL,M (π)) ∩D
s
,A(ΣL,M (π))
.
This complex is zero outside a bounded rectangle of the first quadrant. Further details
on these constructions are found in [15, Definition 5.1.7]. It is proved in [15, Section
5.3] that there are quasi-isomorphisms
Cs,A(π)→ C
s
Q,A(π)→ C
s
Q(π).
These results and constructions will be obtained through different methods in the
next sections of this paper.
By definition, the (stable) homology groups of (X,φ) are given by (N ∈ Z)
HsN (X,φ) = HN (Tot
⊕(CsQ,A(π))•, d
s).
It is proved in [15, Section 5.5] that this definition does not depend on the particular
choice of s/u-bijective map π.
2. Cs,A(π) is quasi-isomorphic to C
s(π)
We are going to prove in this section that Cs,A(π) is quasi-isomorphic to C
s(π).
This is the missing (but conjectured) result from Putnam’s memoir [15, page 90]. For
brevity, we write C = Cs(π) and CA = Cs(π),A.
There are at least two reasons why this quasi-isomorphism is important: firstly, it
is clear that C is the most straight-forward among the definable complexes for the
homology of Smale spaces, and therefore it is a basic fundamental result that it’s
computing the same invariants as the other complexes. Secon
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0
0
0
∂s∗
∂s
p,M
p,M+1
Figure 3. The vetical filtration.
importantly, C is also the complex with the most evident connection to K-theory for
the associated C∗-algebras. Indeed, if we consider the C∗-morphisms induced by δl
and δ,m as explained in [13], their corresponding K-theory maps agree with δsl and
δs∗,m after the identification given in Corollary 1.11.
2.1. Filtrations. — We proceed by defining the vertical filtration on C•,•, i.e., the
family of subcomplexes given by (p ∈ Z)
FpCL,M =
{
CL,M if L ≤ p
0 else,
in other words everything to the right of the vertical line L = p is set to zero, see
Figure 3.
The resulting family {Tot⊕(FpC)• | p ∈ Z} is a filtration of the totalization chain
complex. Note there is a chain of inclusions
· · · ⊆ Tot⊕(FpC)• ⊆ Tot⊕(Fp+1C)• ⊆ · · · . (8)
In complete analogy, we get a filtration
· · · ⊆ Tot⊕(FpCA)• ⊆ Tot
⊕(Fp+1CA)• ⊆ · · · . (9)
The following remarks will be important in the next subsection.
Remark 2.1. — The filtration in (8) is exhaustive, i.e., the union over all p of
Tot⊕(FpC)• is Tot⊕(C)•. Note this implies the induced filtration on homology is also
exhaustive. The same holds for (9).
Remark 2.2. — The filtration in (8) is bounded below, i.e., for each N ∈ Z there
exists s ∈ Z such that Tot⊕(FsC)N = 0. For N ≥ 0 we can take s = N − 1; when
N < 0 we take s = −1. Note this implies the induced filtration on homology is also
bounded below. The same holds for (9).
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2.2. Spectral sequences. — A filtration of a chain complex gives rise to a spectral
sequence, see [21, Theorem 5.4.1] for a proof.
Proposition 2.3. — A filtration F of a chain complex C determines a spectral se-
quence:
E0pq = FpCp+q/Fp−1Cp+q
E1pq = Hp+q(E
0
p•).
In order to discuss convergence for the spectral sequence in Proposition 2.3, we
introduce a bit of terminology (we follow [21, Chapter 5]). The expert reader may
skip to Corollary 2.7.
Recall that a (homology) spectral sequence is bounded below if for each n there is
s = s(n) such that the terms Erpq with p + q = n vanish for all p < s. A spectral
sequence is regular if for each p and q the differentials drpq leaving E
r
pq are zero for all
large r.
Remark 2.4. — Bounded below spectral sequences are regular. If F is a bounded
below filtration (see Remark 2.2), then the spectral sequence in Proposition 2.3 is
bounded below, hence regular.
For each n ∈ Z, the homology group Hn(C) receives an induced filtration
· · · ⊆ FpHn(C) ⊆ Fp+1Hn(C) ⊆ · · · ⊆ Hn(C).
We say the spectral sequence abuts to to H∗(C) if, for all p, q, n ∈ Z,
1. there are isomorphisms
βpq : E∞pq ∼= FpHp+q(C)/Fp−1Hp+q(C); (10)
2. Hn(C) = ∪pFpHn(C);
3. ∩FpHn(C) = 0.
When (F , C) = (F,Tot⊕(C)) or (F , C) = (F,Tot⊕(CA)), items 2 and 3 above follow
from Remarks 2.1 and 2.2 respectively.
We say the spectral sequence converges to H∗(C) if it abuts to H∗(C), it is regular,
and it holds for each n ∈ Z that
Hn(C) = lim←−
p∈Z
Hn(C)
FpHn(C)
.
Note that a bounded below (hence regular) spectral sequence always satisfies the con-
dition above, therefore it converges to H∗(C) as soon as the abutment condition holds.
This applies to the spectral sequences associated to (F,Tot⊕(C)) and (F,Tot⊕(CA)),
because of Remarks 2.2 and 2.4.
Suppose {Erpq} and {E
′r
pq} satisfy (10) with respect to H∗ and H
′
∗ respectively. We
say that a map h : H∗ → H ′∗ is compatible with a morphism f : E → E
′ if
– h(FpHn) ⊆ FpH ′n for all n ∈ Z;
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– the induced maps FpHn/Fp−1Hn → FpH ′n/Fp−1H
′
n correspond under β and
β′ to f∞pq : E
∞
pq → E
′∞
pq , q = n− p.
We recall the following result [21, Theorem 5.5.1].
Theorem 2.5. — Condition (10) holds for bounded below spectral sequences.
In particular, if (F , C) is a filtered chain complex where F is exhaustive and bounded
below, then the associated spectral sequence is bounded below and converges to H∗(C).
Moreover, the convergence is natural: if f : C → C′ is a map of filtered complexes,
then the map f∗ : H∗(C)→ H∗(C′) is compatible with the corresponding morphism of
spectral sequences.
Corollary 2.6. — With notations as above, if f r : Erpq ∼= E
′r
pq is an isomorphism
for all p, q and some r (hence for r =∞, see [21, Lemma 5.2.4]), then f∗ : H∗(C)→
H∗(C′) is an isomorphism.
Corollary 2.7. — There are convergent spectral sequences
E1pq = Hq((CA)p,•, ∂
s∗)⇒ Hp+q(Tot
⊕(CA)•, d
s) ∼= Hsp+q(X,φ)
E′1pq = Hq(Cp,•, ∂
s∗)⇒ Hp+q(Tot
⊕(C)•, d
s).
Furthermore, the inclusion chain map
J : (Tot⊕(CA)•, ds)→ (Tot⊕(C)•, ds)
is a quasi-isomorphism.
Proof. — The spectral sequences arise by applying Proposition 2.3 with (F , C) =
(F,Tot⊕(C)) and (F , C) = (F,Tot⊕(CA)). Convergence follows from Theorem 2.5.
The map J induces isomorphisms
J1 : E1pq = Hq((CA)p,•, ∂
s∗) ∼= E′1pq = Hq(Cp,•, ∂
s∗)
for all p, q by Proposition 1.14. The result follows from Corollary 2.6 above.
Corollary 2.8. — Homology groups for the Smale space (X,φ) can be equally defined
as (N ∈ Z)
HsN (X,φ) = HN (Tot
⊕(Cs(π))•, d
s).
3. Simplicial viewpoint
The s/u-bijective pair π = (Y, ψ, πs, Z, ζ, πu) for (X,φ) gives rise to a bisimplicial
Smale space (ΣL,M (π))L,M≥0. We will drop the reference to π for brevity.
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The face maps are given by (1). We stress that the δl’s are s-bijective and the
δ,m’s are u-bijective. The degeneracy maps are as follows:
sl : ΣL,M → ΣL+1,M
(y0, . . . , yl, . . . , yL, z0, . . . , zM ) 7→ (y0, . . . , yl, yl . . . , yL, z0, . . . , zM )
s,m : ΣL,M → ΣL,M+1
(y0, . . . , yL, z0, . . . , zm, . . . , zM ) 7→ (y0, . . . , yL, z0, . . . , zm, zm, . . . , zM ),
for l = 0, · · · , L and m = 0, . . . ,M .
Remark 3.1. — Let us point out a notational difference between the present paper
and [15]. Whenever we write δl, Putnam appends an extra comma to the subscript,
i.e., δl,. We deviated from this convention because the distinction between δl, and δ,m
is less important in our case, for we rarely use δ,m. In accordance with this usage, we
denote the map sl and not sl,.
Remark 3.2. — Note that sl(ΣL,M ) ⊆ ΣL+1,M is a closed shift-invariant system,
clearly isomorphic to ΣL,M . The same holds for s,m(ΣL,M ) ⊆ ΣL,M+1.
Remark 3.3. — It is not difficult to see that, for each l, the map sl is s-bijective
because its inverse is given by δl. The situation is different for the maps s,m: they
are only s-resolving.
Proposition 3.4. — There are induced maps
ssl : D
s(ΣL,M )→ D
s(ΣL+1,M )
ss∗,m : D
s(ΣL,M+1)→ Ds(ΣL,M ).
Moreover, the map ssl is split-injective.
Proof. — Recall that (equivalence classes of) compact open sets inside stable or-
bits provide generators for the dimension groups. Given one of such classes [E] ∈
Ds(ΣL,M ), the assignment [E] 7→ [sl(E)] is a well-defined group morphism because
the map sl : ΣsL,M (e) → Σ
s
L+1,M (sl(e)) is a homeomorphism. The splitting for the
map ssl is given by δ
s
l . The definition of s
s∗
,m is given by E 7→ s
−1
,m (E). This preim-
age is compact because s,m is proper, as s-resolving maps are proper [15, Theorem
2.5.4]. Since E ∩ F = ∅ implies s,m(E) ∩ s,m(F ) = ∅, the map respects the group
operation.
The theorem below follows easily from the discussion so far (and some simple
verifications). See [21, Chapter 8] for the Dold-Kan correspondence.
Theorem 3.5. — Applying the Ds-functor to the bisimplicial space Σ•,• results in
a simplicial cosimplicial group (Ds(Σ•,•), δsl , s
s
l , δ
s
,m, s
s∗
,m). Furthermore the unnor-
malized double complex associated to said group via the Dold-Kan correspondence
is (CL,M , ∂s, ∂s∗), as defined in Section 1.
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Remark 3.6. — As was mentioned at the beginning of Section 2, the complex
(CL,M , ∂s, ∂s∗) is also the result of applying the K-theory functor to Σ•,•. The in-
termediate step in this case is constructing the associated C∗-algebras, which are AF
[20, Section 4.3], so the odd K-groups vanish.
By considering the normalizations (sometimes called the Moore complexes) associ-
ated to Ds(Σ•,•) we obtain simplicial versions of the bicomplexes CA, CQ, CA,Q that
were previously introduced. It is well-known that these all yield isomorphic homology
groups (see [21, Theorem 8.3.8]). However, it should be noted that these complexes
are not as useful as their “symmetric” counterpart (to be introduced in the next sec-
tion), because they don’t allow for computational simplifications as in Proposition
1.13.
3.1. Symmetric simplicial groups. — Fix M ≥ 0 and consider the simplicial
group (Σ•,M , δsl , s
s
l ). It carries an action of the symmetric group SL+1. Recall that
this group is generated by the adjacent transpositions tl = (l l + 1), l = 0, . . . , L− 1
(see [8, Section 5, Theorem 3]).
The functorial properties of the Ds-invariant easily give the theorem below. The
notion of symmetric simplicial group is inspired by [7].
Theorem 3.7. — The simplicial group (Σ•,M , δsl , s
s
l ) is a symmetric object, i.e., it
carries an action of the transpositions ti’s, subject to the defining relations of SL+1
and to the following mixed relations:
δsj ti = tiδ
s
j s
s
jti = tis
s
j (i < j − 1)
δsi ti = δ
s
i+1 s
s
i ti = ti+1tis
s
i+1
δsj ti = ti−1δ
s
j s
s
jti = ti+1s
s
j (i > j)
tis
s
i = s
s
i .
For some l and j = 1, . . . , L + 1 − l, we are going to consider the cycle σj =
(l+ j l+ j− 1 · · · l+1) in SL+1 and the compositions σjsl. Note σ1sl = sl. In other
words σjsl is an additional degeneracy map which repeats entry yl at coordinate l+ j:
(y0, . . . , yl, . . . , yL)
σjsl
// (y0, . . . , yl, . . . , yl+j−1, yl, yl+j , . . . yL) ∈ ΣL+1,M .
As composition of s-bijective maps, the σjsl’s induce group morphisms
Ds(ΣL,M )
(σjsl)
s
// Ds(ΣL+1,M ).
It is then natural to define the groups of degenerate chains,
D˜CL,M =
∑
l,j
(σjsl)
s(CL−1,M ).
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The subgroup
∑
l(σ1sl)
s(CL−1,M ) is preserved by the differential ∂s thanks to the
simplicial identities, but when j > 1 the identities in Theorem 3.7 give the following
relation:
∂s(D˜CL,M ) ⊆ D˜CL−1,M + 〈σj(a)− sgn(σj)(a) | a ∈ CL,M 〉, (11)
because δsl (σjsl)
s(a) = σj(a) and δsl+j(σjsl)
s(a) = a.
Lemma 3.8. — There is an equality (a ∈ CL,M)
〈σj(a)− sgn(σj)(a)〉 = 〈ti(a) + a | i = 1, . . . , L− 1〉
= 〈α(a)− sgn(α)(a) | α ∈ SL+1〉.
Proof. — Since the ti’s are generators we can write α(a) = ti1 · · · tin(a). Then we
have
(ti1 · · · tin(a) + ti2 · · · tin(a))− (ti2 · · · tin(a) + ti3 · · · tin(a))
+ (ti3 · · · tin(a) + ti4 · · · tin(a))− · · · ± (tin(a) + a) = α(a)± a.
The sign is positive when n is odd and negative when n is even, i.e., it is in accordance
with −sgn(α). Note that our notation for σj does not make reference to the index l,
so that σj(a) for j = 2 includes all elements of the form ti(a).
We can now “correct” our definition of degenerate chains by setting DCL,M to be
the group generated by D˜CL,M and 〈α(a)− sgn(α)(a) | a ∈ Ds(ΣL,M ), α ∈ SL+1〉.
Lemma 3.9. — (DC•,M , ∂s) is a well-defined subcomplex of (C•,M , ∂s).
Proof. — In view of the remark in (11), we only need to check what happens to
∂s(ti(a) + a). By looking at the identities in Theorem 3.7, we see that it suffices to
check the expression δsi (ti(a) + a)− δ
s
i+1(ti(a) + a). It is easy to see that δ
s
i+1ti = δ
s
i
so we get
δsi (ti(a) + a)− δ
s
i+1(ti(a) + a) = δ
s
i+1(a) + δ
s
i (a)− δ
s
i (a)− δ
s
i+1(a) = 0.
Therefore ∂s preserves the subgroup 〈α(a)−sgn(α)(a) | a ∈ Ds(ΣL,M ), α ∈ SL+1〉.
Theorem 3.10. — Consider the short exact sequence
0 // DC•,M // C•,M //
C•,M
DC•,M
// 0.
The complex DC•,M is acyclic, hence the projection map is a quasi-isomorphism.
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Proof. — Set DCL = DCL,M for brevity. We filter DC•,M by setting F0DCL = 0
and
FpDCL =
k∑
l=0
L−l∑
j=1
(σjsl)s(CL−1,M )
+
n∑
j=1
(σjsk+1)s(CL−1,M ) + 〈α(a) − sgn(α)(a)〉
when p = L+(L−1)+· · ·+(L−k)+n and 0 ≤ n ≤ L−k−1. When p ≥ L(L+1)/2 we
have FpDCL = DCL. The simplicial (and mixed) identities show that each FpDC• is
a subcomplex. This filtration F is bounded, so there is a convergent spectral sequence
(see [21, Theorem 5.5.1])
E1pq = Hp+q(FpDC•/Fp−1DC•)⇒ Hp+q(DC•).
We have reduced ourselves to showing that each FpDC/Fp−1 is acyclic. We take
x ∈ DCL−1 and compute in FpDC/Fp−1:
∂s(σnsk+1)s(x) =
L∑
i=k+n+2
(−1)i(σnsk+1)s(δsi−1)(x)
∂s(σnsk+1)s(σnsk+1)s(x) + (σnsk+1)s∂s(σnsk+1)s(x)
=
L+1∑
i=k+n+2
(−1)i(σnsk+1)s(δsi−1)(σnsk+1)
s(x)
−
L∑
i=k+n+2
(−1)i(σnsk+1)s(σnsk+1)s(δsi−1)(x)
= (−1)p(σnsk+1)s(x).
Hence ψL = (−1)p(σnsk+1)s is a chain contraction of the identity map which implies
FpDC/Fp−1 is acyclic.
Corollary 3.11. — There is an isomorphism of double complexes:
((CQ)•,•), ∂
s, ∂s∗) ∼=
(
C•,M
DC•,M
, ∂s, ∂s∗
)
.
In particular, for each M ≥ 0 there is a quasi-isomorphism of chain complexes
((C•,M ), ∂s)→ ((CQ)•,M , ∂s). (12)
Proof. — All we need to do is identifying DsB(ΣL,M ) with DCL,M . Obviously
〈α(a) − sgn(α)(a)〉 = 〈a− sgn(α)α(a)〉,
and elements in the image of the degeneracy maps are clearly left invariant by some
non-trivial transposition. Given [E] ∈ DsB(ΣL,M ) such that [E] = [α(E)] for some
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transposition, we need to show [E] = [F ] for some clopen F in the image of a degen-
eracy map. Now suppose α = (i i + k) and define F to be (σksi)δi+k(E). Then the
condition [E,F ] = E, [F,E] = F trivially holds separately on each coordinate yl with
l 6= i+k, and when l = i+k we can check the condition replacing F by α(E), because
the coordinate of index i+ k is pointwise the same in F and α(E).
Note that (12) is a chain version of Proposition 1.14 and is proved in [15, Theorem
4.3.1]. We have used Proposition 1.14 in order to establish the quasi-isomorphism
(Tot⊕(CA)•, ds) → (Tot⊕(C)•, ds) given by inclusion. Dually, it is natural to seek a
quasi-isomorphism (Tot⊕(C)•, ds) → (Tot⊕(CQ)•, ds) induced by projection, which
makes use of (12). Of course the strategy is completely similar to Corollary 2.7, but
considering the horizontal filtration instead of the vertical one. We skip the details.
Corollary 3.12. — The projection map in Theorem 3.10 induces a quasi-
isomorphism
(Tot⊕(C)•, ds)→ (Tot⊕(CQ)•, ds).
To complete the picture, we also give the dual version of Proposition 1.13.
Proposition 3.13. — There is N ≥ 0 such that CL,M = DCL,M whenever L ≥ N .
Therefore (CQ)L,M = 0 whenever L ≥ N .
Proof. — Recall that we can choose the s/u-bijective pair π = (Y, ψ, πs, Z, ζ, πu) so
that πs is finite-to-one. Let N − 1 be the maximum cardinality of a fiber of πs and
L ≥ N . A generic generator for Ds(ΣL,M ) is a compact open in some stable orbit
E ⊆ ΣsL,M (e). By the choice of L, there are i and k such that e = (y0, y1, . . . , yL, . . . )
with yi = yi+k. Since δi+k : ΣsL,M (e)→ Σ
s
L−1,M (δi+k(e)) is a homeomorphism, we see
that E = (σksi)(E).
3.2. Symmetric cosimplicial groups. — As was hinted at the end of the previous
section, the methods so far can be promptly dualized by considering the symmetric
cosimplicial group (ΣL,•, δs∗,m, (σis,m)
s∗) for fixed L ≥ 0.
We will omit most details since this is a standard argument, and simply outline
how to define the cochain complex of degenerate chains, which is the essential object
needed to define the relevant “symmetric” Moore complex.
Where we used quotients in the previous section, we now have subgroups; moreover,
by interpreting “coinvariants” to mean equivalence classes modulo 〈a − sgn(α)α(a)〉,
we are led to consider the dual notion of “invariants”. This brings to defining
CCL,M = {a ∈ CL,M | (σjs,m)s∗(a) = 0, a− sgn(α)α(a) = 0
for all m = 0, . . . ,M, j = 1, . . . ,M + 1−m,α ∈ SM},
that is the invariant elements lying in intersection of kernels for all degeneracy maps.
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By the (dual) argument of 3.10 one can proceed to show that the quotient complex
CL,•/CCL,• is acyclic, so the inclusion
CCL,• → CL,•
is a quasi-isomorphism. Finally, we mention that the projection map in Theorem 3.10
clearly induces a chain map
CC•,M →
CC•,M
DC•,M ∩CC•,M
,
which is an isomorphism on homology. An explicit inverse for the map is constructed
in [15, page 98].
4. Projective covers
Given a sheaf S over a paracompact Hausdorff spaceX , sheaf cohomologyH∗(X,S)
is computed from the complex HomX(Z, I•), where I• is an injective resolution of S.
It is true, but perhaps less well-known, that the same calculation can be performed
by means of the complex HomX(E•X,S), where E•X is a semi-simplicial resolution
of X arising from a projective cover E of X (see [5]).
This alternative path to computing sheaf cohomology calls for an analogy with the
homology theory for Smale spaces. Indeed, we have seen how the defining complex
arises by applying Krieger’s invariant to the bisimplicial space induced by a chosen
s/u-bijective pair. So the role of the global section functor is played, in our context,
by the dimension group construction for subshifts.
The analogy is stronger when we start with a Smale space with totally disconnected
stable sets. In this case, the homology is computed by the complex (CQ(π)•,0, ∂s) and
the s/u-bijective pair is reduced to a simple s-bijective map
π : Σ0 → X,
where Σ0 is a subshift of finite type (see [15, Section 7.2]). Thus in this case the anal-
ogy calls for considering Σ0 as a “projective” cover of X , together with its associated
simplicial resolution Σ• obtained by taking iterated fibered products over π.
It should be noted that, while the usage of the term “resolution” is somewhat
justified (since by definition Σ• computes the “right” homology groups), the attribute
projective requires further reasons. This section contains a simple theorem in this
direction.
In the category of compact Hausdorff spaces and continuous maps, a projective
object is a space E such that, whenever we are given f : E → A and g : B ։ A (onto),
there is h : E → B with f = g ◦ h.
A projective cover of X is a pair (E, e) with E projective and e : E ։ X irreducible,
i.e., mapping proper closed sets onto proper subsets.
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Gleason [6] has proved that projective covers exist and are unique (up to a homeo-
morphism making the obvious diagram commute). Moreover he showed that a space
is projective if and only if it is extremally disconnected, i.e., the closure of each of its
open sets is open. Recall that Σ0 is a compact, Hausdorff, totally disconnected space.
In general extremally disconnected Hausdorff spaces are totally disconnected, but the
converse does not hold.
Let (X,φ) be a non-wandering Smale space and (E, e) its projective cover. Note
that φ induces a self-homeomorphism φ˜ of E and e intertwines φ˜, φ. Consider the
totally disconnected space Σ0,0(π) associated to a choice of s/u-bijective pair π (this
is the correct analogue of Σ0 when X is not totally disconnected along the stable
direction). The difference between E and Σ0,0(π) can be recast in terms of the
dependence of the latter space on π. This suggests that in order to make sense of
projectivity in the context of Smale spaces we ought to consider all s/u-bijective pairs
at the same time.
The discussion on projectivity will inevitably bring us outside the category of
Smale spaces (e.g., extremally disconnected spaces are not metrizable, unless they
are discrete), therefore the following setup is in the context of (invertible) dynamical
systems. See also Remark 4.2 below. An open set in a space X is called regular if it
is the interior of its closure. A regular partition P of X is a finite collection of disjoint
regular opens in X whose union is dense.
Let (X,φ) be an invertible dynamical system and P a regular partition of X . View
P as an alphabet and let a1a2 · · · an be a word. We say this word is allowed if
∩ni=1φ
−i(ai) 6= ∅ and let LP be the family of allowed words. It can be checked [10,
Section 6.5] that LP is the language of a shift space that we denote ΣP . Note that
for each x ∈ ΣP and n ∈ N, the set
Dn(x) =
n⋂
i=−n
φ−i(xi) ⊆ X
is nonempty.
Definition 4.1. — We say that P is a symbolic presentation of (X,φ) if for every
x ∈ ΣP the set ∩∞n=0Dn(x) consists of exactly one point. We call P aMarkov partition
if ΣP is a subshift of finite type.
Other definitions of Markov partitions are common in the literature, e.g., [2]. No-
tice that the set of regular partitions is directed: we write P1 ≤ P2 if P2 is a refinement
of P1, i.e., each member of P2 is contained in a member of P1. Given partitions P1,P2
we can define an upper bound P1 ∩ P2, obtained by taking pairwise intersections of
elements from each partition.
If (X,φ) admits a symbolic presentation P1, then given any regular partition P2 we
have that P1 ∩ P2 is again a symbolic presentation. In other words, once a symbolic
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presentation exists, we can guarantee that the family of symbolic presentations is
cofinal among all regular partitions.
Associated to P1 we get a factor map (i.e., an equivariant surjection) πP1 : ΣP1 →
X (see [10, Proposition 6.5.8]). If P2 is a refinement of P1, then πP2 : ΣP2 → X is
a factor map which factors through ΣP1 . Indeed if we view P1 and P2 as alphabets,
there is a code µP1,P2 which assigns to each letter a ∈ P2 the unique letter b ∈ P1
such that a ⊆ b, and πP2 = πP1 ◦ µP1,P2 .
As a result, if I denotes the family of symbolic presentations of (X,φ) (assuming
it is nonempty), then (Σi, µij , πi)i≤j∈I defines a projective system in the category of
dynamical systems over X . Let E be the inverse limit of (Σi, µij , πi)i≤j∈I . Since
E ⊆
∏
i Σi, the shift map σ applied componentwise turns E into a dynamical system.
Given P ∈ I, denote by pP the canonical projection E → ΣP .
The case of Smale spaces is as follows. A non-wandering Smale space (X,φ) always
admits a Markov partition [17, Section 7]. If we denote such partition byM, then ΣM
is a subshift of finite type endowed with an almost one-to-one factor map πM : ΣM →
X (i.e., an equivariant surjection that is finite-to-one, and the set of points in X with
single preimage is a dense Gδ). If P is a refinement of M, then πP : ΣP → X is an
almost one-to-one factor map which factors through ΣM. As a result, in this case we
can take I to be the family of refinements of M.
Remark 4.2. — It is worth noting that {Σi}i∈I is a collection of shift spaces that
are not necessarily of finite type (in particular, they are not Smale spaces). That is
because the refinement of a Markov partition is not a Markov partition (in general).
It is unclear to the author if there are conditions under which a Smale space admits
a cofinal collection of Markov partitions.
Theorem 4.3. — Let (X,φ) be a dynamical system which admits a symbolic presen-
tation P. Suppose (Σi, µij , πi)i≤j∈I is the projective system associated to the collection
of symbolic presentations of (X,φ) and denote by (E, σ) the associated inverse limit.
Then (E, σ) is a projective cover of (X,φ) and the map e : E → X is given by the
composition
E
pP
// ΣP
πP
// X .
Proof. — Let J be the family of regular partitions of X . Given P ∈ J , denote
by X(P) the topological space given by the disjoint union ∪Y ∈PY . Then by [18,
Proposition 17] we have that
E′ = lim
←−
j∈J
(X(j), fjk)
is a projective cover ofX (here fjk : X(k)։ X(j) when j ≤ k is the obvious surjection
induced by the refinement). First of all we notice that I is cofinal in J so that the
limit can be taken over the index set I. Secondly, notice that for each i ∈ I there is
a natural surjection pi : X(i) → X . We claim that πi : Σi → X factors through pi.
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Indeed, note that if x ∈ Σi, then πi(x) belongs to x0 ∈ i and πi(x) admits a unique
lift x˜ ∈ x0 ⊆ X(i). Define π˜i(x) = x˜ and by construction πi = pi ◦ π˜i.
It is easy to check that (i ≤ j)
Σj
µij
//
π˜j

Σi
π˜i

X(j)
fij
// X(i)
is a commuting diagram so that {π˜i}i∈I induces a (continuous) map of spaces
π˜ : E → E′. Since π˜ is a map of compact Hausdorff spaces, we only need to show
it is bijective in order to get the required homeomorphism E ∼= E′. In fact, it is
sufficient to show that it is one-to-one, because π˜(E) ⊆ E′ is a closed set mapping
onto X , thus by irreducibility π˜(E) = E′.
Suppose x, y ∈ E, x 6= y, so there is i ∈ I with xi 6= yi. Recall that xi and yi are
bi-infinite sequences in Σi, let us denote their components by (xki )k∈Z, (y
k
i )k∈Z.
There is m ∈ Z with xmi 6= y
m
i . Note that φ
−m(i) is also a symbolic presentation,
and if we set α = i ∩ φ−m(i) we have i ≤ α, thus there are elements xα, yα ∈
Σα, appearing at the α-th component of respectively x, y, and satisfying µiα(xα) =
xi, µiα(yα) = yi.
We claim π˜α(xα) 6= π˜α(yα). In fact, there are Ax, Bx, Ay, By ∈ i with
x0α = x
0
i ∩ φ
−m(Ax) xmα = x
m
i ∩ φ
−m(Bx)
y0α = x
0
i ∩ φ
−m(Ay) xmα = x
m
i ∩ φ
−m(By)
x0i ∩ φ
−m(Ax) ∩ φ−m(xmi ) ∩ φ
−2m(Bx) 6= ∅
y0i ∩ φ
−m(Ay) ∩ φ−m(ymi ) ∩ φ
−2m(By) 6= ∅.
From the above we derive Ax = xmi , Ay = y
m
i and in particular Ax 6= Ay. But by
definition
π˜α(xα) ∈ x0i ∩ φ
−m(Ax) ⊆ X(α)
π˜α(yα) ∈ y0i ∩ φ
−m(Ay) ⊆ X(α)
so π˜α(xα) cannot be equal to π˜α(yα). This proves injectivity of π˜ and concludes the
proof.
Remark 4.4. — At first sight, it it reasonable to view E as the “universal” version
of the spaces of the form Σ0,0(π). In the same spirit, one could think of defining a
“universal s/u-bijective pair” π = (Es, ψ˜, es, Eu, ζ˜ , eu), where Es and Eu would be
projective with respect to s-bijective and u-bijective maps.
The first step towards this program would be applying Putnam’s lifting theorem
[14] to the projective system {Σi}i∈I of Theorem 4.3 (assuming the system, or a
cofinal replacement, consists entirely of shifts of finite type). Unfortunately, in order
to lift the entire (infinite) system, limits of spaces are necessary, thus we run once
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again into the problem that these limits are not Smale spaces, and the notions of
s- and u-bijective maps don’t work well in this context. This suggests that, if one
desires importing the machinery of homological algebra in the setting of Smale spaces,
the ambient category should be chosen with care. A good candidate for this category
might be the equivariant (with respect to the stable or unstable equivalence relation)
KK-category, but this idea will not be pursued in the present paper.
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