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Abstract
We study dynamic risk measures in a very general framework enabling
to model uncertainty and processes with jumps. We previously showed the
existence of a canonical equivalence class of probability measures hidden be-
hind a given set of probability measures possibly non dominated. Taking
advantage of this result, we exhibit a dual representation that completely
characterizes the dynamic risk measure. We prove continuity and character-
ize time consistency. Then, we prove regularity for all processes associated
to time consistent convex dynamic risk measures. We also study factoriza-
tion through time for sublinear risk measures. Finally we consider examples
(uncertain volatility and G-expectations).
1 Introduction
In a previous paper [7] we have revealed a canonical equivalence class of proba-
bility measures hidden behind every weakly relatively compact set of probability
measures, possibly non dominated. In the present paper, taking advantage of the
existence of this class of probability measures, we study dynamic risk measures
in a very general framework enabling model uncertainty.
In order to study dynamic risk measures for very general family of processes, the
state space in this study will be either the space of continuous functions, or the
space of ca`dla`g functions on IR+ with values in IR
d. A key notion in a dynamic
setting is the notion of time consistency which allows to quantify the risk in a
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consistent way for financial products with distinct maturity dates. A time con-
sistent dynamic risk measure is a family ρs,t of convex conditional risk measures
satisfying ρr,t = ρr,s ◦ (−ρs,t) for every r ≤ s ≤ t. Equivalently a time consis-
tent dynamic risk measure is a convex risk measure ρ0,T which can be factorized
through all instants of time. Time consistent dynamic risk measures have been
studied in several papers in the setting of a filtered probability space. F. Delbaen
[9] has characterized time consistency for dynamic sublinear (or coherent) risk
measures. For convex dynamic risk measures, time consistency has been discussed
by P. Cheridito et al [8], S. Klo¨ppel and M. Schweizer [15], J Bion-Nadal [4] [5],
and B. Roorda and H. Schumacher [24]. In particular a characterization of time
consistency in terms of acceptance sets can be found in [8]. A characterization in
terms of a cocycle condition is proved in [4], [5]. This last characterization is very
tractable and allows for the construction of families of time consistent dynamic
risk measures. S. Peng [20], N. El Karoui and P. Barrieu [1] and F. Delbaen et
al [10], are focusing on the particular case of a Brownian filtration. In particular
it has been proved in [10] that every normalized time consistent dynamic risk
measure on a Brownian filtration is the limit of a sequence of solutions of B S D
E (Backward Stochastic Differential Equations). Notice that in all the previous
cited papers on dynamic risk measures, a reference probability space is fixed.
This framework is sufficiently rich to include the study of models with stochastic
volatility or models with jumps. However, the framework of a fixed probability
space is not appropriate to study financial problems with uncertainty about the
volatility, or more generally to study problems using a family of probability mea-
sures which are not dominated by a single probability measure.
Some recent papers have considered this context of model uncertainty. L. de-
nis and C. Martini [12] have studied the problem of superhedging (equivalent to
sublinear risk measuring) under uncertain volatility. S. Peng has introduced in
[21] and [22] conditional G-expectations EGt defined on a subset of continuous
bounded functions on the canonical space of continuous paths. More precisely
Bt denoting the coordinate process on Ω = C([0, T ], IR
d), EGt (φ(Bt1 , Bt2 , ...Btk )
is defined for φ Lipschitz bounded on IRk recursively on k using solutions of
partial differential equations (PDE). EGt is sublinear monotone and satisfies the
time consistency property: for s ≤ t, EGs = E
G
s ◦ E
G
t . It is thus (up to a minus
sign) a time consistent sublinear dynamic risk measure defined on a subset of
Cb(Ω). L.Denis et al [11] have proved that E0 admits the following dual repre-
sentation EG0 (X) = supP∈P EP (X). The important property of P is that it is
a weakly relatively compact set of probability measures not all dominated by
a single probability measure. In [7] we have proved more generally that every
regular convex risk measure ρ on Cb(Ω) where Ω is a Polish space can be written
ρ(X) = supP∈P(EP (−X) − α(P )) for some weakly relatively compact set P of
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probability measures on (Ω,B(Ω)). The very recent papers of H.M.Soner et al [25]
and M. Nutz [18] construct examples of time consistent dynamic risk measures
in this uncertainty framework, without making use of PDE. In these papers, as
in the case of G-expectations, Ω = C([0, T ], IRd), and P is always a subset of the
laws P θ = P 0 ◦ (Xθ)−1, where P 0 is the Wiener measure and Xθt =
∫ t
0 θ(s)dBs
, θ taking values in the positive definite matrices. E0(X) = supP∈P EP (X). For
X belonging to UCb(Ω), the set of uniformly continuous bounded function on Ω,
Et(X)(ω) is defined pointwise. In [25] time consistent dynamic risk measure are
constructed on UCb(Ω) with values in UCb(Ωt) where Ωt = C([0, t], IR
d) making
use of solutions of B S D E. Time consistent sublinear dynamic risk measures are
constructed in [18], making use of regular conditional probability distributions.
The goal of the present paper is to conduct a systematic study of dynamic risk
measures in a very general framework of uncertainty represented by a weakly rel-
atively compact set of probability measures on a Polish space Ω. This study is in
the line of the previous study in [4] of dynamic risk measures on a fixed probabil-
ity space. In order to deal with general families of processes, Ω will be either the
space of continuous paths, or the space of ca`dla`g paths. In our previous paper [7]
we have proved that every convex regular risk measure on Cb(Ω) admits a dual
representation with a weakly relatively compact set of probability measures P
and extends thus uniquely to L1(c), the Banach space obtained from completion
and separation of Cb(Ω) with respect to the semi-norm c, c(f) = supP∈P EP (|f |).
A key result of [7] is the existence of an equivalence class of probability mea-
sures, such that if P belongs to this class, every element X in L1(c) is completely
determined by its value P a.s. From a dynamic point of view, it would be too
restrictive to study dynamic risk measures taking values in the space of con-
tinuous functions Cb(Ωt) where Ωt denotes either the space of continuous paths
C([0, t], IRd) or the space of ca`dla`g paths D([0, t[, IRd). Therefore we introduce an
axiomatic for dynamic risk measures on L1(c).
The paper is organized as follows. In Section 2, we introduce a uniform Sko-
rokhod topology on compact spaces on D([0, t[, IRd) in order to construct a con-
tinuous projection from D([0,∞[, IRd) onto D([0, t[, IRd) and thus an embedding
of Cb(D([0, t[, IR
d) into Cb(D([0,∞[, IR
d). In section 3, we use the topological re-
sults of section 2 to define the increasing set of Banach spaces
(
L1t (c)
)
and the
axiomatic for dynamic convex risk measures on L1(c). In Section 4, we give a
characterization of convex dynamic risk measure admitting a dual representation
in terms of probability measures. The necessary and sufficient condition is here
a strong convexity condition (whereas in case of dynamic risk measures on L∞
spaces the condition was a condition of semi-continuity). Notice that in all this
study a very important point is the fact that an element of L1(c) is competely
determined by its value P a.s. where P is some probability measure belonging
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to the canonical c-class. In section 5, we prove the continuity of dynamic risk
measures for the c-norm. Section 6 is devoted to the important property of time
consistency. As in the case of L∞ spaces (cf. [4]), we give a characterization of the
time consistency in terms of a cocycle property and also in terms of acceptance
sets. We also prove the regularity of paths for normalized convex time consistent
dynamic risk measures. This result extends to the context of model uncertainty
the regularity for paths which was proved in [9] in the case of sublinear dynamic
risk measures on L∞ spaces, and in [5] in the more general case of convex dynamic
risk measures. Notice that in the proof of the regularity of paths, the difficulty
consists in proving the right continuity of s → (ρst)(X). The proofs given here
follow the proofs of [4] and [5], but they are more tricky because ρst is defined
on a Banach space L1t (c) which does not contain the Ft-measurable functions.
Nutz and Soner [19] give a similar statement for the regularity of paths in the
particular case of sublinear risk measures. Section 7 deals with different ways to
address the question of the factorization through time of a convex risk measure
on Cb(Ω). We give sufficient conditions for the existence of a factorization. The
unicity of a factorization through time is studied in [19]. Finally, Section 8 is
dedicated to the study of examples. In light of our previous results, we consider
the example of uncertain volatility and the case of G-expectations.
2 The uniform Skorokhod topology on compact spaces
In order to deal with processes with continuous paths, we consider the set C0([0,∞[, IR
d)
of continuous functions f defined on [0,∞[ with values in IRd such that f(0) = 0.
The space C0([0,∞[, IR
d) endowed with the topology of uniform convergence on
compact spaces is a metrizable separable complete space (cf [3]).
As we want also to deal with processes with ca`dla`g paths we consider the Sko-
rokhod space D([0,∞[, IRd) i.e. the space of ca`dla`g functions defined on [0,∞[
with values in IRd. The space D([0,∞[, IRd) endowed with the Skorokhod topol-
ogy is a metrizable separable complete space ([3]). The subset D0([0,∞[, IR
d) of
ca`dla`g functions f such that f(0) = 0 is closed for the Skorokhod topology. Thus
it is also a Polish space.
Lemma 1. Let Ω = C0([0,∞[, IR
d), Ωt = C0([0, t], IR
d) and Ω˜t = C0([t,∞[, IR
d).
The spaces Ω, Ωt and Ω˜t are endowed with the topology of uniform convergence on
compact spaces. The product space Ωt× Ω˜t is endowed with the product topology.
Then the metrizable separable complete spaces Ω and Ωt× Ω˜t are homeomorphic.
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Proof Let
φ : Ω → Ωt × Ω˜t
x → (x|[0,t], x|[t,∞[ − x(t))
Let
ψ : Ωt × Ω˜t → Ω
(x1, x2) → x11[0,t[ + (x2 + x1(t))1[t,∞[
It is easy to verify that φ and ψ are reciprocal bijections. As the topological
spaces Ω and Ωt × Ω˜t are metrizable spaces, we verify the continuity of φ and ψ
along sequences . The continuity follows from the fact that a sequence xn tends
to x uniformly on compact spaces of [0,∞[ if and only if the restriction of xn to
[0, t] tends uniformly to the restriction of x to [0, t], and the restriction of xn to
[t,∞[ tends uniformly on compact spaces to the restriction of x to [t,∞[. 
Remark 1. If we replace in Lemma 1 Ω by D([0,∞[, IRd), Ωt by D([0, t], IR
d)
and Ω˜t by D([t,∞[, IR
d) endowed with the Skorokhod topologies, the map φ is no
more continuous. Indeed the map x ∈ D([0,∞[, IRd) → x|[0,t] ∈ D([0, t], IR
d) is
continuous at x if x is continuous at t but is not continuous at every point x.
Therefore in order to have the continuity for the projection from D([0,∞[, IRd)
onto D([0, t[, IRd), we will introduce a new topology on D([0, t[, IRd).
Definition 1. Let t > 0. On D([0, t[, IRd) we define the uniform Skorokhod
topology on compact spaces as the topology deduced from the Skorokhod topology
on D([0,∞[, IRd) using the strictly increasing homeomorphism:
αt : [0, t[ → [0,∞[
u →
u
t− u
(1)
The uniform Skorokhod topology on compact spaces on D([0, t[, IRd) is thus de-
fined by the metric dˆ(x, y) = d∞(x ◦ (αt)
−1, (y ◦ (αt)
−1), where d∞ is the metric
introduced in [3] Chapter 3 Section 16.
Denote Λt the set of continuous strictly increasing maps from [0, t[ onto itself.
Proposition 1. D([0, t[, IRd) endowed with the uniform Skorokhod topology on
compact spaces is a metrizable separable complete space.
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The sequence dˆ(xn, x) tends to 0 in D([0, t[, IR
d) if and only if there exists ele-
ments γn of Λt such that
sup
u∈[0,t[
|γn(u)− u| → 0
∀m ∈ IN sup
u∈[0,t(1− 1
1+m
)]
||xn(γn(u))− x(u)|| → 0 (2)
Proof The first part of the proposition follows easily from Theorem 16.3 of
[3].
Assume that dˆ(xn, x)→ 0. From Theorem 16.1 of [3], there is a sequence λn ∈ Λ∞
such that
sup
v∈[0,∞[
|λn(v)− v| → 0
∀m ∈ IN sup
v∈[0,m]
||xn(α
−1
t (λn(v))) − x(α
−1
t (v))|| → 0 (3)
Let γn be defined on [0, t[ by γn(u) = α
−1
t ◦ λn ◦ αt(u). Then
sup
u∈[0,t[
|γn(u)− u| = sup
u∈[0,t[
|α−1t (λn(αt(u))) − u| = sup
v∈[0,∞[
|α−1t (λn(v)) − α
−1
t (v)|
As α−1t (v) =
vt
1+v , (α
−1
t )
′(v) = t
(1+v)2
≤ t. It follows that the equations (2) are
satisfied.
Conversely assume that equations (2) are satisfied. For every m ∈ IN , the deriva-
tive of αt is uniformly bounded on [0, t(1 −
1
1+m)]. It follows that λn defined on
[0,∞[ by λn(v) = αt ◦ γn ◦ α
−1
t (v) tends to v uniformly on [0,m] (but in general
not uniformly on [0,∞[). Notice also that for given m ∈ IN∗, λn is continuous
strictly increasing but in general λn([0,m]) 6= [0,m], i.e. λn /∈ Λm. In order
to prove that d∞(xn ◦ α
−1
t , x ◦ α
−1
t ) tends to 0, we have to prove that for every
m ∈ IN∗, dm(xn ◦ α
−1
t , x ◦ α
−1
t ) tends to 0 (with the notations of [3]). For given
m, we have thus to replace λn by some µn in Λm. As λn− Id goes to 0 uniformly
on [0,m], for every ǫ > 0, one can find n0 and for every n ≥ n0, pn < m such that
pn ∈]m− ǫ,m[ and λn(pn) ∈]m− ǫ,m[. Define µn on [0,m] by µn(v) = λn(v) for
v ≤ pn, µn(m) = m, and µn is affine on [pn,m]. Then µn(v) tends to v uniformly
on [0,m] and µn belongs to Λm.
As in [3] Chapter 3 Section 16, we define the function gm by:
gm(t) =

1 if 0 ≤ t ≤ m− 1
m− t if m− 1 ≤ t ≤ m
0 if t ≥ m
6
gm(µn(v))(xn ◦ α
−1
t (µn(v))) tends to gm(v)(x ◦ α
−1
t (v)) uniformly on [0, pn] as
n→∞.
As pn ∈]m− ǫ,m[ and µn(pn) ∈]m− ǫ,m[, |gm(v)| ≤ ǫ and |gm((µn(v))| ≤ ǫ
for all v ∈]pn,m]. From equation (3) it follows that the sequence xn ◦ (α
−1
t ) is
uniformly bounded on every compact subspace, thus gm(µn(v))(xn ◦α
−1
t (µn(v)))
tends to gm(v)(x◦α
−1
t (v)) uniformly on [0,m] as n→∞. Thus xn ◦α
−1
t tends to
x ◦α−1t in D([0,∞[, IR
d) for the uniform Skorokhod topology on compact spaces.
This means that dˆ(xn, x)→ 0. 
Proposition 2. Let Ωt = D([0, t[, IR
d) endowed with the uniform Skorokhod
topology on compact spaces. Let Ω = D([0,∞[, IRd) endowed with the Skorokhod
topology as defined in [3]. The projection
Πt : D([0,∞[, IR
d) → D([0, t[, IRd)
x → x|[0,t[ (4)
is continuous.
Proof Let xn, x ∈ Ω such that xn tends to x. From Theorem 16.1 of [3], there
is a sequence λn ∈ Λ∞ such that
ǫn
2
= sup
u∈[0,∞[
|λn(u)− u| → 0
∀k ∈ IN sup
u∈[0,k]
||xn(λn(u))− x(u)|| → 0 (5)
For every n, λn([0, t− ǫn]) ⊂ [0, t[. Let γn strictly increasing from [0, t] onto [0, t]
such that (γn)|[0,t−ǫn] = (λn)|[0,t−ǫn], γn(t) = t and γn is affine on [t− ǫn, t]. Then
sup
u∈[0,t[
|γn(u)− u| ≤ sup
u∈[0,t−ǫn]
|λn(u)− u| ≤
ǫn
2
→ 0 (6)
For every m > 0, there is N such that for every n ≥ N , ǫn <
t
1+m . Then
supu∈[0,t(1− 1
1+m
)]||xn(γn(u))− x(u)|| ≤ sup
u∈[0,t−ǫn]
||xn(λn(u))− x(u)||
(7)
From equation (5) it follows that
sup
u∈[0,t(1− 1
1+m
)]
||xn(γn(u))− x(u)|| → 0 (8)
From Proposition 1 the equations (6) and (8) imply that dˆ((xn)[0,t[, x[0,t[)→ 0 in
D([0, t[, IRd). 
Cb(X) denotes the set of continuous bounded functions on X.
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Proposition 3. Let Ω, and Ωt be as in Lemma 1(continuous case), or as in
Proposition 2 (ca`dla`g case). Cb(Ωt) is isometric to a subspace of Cb(Ω). Thus
Cb(Ωt) can be identified with a subset of Cb(Ω).
Proof Let Πt denote the canonical projection from Ω onto Ωt. From Lemma
1 and Proposition 2, the projection Πt is continuous. Thus the map
I : Cb(Ωt) → Cb(Ω)
f → f ◦ Πt
is an isometry: ||f ||∞ = supx∈Ωt |f(x)| = supx∈Ω |f(Πt(x)| = ||f ◦Πt||∞. 
3 Dynamic risk measures
In all the following, Ω is either equal to C0([0,∞[, IR
d) or D0([0,∞[, IR
d). For
every t > 0, Ωt denotes in the first case C0([0, t], IR
d) and in the second case
D0([0, t[, IR
d).
Remark 2. Denote Bt the process defined on Ω by Bt(x) = x(t). In case where
Ω = C0([0,∞[, IR
d), for every s ≤ t Bs belongs to Cb(Ωt, IR
d).
In case where Ω = D0([0,∞[, IR
d), Bt is continuous in x if and only if t is a point
of continuity for x. Thus Bt does not belong to Cb(Ω) however Bt is measurable
with respect to the σ-algebra generated by the open subsets of Ωt.
Let c be a capacity defined on Cb(Ω). L
1(c) denotes the Banach space ob-
tained from completion and separation of Cb(Ω) with respect to c (cf [14] and also
[7]).
Proposition 4. Let c be a capacity on Cb(Ω). For every 0 ≤ t ≤ ∞, Cb(Ωt) ⊂
L1(c) (with the notation Ω∞ = Ω). Denote L
1
t (c) the closure of Cb(Ωt) in the
Banach space L1(c). For every s ≤ t, L1s(c) ⊂ L
1
t (c).
Proof For every t > 0, it follows from Proposition 3 that Cb(Ωt) ⊂ Cb(Ω).
As in Proposition 2, one can prove for s ≤ t that the map x → x|[0,s[ induces
a continuous projection from D([0, t[, IRd) onto D([0, s[, IRd). Thus Cb(Ωs) ⊂
Cb(Ωt). and L
1
s(c) ⊂ L
1
t (c). .
In all the following Ω∞ means Ω and L
1
∞(c) means L
1(c).
Definition 2. A dynamic risk measure on L1(c) is a family (ρst){0≤s≤t≤∞} where
ρst : L
1
t (c)→ L
1
s(c) satisfies
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1. monotonicity: ρst(X) ≥ ρst(Y ) for all X,Y ∈ L
1
t (c) such that X ≤ Y . The
above inequalities are with respect to the order defined on L1(c) (cf Section
2.1 of [7]).
2. translation invariance: ∀X ∈ L1t (c), ∀Y ∈ L
1
s(c),
ρst(X + Y ) = ρst(X) − Y
3. convexity: ∀X,Y ∈ L1t (c), ∀λ ∈ [0, 1],
ρst(λX + (1− λ)Y ) ≤ λρst(X) + (1− λ)ρst(Y )
Before presenting our results on dynamic risk measures, we recall some re-
sults obtained in a previous paper [7]. In this paper, we have proved that ev-
ery continuous linear form on L1(c) is represented by a bounded signed mea-
sure on (Ω,B(Ω)) and that K+, the non negative part of the unit ball of the
dual of L1(c) is metrizable compact for the weak* topology. Assume now that
c(f) = supP∈P Ep(|f |
p)
1
p where P is a weakly relatively compact set of probabil-
ity measures. We have proved that even if this set is non dominated, there is a
countable subset {Qn, n ∈ IN} of P such that, for every X ∈ L
1(c),
c(X) = sup
n∈IN
(EQn (|X|
p))
1
p (9)
(cf Theorem 4.1 of [7] for more details and the proof).
A very important result in [7] is the existence of a canonical equivalence class of
measures µ in K+ such that an element of L
1(c) is completely determined if one
knows it µ a. s. This equivalence class is referred to as the canonical c-class. It is
characterized by the following property: µ ∈ K+ belongs to the canonical c-class
if and only if
∀X,Y ∈ L1(c), {X = Y µ a.s.} ⇐⇒ {X = Y in L1(c)}
In all the following P is a given probability measure belonging to the canonical
c-class. A particular choice is
∑
n∈IN
1
2n+1
Qn where {Qn, n ∈ IN} satisfies (9).
We have also proved (see Theorem 3.1 of [7] ) that every convex risk measure ρ
on L1(c) is continuous and admits the following representation:
∀X ∈ L1(c), ρ (X) = sup
Q∈P ′
(EQ[−X]− α (Q)) (10)
where
α (Q) = sup
X∈L1(c)
(EQ[−X]− ρ (X)) (11)
and P ′ is the set of probability measures on (Ω,B(Ω)) belonging to L1(c)∗.
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4 Representation of Dynamic Risk Measures
In this section we want to prove a dual representation result for dynamic risk
measures on L1(c). P is a weakly relatively compact set of probability measures
on Ω and c is the capacity c(f) = supP∈P EP (|f |
p)
1
p . In all this section, (Bt)t∈IR+
denotes the right continuous filtration generated by the open sets of Ωt ((Bt)t∈IR+
is not completed). P is a given probability measure in K+ (the unit ball of the
dual of L1(c)) belonging to the canonical c-class.
Lemma 2. L1t (c) ⊂ L
1(Ω,Bt, P ). Furthermore every element of L
1
t (c) is char-
acterized by its class in L1(Ω,Bt, P ).
Proof Every element of L1t (c) is limit for the c-norm of a sequence of contin-
uous functions on Ωt. It follows that every element of L
1
t (c) can be represented
by a (Ω,Bt) measurable function f . As P belongs to K+, for every f ∈ L
1(c),
EP (|f |) ≤ c(f).
Furthermore, let f, g ∈ L1t (c) such that f = g P a.s.. Then |f − g| = 0 P a.s..
From Theorem 4.2 of [7], it follows that f = g in L1t (c). 
In particular for every f ∈ L1s(c), EP (|f |) <∞. And this allows to compose EP
with ρst. Denote ρ˜st = EP oρst
Definition 3. Denote M+s,t(P ) the set of non negative continuous linear forms
on L1t (c) represented by a probability measure on (Ω,B(Ωt)) whose restriction to
Bs is absolutely continuous with respect to P .
Define
• the acceptance set
Ast = {X ∈ L
1
t (c) | ρst(X) ≤ 0 }
The above inequality is with respect to the order defined on L1s(c) (cf Section
2.1 of [7]. As P belongs to the canonical c-class, ρst(X) ≤ 0 is equivalent
to ρst(X) ≤ 0 P a.s.
• Denote
A˜st = {
∑
i∈I
Xi1Ai |Xi ∈ Ast, Ai ∈ Bs (Ai)i∈I finite partition of Ω} (12)
• the minimal penalty for every probability measure Q ∈ M+s,t(P )
αmst(Q) = QesssupX∈AstEQ(−X|Bs) Q a.s.
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• the Q-acceptance set for every probability measure Q ∈ M+s,t(P )
Ast(Q) = {X ∈ L
1
t (c) | ρst(X) ≤ 0 Q a.s.} (13)
Lemma 3. Let Q be a probability measure probability measure in M+s,t(P ).
1. The minimal penalty admits the following representations:
αms,t(Q) = QesssupX∈As,tEQ(−X|Bs)
= QesssupX∈As,t(Q)EQ(−X|Bs)
= QesssupX∈L1t (c)(EQ(−X|Bs)− ρs,t(X)) (14)
= QesssupX∈A˜s,tEQ(−X|Bs).
2. Z = {EQ(−X|Bs); X ∈ A˜s,t} is a lattice upward directed in L
1(Ω,Bs, Q).
Proof
1. Let Y in L1s(c). From Lemma 4.3 of [7], Y ≤ 0 for the order in L
1
s(c) iff
Y ≤ 0 P a.s.. It follows that for every Q ∈ M+s,t(P ), As,t ⊂ As,t(Q) ⊂ L
1
t (c)
and
QesssupX∈As,tEQ(−X|Bs) ≤ QesssupX∈As,t(Q)EQ(−X|Bs)
≤ QesssupX∈L1t (c)(EQ(−X|Bs)− ρs,t(X))
On the other hand, for every X ∈ L1t (c), X + ρst(X) ∈ As,t, so the above
inequalities are in fact equalities.
As,t ⊂ A˜s,t thus QesssupX∈As,tEQ(−X|Bs) ≤ QesssupX∈A˜s,tEQ(−X|Bs). Let
f be Bs-measurable such that for all X in As,t, f ≥ EQ(−X|Bs) Q a.s.. For
every A ∈ Bs, f1A ≥ EQ(−X|Bs)1A = EQ(−X1A|Bs). It follows that for
every (Ai)i∈I ∈ Bs finite partition of Ω, for every family Xi ∈ As,t,
f =
∑
i∈I
f1Ai ≥ EQ(−
∑
i∈I
Xi1Ai |Bs)
And thus f ≥ QesssupX∈A˜s,tEQ(−X|Bs). This proves the equations (14).
2. LetX,Y ∈ A˜s,t. Let A = {ω | EQ(−X|Bs) ≥ EQ(−Y |Bs)}. A is Bs measur-
able. Z = X1A+Y 1Ω−A ∈ A˜s,t, and EQ(−Z|Bs) = sup(EQ(−X|Bs), EQ(−Y |Bs)).

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In all the following for X in L1(c), the equality X = Y P a.s. means that X
is the unique element of L1(c) equal to Y P a.s.
For 0 ≤ s ≤ t ≤ ∞, denote Qs,t(P ) the set of probability measures in the dual of
L1t (c) whose restriction to Bs is equal to P .
Theorem 1. Let ρst be a dynamic risk measure on L
1(c). The following condi-
tions are equivalent:
1. The dynamic risk measure is strongly convex i.e. satisfies: ∀X,Y ∈ L1t (c) ∀f ∈
Cb(Ωs), 0 ≤ f ≤ 1,
ρst(Xf + Y (1− f)) ≤ ρst(X)f + ρst(Y )(1 − f)
2. The acceptance set Ast is strongly convex i.e. ∀X,Y ∈ Ast ∀f ∈ Cb(Ωs), 0 ≤
f ≤ 1,
Xf + Y (1− f) ∈ Ast
3. There is a countable set {Qn, n ∈ IN} of probability measures in Qs,t(P )
such that ρst admits the following dual representation.
X ∈ L1t (c), ρst(X) = P esssupn∈IN(EQn(−X|Bs)− α
m
st(Qn)) P a.s. (15)
4. ρst admits the following dual representation.
∀X ∈ L1t (c), ρst(X) = P esssupQ∈Qs,t(P)(EQ(−X|Bs)−α
m
st(Q)) P a.s. (16)
From Section 4.2. of [7], an element of L1(c) is fully determined by its ex-
presssion P a.s.. Thus the representation (15) or (16) characterizes completely
the element ρst(X) of L
1
t (c).
Notice that the set A˜s,t has been introduced in order to have the lattice property
expounded in Lemma 3. Indeed in the general case L1t (c) does not contain the
characteristic functions of Bs measurable sets. Thus the lattice property is not
satisfied for {EQ(−X|Bs); X ∈ As,t}.
Proof This proof is inspired by the proof of Proposition 1 of [5]. However it is
more complicated here due to the fact that L1(c) does not contain in general all
the bounded B(Ω)-measurable functions.
The implications 4 . =⇒ 1 . and 1 . =⇒ 2 . are easily verified. 3 . =⇒ 4 . follows
easily from equation (14).
Now prove that 2 . implies 3 . In order to prove the representation (15) it is not
restrictive to assume that ρst is normalized, i.e. satisfies ρst(0) = 0. From the
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theorem of representation of convex risk measures on L1(c) (Theorem 3.3 of [7]),
there is a countable set Q0 = {Qn, n ∈ IN} of probability measures on (Ω,B(Ω))
belonging to the dual of L1t (c) such that ρ˜st = EP oρst admits the representation
ρ˜st(X) = sup
Q∈Q0
(EQ(−X)− α(Q)) (17)
where α(Q) = supX∈L1t (c)(EQ(−X)− ρ˜st(X)). Of course one can assume that for
every Q ∈ Q0, α(Q) is finite. We adapt the proof of Proposition 1 of [5].
i) First step: We prove that for every Q ∈ Q0 such that α(Q) is finite, the
restriction of Q to Bs is equal to P .
In the proof of Proposition 1 of [5], this property was obtained computing ρst(β1A)
for β ∈ IR and A ∈ Bs. This cannot be done here because in general, 1A /∈ L
1
t (c).
We have to use here the regularity of the measures P and Q which follow from
Theorem 1.1 of [3]. Thus for every Bs measurable set A there is a family of
bounded continuous functions fn on Ωs, 0 ≤ fn ≤ 1 such that fn tends to 1A P+Q
a.s. From normalization and translation invariance of ρst, the restriction of ρst to
L1s(c) is equal to −IdL1s(c). Thus for every n and every β ∈ IR, ρst(βfn) = −βfn.
From the representation of ρ˜st (equation (17)), it follows that
α(Q) ≥ −EQ(βfn) + EP (βfn) (18)
As 1A is the limit of fn P +Q a.s., using the dominated convergence Theorem,
one can pass to the limit in (18) and get that α(Q) ≥ β(P (A)−Q(A)) for every
β ∈ IR. As α(Q) <∞, necessarily, Q(A) = P (A) for every A ∈ Bs. We have thus
proved that Q0 ⊂ Qs,t(P ).
ii) The next step consists in proving that for every Q such that α(Q) < ∞,
α(Q) = EQ(α
m
st(Q)).
By definition α(Q) = supX∈L1t (c)(EQ(−X) − ρ˜st(X)). From i), it follows that
α(Q) = supX∈L1t (c)(EQ(−X − ρst(X))). The expression of α
m
st(Q) is given by
(14), thus
α(Q) ≤ EQ(α
m
st(Q)) (19)
From the expression of αmst(Q), the lattice property of Z( cf Lemma 3) , and
Lemma 1 of [5], it follows that EQ(α
m
st(Q)) = supX∈A˜s,t EQ(−X). Let ǫ > 0,
there is an element Z ∈ A˜st such that EQ(−Z) > EQ(α
m
st(Q)) − ǫ. Z ∈ A˜st
can be written as a finite sum Z =
∑
i∈I Xi1Ai Xi ∈ Ast, (Ai)i∈I ∈ Bs is a
finite partition of Ω. It follows from the regularity of P that there is a sequence
(fki )k∈IN,i∈I of continuous functions 0 ≤ f
k
i ≤ 1,
∑
i∈I f
k
i = 1, such that for
every i ∈ I, 1Ai = limk→∞ f
k
i P a.s. and thus also Q a.s.. Furthermore ev-
ery Q in the representation of ρ˜st is a continuous linear form for the c norm.
Thus there is a constant K (depending on Q) such that for every X ∈ L1t (c),
13
|EQ(X)| ≤ Kc(X). As c(X) = c(|X|), we get EQ(|X|) ≤ Kc(X). As 0 ≤ f
k
i ≤ 1,
|
∑
i∈I Xif
k
i | ≤
∑
i∈I |Xi| and EQ(
∑
i∈I |Xi|) ≤ K
∑
i∈I c(|Xi|) < ∞. Thus we
can apply the dominated convergence theorem, it follows that there is k such that
EQ(−
∑
i∈I Xif
k
i ) > EQ(α
m
st(Q)) − 2ǫ. By hypothesis 2., X =
∑
i∈I Xif
k
i ∈ Ast.
As α(Q) ≥ supX∈Ast EQ(−X) it follows that α(Q) ≥ EQ(α
m
st(Q)). Thus from
(19), for every Q such that α(Q) <∞,
α(Q) = EQ(α
m
st(Q)) (20)
iii) last step
The inequality
ρst(X) ≥ esssupQ∈Q0EQ(−X|Bs)− α
m
st(Q) P a.s. (21)
follows from equality (14). From the equations (17) and (20), it follows that
ρ˜st(X) = sup
Q∈Q0
EQ(−X − α
m
st(Q))
Furthermore the restriction of every Q ∈ Q0 to Bs is equal to P . So
ρ˜st(X) = sup
Q∈Q0
EP (EQ(−X|Bs)− α
m
st(Q))
It follows that
EP (ρst(X)) ≤ EP (esssupQ∈Q0(EQ(−X|Bs)− α
m
st(Q)) (22)
From the inequalities (21) and (22), as Q0 is a countable subset of Qst(P ), we
get the announced representation (15). 
Corollary 1. Assume that the risk measure ρ˜s,t is normalized and majorized by a
sublinear risk measure. Then for every X ∈ L1t (c), there is a probability measure
QX such that
ρst(X) = EQX (−X|Bs)− α
m
st(QX) P a.s.
= esssupQ∈Qs,t(P)(EQ(−X|Bs)− α
m
st(Q)) P a.s.
(23)
Proof From Proposition 3.1 and Theorem 3.2 of [7], there is a probability
measure QX such that
ρ˜st(X) = EQX (−X)− α(QX) (24)
α(QX) <∞ so from the proof of the preceding theorem, QX is in Qs,t(P ). Thus
from (20) and (24) and (21), it follows that ρst(X) = EQX (−X|Bs)−α
m
st(QX) 
5 Continuity of Dynamic risk measures
In order to prove continuity results for dynamic risk measures, we give first an
expression of the c norm for non negative elements of L1(c) as a supremum of
linear forms. Denote q the conjugate exponent of p (1
p
+ 1
q
= 1). From Theorem
4.1 of [7] recalled in Section 3, there exists a countable set (Qn)n∈IN of probability
measures such that
∀X ∈ Lp(c), c(X) = sup
n∈IN
(EQn(|X|
p))
1
p
Lemma 4. Denote L = {g, Bs measurable | supn∈IN EQn(|g|
q)
1
q ≤ 1}, and
L+ = {g ∈ L|g ≥ 0}. For every s > 0, for every X in L
1
s(c),
c(X) = sup
n∈IN
(EQn(|X|
p)
1
p = sup
n∈IN
( sup
{g∈L+}
(EQn(|X|g))) (25)
Furthermore there is g0 ∈ L+ such that c(X) = supn∈IN EQn(|X|g0)
Proof We already know that c(X) = supn∈IN (EQn(|X|
p)
1
p for every X ∈
L1s(c). The inequality
c(X) ≥ sup
n∈IN
( sup
{g∈L+}
(EQn(|X|g))) (26)
follows then from Ho¨lder inequality. Let X ∈ L1s(c), c(X) < ∞. Denote g0 =
|X|
p
q
c(X)p−1 , g0 ≥ 0. For every Qn, EQn(g
q
0) = EQn(
|X|p
c(X)p ) ≤ 1, thus g0 ∈ L+. For
every n, EQn(|X|g0) = EQn(
|X|p
c(X)p−1
), thus supn∈IN EQn(|X|g0) = c(X). This
proves the result. 
Define φ on L1s(c) by
φ(X) = sup
n∈N
sup
{Y ∈L+}
EQn(XY ) (27)
Theorem 2. For every s ≤ t, the conditional risk measure ρst defined on L
1
t (c)
with values in L1s(c) is continuous for the c norm.
Proof We want to prove that every ρst satisfying the axioms of Definition 2
is continuous for the c norm. For every X ∈ L1t (c) consider the function ρX,s,t
defined on L1t (c) by ρX,s,t(Y ) = ρs,t(X + Y ). ρX,s,t satisfies also the axioms
of Definition 2 and the continuity of ρX,s,t in 0 is equivalent to the continuity
of ρs,t in X. Thus it is enough to prove that every conditional risk measure
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ρs,t is continuous in 0. Notice also that considering ρ¯st defined by ρ¯st(X) =
ρs,t(X) − ρs,t(0) we can furthermore assume that ρst(0) = 0
Using the definition of φ, one can remark that φ is convex, and for X ≤ Y ,
φ(X) ≤ φ(Y ). Let φ˜ be the function defined on L1t (c) by φ˜(X) = φ(ρst(X)).
Then, φ˜ obviously satisfies the axioms of convexity and monotonicity. Thus,
thanks to Theorem 1 of [2], it is continuous for the c norm. Notice that φ˜ is
not necessarily a risk measure as it does not necessarily satisfy the translation
invariance. φ˜ is continuous in 0 thus for every ǫ > 0, there is η > 0 such that
c(X) < η implies φ˜(X) < ǫ. For every X ≤ 0, X ∈ L1t (c), ρst(X) ≥ 0 and from
Lemma 4, c(ρst(X)) = φ(ρst(X)) = φ˜(X). Thus for every X ∈ L
1
t (c), c(X) < η
implies c(ρst(−|X|)) < ǫ.
As ρst is convex and satisfies ρst(0) = 0, it follows that |ρst(X)| ≤ ρst(−|X|). It
follows that for all X ∈ L1(c) such that c(X) < η, c(ρst(X)) < ǫ. This proves
the continuity of ρst for the c norm at point zero and thus everywhere. 
6 Time consistency and regularity of paths
The goal of this section is to prove in the context of model uncertainty two re-
sults which were proved for dynamic risk measures on L∞ spaces. First as in [4]
we want to characterize the time consistency property by a cocycle condition on
the penalty. Second we want to prove the regularity of paths for convex time
consistent dynamic risk measures on L1(c). This last result was first proved for
sublinear i.e. coherent time consistent dynamic risk measures on L∞ spaces by
Delbaen [9]. It was extended to convex time consistent dynamic risk measures on
L∞ spaces in [5]. Notice however that the regularity of paths in the present case
cannot be deduced from the result on L∞ spaces. Indeed as already mentioned
L1(c) does not contain all the bounded Borelian functions, furthermore a dynamic
risk measure on L1(c) cannot be always extended to L∞(P ) as the probability
measures in the dual representation of ρst are not all absolutely continuous with
respect to P (Theorem 1). Thus we have to give new proofs.
The notations are those of Section 4. Bt is the right continuous filtration gener-
ated by the Borelian sets of Ωt. P is a given probability measure in K+ belonging
to the canonical c-class. M+s,t(P ) (resp. Qs,t(P )) denotes the set of non negative
continuous linear forms on L1(c) represented by a probability measure on (Ω,Bt)
whose restriction to Bs is absolutely continuous with respect to P (resp. equal
to P ). For Q in M+s,t(P ), the penalty α
m
s,t (Q) is given by the formula (14), and
the Q-acceptance set is given by equation (13).
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6.1 Characterization of time consistency
Theorem 3. Assume that (ρs,t)s,t is a dynamic risk measure on L
1(c) which
satisfies the equivalent conditions of Theorem 1. Let r 6 s 6 t be three instants
of time. The following conditions are equivalent:
i) ∀X ∈ Lpt , ρr,t (X) = ρr,s (−ρs,t (X))
ii) For every probability measure Q in M+s,t(P ),
Ar,t (Q) = Ar,s (Q) +As,t
iii) For every probability measure Q in M+s,t(P )
αmr,t (Q) = α
m
r,s (Q) + EQ
(
αms,t (Q) |Br
)
Q a.s.
Proof
The proof of i)⇒ ii) is the same as the proof of Theorem 1 in [5].
iii)⇒ i). From the theorem of representation, Theorem 1, equation(15), there is
a countable set {Qn, n ∈ IN} of probability measures in Qs,t(P ) such that
ρst(X) = P esssupn∈IN(EQn(−X|Bs)− α
m
st(Qn))
Notice that Qn is a probability measure on (Ω,Bt) whose restriction to Bs is equal
to P . Qn is not in general absolutely continuous with respect to P . Therefore,
we introduce the probability measure: P˜ = P2 +
∑
n∈IN
Qn
2n+2
. Denote Q the set of
probability measures in the dual of L1t (c) absolutely continuous with respect to P˜
whose restriction to Bs is equal to P˜ (i.e. P ). The set {ER(−X|Bs)−α
m
st(R), R ∈
Q} is then a lattice upward directed.
We can then apply similar arguments to those used in the proof of Theorem 1 in
[5] to prove that iii)⇒ i).
Let’s now prove ii)⇒ iii). From equations (14), and hypothesis ii),
αmr,t (Q) = ess supY ∈Ar,s(Q)EQ [−Y |Br] + ess supZ∈As,tEQ [−Z|Br] Q a.s.
= αmr,s (Q) + ess supZ∈As,tEQ [−Z|Br] Q a.s.
It only remains to prove that
ess supZ∈As,tEQ [−Z|Br] = EQ
[
αms,t (Q) |Br
]
(28)
Using the formula (14), the first inequality,
ess supZ∈As,tEQ [−Z|Br] 6 EQ
[
αms,t (Q) |Br
]
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is obvious.
In order to prove the converse inequality, we recall (see Lemma 3) that
{
EQ [−X|Bs] ;X ∈ A˜s,t
}
is a lattice upward directed. Therefore, using formula (14), we deduce from
Proposition VI-1-1 of [17] the existence of a sequence (Zn)n∈IN in A˜s,t such that
αms,t (Q) is Q-a.s. the increasing limit of (EQ [−Zn|Bs])n∈IN .
EQ
[
αms,t (Q)
]
is the increasing limit of (EQ [−Zn])n∈IN .
• If EQ
[
αms,t (Q)
]
< +∞, let ǫ > 0, there exists n ∈ IN such that
EQ [−Zn] ≤ EQ
[
αms,t (Q)
]
6 EQ [−Zn] + ǫ
Now, as (Zn)n∈IN ∈ A˜s,t, Zn =
∑
i∈I Xi,n1Ai,n where Xi,n ∈ As,t, Ai,n ∈ Bs
and (Ai,n)i∈I is a finite partition of Ω in Bs. As in the proof of Theorem
1, there exists a sequence of bounded continuous functions fki,n on Ω[0,s],
0 6 fki,n 6 1 such that f
k
i,n tends to 1Ai,n Q a.s. when k tends to +∞.
Let n fixed. Notice that
∣∣∣∑i∈I Xi,nfki,n∣∣∣ 6 ∑i∈I |Xi,n|. As Q belongs to
the dual of L1(c), EQ
[∑
i∈I |Xi,n|
]
<∞ and it follows from the dominated
convergence theorem, that
lim
k→∞
EQ
[
−
∑
i∈I
Xi,nf
k
i,n
]
= EQ [−Zn]
So, there exists k ∈ IN such that,
EQ
[
αms,t (Q)
]
6 EQ [−Zn] + ǫ 6 EQ
[
−
∑
i∈I
Xi,nf
k
i,n
]
+ 2ǫ
Thus, using the fact that
∑
i∈I Xi,nf
k
i,n ∈ As,t,
EQ
[
EQ
[
αms,t (Q) |Br
]]
6 EQ
[
ess supZ∈As,tEQ [−Z|Br]
]
And the equality (28) is proved.
• If EQ
[
αms,t (Q)
]
= +∞, (EQ [−Zn])n∈IN is increasing and tends to infinity.
So, using the same ideas as before, we get the result. 
6.2 Regularity of paths
Notice that for every s ≤ T , the knowledge of ρsT (X) P a.s. for some probabil-
ity measure P belonging to the canonical class determines entirely the element
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ρsT (X) of L
1
s(c). Therefore it is very important to prove the existence of a pro-
cess Ys with regular paths such that for every s, ρsT (X) = Ys P a.s. This is the
object of the following proposition
Theorem 4. Let (ρs,t) be a normalized time consistent convex dynamic risk
measure on L1(c). Let P be a probability measure belonging to the canonical c-
class. Assume that αm0T (P ) = 0. Then for every X ∈ L
1
T (c), (ρs,T (X))s is a
P -supermartingale.
Furthermore for every bounded X in L1(c), the map s→ EP (ρs,T (X)) is rightcon-
tinuous. For every X bounded (ρs,T (X))s admits P a.s. a right continuous ver-
sion which is furthermore optional. For every X bounded from above (ρs,T (X))s
admits P a.s. an optional version.
Notice that even if the filtration is not complete we obtain an optional pro-
cess.
Proof Let 0 ≤ s ≤ s′ ≤ T . From the cocycle condition and the non negativity of
the minimal penalty which are satisfied for every normalized time consistent dy-
namic risk mesure, αmss′(P ) = 0. It follows from the time consistency that for every
X ∈ L1(c), ρsT (X) ≥ EP (ρs′T (X)|Bs), i.e. (ρs,T (X))s is a P -supermartingale.
The most tricky part of the proof consists in proving the right continuity of the
map s→ EP (ρs,T (X)) forX bounded. To prove the right continuity we will adapt
the proof which was given in [5] for dynamic risk measures on L∞ spaces under
the hypothesis of time consistency for stopping times. Therefore we explain here
which changes have to be done. Let s < t. From the proof of iii)⇒ i) of Theorem
3, the set {ER(−X|Bs)−α
m
st(R), R ∈ Q} is a lattice upward directed. Thus from
[17], there is a sequence {Rn, n ∈ IN} of probability measures in the dual of L
1(c)
whose restriction to Bs is equal to P such that ρsT (X) is the increasing limit of
(ERn(−X|Bs)−α
m
sT (Rn)). Thus for every k ∈ IN
∗, there is Sk among the Rn such
that EP (ρsT (X))−
1
k
≤ (ESk(−X)−EP (α
m
sT (Sk)). The proof follows then the first
step of the proof of Lemma 4 of [5], in particular making use of the cocycle condi-
tion for Sk, and of the inequality (ESk(−X|Bsn)− α
m
snT
(Sk)) ≤ ρsnT (X) P a.s.,
we get for a sequence sn < T decreasing to s,
EP (ρsT (X)) −
1
k
≤ ESk(ρsnT (X)) − EP (α
m
ssn(Sk)) (29)
Notice that the main difference with the proof of Lemma 4 of [5] is that in general
Sk is not absolutely continuous with respect to P therefore we introduce a new
probability measure S˜k =
k−1
k
P + 1
k
Sk. It follows from (29) that
EP (ρsT (X))−
1
k
≤ EP (ρsnT (X)) − EP (α
m
ssn(Sk))
+ES˜k(ρsnT (X))[ES˜k (
dSk
dS˜k
|Bsn)− ES˜k(
dP
dS˜k
|Bsn)] (30)
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The restrictions of Sk and S˜k to Bs are both equal to P , then ES˜k(
dSk
dS˜k
|Bsn) −
ES˜k(
dP
dS˜k
|Bsn)→ 0 in L
1(S˜k) as n→∞.
As (ρsn,T (X))n∈IN are uniformly bounded, it follows from the dominated conver-
gence theorem that ES˜k(ρsnT (X))[ES˜k (
dSk
dS˜k
|Bsn)−ES˜k(
dP
dS˜k
|Bsn)]→ 0 as n→∞.
Thus from equation (30), there is N(k) such that for n ≥ N(k), EP (ρsT (X))−
1
k
≤
EP (ρsnT (X)) − EP (α
m
ssn(Sk)) +
1
k
. Due to the normalization, αmssn(Sk) ≥ 0. As
ρsT (X) is a P -supermartingale, it follows that EP (ρsnT (X)) ≤ EP (ρsT (X)).
This proves that EP (ρs,T (X) is the limit of EP (ρsn,T (X)). Then the proposition
for X bounded follows from the modification Theorem of [12] (Theorem 4 page
76), and more precisely from the remark 5 following this Theorem. Notice that
as the filtration Bs is right continuous but not complete, the right continuity does
not imply the existence of an optional version, but the two results are proved in
[12]. When X is bounded from above, X is the limit of the decreasing sequence
Xn = sup(X,−n). From the theorem of representation, for every s, ρst(X) is P
a.s. the increasing limit of ρst(Xn). It is thus optional. 
From the preceding theorem we deduce easily the following result.
Corollary 2. Let ρs,t be a normalized time consistent convex dynamic risk mea-
sure on L1(c). Assume that for every probability measure Q in K+ (the non
negative part of the unit ball of the dual of L1(c)), there is a probability measure
P belonging to the canonical c-class such that Q≪ P and αm0T (P ) = 0.
Then for every X ∈ L1T (c), and Q ∈ K+, (ρs,T (X))s is a Q-supermartingale.
For every bounded X for every choice Ys of ρsT (X), there is a right continuous
process Zs such that for every Q ∈ K+, Q({Ys 6= Zs}) = 0.
Proof let 0 ≤ s ≤ T . let Ys be any choice in the c-class of ρsT (X). Let
A = {ω | ∃s ∈ [0, T [, Ys(ω) 6= lim supt>s
t→s
Yt(ω) orYs(ω) 6= lim inf t>s
t→s
Yt(ω)}. From
the above proposition, for every P in the canonical c-class such that αm0T (P ) = 0,
P (A) = 0 Thus Q(A) = 0 for every Q ∈ K+. The process (Zs)0≤s≤T defined as
Zs = 1AcYs satisfies obviously the required conditions. 
The preceding result applied to the particular case of sublinear risk measures
gives:
Corollary 3. Let (ρs,t)0≤s≤t≤∞ be a sublinear time consistent dynamic risk mea-
sure on L1(c). Let Q be a weakly relatively compact set of probability measures
such that ρ0,∞(X) = supQ∈QEQ(−X). Then for every X in L
1(c), ρsT (X) is
a Q-supermartingale for every Q ∈ Q. Furthermore for every X bounded from
above and every choice Ys of ρsT (X), there is a right continuous process Zs such
that for every Q ∈ Q, Q({Ys 6= Zs}) = 0.
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proof The existence of a weakly relatively compact set of probability measures
such that ρ0,∞(X) = supQ∈QEQ(−X) follows from [7], Proposition 3.1. We apply
then the result of corollary 2 with the capacity c′(X) = supQ∈QEQ(|X|) 
Notice that a statement similar to that of Corollary 3 is enounced in [19] for the
filtration completed with all polar sets.
7 Sublinear Risk measures on Cb(Ω) factorizing through
time
7.1 Factorization through time
In this section Ω is a general Polish space. In [7], section 5, we have introduced
the notion of regularity for a sublinear risk measure ρ on Cb(Ω) which means
that for every decreasing sequence fn with limit 0, the sequence ρ(−fn) tends to
0. We have proved in [7] that every regular sublinear risk measure on Cb(Ω) is
represented by a weakly relatively compact set of probability measures P, i.e.
ρ(X) = sup
P∈P
EP (−X) ∀X ∈ Cb(Ω) (31)
We address now the following question: Can we find a sufficient condition such
that the risk measure ρ can be factorized through time, i.e. such that there is a
time consistent dynamic risk measure ρst satisfying ρ0,∞ = ρ? In the case of risk
measures on L∞ spaces, Delbaen [9] has introduced the notion of m-stability of
a set of probability measures in order to answer this question. Notice that for
every sublinear time consistent dynamic risk measure ρst, for every s ≤ t, ρst is
equal to the restriction of ρs∞, we can thus drop the second index, and a time
consistent sublinear risk measure is thus a family ρs such that ρs = ρs(−ρt).
Let (Ft) be a right continuous filtration such that F∞ = B(Ω) and F0 is trivial
(i.e. is contained in the P -null sets). It is natural to address the question of
the existence of a factorization on L∞(Ω,B(Ω), (Ft), P ) where P is a probability
measure belonging to the canonical cρ class (cρ(X) = ρ(−|X|)). In the dual
representation (31) of the risk measure ρ, one can replace the set P by the weak
closure of its convex hull. The sublinear risk measure is unchanged. Thus we
define now the notion of stability for a convex weakly closed set of probability
measures.
Definition 4. Let C be a convex weakly closed set of possibly non dominated
probability measures on (Ω,B(Ω)). C is stable if for all probability measures P,Q
in C, such that Q≪ P , for every stopping time τ , there is a probability measure
R ∈ C, R≪ P , such that (dR
dP
)t = (
dQ
dP
)t ∀t ≤ τ and (
dR
dP
)t = (
dQ
dP
)τ ∀t ≥ τ .
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Proposition 5. Let C be a stable convex weakly compact set of possibly non
dominated probability measures on Ω. Let ρ(X) = supQ∈C EQ(−X) ∀X ∈ Cb(Ω).
Then there is a probability measure P ∈ C belonging to the canonical cρ-class,
and a set S of probability measures in L1(P ), m-stable with respect to the right
continuous filtration Ft, such that ρ(X) = supQ∈S EQ(−X).
The dynamic risk measure ρσ defined on L
∞(Ω,B(Ω), P ) by
ρσ(X) = esssup{Q∈S Q∼P}EQ(−X|Fσ) P a.s.
is a time consistent dynamic risk measure on L∞(Ω,B(Ω), (Ft)t∈IR+ , P ) which
factorizes ρ, i.e. for every X ∈ Cb(Ω), ρ(X) = ρ0(X).
Proof From [7], there is a countable set {Qn, n ∈ IN} of probability measures
in C such that ρ(X) = supn∈IN EQn(−X) ∀X ∈ L
1(c). Let P =
∑
n∈IN
Qn
2n+1
.
From [7], P belongs to the canonical cρ-class. As C is convex and weakly compact,
P belongs to C. Let S = C ∩{Q≪ P}. S ⊂ L1(P ). The stability of C implies the
m-stability of S for the right-continuous filtration (Ft) (cf [9] for the definition
of m-stability). For all X in Cb(Ω),
sup
Q∈S
EQ(−X) ≤ sup
Q∈C
EQ(−X) = sup
n∈IN
EQn(−X) ≤ sup
Q∈S
EQ(−X)
Thus
∀X ∈ Cb(Ω), ρ(X) = sup
Q∈S
EQ(−X) (32)
Furthermore every Q in S is the weak limit of Qn = (1 −
1
n
)Q + 1
n
P , Qn ∈ S,
and Qn ∼ P . Thus
∀X ∈ Cb(Ω), ρ(X) = sup
Q∈S Q∼P
EQ(−X) (33)
From [9] the dynamic risk measure ρσ defined on L
∞(Ω,B(Ω), (Ft)t∈IR+ , P ) by
ρσ(X) = esssup{Q∈S, Q∼P}EQ(−X|Fσ) P a.s. is time consistent. From (33) it
extends the risk measure ρ on Cb(Ω). 
It follows from the proof that the conclusion of Proposition 5 is satisfied for every
probability measure P =
∑
n∈IN αnQn, where {Qn} is a dense subset of C.
Corollary 4. Let C and ρ be as in Proposition 5. Let cρ be the capacity associated
to ρ. The risk measure ρ extends uniquely to L1(cρ) and ρ(X) = supQ∈S EQ(−X)
for every X ∈ L1(cρ). For every stopping time σ, ρσ has a unique continuous
extension to L1(cρ).
22
proof For all f in Cb(Ω), cρ(f) = ρ(−|f |). The risk measure ρ extends
uniquely to L1(cρ). From [7] the equalities ρ(X) = supQ∈S EQ(−X) and cρ(X) =
supQ∈S EQ(|X|) are also satisfied for every X ∈ L
1(cρ). From the m-stability of
S, it follows that for every f ∈ Cb(Ω), the set {EQ(|f ||Fσ), Q ∈ S, Q ∼ P} is a
lattice upward directed. Thus supR∈S ER(|ρσ(f)|) ≤ supS∈S ES(|f |) = cρ(f). It
follows that for every stopping time σ, ρσ has a unique continuous extension to
L1(cρ) with values in ∩Q∈SL
1(Ω,Ft, Q).
Remark 3. Even if Ft is the right continuous filtration generated by the open
sets of Ωt, it can happen that ρt(X) does not belong to L
1
t (cρ), and that the time
consistency property which is satisfied for all continuous bounded functions cannot
be extended to L1(cρ).
Therefore we introduce now a more restrictive notion of factorization through
time for a sublinear risk measure defined on Cb(Ω).
7.2 Factorization on L1(cρ)
We restrict now to the case where Ω is either equal to C0([0,∞[, IR
d) orD([0,∞[, IRd),
and Ft = Bt is the right continuous filtration generated by the open sets of Ωt.
It seems to be too restrictive to ask for the existence of a factorization within the
set of continuous bounded functions. Thus we study now factorization on L1(cρ).
Definition 5. Let ρ be a sublinear regular risk measure on Cb(Ω). Let cρ be the
associated capacity: cρ(X) = ρ(−|X|). We say that ρ factorizes through time on
L1(cρ), if there is a time consistent sublinear dynamic risk measure ρst = ρs on
L1(cρ) such that
∀f ≥ 0, f ∈ Cb(Ωs),∀X ∈ L
1(cρ), ρs(fX) ≤ fρs(X) (34)
extending ρ (i.e. ∀X ∈ Cb(Ω), ρ(X) = ρ0(X)).
By definition of a dynamic risk measure on L1(cρ), necessarily for every X in
L1(cρ), ρs(X) belongs to L
1
s(cρ).
Proposition 6. Let ρ be a sublinear regular risk measure on Cb(Ω) factorizing
through time on L1(cρ) into ρs. Let P in K+ (the non negative part of the unit
ball of the dual of L1(cρ)) belonging to the canonical cρ-class. Then for every
s ≥ 0,
• There is a countable set {Qn, n ∈ IN} of probability measures belonging to
the unit ball of the dual of L1(cρ), whose restriction to Bs is equal to P such
that
∀X ∈ L1(cρ), ρs(X) = P esssupn∈INEQn(−X|Bs) P a.s. (35)
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• For every X in L1(cρ), there is a probability measure QX belonging to the
unit ball of the dual of L1(cρ) whose restriction to Bs is equal to P such
that
ρs(X) = EQX (−X|Bs) P a.s. (36)
Proof For every s, ρs satisfies the strong convexity property, thus from The-
orem 1 there is a sequence Qn of probability measures on (Ω,B(Ω)), belonging to
the dual of L1(cρ) whose restriction to Bs is equal to P satisfying (35). From the
monotonicity and time consistency condition, cρ(ρs(−|X|)) = ρ(−|X|) = cρ(|X|)
. Thus for every n and X ∈ L1(cρ),
EQn(|X|) = EP (EQn(|X||Bs) ≤ EP (ρs(−|X|))) ≤ cρ(|X|). This proves that ev-
ery Qn belongs to the unit ball of the dual of L
1(cρ).
The second part of the proposition follows from corollary 1 and the above argu-
ment applied with QX . 
We give now a sufficient condition for a sublinear risk measure on Cb(Ω) to
admit a factorization through time on L1(cρ).
Theorem 5. Let C be a stable convex weakly compact set of possibly non domi-
nated probability measures on Ω such that ρ(f) = supQ∈C EQ(−f). Let P in K+
belonging to the canonical cρ-class. Assume that for X in a dense subset of Cb(Ω)
(for the c-norm), there is an element ρs(X) of L
1
s(cρ) such that
ρs(X) = esssup{Q∈S Q∼P}EQ(−X|Fs) P a.s. (37)
Then for all s, ρs extends to L
1(cρ) with values in L
1
s(cρ). The sublinear risk
measure ρ on Cb(Ω) factorizes through time on L
1(cρ) (cf definition (5)). In
particular
∀r ≤ s, ∀X ∈ L1(cρ), ρr(X) = ρr(−ρs(X)) (38)
The above equation is an equality in L1(cρ).
Proof From Proposition 6, equation (37) defines a time consistent dynamic
risk measure ρs on L
∞(Ω,B(Ω), P ) factorizing ρ. It follows easily from sublin-
earity and monotonicity of ρs that for every X,Y ∈ Cb(Ω), |ρs(X) − ρs(Y )| ≤
ρs(−|X−Y |). From Lemma 4.1 of [7], it follows that on the non positive elements
of L1(cρ), cρ is equal to ρ0. Denote Ds a dense subset of Cb(Ω) such that for all
X ∈ Ds, ρs(X) ∈ L
1
s(cρ). From the monotonicity of cρ and the time consitency
it follows that for all X,Y ∈ Ds,
cρ(|ρs(X)− ρs(Y )|) = ρ0(−|ρs(X)− ρs(Y )|) ≤ ρ0(−ρs(−|X − Y |) = c(|X − Y |)
(39)
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This proves that ρs extends uniquely to L
1(cρ) with values in L
1
s(cρ). For all
r ≤ s ≤ t and every X ∈ Cb(Ω), ρr(X) and ρr(−ρs(X)) belong to L
1(cρ)). From
Proposition 5 they are equal P a.s. As P belongs to the canonical cρ class, this
means that ∀X ∈ Cb(Ω),
ρr(X) = ρr(−ρs(X)) (40)
The equality (40) is an equality in L1(cρ). From the equation (39), it then follows
that the equality (40) is satisfied for all X ∈ L1(cρ). 
Remark 4. • Nutz and Soner address in [19] the question of unicity of a time
consistent extension of a sublinear risk measure, given a set of probability
measures and given a family of vector spaces Ht ⊂ H. It follows from Propo-
sition 3.1 of [19] that both factorization through time on L∞(Ω,B(Ω),Ft, P )
where P belongs to the canonical cρ-class and factorization on L
1(cρ) are
unique.
• Notice that in all the existing examples of time consistent dynamic risk
measures in case of uncertainty represented by a weakly relatively compact
set of probability measures, the dynamic risk measure ρt is defined on a
vector space H which is always a subspace of L1(cρ). There is never unicity
of a set of probability measures P such that ρ(X) = supP∈P EP (−X) ∀X ∈
Cb(Ω). As proved in [7] there is always a countable set P such that the above
equality is satisfied. On the other hand the set of all probability measures
Q such that EQ(−X) ≤ ρ(X) for all X in L
1(cρ) is convex and weakly
compact. The set of probability measures which is choosen in all the papers
constructing examples of time consistent dynamic risk measures [25] and
[19] is an intermediary set: not countable nor convex.
• Notice that the factorization through time on L1(cρ) is in some sense uni-
versal. Indeed when it exists (cf a sufficient condition for existence in The-
orem 5), it does not depend on the choice of a particular set of probabil-
ity measures representing ρ. The Banach spaces L1t (cρ) depend only on
cρ(f) = ρ(−|f |). The equality ρs = ρs ◦ (−ρt) is satisfied in L
1(cρ) and
thus it is satisfied Q a.s. for every Q ∈ P whatever the choice of the set P
representing ρ.
8 Examples of dynamic risk measures
In this section we restrict to the particular case where Ω = C0([0, T ], IR
d) the space
of continuous functions on [0, T ] null in zero. Let B(Ω) be the Borel σ-algebra.
let Ωt = C0([0, t], IR
d). Let Bt be the right continuous filtration generated by the
open sets of Ωt. Denote Bt the coordinate process.
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8.1 Dynamic pricing in context of uncertain volatility
We consider the framework introduced in [12]. A probability measure Q on
(Ω,B(Ω),Bt) is called a martingale measure if the coordinate process (Bt) is
a martingale with respect to Bt under Q and if the martingales ((Bi)t)1≤i≤d
are orthogonal in the sense that for all i 6= j, < Bi, Bj >
Q
t = 0 Q a.s. where
< Bi, Bj >
Q denotes the quadratic covariational process corresponding to Bi
and Bj, under Q and < B >Q the quadratic variation of B under Q. Fix for all
i ∈ {1, . . . , d} two finite deterministic Ho¨lder-continuous measures µ
i
and µi on
[0, T ] and consider the set P of orthogonal martingale measures such that
∀i ∈ {1, . . . , d}, dµ
i,t
≤ d < Bi >
Q
t ≤ dµi,t.
From [7] the set P is convex and weakly compact. Let ρ be the risk measure
defined on Cb(Ω) by ρ(f) = supP∈P EP (−f), and cρ the associated capacity,
cρ(f) = ρ(−|f |).
Proposition 7. There is a probability measure P belonging to the canonical
cρ-class and a m-stable set S of probability measures all absolutely continuous
with respect to P such that the dynamic risk measure on L∞(Ω,Bt, P ) defined by
ρs(X) = esssupP∈SEP(−X|Bs) P a.s. is time consistent and factorizes ρ (i.e.ρ0 =
ρ).
Proof From [7] the set P is convex and weakly compact.
From [12], (Bi)
2
s belongs to L
1(cρ) for every s, and thus the quadratic variation
of B is defined as an element of L1(cρ) by the equation
< Bi >
c
t= (Bi)
2
t − 2
∫ t
0
(Bi)sd(Bi)s (41)
In the same way, < Bi, Bj > is defined in L
1(cρ). Let S and Q be two probability
measures in P such that Q ≪ S. The probability measure R such that (dR
dS
)t =
(dQ
dS
)t ∀t ≤ τ and (
dR
dS
)t = (
dQ
dS
)τ ∀t ≥ τ is also absolutely continuous with respect
to S. For all i, the inequality dµ
i,t
≤ d < Bi >
S
t ≤ dµi,t is satisfied S a.s. , thus is
also satisfied R a.s.. In the same way, < Bi, Bj >= 0 R a.s.. On the other hand,
the set of martingale measures for one process (here Bt) is m-stable (cf [9]), thus
Bt is a R martingale. Thus R belongs to P and this proves that P is stable. The
result follows then from Proposition 5. 
From Proposition 7 and Remark 3, we deduce the following result:
Corollary 5. Let P be as above. To every X in Cb(Ωt) one can associate its
dynamic ask price
Πst(X) = esssupP∈SEP(X|Bs)
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and its dynamic bid price
−Πst(−X) = essinfP∈SEP(X|Bs)
The above formulas define a time consitent dynamic pricing procedure on L∞(Ω, (Bt)t∈IR+ , P )
in the sense of [6], with no arbitrage. The above formulas extend to X ∈
L1(c) (c(X) = supP∈P EP (|X|)). Furthermore for every X ∈ L
1(c), Π0T (X) =
supP∈P EP (X).
8.2 Conditional G-Expectations
Notice that in the preceding section we have constructed an example of a sublin-
ear risk measure on Cb(Ω) admitting an extension into a time consistent dynamic
risk measure ρs on L
∞(Ω,Bs, P ). However in the previous example it can happen
that for some X ∈ Cb(Ω), ρs(X) does not belong to L
1
s(c). We prove now that the
conditional G-expectations takes always values in L1s(c) and defines thus a sub-
linear risk measure on Cb(Ω) factorizing through time on L
1(c) (cf definition(5)).
In this section, Ω = C0([0,∞[, IR
d). Peng introduced the notion of G-expectations
([21]and [22]) defined on Lip = ∪TLipT .
LipT = {φ(Bt1 , Bt2 , ...Btk ), t1 ≤ t2 ≤ tk ≤ T | φ ∈ Lip(IR
k)}, k ∈ IN∗+} where
Lip(IRk) denotes the set of IR valued Lipschitzian functions on IRk.
G-expectations are defined from solutions of P.D.E. For a complete study on G-
expectations we refer to [23]. Here we will use the notations of [23]. For 0 ≤ t,
Eˆ(.|Ft) : Lip → Lipt is the conditional G-expectation. For every X ∈ Lip, let
ρs(X) = Eˆ(−X|Fs) and c(X) = Eˆ(|X|)
Proposition 8. c(X) = Eˆ(|X|) defines a capacity on Cb(Ω). For every 0 ≤ s ≤
t, Eˆ(.|Fs) extends uniquely to L
1(c) with values in L1s(c). This extension still
denoted Eˆ(.|Fs) defines (up to a minus sign) a sublinear strongly convex time
consistent dynamic risk measure on L1(c). In particular there is a countable set
{Qn, n ∈ IN} of probability measures whose restriction to Fs is equal to P such
that Eˆ(.|Fs) admits the following dual representation.
∀X ∈ L1(c), Eˆ(X|Fs) = P esssupn∈INEQn(X|Fs) P a.s. (42)
Furthermore for every X ∈ L1(c), there is a probability measure QX in K+ whose
restriction to Fs is equal to P such that
Eˆ(X|Fs) = EQX (X|Fs) (43)
Proof The existence of a weakly relatively compact set of probability mea-
sures P such that for every f ∈ Lip, Eˆ(f) = supP∈P EP (f) is proved in [11].
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Thus c(f) = supP∈P EP (|f |) defines a capacity on Cb(Ω). It is also proved in [11]
that Lip is dense in Cb(Ω) for the c-norm. From the remark following Proposition
2.3 of Chapter III in [23]
∀X,Y ∈ Lip, c(Eˆ(X|Fs)− Eˆ(Y |Fs)) ≤ c(X − Y ) (44)
As Eˆ(X|Fs) ∈ Lips for every X ∈ Lip, it follows from equation (44) that Eˆ(.|Fs)
admits a unique extension to L1(c) with values in L1s(c). The monotonicity, sub-
linearity and time consitency for Eˆ(.|Fs) on L
1(c) follow easily from proposition
2.3 of Chapter III in [23] using equation (44). From Proposition 2.3 of Chapter
III in [23], for every f ≥ 0, f ∈ Lips and X ∈ Lip, Eˆ(fX|Fs) = fEˆ(X|Fs). By
density and continuity for the c norm, it follows that this equality is satisfied for
all f ≥ 0 in Cb(Ωs) and X ∈ L
1(c). (Notice that this equality is even satisfied for
every non negative bounded f in L1s(c)). The strong convexity follows then from
this equality and the sublinearity. The last result follows from Corollary 1. 
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