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Abstract 
A track iteration UKF based alignment algorithm for the estimation of a slowly time-varying spatial bias is presented. 
First, the spatial bias is estimated with a UKF filter. Second, the spatial alignment iteration is applied track to track 
according to the magnitude of the bias change. If the bias change is obvious, the alignment restarts and initials the 
system bias with the estimated bias from the past track. Otherwise, the bias is assumed not changed and no alignment 
will be executed. Last, repeat the above process to adapt to the change of spatial bias with more other tracks. 
Simulation results show that the proposed algorithm is effective and efficient. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
The spatial alignment is the pre-requisite for data fusion of measurements from radar and infrared
sensors [1]. Many researches have been made in this field [2-7], including: the off-line methods such as 
the least-square ones [2], used when the position of the target is known before spatial alignment, and, the 
on-line methods such as EKF [3], UKF [4] or CKF based [5], used when the position of the target is 
unknown. However, existing researches all assume the system bias be constant against time and space. 
Under some conditions, the system bias may change, e.g., a mechanical deformation may make the 
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relative position of the sensors change. And the target being tracked may be lost if the former estimated 
bias is still used. Although the on-line methods can be applied to such cases to adapt to this change and 
achieve a good target tracking, it is time exhausting to estimate the system bias while tracking. To acquire 
a better estimation of the target states under the condition of a time varying system bias and reduce the 
executing time of the algorithm, a spatial alignment algorithm based on the track iteration UKF (TI-UKF) 
is proposed. 
2. A hybrid coordinate based spatial alignment for radar and infrared sensors  
For the alignment of radar and infrared sensors on a same platform, a spatial alignment algorithm 
based on a hybrid coordinate target state is proposed in [5], which can achieve better alignment 
performance than traditional methods do. The target state vector is [5]  
( ) [ ( ), ( ), ( ), ( ), ( ), ( ), ( ), ( )]Tk k k k k k k k kX t t t t x t y t z t t tρ θ η θ η= Δ Δ& & &             (1) 
here, ( )ktρ , ( )ktθ  and ( )ktη  denote the range, azimuth angle and pitching angle of a target at time kt  in the  
polar coordinate, ( )kx t& , ( )ky t&  and ( )kz t&  denote the velocities of the target along the x-, y- and z-axis in the  
Cartesian coordinate at time kt , θΔ  and ηΔ  are the azimuth and pitching biases of the infrared sensor 
relative to the radar, respectively. The dynamic equation of the state can be written as 
1( ) [ ( )] ( )k k kX t F X t V t+ = +                         (2)  
where the process noise vector 1 2 8( ) [ ( ), ( ), , ( )]Tk k k kV t v t v t v t= K is a white Gaussian random vector with zero mean  
and a covariance matrix of 2 2 2 2 2 2 2 21 2 3 4 5 6 7 8( , , , , , , , )Q diag δ δ δ δ δ δ δ δ= .
The measurement vector is [5] 
( ) [ ( ), ( ), ( ), ( ), ( )]Tk r k r k r k i k i kZ t t t t t tρ θ η θ η= (3)
here ( ( ), ( ), ( ))r k r k r kt t tρ θ η  and ( ( ), ( ))i k i kt tθ η  represent the measurements from radar and infrared sensors at  
time kt , respectively. The measurement equation can be written as 
( ) ( ) ( )k k kZ t HX t W t= +                          (4)
here, 1 2 5( ) [ ( ), ( ), , ( )]Tk k k kW t w t w t w t= K  is the measurement noise vector, which is a zero mean white Gaussian 
measurement noise with covariance matrix 2 2 2 2 21 2 3 4 5( , , , , )R diag σ σ σ σ σ= .
Then the sensor system bias will be obtained through nonlinear Kalman filtering algorithm. Here the 
sensor system bias is assumed to be constant against time and space. 
3. TI-UKF based spatial alignment of radar and infrared sensors 
Considering the influences of the environment and the mechanical deformation in practice, the bias of 
the two sensors may change slowly. Therefore, a spatial alignment algorithm based on TI-UKF is 
proposed. For the spatial alignment with time-varying bias of the sensors, the specific settlement is as 
follows: obtain a couple of system biases through the tracking of a certain target using UKF according to 
the algorithm in [5] at first. For the following target tracking, if the system bias changes little, this couple 
of biases can be used to the tracking directly. Or else if it changes obviously, the alignment algorithm 
should be used once again to estimate the bias, thereby improving the accuracy of the state estimation.  
Rewrite the state vector as ( ) ( ) ( )1 2( ) [ ( ) , ( ) ]l l T l T Tk k kX t X t X t= , ( ) ( ) ( ) ( ) ( ) ( ) ( )1 ( ) [ ( ), ( ), ( ), ( ), ( ), ( )]l l l l l l l Tk k k k k k kX t t t t x t y t z tρ θ η= & & &
denotes the target state, and ( ) ( ) ( )2 ( ) [ ( ), ( )]l l l Tk k kX t t tθ η= Δ Δ  denotes the system bias, where l  is the target 
number. TI-UKF makes alignment through the estimation of the target state. Thus the estimate accuracy 
of the system bias depends on that of the state. During the initialization, there is always a deviation, and it 
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will bring a big error to the state estimation in the first U  ( 0 lU N< < , lN  is the number of the sample points 
of the target l ) points. To avoid the alignment bias being influenced, the system bias  
( ) ( ) ( )
2 ( ) [ ( ), ( )]
l l l T
k k kX t t tθ η= Δ Δ  should not be updated until U  points have passed.  
Below is the specific algorithm: 
Step 1: Apply the UKF based alignment algorithm to get the original system bias (1) (1) (1)2ˆ [ , ]TX θ η= Δ Δ ,
where 1l = .
Step 2: Initialize the state vector and the state covariance of target l  according to its first two 
measurements. Target state is initialized as in [5] and the system bias is done as follows: 
1
1
( ) ( 1)
0
( ) ( 1)
0
( ) ( )
( ) ( )
l
l
l l
K
l l
K
t t
t t
θ θ
η η
−
−
−
−
⎧Δ = Δ⎪⎨Δ = Δ⎪⎩
, 2l ≥   (5)
here 
1lK
t
−
 denotes the time the final point of the target 1l −  being sampled. 
Augment the original state vector, the process noise and the measurement noise to construct the initial 
state vector and the covariance. 
Step 3: If the system bias changes little, execute the target tracking by a UKF with the target state 
vector ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) [ ( ), ( ), ( ), ( ), ( ), ( )]l l l l l l l Tk k k k k k kX t t t t x t y t z tρ θ η= & & & . Otherwise, execute the alignment algorithm. 
According to the initialization of the augmented state vector and the covariance above, the alignment 
result ( ) ( ) ( )2 ( ) [ ( ), ( )]l l ll l l TK K KX t t tθ η= Δ Δ will be obtained after the process of UKF. 
During the UKF alignment iteration, keep the system bias ( ) ( ) ( )2 ( ) [ ( ), ( )]l l l Tk k kX t t tθ η= Δ Δ constant until the 
tracking of the target is steady at point U . Then the state vector can be updated and saved. The specific 
settlement of the state estimation is as follows: 
1
( ) ( ) ( ) ( 1)
2 2
ˆ ˆ( ) [ ( ), ( )] ( )
l
l l l T l
i i i KX t t t X tθ η −−= Δ Δ = 1 i U≤ ≤            (6) 
( ) ( ) ( ) ( ) ( )
2 2 | 1 2 | 1
ˆ ˆ ˆ( ) ( ) ( ) ( ( ) ( ))l l l l li i i i i i iX t X t W t z t z t− −= + −     i U> (7) 
here,  
1lK
t
−
 denotes as before. ( )2 lW  is the submatrix of the Kalman gain matrix ( )lW  corresponding to 2X .
( )iz t  and | 1ˆ( )i iz t −  denote the measurement and the predicted measurement at time it , respectively. 
Step 4:  Let  1l l= + , and return to Step 2. 
4. Experiment results
In this section, the performance of the proposed algorithm is evaluated by two experiments, 
experiment A and B. Target 2S  is tracked after target 1S  in experiment A, and in experiment B there are 
four targets to be tracked one after the other. The parameters of  target 1S  with constant-velocity linear 
motion are given in both experiments by initial position:{10,9,15}km , velocity: {3,1,1} /km s . The observation 
interval T  is 1s .The measurement noise’s standard deviations of radar and the infrared sensor are 
(0.15 , 0.1 , 0.1 )km o o  and (0.02 ,0.02 )o o , respectively. The bias of the infrared sensor is (0.0035 ,0.0035 )rad rad .
A. The track equation of the target 2S  with a curvilinear motion is 
5 6 ( 1)
16 2 sin( 1)
9 15 ( 1)
x T
y T
z T
= + × +⎧⎪ = + × +⎨
⎪ = + × +⎩
(8)
Suppose the system bias is (0.015 ,0.01 )rad rad  now, changes apparently against 1S . The simulation is 
repeated 50 times. In order to illustrate the performance of the TI-UKF to the target 2S , the traditional 
UKF assuming the system bias be constant is used for comparison. The proposed algorithm keeps the 
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system bias of the first three points ( 3U = ) not updated. Fig.1 shows the estimation of the system bias 
based on TI-UKF alignment algorithm while Fig.2 shows the tracking result. We can see the TI-UKF can 
adapt to the change of the system bias. In Fig.2, the tracking of target 2S  based on the traditional UKF is 
lost. Compared with that, TI-UKF can track the target stably. 
Figure 1. (a)the estimated bias of azimuth angle based on TI-UKF; (b)the estimated bias of pitching angle based on TI-UKF 
Figure 2. (a)the tracking result of target 2;(b)root mean square error (RMSE) of target 2 position  
B. The parameters of targets 1S  and 2S  both with constant-velocity linear motion are given by initial  
position and velocity: {10,9,15}km , {3,1,1} /km s  and {70,90,60}km , {10,5,26} /km s , respectively. Targets 3S  and 
4S  both use curvilinear motion. The track equation of target 3S  is the same as equation (8). The initial 
position of target 4S  is {13,9,0}km , and the initial velocity is {1,5,2} /km s , with sine motion along the x-axis. 
Suppose the system bias has little change against the one in the previous target when target 2S  and target 
4S  are tracked, while it has obvious change when target 3S  is tracked. A comparison between the 
proposed algorithm and the one in [5] is made with 50 times Monte Carlo simulation. Table 1 and Table 2 
show the average execution time and the RMSE in the final tracking of every target based on the two 
algorithms, respectively.  
Table 1. The average execution time based on TI-UKF versus the one in [5] 
1S 2S 3S 4S
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Table 2. RMSE of the final tracking 
2S 3S 4S1S
From the results, we can see the proposed algorithm has advantages over the one in [5] at the 
executing time for tracking with radar and infrared sensors while keeps good performance in target state 
estimation. 
5. Conclusion 
A spatial alignment algorithm based on the TI-UKF is proposed for time-variant biases of radar and 
infrared sensors. The system bias obtained from the alignment of a certain target is used for the tracking 
of the following targets. If the system bias changes little, the bias estimation from the historical target can 
be reused to track the new target directly. Or else, UKF based alignment algorithm should be used once 
again to estimate the bias in order to improve the accuracy of the state estimation. Simulations show that 
the proposed method can achieve not only a good spatial alignment but also an accurate tracking of the 
targets, and has more advantages over the alignment algorithm in [5]. 
Although the proposed method performs effectively and efficiently, the problem of how to estimate the 
degree of change in the system bias needs a further research. 
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