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Abstract
Wasserstein distributionally robust optimization
(WDRO) attempts to learn a model that minimizes
the local worst-case risk in the vicinity of the em-
pirical data distribution defined by Wasserstein
ball. While WDRO has received attention as a
promising tool for inference since its introduction,
its theoretical understanding has not been fully
matured. Gao et al. (2017) proposed a minimizer
based on a tractable approximation of the local
worst-case risk, but without showing risk consis-
tency. In this paper, we propose a minimizer based
on a novel approximation theorem and provide the
corresponding risk consistency results. Further-
more, we develop WDRO inference for locally
perturbed data that include the Mixup (Zhang
et al., 2017) as a special case. cNumerical ex-
periments demonstrate robustness of the proposed
method using image classification datasets. Our
results show that the proposed method achieves
significantly higher accuracy than baseline mod-
els on contaminated datasets.
1. Introduction
Statistical learning problems can be generally formulated as
an optimization problem of the form
inf
h∈H
R(Pdata, h), (1)
where Pdata is the true data distribution,H is a set of losses,
and R(Q, h) :=
∫
h(ζ)dQ(ζ) is the risk, or the expected
value of a loss h with respect to a probability measure Q.
In real-world applications, the Pdata is usually unknown,
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so the computation of the risk in (1) is impossible. We
instead observe a set Zn = {z1, . . . , zn} of independent
and identically distributed samples from Pdata. Using the
dataset Zn, we solve the empirical risk minimization (ERM)
problem
inf
h∈H
R(Pn, h) = inf
h∈H
1
n
n∑
i=1
h(zi), (2)
where Pn := n−1
∑n
i=1 δzi is the empirical data distribu-
tion and δz is the Dirac delta distribution concentrating unit
mass at z.
ERM provides a practical framework for learning models
by replacing Pdata in (1) with Pn (Vapnik, 1999). However,
this replacement often yields poor risk estimation, and thus
a solution to (2) can have a small training error but a large
test error. This phenomenon is well known as overfitting,
and to avoid this, a great number of regularization methods
have been proposed: penalty-based methods (Tibshirani,
1996; Fan & Li, 2001; Bu¨hlmann & van de Geer, 2011),
data augmentations (Zhang et al., 2017; Cubuk et al., 2019),
dropout (Wager et al., 2013; Srivastava et al., 2014), and
early stopping (Yao et al., 2007), to name a few.
As an alternative approach to prevent overfitting, we
consider Wasserstein distributionally robust optimization
(WDRO) (Shafieezadeh-Abadeh et al., 2015; Sinha et al.,
2017; Blanchet et al., 2019). The goal of WDRO is to
learn a model that minimizes the local worst-case risk in
the vicinity of the empirical data distribution defined by a
Wasserstein ball. To be specific, let Mαn,p(Pn) be a set of
probability measures whose p-Wasserstein metric from Pn
is less than αn > 0. The local worst-case risk is defined
to be the supremum of the risk over the p-Wasserstein ball.
Then WDRO is formulated as follows.
inf
h∈H
sup
Q∈Mαn,p(Pn)
R(Q, h).
Detailed definitions are available in Section 2.
By the design of the local worst-case risk, a solution to
WDRO can avoid overfitting to Pn and learn a robust model
against local perturbations. However, exact computation
of the local worst-case risk is intractable except for few
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Table 1. A summary of contributions of Gao et al. (2017), Lee & Raginsky (2018) and ours. Mark ‘3’ indicates that the corresponding
work has a contribution to the item; mark ‘7’ means otherwise. We denote a sample space by Z ⊆ Rd.
APPROXIMATION RISK CONSISTENCY PERTURBATION
GAO ET AL. (2017) 3(Z = Rd) 7 7
LEE & RAGINSKY (2018) 7 3(Z IS BOUNDED) 7
OURS 3(Z IS BOUNDED) 3(Z IS BOUNDED; SECTION 3) 3(SECTION 4)
simple settings because it is difficult (i) to evaluate an exact
risk with respect to a probability measure in the Wasser-
stein ball and (ii) to find the supremum of the risk among
infinitely many probability distributions. Gao et al. (2017)
obtained an approximation formula for the local worst-case
risk and proposed to minimize this surrogate objective, but
did not study risk consistency of the minimizer. Under a
different assumption on the sample space, Lee & Raginsky
(2018) proved that a minimizer of the exact local worst-case
risk possesses risk consistency. However, finding such a
minimizer is difficult due to the intractability of the local
worst-case risk. To the best of our knowledge, there is
no known risk consistency result for tractable approximate
optimizers.
In this paper, we propose a minimizer based on a novel
approximation theorem and provide corresponding risk con-
sistency results. In Section 3, we present a new approxi-
mation to the local worst-case risk using gradient penalty
assuming that a loss is differentiable and its gradient has a
Ho¨lder continuous (Theorem 1). We show that a minimizer
of the approximate worst-case risk is consistent in that the
risk (resp. the worst-case risk) converges to the optimal
risk (resp. the optimal worst-case risk) (Theorems 2 and
3). Our results show that the proposed minimizer can have
the same risk optimality as a minimizer of the exact local
worst-case risk attains. In Section 4, we study WDRO in-
ference when data are locally perturbed. We define locally
perturbed data distributions and describe examples such as
the Mixup (Zhang et al., 2017) and the adversarial training
(Goodfellow et al., 2014). We show that our approximation
and risk consistency results naturally extend to the cases
when data are locally perturbed (Theorems 4, 5, and 6).
Such theoretical results provide principled ways to use a
group of data augmentation including the Mixup. Numerical
experiments demonstrate robustness of the proposed method
using image classification datasets. Our experiment results
show that the proposed method produces a robust model that
achieves significantly higher accuracy than baseline models
on contaminated datasets.
A summary of our contributions in relation to Gao et al.
(2017) and Lee & Raginsky (2018) is shown in Table 1.
Proofs are available in the Supplementary Material.
1.1. Related works
Distributionally robust optimization (DRO) provides a gen-
eral learning framework of the local worst-case risk mini-
mization. Here, the local worst-case risk is defined as the
supremum of the risk in the vicinity of the empirical data
distribution, called the ambiguity set. The ambiguity set is
often designed as a neighborhood of Pn and the closeness
of two measures is evaluated by φ-divergences or proba-
bility metrics. Note that WDRO is a special case of DRO
when the ambiguity set is designed via the Wasserstein met-
ric. Other examples incorporate the φ-divergence (Ben-Tal
et al., 2013; Hu et al., 2018; Namkoong & Duchi, 2017;
Ghosh & Lam, 2019) and the maximum mean discrepancy
(Staib & Jegelka, 2019). We refer to Rahimian & Mehrotra
(2019) for a complementary literature review of DRO.
Another related field of this work is data augmentation.
Data augmentation has recently emerged as a key technique
to improve empirical performance in the field of machine
learning (Cubuk et al., 2019; Lim et al., 2019). For example,
Mixup and its variants have led remarkable generalization
ability in supervised and semi-supervised learning tasks
(Zhang et al., 2017; Verma et al., 2019; Berthelot et al.,
2019). However, most data augmentations are based on
heuristics, and their theoretical bases are limited to account
for current successes. In this work, we develop WDRO
inference for a group of data augmentations that generate a
new data distribution near the original data distribution.
1.2. Notation
For a sequence (an) of positive constants and a sequence
(bn) of real numbers, bn = O(an) indicates that there exists
constants C, n0 ∈ N such that |bn| ≤ Can for all n ≥ n0.
For a random sequence (Bn), Bn = Op(an) indicates that
for any ε > 0, there exists constants C, n0 ∈ N such that
P (|Bn| > Can) < ε for all n ≥ n0. For a p ∈ [1,∞], we
denote its Ho¨lder conjugate by p∗ := (1−1/p)−1. Here, we
use the conventions 1/∞ = 0 and 1/0 =∞. For a, b ∈ R,
we use a ∨ b to denote the maximum between a and b. For
n ∈ N, we use [n] to denote a set of integers {1, . . . , n}. A
set of all Borel probability measures defined on a set S is
denoted by P(S). We denote a sample space by Z ⊆ Rd
and a norm on Z by‖·‖ and the true data distribution by
Pdata ∈ P(Z).
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2. Preliminaries
The goal of this section is to review existing works on
WDRO. As discussed in Section 1, the main objective of
WDRO is to learn a model that minimizes the local worst-
case risk over some Wasserstein ball. Formally, for sets S
and S˜, we denote the push-forward measure of µ ∈ P(S)
through a map T : S → S˜ by T#µ ∈ P(S˜). The defini-
tions of the p-Wasserstein metric and the p-Wasserstein ball
are as follows.
Definition 1 (p-Wasserstein metric and p-Wasserstein ball).
For p ∈ [1,∞) and ν, µ ∈ P(Z), the p-Wasserstein metric
between ν and µ is defined as
Wp(ν, µ) :=
(
inf
ρ∈J(ν,µ)
{∫
Z×Z
∥∥∥ζ − ζ˜∥∥∥p dρ(ζ, ζ˜)})1/p,
where J(ν, µ) := {ρ ∈ P(Z × Z) | pi1#ρ = ν, pi2#ρ =
µ}, pii : Z ×Z → Z is the canonical projection defined by
pii(ζ1, ζ2) = ζi for i = 1, 2. For α > 0, the p-Wasserstein
ball centered at P ∈ P(Z) with radius α is defined as
Mα,p(P) := {Q ∈ P(Z) :Wp(Q,P) ≤ α}.
Throughout this paper, we denote the radius of the Wasser-
stein ball by αn when the sample size is n. With above
definitions, the WDRO problem is to minimize the local
worst-case risk
Rworstαn,p (Pn, h) := sup
Q∈Mαn,p(Pn)
R(Q, h). (3)
The local worst-case risk (3) involves the supremum oper-
ator over the Wasserstein ball Mαn,p(Pn), which is a set
of infinitely many probability distributions. Therefore, the
exact computation of (3) is intractable in many cases.
A standard method to handle the intractability is to
reformulate (3) by using either a primal-dual pair of
infinite-dimensional linear programs (Esfahani & Kuhn,
2018) or first-order optimality conditions of the dual
(Gao & Kleywegt, 2016). For the latter, let κh =
lim sup‖ζ−ζ˜‖→∞(h(ζ) − h(ζ˜))/
∥∥∥ζ − ζ˜∥∥∥p if Z is un-
bounded, and zero otherwise. Gao & Kleywegt (2016,
Corollary 2) showed that if κh <∞, then
Rworstαn,p (Pn, h)
= min
λ≥0
{
λαpn +
1
n
n∑
i=1
sup
z∈Z
{
h(z)− λ‖z − zi‖p
}}
. (4)
Similar results are obtained in the literature (Gao & Kley-
wegt, 2017; Blanchet & Murthy, 2019).
Based on the reformulation (4), relationships between
WDRO and penalty-based methods have been investigated
in supervised learning settings. For example, Shafieezadeh-
Abadeh et al. (2015) and Blanchet et al. (2019) studied clas-
sification settings and Chen & Paschalidis (2018) considered
regression settings. Although the relationships provide a
way to understand WDRO, most existing results focus on
linear hypotheses only. Recently, WDRO with nonlinear
hypotheses has been developed. Shafieezadeh-Abadeh et al.
(2019) showed that (3) has the form of a penalized empirical
risk when a loss is Lipschitz continuous and a hypothesis is
an element of a reproducing kernel Hilbert space.
In general statistical learning problems, Gao et al. (2017) es-
tablished a relationship between WDRO and penalty-based
methods. They obtained a penalized empirical risk and
showed that it approximates (3) when a loss is smooth and
Z = Rd. Although a minimizer of the suggested approxi-
mation gives a practical solution for WDRO, its risk consis-
tency has not been studied.
As for the risk consistency, Lee & Raginsky (2018) showed
that a minimizer of (3) has a vanishing excess worst-case
risk bound whenH is a set of Lipschitz continuous losses.
More specifically, let hˆworstαn,p = argminh∈HR
worst
αn,p (Pn, h)
and Rworstαn,p (Pdata, h) = supQ∈Mαn,p(Pdata)R(Q, h). For
bounded Z , Lee & Raginsky (2018, Theorem 2) showed the
following risk consistency result.
Eworstαn,p (hˆworstαn,p ) = Op(n−1/2(C(H) ∨ α1−pn )), (5)
where
Eworstαn,p (g) := Rworstαn,p (Pdata, g)− infh∈HR
worst
αn,p (Pdata, h)
is the excess worst-case risk of g ∈ H, C(S) :=∫∞
0
√
logN (u,S,‖·‖∞)du is the entropy integral of a set
S, and N (u,S,‖·‖∞) denotes the u-covering number of a
set S with respect to the uniform norm‖·‖∞ (Gyo¨rfi et al.,
2006, Definition 9.2). The result (5) explains asymptotic
behaviors of the WDRO solution hˆworstαn,p , but as mentioned
before, exact computation of (3) is intractable except for
few simple cases.
It is noteworthy that Gao et al. (2017) and Lee & Raginsky
(2018) have conflicting assumptions on Z , so the results
of Lee & Raginsky (2018) cannot be used to show risk
consistency of the minimizer by Gao et al. (2017).
3. Tractable WDRO and risk consistency
In this section, we build a principled and tractable learn-
ing method for WDRO. In Section 3.1, we propose an ap-
proximation of the local worst-case risk that can be easily
evaluated by off-the-shelf gradient methods and software.
In Section 3.2, we provide asymptotic results: a minimizer
of the approximate risk is consistent in that the risk (resp.
the worst-case risk) converges to the optimal risk (resp. the
optimal worst-case risk).
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3.1. Approximation to the local worst-case risk
For a Lipschitz continuous loss h : Z → R, Lee & Raginsky
(2018, Proposition 1) showed that∣∣∣R(Pn, h)−Rworstαn,p (Pn, h)∣∣∣ = O(αn). (6)
An equivalent result is obtained by Kuhn et al. (2019, Theo-
rem 5). We show that a faster approximation is possible if a
loss h is differentiable and its gradient is Ho¨lder continuous.
To begin, we define some notations. For r ∈ [1,∞), a prob-
ability measure Q ∈ P(Rd), and a function g : Z → Rd,
we denote a function norm by
‖g‖Q,r := (
∫ ∥∥g(z)∥∥r∗ dQ(z))1/r,
where‖·‖∗ is the dual norm of‖·‖. For a constant CH > 0
and k ∈ (0, 1], a function g : Z → Rd is said to be (CH, k)-
Ho¨lder continuous if∥∥g(z)− g(z˜)∥∥∗ ≤ CH‖z − z˜‖k , ∀z, z˜ ∈ Z.
Let Conv(Z) be the convex hull of Z and Edata(g) :=∫
Z g(z)dPdata(z) for a function g : Z → R.
Theorem 1 (Approximation to local worst-case risk). Let
(αn) be a sequence of positive numbers converging to zero
and Z be an open and bounded subset of Rd. For con-
stants CH, C∇ > 0 and k ∈ (0, 1], assume that a loss
h : Conv(Z) → R is differentiable, its gradient ∇zh(z)
is (CH, k)-Ho¨lder continuous, and Edata(‖∇zh‖∗) ≥ C∇.
Then, for p ∈ (1 + k,∞), the following holds.∣∣∣R(Pn, h) + αn‖∇zh‖Pn,p∗ −Rworstαn,p (Pn, h)∣∣∣
= Op(α
1+k
n ).
Remark 1. Theorem 1 establishes an asymptotic equiva-
lence between WDRO and penalty-based methods. Com-
pared to (6), Theorem 1 provides a sharper approximation
to the local worst-case risk. Gao et al. (2017, Theorem 2)
obtained a similar result when Z = Rd, yet our bounded-
ness assumption on Z is reasonable in a sense that real
computers store data in a finite number of states. For exam-
ple, a d-dimensional gray scale image datum is stored as a
d-dimensional vector having integer values range from 0 to
255.
Remark 2. The assumption Edata(‖∇zh‖∗) ≥ C∇ in The-
orem 1 holds as long as there exist positive constants C∇,1
and C∇,2 such that P (‖∇zh‖∗ ≥ C∇,1) ≥ C∇,2. Note that
by the Markov’s inequality, Edata(‖∇zh‖∗) ≥ C∇,1C∇,2.
Hence, unless h is a constant function,‖∇zh‖∗ is strictly
greater than zero and existence of C∇ is guaranteed.
Based on Theorem 1, for a vanishing sequence (αn), we
propose to minimize the following surrogate objective:
Rpropαn,p(Pn, h) := R(Pn, h) + αn‖∇zh‖Pn,p∗ . (7)
In the sequel, we denote a minimizer of the objective func-
tion (7) by hˆpropαn,p, i.e., hˆ
prop
αn,p = argminh∈HR
prop
αn,p(Pn, h).
In contrast to the intractability of (3), the approximate risk
(7) can be easily minimized by off-the-shelf gradient meth-
ods and software.
3.2. Risk consistency of the proposed estimator
We then study the excess worst-case risk bound of hˆpropαn,p.
To begin with, for a Lipschitz continuous function h, we
denote the smallest Lipschitz constant of h by Lip(h).
Theorem 2 (Excess worst-case risk bound). Let (αn) be
a sequence of positive numbers converging to zero and
Z be an open and bounded subset of Rd. For constants
CH, C∇, L > 0 and k ∈ (0, 1], assume that H is a uni-
formly bounded set of differentiable functions h : Conv(Z)
→ R such that its gradient ∇zh is (CH, k)-Ho¨lder contin-
uous, Edata(‖∇zh‖∗) ≥ C∇, and Lip(h) ≤ L. Then, for
p ∈ (1 + k,∞), the following holds.
Eworstαn,p (hˆpropαn,p) = Op
(
C(H) ∨ α1−pn√
n
∨ log(n)α1+kn
)
.
Compared to the bound (5) by Lee & Raginsky (2018),
the risk bound of the proposed method in Theorem 2 has
the additional term log(n)α1+kn . This additional error is a
payoff for the approximation (7), and it is asymptotically
negligible when α−(p+k)n ≥ O(n1/2 log(n)). Thus the pro-
posed minimizer can have the same risk optimality as hˆworstαn,p
achieves.
Next, we analyze the excess risk bound of hˆpropαn,p. Re-
call that the Rademacher complexity of a set S is de-
fined as Rn(S) := EdataEσ( 1n sups∈S |
∑n
i=1 σis(Zi)|)
where {σi}ni=1 is a set of independent Rademacher ran-
dom variables taking 1 or −1 with probability 0.5 each,
and Eσ(·) is the expectation operator over the Rademacher
random variables (Bartlett & Mendelson, 2002). We de-
note the excess risk of g ∈ H by E(g) := R(Pdata, g) −
infh∈HR(Pdata, h).
Theorem 3 (Excess risk bound). Under the same assump-
tions as Theorem 2, the following holds.
E(hˆpropαn,p) = Op(Rn(H) ∨ n−1/2 ∨ αn ∨ log(n)α1+kn ).
Suppose αn = n− for some  > 0. Then, for a large
enough n, we have αn ∨ log(n)α1+kn = αn and the ex-
cess risk bound is Op(Rn(H) ∨ n−1/2 ∨ αn). Considering
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the fact that the excess risk bound of the ERM solution is
Op(Rn(H) ∨ n−1/2) (Mohri et al., 2018, Theorem 11.3),
the result of Theorem 3 sounds pessimistic, especially when
 ≤ 1/2. However, Theorem 3 is in fact sensible in that
hˆpropαn,p optimizes the local worst-case riskR
worst
αn,p (Pn, h), not
the risk R(Pn, h). That means, gaining robustness neces-
sarily leads to losing the accuracy of the prediction model.
Interested readers in the trade-off between accuracy and
robustness are referred to Zhang et al. (2019).
3.3. Example bounds
We now provide an example showing the use of Theorems 2
and 3 in binary classification settings. To begin, we denote
a solution of (2) by hˆERMn . Let X ⊆ [−1, 1]d−1 and Y =
{±1} be open sets with respect to the `2-norm and the
discrete norm I(· 6= 0), respectively. We set Z = X × Y
and
∥∥(x, y)∥∥ =‖x‖2 + 4I(y 6= 0).
Corollary 1 (Informal). Let F be a set of sparse deep
neural networks and H = {h(x, y) | h(x, y) = log(1 +
exp(−yf(x))) for f ∈ F}. Then the excess worst-case
risks of hˆpropαn,p and hˆ
ERM
n are
Eworstαn,p (hˆpropαn,p) = Op(n−1/2α1−pn ∨ log(n)α1+kn ),
Eworstαn,p (hˆERMn ) = Op(n−1/2 ∨ αn).
Furthermore, the excess risks of hˆpropαn,p and hˆ
ERM
n are
E(hˆpropαn,p) = Op(n−1/2 ∨ αn ∨ log(n)α1+kn ),
E(hˆERMn ) = Op(n−1/2).
Corollary 1 shows that the excess worst-case risk bound of
hˆpropαn,p is sharper than that of hˆ
ERM
n if αn ≥ O(n−1/(2p)).
A typical choice of αn is O(n−p/d) to guarantee Pdata ∈
Mαn,p(Pn) with high probability (Shafieezadeh-Abadeh
et al., 2019; Kuhn et al., 2019). In such cases the proposed
excess worst-case risk bound is sharper if d > 2p2, but
slower for the excess risk. This shows the benefit and draw-
back of hˆpropαn,p. A formal statement for Corollary 1 and other
remarks are available in the Supplementary Material.
4. WDRO with locally perturbed data
Recently, the Mixup and its variants have led outstanding
performance in many machine learning problems (Zhang
et al., 2017; Berthelot et al., 2019). Despite of its empirical
successes, theoretical justifications of the Mixup, such as its
asymptotic properties, have not been considered much in the
literature. In Section 4.1, we define locally perturbed data
distributions and describe examples that include the Mixup
as a special case. Lastly, we generalize the approximation
and risk consistency results presented in Section 3 to the
cases when data are locally perturbed in Sections 4.2 and
4.3.
4.1. Locally perturbed data distribution
Definition 2. For a dataset Zn = {z1, . . . , zn} and β ≥ 0,
we say P′n is a β-locally perturbed data distribution if there
exists a set {z′1, . . . , z′n} such that P′n = 1n
∑n
i=1 δz′i and z
′
i
can be expressed as
z′i = zi + ei,
for‖ei‖ ≤ β and i ∈ [n].
Note that Pn is β-locally perturbed data distribution for any
β ≥ 0. The idea of locally perturbed data distribution has
been widely applied in machine learning. In the following,
we provide three well known examples.
Example 1 (Denoising autoencoder). Vincent et al. (2010)
considered a set {z′1, . . . , z′n} of corrupted data defined as
follows.
z′i = ziDi,
where Di is a random diagonal matrix with diago-
nal elements are either one or zero. Let D(n,n) :=
maxi∈[n] sup‖z‖≤1
∥∥(I −Di)z∥∥ and supz∈Z‖z‖ ≤ CZ .
Then,
∥∥(I −Di)zi∥∥ ≤ sup‖z‖≤1∥∥(I −Di)z∥∥CZ ≤
D(n,n)CZ , and thus training a denoising autoencoder is
equivalent to training the autoencoder using a D(n,n)CZ -
locally perturbed data distribution.
The next two examples deal with supervised learning set-
tings. For sets X and Y , suppose Z = X × Y and∥∥(x, y)− (x˜, y˜)∥∥ = ‖x− x˜‖X +‖y − y˜‖Y for some met-
rics‖·‖X and‖·‖Y defined on X and Y , respectively.
Example 2 (Mixup). Given a dataset Zn, we generate a
Mixup dataset {(x′i, y′i)}ni=1 as follows.
x′i = γixi + (1− γi)x˜i, y′i = γiyi + (1− γi)y˜i,
for some (x˜i, y˜i) ∈ Zn and mixing rates 0 ≤ γi ≤
1 for all i ∈ [n]. Let γ(n,1) := mini∈[n] γi and
sup(x,y)∈Z
∥∥(x, y)∥∥ ≤ CZ . Then, the Mixup dataset gener-
ates a 2(1− γ(n,1))CZ -locally perturbed data distribution,
since
∥∥(1− γi)((x˜i, y˜i)− (xi, yi))∥∥ ≤ 2(1 − γi)CZ ≤
2(1− γ(n,1))CZ for all i ∈ [n].
Example 3 (Adversarial training). For a given dataset Zn,
Goodfellow et al. (2014) proposed to minimize a loss with
adversarially augmented dataset {(x′i, yi)}ni=1. Here, each
x′i = xi+ri is newly generated data point with perturbation
ri := argmin‖r‖X≤βn log pθ(yi | xi + r),
for some constant βn > 0 and pθ(y | x) is a probability
model parametrized by θ. From its construction, it is clear
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that adversarial training minimizes the risk under βn-locally
perturbed data distribution. Similar arguments apply to
virtual adversarial training (Miyato et al., 2018).
Remark 3. The support of a β-locally perturbed data dis-
tribution may not be a subset of Z . Instead, it is a subset of
Z + B(β) := {z + r | z ∈ Z and ‖r‖ ≤ β}. As a result,
the support of a loss should be larger than Z .
In the following sections, we present a rigorous analysis of
WDRO with a locally augmented data distribution.
4.2. Approximation of the local worst-case risk
We first show that the local worst-case risk can be approxi-
mated well by the risk under a locally perturbed data distri-
bution when a loss is Lipschitz continuous:
Proposition 1. Let (αn) and (βn) be sequences of positive
numbers converging to zero and P′n be a βn-locally per-
turbed data distribution. For a constant M ≥ supn∈N βn,
assume that a loss h : Z + B(M)→ R is Lipschitz contin-
uous. Then, for any p ∈ [1,∞), the following holds.∣∣∣R(P′n, h)−Rworstαn,p (Pn, h)∣∣∣ = O(αn ∨ βn).
Compared to (6), Proposition 1 reveals that βn-perturbation
causes an additional error O(βn). This error becomes neg-
ligible when βn ≤ O(αn). In the following theorem, we
obtain a sharper approximation result if a loss has Ho¨lder
continuous gradient (cf. Theorem 1).
Theorem 4 (Approximation to the local worst-case risk
when data are perturbed). Let (αn) and (βn) be sequences
of positive numbers converging to zero and P′n be a βn-
locally perturbed data distribution. Let Z be an open
and bounded subset of Rd. For constants CH, C∇ >
0, k ∈ (0, 1], and M ≥ supn∈N βn, assume that a
loss h : Conv(Z) + B(M) → R is differentiable,
its gradient ∇zh(z) is (CH, k)-Ho¨lder continuous, and
Edata(‖∇zh‖∗) ≥ C∇. Then, for p ∈ (1 + k,∞), the
following holds.∣∣∣R(P′n, h) + αn‖∇zh‖P′n,p∗ −Rworstαn,p (Pn, h)∣∣∣
= Op(α
1+k
n ∨ βn).
Remark 4. Theorem 4 extends Theorem 1 to the cases when
data are locally perturbed. The cost of perturbation is an
additional error O(βn), which is negligible when βn ≤
O(α1+kn ). Thus Theorem 4 also suggests an appropriate
size of perturbation.
Based on Theorem 4, for vanishing sequences (αn) and
(βn), and a βn-locally perturbed data distribution P′n, we
propose to minimize the following objective function.
Rprop(αn,βn),p(Pn, h) := R(P
′
n, h) + αn‖∇zh‖P′n,p∗ , (8)
and denote its minimizer by hˆprop(αn,βn),p, i.e., hˆ
prop
(αn,βn),p
=
argminh∈HR
prop
(αn,βn),p
(Pn, h).
4.3. Risk consistency of the proposed estimator
Now that we study risk consistency when data are locally
perturbed. The following two theorems provide risk consis-
tency of the minimizer hˆprop(αn,βn),p:
Theorem 5 (Excess worst-case risk bound when data are
perturbed). Let (αn) and (βn) be sequences of positive
numbers converging to zero and P′n be a βn-locally per-
turbed data distribution. Let Z be an open and bounded
subset of Rd. For constants CH, C∇, L > 0, k ∈ (0, 1], and
M ≥ supn∈N βn, assume that H is a uniformly bounded
set of differentiable functions h : Conv(Z) + B(M)→ R
such that its gradient ∇zh is (CH, k)-Ho¨lder continuous,
Edata(‖∇zh‖∗) ≥ C∇, and Lip(h) ≤ L. Then, for
p ∈ (1 + k,∞), the following holds.
Eworstαn,p (hˆprop(αn,βn),p)
= Op
(
C(H) ∨ α1−pn√
n
∨ log(n)(α1+kn ∨ βn)
)
.
Theorem 6 (Excess risk bound when data are perturbed).
Under the same assumptions as Theorem 5, the following
holds.
E(hˆprop(αn,βn),p)
= Op(Rn(H) ∨ n−1/2 ∨ αn ∨ log(n)(α1+kn ∨ βn)).
Similar to Remark 4, the errors due to the local perturbation
both in the order of log(n)βn are negligible when βn ≤
O(α1+kn ). In such settings, Theorems 5 and 6 yield the
same bound as Theorems 2 and 3, respectively.
Remark 5. By setting βn = 2(1 − γ(n,1))CZ , all the
theorems presented in Section 4 apply to the Mixup (see
Example 2). To make sure limn→∞ βn = 0, we need
limn→∞ γ(n,1) = 1 and it can be satisfied as long as we do
not perturb the original data too much as the sample size
increases. Similar arguments are applicable to Examples 1
and 3.
5. Numerical experiments
In this section, we conduct numerical experiments to demon-
strate robustness of the proposed method using image clas-
sification datasets.
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Table 2. Accuracy comparison of the four methods using the clean and noisy test datasets with various training sample sizes. Average and
standard deviation are denoted by ‘average±standard deviation’. All the results are based on five independent trials. Boldface numbers
denote the best and equivalent methods with respect to a t-test with a significance level of 5%.
SAMPLE CLEAN 1% SALT AND PEPPER NOISE
SIZE ERM WDRO MIXUP WDRO+MIX ERM WDRO MIXUP WDRO+MIX
CIFAR-10
2500 77.3± 0.8 77.1± 0.7 81.4± 0.5 80.8± 0.7 69.8± 1.8 71.9± 0.9 72.7± 1.6 74.8± 0.9
5000 83.3± 0.4 83.0± 0.3 86.7± 0.2 85.6± 0.3 75.2± 1.4 77.4± 0.5 76.4± 1.7 79.6± 0.9
25000 92.2± 0.2 91.4± 0.1 93.3± 0.1 92.4± 0.1 83.3± 0.8 85.8± 0.5 82.1± 1.7 86.2± 0.3
50000 94.1± 0.1 93.1± 0.1 94.8± 0.2 93.5± 0.2 84.1± 1.0 87.4± 0.5 82.5± 1.3 87.3± 0.5
CIFAR-100
2500 33.8± 1.0 34.6± 1.7 38.9± 0.6 39.4± 0.2 29.2± 0.2 30.4± 1.2 33.2± 1.1 35.0± 0.5
5000 45.2± 0.9 43.7± 0.7 49.9± 0.2 49.5± 0.4 37.0± 0.8 38.1± 1.1 39.4± 1.3 42.3± 0.7
25000 67.8± 0.2 66.6± 0.3 69.3± 0.3 68.2± 0.3 51.0± 1.9 56.5± 0.8 49.6± 1.0 55.8± 0.4
50000 74.4± 0.2 73.5± 0.3 75.2± 0.2 73.8± 0.3 51.9± 1.3 62.1± 0.5 50.0± 3.0 60.6± 0.7
Methods We consider the four methods: (i) the empiri-
cal risk minimization, denoted by ERM, (ii) the proposed
method based on (7), denoted by WDRO, (iii) the empiri-
cal risk minimization with the Mixup, denoted by MIXUP,
and (iv) the proposed method with the Mixup based on (8),
denoted by WDRO+MIX.
Datasets We use the two image classification datasets:
CIFAR-10 and CIFAR-100 (Krizhevsky, 2009). For the
training, we randomly select 2500, 5000, 25000, or 50000
images from the original datasets, keeping the number of
images per class equal. For the testing, we use the original
test datasets.
Further implementation details and Tensorflow (Abadi et al.,
2016)-based Python scripts are available in Appendix.
5.1. Accuracy comparison
To evaluate robustness of the methods, we compute accuracy
on both clean and contaminated datasets. For the latter, we
apply the salt and pepper noise to the clean images (Hwang
& Haddad, 1995). Figure 1 displays an example of the clean
and contaminated images used in our experiments.
Experiment 1 In this experiment, we compare the accu-
racy of the four methods using the clean and contaminated
datasets. For the contaminated datasets, we apply the salt
and pepper noise to 1% of pixels. The training sample sizes
vary as 2500, 5000, 25000, and 50000. We repeatedly select
samples and train models five times1.
Table 2 compares accuracy of the four methods. For the
clean datasets, WDRO+MIX performs comparably with
MIXUP and achieves significantly higher accuracy than
1Note that when the sample size is 50000, the training set
is fixed but trained models can vary due to the randomness of
algorithms.
Figure 1. An example of clean and contaminated images. We apply
the salt and pepper noise to each pixel. The probabilities of noisy
pixels are 0%, 1%, 2%, and 4% from left to right, respectively.
ERM and WDRO when the sample sizes are 2500 and
5000. When the sample sizes are 25000 and 50000, ei-
ther WDRO or WDRO+MIX shows lower accuracy than
MIXUP and ERM. For the contaminated datasets, either
WDRO or WDRO+MIX achieves significantly higher accu-
racy than ERM and MIXUP in all settings. This shows that
the proposed method is robust to contamination of data.
Experiment 2 In this experiment, we compare the reduc-
tion of the accuracy from using the clean datasets to the
contaminated datasets. For the noise intensity, the prob-
abilities of noisy pixels are set to 1%, 2%, and 4%. We
repeatedly train models five times using the original 50000
images.
Table 3 shows accuracy reduction of the four methods. The
WDRO, with or without the Mixup, achieves a significantly
lower reduction than ERM and MIXUP in every noise level
and dataset. For example, on CIFAR-10, the accuracy re-
duction in WDRO+MIX is 12.7% on average, compared to
24.3% in MIXUP when the probability of noisy pixels is
2%. With the same noise level, on CIFAR-100, the accuracy
reduction in WDRO+MIX is 29.7% on average, compared
to 45.9% in MIXUP. This result shows that the proposed
method produces robust models against various noise levels.
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Table 3. The comparison of the accuracy reduction on various salt
and pepper noise intensities. Other details are given in Table 2.
PROBABILITY OF ERM WDRO MIXUP WDRO+MIX
NOISY PIXELS
CIFAR-10
1% 10.1± 0.9 5.7± 0.4 12.4± 1.2 6.2± 0.4
2% 21.1± 1.9 13.2± 0.5 24.3± 1.4 12.7± 0.8
4% 39.7± 2.9 32.9± 2.5 43.5± 1.8 30.9± 2.0
CIFAR-100
1% 22.5± 1.3 11.4± 0.4 25.2± 2.5 13.2± 0.7
2% 42.8± 2.3 26.5± 1.0 45.9± 3.4 29.7± 0.7
4% 61.7± 1.4 50.0± 0.9 63.9± 2.0 53.5± 0.9
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Figure 2. The box plots of the `∞-norm of the gradients when
the number of images used in training increases from 10 × 216
to 100 × 216. We use the original CIFAR-10 test images. The
box plots on the top represent the gradient distribution of (dashed)
ERM and (solid) WDRO, respectively, and the box plots on the bot-
tom represent that of (dashed) MIXUP and (solid) WDRO+MIX,
respectively.
5.2. Analysis of the gradient
In this subsection, we demonstrate robustness of our method
by analyzing the distribution of the gradients of the loss. We
train models with randomly selected 5000 CIFAR-10 images
and evaluate the gradients with the CIFAR-10 test images.
We consider the `∞-norm of the gradients
∥∥∇zh(ztest)∥∥∞
for each test image ztest.
Experiment 3 In this experiment, we compare the gradients
of ERM vs. WDRO and MIXUP vs. WDRO+MIX as the
number of images used in training increases, respectively.
Figure 2 shows the box plots of the `∞-norm of the gradients.
Over the entire training phases, the first and third quartiles
of the gradients of WDRO (resp. WDRO+MIX) are smaller
than those of the gradients of ERM (resp. MIXUP). This
result empirically validates that the gradient penalties in (7)
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Figure 3. The smoothed histograms of gradients characterizing
the two categories: (C1) the images that are correctly classified
on both clean and contaminated state and (C2) the other images,
respectively. The top panel shows the histograms of ERM (dotted)
vs. WDRO (solid) and the bottom panel shows those of MIXUP
(dotted) vs. WDRO+MIX (solid), respectively.
and (8) lead to small gradients and robustness of WDRO
and WDRO+MIX.
Experiment 4 We visualize smoothed histograms of the
gradients for the four methods. We divide the test datasets
into the following two categories: (C1) images that are
correctly classified on both clean and contaminated state
and (C2) images that are incorrectly classified on either
clean or contaminated state. In this experiment, the level of
noise for the contaminated dataset is 1%.
Figure 3 shows the smoothed histograms of the gradients
for (C1) and (C2). The gradients for (C1) depicted in blue
are smaller than those for (C2) depicted in red. In both
categories (C1) and (C2), the WDRO (resp. WDRO+MIX),
depicted in the solid line, has smaller gradients than ERM
(resp. MIXUP) depicted in the dotted line. Thus the pro-
posed method tends to reduce the sizes of gradients in both
categories (C1) and (C2), which leads to the robustness of
WDRO and WDRO+MIX.
6. Conclusion
In this work, we have developed a principled and tractable
statistical inference method for WDRO. In addition, we
formally present a locally perturbed data distribution (e.g.,
Mixup) and develop WDRO inference when data are locally
perturbed. Numerical experiments demonstrate robustness
of the proposed method.
Principled learning method for WDRO with local perturbations
References
Abadi, M., Agarwal, A., Barham, P., Brevdo, E., Chen, Z.,
Citro, C., Corrado, G. S., Davis, A., Dean, J., Devin,
M., et al. Tensorflow: Large-scale machine learning
on heterogeneous distributed systems. arXiv preprint
arXiv:1603.04467, 2016.
Bartlett, P. L. and Mendelson, S. Rademacher and gaussian
complexities: Risk bounds and structural results. Journal
of Machine Learning Research, 3(Nov):463–482, 2002.
Ben-Tal, A., Den Hertog, D., De Waegenaere, A., Melen-
berg, B., and Rennen, G. Robust solutions of optimization
problems affected by uncertain probabilities. Manage-
ment Science, 59(2):341–357, 2013.
Berthelot, D., Carlini, N., Goodfellow, I., Papernot, N.,
Oliver, A., and Raffel, C. A. Mixmatch: A holistic
approach to semi-supervised learning. In Advances in
Neural Information Processing Systems, pp. 5050–5060,
2019.
Blanchet, J. and Murthy, K. Quantifying distributional
model risk via optimal transport. Mathematics of Opera-
tions Research, 44(2):565–600, 2019.
Blanchet, J., Kang, Y., and Murthy, K. Robust wasserstein
profile inference and applications to machine learning.
Journal of Applied Probability, 56(3):830–857, 2019.
Bu¨hlmann, P. and van de Geer, S. Statistics for high-
dimensional data: methods, theory and applications.
Springer Science & Business Media, 2011.
Chen, R. and Paschalidis, I. C. A robust learning approach
for regression models based on distributionally robust
optimization. The Journal of Machine Learning Research,
19(1):517–564, 2018.
Cubuk, E. D., Zoph, B., Mane, D., Vasudevan, V., and Le,
Q. V. Autoaugment: Learning augmentation strategies
from data. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, pp. 113–123,
2019.
Devroye, L., Gyo¨rfi, L., and Lugosi, G. A probabilistic the-
ory of pattern recognition, volume 31. Springer Science
& Business Media, 1996.
Esfahani, P. M. and Kuhn, D. Data-driven distributionally
robust optimization using the Wasserstein metric: Perfor-
mance guarantees and tractable reformulations. Mathe-
matical Programming, 171(1-2):115–166, 2018.
Fan, J. and Li, R. Variable selection via nonconcave pe-
nalized likelihood and its oracle properties. Journal of
the American Statistical Association, 96(456):1348–1360,
2001.
Gao, R. and Kleywegt, A. J. Distributionally robust stochas-
tic optimization with Wasserstein distance. arXiv preprint
arXiv:1604.02199, 2016.
Gao, R. and Kleywegt, A. J. Distributionally robust
stochastic optimization with dependence structure. arXiv
preprint arXiv:1701.04200, 2017.
Gao, R., Chen, X., and Kleywegt, A. J. Wasserstein distribu-
tional robustness and regularization in statistical learning.
arXiv preprint arXiv:1712.06050, 2017.
Ghosh, S. and Lam, H. Robust analysis in stochastic simu-
lation: Computation and performance guarantees. Opera-
tions Research, 67(1):232–249, 2019.
Golowich, N., Rakhlin, A., and Shamir, O. Size-independent
sample complexity of neural networks. In Conference On
Learning Theory, pp. 297–299, 2018.
Goodfellow, I. J., Shlens, J., and Szegedy, C. Explain-
ing and harnessing adversarial examples. arXiv preprint
arXiv:1412.6572, 2014.
Gyo¨rfi, L., Kohler, M., Krzyzak, A., and Walk, H. A
distribution-free theory of nonparametric regression.
Springer Science & Business Media, 2006.
Hu, W., Niu, G., Sato, I., and Sugiyama, M. Does distribu-
tionally robust supervised learning give robust classifiers?
In International Conference on Machine Learning, pp.
2029–2037, 2018.
Hwang, H. and Haddad, R. A. Adaptive median filters:
new algorithms and results. IEEE Transactions on Image
Processing, 4(4):499–502, April 1995. ISSN 1941-0042.
doi: 10.1109/83.370679.
Krizhevsky, A. Learning multiple layers of features from
tiny images. Technical report, 2009.
Kuhn, D., Esfahani, P. M., Nguyen, V. A., and Shafieezadeh-
Abadeh, S. Wasserstein distributionally robust optimiza-
tion: Theory and applications in machine learning. In
Operations Research & Management Science in the Age
of Analytics, pp. 130–166. INFORMS, 2019.
Lee, J. and Raginsky, M. Minimax statistical learning with
Wasserstein distances. In Advances in Neural Information
Processing Systems, pp. 2687–2696, 2018.
Lim, S., Kim, I., Kim, T., Kim, C., and Kim, S. Fast
autoaugment. In Advances in Neural Information Pro-
cessing Systems, pp. 6662–6672, 2019.
Lorentz, G. Metric entropy, widths, and superpositions of
functions. The American Mathematical Monthly, 69(6):
469–485, 1962.
Principled learning method for WDRO with local perturbations
Miyato, T., Maeda, S.-i., Koyama, M., and Ishii, S. Vir-
tual adversarial training: a regularization method for su-
pervised and semi-supervised learning. IEEE Transac-
tions on Pattern Analysis and Machine Intelligence, 41
(8):1979–1993, 2018.
Mohri, M., Rostamizadeh, A., and Talwalkar, A. Founda-
tions of machine learning. MIT press, 2018.
Namkoong, H. and Duchi, J. C. Variance-based regular-
ization with convex objectives. In Advances in Neural
Information Processing Systems, pp. 2971–2980, 2017.
Oliver, A., Odena, A., Raffel, C. A., Cubuk, E. D., and Good-
fellow, I. Realistic evaluation of deep semi-supervised
learning algorithms. In Advances in Neural Information
Processing Systems, pp. 3235–3246, 2018.
Rahimian, H. and Mehrotra, S. Distributionally robust op-
timization: A review. arXiv preprint arXiv:1908.05659,
2019.
Schmidt-Hieber, J. Nonparametric regression using deep
neural networks with relu activation function. arXiv
preprint arXiv:1708.06633, 2017.
Shafieezadeh-Abadeh, S., Esfahani, P. M. M., and Kuhn, D.
Distributionally robust logistic regression. In Advances in
Neural Information Processing Systems, pp. 1576–1584,
2015.
Shafieezadeh-Abadeh, S., Kuhn, D., and Esfahani, P. M.
Regularization via mass transportation. Journal of Ma-
chine Learning Research, 20(103):1–68, 2019.
Sinha, A., Namkoong, H., and Duchi, J. Certifying some dis-
tributional robustness with principled adversarial training.
arXiv preprint arXiv:1710.10571, 2017.
Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, I.,
and Salakhutdinov, R. Dropout: a simple way to prevent
neural networks from overfitting. The journal of machine
learning research, 15(1):1929–1958, 2014.
Staib, M. and Jegelka, S. Distributionally robust optimiza-
tion and generalization in kernel methods. In Advances in
Neural Information Processing Systems, pp. 9131–9141,
2019.
Tibshirani, R. Regression shrinkage and selection via the
lasso. Journal of the Royal Statistical Society: Series B
(Methodological), 58(1):267–288, 1996.
van der Vaart, A. W. and Wellner, J. A. Weak convergence
and empirical processes. Springer, 1996.
Vapnik, V. N. An overview of statistical learning theory.
IEEE Transactions on Neural Networks, 10(5):988–999,
1999.
Verma, V., Lamb, A., Beckham, C., Najafi, A., Mitliagkas,
I., Lopez-Paz, D., and Bengio, Y. Manifold mixup: Better
representations by interpolating hidden states. In Interna-
tional Conference on Machine Learning, pp. 6438–6447,
2019.
Villani, C. Optimal transport: old and new, volume 338.
Springer Science & Business Media, 2008.
Vincent, P., Larochelle, H., Lajoie, I., Bengio, Y., and Man-
zagol, P.-A. Stacked denoising autoencoders: Learning
useful representations in a deep network with a local de-
noising criterion. Journal of machine learning research,
11(Dec):3371–3408, 2010.
Wager, S., Wang, S., and Liang, P. S. Dropout training as
adaptive regularization. In Advances in neural informa-
tion processing systems, pp. 351–359, 2013.
Yao, Y., Rosasco, L., and Caponnetto, A. On early stopping
in gradient descent learning. Constructive Approximation,
26(2):289–315, 2007.
Zhang, H., Cisse, M., Dauphin, Y. N., and Lopez-Paz,
D. mixup: Beyond empirical risk minimization. arXiv
preprint arXiv:1710.09412, 2017.
Zhang, H., Yu, Y., Jiao, J., Xing, E., El Ghaoui, L., and
Jordan, M. Theoretically principled trade-off between
robustness and accuracy. In International Conference on
Machine Learning, pp. 7472–7482, 2019.
Appendix: Principled Learning Method for Wasserstein Distributionally
Robust Optimization with Local Perturbations
A. Proofs
When M = 0 and βn = 0 for all n, a βn-locally perturbed data distribution is the empirical data distribution, i.e.,
P′n = Pn. Therefore, Theorem 1 is a special case of Theorem 4. Also, in such cases, Rpropαn,p(Pn, h) = R
prop
(αn,βn),p
(Pn, h)
and hˆpropαn,p = hˆ
prop
(αn,βn),p
, and Theorems 2 and thus 3 are a special case of Theorems 5 and 6, respectively. In this respect, we
omit proofs for Theorems 1, 2, and 3.
A.1. Proof of Proposition 1
Proof of Proposition 1. Since Pn ∈Mαn,p(Pn), we have
R(Pn, h) ≤ Rworstαn,p (Pn, h).
Let Q∗ be such that R(Q∗, h) = supQ∈Mαn,p(Pn)R(Q, h) = R
worst
αn,p (Pn, h). Since h is Lipschitz continuous, the
Kantorovich-Rubinstein duality (Villani, 2008, Remark 6.5) gives
R(Q∗, h)−R(Pn, h) ≤ Lip(h)W1(Q∗,Pn)
≤ Lip(h)Wp(Q∗,Pn)
≤ Lip(h)αn.
Here, the second inequality is due toW1(Q∗,Pn) ≤ Wp(Q∗,Pn) for p ∈ [1,∞) (Villani, 2008, Remark 6.6). Thus,∣∣∣R(Pn, h)−Rworstαn,p (Pn, h)∣∣∣ ≤ Lip(h)αn. (9)
Write P′n = 1n
∑n
i=1 δz′i for some {z′1, . . . , z′n} such that
∥∥z′i − zi∥∥ ≤ βn for all i ∈ [n]. Then, we have z′i ∈ Z + B(M)
and h(z′i)’s are well defined. By the Lipschitz continuity of h and the definition of P′n, we have
∣∣R(Pn, h)−R(P′n, h)∣∣ =
∣∣∣∣∣∣ 1n
n∑
i=1
(h(zi)− h(z′i))
∣∣∣∣∣∣
≤ 1
n
n∑
i=1
Lip(h)
∥∥z′i − zi∥∥
≤ Lip(h)βn.
Therefore, we have ∣∣∣R(P′n, h)−Rworstαn,p (Pn, h)∣∣∣ ≤ (αn + βn)Lip(h).
This concludes the proof.
A.2. Proof of Theorem 4
Proof of Theorem 4. Write P′n = 1n
∑n
i=1 δz′i for some {z′1, . . . , z′n} such that
∥∥z′i − zi∥∥ ≤ βn for all i ∈ [n]. Then, we
have z′i ∈ Conv(Z) + B(M) and h(z′i)’s are well defined.
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[Step 1] In this step we first establish an upper bound for the local worst-case risk Rworstαn,p (Pn, h). Since h is well defined
and differentiable on Conv(Z) + B(M), we can apply the mean value theorem. Due to the (CH, k)-Ho¨lder continuity of
∇zh, for any i ∈ [n] and z˜i ∈ Z , we have
h(z˜i) = h(z
′
i) + 〈∇zh(ci), z˜i − z′i〉
= h(z′i) + 〈∇zh(z′i), z˜i − z′i〉+ 〈∇zh(ci)−∇zh(z′i), z˜i − z′i〉
≤ h(z′i) +
∥∥∇zh(z′i)∥∥∗∥∥z˜i − z′i∥∥+ CH∥∥z˜i − z′i∥∥1+k ,
where ci = τiz′i + (1 − τi)z˜i for some τi ∈ [0, 1]. By the triangle inequality and Jensen’s inequality, (a + b)1+k ≤
2k(a1+k + b1+k) for any a, b ≥ 0, we have
h(z′i) +
∥∥∇zh(z′i)∥∥∗∥∥z˜i − z′i∥∥+ CH∥∥z˜i − z′i∥∥1+k
≤ h(z′i) +
∥∥∇zh(z′i)∥∥∗ (βn +‖z˜i − zi‖) + CH2k(‖z˜i − zi‖1+k + β1+kn )
= βn
(∥∥∇zh(z′i)∥∥∗ + CH2kβkn)+ h(z′i) +∥∥∇zh(z′i)∥∥∗‖z˜i − zi‖+ CH2k‖z˜i − zi‖1+k .
To this end, we set CH,k := CH2k and ti :=‖z˜i − zi‖. By Gao et al. (2017, Lemma 2), for any η > 0 and λ ≥ 0, we have∥∥∇zh(z′i)∥∥∗ ti + CH,kt1+ki − λtpi
≤
(∥∥∇zh(z′i)∥∥∗ + p− k − 1p− 1 CH,kη
)
ti −
(
λ− k
p− 1CH,kη
− p−k−1k
)
tpi .
By substituting η with αkn,∥∥∇zh(z′i)∥∥∗ ti + CH,kt1+ki − λtpi
≤
(∥∥∇zh(z′i)∥∥∗ + p− k − 1p− 1 CH,kαkn
)
ti −
(
λ− k
p− 1CH,kα
−(p−k−1)
n
)
tpi
=: hαn
(
z′i)ti − (λ− Cαn
)
tpi . (10)
Since Z is bounded, there exists a constant DZ such that supz,z˜∈Z‖z − z˜‖ ≤ DZ . Then,
sup
0≤t≤DZ
{hαn(z′i)t− (λ− Cαn)tp} =
{
hαn(z
′
i)DZ − (λ− Cαn)DpZ if 0 ≤ λ ≤ Cαn ,
hαn(z
′
i)t∗(λ)− (λ− Cαn)tp∗(λ) if Cαn < λ,
where t∗(λ) = min
{(
hαn (z
′
i)
(λ−Cαn )p
)1/(p−1)
, DZ
}
. Here,
(
hαn(z
′
i)
(λ− Cαn)p
)1/(p−1)
< DZ ⇔ Cαn +
hαn(z
′
i)
pDp−1Z
< λ.
Thus,
sup
0≤t≤DZ
{hαn(z′i)t− (λ− Cαn)tp} =

hαn(z
′
i)DZ − (λ− Cαn)DpZ , if 0 ≤ λ ≤ Cαn + hαn (z
′
i)
pDp−1Z
,
p−p
∗
(p− 1)(λ− Cαn)−
1
p−1
∥∥hαn(z′i)∥∥p∗∗ , if Cαn + hαn (z′i)pDp−1Z < λ.
Note that
∥∥hαn(z′i)∥∥∗ = hαn(z′i). Let λ∗ := Cαn + maxi∈[n]{hαn (z′i)}pDp−1Z . Using the triangle inequality and the Ho¨lder
continuity of∇zh, for any z ∈ Z and some point z0 ∈ Z , we have∥∥∇zh(z)∥∥∗ ≤∥∥∇zh(z0)∥∥∗ +∥∥∇zh(z)−∇zh(z0)∥∥∗
≤∥∥∇zh(z0)∥∥∗ + CH‖z − z0‖k
≤∥∥∇zh(z0)∥∥∗ + CHDkZ .
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This implies
∥∥∇zh(z)∥∥∗ is bounded for all z ∈ Conv(Z) + B(M). We denote the upper bound by L∇, i.e.,∥∥∇zh(z)∥∥∗ ≤
L∇ <∞ for all z ∈ Conv(Z) + B(M). Then, we have
maxi∈[n]{hαn(z′i)}
pDp−1Z
≤
L∇ + p−k−1p−1 CH,kα
k
n
pDp−1Z
<∞. (11)
At the same time, by the definition of‖hαn‖P′n,1, we have
0 + p−k−1p−1 CH,kα
k
n
pαp−1n
≤
‖hαn‖P′n,1
pαp−1n
, (12)
and the left-hand side diverges to infinity as n increases due to p > 1 + k. Since‖hαn‖P′n,1 ≤ ‖hαn‖P′n,p∗ and by the
inequalities (11) and (12) give for a large enough n,
λ∗ < Cαn +
‖hαn‖P′n,p∗
pαp−1n
.
Therefore, for a large enough n,
inf
λ∗<λ
λαpn + 1n
n∑
i=1
sup
0≤t≤DZ
{hαn(z′i)t− (λ− Cαn)tp}
 = Cαnαpn + αn‖hαn‖P′n,p∗
≤ Cαnαpn + αn
{
‖∇zh‖P′n,p∗ +
p− k − 1
p− 1 CH,kα
k
n
}
= αn‖∇zh‖P′n,p∗ + CH,kα
1+k
n . (13)
The inequality is due to the Minkowski inequality. By arranging all the results, for a large enough n, we have
Rworstαn,p (Pn, h)−R(P′n, h)
(4)
= min
λ≥0
{
λαpn +
1
n
n∑
i=1
sup
z˜∈Z
{
h(z˜)− h(z′i)− λ‖z˜ − zi‖p
}}
≤ βn(‖∇zh‖P′n,1 + CH,kβ
k
n) + min
λ≥0
{
λαpn +
1
n
n∑
i=1
sup
z˜∈Z
{∥∥∇zh(z′i)∥∥∗‖z˜i − zi‖+ CH,k‖z˜i − zi‖1+k − λ‖z˜ − zi‖p}}
≤ βn(‖∇zh‖P′n,1 + CH,kβ
k
n) + min
λ≥0
{
λαpn +
1
n
n∑
i=1
sup
0≤t≤DZ
{∥∥∇zh(z′i)∥∥∗ t+ CH,kt1+k − λtp}}
(10)
≤ βn(‖∇zh‖P′n,1 + CH,kβ
k
n) + min
λ≥λ∗
{
λαpn +
1
n
n∑
i=1
sup
0≤ti≤DZ
{
hαn
(
z′i)ti − (λ− Cαn
)
tpi
}}
(13)
≤ βn(‖∇zh‖P′n,1 + CH,kβ
k
n) + αn‖∇zh‖P′n,p∗ + CH,kα
1+k
n
= O(βn + α
1+k
n ) + αn‖∇zh‖P′n,p∗ .
Thus, we have
Rworstαn,p (Pn, h)−R(P′n, h)− αn‖∇zh‖P′n,p∗ = O(βn + α
1+k
n ). (14)
[Step 2] In this step, we establish a lower bound for the local worst-case risk Rworstαn,p (Pn, h). By the definition of the
Wasserstein ball Mαn,p(Pn), we have
Rworstαn,p (Pn, h)−R(P′n, h)
≥ sup
z˜i∈Z
 1n
n∑
i=1
{h(z˜i)− h(z′i)} |
 1
n
n∑
i=1
‖z˜i − zi‖p
1/p ≤ αn
 .
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Again, the mean value theorem and the Ho¨lder continuity assumption on∇zh give
h(z˜i) = h(z
′
i) + 〈∇zh(ci), z˜i − z′i〉
= h(z′i) + 〈∇zh(z′i), z˜i − z′i〉+ 〈∇zh(ci)−∇zh(z′i), z˜i − z′i〉
≥ h(z′i) + 〈∇zh(z′i), z˜i − z′i〉 − CH
∥∥z˜i − z′i∥∥1+k
≥ h(z′i) + 〈∇zh(z′i), (z˜i − zi) + (zi − z′i)〉 − CH,k
(
‖z˜i − zi‖1+k + β1+kn
)
≥ h(z′i) + 〈∇zh(z′i), z˜i − zi〉 −
∥∥∇zh(z′i)∥∥∗ βn − CH,k (‖z˜i − zi‖1+k + β1+kn ) ,
where ci = tzi + (1− t)z˜i for some t ∈ [0, 1]. Thus, we have
Rworstαn,p (Pn, h)−R(P′n, h)
≥− βn(‖∇zh‖P′n,1 + CH,kβ
k
n)
+ sup
z˜i∈Z
{ 1
n
n∑
i=1
{〈∇zh(z′i), z˜i − zi〉 − CH,k‖z˜i − zi‖1+k} |
 1
n
n∑
i=1
‖z˜i − zi‖p
1/p ≤ αn}
≥− βn(‖∇zh‖P′n,1 + CH,kβ
k
n)
+ sup
z˜i∈Z
 1n
n∑
i=1
〈∇zh(z′i), z˜i − zi〉 |
 1
n
n∑
i=1
‖z˜i − zi‖p
1/p ≤ αn

− sup
z˜i∈Z
 1n
n∑
i=1
CH,k‖z˜i − zi‖1+k |
 1
n
n∑
i=1
‖z˜i − zi‖p
1/p ≤ αn

=:− βn
(
‖∇zh‖P′n,1 + CH,kβ
k
n
)
+ S1 − S2.
As for the term S1, by the definition of the dual norm we have
S1 ≤ sup
z˜i∈Z
 1n
n∑
i=1
∥∥∇zh(z′i)∥∥∗‖z˜i − zi‖ |
 1
n
n∑
i=1
‖z˜i − zi‖p
1/p ≤ αn
 ,
and by the Ho¨lder inequality,
1
n
n∑
i=1
∥∥∇zh(z′i)∥∥∗‖z˜i − zi‖ ≤
 1
n
n∑
i=1
∥∥∇zh(z′i)∥∥p∗∗
1/p
∗  1
n
n∑
i=1
‖z˜i − zi‖p
1/p
≤ αn‖∇zh‖P′n,p∗ ,
where the inequalities hold with equalities when for all i ∈ [n]
‖z˜i − zi‖ = αn

∥∥∇zh(z′i)∥∥p∗∗
1
n
∑n
j=1
∥∥∥∇zh(z′j)∥∥∥p∗∗

1/p
.
Here,
αn

∥∥∇zh(z′i)∥∥p∗∗
1
n
∑n
j=1
∥∥∥∇zh(z′j)∥∥∥p∗∗

1/p
= αn
(∥∥∇zh(z′i)∥∥∗
‖∇zh‖P′n,p∗
)p∗/p
≤ αn
(∥∥∇zh(z′i)∥∥∗
‖∇zh‖P′n,1
)p∗/p
.
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Since αn vanishes and Z is an open set, z˜i ∈ Z if the term ‖∇zh(z
′
i)‖∗
‖∇zh‖P′n,1
is bounded. That is, the boundedness of
‖∇zh(z′i)‖∗
‖∇zh‖P′n,1
is a sufficient condition to achieve S1 = αn‖∇zh‖P′n,p∗ . It is noteworthy that the numerator
∥∥∇zh(z′i)∥∥∗ is bounded by L∇,
and due to the local perturbation, we have∥∥∇zh(z′i)∥∥∗ ≥∥∥∇zh(z′i)∥∥∗ −∥∥∇zh(zi)−∇zh(z′i)∥∥∗
≥∥∥∇zh(zi)∥∥∗ − CH∥∥z′i − zi∥∥1+k
≥∥∥∇zh(zi)∥∥∗ − CHβ1+kn .
Thus it is enough to show that the denominator‖∇zh‖Pn,1 has a lower bound.
By the assumption Edata(‖∇zh‖∗) ≥ C∇ and the fact
∥∥∇zh(z)∥∥∗ ≤ L∇ for all z ∈ Conv(Z) + B(M), the McDiarmid
inequality (Devroye et al., 1996, pages 136-137) implies that for a fixed δ > 0, the following holds with probability at least
1− δ.
‖∇zh‖Pn,1 ≥ Edata(‖∇zh‖∗)− L∇
√
2
n
log(
1
δ
). (15)
Therefore, for a large enough n, ‖∇zh‖Pn,1 is strictly greater than zero with high probability, and this implies that
S1 = αn‖∇zh‖P′n,p∗ with high probability.
As for the term S2, we note the fact ( 1n
∑n
i=1‖z˜i − zi‖1+k)
1
1+k ≤ ( 1n∑ni=1‖z˜i − zi‖p)1/p as p > 1+k. Since the equality
holds when‖z˜i − zi‖ = αn for all i ∈ [n], we have
sup
z˜i∈Z
 1n
n∑
i=1
CH,k‖z˜i − zi‖1+k |
 1
n
n∑
i=1
‖z˜i − zi‖p
1/p ≤ αn
 ≤ CH,kα1+kn .
Thus, combining the terms S1 and S2 shows that for a large enough n and a fixed δ > 0, the following holds with probability
at least 1− δ.
Rworstαn,p (Pn, h)−R(P′n, h)− αn‖∇zh‖P′n,p∗ ≥ −βn(‖∇zh‖P′n,1 + CH,kβ
k
n)− CH,kα1+kn . (16)
[Step 3] By the inequalities (14) and (16), we have the following.∣∣∣R(P′n, h) + αn‖∇zh‖P′n,p∗ −Rworstαn,p (Pn, h)∣∣∣ = Op(βn + α1+kn ).
This concludes the proof.
Remark 6. The inequality (15) shows that‖∇zh‖Pn,1 has a lower bound with high probability. To appropriately use the
result of Theorem 4 to Theorems 5 and 6, we need a uniform bound result of‖∇zh‖Pn,1. Note that the inequality (15) does
not hold when the loss h depends on data. We use the sameH as in Theorems 5 and 6 and give a uniform bound result in
the following proposition.
Proposition 2. LetZ be an open and bounded subset ofRd. For constantsCH, C∇, L > 0, k ∈ (0, 1], andM ≥ supn∈N βn,
we letH be a uniformly bounded set of differentiable functions h : Conv(Z) + B(M)→ R such that its gradient ∇zh is
(CH, k)-Ho¨lder continuous, Edata(‖∇zh‖∗) ≥ C∇, and Lip(h) ≤ L. Then, for δ > 0 and a large enough n, the following
holds with probability at least 1− δ.
‖∇zh‖Pn,1 ≥ Edata(‖∇zh‖∗)− 2
√
2
(
LCH,k,2 +
k
dLCH,k,2
)
n−
k
2k+d − L
√
2
n
log(
2
δ
),
for some constant CH,k,2 > 0.
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Proof. By the McDiarmid inequality (Devroye et al., 1996, pages 136-137) and symmetrization arguments (van der Vaart &
Wellner, 1996, Lemma 2.3.1), for δ > 0, the following holds with probability at least 1− δ.
sup
h∈H
∣∣∣‖∇zh‖Pn,1 − Edata(‖∇zh‖∗)∣∣∣ ≤ 2Rn(∇H˜) + L
√
2
n
log(
2
δ
),
where ∇H˜ := {‖∇zh‖∗ | h ∈ H}. By the assumption Edata(‖∇zh‖∗) ≥ C∇ and the fact that L
√
2
n log(
2
δ ) converges
to zero as n increases,‖∇zh‖Pn,1 is strictly greater than zero if Rn(∇H˜) vanishes. Therefore, it is enough to show that
Rn(∇H˜) vanishes.
We denote a set of (CH, k)-Ho¨lder continuous functions by GH,k := {g : Z → R | g is (CH, k)-Ho¨lder continuous and
‖g‖∞ ≤ L.}. Then for all
∥∥∥∇zh˜∥∥∥∗ ∈ ∇H˜,∥∥∥∇zh˜∥∥∥∗ is (CH, k)-Ho¨lder continuous because∣∣∣∣∥∥∥∇zh˜(z[1])∥∥∥∗ −∥∥∥∇zh˜(z[2])∥∥∥∗
∣∣∣∣ ≤∥∥∥∇zh˜(z[1])−∇zh˜(z[2])∥∥∥∗
≤ CH
∥∥∥z[1] − z[2]∥∥∥k ,
for all z[1], z[2] ∈ Conv(Z) + B(M). Further, because of the differentiability and Lipschitz continuity of h˜ ∈ H, we have∥∥∥∥∥∥∥∇zh˜∥∥∥∗
∥∥∥∥
∞
≤ L. Thus ∇H˜ ⊆ GH,k, which implies Rn(∇H˜) ≤ Rn(GH,k).
For u > 0, letNu := N (u,GH,k,‖·‖∞) be the u-covering number of GH,k with respect to‖·‖∞ and let G˜u := {g˜1, . . . , g˜Nu}
be the corresponding u-cover. For a set {σi}ni=1 of independent Rademacher random variables, for some j ∈ [Nu],
1
n
|
n∑
i=1
σig(zi)| ≤ 1
n
|
n∑
i=1
σig˜j(zi)|+ 1
n
|
n∑
i=1
σi(g(zi)− g˜j(zi))|
≤ 1
n
|
n∑
i=1
σig˜j(zi)|+ u.
The second inequality is due to the CauchySchwarz inequality. Then by the Massart’s lemma for a bounded and finite
function space, we have
sup
g∈GH,k
1
n
|
n∑
i=1
σig(zi)| ≤ sup
g˜∈G˜u
1
n
|
n∑
i=1
σig˜(zi)|+ u ≤ L
√
2 logNu
n
+ u.
Therefore,
Rn(GH,k) ≤ inf
u>0
{
u+ L
√
2 logN (u,GH,k,‖·‖∞)
n
}
≤ inf
u>0
{
u+ L
√
2(1 + CH,k,2)
√
u−d/k
n
}
=
(
L
√
2(1 + CH,k,2)
) 2k
2k+d
( d
2k
) 2k
2k+d
+
(
d
2k
)− d2k+dn− k2k+d ,
for some constant CH,k,2 > 0. Here, the second inequality is due to Lorentz (1962, Theorem 2):
CH,k,1 ≤ lim
u→0
logN (u,GH,k,‖·‖∞)
u−d/k
≤ CH,k,2,
for some constant CH,k,1 > 0.2 Therefore, Rn(GH,k) vanishes with high probability.
2Lorentz (1962, Theorem 2) considers the uniform norm‖·‖∞ on Z , but any norm gives the same conclusion because any two norms
are equivalent on the finite dimensional space Rd.
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A.3. Proof of Theorem 5
Proof. Let hworstαn,p,H = argminh∈HR
worst
αn,p (Pdata, h). Since Z is bounded andH is uniformly bounded, there exist constants
DZ and CH,∞ such that supz1,z2∈Z‖z1 − z2‖ ≤ DZ and suph∈H supz∈Z |h(z)| ≤ CH,∞, respectively. As for the outline,
we decompose an excess risk as follows.
Rworstαn,p (Pdata, hˆ
prop
(αn,βn),p
)−Rworstαn,p (Pdata, hworstαn,p,H) = Rworstαn,p (Pdata, hˆprop(αn,βn),p)−Rworstαn,p (Pn, hˆ
prop
(αn,βn),p
)︸ ︷︷ ︸
(T1)
+Rworstαn,p (Pn, hˆ
prop
(αn,βn),p
)−Rworstαn,p (Pn, hˆworstαn,p )︸ ︷︷ ︸
(T2)
+Rworstαn,p (Pn, hˆ
worst
αn,p )−Rworstαn,p (Pn, hworstαn,p,H)︸ ︷︷ ︸
(T3)
+Rworstαn,p (Pn, h
worst
αn,p,H)−Rworstαn,p (Pdata, hworstαn,p,H)︸ ︷︷ ︸
(T4)
.
As for the term (T3), by the definition of hˆworstαn,p ,
(T3) = Rworstαn,p (Pn, hˆ
worst
αn,p )−Rworstαn,p (Pn, hworstαn,p,H) ≤ 0.
[Step 1] In this step, we obtain an upper bound of the term (T2). By Theorem 4, for any fixed δ > 0, there exists finite
constants M˜1 > 0, N˜1 ∈ N such that the following holds with probability at least 1− δ/2.3
|Rworstαn,p (Pn, hˆprop(αn,βn),p)−R
prop
(αn,βn),p
(Pn, hˆprop(αn,βn),p)|
βn + α
1+k
n
≤ M˜1, (17)
for any n ≥ N˜1. Similarly, there exists finite constants M˜2 > 0, N˜2 ∈ N such that the following holds with probability at
least 1− δ/2.
|Rworstαn,p (Pn, hˆworstαn,p )−Rprop(αn,βn),p(Pn, hˆworstαn,p )|
βn + α
1+k
n
≤ M˜2, (18)
for any n ≥ N˜2. Choose εn > 0 so that εn = Θ(log(n)(βn + α1+kn )).4 Then there exists N˜ ≥ max{N˜1, N˜2} such that for
all n ≥ N˜ , we have εn − (M˜1 + M˜2)(βn + α1+kn ) > 0. Fix such n. Under the product of the above two events (17) and
(18), assume that Rworstαn,p (Pn, hˆ
prop
(αn,βn),p
) > Rworstαn,p (Pn, hˆ
worst
αn,p ) + εn. Then
Rprop(αn,βn),p(Pn, hˆ
prop
(αn,βn),p
) ≥ Rworstαn,p (Pn, hˆprop(αn,βn),p)− M˜1(βn + α1+kn )
> Rworstαn,p (Pn, hˆ
worst
αn,p ) + εn − M˜1(βn + α1+kn )
≥ Rprop(αn,βn),p(Pn, hˆworstαn,p ) + εn − (M˜1 + M˜2)(βn + α1+kn )
> Rprop(αn,βn),p(Pn, hˆ
worst
αn,p ),
which contradicts the definition of hˆprop(αn,βn),p. Thus, with probability at least 1− δ, we have
(T2) = Rworstαn,p (Pn, hˆ
prop
(αn,βn),p
)−Rworstαn,p (Pn, hˆworstαn,p ) ≤ εn = Θ(log(n)(βn + α1+kn )).
for sufficiently large n, or
(T2) = Rworstαn,p (Pn, hˆ
prop
(αn,βn),p
)−Rworstαn,p (Pn, hˆworstαn,p ) = O(log(n)(βn + α1+kn )). (19)
3We refer Remark 6 and Proposition 2.
4For positive sequences (an) and (bn), bn = Θ(an) indicates that there existC1 > 0, C2 > 0, n0 ∈ N such thatC1an ≤ bn ≤ C2an
for all n ≥ n0.
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[Step 2] This step is based on proof of Lee & Raginsky (2018, Theorem 3). As for the term (T1), by the inequality (C.4)
and Lemma 5 of Lee & Raginsky (2018), we have
(T1) = Rworstαn,p (Pdata, hˆ
prop
(αn,βn),p
)−Rworstαn,p (Pn, hˆprop(αn,βn),p) ≤
48C(H)√
n
+
48LDpZ√
nαp−1n
+ CH,∞
√
2
n
log(
2
δ
), (20)
with probability at least 1− δ/2.
As for the term (T4), by the inequality (C.5) of Lee & Raginsky (2018), the following holds with probability at least
1− δ/2.5
(T4) = Rworstαn,p (Pn, h
worst
αn,p,H)−Rworstαn,p (Pdata, hworstαn,p,H) ≤ CH,∞
√
2
n
log(
2
δ
). (21)
Therefore, by combining all the inequalities (19), (20), and (21), the following holds with probability at least 1− 2δ,
Rworstαn,p (Pdata, hˆ
prop
(αn,βn),p
)−Rworstαn,p (Pdata, hworstαn,p,H)
≤ 48C(H)√
n
+
48LDpZ√
nαp−1n
+ 2CH,∞
√
2
n
log(
2
δ
) +O(log(n)(βn + α
1+k
n ))
= O(n−1/2(C(H) + α1−pn ) + log(n)(βn + α1+kn )).
This concludes the proof.
A.4. Proof of Theorem 6
Proof of Theorem 6. Let hH = argminh∈HR(Pdata, h). SinceH is uniformly bounded, there exists a constant CH,∞ such
that suph∈H supz∈Z |h(z)| ≤ CH,∞. Now decompose the excess risk as follows.
R(Pdata, hˆprop(αn,βn),p)−R(Pdata, hH) = R(Pdata, hˆ
prop
(αn,βn),p
)−R(Pn, hˆprop(αn,βn),p)︸ ︷︷ ︸
(T1)
+R(Pn, hˆprop(αn,βn),p)−R
prop
(αn,βn),p
(Pn, hˆprop(αn,βn),p)︸ ︷︷ ︸
(T2)
+Rprop(αn,βn),p(Pn, hˆ
prop
(αn,βn),p
)−Rworstαn,p (Pn, hˆprop(αn,βn),p)︸ ︷︷ ︸
(T3)
+Rworstαn,p (Pn, hˆ
prop
(αn,βn),p
)−Rworstαn,p (Pn, hˆworstαn,p )︸ ︷︷ ︸
(T4)
+Rworstαn,p (Pn, hˆ
worst
αn,p )−R(Pn, hˆERMn )︸ ︷︷ ︸
(T5)
+R(Pn, hˆERMn )−R(Pdata, hH)︸ ︷︷ ︸
(T6)
.
[Step 1] In this step, we obtain an upper bound of the term (T5). For all h ∈ H and small enough αn, we have
Rworstαn,p (Pn, h) ≤ R(Pn, h) + Lip(h)αn ≤ R(Pn, h) + Lαn. (22)
The first inequality is due to the inequality (9), the second inequality is due to the assumption. Applying the infimum
operator to the inequality (22) gives
Rworstαn,p (Pn, hˆ
worst
αn,p ) ≤ R(Pn, hˆERMn ) + Lαn = R(Pn, hˆERMn ) +O(αn).
5We noticed that a simple technical error in the reference that does not affect a convergence rate. Here, we present a correct inequality
by multiplying two with the inequality (C.5).
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Therefore,
(T5) = Rworstαn,p (Pn, hˆ
worst
αn,p )−R(Pn, hˆERMn ) = O(αn). (23)
[Step 2] In this step, we obtain an upper bound for the terms (T2), (T3), and (T4). For any fixed δ > 0, the following holds
with probability at least 1− δ.
R(Pn, h) ≤ Rworstαn,p (Pn, h) ≤ Rprop(αn,βn),p(Pn, h) +O(βn + α1+kn ).
The first inequality is due to Pn ∈Mαn,p(Pn) and the second inequality is due to Theorem 4. Thus,
(T2) = R(Pn, hˆprop(αn,βn),p)−R
prop
(αn,βn),p
(Pn, hˆprop(αn,βn),p) = Op(βn + α
1+k
n ).
As for the term (T3), by Theorem 4, we have
(T3) = Rprop(αn,βn),p(Pn, hˆ
prop
(αn,βn),p
)−Rworstαn,p (Pn, hˆprop(αn,βn),p) = Op(βn + α1+kn ).
As for the term (T4), the inequality (19) gives
(T4) = Rworstαn,p (Pn, hˆ
prop
(αn,βn),p
)−Rworstαn,p (Pn, hˆworstαn,p ) = Op(log(n)(βn + α1+kn )).
Therefore,
(T2) + (T3) + (T4) = Op(log(n)(βn + α
1+k
n )). (24)
[Step 3] In this step, we obtain an upper bound for the terms (T1) and (T6). Note that the term (T1) is bounded by
suph∈H |R(Pn, h)−R(Pdata, h)|. As for the term (T6), we have
R(Pn, hˆERMn )−R(Pdata, hH) = R(Pn, hˆERMn )−R(Pn, hH) +R(Pn, hH)−R(Pdata, hH)
≤ 0 +R(Pn, hH)−R(Pdata, hH)
≤ sup
h∈H
|R(Pn, h)−R(Pdata, h)|.
The first inequality is due to the definition of hˆERMn . Thus, the sum of the terms (T1) and (T6) is bounded by
2 suph∈H |R(Pn, h)−R(Pdata, h)|. The McDiarmid inequality (Devroye et al., 1996, pages 136-137) and symmetrization
arguments (van der Vaart & Wellner, 1996, Lemma 2.3.1) provide
sup
h∈H
|R(Pn, h)−R(Pdata, h)| ≤ 2Rn(H) + CH,∞
√
2
n
log(
2
δ
), (25)
with probability at least 1− δ.
Lastly, by aggregating the inequalities (23), (24) and (25),
R(Pdata, hˆprop(αn,βn),p)− infh∈HR(Pdata, h)
= Op(Rn(H) + n−1/2 + αn + log(n)(βn + α1+kn )).
This concludes the proof.
A.5. Details for Section 3.3
We first define some notations. Let X ⊆ [−1, 1]d−1 and Y = {±1} be open sets with respect to the `2-norm and the discrete
norm I(· 6= 0), respectively. We set Z = X × Y and∥∥(x, y)∥∥ =‖x‖2 + 4I(y 6= 0). Note that X × Y is clearly open and
bounded with respect to
∥∥(x, y)∥∥. For a matrix A˜ ∈ Rd˜1×d˜2 , its Frobenius norm is defined as∥∥∥A˜∥∥∥
F
=
√∑d˜2
i=1
∑d˜1
j=1 A˜
2
ij
and the matrix `p-norm
∥∥∥A˜∥∥∥
p
:= sup‖u‖p=1
∥∥∥A˜u∥∥∥
p
for p ∈ [1,∞]. Now we define the space of deep neural networks. For
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an integer J and a set of integers d := {d0, . . . , dJ} such that d0 = d − 1 and dJ = 1, we let A = {A1, . . . ,AJ} be J
weight matrices such thatAi ∈ Rdi×di−1 . For a constant γ > 0 and a set of positive constantsM := {M1, . . . ,MJ}, define
FX×Yd,M,γ := {yf(x) = yφJ(AJφJ−1(AJ−1 . . . φ1(A1x) . . . )) |‖Ai‖F ≤Mi, i ∈ [J ], γ ≤
∏
i∈[J]
‖Ai‖2}
Fd,M,γ := {f(x) = φJ(AJφJ−1(AJ−1 . . . φ1(A1x) . . . )) |‖Ai‖F ≤Mi, i ∈ [J ], γ ≤
∏
i∈[J]
‖Ai‖2},
where φi : Rdi → Rdi is a 1-Lipschitz activation function and satisfies φi(0di) = 0di for all i ∈ [J ], and 0di is the vector
of di zeros. Note that we omit intercepts here for notational simplicity. For φ1, . . . , φJ−1, we employ the hyperbolic tangent
function and φJ is the identity function.6 Lastly, for a positive constants s, we define
FX×Yd,M,γ,s := {yf(x) ∈ FX×Yd,M,γ |
∑
i∈[J]
‖Ai‖0 ≤ s}
Fd,M,γ,s := {f(x) ∈ Fd,M,γ |
∑
i∈[J]
‖Ai‖0 ≤ s}, (26)
where‖A‖0 is the number of non-zero entries of a matrix A. To this ends, we will set M = 1J , the vector of J ones.
Corollary 2 (A formal statement of Corollary 1). Let Fd,1J ,γ,s be a set of sparse deep neural networks, defined in (26).
For some constant C∇ > 0, let H = {h(x, y) | h(x, y) = log(1 + exp(−yf(x))) and Edata
(∥∥∇xf(x)∥∥2) > C∇ for
f ∈ Fd,1J ,γ,s}.7 Then the excess worst-case risks of hˆpropαn,p and hˆERMn are
Eworstαn,p (hˆpropαn,p) = Op(n−1/2α1−pn ∨ log(n)α1+kn ),
Eworstαn,p (hˆERMn ) = Op(n−1/2 ∨ αn).
Furthermore, the excess risks of hˆpropαn,p and hˆ
ERM
n are
E(hˆpropαn,p) = Op(n−1/2 ∨ αn ∨ log(n)(α1+kn )),
E(hˆERMn ) = Op(n−1/2).
Proof. [Step 1] Clearly, X × Y is open and bounded. In addition, the domain X is bounded and weights ‖Ai‖F are
bounded for all i ∈ [J ], for all f ∈ Fd,1J ,γ,s, we have supx∈X |f(x)| ≤ CFd,1J ,γ,s for some constant CFd,1J ,γ,s > 0. In
short, Fd,1J ,γ,s is uniformly bounded, andH is uniformly bounded as well. In addition, for all f ∈ Fd,1J ,γ,s, due to the
differentiability of the hyperbolic tangent function, f is twice continuously differentiable, and this implies that for all h ∈ H,
h is twice continuously differentiable. Uniformly boundedness of A and the boundedness of Z implies that uniformly
boundedness of‖∇zh‖∗ and the Frobenius norm of the Hessian matrix of h. This provides existence of constants CH and L
such that ∇zh is (CH, 1/2)-Ho¨lder continuous for all h ∈ H and Lip(h) ≤ L.
Lastly, by the definition of the dual norm and the discrete norm,
‖∇zh‖∗ = sup‖u‖≤1
〈∇zh, u〉 = sup
‖s‖2≤1
〈∇xh, s〉 =‖∇xh‖2 . (27)
Since ∇xh = exp(−yf(x))1+exp(−yf(x)) (−y)∇xf(x), we have
‖∇xh‖2 =
∣∣∣∣ 11 + exp(yf(x))
∣∣∣∣‖∇xf‖2 ≥ 11 + exp(CFd,1J ,γ,s)‖∇xf‖2 .
6We may employ other differentiable activation functions with Lipschitz constant less than or equal to one. The differentiability of
activation functions is required to satisfy the conditions of Theorem 1. However, it can be easily shown that this condition can be relaxed
to hold only Pdata-almost surely, so that the ReLU function can be employed, by re-stating Theorem 1 with Pdata-almost sure conditions.
Here, for the sake of simplicity, we simply use the hyperbolic tangent function, which is differentiable.
7The sufficient condition for Edata(
∥∥∇xf(x)∥∥2) > C∇ may not be obvious, but it is assumed to be held based on Figures 2 and 3.
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Therefore, all the conditions in Theorems 2 and 3 are satisfied.
[Step 2] Since `log(z) := log(1+exp(−z)) is continuously differentiable on (−2BF , 2BF ), `log(z) is Lipschitz continuous
on [−BF , BF ]. It implies that there exists a finite Lipschitz constant. Let Llog be a Lipschitz constant on [−BF , BF ]. Due
to Talagrand’s lemma (Mohri et al., 2018, Lemma 5.7), we have
Rn(H) = Rn(`log ◦ FX×Yd,1J ,γ,s) ≤ LlogRn(FX×Yd,1J ,γ,s).
Due to Lemma 7 below, we have
Rn(FX×Yd,1J ,γ,s) ≤ Rn(FX×Yd,1J ,γ) = Rn(Fd,1J ,γ) ≤ O(n−1/2).
The equality is due to for all i ∈ [J ], σi d= σiyi for the Rademacher random variables σi. Therefore, by Mohri et al. (2018,
Theorem 11.3) and Theorem 3, E(hˆERMn ) = Op(n−1/2) and E(hˆpropαn,p) = Op(n−1/2 ∨ αn ∨ log(n)(α1+kn )) are obtained.
[Step 3] Here we prove the excess worst-case risk bound for hˆERMn . An essentially the same argument as (22) yields that for
all h ∈ H,
Rworstαn,p (Pdata, h) ≤ R(Pdata, h) + Lip(h)αn ≤ R(Pdata, h) + Lαn, (28)
Applying the infimum operator on R(Pdata, h) ≤ Rworstαn,p (Pdata, h) gives
inf
h∈H
R(Pdata, h) ≤ inf
h∈H
Rworstαn,p (Pdata, h). (29)
Therefore, the inequalities (28) and (29) give
Eworstαn,p (h) = Rworstαn,p (Pdata, h)− infh∈HR
worst
αn,p (Pdata, h)
≤ R(Pdata, h) + Lαn − inf
h∈H
R(Pdata, h)
= E(h) + Lαn.
By Theorem 3 we conclude that Eworstαn,p (hˆERMn ) = Op(n−1/2 ∨ αn).
[Step 4] We now prove that Eworstαn,p (hˆpropαn,p) = Op(n−1/2α1−pn ∨ log(n)α1+kn ). By Theorem 2, it is enough to show that
C(H) := ∫∞
0
√
logN (u,H,‖·‖∞)du is finite.
For all (x, y) ∈ Z and f1, f2 ∈ Fd,1J ,γ,s, we have
|`log(yf1(x))− `log(yf2(x))| ≤ Llog|yf1(x)− yf2(x)| = Llog|f1(x)− f2(x)|.
Therefore, N (u,H,‖·‖∞) ≤ N ( uLlog ,Fd,1J ,γ,s,‖·‖∞), and thus by Lemma 8 below we have
logN ( u
Llog
,Fd,1J ,γ,s,‖·‖∞) ≤ (s+ 1) log
(
2JV 2Llog
u
)
.
Therefore, an integration by substitution gives∫ ∞
0
√
logN (u,H,‖·‖∞)du ≤
∫ ∞
0
√
N ( u
Llog
,Fd,1J ,γ,s,‖·‖∞)du
=
√
(s+ 1)
∫ ∞
0
√
log
(
2JV 2Llog
u
)
du
=
√
(s+ 1)
∫ 2JV 2Llog
0
√
log
(
2JV 2Llog
u
)
du
=
√
(s+ 1)
∫ ∞
0
(4JV 2Llog)y
2 exp(−y2)dy.
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Since ∫ ∞
0
y2 exp(−y2)dy = −1
2
∫ ∞
0
y(−2y exp(−y2))dy = 1
2
∫ ∞
0
exp(−y2)dy =
√
pi
4
,
we have
∫∞
0
√
logN (u,H,‖·‖∞) <∞ and this concludes the proof.
Remark 7 (Different hypothesis spaces). In essence, the results of Corollary 2 hold if for a hypothesis space F , the
Rademacher complexityRn(F) is O(n−1/2) and the entropy integral
∫∞
0
√
logN (u,F ,‖·‖∞) is bounded. It is well known
that these conditions hold for a reproducing kernel Hilbert space and a linear hypothesis space under mild conditions.
Remark 8 (When αn vanishes fast). Consider the logistic regression setting, i.e., P (Y = 1 | X = x) = exp(βT∗ x)/(1 +
exp(βT∗ x)) for some β∗ ∈ Rd. Blanchet & Murthy (2019, Theorem 1) showed that Wp(Pdata,Pn) ≤ 1√n holds with
high probability, under mild conditions on Pdata. In this case, we choose αn = (n1/2 log(n))−
1
p+k . Then the proposed
excess worst-case risk bound is Eworstαn,p (hˆpropαn,p) = Op(n−
1+k
2(p+k) log(n)
p−1
p+k ). By setting p = 1+k
2
1−k , Eworstαn,p (hˆpropαn,p) =
Op(n
− 12 (1−k) log(n)k). We can choose arbitrary small k > 0, and thus the convergence rate is near O(n−1/2).8 Similar
results hold for the excess risk bound.
Remark 9 (Regression). For a constant B > 0, we let X × Y ⊆ [−1, 1]d−1 × [−B,B] be an open set with respect to the
`2-norm. We setZ = X ×Y and
∥∥(x, y)∥∥ = √‖x‖22 + y2. We letH = {h(x, y) | h(x, y) = |y−f(x)| for f ∈ Fd,1J ,γ,s}.9
Then similar results hold.
With the notations defined in the front of this section, we quote the following two lemmas: the Rademacher complexity
bound of Fd,M,γ by Golowich et al. (2018, Corollary 1) and the covering number bound of Fd,1J ,γ,s by Schmidt-Hieber
(2017, Lemma 5).
Lemma 7 (Rademacher complexity bound). Assume that‖x‖2 ≤ CX . Then
Rn(Fd,M,γ) ≤ CX
 J∏
i=1
Mi
min
 ¯log3/4(n)
√
¯log(γ−1
∏J
i=1Mi)√
n
,
√
J
n
 ,
where ¯log(z) := 1 ∨ log(z).
Lemma 8 (Covering number bound). Let V :=
∏J
i=0(di + 1), then for any u > 0,
logN (u,Fd,1J ,γ,s,‖·‖∞) ≤ (s+ 1) log
(
2JV 2
u
)
.
8For h : Z → R,∇zh is (CH, k1)-Ho¨lder continuous, suph∈H supz∈Z
∥∥∇zh(z)∥∥∗ ≤ L and any k2 ≤ k1,
sup
z,z˜∈Z
∥∥∇zh(z1)−∇zh(z2)∥∥∗
‖z1 − z2‖k2
≤ sup
‖z−z˜‖≤1
∥∥∇zh(z1)−∇zh(z2)∥∥∗
‖z1 − z2‖k2
+ sup
‖z−z˜‖>1
∥∥∇zh(z1)−∇zh(z2)∥∥∗
‖z1 − z2‖k2
≤ sup
‖z−z˜‖≤1
∥∥∇zh(z1)−∇zh(z2)∥∥∗
‖z1 − z2‖k1
+ sup
‖z−z˜‖>1
∥∥∇zh(z1)−∇zh(z2)∥∥∗
‖z1 − z2‖k2
≤ CH + 2L.
Thus∇zh is (CH + 2L, k2)-Ho¨lder continuous.
9Since∇zh(z) = Sign(y − f(x))[∇xf(x), 1]T , Edata(
∥∥∇zh(z)∥∥2) ≥ 1 =: C∇.
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B. Implementation Details
In this section, we provide implementation details including the used algorithm and hyper-parameters. Our algorithm
is presented in Algorithm 1. Tensorflow implementation for experiments is available at https://github.com/
ykwon0407/wdro_local_perturbation.
Algorithm 1 Principled learning method for WDRO when data are perturbed in classification settings
1: Input: training dataset Zn = {(x1, y1), . . . , (xn, yn)}, a (deep neural network) model fθ parametrized by θ, batch size
B, hyper-parameters γ˜1, γ˜2, λgrad > 0, optimization algorithm A.
2: Initialize parameters θ in fθ
3: while until a convergent condition is met do
4: Sample {(x[1], y[1]), . . . , (x[B], y[B])} from Zn
5: for b = 1 to B do
6: if WDRO+MIX then
7: Sample γ from Beta(γ˜1, γ˜2)
8: x′[b] = γx[b] + (1− γ)x[B+1−b]
9: y′[b] = γy[b] + (1− γ)y[B+1−b] BMixup
10: end if
11: hθ(x′[b], y
′
[b]) = Cross-entropy loss
[
y[b], fθ(x[b])
]
B calculate loss per observation
12: end for
13: L = B−1∑Bb=1 hθ(x′[b], y′[b]) + λgrad∥∥∥∇xhθ(x′[b], y′[b])∥∥∥2
2
B calculate the objective function
14: θ ← A(L, θ) B update parameters
15: end while
B.1. Objective function
The sample space of the CIFAR-10 and CIFAR-100 datasets can be written as X × Y where X ⊆ [−1, 1]3072
and Y = {1, . . . , k} ⊆ R. In this space, we define the norm by ∥∥(x, y)∥∥ = ‖x‖2 + 4 · I(y 6= 0). This gives∥∥∇zh(x′, y′)∥∥∗ =∥∥∇xh(x′, y′)∥∥2 for any (x′, y′) ∈ X × Y , as in (27). Therefore, when p = p∗ = 2, the penalty term in
(8) is αn‖∇zh‖P′n,p∗ = αn
√
n−1
∑n
i=1
∥∥∇xh(x′i, y′i)∥∥22. Instead of this term, we use λgrad (n−1∑ni=1∥∥∇xh(x′i, y′i)∥∥22)
for computational convenience.
B.2. Hyper-parameter settings
We set the penalty parameter λgrad = 0.004 and the batch size B = 64. For MIXUP and WDRO+MIX, the interpolation
with hyper-parameters γ˜1 = γ˜2 = 0.5 is applied.
For the model architecture, we use the Wide ResNet model with depth 28 and width 2 including the batch normalization
and the leaky ReLU activation as in Oliver et al. (2018) and Berthelot et al. (2019). Our implementation of the model and
training hyper-parameters closely matches that of Berthelot et al. (2019).
For the optimization algorithm A, we choose Adam optimizer with the learning rate fixed as 0.002. Instead of decaying the
learning rate, we use an exponential moving average of the parameters with a decay of 0.999, and apply a weight decay of
0.02 at each update for the model as in Berthelot et al. (2019). We train the model with 100× 216 images.
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C. Additional experiment: selection of the penalty parameter
In this section, we compare the accuracy of WDRO and WDRO+MIX with various penalty parameters λgrad using the
contaminated CIFAR-10 and CIFAR-100 datasets. The penalty parameters vary as 0.004, 0.016, and 0.064. The training
sample size is 50000 and we apply the salt and pepper noise to 1% pixels of 10000 test images for the contaminated datasets.
We train the model five times.
Table 4 compares accuracy as the penalty parameter changes. In all cases, a significantly higher accuracy is attained when
λgrad = 0.016 than other λgrad values. With this result, we anticipate that our proposed methods can achieve higher
accuracy than the one in Section 5, by carefully selecting the penalty parameter λgrad.
Table 4. Accuracy comparison WDRO and WDRO+MIX with various penalty parameter λgrad. Other details are given in Table 2.
METHODS λgrad
0.004 0.016 0.064
CIFAR-10
WDRO 87.4± 0.4 87.9± 0.2 86.2± 0.2
WDRO+MIX 87.3± 0.4 88.2± 0.3 86.8± 0.2
CIFAR-100
WDRO 62.1± 0.4 64.1± 0.3 62.6± 0.4
WDRO+MIX 60.6± 0.7 62.2± 0.2 61.3± 0.2
