This paper empirically examines the effects of the Federal Reserve's Large Scale Asset Purchases (LSAP) on bank profits. We use a new dataset on individual LSAP transactions and bank holding company data from the Fed's FRY-9C regulatory reports to construct a large panel of banks for 2008Q1 to 2009Q4. Our results suggest that banks that sold Mortgage-backed Securities to the Fed ("treatment banks") experienced economically and statistically significant increases in profitability after controlling for common determinants of bank performance. Banks heavily "exposed" to MBS purchases should also experience increases in profitability through asset appreciation. Our results also provide evidence for this type of spillover effect and suggest that large banks may have been more affected. Although our results suggest that MBS purchases increased bank profits, we find only mixed evidence that these were associated with increased lending. Our findings are thus consistent with the hypothesis that the Federal Reserve undertook these policies, at least in part, to increase the profitability of their main constituency: the large banks.
1 Introduction increased attention. Quantitative easing may affect asset prices and the macroeconomy more generally through what has often been dubbed the "portfolio balance" channel. If securities of different maturities are imperfect substitutes, Fed purchases of long-term securities should decrease their availability in the market and ceteris paribus increase their price -this is the so-called "scarcity effect".
2 This channel has been tested empirically for Treasury purchases by D' Amico et al. (2012) and specifically for purchases of mortgage-backed securities (MBS) by Hancock and Passmore (2014) . Hancock and Passmore show that the Fed share of the MBS market robustly predicts lower MBS yields, although the effects are only significant if the Fed holds a sufficiently large share of the market.
We know of only one study of the impacts of QE on individual banks (Lambert and Ueda, 2014 ).
Lambert and Ueda use bank level data and study the impact of QE measured as a "monetary surprise" or as a divergence from a "Taylor Rule" measure of monetary policy, on bank profits. Using these bank level and broad measures of monetary policy, they find that QE has either a negative or an ambiguous impact on U.S. bank profits.
By contrast, our paper uses a more granular approach to studying QE: we have utilized transactions level data on assets purchased by the Federal Reserve during the first phase of QE and on the counterparty banks with whom they transacted. This approach allows us to look at actual transactions and to utilize a framework that helps identify the causality of the effects of purchases on bank profits.
More specifically, we examine the effects of the Fed's MBS purchases on bank profits using a large and novel panel data set. We combine transactions-level data on LSAP purchases with income and balance sheet data from bank holding company regulatory filings. This allows us to construct bank-specific QE "treatment" variables and identify the treatment effect of Fed MBS purchases. In other words, whereas previous studies have employed changes in variables that only vary across time t, our main explanatory variables vary across both banks i and time t, allowing us to fully exploit the properties of panel data. We consider two complementary QE "treatment" variables. First, we construct a treatment dummy for banks that were counterparties to MBS transactions carried out under LSAP programs. This allows us to capture direct effects on bank profitability from asset purchases. These can include the profits on individual sales of MBS, which were often bought at a premium, as well as fees and commissions if the counterparty bank was acting as a broker for a third party. Second, we also construct a pseudo-treatment variable for banks that were "exposed" to the market-wide or spillover effects of MBS purchases. Consistent with the portfolio balance channel, banks with greater holdings of MBS prior to QE should be more affected by changes in MBS prices following Fed purchases.
Our results show that purchases of MBS led to economically and statistically significant increases in bank profitability, defined as the return on assets in percentage terms. The profitability of banks that were LSAP counterparties improved by around 0.35 of a percentage point relative to non-counterparty banks and non-LSAP periods. As a reference, this is roughly proportional to the median return on assets in the sample, suggesting that the effects were quite large. The effect on banks that were indirectly exposed to MBS purchases is also large and statistically significant, though smaller than for counterparty banks. These results imply that banks positioned to sell MBS to the Fed reaped an additional boost in profits relative to the rest of the financial sector through their direct participation in LSAP transactions.
We also provide evidence of significant heterogeneity in the magnitude of the exposure effect. The effect of MBS purchases on exposed banks is greater for larger banks. In fact, the effect is not significantly different from zero for small banks with total assets less than the sample median. Large banks with total assets greater than the median, on the other hand, have much larger and statistically significant effects. To verify that these effects indeed operate through changes in asset prices, we run separate regressions with realized gains on assets as the dependent variable. The results are consistent with this channel.
The rest of the paper proceeds as follows. Section 2 first provides information on the timing of the rounds of Quantitative Easing and then describes the specific time frame and data set used in our analysis. It then discusses the rationale behind the main explanatory variables. Section 3 presents our benchmark results.
Section 4 discusses extensions of the benchmark results, as well as robustness checks. Finally, Section 5 concludes.
2 Timeframe, Data, and Main Variables
The first round of asset purchases -or "quantitative easing" (QE1) -was formally announced on November 25, 2008 and initially covered Agency mortgage-backed securities (MBS), long-term Treasuries, and government-sponsored enterprises (GSE) debt. A second round of purchases (QE2) was subsequently announced on November 3, 2010, followed by a third and final round (QE3) beginning in August 2012. We focus our attention on QE1 and study the impact of MBS purchases in particular. This is done for two reasons. First, the collapse of the MBS market placed considerable strain on financial institutions. It is therefore natural to study the impact of explicit efforts to prop up this important financial market. Second, the Fed's MBS purchase program was by far the largest relative to the purchases of long-term Treasuries and GSE debt. The initial MBS purchase limit was $500 billion but was subsequently expanded to $1.25 trillion.
The limits for GSE debt and Treasuries purchases were comparatively modest: $200 billion and $300 billion, respectively.
The data set consists of a panel of 862 bank holding companies (henceforth referred to simply as "banks") at a quarterly frequency over the period 2008Q1 to 2009Q4. 3 We use data on LSAP transactions released by the Board of Governors of the Federal Reserve and the New York Fed. Under the Dodd-Frank Act the Fed is required to publish data on each transaction carried out in the conduct of monetary policy within at most two years. Each transaction records the name of the counterparty, the type of security traded, the amount purchased or sold, and the price paid. The LSAP transactions data is combined with quarterly bank holding company panel data from the Fed's FRY-9C reports.
To construct the bank LSAP treatment variables, it was necessary to match each counterparty, when possible, to their parent holding company. We used ownership structure records from the Federal Financial Institutions Examination Council. This was straightforward for broker/dealers owned by large domesticallyowned banks since each had a clear parent holding company. Subsidiaries of foreign banks were more difficult and in some cases were omitted from the analysis in order to avoid potential problems stemming from the messy matching. This is because large foreign banks may not have a single domestically chartered holding company or none at all. In other cases, the foreign owned holding company may be sold off or restructured multiple times, creating breaks in the series and changes in levels. In other cases, data was simply not available because the transaction counterparty is not a financial holding company and and is not legally required to file regulatory reports. From the original 16 counterparties, we were able to establish six matches between the Fed LSAP transactions data and the FRY-9C reports. This is summarized in Table 1 (see the Data Appendix for further details). Rows with "no data" refer to broker/dealers without a larger financial holding company parent. Rows with "-" refer to counterparties owned by large foreign parent companies with complex domestic operations.
The LSAP treatment group (G it ) is defined as any bank that sold or bought MBS from the Fed while treatment quarters (T it ) are those during which QE purchases were taking place. The interaction between the group and treatment quarters, thus, is the bank treatment dummy variable (P it = T it · G it ) and is equal to one if the given bank was a LSAP counterparty and if LSAP transactions took place in the given quarter, and equal to zero otherwise. The LSAP purchases treatment dummy (P it ) captures any direct effects on profitability from selling MBS to the Fed, as well as any indirect effects. Potential direct effects may operate through the premiums that the Fed paid for MBS as well as trading or commission fees if the bank was acting as a broker for a third party. Further indirect effects could operate through signaling channels. For instance, market observers could interpret the Fed transactions as evidence of an implicit guarantee, which could lower a treatment bank's cost of funding.
We define exposure banks as those with significant holdings of MBS as a share of their total assets prior to the first round of QE. Specifically, a bank belongs to the exposure group if its MBS share is greater than the 95th percentile (see Figure 1 ). This can be used to construct a pseudo treatment variable by interacting the exposure group with LSAP quarters.
4 As with the treatment dummy above, the exposure dummy (E it ) takes a value of one if the bank is exposed and if the Fed purchased MBS during that particular quarter. As already noted, there is evidence that QE has increased MBS prices through the portfolio balance channel (Hancock and Passmore, 2014) . Our exposure variable is thus intended to capture the effect of these higher asset prices on bank profitability. Exposure can thus be interpreted as a measure of the broader spillover effects from QE.
The dependent variables include an accounting measure of profits and realized gains on assets. We use a standard measure of bank profitability: the return on assets (ROA it ). This is defined as net income divided by total assets (in percentage terms). Realized gains are a component of net income and are measured relative to a bank's total assets. We later examine the effect of MBS purchases on bank lending and use two alternative measures of bank lending. The first is total bank loans as a share of total assets. We find evidence that the loans share contains a unit root and thus include it in first differences in the regressions below. The second measure of bank lending is the log percentage change in total loans.
Identification requires conditioning on all relevant covariates. To this end, we draw on the extensive literature on the determinants of bank profitability to identify variables that have consistently appeared in and deemed important by previous studies (see Dietrich and Wanzenried, 2011; García-Herrero et al., 2009; Athanasoglou et al., 2008, for recent contributions.) . This literature has stressed the importance of taking into account both bank-specific determinants of profitability (e.g. bank size, capital adequacy, the structure of income) as well as macroeconomic and industry-wide factors (e.g. GDP growth, inflation, industry concentration). The full set of variables used in our analysis, as well as summary statistics, are shown in Table 2 . Details on the construction and sources of each variable are contained in the Data Appendix. The rationales for each bank-specific variables are the following. The Tier 1 capital ratio, measured as capital divided by risk-adjusted total assets, is a standard measure of capital adequacy. A higher capital ratio should be associated with greater profitability since better capitalized banks tend to have a lower chance of default and hence lower funding costs. The total costs to revenue ratio is included as a (inverse) measure of operational efficiency. Less efficient banks -that is, those with greater expenses per unit of revenuesshould have lower profits. Interest income as a share of total income is included to capture the diversification of income streams. A higher interest income share implies a bank's income stream is poorly diversified and hence potentially more vulnerable to adverse shocks. Nonperforming assets are included as a proxy for asset quality. We expect a higher share of nonperforming assets (i.e. lower asset quality) to be associated with lower profits. Because nonperforming assets are likely endogenous, this variable is included in the regressions with a one quarter lag.
Due to the high degree of collinearity between many relevant macroeconomic variables, for the benchmark specification we only consider the output gap and the Herfindhal-Hirshman Index (HHI) of financial industry concentration. The output gap is included to control for cyclical factors affecting bank profits and was constructed by detrending real GDP with the Hodrick-Prescott filter. A positive output gap indicates GDP is above trend and is expected to be associated with higher bank profits. The HHI has long been included in bank performance regressions, dating back to the seminal work in this literature by Short (1979) . A higher HHI means that the banking industry is more concentrated and less competitive, implying that some banks have market power and can earn monopoly rents. This should be associated with greater profits. The lending regressions include additional time-varying macroeconomic covariates. These are also listed along with summary statistics and expected signs in Table 2 . The spread between the commercial bank prime rate and the yield on the 10-year Treasury and the Case-Shiller 20-city home prices index are expected to lead to higher lending. Our two measures of financial instability, the VIX index of stock volatility and the Chicago Fed financial stress index, are expected to be associated with lower lending.
Empirical Strategy and Results

Benchmark Bank Profits Regressions
Our benchmark specification consists of panel regressions with bank fixed-effects and serially and crosssectionally correlated disturbances. In order to avoid omitted variable bias from macroeconomic factors that may not be perfectly captured by our chosen covariates, model (1) includes a full set of time dummies. The inclusion of time dummies also makes it possible to interpret the coefficient on the treatment dummy as the average treatment effect of the treated (ATET). However, including the time dummies makes it necessary to drop the macroeconomic explanatory variables (that only vary along t).
Here, α i and η t are vectors of bank and time fixed-effects, respectively. The treatment effect of MBS purchases on counterparty banks is captured by τ , while the effect from exposure to QE is captured by γ.
X it is a vector of bank-specific covariates (described in detail above). Alternatively, model (2) drops the time dummies and instead explicitly accounts for macroeconomic covariates (M it ).
Because of the highly interconnected nature of the financial system, it is reasonable to expect that shocks to one bank should spillover and affect other banks. In other words, the disturbance term most likely exhibits We also consider specifications with a lagged dependent variable. Conditioning on past outcomes renders the treatment and control groups more comparable and therefore strengthens the causal interpretation of our results. However, as is well known, the within-transformation of panel fixed effects regressions can lead to potentially serious biases in the estimated coefficients (Nickel bias). Thus, as a robustness check, we also present estimates from the system-GMM estimator of Arellano and Bover. Nevertheless, it is worth emphasizing that system-GMM assumes that the disturbances are potentially heteroskedastic and correlated within but not between panels. It is therefore inappropriate for settings with error cross-sectional dependence, as this can lead to biased coefficient estimates. Moreover, as Sarafidis and Wansbeek (2012) notes, error cross-sectional dependence can inflate test statistics for the over identifying restrictions tests and lead to erroneous rejections of the null. Therefore, although system-GMM is not entirely reliable in this setting, it should be viewed as an additional check on the benchmark specification.
The benchmark results with and without a lagged dependent variable are reported in columns (1) through (4) of Table 3 . The coefficient estimates for the LSAP treatment and exposure dummies are positive and statistically significant in every specification. These can be interpreted as the treatment and pseudo-treatment effects of Fed MBS purchases. The sign and size of the coefficient estimates imply that QE increased bank profits, both directly for banks that sold securities to the Fed, and indirectly through broader spillover effects for exposed banks. The point estimates for the bank treatment dummy (P it ) range from 0.54 to 0.62.
5 A program for estimating panel fixed-effects models with Driscoll-Kraay errors was implemented by Hoechle (2007) . Hoechle also extends Driscoll and Kraay (1998) to allow unbalanced panels. 6 It is worth keeping in mind, however, that Driscoll-Kraay errors rely on T → ∞ for consistency and therefore may be weak for panels with a small time dimension. These estimates imply that the treatment effect of MBS purchases on counterparty banks is quite large.
As a reference point, the median return on assets for the whole sample is 0.32, suggesting that treatment increased counterparty profits by more than the sample median. For instance, a hypothetical large bank with $1 trillion in total assets would experience an increase in profitability of up to $6.2 billion. The indirect spillover effect on banks exposed to MBS purchases ranges from 0.08 to 0.16 across the benchmark specifications. This effect is also quite large, although evidently smaller than for counterparty banks. To illustrate, the sample average total assets of exposure banks is roughly $8 billion. this corresponds to an increase in profits of roughly $12.8 million.
All of the bank-specific covariates, with the exception of the interest share of income, are statistically significant and have the expected signs. Consistent with the existing literature, better capitalized banks tend to be more profitable, while less operationally efficient banks, as captured by the cost to revenue ratio, on average have lower profits. Asset quality also appears to significantly impact bank profitability, as indicated by the negative coefficient on lagged nonperforming assets. The coefficient on the share of assets sensitive to changes in interest rates is also negative and significant. This indicates, as anticipated, that the fall in interest rates during the crisis disproportionally impacted the profits of banks with more vulnerable balance sheets. Finally, the number of bank subsidiaries owned by a given parent holding company is positively associated with profitability.
The system-GMM estimates are presented in the last columns of Table 3 (columns (5) and (6)). The estimates for the autoregressive parameter confirm the presence of significant Nickell bias. The coefficient on the lagged dependent variable (ROA it−1 ) is larger in the GMM model (0.736) compared to the OLS estimates (0.457). The coefficient estimates for the LSAP treatment dummy in the GMM model are very similar to the benchmark estimates in columns (1) through (4). The exposure effect (E it ) is somewhat larger in the GMM model: 0.236. However, as already noted, system-GMM assumes disturbances are crosssectionally independent and as such is unreliable in settings with error cross-sectional dependence. Moreover, the Hansen J-statistic for over identifying restrictions is quite large and rejects the null hypothesis. This casts casts doubts on the validity of the model and is likely to occur when error cross-sectional dependence is present. In this context, the GMM estimates should be considered as an upper-bound estimate on the magnitude of the effects and not as a substitute for the benchmark specifications.
Realized Gains Regressions
As previously discussed, quantitative easing is expected to operate through the so-called portfolio balance channel, which should increase the price of mortgage-backed securities. Therefore, ceteris paribus, banks with more MBS on their balance sheet prior to QE should experience capital gains on these assets and hence have larger profits. In this section we present suggestive evidence that is consistent with this particular channel.
Specifically, we regress realized gains scaled by total bank assets on the MBS purchases exposure dummy as well as bank-specific and macroeconomic covariates. Testing this channel is important because failing to find a significant and economically meaningful effect would amount to a falsification of our hypothesis and call into question the theoretical foundation of the benchmark estimates.
The regression results are shown in Table 4 , where all four specifications report Driscoll-Kraay errors.
Consistent with the hypothesized channel, the exposure dummy has a positive sign and is statistically significant. What is most important, however, is that the size of the estimated effect on capital gains is roughly proportional to the overall exposure effect on bank profits. In other words, the increase in capital gains as a result of LSAP exposure explains nearly all of the estimated effect on profits. This confirms that quantitative easing increases bank profits through the portfolio balance channel and its impact on asset prices.
It is worth noting that asset quality appears to have the opposite effect on capital gains as it does on bank profits. This is puzzling because capital gains are a component of net income and as such asset quality should be expected to have the same sign across both regressions. One possible explanation for this puzzle is that the share of nonperforming assets captures a bank's appetite for riskier but potentially more lucrative investments. 
The Response of Loan Supply
In this section we briefly examine the connection between MBS purchases carried out during quantitative easing and changes in bank lending. We use two different measures of bank lending: the change in loans as a share of total assets and the real logarithmic growth rate of loans. Panel unit root tests suggest that the loan share of assets and log real loans both contain unit roots and as such it was appropriate to first difference both variables.
We estimate models (1) and (2) including the following bank-specific covariates: risk adjusted capital adequacy, lagged nonperforming assets as a share of total assets, and the share of assets financed through market funding. The latter variable captures the vulnerability of banks to funding shocks and hence how easily their loan supply could dry up in the advent of a financial crash. The importance of this variable has been emphasized by, among others, Brei et al. (2012) . Market funding is defined as the non-deposit share of liabilities -that is, the difference between liabilities and deposits divided by total liabilities.
As before, we also estimate models including macroeconomic or industry-specific variables. These are: the output gap, the spread between bank prime lending rate and the ten-year treasury yield, as well as the Case-Schiller 20-city home price index. The output gap is included to control for cyclical factors and is expected to have a positive sign -that is, bank loan growth is expected to be higher when output is above potential. The lending spread captures the relative return to lending to businesses as opposed to the government and is expected to have a positive sign. Finally, the Case-Schiller index is intended to capture overall conditions in the housing market and is expected to be positively associated with lending growth.
Results for this exercise are reported in Table 8 . Columns (1) - (4) report the specifications with the change in the loan share as the dependent variable while the specifications in columns (5) - (8) use real log loan growth as an alternative measure. These regressions provide some evidence that exposure to MBS purchases may have led to increased lending growth but the results are inconclusive and not robust. Problematically, two seemingly complementary measures of lending growth lead to very different estimates. The exposure dummy is positive and significant in three of the four models with the change in the loan share as the dependent variable. However, it is not significantly different from zero when the log growth of real loans is used instead and even has a negative sign in specification (7). The counterparty treatment dummy is not significantly different from zero in any of the specifications. Therefore, we can conclude that although there is partial evidence that MBS purchases increased lending through the portfolio balance spillover channel, counterparty banks that directly sold MBS to the Fed were not induced to lend more as a result.
Robustness Exercises
Continuous Exposure Regressions
We now examine the robustness of the results to an alternative measure of bank exposure. Specifically, the assumption of discrete membership in the exposure group is relaxed and instead is allowed to vary continuously. This is achieved by interacting the share of MBS in 2008Q2 with a dummy for QE quarters.
This specification allows the average exposure effect to increase in the MBS share. It also allows us to examine if the results are very sensitive to the definition of exposure (that is, if the 95th percentile cutoff is crucial for the results). In addition, we examine whether exposure has a nonlinear effect by introducing a quadratic term in the regressions.
The results from this robust exercise are reported in Table 5 . The simple case with a linear the continuous exposure term is reported with and without macroeconomic covariates in columns (1) and (2) (4)). This specification appears to fit moderately better than the linear case and is depicted graphically in Figure 2 .
The main takeaway from the continuous exposure specifications is that the results do not crucially depend on the 95th percentile cutoff used to define the exposure group in the benchmark model. Indeed, the results appear quite robust to a continuos setup. Moreover, there also appears to be a certain degree of nonlinearity in the exposure effect. This implies that in order to experience economically significant increases in profitability from QE banks must hold a substantial amount of MBS relative to the size of their balance sheets.
Size Heterogeneity
Next, we test if any heterogeneity exists in the size of the LSAP exposure effect and in particular if the effect on profits is greater for larger banks. The exposure dummy E it = T t · G E i , where G E i is the exposure group dummy for banks with an MBS share greater than the 95th percentile, is interacted with each bank's log total assets in 2008Q2. Specifically, we estimate (3), where the average treatment effect (ATE) is estimated
Similarly, the average treatment effect of the treated (ATET) is given by γ 1 + γ 2 size i . In other words, the effect of exposure to MBS purchases is a function of bank size.
The vector X it includes all the bank-specific covariates from the benchmark specification. The point estimates for the coefficients of interest (γ 1 , γ 2 , and γ 3 ) are reported in the top half of Table 6 both with and without covariates. To interpret the coefficients, however, it is necessary to calculate the marginal effects evaluated at a specific bank size. Thus, the bottom half of Table 6 reports the ATET evaluated at the mean bank size, as well as the 95th and 99th percentiles. The ATET is also depicted graphically in Figure 3 .
The results suggest that there is substantial heterogeneity in the magnitude of the exposure effect by bank size. Banks with an average level of log assets have a treatment effect that is roughly comparable to the benchmark results, as one should expect. However, the exposure effect increases dramatically as banks grow in size. For instance, the ATET for banks with log assets corresponding to the sample 95th percentile is roughly 0.8 percentage points or roughly $100 million. These results suggest an important distributional consequence of quantitative easing, namely that big banks appear to have benefitted substantially more than smaller banks.
Small Treatment Group Adjustment
One potential problem with estimating the direct effect of LSAP purchases on counterparty banks is the small number of treatment banks. As already noted, due to data limitations we were only able to include six of the LSAP counteraparty banks in the analysis. This is potentially problematic since inference in these types of estimators is typically based on the assumption that both the treatment and control groups are very large. Indeed, Conley and Taber (2011) show that if the number of treatment groups is fixed, the fixed effects estimator is unbiased but inconsistent as the control group increases in size. As an additional robustness exercise we implement an adjustment for small treatment group size proposed by Conley and Taber.
Formally, let N 1 and N 0 denote the number of treatment and control groups, respectively. In Conley and Taber's notation, let α denote the treatment parameter of interest and η i the disturbance term. Conley and Taber show that as N 0 → ∞ the fixed effects estimator will converge to the true parameter plus a noise term:α F E p → α + W , where p → denotes convergence in probability and the noise term W is given by
Here the term d it denotes the treatment dummy and a "hat" over a variable denotes its group mean. Conley and Taber's key insight is that as long as the residuals for the treatment and control groups are drawn from the same distribution, the noise term W can be estimated using the empirical distribution of the residuals from the control groups. This can in turn can be used to construct adjusted confidence intervals forα F E .
We reestimate our benchmark model for the determinants of bank profits and use the residuals to calculate the Conley-Taber adjusted confidence intervals. This is shown in Table 7 , which as a reference also reports the confidence intervals with Driscoll-Kraay errors and normally distributed, heteroskedastic errors. The columns labeled P it report the coefficient estimates for the LSAP counterparty treatment dummy. The key point from this exercise is that the estimated coefficients are still significantly different from zero after carrying out the Conely-Taber adjustment. This is also illustrated in Figure 4 , which depicts the empirical distribution of α + W . The dashed line shows the 5th percentile and is well to the right of zero, indicating that the estimated coefficient is statistically significant at the 90 percent level. 
Conclusion
This paper empirically examined the impact of MBS purchases under QE I on bank profits. Using a treatment effect framework, it provided evidence that QE did in fact increase bank profits relative to non-treatment banks and non-QE quarters. Banks that were counterparties to Fed MBS purchases -"treatment" banksexperienced large and statistically significant increases in profits after controlling for standard determinants of bank performance. We also provided evidence of indirect spillover effects on bank profits, which likely operate through changes in MBS prices and are consistent with the portfolio balance transmission channel for the effectiveness of QE. Banks with large holdings of MBS relative to total assets prior to QE -"exposure" banks -experienced significant increases in profitability relative to non-exposure banks, though this effect is smaller than the direct treatment effect for counterparty banks. This suggests that banks positioned to sell MBS to the Fed during QE reaped economic benefits in addition to the broader benefits experienced by the financial sector as a whole.
We also presented evidence of heterogeneity and nonlinearities in the magnitude of the indirect spillover effects. Spillover effects appear to be considerably greater for larger banks (with total assets in the top two quartiles of the sample). The results also suggest that in order to reap meaningful benefits, banks must have held a substantial amount of MBS relative to total assets in quarters prior to QE. • Total loans (bhck2122)
• Non-performing loans : assets past-due 30-89 days (bhck5524) + assets past-due 90 or more days (bhck5525) + nonaccrual assets (bhck5526)
• Tier 1 capital adequacy ratio (bhck7204)
• Realized gains on securities : gains on securities held-to-maturity (bhck3521) + gains on securities availablefor-sale (bhck3196)
• Total revenue : interest income (bhck4107) + non-interest income (bhck4079) + realized gains (above)
• Interest income share: total interest income (bhck4107) / total revenue (above)
• Total expenditure : interest expenditure (bhck4073) + non-interest expenditure (bhck4093)
• Net income : total revenue (above) -total expenditure (above)
• Return on assets : net income (above) / total assets (bhck2170)
• Costs to revenue ratio : total expenditure (above) / total revenue (above) (a) Total mortgage-backed securities Due to numerous changes in reporting standards during the sample period it is necessary to combine several different series for the stock of mortgage-backed securities held as assets. The total includes MBS listed as held-to-maturity, available-for-sale, as well as MBS reported as trading assets. The total stock of MBS was obtained as:
total MBS = bhck1699 + bhck1702 + bhck1705 + bhck1707 + bhck1710 + bhck1713 + bhck1715 + bhck1717 + bhck1719 + bhck1732 + bhck1734 + bhck1736 + bhck3534 + bhck3535 + bhck3536 + bhckg301 + bhckg303 + bhckg305 + bhckg307 + bhckg325 + bhckg327 + bhckg379 + bhckg382 + bhckg313 + bhckg315 + bhckg317 + bhckg319 + bhckg329 + bhckg331 + bhckg380 + bhckg309 + bhckg311 + bhckg321 + bhckg323 + bhckg325 + bhckg327 + bhckg381 + bhckg379 + bhckk143 + bhckk145 + bhckk197 + bhckk151 + bhckk153 + bhckk147 + bhckk149 + bhckk155 + bhckk157 + bhckk198
