Abstract-In this paper, we propose a novel distributed cooperative sensing algorithm for connected vehicles. The adaptive energy detection threshold, which is used to decide whether the channel is busy, is optimized in this paper by using a computationally efficient numerical approach. The proposed optimization approach minimizes the probability of an incorrect detection as a function of both the probability of false alarm and the probability of missed detection. By considering both probabilities when computing the probability of incorrect detection, to the best of the authors' knowledge, the proposed approach is novel. During the energy detection process, large-scale fading, multipath fading, Doppler effect, and transmission errors affecting the control messaging process are accounted for in order to provide a practical solution for connected vehicles. Once the available channels have been detected, the vehicles share this information using broadcast control messages. Each vehicle evaluates the available channels by voting on the information received from one-hop neighbors, where the credibility of each neighbor is weighted during the voting process. An interdisciplinary approach referred to as entropy-based weighting is used to define the neighbor, as well as the vehicle's own credibility. The voting mechanism is switched between the proposed voting mechanism and the traditional voting approach obtained from the current state of the art in order to maintain a balance between the computational cost/latency and robust spectrum sensing. Experimental results show that by using the proposed distributed cooperative spectrum sensing mechanism, spectrum detection error converges to zero.
I. INTRODUCTION

I
N 1999, the United States Federal Communication Commission reserved 75 MHz spectrum consisting of six channels in the 5.9 GHz band for dedicated short-range communications (DSRC), which is used for connected vehicle communications. In February 2014, the National Highway Traffic Safety Administration announced that Intelligent Transportation Systems (ITS), including connected vehicle technology, will be required in all cars by 2019 [1] . Subsequently, there has been a significant increase in research activities with respect to on vehicular networks (VANETs) as a result of this urgent need to address vehicular traffic safety concerns [2] . The information flow within a connected vehicle network, which includes both vehicle-tovehicle (V2V) and vehicle-to-infrastructure, is managed via the broadcasting of control messages over a control channel. In Europe, these messages are referred to cooperative awareness messages, whereas in the United States, they are called basic safety messages. Shared information, such as vehicle position, motion characteristics, and vehicle size, are used for increasing the overall environmental awareness in support of safety applications (e.g., intersection movement assist, left turn assist, do not pass warning sign, and light violation warning), as well as mobility applications (e.g., collision warning, road coefficient of friction, road conditions, parking management, and payment solutions) [3] .
Although connected vehicles have significantly enabled research and development into intelligent transportation, the issue of wireless spectrum scarcity issue, currently experienced by several sectors within modern society, is also beginning to impact the automotive industry. It is predicted that the connected vehicle technology and the currently allocated six channels of DSRC spectrum band will be insufficient for meeting all connectivity needs of the emerging ITS architecture [4] . Consequently, in many of the envisioned scenarios, the use of other wireless spectrum band such as TV white space (TVWS) is viewed as a potential solution of the spectrum challenges faced by connected vehicles [5] , [6] .
As the idea of vehicular dynamic spectrum access (VDSA) evolves, connected vehicles use available non-DSRC channels as unlicensed users (i.e., secondary users or SUs) while not interfering with the licensed users (i.e., primary users or PUs) of the specific frequency bands [7] . The viability of VDSA is based on the successful classification of the channel available [8] , [9] . As an alternative to using digital television (DTV) band, Ghandour et al. proposed the usage of the 5.8 GHz ISM band for secondary connected vehicle users in [10] . Although this idea has the benefit of not requiring to perform primary user (PU) detection, it also has several drawbacks such as other users utilizing the ISM band and the CSMA/CA mechanism causing extra process latency [11] .
Cooperative spectrum sensing is a promising approach for enabling greater robustness and reliability in VDSA networks [12] , [13] . The earliest approaches of applying cooperative spectrum sensing in connected vehicle networks are based on databases located near roadside infrastructures [14] - [17] . Although database solutions are robust and reliable for connected vehicles, the signaling between the roadside infrastructure and vehicles require additional considerations, such as overhead and queuing. An alternative to the database approach is the distributed sensing 0018-9545 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
mechanism approach, where each vehicle individually senses the spectrum and shares its decision information with nearby neighbors. When the vehicle receives a list of the available channels from its neighbors, it votes on the received available channels.
Several open research problems with respect to channel sensing within connected vehicle networks include the following [18] .
1) Highly dynamic vehicular environments requiring a fast sensing algorithm makes channel sensing optimization more challenging. 2) Features specific to vehicular communications, such as Doppler effect, multipath fading channels, and transmission errors, affecting the control messaging should be considered. 3) Implementation of information sharing in cooperative sensing frameworks needs to be evaluated. 4) VDSA mechanisms are non-delay-tolerant due to the highly time-varying channels. 5) There is limited capability to handle computational complexity hardware components and processing latency. In this paper, we propose a novel cooperative distributed spectrum sensing mechanism that uses an adaptive detection threshold for sensing and a robust voting mechanism for cooperative decision making. The proposed mechanism selects an available channel for an SU vehicle across a shorter time period relative to the channel coherence time. The adaptive detection threshold is optimized by using a numerical method based on minimizing the probability of incorrect detection and used for the individual detection of available channels. Due to the cooperative nature of connected vehicles, the decision of individual channel sensing is broadcast to nearby one-hop neighbors. When the vehicle receives a list of available channels, it evaluates this information based on the weighting functions of its neighbors as well as its own. Employing an interdisciplinary method, called entropybased weighting, the credibility of the information provided by the neighbors is determined. By taking into account the computational load and processing latency, the switching mechanism either selects the proposed voting mechanism for low traffic scenarios or an equally weighted voting mechanism based on the literature for dense traffic conditions. The numerical results show that the detection error of the spectrum sensing process converges to zero when employing the proposed distributed cooperative mechanism. To the best of the authors' knowledge, a concrete mechanism on how to use the shared information is a novel research idea, despite the fact that cooperative sensing techniques have been extensively studied. Additionally, there does not exist a fast adaptive spectrum awareness mechanism for a highly dynamic vehicular environment in the current state of the art. When compared to current techniques presented in the open literature, our proposed solution has the following contributions:
1) a fast optimization algorithm based on an energy decision threshold that provides an adaptive decision scheme to handle highly varying vehicular environments; 2) an energy detector that considers Doppler effects, multipath channel characteristics, and fading effect;
3) a procedure that enables the sharing of available channel information between vehicles without affecting the periodic control messaging; 4) a novel and practical voting scheme that is derived from entropy-based credibility functions of neighbors and the vehicle's own information; 5) a switching mechanism that considers the tradeoff between the computational cost/latency and robust spectrum sensing. The rest of the paper is organized as follows: The current state of the art is explained in Section II. In Section III, the connected vehicle environment studied in this paper is described. A fast optimized energy detection scheme is proposed in Section IV. The cooperative channel sensing scheme employing a novel voting system is described in Section V. The proposed switching mechanism is presented in Section VI. Numerical results are provided and discussed in Section VII. Finally, the paper is concluded in Section VIII.
II. RELATED WORKS
Ma et al. presented several spectrum sensing techniques for additive white Gaussian noise (AWGN) environments in [19] , and confirmed that the energy detection is the simplest and the most robust detector to employ in these situations. Additionally, energy detection is practical to use in vehicular communications due to the fact that it is a highly dynamic and nondelay tolerant environment, where a priori information is not required. Digham et al. derived the energy detector for fading channel environments in [20] . In addition to energy detection mechanisms, likelihood detection approaches have been proposed for vehicular communication in [21] - [23] . Although likelihood approaches are commonly used [24] , they require a likelihood threshold, which is an additional unknown that may incur extra computational cost and time. In [25] , a prediction mechanism for channel selection based on energy detector employing a fixed detection threshold was proposed while Tsukamoto et al. performed on-road VDSA experiments using a fixed threshold [26] . Al-Ali et al. proposed a binary-decision-based radio mechanism that switches between a cooperative spectrum database and an individual sensing mechanism in [27] . The assumption of a predefined fixed threshold for a binary decision making with respect to the absence/presence of an unknown signal makes an energy detector susceptible to certain scenarios, such as variations in the noise floor. An adaptive energy detection scheme is proposed for cooperative spectrum sensing strategy at a fusion center in many works [28] - [31] . Although a stable fusion center provides a robust sensing mechanism, it may cause extra messaging overhead and process delay in V2V communications. Therefore, decentralized cooperative spectrum sensing algorithms can be more robust for the dynamic vehicular environment. Atapattu et al. finds the adaptive energy detection threshold by summing the probability of missed and false detection directly without considering the distribution of TVWS [32] . Although adaptive solutions for channel selection employed in VDSA have been proposed [33] , the adaptive energy threshold and its ability to There have been several voting approaches that have been proposed in the literature. For example, [34] and [35] both proposed voting algorithms that decide whether a channel is considered available when more than half of the neighbors agree of the channel's availability assuming that all the neighbors have the same credibility level. Due to fading of the communication links environmental obstacles and transmission errors, each neighbor's credibility can potentially be different based on the vehicular environment. In [36] , a weighting function based on the distance between the vehicle and its neighbor is defined in order to evaluate neighbor's credibility with respect to the aggregated sensing decisions. In reality, the distance may not be consistent with the neighbor's credibility. For example, in an urban area, a closer neighbor might be misinformed due to the various structures that can cause a substantial amount of fading between vehicles. Alternatively, a distant neighbor might correctly inform the vehicle about the available channels if there is a permeable obstacle that causes less fading. Zhang et al. proposed the weighted distributed sensing mechanism that weights are based on signal-to-noise ratio (SNR) [37] . Although this approach includes all environmental effects such as fading and distance, it assumes that all vehicles are the same and decides the same energy detection threshold, which may not be true for highly dynamic vehicular environment. Fig. 1 illustrates a typical connected vehicle topology. The red vehicle is referred as an ego vehicle, while the white vehicles are referred to as neighbor vehicles. The communication links can be either line-of-sight (LOS) or non-LOS (NLOS), and both can be dynamically changing over time. In our proposed distributed sensing mechanism, each vehicle individually performs spectrum sensing. Hence, every vehicle will possess its own decision on which channels are available to use for the SU vehicles. The proposed cooperative spectrum access uses the DSRC channels for sharing spectrum awareness. For the data traffic, DTV band is used as SUs when the registered PUs do not use it. Once the DTV channel is accessed based on cooperative sensing as the SU, the data traffic is provided on DTV channel.
III. CONNECTED VEHICLE ENVIRONMENT SETUP
The distributed spectrum sensing operation is performed based on detecting the energy levels of the channels. Thus, the accuracy of the proposed algorithm depends on the employed channel propagation model. In this paper, we use a sumof-sinusoids model [38] , [39] in order to obtain an accurate channel envelope, h k (t). The channel model considers all entities specific to a vehicular environment, such as multipath fading, Doppler shift, scattering, which can be mathematically expressed as
where τ k is the path delay of kth path, t is time variable, f c is the carrier frequency, and δ is the impulse function. In this paper, the channel envelopes are considered to be NLOS links experiencing Rayleigh fading. However, this can easily be extended to LOS link by adding a direct path component [40] . Using the channel impulse response, we can formulate a M -ary hypothesis test [41] such that the spectrum sensing operation performs a binary hypothesis test as follows:
where r(t) is the received signal, x(t − τ ) is the transmitted signal, and n r (t) is the noise effect. The hypothesis of the absence and presence of the PU are H 0 and H 1 , respectively. The comparison of the energy detection threshold and the energy level of the received signal E r yields the decision of channel's availability to be used by SU vehicle, namely
where λ j is the energy detection threshold and T is the number of samples. Due to the dynamic vehicular environment, the energy detection threshold, λ j , 1 will be individually adapted at each vehicle based on minimizing detection error. This TVWS information, as a result of spectrum sensing, is periodically broadcast in the control messages. Without loss of generality, the broadcast period is defined to be 100 ms such that ten broadcasts occur per second [42] .
Each vehicle receives control messages from its one-hop neighbors whose received power is higher than the message received threshold. The available channel list to be used by the SU vehicle is based on the neighbor's individual decision that is collected from all the control messages. The ego vehicle detects the credibility of the neighbors based on their SNR. The credibility of the neighbors is used for defining the weights of the neighbors such that weighted voting can be performed, as shown at the Neighbor Table in concept If the individual sensing is ready at the onset of the control messaging period, it is not sent during the current phase of messaging and instead sent in the next messaging phase. This procedure helps preventing the sensing algorithm from causing delays with respect to messaging. When a vehicle receives a list of the available channels, it evaluates this information with the neighbors' credibility. In case a vehicle receives no information regarding available channels, it will only utilize its own individual decision.
Based on wireless access in vehicular environments (WAVE) MAC Layer protocol (IEEE 1609.1 and IEEE 1609.3), the control channel (CCH) can be used for setting up the communication link. Therefore, vehicles can become aware of the other vehicles, as well as the channel numbers used by these vehicles. Using the information about the source vehicles in the short messages received at the destination, the communication link can be initiated. For scenarios involving two radios, one radio is dedicated to CCH messaging and the other is used for service channels (SCHs). For the single channel radio, SCHs and CCH are switched by using time division multiple access. Once the vehicles are aware of each other, the CSMA/CA protocol is performed in order to implement handshaking. Based on the connected vehicles standardization, the MAC layer performs request-to-send/clear-to-send mechanisms in order to avoid the hidden node problem and broadcast collisions. Additionally, an exponential backoff time is utilized based on the WAVE standard [43] .
IV. PROPOSED OPTIMAL ENERGY DETECTION
Energy detection uses the energy spectra of the received signal in order to detect the busy channels across a frequency band. Hypothesis testing is performed by comparing the channel energy with an energy threshold, λ j . When the channel energy is observed to be less than the energy threshold, the channel is defined as available. Otherwise, the channel is defined as busy. Since vehicular environments potentially vary rapidly over time, the SNR will also fluctuate thus yielding detection errors. Therefore, fixed energy detection threshold may not work efficiently in vehicular communication environments.
We define an optimization problem based on minimizing the probability of incorrect detection (P inc j ) in order to adapt the energy detection threshold. Most approaches find the optimum threshold by either minimizing the probability of false alarm or maximizing the probability of successful detection [44] . However, the detection performance is actually affected by both phenomena. Therefore, we use the probability of incorrect detection P inc j for Vehicle j based on Bayesian statistics in order to obtain the optimum detection threshold as follows:
where P (H 0 ) refers to the probability that the channel is available, which has an exponential distribution based on its field measurements [45] . P (H 1 ) is probability that the channel is busy, which is equal to 1 − P (H 0 ), P (E j > λ|H 0 ) refers to the probability of false alarm P f j , where the energy detector decides that a PU issuing the channel when in fact it is not, and P (E j ≤ λ|H 1 ) is the probability of missed detection, P m j , where the energy detector decides that no PU is present in the channel when in fact it is. The optimum energy threshold minimizes the probability of incorrect detection λ * j : λ * j = arg min
Closed-form derivations of [20] , [46] :
where N is the number of samples, SNR j is the average SNR for N samples where SNR j (dB) = E r − E noise giving E r is defined in (3) , and E noise is the noise floor. The SNR value varies based on changes of the signal energy and channel envelope. This dynamically changing environment motivates the need for an adaptive solution. Thus, the probability of missed detection, which is equal to P m j = 1 − P d j , is used to find the adaptive energy threshold as shown in (5) . The probability of false alarm of the Rayleigh fading for Vehicle j is the same as the AWGN scenario [20] , [46] :
The optimum energy detection threshold can be solved by applying numerical methods to the optimization problem defined in (5) . One optimization method that is often used is the Gradient method. This technique finds the optimal points of the fitness function by discovering those points where the slope is equal to zero, i.e.,
Another optimization technique to find the optimal points of the fitness function is the Newton's method. The method finds the distance between two values of λ j in the fitness function space, i.e., P inc j (λ j ) . The iteration is carried on until the distance is smaller than error tolerance. The mathematical representation of the method is defined as [47] 
The proposed algorithm should operate in less time than the coherence time of the vehicular communication channel. Although the Gradient and Newton's methods are the most common optimization methods, they include a derivative that may incur a penalty in terms of computational cost and time. An alternative to these approaches is the Secant Method, where instead of a derivative, the difference of the error functions between two iterations is performed assuming linearity [47] . Since this assumption would be valid with respect to discrete time vehicular communications, we can obtain an accurate optimum value with a rapid convergence with respect to this method as follows:
where n is the iteration index. The optimum energy threshold value λ * j is equal to
assuming an error tolerance of 10 −4 . Note that the error tolerance can be selected, depending on the required sensitivity of the application.
Once the optimum energy detection threshold is obtained, the energy level of channel is then compared with this threshold. In the event that the channel's energy level is less than the energy threshold, this implies that only noise floor is present across the channel and this channel is available for usage by SUs.
V. PROPOSED ENTROPY-BASED WEIGHTED COOPERATIVE SPECTRUM SENSING
The proposed cooperative spectrum sensing approach builds upon our distributed individual sensing mechanism, where each vehicle detects channel availability individually and transmits this information to their one-hop neighbors along with the control messages. When the channel availability cannot be detected between the transmission of control messages, the process will not pause for the detection information. Instead, the available channel information will not be transmitted in the control message but will be transmitted in the subsequent message.
At the receiver side, the vehicle obtains the available channel information from each control message transmitted from the one-hop neighbors. By using the existing periodical beacon messages to share channel information, it is not necessary to transmit any additional messages. Thus, the proposed approach avoids causing extra messaging overhead. In the case that none of the neighbors have transmitted any available channel information, the receiver vehicle will use its own detection information. Otherwise, the vehicle will gather the available channel lists and evaluate the detection results. Each neighbor has a different credibility level since the control messages may be exposed to transmission errors. Therefore, the evaluation at the vehicle is based on the credibility function of each neighbor, as well as its own.
In this paper, we define the credibility function via an entropy paradigm. Entropy defines the uncertainty of random Fig. 2 . Behavior of entropy function. Note how the uncertainty converges to zero if the probability of random event occurring gets closer to the edges and at the peak value for p = 0.5.
events [48] . The entropy behavior of a binary random event is illustrated in Fig. 2 , where the uncertainty converges to zero when the probability of a random event approaches the edges. For example, if the probability of an event occurring is 0.99, it means that it is much more likely to occur, thus, the uncertainty is almost zero. Conversely, if the probability of an event occurring is 0.5, it is equally likely that the event may occur or not. Hence, the entropy as a measure of uncertainty peaks at the value of 1. Besides physics and mathematics [49] , [50] , entropybased weight functions are used in numerous disciplines, such as economies and biology [51] , [52] . Likewise, Yuming et al. used weighting functions based on entropy in order to find the priority of channel parameters during spectrum sensing operations, e.g., channel capacity, acceptable error rate, and delay [53] .
In this paper, we define the entropy as a function of the probability of incorrect detection [see (4) ] and the probability of correct detection, which is the complement of the probability of incorrect detection, i.e., P cor ij (λ * j ) = 1 − P inc ij (λ * j ). Each vehicle transmits its own value for the probability of incorrect detection in the control messages. This shared information does not cause any extra computation burden since the vehicle already computes the probability of incorrect detection in order to find the optimum energy detection threshold. Moreover, the control message characteristics, i.e., message length and transmission power, does not change since the probability information to be shared in the control message is relatively small. Since the probability of incorrect detection is formed by using SNR, as well as the channel model defined in Section III, the effects of shadowing, multipath fading, and distance are all included in the credibility function.
The ego vehicle considers the neighbor decisions only if the probability of incorrect detection is less than 0.5, since a high value for the probability of incorrect detection means the neighbor decisions are very unreliable for some reason, e.g., transmission error, too-noisy channel, or too-low SNR. Note that any value less than or equal to 0.5 can be chosen. In this work, we choose 0.5 for representation of the performance since it is the worst possible case. If the proposed mechanism can provide an error-free detection even in the case where the uncertainty is at its maximum, the proposed mechanism should be sufficiently reliable for more optimistic setups, e.g., threshold is less than 0.5. As a result, the ego vehicle does not use unreliable neighbor decisions. By this way, we use only right half of the entropy function in Fig. 2 . The ego vehicle i computes its jth neighbor's entropy using the following expression:
Entropy function considers all factors of vehicular environment that affects probability of correct and incorrect detection. As noted above, the entropy paradigm is the measure of uncertainty, where we define the neighbor's credibility using the complement of the entropy. The ego vehicle i defines the weighting of all the neighbors and itself based on the complementary of the entropy (uncertainty) as follows:
where M is the total number of neighbors. The summation used in the denominator is from k = 0 to M since k = 0 refers to ego node's own entropy. The credibility levels are used for voting on the available channels. Cooperative sensing provides a reliable sensing scheme since the proposed mechanism implements the decision by evaluating the information received from all neighbors [54] . In this case, several of the neighbors may send incorrect or corrupted data, and the voting scheme will provide a decision based on the combination of correct and incorrect data received from all neighbors. Therefore, the channels, which might be corrupted by malicious attackers and/or transmission errors, will be repaired by the cooperative sensing scheme. The channel that has the highest weight value in total is chosen for transmission. In the case, where none of the channels are available to be used by SUs, the result of voting mechanism will be zero for all DTV channels. Hence, the ego vehicle will perform the traditional frequency reuse technique. If there are no available channels to access even with frequency reuse mechanism, the ego vehicle will wait for the next energy detection period to perform the proposed mechanism.
VI. PROPOSED SWITCHING MECHANISM BETWEEN WEIGHTED AND EQUALLY VOTING
The entropy-based weighting of neighbor channel availability decisions is a robust approach with respect to adapting to a dynamically changing environment. The equal voting mechanism presented by the current-state-of-the-art can cause decision error especially in the case of a low number of neighbors, as well as numerous obstacles located within the environment. On the other hand, one drawback of entropy-based weighted voting is that it increases the computational complexity of the implementation as well as the process latency, which will be analyzed in Section VII. We propose a switching mechanism to deal with this tradeoff. Based on our approach, the ego vehicle uses the entropy-based weighted voting in the case of sparse traffic conditions. Otherwise, it uses an equally weighted voting approach that provides a cooperative decision possessing that is less complex in the event of a large number of vehicles. We define the variable switching threshold in order to differentiate the sparse and dense traffic conditions. In the literature, there are several studies that predict the current traffic density [58] . In this paper, we define the density D, based on the number of neighbors in 
The total number of vehicles that can communicate within the transmission range is computed as a function of the number of neighbors and the ego node. Standards on mobility models provide a definition of sparse, medium, dense, and extreme dense traffic cases [55, Table 18 ]. In Table I , the density for the traffic cases are listed based on ETSI TR 101 612. The ego vehicle computes the traffic density and compares the current density with the values in Table I . In this case, the ego vehicle decides whether it is denser than the medium traffic class, i.e., the density is higher than 100 vehicle/km 2 , and the ego vehicle decides whether there are enough neighbors to perform accurate equally weighted voting mechanism. Otherwise, it uses an entropybased weighting mechanism to choose the DTV channel in order to access as SU.
The cooperating sensing mechanism including a switching operation is shown in Fig. 3 . The proposed mechanism performs individual distributed spectrum sensing using an optimal energy threshold. Once the decision of the neighbors are shared, the vehicle uses this information in order to vote on the availability of channels for use by an SU vehicle. If the number of neighbors is less than the neighbor threshold, the voting is performed by using an entropy-based weighted voting approach. Otherwise, the voting mechanism considers each vehicle with equal weighting. In the next section, the numerical results of proposed mechanism will be provided.
VII. NUMERICAL RESULTS
A. Simulation Setup
We analyze the performance of the proposed cooperative channel sensing algorithm within a VANET environment using the GEMV 2 V2V propagation simulator and MATLAB [60] . GEMV 2 is a computationally efficient propagation model for V2V communications, which explicitly accounts for surrounding objects. The model considers different V2V link types (LOS, non-LOS due to static objects, and non-LOS due to vehicles) depending on the environment between the transmitter and the receiver in order to deterministically calculate large-scale signal variations. Additionally, GEMV 2 stochastically determines small-scale signal variations using a simple geometry-based model that takes into account the surrounding static and mobile objects, such as specifically, their number and size. By implementing the proposed approach in GEMV 2 , we are able to show Fig. 3 . Flow chart of the cooperative voting algorithm at the receiver. If the vehicle receives an available channels list from nearby neighbor(s), it checks the number of neighbors. In case the number of vehicles is less than the threshold, it computes the weight functions of all the neighbors and itself when voting on the channel status. Channel that has the largest number of votes is chosen for the data transmission. In case the number of vehicles exceeds the threshold, an equally weighted voting mechanism is employed. If the vehicle receives no any available channel information from its neighbors, it trusts its own detection result. Fig. 4 . Experimental traffic data in Worcester, MA, USA. Environment map is created using Open Street Map [56] . Buildings in the chosen area are defined by white blocks. Vehicle traffic, which is illustrated as red cars in the figure, is created using SUMO [57] based on the environment map. Random traffic defined within the chosen area is used as an input to the GEMV 2 simulator. Colorful links in the figure show the link power between vehicle-pairs. If the link color is dark blue, the channel is noisy and is experiencing strong fading. If the link color is red, the channel has little noise and fading.
how it behaves in realistic propagation conditions, including time-varying LOS environments that affect the path loss as well as highly dynamic network topologies. The experimental traffic data is generated in Simulation of Urban MObility (SUMO) for a 2-km 2 region around Worcester Polytechnic Institute, Worcester, MA, USA (shown in Fig. 4 ) and used as an input to GEMV 2 . The link colors between vehicles highlight the link power. For example, red links are more reliable due to less fading effect while blue links are less reliable since the fading is high. Obstacles, such as buildings, are indicated using white frames. The experiment duration is chosen as 100 s. During the experiment, the vehicles are moving in the experiment region randomly. As experiment time goes on, the number of vehicles in the experiment region increases. The experiment setup is summarized in Table II .
B. Simulation Results
In Fig. 5 , the probability of incorrect detection defined by (4) is presented as a surface function. The optimization techniques defined in Section IV can provide a global optima only for con- vex and concave functions. Since the probability of incorrect detection is convex with exponential distribution of P (H 0 ), there is only one minimum point for each SNR value. Hence, the proposed mechanism is valid for any operating condition with exponential distribution of P (H 0 ). In Fig. 6 , the probability of incorrect detection is derived in order to optimize the adaptive energy threshold for both the Secant and Newton methods, which is chosen as a reference numerical method for the literature, and compared with the result of having no optimization of the energy detection threshold. The results show that adapting the detection threshold provides approximately a 20% decrease in incorrect detection around SNR = 15 dB. For other values of SNR, the optimization is more beneficial since it adapts the detection to the changing environment while the fixed threshold does not.
In Fig. 7 , the optimum threshold value is evaluated and compared for three results, namely, Actual value, Newton's method, and the Secant method. The Newton's method is chosen as the reference numerical method. As observed in the results, both numerical methods give an accurate actual result for any SNR value. The benefit of the Secant method is that it provides the result in a shorter period of time since the process does not include the derivative operation.
In Fig. 8 , the convergence times of both Secant and Newton's methods are presented. The experiment is repeated 20 times and the worst performances are chosen for demonstration. As observed in the results, both methods yield shorter times relative to the channel coherence time. This experiment is performed using low-SNR values (5 dB) since the algorithms converge to the optimum threshold more slowly in these scenarios. Therefore, the algorithms are sufficiently fast even in the worst case scenarios. The Secant method is relatively faster than the Newton's method since the Secant method does not need to compute a derivative operation. Since the coherence time is relatively longer than the algorithm duration, the proposed method is capable of performing the detection before the channel values changes [61] .
In Fig. 9 , the performance of the proposed fitness function in (4) is compared with the fitness functions based on either only probability of missed detection or the probability of false detection. If the fitness function is defined with respect to only probability of missed detection to find the optimum energy threshold, the chosen threshold may not be optimum for the probability of false detection, or vice versa. On the other hand, the proposed mechanism finds the optimum energy detection by considering both probability of missed and false detection. Therefore, the incorrect detection is minimized.
The performance of the proposed entropy-based weighted cooperative sensing approach is evaluated using the total probability of the missed detection and false alarm. We use the approach of Letaief et al. derived in [12] that computes the total error probabilities of M users by considering the transmission Fig. 9 . Probability of incorrect detection for different fitness functions for spectrum detection at the individual vehicle. If the fitness function is defined with respect to only probability of missed detection to find the optimum energy threshold, the chosen threshold may not be optimum for the probability of false detection, or vice versa. On the other hand, the proposed mechanism finds the optimum energy detection threshold by considering both probability of missed and false detection. Therefore, the incorrect detection is minimized. Fig. 10 . ROC curves for different numbers of attendees that join the cooperative channel sensing network. Notice how an increase in the number of neighbors provides a more robust sensing environment. error on control message: (15) where the probability of transmission error on the control messages received from j th neighbor is taken into account as P te ij . The transmission error for the ego node itself is set to zero, i.e., P te i0 = 0. In Fig. 10 , receiver operating characteristics (ROC) curve is shown for noncooperative and cooperative scenarios with entropy-based voting mechanism for M = 10 and 20 users. The results show that increasing the amount of cooperation decreases the detection error and provides for a more reliable result despite the transmission errors during the control messaging.
In Fig. 11 , the entropy-based weighted voting scheme is compared with the noncooperative sensing and equally weighted voting technique in the current state-of-the-art for the sparse traffic condition. There are 150 vehicles employed in the selected experiment region that senses 10 DTV channels at each time step. The wrong detection percentage results show that the individual spectrum sensing cannot handle the dynamic spectrum characteristics. Although the cooperative sensing scheme helps to decrease the wrong detection results, the equally weighted voting still performs relatively poorly. Since the vehicle traffic environment is not dense, the distribution of the neighbors within the region varies more than the dense vehicle scenario. Since the ego node assigns the same credibility to all the neighbors without considering the variations for the path loss across the links, the cooperative sensing error occurs in the equally weighted voting mechanism. Conversely, in the proposed entropy-based voting algorithm employing the adaptive energy detection threshold, each ego node defines the weight of each neighbor, as well as itself. Therefore, even in the event that there are very few or no neighbors present, the ego node achieves an almost zero-error spectrum sensing performance unlike the other approaches.
In Fig. 12 , the entropy-based weighted voting scheme is compared with the current state-of-the-art employed in a highdensity traffic scenario. The performance of the individual spectrum sensing approach yields a spectrum detection error of around 10%. The detection of the equally weighted voting cooperative sensing scheme converges to zero, as well as the entropybased voting scheme. The equally weighted approach converges to an errorless detection state at around 30 s since it needs a Fig. 13 . Effect of the threshold on the number of neighbors in sparse traffic conditions. Switching scheme decides on using the entropy-based weighted voting if the number of neighbors are less than the neighbor threshold. Otherwise, equally weighted voting is performed.
sufficient number of neighbors in order to perform reliable voting mechanism. The proposed entropy-based mechanism is reliable with any number of neighbors. Therefore, the entropybased approach converges to an errorless state more quicker than the equally weighted approach without needing sufficient traffic density. Since the large amount of information being shared can compensate for the detection error caused by giving equal credibility to each neighbor, the equally weighted voting approach can provide equivalently accurate detection performance as the proposed mechanism in case the ego vehicle has a large number of neighbors. Since the detection error converges to zero for both voting schemes, equally weighted voting is chosen for dense traffic conditions due to its relatively low computational cost.
There exists a tradeoff with respect to the proposed switching mechanism. The equally weighted voting mechanism is desirable since the computational cost is relatively lower to other techniques. However, the equally weighted voting scheme cannot provide reliable voting results for sparse traffic conditions. On the other hand, the entropy-based weighted voting provides accurate detection results in any case, but it is computationally more expensive in high with the dense traffic. In Fig. 13 , the proposed switching mechanism between the entropy-based weighted and equally weighted voting mechanisms is simulated in sparse traffic conditions. The detection results for 150 vehicles for ten channels are computed during a 30 s time interval. Although the general setup of the experiment is for sparse traffic, the individual vehicles may possess dense traffic characteristics due to the mobility and obstacle conditions at the current simulation time. In this experiment, different values for the traffic densities are chosen to represent the accuracy of both voting mechanisms. The blue line in Fig. 13 shows that the ego vehicle uses equally weighted voting if the current density is more than the density of 5 vehicle/km 2 , which means equally weighted voting is used for very sparse traffic condition according to the definition of sparse traffic in the standards [55] . Otherwise, it uses entropy-based weighted voting. As shown in the results, using the equally weighted voting scheme in the sparse traffic causes detection error. Similarly, for the red line, if the ego vehicle uses the equally weighted voting more than the density of 25 vehicle/km 2 , which is still very sparse traffic, significant detection error occurs. For the black line, the switching mechanism uses the equally weighted voting if the current traffic density is more than the density of 50 vehicle/km 2 . Since the entropy-based weighted voting is used up to the density of 50 vehicle/km 2 and it provides an accurate detection, although with a small number of neighbors, it provides almost error-free mechanism.
In Fig. 14 , the switching mechanism between the entropybased weighted and equally weighted voting mechanisms is simulated in dense traffic conditions. Similar to sparse traffic, different values for the traffic densities are chosen to represent the accuracy of both voting mechanisms. For the different threshold values, the ego vehicle uses entropy-based weighted voting less often than the threshold mentioned in the legend and equally voting more often than the threshold. Since the ego vehicle has a large number of neighbors for reliable spectrum detection most of the time in the dense scenario, the equal voting can provide almost error-free detection. As a result, the proposed switching mechanism due to the sparse and dense traffic classes is consistent with the definition of traffic classes defined in standards [55] .
In Fig. 15 , the same sparse traffic experiment is simulated for different transmit power values for the proposed distributed cooperative sensing mechanism. Transmit power values affect the SNR level and the detection performance, which are important to observe since the standards have not been finalized yet, regarding the transmit power [55] . Furthermore, recent research 
Total number of mathematical operations that are noted at the last two lines show that equally weighted voting has relatively lower complexity than entropy-based weighted voting. Results show that the operation duration of both voting mechanisms is lower than channel coherence time that makes the proposed approach practical.
activities propose adaptive transmit power techniques, which changes in the interval from 10 to 23 dBm based on the environment and application requirements [62] . The results show that transmit power can cause incorrect detection up to 2.5%.
C. Computational Complexity and Process Latency
One major consideration with respect to connected vehicles is process latency. In this section, we evaluate computational complexity and process the latency of proposed mechanism. 2 In Table III , the computational complexity of both the entropybased weighted voting and equally weighted voting schemes are compared with respect to the amount of mathematical operations they each perform. The operations of (11) and (12) are listed in the first two lines of the table. These operations are performed M + 1 times, which is obtained from the M number of neighbors as well as the ego vehicle itself. Once the weights are obtained, voting is performed by summing the weights of the M neighbors and the ego vehicles for each channel. Defining the total number of channels to be equal to N , the M + 1 adding operations are performed N times. For the equally voting scheme, only the binary decisions of the neighbors and the ego vehicle are summed up for N channels. As a result, the proposed entropy-based weighted voting scheme has a higher computational complexity relative to the equally weighted voting mechanism. Therefore, the switching mechanism is used to leverage the benefit of the robustness associated with the entropy-based weighted voting scheme and the low computational load associated with the equally weighted voting scheme.
In Table IV , the process time is shown for both sparse (150 vehicles) and dense (1200 vehicles) traffic scenarios within the experiment region. Although the complexity of the proposed algorithm is higher than the equally weighted voting algorithm, the latency levels do not violate the coherence time limitations, e.g., 1-10 ms depends on the vehicle speed, as Kremo et al. explained in [61] . These results prove that proposed algorithm provide an accurate spectrum detection for any environment conditions without violating the latency limitations.
D. Lessons Learned From Experiments
The summary of the observations from the experiment results are listed as follows.
1) The convex characteristics of the probability of incorrect detection defined in (4) enables the use of numerical optimization techniques to find one global minimum. 2) The adaptive energy detection threshold provides a relative lower rate of incorrect detection when compared to a fixed threshold. 3) Both Newton's and Secant methods provide accurate adaptive energy detection thresholds. However, the Secant method is used in the proposed algorithm since its computation time is shorter relative to the Newton's method. 4) The proposed fitness function in (4) considers both the probability of missed and false detection. Therefore, it provides a relatively lower incorrect detection rate when compared to fitness functions that considers only the probability of false detection and only the probability of miss detection. 5) Increasing the number of neighbors in the cooperative sensing scheme decreases the probability of incorrect detection. 6) The proposed entropy-based weighted voting for cooperative spectrum awareness defines the neighbors' credibility functions and votes for the channel availability information by considering the neighbor credibility. Therefore, it is reliable in several environment conditions, e.g., sparse or dense. However, its computational complexity can be relatively high in dense traffic scenarios. Therefore, entropy-based weighted voting is used for sparse traffic class, and the equally weighted voting mechanism is used for dense traffic class.
VIII. CONCLUSION
In this paper, we propose a voting-based distributed cooperative channel sensing algorithm for connected vehicles. We adapt the energy detection threshold based on minimizing the probability of incorrect detection using a fast numerical method and employed the optimum energy detection threshold to sense the available channels. The individual decision per available channel is shared between one-hop neighbors. The ego vehicle uses entropy-based weighted voting mechanism to derive its neighbors' credibility, as well as its own. The weights are used for voting on the available channel and the channel that has the highest votes is selected to be used by the SU vehicle. The proposed mechanism employs a tradeoff between robustness and computational load. To achieve a suitable tradeoff, we propose a switching algorithm between the entropy-based weighted voting mechanism applied to sparse traffic conditions and an equally weighted voting mechanism for dense traffic conditions. The results show that the detection error converges to zero with the proposed mechanism.
