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We study the Cucker-Smale (C-S) flocking systems involving both singularity and noise.
We first show the local strong well-posedness for the stochastic singular C-S systems
in a general setting, in which the communication weight ψ is merely locally Lipschitz
on (0,∞) and has lower bound (could be negative). Then, for the special case that the
singularity at origin is of higher order (i.e. α ≥ 1), we establish the global well-posedness
by showing the collision-avoidance in finite time, provided the initial distribution has
finite moment. Finally, we will study the large time behavior of the solution when ψ is of
zero lower bound, and provide the emergence of conditional flocking and unconditional
flocking respectively in stochastic sense.
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1. Introduction
Collective behaviors are ubiquitous in our daily life, such as flocking of birds,
swarming of fish, synchronization of fireflies, [29, 30, 31, 33] etc. In order to study
emergence of collective behaviors, various multi-agent systems have been estab-
lished, for instance, Winfree model [33], Kuramoto model [24], Cucker-Smale (C-S)
model [13], etc. In recent decades, these seminal models have been extensively stud-
ied and applied to many different areas, such as bacteria aggregation, UAV forma-
tion, consensus in social network, etc. In this paper, we will study the C-S model
with singular communication weight and white noise (see Section 2 for derivation).
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ψ(|xi(t)− xj(t)|)(vj(t)− vi(t))dt+D(t)vi(t)dW (t),




i ) ∈ R2d, i = 1, 2, · · · , N,
(1.1)
subject to that the initial law is given by a probability measure µ0 on
(R2Nd,B(R2Nd)), namely,
L(x0, v0) = µ0,
where (xi, vi) denotes the position and velocity of i-th particle, ψ is the communi-
cation weight, W = {W (t)}t≥0 is an one-dimensional standard Brownian motion
with respect to the filtration {Ft}t≥0, λ is a positive constant that indicates the
coupling strength, D : [0,∞)→ R is the noise intensity. Moreover, the initial data
(x0, v0) is an F0-measurable R2Nd-valued random vector independent of W (where,
of course, the probability space (Ω,F ,P, {Ft}t≥0) is assumed to be rich enough to
accommodate a random vector (x0, v0) independent of W , cf. [23, Section 5.2]). We
make a final assumption, which will be clarified in the next section, that the joint













The C-S model was first introduced by F. Cucker and S. Smale in 2007 when
they studied the flocks of birds [13]. Since then, numerous of works related to
this model have been produced in various areas and applications. To name a few,
mono-cluster and multi-cluster formation [3, 9, 19], mean-field limit and kinetic C-S
model [2, 5, 6], hydrodynamic limit and hydrodynamic C-S model [14, 18], random
environment case [1, 10, 11], etc.
Comparing to the original regular communication setting, the singular commu-
nication function and random noise setting are more proper and important in many
areas. In fact, the noise makes the model more applicable since there are a lot of
uncertainty in the real environment, while the singular interaction offers repulsion
mechanism to avoid collisions, which is very important in real applications such
as UAV formation. However, the combination of singularity and the noise draws a
lot of difficulty in theoretical analysis, since the classical theories generally cannot
be directly applied to yield the well-posedness, collision behaviors and large time
behaviors for singular systems. Therefore, comparing to the regular case, there are
only a few literature and results on the singular case in both deterministic and
stochastic cases.
The well-posedness of the deterministic and stochastic singular C-S model is
mainly affected by the singularity of the interaction, and the study mainly focus on
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deterministic case so far. The well-posedness for deterministic case has been estab-
lished in [7, 25, 26, 27]. Then, the authors in [8] further constructed a sharp condition
for the collision-avoidance. In [20], the authors provided a rigorously proof of the
mean field limit and propagation of chaos. Recently, the authors in [34] studied the
deterministic case in one dimensional case and obtained the complete classification
of asymptotic behaviors. While for stochastic case, we refer the reader to [4], in
which the authors studied a stochastic model with non-Lipschitz interactions.
On the other hand, the large time behavior mainly depends on the noise intensity
and the structure of ψ at infinity, thus most of the studies concern on the stochastic
C-S model with regular interaction. The authors in [1] studied the regular C-S model
with a multiplicative noise with constant intensity, and provided the emergence of
flocking in orbit sense (or pathwise flocking). In fact, the flocking in orbit can be
guaranteed directly by the multiplicative noise due to the pathwise decay of the
exponential martingale of Brownian motion, and thus the authors in [1] announced
the multiplicative noise enhance the flocking emergence. Then, in [10], the authors
studied similar model as in [1], and provided the rigorous proof of the mean field
limit and large time behavior. Unlike [1], the authors in [10] consider flocking in a
stronger sense, which requires asymptotic vanishing of the kinetic energy. Therefore,
the authors in [10] announced a necessary condition for the emergence of flocking,
which requires positive lower bound of ψ and small noise. In this case, the noise
obviously prevents the flocking from occur, which seems different from the results
in [1]. Based on these previous results and observations, there are three key and
natural questions or difficulties about the stochastic singular C-S model:
• In the singular C-S model with noise, can we describe the collision behaviors
as in deterministic case. In particular, can we show the collision-avoidance
for higher order singular communication?
• Can we establish the well-posedness theory of the stochastic singular C-S
system?
• What is the large time behavior of the solutions? Which description of the
flocking is better? And will the random noise make it more difficult to flock
as mentioned in [10] or, on the contrary, enhance the flocking as in [1]?
To answer the questions above, the strategy and results in the present paper are
three folds. First, we will show the local well-posedness of strong solutions to the
C-S model with general communication weight (which could be singular). In this
case, collisions may occur in finite time if the communication is not singular enough
near the origin. And so far, we do not know how to properly restart the evolution of
the system after a collision. Therefore we can only prove the unique solution exists
before the first collision time (see Theorem 3.1 in Section 3 for details).
Second, we will show the collision-avoidance with probability one when the order
of singularity is high enough, thus the global well-posedness of strong solutions
follows immediately (see Theorem 4.1 in Section 4 for details).
Finally, to study the large time behavior for the system, we first follow the set-
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tings in [1, 10, 28] to assume a positive lower bound of the communication function,
which provides the spectrum gap and thus generates exponentially fast flocking.
We emphasize that, by our definition of flocking in Definition 2.3, there is no phase
transition phenomenon mentioned in [10, 28] (see Remark 2.2 and Proposition 5.1).
Then, we will further consider the case when the communication has zero lower
bound. In this case, we do not have uniform dissipation structure to control the
noise, and thus the exponential martingale will play a very important role. Actu-
ally, we will assume the noise intensity to be a constant or square integrable, and
study the two cases respectively. Then we find that, technically, the stronger con-
stant noise is better for aggregation analysis, since the exponential martingale of
Brownian motion (see Definition 2.2) is a.s. integrable in time. While the square
integrable intensity is technically better for velocity alignment estimates, since the
noise will disappear asymptotically. Based on these observations, we first define the
conditional flocking and unconditional flocking in the stochastic case (see Definition
2.3 and Definition 2.4), and provide the emergence results of conditional and un-
conditional flocking respectively (see Theorem 5.1, Theorem 5.2 and Theorem 5.3
in Section 5 for more details). Note, these methods and results also work for regular
cases, since the large time behavior mainly relates to the far field structure.
The rest of the paper will be organized as follows. In Section 2, we will introduce
some preliminary concepts and previous results. In Section 3, we will prove the local
well-posedness for the system (1.1) with general singular communication weight ψ.
In Section 4, we will consider the case ψ(r) ∼ 1rα when r  1 and α ≥ 1. Then we
will prove the collision-avoidance with probability one and obtain the global well-
posedness. Section 5 is devoted into the large time behavior of the system. Finally,
Section 6 will be contributed as a summary.
Throughout this paper, the small letter c is reserved to denote a finite positive
constant whose value may vary from line to line. We will mainly use the notation
c(· · · ) to emphasize the dependence on the quantities appearing in the parentheses.
2. Preliminary
In this section, we will first briefly show the derivation of the system (1.1) from
the original C-S model, then we will introduce some basic concepts and previous
results that will be used in later sections. Hereinafter, we will occasionally omit the
time variable t (or s) for convenience, and D is viewed to be a function of time t
unless otherwise specified.
2.1. Formulation of the model
In this part, we will introduce the connection between the system (1.1) and the
original system initiated by F. Cucker and S. Smale in their seminal work [13] in
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ψ̄(|x̃i − x̃j |)(ṽj − ṽi).
where (x̃i, ṽi) denotes the position and velocity of i-th particle at time t, and ψ̄
is the communication weight. Now, we consider ψ̄ as a random perturbation of a
deterministic communication function ψ. More precisely, we set
ψ̄ = ψ − D
λ
Ẇ ,
where W is a scalar Brownian motion and Ẇ is the associated white noise, D is a
time-dependent noise intensity and the negative sign is just for convenience. Then,














Now we follow [1, 17] to introduce macroscopic quantities (center of mass) and












xi = x̃i − x̄, vi = ṽi − v̄. (2.3)







which can be uniquely solved by x̄(t) = x̄(0) + v̄(0)t, v̄(t) = v̄(0). Subtracting
(2.4) from (2.1), we conclude that the microscopic part (x, v) satisfies the equation
(1.1). The constraint (1.2) for initial data follows immediately from the relation
(2.3). Indeed, (1.2) means that with probability one, the initial data (x(0), v(0)) is
centered, i.e.,
∑N
i=1 xi(0) = 0 and
∑N
i=1 vi(0) = 0. Now, if we sum up (1.1) over


















which together with the constraint (1.2) implies that with probability one, the






vi(t) = 0. (2.5)
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Note that this is also a direct consequence of (2.3). Therefore, system (1.1) is
actually identical to the original system (2.1).
2.2. Definitions of solutions and flocking
In this part, we will introduce some basic concepts that will be frequently used
in later sections. First, we will define the local strong solution to the system (1.1).














Definition 2.1 (Strong solution up to a stopping time). Let τ be an {Ft}-
stopping time. A continuous, {Ft}-adapted, R2Nd-valued process (x, v) defined on
the stochastic time interval [0, τ) is called a strong solution up to τ to the system
(1.1) if there exists a non-decreasing sequence of {Ft}-stopping times {τn}n≥1 such
that
(i). τn ≤ τ for all n ≥ 1 and limn→∞ τn = τ a.s.,
(ii). τn < τ for all n ≥ 1 a.s. on the event {τ <∞},
(iii). for each n ≥ 1,
P
(
















xi(t ∧ τn) 6= xj(t ∧ τn), ∀1 ≤ i, j ≤ N, ∀0 ≤ t <∞
)
= 1.
Then, we introduce the concept of exponential martingale, which will be fre-
quently used in the later estimates about the stochastic integral, and plays a very
important role in the time-asymptotic analysis.
Definition 2.2 (Exponential martingale). Let D be a real-valued func-
tion on [0,∞). By the exponential martingale of the stochastic integral process∫ ·
0












, t ≥ 0.
Remark 2.1. The exponential martingale E is indeed a martingale due to the
Novikov’s criterion [23, Corollary 3.5.13]. Hence, E(E(t)) ≡ E(E(0)) = 1. Actually,
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the exponential martingale we defined here is a very special case of the so called
Doléans-Dade exponential, of which we refer to [22, 23] for more details.
We next extend the definition of time-asymptotic flocking in [17] to the stochas-
tic case. General speaking, the emergence of time-asymptotic flocking means that
the velocity of all agents tends to a common value and the relative position of them
remains bounded (both in certain probability sense) when time tends to infinity.
Then, recall the notations in (2.2) and (2.3), we define the (unconditional) flocking
and conditional flocking as follows.
Definition 2.3 (Flocking in mean). Let p ≥ 2. We say the stochastic C-S system
(2.1) has a time-asymptotic flocking in mean, if the solution (x̃, ṽ) satisfies
(i). limt→∞E(‖ṽ(t)− v̄(t)‖p) = 0 (velocity alignment),
(ii). supt≥0 E(‖x̃(t)− x̄(t)‖p) <∞ (aggregation or group forming).
Since as we showed in subsection 2.1, the original stochastic C-S system (2.1)
are related to the reduced system (1.1) by x = x̃ − x̄ and v = ṽ − v̄, the velocity
alignment condition in Definition 2.3 is then equivalent to limt→∞E(‖v(t)‖p) = 0,
and the group forming condition is equivalent to supt≥0 E(‖x(t)‖p) <∞.
Remark 2.2. There are several kinds of definitions for the time-asymptotic flock-
ing. We make a brief comparison here.
(i). The authors in [1] used the almost sure convergence a.s.- limt→∞ ‖ṽ(t) −
v̄(t)‖2 = 0 to describe the flocking in orbit sense. In fact, they found that the
multiplicative noise can generate an exponential martingale (see Proposition 2.1
below for a sketch), which directly leads to the pathwise flocking even without
the coupling of communications in drift terms. However, when we take expectation
to the exponential martingale, we will obtain a constant since it is a martingale.
Therefore, the description of flocking in [1] is weaker than Definition 2.3. In other
words, the multiplicative noise only enhances the flocking in pathwise sense, but
not in mean sense.
(ii). On the other hand, the authors in [10, 28] used the mean-square conver-
gence limt→∞E(‖ṽ(t)− v̄(t)‖22) = 0 to describe the alignment emergence, and thus
observed a phase transition phenomenon depending on the amplitude of the lower
bound of the communication function ψ. However, in our case, there will be no such
phase transition phenomenon when we use Definition 2.3 to describe the emergence
of flocking (see Proposition 5.1). The reason why we can obtain stronger results
than [10, 28] is also due to the martingale nature of the exponential martingale.
Intuitively, since the exponential martingale has constant expectation, the exponen-
tial decay induced by the communication part is expected to dominate. But if we
take the mean-square to the exponential martingale, it will lead to an exponential
growth, and thus the flocking occurs only if the lower bound of ψ can control the
additional growth.
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(iii). Note that all these definitions are equivalent in deterministic case, but not
in stochastic case. According to the discussions above, we may say that it is better
to use Definition 2.3 to describe the emergence of flocking in stochastic case.
Definition 2.4 (Conditional flocking in mean). Let p ≥ 2. Let A ∈ F be
an event with nonzero probability, i.e., P(A) > 0. We say the stochastic C-S sys-
tem (1.1) (or (2.1)) has a time-asymptotic flocking in mean conditioning on A or
conditional time-asymptotic flocking in mean given A, if the solution (x, v) satisfies
(i). limt→∞E(‖v(t)‖p|A) = 0 (conditional velocity alignment),
(ii). supt≥0 E(‖x(t)‖p|A) <∞ (conditional aggregation or group forming).
Remark 2.3. We make a few remarks for the definition of conditional flocking.
(i). Logically, the dynamical system (1.1) has “input” the initial data (x0, v0)
and the noise W , and “output” (x(t), v(t)). The principle of causality for dynamical
systems requires naturally that the condition event A needs be only related to the
“input”, that is, A needs be taken in the σ-algebra F0 ∨ FW∞ , where FW∞ is the
σ-algebra generated by the Brownian motion W on whole time interval [0,∞), that
is, FW∞ = σ{W (t); 0 ≤ t <∞}.
(ii). Obviously, if the condition event A has full probability, i.e., P(A) = 1, then
the flocking conditioning on A coincides with the (unconditional) flocking defined
in Definition 2.3.
(iii). If there is no noise in the system (1.1), and the initial distribution µ0 is set




j=1 δ(x0,j ,v0,j) for given pairs (x
0,j , v0,j) ∈
R2Nd, j = 1, 2, · · · , n, then the system (1.1) degenerates to n separated deterministic
C-S systems. In this case, the conditional flocking defined above reduces to the one
used in [17, Section 4], since the conditional expectation is just the normalized
summation over the indices j’s that fulfill the given condition.
(iv). The definition of conditional flocking is stronger than the flocking in orbit
sense. In fact, the authors in [1] have proven the unconditional flocking in orbit
sense. However, in the expectation sense, the flocking may not emerge on some
particular events. Please see Appendix Appendix A for a simple example.
2.3. A priori results
In this part, we introduce the well-posedness for the system (1.1) when ψ is
regular, which can be viewed as an a priori estimates for later analysis. The proof is
similar to [28, Theorem 2.1], and the lp estimates are standard generalization of the
l2 estimates in [1, Lemma 3.1, 3.2]. We will briefly sketch the proof for the reader’s
convenience.
Proposition 2.1. Let ψ,D : [0,∞)→ (−∞,∞) be two locally Lipschitz functions.
Assume ψ is bounded from blow, that is, ψ∗ := infr≥0 ψ(r) > −∞. Then for any
probability measure µ0 on (R2Nd,B(R2Nd)), the system (1.1) has a unique global
strong solution (x, v). Moreover, with probability one, we have for each p ≥ 2 and
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all t ≥ 0,∣∣∣∣d‖x(t)‖pdt
∣∣∣∣ ≤ ‖v(t)‖p, (2.6)













Proof. [Sketch of the proof] Since all coefficients in (1.1) are locally Lipschitz on
R2Nd, the classical theory of the well-posedness for SDEs yields the existence and
uniqueness of the strong solution up to the explosion time (see, e.g., [21, Theorem
IV.3.1]). In the sequel, we will prove the two estimates (2.6) and (2.7) first, then it
immediately implies that with probability one the explosion time is infinity, which






















which gives (2.6). In order to prove (2.7), we apply Itô’s formula to the equation of
velocity vi and obtain the following equation,






ψ(|xi − xj |)〈vi, vj − vi〉+D2|vi|2
 dt+ 2D|vi|2dW.
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ψ(|xi − xj |)〈|vi|p−2vi − |vj |p−2vj , vi − vj〉dt+D‖v‖pdW,
where the bracket [·, ·] on the right hand side of the first equality denotes the
quadratic variation. Note that since p ≥ 2, we have
〈|vi|p−2vi − |vj |p−2vj , vi − vj〉
= |vi|p + |vj |p −
(
|vi|p−2 + |vj |p−2
)
〈vi, vj〉




|vi|p−2 + |vj |p−2
) (






|vi|p−2 − |vj |p−2
) (
|vi|2 − |vj |2
)
≥ 0.


















|vi|p + |vj |p −
(














Hence, a straightforward application of the comparison theorem for one-dimensional
SDEs (see, e.g., [21, Theorem VI.1.1]) yields that, ‖v(t)‖p ≤ V (t) for t ≥ 0 with
probability one, where V satisfies the following SDE
dV (t) = −λψ∗V (t)dt+D(t)V (t)dW (t), V (0) = ‖v(0)‖p,





D(s)dW (s)). The local boundedness of D ensures that the stochastic integral∫ t
0
D(s)dW (s) is well-defined for all 0 ≤ t < ∞. Therefore, there is no finite time
blow-up for (x, v) and we finish the proof.
Remark 2.4. (i). There are two special cases for the dominating process V . In the
case that D is a constant, the process V is the so called geometric Brownian motion
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[16] with percentage drift −λψ∗ and percentage volatility D. In the case λ = 0, V
is just the exponential martingale E defined in Definition 2.2.
(ii). In general, the stochastic integral process {
∫ t
0
‖v(s)‖pdW (s)}t≥0 is only a
martingale but not uniformly integrable. When D is a constant, a sufficient condi-


































Note that this estimate coincides with the results in [10, 28] that the mean-square
flocking cannot emergent when ψ∗ ≤ D
2
2λ , as discussed in Remark 2.2.
3. Local well-posedness for singular systems
In this section, we consider the stochastic C-S model with a general singular
communication weight. More precisely, we define the communication weight ψ only
on the open interval (0,∞). As we discussed before in the introduction, collisions
may occur when the order of singularity is low. Therefore, we will prove the local
well-posedness of system (1.1) before the first collision.
Theorem 3.1 (Local well-posedness). Let ψ : (0,∞) → (−∞,∞) be a locally
Lipschitz function. Assume ψ∗ := infr≥0 ψ(r) > −∞. Suppose the initial probability
measure µ0 has absolutely continuous first marginal distribution, that is, there exists




A ∈ B(RNd). Then there exists a unique stopping time τ∗ > 0 a.s. and a strong





|xi(t)− xj(t)| = 0, on {τ∗ <∞}. (3.1)
The uniqueness holds in the following sense: if (y, u) is another strong solution up
to a stopping time σ, then σ ≤ τ∗ and (y, u) = (x, v) on [0, σ) a.s.. Moreover, with
probability one, we have for each p ≥ 2 and all t ∈ [0, τ∗),∣∣∣∣d‖x(t)‖pdt
∣∣∣∣ ≤ ‖v(t)‖p, (3.2)













Proof. We will use a cutoff method and approximation process to construct the
stopping time and strong solution. The proof will be separated in five steps.
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• (Step 1). In this step, we will make a proper cutoff to the singular system (1.1)
and then we will obtain a sequence of global strong solutions to these cutoff regular
systems. Let {an}n≥1 be a sequence of positive numbers satisfying an+1 < an for
all n ≥ 1 and an → 0 as n→∞. For each integer n ≥ 1, we define
ψn(r) = ψ(r)1[an,∞)(r) + ψ(an)1[0,an)(r), r ≥ 0.
Then obviously, each ψn is locally Lipschitz from [0,∞) to itself. By Proposition
2.1, the approximating system with ψn in place of ψ in (1.1) and with the same
initial data admits a unique global strong solution (xn, vn).
• (Step 2). In this step, we will construct the stopping time τn for each cutoff system,
and show that the solution (xn+1, vn+1) and (xn, vn) coincide in [0, τn], which will




t ≥ 0 : min
i 6=j
|xni (t)− xnj (t)| ≤ an
}
.
Then on [0, τn], we have mini 6=j |xni − xnj | ≥ an. As the decreasing property of the
sequence an, we apply the definition of ψ
n and immediately have ψn+1(r) = ψn(r)
when r ∈ [an,∞). On the other hand, according to Proposition 2.1, the cutoff
regular system admits a pathwise solution which is unique. Now, since the two
solutions are governed by the same system before τn and they have same initial
data, we can apply the uniqueness of solutions for the regular cutoff systems to
conclude that,
(xn+1, vn+1) = (xn, vn), t ∈ [0, τn] a.s..
Moreover, as an+1 < an and according to the definition of τn+1, we know the so-
lution (xn+1, vn+1) will not “stop” before τn, which implies that τn ≤ τn+1 a.s..
Therefore, if we properly redefine each (xn, vn) on a common null set N ∈ F , we
can obtain τn ≤ τn+1 and (xn+1, vn+1) = (xn, vn) for each n ≥ 1.
• (Step 3). In this step, we will construct the stopping time τ∗ through an approx-
imation process, and prove positivity of the stopping time τ∗. Actually, since the
sequence {τn} is non-decreasing, we may define τ∗ = limn→∞ τn. Then we claim
that τ∗ is a stopping time. If τ∗ = 0 with positive probability, then on the event
{τ∗ = 0} we have for all n ≥ 1, τn = 0 and
min
i6=j
|xi(0)− xj(0)| = min
i6=j
|xni (0)− xnj (0)| ≤ an,
and hence mini 6=j |xi(0)− xj(0)| = 0. This contradicts with the absolute continuity
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|xi(0)− xj(0)| = 0
)
= P (∃i 6= j, xi(0) = xj(0)) ≤
∑
i6=j







Thus we conclude that τ∗ > 0 a.s..
• (Step 4). In this step, we will construct a strong solution, then we will prove the
properties (3.1) and (3.3) hold up to the stopping time τ∗. Define a continuous
process (x, v) up to τ∗ by
(x, v)(ω) = (xn, vn)(ω), on [0, τn(ω)].
We will prove this is a strong solution in the sense of Definition 2.1. Firstly, it is




∗. This implies Definition 2.1 (i). Next, for all t ≥ 0
and i = 1, 2, · · · , n, we have
xi(t ∧ τn) = xni (t ∧ τn) = xi(0) +
∫ t∧τn
0














which provides the formulation of xi up to τn. We can use the same method to














Then, we apply the property an > 0 and the definition of τn to obtain the estimates
of the distance between two particles as follows,
|xi(t∧τn)−xj(t∧τn)| = |xni (t∧τn)−xnj (t∧τn)| ≥ min
k 6=m
|xnk (τn)−xnm(τn)| = an > 0, i 6= j.
(3.7)
According to above analysis, we conclude that (3.5), (3.6) and (3.7) hold for prob-
ability one, which implies Definition 2.1 (iii). Finally, on the event {τ∗ < ∞}, we


















December 16, 2020 2:53 WSPC/INSTRUCTION FILE CS-Model-v5˙20-
12-15˙-single
14 Q. Huang and X. Zhang
We claim that (3.8) implies that τn < τ
∗ for all n ≥ 1 a.s. on {τ∗ <∞}. Indeed, If
P(τm = τ
∗, τ∗ < ∞) > 0 for some m ≥ 1, then on the event {τm = τ∗, τ∗ < ∞},
we apply the continuity of x and (3.8) to obtain,
min
i6=j








|xi(t)− xj(t)| = 0.
(3.9)
According to (3.7), we know the distance between two particles at τm should be
no less than am in probability one, which immediately implies that (3.9) holds
for probability zero. However, this contradicts to the assumption P(τm = τ
∗, τ∗ <
∞) > 0. Hence we conclude that τn < τ∗ on the event {τ∗ <∞}, which is Definition
2.1 (ii). Combining all above analysis, we have that (xi, vi) is a strong solution in
the sense of Definition 2.1.
Moreover, (3.8) immediately implies (3.1) on the event {τ∗ <∞}. On the other
hand, we can apply (2.7) in Proposition 2.1 to have the following uniform bound
for the cutoff system,












, ∀t ≥ 0.
As the righthand-side is independent of n and (x, v) = (xn, vn) before τn, we con-
clude that (x, v) has the estimate (3.3).
• (Step 5). In this step, we will prove by contradiction the uniqueness of the solution
and the stoping time τ∗. Suppose (y, u) is another strong solution up to a stopping
time σ. Then by the definition, there is a non-decreasing sequence of stopping times
σm ≤ σ such that limm→∞ σm = σ and Definition 2.1 (iii) holds with (y, u), σm in
place of (x, v), τn. We define a new non-decreasing sequence of stopping times by
σ′m := inf
{
0 ≤ t ≤ σ : min
i 6=j
|yi(t)− yj(t)| ≤ am
}
∧ σm. (3.10)
As σm is non-decreasing, it is obvious that σ
′
m is also non-decreasing according to
(3.10). Therefore, the sequence σ′m admits a limit and we set σ
′ := limm→∞ σ
′
m.
We claim that σ′ = σ with probability one. Actually, consider any event {σ′ <
σ}, then we immediately have {σ′ < σ} = ∪k≥1{σ′ < σk}. Now, on each event
{σ′ < σk} and for all m ≥ k, we have σ′m ≤ σ′ < σk ≤ σm. Then, the definition of
σ′m in (3.10) implies that
σ′m ≤ σ′ < σk ≤ σm, (3.11)
σ′m := inf
{
0 ≤ t ≤ σ : min
i 6=j
|yi(t)− yj(t)| ≤ am
}
. (3.12)
Therefore, we apply (3.12) and the continuity of the strong solution to have
min
i 6=j
|yi(σ′m) − yj(σ′m)| = am for all m ≥ k. As am decreases to zero, we apply
the continuity of y to obtain that
min
i 6=j




|yi(σ′m)− yj(σ′m)| = lim
m→∞
am = 0. (3.13)
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On the other hand, according to Definition 2.1 (iii), we have min |yi(t∧σm)−yj(t∧
σm)| > 0 with probability one for any m ≥ 1. Hence, we apply (3.11), (3.13) and
Definition 2.1 (iii) to obtain that the event {σ′ < σk} has probability zero, which
immediately implies that {σ′ < σk} has probability zero. Therefore, we finish the
proof of the claim and conclude that σ′ = σ with probability one. Now note that


























The pathwise uniqueness for the regular systems yields almost surely that (y, u) =
(xm, vm) = (x, v) on [0, σ′m] and σ
′
m ≤ τm for all m ≥ 1. Therefore, σ =
limm→∞ σ
′
m ≤ limm→∞ τm = τ∗ and (y, u) = (x, v) on ∪m[0, σ′m] = [0, σ) a.s..
This proves the uniqueness of the strong solution and the stopping time τ∗.
Remark 3.1. (i). The uniqueness in Theorem 3.1 also yields that the solution
(x, v) up to τ∗ does not extend to a solution up to any larger stopping time σ with
σ ≥ τ∗ and P(σ > τ∗) > 0.
(ii). If we remove the assumption of the absolute continuity of the first marginal
distribution, then we can still obtain the existence and uniqueness of the strong
solution up to a stopping time τ∗, but only with τ∗ ≥ 0.






|xi(t)− xj(t)| = 0, on {τ∗ <∞}.
That is, the stopping time τ∗ is nothing but the first collision time, which is intuitive
correctly since ψ is not defined at 0.
4. Collision-avoidance for higher order singular systems
In this section, we study under what conditions the system (1.1) can avoid
collisions and then yields a global solution. According to [8, 34], for the case ψ(r) =
r−α, r > 0, the exponent α = 1 is critical for collision-avoidance for the original
deterministic C-S model. We will prove that, with probability one, collisions will
not occur in this case for the stochastic model (1.1). We first prove the collision-
avoidance for one-dimensional case, which will clearly show our strategy.
Lemma 4.1. Let d = 1. Suppose the assumptions in Theorem 3.1 hold. Assume in
addition that




2µ0(dx, dv) <∞, and
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(ii). ψ is non-increasing and |Ψ(r)| → +∞ as r → 0, where Ψ is a primitive
function of ψ.
Then the system (1.1) admits a unique global strong solution. Moreover, with prob-
ability one the trajectories of this solution do not collide in finite time, i.e.,
P(xi(t) 6= xj(t),∀1 ≤ i 6= j ≤ N, ∀t ≥ 0) = 1.
Remark 4.1. (i). Since any two primitive functions of ψ are differed by a constant,
the assumption that |Ψ(r)| → +∞ as r → 0 is independent of the choice of the
primitive function Ψ. Moreover, the singularity of Ψ at 0 also yields the singularity
of ψ at 0.
(ii). One can see from the assumptions that the collision-avoidance only relates
to the singularity of ψ at 0.




ln r + ψ∗t+ C, if α = 1,
1
1−αr
1−α + ψ∗t+ C, if α 6= 1,
with some constant C. The assumptions on ψ then reduce to α ≥ 1.
(iv). All these remarks also available for the multi-dimensional case Theorem
4.1, even though the assumption on ψ will be slightly changed.
Proof. According to Theorem 3.1, there exists a unique stopping time τ∗ such that





|xi(t)− xj(t)| = 0, on {τ∗ <∞}, a.s..
In order to prove the avoidance of collision and the global existence of the strong
solution, we only need to show that P(τ∗ =∞) = 1, which is equivalently to that
P(τ∗ ≤ T ) = 0, ∀T > 0. (4.1)
In the following, we will suppose {τ∗ ≤ T} is not empty for some T and prove (4.1).
As the proof is relative long, we will split the proof into four steps.
• (Step 1). In this step, we will construct the collision set and corresponding differ-
ential equation of the particles in the collision set. As we already assume {τ∗ ≤ T}
is not empty, we can define a random index set on {τ∗ ≤ T} as follows,
I(ω) =
{
i ∈ {1, 2, · · · , N} : ∃j 6= i, lim inf
t↑τ∗(ω)
|xi(t)(ω)− xj(t)(ω)| = 0
}
.
The set I can be thought as the collision set which contains all collision particles
at the stopping time τ∗. By (3.1), we know that I 6= ∅ on {τ∗ ≤ T} a.e.. Then, we
can further define a random index l : {τ∗ ≤ T} → {1, 2, · · · , N} as follows,
l(ω) = arg max{xi(0)(ω) : i ∈ I(ω)}. (4.2)
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The random variable l is well-defined expect on a null set, since by (3.4) xi(0) 6=
xj(0) for all i 6= j a.s.. According to (4.2), for almost all ω ∈ {ω : τ∗(ω) ≤ T}, we
immediately have xi(0)(ω) < xl(0)(ω) for all i ∈ I(ω) and i 6= l(ω). Moreover, by
Definition 2.1 (iii), xi(t) 6= xj(t) for all i 6= j and t ∈ [0, τ∗). Therefore, we have




(vl(t)− vi(t)), t ∈ [0, τ).
As (xi, vi) is the strong solution to the system (1.1), we can differentiate ξ on both


















































ψ(|xl − xj |)(vj − vl)dt+ Ξdt+DξdW,
(4.3)
where we apply the antisymmetry in the indexes i and j to obtain the cancellation.
• (Step 2). In this step, we will apply the equation (4.3) to construct the Lyapunov
functional and corresponding estimates. Actually, we integrate both sides of (4.3)
over [0, t ∧ σ] for any stopping time σ < τ∗ to obtain


















Note the function Ψ can be viewed as a Lyapunov functional, and we will estimate
Ψ in the following. According to the definition of the collision set I, xj will not
collide with any other particles for all j /∈ I. Therefore, there exists a nonnegative
random variable δ which is positive on {τ∗ ≤ T} such that
|xi − xj | ≥ δ > 0, uniformly on [0, τ∗) a.s., i ∈ I, j /∈ I. (4.5)
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Indeed, we can set δ := inft∈[0,τ∗) |xi(t) − xj(t)| for i ∈ l and j /∈ l. Then, for the
term Ξ defined in (4.3), we can use (3.3) in Theorem 3.1 and (4.5) as well as the
assumption that ψ is non-increasing, to have∫ t∧σ
0






















On the other hand, we define a sequence of stopping time as below,
σn := inf
{
t ≥ 0 : min
j∈I,j 6=l
|xj(t)− xl(t)| ≤ an
}
, n ≥ 1,
where an is a decreasing sequence of positive numbers that converges to 0 as in the





|xl(σn)− xj(σn)| = 0. (4.7)
Now on the event {τ∗ ≤ T}, we can combine (3.3), (4.4), (4.6) and the definition




















≤ λ(N − 1) max
i 6=j





































Note that only the fourth term Jn4 depends on n on the right handside.
• (Step 3). In this step, we will estimate Ji in (4.8) term by term, and thus induce
a contradiction. From (3.2) and (3.3) we know that on {τ∗ ≤ T}, for all j ∈ I,
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Since ψ is locally bounded on (0,∞), its primitive Ψ is locally Lipschitz and hence
locally bounded on (0,∞). This together with (4.7), (4.9) and the assumption
|Ψ(r)| → ∞ as r → 0 implies that








We apply this to (4.8) and have
P(τ∗ ≤ T )
= P














= P(J1 =∞) + lim
K→∞
P(J2 ≥ K) + lim
K→∞










In order to estimate the first term J1, we split the estimate into two cases. Note that
Ψ is locally bounded on (0,∞). In case that lim supr→∞ |Ψ(r)| <∞, Ψ is bounded
on [r,∞) for all r > 0. Then the assumption |Ψ(r)| → +∞ as r → 0 yields




|Ψ (|xi(0)− xj(0)|)| =∞
)









where the last equality uses the absolute continuity of the first marginal distribu-
tion of µ0 in a same fashion as (3.4). In case that lim supr→∞ |Ψ(r)| = ∞, Ψ has
singularity at both 0 and ∞. Hence,




|Ψ (|xi(0)− xj(0)|)| =∞
)





|xi(0)− xj(0)| = 0
)
+ P (‖x(0)‖2 =∞)
= 0,
(4.12)
where the second term at RHS of the third inequality vanishes since the distribution
of ‖x(0)‖2 is inner regular (or tight) as a probability measure on (R,B(R)). For the
term J2, we first split this term into two parts, which will be much clear and simpler
to estimate. In fact, we have
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Then, we apply the regular property of the distribution of ‖v(0)‖2 to obtain the
vanishing of the first term of the RHS in the above inequality. Moreover, we use the
Doob’s maximal inequality to deal with the second term above. Actually, we have
































For the term J3, similarly as what we did for J2, we can first split J3 into three
parts as follows,




















For the first term at RHS, since ψ is locally bounded on (0,∞), it only has singu-
larity at 0 and maybe also at ∞, this implies
P (τ∗ ≤ T, ψ(δ) =∞) = P (τ∗ ≤ T, δ = 0 or δ =∞)
≤ P (τ∗ ≤ T, δ = 0) + P (δ =∞)
= 0,
due to (4.5) and the the inner regularity of the distribution of δ. Similar as be-
fore, the inner regularity of the distribution of ‖v(0)‖2 yields the vanishing of
P(‖v(0)‖2 = ∞). Finally, we apply Markov’s inequality and Fubini’s theorem to
estimate
P(τ∗ ≤ T, J3 =∞)






















Now, for the fourth term Jn4 and any p > 0, we use Markov’s inequality and Fatou’s





















Next, for any q > 1, we apply the Burkholder-Davis-Gundy (BDG) inequality [23,
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where we let D∗(T ) = sup0≤t≤T D(t) and q
′ is the conjugate of q, i.e., 1q +
1
q′ = 1.
Choosing q ≥ ε2 + 1 and p =
ε
2q , so we have pq
′ ≤ 1. Now we apply Jensen’s







































Note, as defined in the statement of the proposition, ε has the property that∫
R2N ‖v‖
ε


















Finally, we combine (4.10), (4.12), (4.11), (4.13), (4.14) and (4.17) to conclude that
P(τ∗ ≤ T ) = 0. By the arbitrary choice of T , we verify (4.1) and thus finish the
proof.
In the proof of the Lemma 4.1, the most important step is to find a proper Lya-
punov functional. In one-dimensional case, this can be done by the anti-derivative.
However, in multi-dimensional case, the anti-derivative cannot be directly applied
to the system. Therefore, we need to construct a new Lyapunov functional and use
more delicate estimates to yield desired results. Before the main theorem in the
section, we will introduce an a priori lemma which shows there is no oscillation at
the collision time a.s.. This lemma actually holds in the general setting of Section
3, as indicated in the proof.
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Lemma 4.2. Suppose the assumptions in Theorem 3.1 hold. Let (x, v) be a strong
solution to the system (1.1) up to the unique stopping time τ∗ > 0. Then for all
i, j ∈ {1, 2, · · · , N}, on the event {τ∗ <∞, lim inf
t↑τ∗
|xi(t)− xj(t)| = 0}, it holds a.s.
that lim
t↑τ∗
|xi(t)− xj(t)| = 0.
Proof. For any positive real numbers a and b such that 0 < a < b, we define two
sequences {σn} and {ζn} of stopping times inductively as follows,
σ1 := inf{0 ≤ t < τ∗ : |xi(t)− xj(t)| > b},
ζn := inf{σn < t < τ∗ : |xi(t)− xj(t)| < a},
σn+1 := inf{ζn < t < τ∗ : |xi(t)− xj(t)| > b},
(4.18)
where we employ the standard convention that the infimum of the empty set is
infinity. Thus, we have either σn =∞ or σn < (τ∗ ∧∞), and so does ζn. According
to Definition 2.1, we have |xi−xj | 6= 0 on [0, τ∗) a.s.. Therefore, we can always find
a small enough positive number K > 0 such that
inf{0 ≤ t < τ∗ : |xi(t)− xj(t)| ≥ K} <∞, a.s.. (4.19)
Then we let b < K. According to (4.19), the choice of b and the definition of σ1 in
(4.18), we immediately obtain
σ1 < (τ
∗ ∧∞), a.s..
• Claim: If τ∗ <∞ and lim inft↑τ∗ |xi(t)− xj(t)| = 0, then there exists n ≥ 1 such
that ζn < τ
∗ and σn+1 =∞ with probability one.
Before the proof of the claim, we would like to explain the motivation. Actually,
the claim shows that, if τ∗ <∞ and lim inft↑τ∗ |xi(t)−xj(t)| = 0, then there exists
n ≥ 1 such that ζn < τ∗ and |xi(t) − xj(t)| ≤ b for all t ∈ (ζn, τ∗) with probabil-
ity one. As b ∈ (0,K) can be chosen arbitrarily small, we immediately obtain the
desired result limt↑τ∗ |xi(t) − xj(t)| = 0 a.s.. Therefore, we only need to verify the
claim in the rest of the proof.
Proof of the claim: The claim is equivalent to that, τ∗ = ∞ or lim inft↑τ∗ |xi(t) −
xj(t)| > 0 a.s. on the event {∃n ≥ 1, s.t. σn < τ∗ and ζn = ∞} ∪ {∀n ≥ 1, σn <
τ∗} =: A ∪ B. On the event A, It is obvious that lim inft↑τ∗ |xi(t)− xj(t)| ≥ a > 0
holds due to (4.18). Thus, we only need to prove τ∗ =∞ holds a.s. on the event B,
which is equivalent to show that for any T > 0,
P(τ∗ ≤ T and ∀n ≥ 1, σn < τ∗) = 0. (4.20)
According to the definition of σn and ζn, it is obviously that
∑∞
n=1(ζn − σn) <∞
a.s. on the event {τ∗ ≤ T} ∩ {∀n ≥ 1, σn < τ∗}. Therefore, in order to prove
(4.20), we only need to prove that
∑∞
n=1(ζn− σn) =∞ also holds a.s. on the event
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In the following, we will prove (4.21) and thus finish the proof of the claim. Accord-














Next, we define dij := |xi − xj | and Mt :=
∫ t
0
D(s)dW (s). Then M = {Mt}t≥0 is a
continuous martingale since D is locally bounded. For t ∈ [0, τ∗ − σm+1), we apply
(3.3) and Hölder’s inequality to obtain the following estimates,





















where M∗t := sup0≤s≤tMs. As D is local Lipschitz on [0,+∞), the quantity M∗T is
a.s. finite by BDG inequality. Hence, we apply (4.23) to have














For each real number c > 0, we define a stopping time
ηc := inf
{
t ≥ 0 :
∫ t
0






e2(Ms+σm+1−Mσm+1 )ds is a continuous increasing process start-
ing from the origin, we have ηc > 0 a.s. for each c > 0. Then, according to (4.24),
we have the following estimates,





∧η(b−a) > 0, a.s..
(4.25)
According to the definition of the stopping time σn and ζn in (4.18) and the first
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It follows from the second inequality in (4.25) that ε0 < 1. Indeed, it is obvious
that ε0 ≤ 1. If we assume by contrast that ε0 = 1, then the power of the exponent
in (4.26) must equal to 0 a.s., which contradicts with (4.25). Thus, (4.25) together

































According to (4.18) and the definition of Zn in (4.21), we have Zn ≤ 1. Therefore,












≤ εm+10 , ∀m ≥ 1.
As ε0 < 1, and the arbitrary choice of m, we immediately conclude that (4.21)
holds, and thus finish the proof of the claim.
Now we are ready to prove the main theorem in this section, which extends the
result in Lemma 4.1 and shows the collision-avoidance in multi-dimensional case,
which naturally implies the global existence of the strong solution. It is worth to
note that the assumption on ψ is slightly different from that of Lemma 4.1.
Theorem 4.1 (Collision-avoidance and global existence). Let d ≥ 1. Suppose
the assumptions in Theorem 3.1 hold. Assume in addition that




2µ0(dx, dv) <∞, and
(ii). ψ is global Lipschitz on [r,∞) for every r > 0, and |Ψ(r)| → +∞ as r → 0,
where Ψ is a primitive function of ψ.
Then the system (1.1) admits a unique global strong solution. Moreover, with prob-
ability one the trajectories of this solution do not collide in finite time, i.e.,
P(xi(t) 6= xj(t),∀1 ≤ i 6= j ≤ N, ∀t ≥ 0) = 1. (4.28)
Proof. • (Step 1). In this step, we will introduce the collision set and an equivalent
statement of (4.28). Let τ∗ be the unique stopping time defined in Theorem 3.1.
Same as Lemma 4.1, in order to prove (4.28), we only need to prove P(τ∗ ≤ T ) = 0




i ∈ {1, 2, · · · , N} : lim inf
t↑τ∗
|xi(t)− xl(t)| = 0
}
.
According to (3.1), on the event {τ∗ < ∞}, there exist i, j ∈ {1, 2, · · · , N} such
that i 6= j and lim inft↑τ∗ |xi(t)− xj(t)| = 0 a.s.. Then, we immediately obtain that
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∪Nl=1(Il\{l}) is not empty a.s. on {τ∗ <∞}. Therefore, to prove (4.28) is equivalent
to show that,
P(τ∗ ≤ T, |Il| > 1) = 0, ∀T > 0, ∀l ∈ {1, 2, · · · , N}. (4.29)
Moreover, according to Lemma 4.2, there will be no oscillation near the stopping
time τ∗ on {τ∗ <∞} a.s.. Then we have
Il :=
{
i ∈ {1, 2, · · · , N} : lim
t↑τ∗
|xi(t)− xl(t)| = 0
}
, a.s. on {τ∗ <∞}.
Hence, similar as (4.5), there exists a nonnegative random variable δ which is posi-
tive on {τ∗ ≤ T}, such that the following statements hold a.s. on {τ∗ <∞},
for i, j ∈ Il, i 6= j, lim
t↑τ∗
|xi(t)− xj(t)| = 0, (4.30)
for i ∈ Il, k /∈ Il, |xi − xk| ≥ δ > 0 uniformly on [0, τ∗). (4.31)
• (Step 2). In this step, we will study the dynamics in system (1.1), and follow the
idea in Lemma 4.1 to construct a proper Lyapunov functional. For simplicity, we




|xi − xj |2, 9v9l :=
√∑
i,j∈Il
|vi − vj |2.
According to (1.1) and Section 2, it is easy to get
9x9l ≤ 2|Il|
1
2 ‖x‖2 ≤ 2N
1
2 ‖x‖2, 9v9l ≤ 2|Il|
1






Then we apply Itô’s formula to obtain the following estimate,















(vi − vj)2dW +
∑
i,j∈Il












+ 2D 9 v 92l dW +D
2 9 v 92l dt
=: Q1dt+Q2dt+ 2D 9 v 92l dW +D
2 9 v 92l dt.
(4.33)
For the term Q1, as i, j, k are all in the collision set Il, we apply the antisymmetry
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For every r > 0, since ψ is global Lipschitz on [r,∞) by the assumptions, we can






Obviously, L is non-increasing on (0,∞) and hence it can have singularity only


















|xi − xj |(vk − vj)(vi − vj)





|xi − xj ||vi − vj |
≤ 4λL(δ)‖v‖2 9 x 9l 9v 9l .
(4.36)
Next, we define a Lyapunov functional as follows,




Note the formula of E± is very similar to the anti-derivative of the velocity in one
















+D 9 v 9l dW +
1
2
D2 9 v 9l dt−



















dt+D 9 v 9l dW.
(4.37)
















Now, we integrate (4.37) over [0, t ∧ σ] for any stopping time σ < τ∗ and apply
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(4.38) to obtain




≤ E±(0) + 2λL(δ)
∫ t∧σ
0
‖v(s)‖2 9 x(s) 9l ds+
∫ t∧σ
0
D(s) 9 v(s) 9l dW (s).
(4.39)
According to Definition 2.1, there always exists a sequence of stopping times {σn}
such that σn ↑ τ∗ and σn < τ∗ on {τ∗ < ∞}. Moreover, (4.30) yields a.s. on
{τ∗ <∞} that for all i, j ∈ Il, i 6= j, limn→∞ |xi(σn)− xj(σn)| = 0, and hence
lim
n→∞
9x(σn)9l = 0. (4.40)
Now, similar as (4.8), on the event {τ∗ ≤ T}, we substitute σ in (4.39) by σn and















D(s) 9 v(s) 9l dW (s)
∣∣∣∣




• (Step 3). In this step, we will estimate Ji term by term as we did in the proof
of Lemma 4.1. Actually, we apply (4.40) and (4.41) as well as the assumption that
|Ψ(r)| → ∞ as r → 0, to have
P(τ∗ ≤ T, |Il| > 1)
= P
(












For the term of J1, we apply (4.32) to have
min
i 6=j
|xi(0)− xj(0)| ≤ 9x(0)9l ≤ 2N
1
2 ‖x(0)‖2.
Observe that Ψ only has singularity at 0 and maybe also at ∞ due to the assump-
tions. Then, with the same argument as in (4.12), we apply the absolute continuity
of the first marginal distribution of µ0 and the inner regularity of the distribution
December 16, 2020 2:53 WSPC/INSTRUCTION FILE CS-Model-v5˙20-
12-15˙-single
28 Q. Huang and X. Zhang
of ‖x(0)‖2 to obtain the following estimate,
P(J1 =∞, |Il| > 1) = P (|Ψ(9x(0)9l)| =∞, |Il| > 1)





|xi(0)− xj(0)| = 0
)
+ P (‖x(0)‖2 =∞)
= 0.
(4.43)
For J2, we use (4.32) and the inner regularity of the distribution of ‖v(0)‖2 to get
P(J2 =∞) = P (‖v(0)‖2 =∞) = 0. (4.44)
For J3, we combine (4.32) and (3.3) to have





































































Since L only has possible singularity at 0 as we have seen in (4.35), it follows from
(4.31) that
P (τ∗ ≤ T, L(δ) =∞) ≤ P (τ∗ ≤ T, δ = 0) .
Then we can apply similar argument as in (4.14) to obtain that





















For the term involving Jn4 , following the same way as (4.15), we can apply BDG
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where D∗(T ) = sup0≤t≤T D(t) as in (4.15). Hence, similar as in (4.15), we can find



















Finally, we combine (4.42), (4.43), (4.44), (4.45) and (4.46) to conclude that (4.29)
holds, i.e., P(τ∗ ≤ T, |Il| > 1) = 0 for any T > 0 and l ∈ {1, 2, · · · , N}, which
finishes the proof.
5. Large time behavior
We have defined conditional and unconditional flocking in mean in Definition
2.4 and 2.3 respectively. In this section, we will investigate these large time behavior
for the solutions of the stochastic C-S model (1.1). In order to specify the conditions
for ψ, D and the initial data to the large time behavior, we will always assume in
this section that the system (1.1) admits a global strong solution (x, v).
Throughout this section, we assume that the communication weight ψ is an R-
valued function on [0,∞) (where R is the extended real line R ∪ {+∞,−∞}). We
introduce some notations as below:
ψ∗ := inf
r≥0
ψ(r), ψ∗(r) := inf
0≤s≤r
ψ(s).
Note that the first notation has been used in previous sections, and the second
notation should not be confused with the first by involving an independent variable.
Before the statements of the results, let us recall some notions in probability. For
a random variable X and 1 < q <∞, the Lq-norm of X is defined by the quantity
E(|X|q)1/q, while the L∞-norm is defined by the essential supremum as follows,
ess supX := inf{K ≥ 0 : P(|X| > K) = 0}.
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The support of X is defined to be the support of the distribution of it as a
probability measure on (R,B(R)). Obviously, if X ∈ L∞(Ω), or equivalently,
ess supX < ∞, then X has compact support. It is well-known that if X ∈ L∞(Ω),
then limq→∞E(|X|q)1/q = ess supX. Therefore, without ambiguity, we will admit
q = ∞ when we write E(|X|q)1/q, and this quantity will indicate the L∞-norm
ess supX. Now, we first study the case that the ψ has positive lower bound.
Proposition 5.1. Let p ≥ 2. Assume that the first and second marginal dis-
tributions of the initial distribution µ0 in (1.2) both have finite moment, i.e.,
E(‖x(0)‖p) < ∞ and E(‖v(0)‖p) < ∞. Suppose that ψ has positive lower bound,
that is, ψ∗ > 0. Then the time-asymptotic flocking in mean occurs exponentially
fast.
Proof. To prove the velocity alignment, we use (2.7) and Hölder’s inequality, as
well as the independence of v(0) and W to derive




























= E (‖v(0)‖p) e−λψ∗t
→ 0, as t→∞.
(5.1)
For the group forming, we apply (2.6) and (5.1),
E (‖x(t)‖p) ≤ E (‖x(0)‖p)+
∫ t
0




This ends the proof.
The assumption ψ∗ > 0 is so strong that it requires an uniform strong effect
even for far field. Generally, this cannot be fulfilled, and a more applicable and




(log(1+r))α are all such
communication weights. For this larger class of ψ with ψ∗ ≥ 0, it is very difficult to
control the far field, and thus we need more delicate estimates about the balance
between the alignment force and the noise. In the following, we will assume the noise
intensity to be constant or square integrable, and provide time-asymptotic analysis
for these two cases respectively. Moreover, according to the proof of Proposition 5.1,
the large time behavior does not relate to the structure of ψ around zero, and thus
the time-asymptotic behavior results also work for regular ψ. Actually, assuming
the global existence of the strong solution, we will find the large time behavior only
depends on the far field structure of ψ. Therefore, hereafter, we will not distinguish
the regular and singular cases, but only assume the existence of the global strong
solution and provide the structure of ψ at far field.
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5.1. Constant intensity D
In this part, we will consider the case when D(t) ≡ D is a constant for simplicity.
Actually, for more general case such that D(t) is not square integrable, we can use
the same arguments to obtain similar results. As discussed in the introduction, in
this case, the noise will provide an uniform-in-time random effect to the velocity,
which makes the alignment more difficult in expectation sense. However, the time
integral of the exponential martingale will be finite a.s. in this case, and thus we start
from the aggregation analysis and have the following conditional flocking results,
where we recall that ψ∗(r) := inf0≤s≤r ψ(s).
Theorem 5.1 (Conditional flocking for constant noise intensity). Let p ≥ 2
and D be a constant. Assume that E(‖x(0)‖p) <∞. Suppose ψ∗(r) > 0 for all r ≥ 0,
and there exists a positive constant β > 2 such that ψ has asymptotic structure at






























Then the conditional aggregation in mean given A emerges: for all t ≥ 0,
E(‖x(t)‖p|A) ≤ c(ψ,E(‖x(0)‖p)) <∞.
Moreover, we have the following two types of conditional flocking.
(i). If there exists 1 < q < ∞ such that E(‖v(0)‖qp) < ∞, then the conditional
flocking in mean given A (see Definition 2.4) occurs algebraically fast: for
all 0 < γ < q−1βq and all t ≥ 0,






(1 + t)−γ .
(ii). If ess sup ‖v(0)‖p <∞, or equivalently, the second marginal distribution of
the initial distribution µ0 has compact support, then the conditional flocking
in mean given A occurs exponentially fast: for all t ≥ 0,
E (‖v(t)‖p|A) ≤ c (P(A), ess sup ‖v(0)‖p) e−λc(ψ)t.
Remark 5.1. Before starting the proof, we make some remarks which help to
understand the theorem.







β−2W (s))ds appeared in (5.3) is almost surely finite, due to the growth of at most
order
√
t log log t of |W (t)| as t→∞ (e.g., [23, Theorem 2.9.23]). Moreover, it was
shown in [15, Proposition 4.4.4] that this time integral obeys the inverse-gamma
distribution Inv-Gamma(β−2β ,−
(βD)2
2(β−2)2 ). Hence the support of this integral as a
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random variable is the total interval [0,∞). It follows that the event A defined in
(5.3) does have positive probability, which is required in Definition 2.3. Indeed, the
inner regularity implies there exists L > 0 such that P(‖x(0)‖p‖v(0)‖p < L) > 0,
and then the independence of (x(0), v(0)) and W yields
























Moreover, if P(x(0) = 0 or v(0) = 0) < 1, then there exists L > 0 such that
P(‖x(0)‖p‖v(0)‖p ≥ L) > 0. It follows that
























and hence P(A) < 1. That is, the flocking in mean in the above theorem is indeed
conditional.
(ii). The common cases ψ = 1, ψ(r) = r−α and ψ(r) = 1
(1+r2)α/2
, with α > 0,
evidently fulfill the assumption for ψ at far field as stated in the theorem.
(iii). When ess sup ‖v(0)‖p < ∞, we can actually obtain the uniform bound for
‖x(t)‖p with probability one, and thus the exponential fast flocking follows. This is
also the reason that we can only obtain algebraically fast flocking for general initial
data when v(0) does not have compact support.
Proof. We will first prove the aggregation, and then show the emergence of flock-




• (Conditional aggregation). We adapt the continuity approach in [12] to prove the
emergence of aggregation. First, we use the comparison theorem for one-dimensional
SDEs, as in the proof of Proposition 2.1 (in fact, here we need to adapt the compar-
ison theorem in [21, Theorem VI.1.1] to the SDE with random drift, whereas this
extension is easy to prove), and get as long as a global solution (x, v) exists that,
with probability one,










, ∀t ≥ 0. (5.5)
Next, due to the assumption (5.2), there exists J > 0, such that ψ(r) ≥ ψ∗(r) ≥ r−β
for all r ∈ [J,∞). Then, we fix a time t ≥ 0. On the event {Xt ≥ J}, we simply
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follow the estimates (2.6) and (5.5) and apply Hölder’s inequality to derive that,



























































































=: C +BX2t , a.s. on {Xt ≥ J},
where we used the fact that from the assumption that ψ(r) ≥ ψ∗(r) for all r ≥ 0 and








β−2W (s))ds is almost surely finite. Thus, C and B are
both well-defined random variables. If B = ‖v(0)‖p = 0, then Xt ≤ C = ‖x(0)‖p,
that is,
Xt ≤ C, a.s. on {Xt ≥ J, ‖v(0)‖p = 0}. (5.7)
Otherwise, if B > 0, then we define a quadratic function G(z) as follows,
G(z) := Bz2 − z + C.
Then the graph of G is a parabola opening upwards, with axis of symmetry locating
at z∗ =
1
2B > 0. Moreover, we simply have A = {1−4CB > 0} where A is the event
defined in (5.3). In other words, in the event A, the discriminant of G is positive





On the other hand, (5.6) can be rewritten as G(Xt) ≥ 0 for all t ≥ 0, and it is
obvious that the map t → G(Xt) is continuous due to the continuity of the map
t → Xt. Now, as X0 = C ≤ 14B < z∗ =
1
2B , we immediately obtain for each t ≥ 0
that,
Xt ≤ z− a.s. on {Xt ≥ J, ‖v(0)‖p > 0} ∩A. (5.8)
Then, for z−, if we regard
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as a function of B ∈ (0, 14C ), then it is easy to check that z− is increasing and hence
z− < z−(
1
4C ) = 2C. Combining (5.7) and (5.8), we conclude that for each t ≥ 0,
Xt ≤ J ∨ C ∨ z− ≤ J ∨ 2C ≤ J + 2C a.s. on A.
It follows from the continuity (or monotony) of Xt that,
Xt ≤ J + 2C a.s. on A, for all t ≥ 0. (5.9)





E(Xt|A) ≤ J + 2E(‖x(0)‖p) <∞.
The aggregation or group forming follows.
• (Conditional flocking algebraically fast). Now, according to (5.9), we know the pro-
cess {Xt} is uniformly bounded by a constant J and the random variable 2‖x(0)‖p
on event A. Therefore, we apply (5.4), (5.5) and (5.9), and follow similar analysis
as in (5.6) to obtain for each K > 0 that,













































[E (‖v(0)‖p) exp(−λψ∗(J + 2K)t) + E (‖v(0)‖p; ‖x(0)‖p ≥ K)] ,
where in the second and last inequalities we used the fact from the assumption that
ψ(r) ≥ ψ∗(r) > 0 for all r ≥ 0 and ψ∗(r) is non-increasing in r, and in the third
inequality we used the independence of v(0) and W . Then, as the random variable
‖x(0)‖p is independent of the Brownian motion W , we apply Hölder’s inequality
and Chebyshev’s inequality to obtain that
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Now, we let the auxiliary parameter K to be time-dependent as K = K(t) = t
γq
q−1 ,












































(1 + t)−γ ,
where we used the assumption that γ < q−1βq to observe that the exponential term
at the RHS of the second inequality vanishes faster than t−γ as t→∞. This proves
(i).
• (Conditional flocking exponentially fast). Finally, we consider the case
ess sup ‖v(0)‖p < ∞. In this case, we can choose K in (5.10) to be a sufficiently
large constant so that
P (‖x(0)‖p ≥ K) = 0.





The exponentially fast emergence of the flocking follows.
In Theorem 5.1, the condition event (5.3) is very important to generate the ag-
gregation estimates even for long range communication. Therefore, these estimates
is far from optimal. Next, we will try to drop the condition (5.3) and have a better
flocking estimates. In this case, we have to make ψ decay slower at far field so that
we can control the random effect from the noise. First of all, we see an unconditional
alignment result.
Lemma 5.1 (Unconditional alignment for constant noise intensity). Let
p ≥ 2 and D be a constant. Assume that ‖v(0)‖p is uniformly integrable, that is,
lim
L→∞
E(‖v(0)‖p; ‖v(0)‖p ≥ L) = 0.
Suppose ψ∗(r) > 0 for all r ≥ 0, and there exists an ε > 12 such that ψ has slow




εD2t)t = +∞. (5.12)
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Remark 5.2. (i). A candidate for ψ to fulfill the conditions above in Lemma 5.1
is ψ(r) = | log(1 + r)|−α with 0 < α < 1, and the first condition is obviously weaker
than the classical monotone decreasing assumption.
(ii). Recall that if there exists 1 < q ≤ ∞ such that [E(‖v(0)‖qp)]1/q < ∞ ,
then ‖v(0)‖p is uniformly integrable [32, Section 13.3]. In addition, the uniform
integrability of ‖v(0)‖p implies E(‖v(0)‖p) < ∞. Thus, the assumption for v(0) in
the present lemma is weaker than that in Theorem 5.1, but stronger than that in
Proposition 5.1.
(iii). We make a final remark for the uniform integrability assumption of ‖v(0)‖p.
This assumption implies that for every ε > 0, there exists δ > 0 such that,
E(‖v(0)‖p;A) < ε for every measurable A satisfying P(A) < δ. Moreover, the
reverse is also true due to the inner regularity of the distribution of ‖v(0)‖p.
Proof. Firstly, we recall the comparison theorem in (5.5) in the proof of Theorem
5.1 that, with probability one,










, ∀t ≥ 0.
(5.13)
Then, for each K > 0, we recall the notation in (5.4) that Xt := sup0≤s≤t ‖x(s)‖p
and have from (5.13) that















































where in the first equality we used the independence of v(0) and W , and in the last
inequality we used the fact from the assumption that ψ(r) ≥ ψ∗(r) > 0 for all r ≥ 0












The estimates (2.6) and (2.7) as well as ψ > 0 yield that
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=: I1(t) + I2(t) + I3(t).
We first estimate I3. Using Hölder’s inequality and Chebyshev’s inequality, as well
as the independence of v(0) with W , we obtain that for every a > 1,























































where we denote as before a′ the conjugate of a. Now, we take K(t) = 12e
εD2t where
ε > 12 is the constant mentioned in the condition of ψ, and choose the positive
constant θ and a to satisfy the following properties,
θ ∈ (0, 1), a > 1, εθ − a
2
> 0.
For any ε > 12 , we can always choose θ and a to be sufficiently closed to 1 so
that above inequalities hold. Then using the observation in Remark 5.2.(ii) that
E (‖v(0)‖p) <∞, we immediately have the following estimate for the term I3(t),
lim
t→+∞
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Hence, the uniform integrability assumption for ‖v(0)‖p and Remark 5.2.(iii) yields
the vanishing of I1(t) as t goes to infinity. The term I2 can be treated in the same





I2(t) = 0. (5.20)
Finally, according to the assumption (5.12) for ψ, we know that
lim
t→∞
E (‖v(0)‖p) e−λψ∗(2K(t))t = 0. (5.21)
Now combining (5.14), (5.18), (5.20) and (5.21), we conclude by letting t → ∞ in




This proves the velocity alignment.
Now, we are ready to introduce the unconditional flocking results for the con-
stant intensity. In order to yield the flocking estimates, we need integrability of the
velocity expectation, and thus we require stronger communication weight. Moreover,
we will see the emergence of the flocking is actually at least algebraically fast.
Theorem 5.2 (Unconditional flocking for constant noise intensity). Let





for some 1 < q ≤ ∞. Suppose ψ∗(r) > 0 for all r ≥ 0, and there exist ε > 12 and





εD2t)t− η log t
)
= +∞. (5.22)
Then the unconditional flocking in mean (defined in Definition 2.3) emerges alge-
braically fast.
Remark 5.3. It is easy to check the function ψ(r) = | log(1+r)|−α with 0 < α < 1
mentioned in Remark 5.2 also satisfies the requirements above.
Proof. It follows from the discussion in Remark 5.2.(ii) that all the requirements in
Lemma 5.1 are satisfied under the assumptions in the present theorem. This directly





For this purpose, we first observe from the assumption (5.22) that there exists
constants C, T > 0, such that,
ψ∗(e
εD2t)t ≥ η log t+ C, for all t ≥ T. (5.24)
Next, we apply the independence between the initial data and the Brownian motion
W , and apply (5.13) to find that
E(‖v(t)‖p) ≤ E(‖v(0)‖p), for all t ≥ 0.
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where T is the constant in (5.24), the function I in the last inequality is defined in
(5.15). As E (‖x(0)‖p) and E (‖v(0)‖p) are both finite by the assumption, according






for some function K = K(t). Now, we take K(t) = 12e
εD2t, and apply (5.24) to have










ds < +∞, (5.26)
where the last inequality is due to the assumption that η > 1λ . To estimate the time
integral of I, we recall the estimates in Lemma 5.1 and split I into three parts as
in (5.17),
I(t) ≤ I1(t) + I2(t) + I3(t). (5.27)
Now, as ε > 12 , we can follow the proof of Lemma 5.1 to choose θ ∈ (0, 1) and
a > 1 to satisfy the following properties εθ − a2 > 0. Then, it follows from (5.17)
and (5.18) by applying Hölder’s inequality and Chebyshev’s inequality, as well as
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Combining these three estimates with (5.25), (5.26) and (5.27), the emergence of
aggregation (5.23) follows. Moreover, according to the last three inequalities and the
estimate (5.26), we immediately obtain that the flocking occurs at least algebraic
fast. This finishes the proof.
5.2. Square integrable intensity D(t)
In this part, we will discuss the case when the noise intensity D(t) is varying and
square integrable over t ∈ [0,∞). In this case, the time integral of the exponential
martingale is only well defined in finite time interval, and thus we cannot use the
arguments in Theorem 5.1 to obtain the conditional flocking. In the following, we
will only show the unconditional flocking (defined in Definition 2.3) for some strong
long range communication weights.
Lemma 5.2 (Unconditional alignment for square integrable noise inten-
sity). Let p ≥ 2 and
∫∞
0
D2(s)ds < ∞. Assume that ‖v(0)‖p is uniformly inte-
grable, that is, limL→∞E(‖v(0)‖p; ‖v(0)‖p ≥ L) = 0. Suppose ψ∗(r) > 0 for all
r ≥ 0, and there exists ε > 0 such that the communication ψ has asymptotic struc-




1+ε)t = +∞. (5.28)
Then the unconditional velocity alignment in mean occurs, i.e.,
limt→∞E(‖v(t)‖p) = 0.
Remark 5.4. (i). In this case, two candidates for ψ to fulfill the condition in
Lemma 5.2 are ψ(r) = r−α and ψ(r) = 1
(1+r2)α/2
with 0 < α < 1.
(ii). We can exactly follow the lines of Lemma 5.1 to proof this lemma. But
we will not do so, because we need a more appropriate estimate than (5.14) when
proving the algebraically fast flocking in mean in the next theorem.
Proof. Similar as in (5.5) or (5.13), we know that as long as a global solution (x, v)
exists that, with probability one, for all t ≥ 0,























Then M = {Mt}t≥0 is a martingale due to the local boundedness of D, and its
quadratic variation is [M ]t =
∫ t
0
D2(s)ds. As we said in the previous remark, we
will not use the counterpart of the estimate (5.14), even though it works. Instead,
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we apply (5.29) to obtain that for each K > 0 and L > 0,

















































































+ E (‖v(0)‖p; ‖v(0)‖p ≥ L)











+ E (‖v(0)‖p; ‖v(0)‖p ≥ L) ,
Now we let K to be time-dependent as K(t) = 12 t
1+ε with ε > 0 the constant in the






1+ε)t = 0. (5.31)
Next, we need to estimate the second term in (5.30). In a similar fashion as (5.15)
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=: Î1(t) + Î2(t) + Î3(t).
(5.33)
We first estimate Î3. Actually, by using Hölder’s inequality and Chebyshev’s in-





















































where as before a′ denotes the conjugate of a. As [M ]∞ =
∫∞
0
D2(s)ds < ∞ and
we already let K(t) = 12 t
1+ε, we may choose θ ∈ (0, 1) such that θ(1 + ε) − 1 > 0












On the other hand, in a similar way as (5.19) and (5.20), using the independence
of (x(0), v(0)) with W as well as the inner regularity of the distribution of ‖x(0)‖p





Î2(t) = 0. (5.35)
Now combining (5.31), (5.34) and (5.35), we let t → ∞ and L → ∞ successively





This shows the velocity alignment.
Similar as in the previous subsection, we need relative faster decay of the veloc-
ity expectation to yield the aggregation estimates. Therefore, we need a stronger
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communication ψ and have the following flocking theorem.
Theorem 5.3 (Unconditional flocking for square integrable noise inten-
sity). Let p ≥ 2 and
∫∞
0





]1/q < ∞ for some 1 < q ≤ ∞. Suppose ψ∗(r) > 0 for all r ≥ 0,
and there exist ε > 2 and η > qλ(q−1) such that the communication ψ has asymp-





1+ε)t− η log t
)
= +∞.
Then the unconditional flocking in mean (defined in Definition 2.3) emerges alge-
braically fast.
Remark 5.5. (i). In the case
∫∞
0
D2(s)ds <∞, two candidates for ψ to fulfill the
condition in Theorem 5.3 are ψ(r) = r−α and ψ(r) = 1
(1+r2)α/2
with 0 < α < 13 . It
is obviously the requirements on ψ becomes stronger than Lemma 5.2.
(ii). If ψ is of the typical form ψ(r) = r−α or ψ(r) = 1
(1+r2)α/2
, we can get a
more sophisticated result. In fact, we will obtain the unconditional flocking in mean
provided 0 < α < q−12q−1 , by utilizing the upper concave envelope. See Appendix
Appendix B.
Proof. Due to Lemma 5.2, we only need to prove the group forming, i.e.,
supt≥0 E(‖x(t)‖p) < ∞. To this end, we first observe from the assumption (5.22)
that there exists constants C, T > 0, such that,
ψ∗(t
1+ε)t ≥ η log t+ C, for all t ≥ T. (5.36)
We use a same argument as in Theorem 5.2. Then by virtue of the estimate (5.30),
to complete the proof it suffices to find two time-dependent functions K and L such








E (‖v(0)‖p; ‖v(0)‖p ≥ L(s)) ds <∞,
(5.37)




t1+ε with ε > 2, and L(t) = tδ with
1
q − 1
< δ < λη − 1.













For the estimate of the time integral of Î, we recall the estimate (5.33) and split Î
into three parts, namely,
Î(t) ≤ Î1(t) + Î2(t) + Î3(t). (5.39)
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Now, as ε > 2, it is possible for us to find the positive constants θ and a satisfying
the following properties,
θ ∈ (0, 1), a′ > 1, θ(1 + ε)− 1 > a′, (1− θ)(1 + ε) > 1,
where a′ is the conjugate of a. Then, according to above choice of constants and











ds < +∞. (5.40)




































For the last integral in (5.37), we use Chebyshev’s inequality and Hölder’s inequality
to have∫ ∞
T






























where in the last inequality we used that δ(q − 1) > 1 due to the selection of δ.
Finally, we combine (5.38), (5.39), (5.40), (5.41), (5.42) and (5.43) to achieve (5.37).
The emergence of flocking in mean follows. Moreover, it is easy to see from those
estimates that the flocking occurs algebraically fast.
6. Conclusion and discussions
In this paper, we study the singular C-S model with a multiplicative noise, and
provide the well posedness, collision-avoidance and large time behavior results. Ac-
tually, we prove the existence of unique solution before the first collision for the
system (1.1). Then we consider higher order singular case and prove the collision-
avoidance to obtain the global existence of the solution. For the large time behav-
ior, the emergence of flocking can be obtained similarly as the regular case, if the
communication function has a positive lower bound. This kind of communication
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function performs like a uniform damping so that the velocity will tends to the mean
asymptotically. While for the communication function with zero lower bound, the
original Lyapunov functional approach fails since xi loses the compactness. There-
fore, we instead apply the estimates of the exponential martingale to capture the
decay of the velocity. Based on different structures of the communication functions,
we obtain conditional flocking and unconditional flocking respectively. Then, there
are two natural and challenging problems left: first is how to describe the dynam-
ics after the collision; while the second is how to describe the asymptotic cluster
formation when ψ decay fast at far field. These two problems are fundamental and
will appear in many other systems with singular potential or interactions, and we
will continue to study these problems in our future works.
Appendix A. Non-flocking in two particle system
In this section, we will provide a simple example such that flocking will not
emerge in the sense of Definition 2.4 on particular events, which is mentioned in
Remark 2.3. We assume that the C-S system has only two particles moving on the
real line R. Then the system (1.1) reads
dx1 = v1dt, dv1 =
λ
2
ψ(|x1 − x2|)(v2 − v1)dt+Dv1dW,
dx2 = v2dt, dv2 =
λ
2
ψ(|x1 − x2|)(v1 − v2)dt+Dv2dW.
(A.1)
If we set
x := x1 − x2, v := v1 − v2,
then the pair (x, v) satisfies the following system
dx = vdt, dv = −λψ(|x|)vdt+DvdW, (A.2)
Proposition Appendix A.1. Let D be a constant. Assume that ψ > 0. The







if the event has nonzero probability.
Proof. According to (A.2) we have
dv = −λψ(|x|)dx+DvdW.
It follows by integrating over time interval [0, t] that
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v(s)dW (s) is a martingale due to the estimate (2.7). Taking ex-
pectation conditioning on A on both sides of (A.4) and noting the fact that A is




















Now, assume in contrast that the conditional flocking given A occurs, that is,
lim
t→∞
E(v(t)|A)→ 0 and sup
t≥0
E(|x(t)||A) = M <∞.





























where the RHS of the last inequality is a positive constant independent of t. This
leads to a contradiction to limt→∞E(v(t)|A)→ 0.
Appendix B. Flocking for two typical communications
When the communication weight is of the form ψ(r) = r−α at far field, we can
obtain better estimates as follows.
Proposition Appendix B.1. Let p ≥ 2 and
∫∞
0
D2(s)ds < ∞. Assume that




]1/q < ∞ for some 1 < q ≤ ∞. Suppose ψ is of
the form ψ(r) = r−α or ψ(r) = 1
(1+r2)α/2
, r > 0, with




Then the unconditional flocking in mean emerges algebraically fast.
Proof. We will only prove the case ψ(r) = r−α as the other is trivially similar.
Obviously, the assumption for α (B.1) yiled 0 < α < 12 . Hence, we have already
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shown the velocity alignment in Lemma 5.2 and Remark 5.4.(i) for this case. It is
only left to prove the group forming.
To this end, recall in (5.4) that we denote Xt := sup0≤s≤t ‖x(s)‖p. Then in a
similar fashion as (5.30), we use (5.29) and Hölder’s inequality to have, for each
a > 1,

























































D(s)dW (s), a′ denotes the conjugate of a, and for each t ≥ 0 and
a > 1 we denote
F
(a)
t (r) := e
−a′λψ(2r)t = e−a
′λ(2r)−αt, r ≥ 0.





2r(eαa′λt)−1/α, 0 ≤ r ≤ 12 (αa
′λt)1/α,
e−a
′λ(2r)−αt, r > 12 (αa
′λt)1/α.
Then it is easy to see that F̂
(a)





for each t ≥ 0. Indeed, F̂ (a)t is the smallest concave function that lies upon F
(a)
t ,













≤ F̂ (a)t (E(Xt)). (B.3)
On the other hand, (5.16) implies
E(Xt) ≤ E(‖x(0)‖p) + tE(‖v(0)‖p). (B.4)













t (E(‖x(0)‖p) + tE(‖v(0)‖p))
]1/a′
+ E (‖v(0)‖p; ‖v(0)‖p ≥ L) .
(B.5)
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Since α < 12 , there exists T > 0 such that whenever t ∈ [T,∞), E(‖x(0)‖p) +








as t → ∞. This recover the velocity alignment limt→∞E(‖v(t)‖p) = 0 by letting
t → ∞ and L → ∞ successively in both sides of (B.5). Finally, we take L to be








− δ > 1.
This is achievable since 1α − 1 >
1
q−1 + 1 by the assumption. Then it follows from
(B.5) and (5.43) that∫ ∞
T
















E (‖v(0)‖p; ‖v(0)‖p ≥ L(t)) dt
≤ c
(
















The emergence of algebraically fast flocking in mean follows in a similar fashion as
(5.25).
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