ABSTRACT. We prove the multivariate Fujiwara bound for exponential sums: for a d -variate exponential sum f with scaling parameter µ, if x is contained in the amoeba A ( f ), then the distance from x to the Archimedean tropical variety associated to f is at most d d 2log(2 + 3)/µ. If f is polynomial, then the bound can be improved to d log(2 + 3).
INTRODUCTION
It is a classical problem to find an upper bound on the norms of the roots of a complex univariate polynomial g (w) = Fujiwara's theorem is a consequence of the triangle inequality, and has appeared on several instances in the modern literature. Deducing the bound (1) from Fujiwara's theorem is straightforward: if σ is strictly greater than each term of (1), then
from which the result follows. It is the purpose of this note to deduce the multivariate Fujiwara bound. The reader might feel justly perplexed as an algebraic hypersurface in C d , for d ≥ 2, is non-compact; hence, it cannot be bounded in norm. The bound we present is of a different flavor. In (1) , the arguments of the maximum function are the roots of a certain tropical polynomial constructed from g (w), and Fujiwara's theorem bounds the distance from the amoeba of g (w) to this tropical variety. The bound is manifested in the factor of two appearing in front of the maximum operator in (1) .
We have chosen to take the approach of exponential sums. That is, we consider a d-variate exponential sum where c k ∈ C and λ k ∈ R d for k = 0, . . . , n. We collect the exponents λ k for k = 0, . . . , n, in a support set Λ. We will say that f is polynomial if Λ ⊂ Z d . The name reflects the simple fact that f is polynomial if and only if there exists a polynomial g such that f (z) = g (e z ). Let z = x + i y, where x, y ∈ R d . The amoeba A ( f ) of the exponential sum f is defined as the projection of the zero locus V ( f ) ∈ C d under taking component-wise real parts, i.e., A ( f ) = ℜ(V ( f )). In the case of a polynomial exponential sum the amoeba A ( f ) coincides with the classical amoeba of the polynomial g , introduced in [6] as the image of V (g ) ⊂ (C * ) d under the logarithmic absolute value map.
The "tropicalization" of f is by definition, in this context, the "tropical exponential sum"
The tropical variety V (f ), denoted T ( f ), is known as the Archimedean tropical variety of f . For
Define µ(Λ) to be the minimal (Euclidean) distance between two points of Λ. We will call µ the scaling parameter of f . As the standard scalar product is a bilinear form, we can simultaneously dilate the amoeba A ( f ) and the tropical variety T ( f ), at the cost of an adjungate dilation of the support set Λ. It follows that any bound on the (Euclidean) distance between A ( f ) and T ( f ) must take the parameter µ into account.
In this modern language, Fujiwara's bound is part b) of the following theorem. Theorem 1.1 (Ergür, Paouris, and Rojas, [3] ).
We will give the multivariate Fujiwara bound in two versions, one for polynomial exponential sums and one for general exponential sums. This distinction is somewhat surprising. In Theorem 1.1, as well as in the bounds given in [3] (to be compared with [1] ), the generalization from polynomial to arbitrary exponential sums is manifested in a division by the parameter µ; in the multivariate setting there are further complications.
Theorem 1.2. Let f be a polynomial exponential sum. If x ∈ R
d is of (Euclidean) distance at least
Theorem 1.3. Let f be an exponential sum with
The bounds from Theorems 1.2 and 1.3 are not sharp, cf. Theorem 1.1. Though, the above bounds implies the existence of sharp Fujiwara bounds, which we denote ∆ d for polynomial exponential sums and∆ d (µ) for general exponential sums. In the case of polynomial exponential sums, the sharp bound ∆ d can be determined implicitly as the unique positive zero of an explicit exponential series, see §2. Such an implicit description of the sharp bound∆ d (µ) is not know; see the discussion in §5.1. It is clear that ∆ d ≤∆ d (1) , since polynomial exponential sums is a special case of exponential sums. We will remark in §5.1 that this inequality is strict. Presumably, the extra factor of d appearing in (6) is necessary.
In Theorem 1.1 special attention is placed on the case when λ is a vertex of the Newton polytope of f . A similar analysis can be made in the general case, however the bounds obtained are not significant improvements of (5) respectively (6), see Remark 4.2.
This note could be taken as a remark to the papers [1] and [3] , where similar bounds were given in terms of the number of monomials n. That fewnomial bound, for general exponential sum, is of the form log(n)/µ. Hence, our degree bound implies that the fewnomial bound is sharp only if we allow for d to be arbitrarily big. Consider, e.g., the case d = 2. For polynomials the sharp degree bound (see Table 1 ) is an improvement of the fewnomial bound if f has least eight terms. The sharper bounds obtained through the methods presented in §2 yields, still in the case d = 2, an improvement of the fewnomial bound if f has at least five terms.
IMPLICIT BOUNDS DETERMINED BY Λ
In this section we will derive an implicit bound ∆(Λ) on the distance δ between a point in the amoeba A ( f ) and the Archimedean tropical variety T ( f ). We will work with a fix support set Λ. Our bound will be highly implicit. We will associate to Λ a (finite) family of real univariate exponential sums, each with a unique positive root. The bound in question will be the maximum of these roots. It will be the task of later sections to make the bound explicit in the case of specific families of support sets Λ.
and only if for each k we have that
Proof. The closest point y to x on the line defined by the equation
Hence, the lemma follows from the observation that the inequality
Definition 2.2. For a fix support set Λ and index ι, we define the characteristic exponential sum
Notice that even for Λ ⊂ Z d the characteristic function is in general not polynomial. For this reason the natural setting for the problem under consideration is that of exponential sums.
Proof. Using Lemma 2.1 we have that
Remark 2.4. The function Ξ ι is a strictly decreasing function for δ ∈ (0, ∞) such that, firstly, Ξ ι (0) = n and, secondly, Ξ ι (δ) → 0 as δ → ∞. It follows that the equation Ξ ι (δ) = 1 has a unique positive solution which we denote by δ ι . The assumption that Ξ ι (δ) < 1 in Theorem 2.3 holds for any δ > δ ι .
Definition 2.5. Let Λ be a support set. We define the Λ-distance bound ∆(Λ) to be the positive real number max(δ 0 , . . . , δ n ).
Theorem 2.6. Let f be an exponential sum with support set Λ. Assume that x ∈ R d is of (Euclidean)
Proof. This follows from the definition of ∆(Λ) and Theorem 2.3.
LOPSIDEDNESS
We will, in this section, work towards a converse result of Theorem 2.3, which will be crucial to investigate the sharpness of the bounds from Theorems 1.2 and 1.3.
Definition 3.1. The exponential sum (3) is said to be lopsided at x ∈ R d with respect to ι if
Further more, f is said to be lopsided at x if there exists an index ι such that f is lopsided at x with respect to ι. The set of points x such that f is not lopsided is called the lopsided amoeba of f and is denoted L ( f ).
Upon examination of the proof of Theorem 2.3 the crucial property is that f (z) is lopsided at x with respect to ι. The inclusion A ( f ) ⊂ L ( f ) follows from, e.g., [4] . Hence, lopsidedness implies
The lopsided amoeba admits several equivalent definitions, the most useful for our purposes is given in the following proposition. c k e iθ k e 〈λ k ,z〉 . Then,
Proof. By definition, the exponential sum is lopsided at x if and only if there is no convex polygon with side lengths |c 0 |e 〈λ 0 ,x〉 , . . . , |c n |e 〈λ n ,x〉 . On the other hand, x ∈ A ( f θ ) if and only if there exists z ∈ C with ℜ(z) = x such that the complex numbers c 0 e iθ 0 e 〈λ 0 ,z〉 , . . . , c 0 e iθ 0 e 〈λ 0 ,z〉 , viewed as vectors in R 2 , forms the boundary of a convex polygon.
We are concerned, in this paper, with approximations of the amoeba A ( f ) that only depends on the norms of the coefficients c k for k = 0, . . . , n. The lopsided amoeba is the universal such Proof. Fix an arbitrary point x ∈ R d . Set |c ι | = 1, and for each k = ι define |c k | so that equality holds in (7). By construction we have that ι(x) = ι. It follows from Lemma 2.1 that, for any choice of arguments of the coefficients c k for k = 0, . . . , n, we have that x is of distance δ from T ( f ).
Further more, by construction we have that
and hence, for any choice of arguments of c k for k = 0, . . . , n, it holds that x ∈ L ( f ). In particular, by Proposition 3.2, we can choose the arguments of the coefficients c k for k = 0, . . . , n such that
POLYNOMIALS
The aim of this section is to explore upper bounds on ∆(Λ) when Λ ⊂ Z d . The proofs in this section are based on the following simple remarks related to the function Ξ ι (δ). Firstly, we have
Secondly, the root δ ι increases if we act on Ξ ι (δ) by decreasing the magnitude |λ k − λ ι | for some k (by shifting λ k ).
Proof of Theorem 1.2. Assume that
is well defined. We can assume without loss of generality that λ ι = 0. Thus,
where the rightmost sum is taken over all β ∈ Z d such that β = 0. In order to evaluate the latter sum we will subdivide 
Hence, by Theorem 2.3, we have that
Remark 4.1. As mentioned above, the bound (5) 
which is less than or equal to one if and only if δ ≥ log(3). For general d, to obtain a sharp bound, one should solve for δ the equation
where the sum is taken over all non-zero β ∈ Z d .
Remark 4.2. The original Fujiwara bound is concerned with the norm of the largest root, as in part b) of Theorem 1.1. Similarly, the bounds from Theorems 1.2 and 1.3 can be sharpened if we consider only the case when λ ι is a vertex of the Newton polytope of f . For such a vertex, we have that Λ is strictly contained in a halfplane passing trough λ ι . Therefor, it suffices to solve the equation given by replacing the right hand side of (8) by two. This does not yield a significant improvement. Applying the same method as in the proof of Theorem 1.2 we obtain the bound
where we note that the expression inside the logarithm tends to 1/(2 + 3) as d tends to infinity.
4.1. The case d = 2. Let us briefly discuss the case d = 2. The bound from Theorem 1.2 is 2log 2 + 3 . This bound is far from sharp; an improved bound can be obtained from the proof of that theorem using that |β| ≥ max(β 1 , β 2 ). Which yields that x ∈ R 2 \ A ( f ) is assured as long as x is of distance at least Proof. Let δ < d log(3), and let ξ(δ) be defined by the relation 
In particular, if we choose ε < ξ(δ), then
In particular, it follows from Theorem 3.3 that ∆ d > δ. Since δ < d log(3) was arbitrary, the result follows.
THE GENERAL CASE
Let us now consider the general case of Λ ⊂ R d . Recall that µ = µ(Λ) denotes the minimal (Euclidean) distance between two points of Λ. Our approach to prove Theorem 1.3 is the following: for each ι, we will approximate Λ with a subset of a dilation of Z d such that the function Ξ ι (δ) can only increase.
Proof of Theorem 1.3. Fix ι. It suffices to show that Ξ ι (δ) < 1 for δ fulfilling (6) . Consider, for each λ k ∈ Λ with k = ι a closed d-dimensional ball S k centered at λ k with radius µ/2. Since all pairs of points of Λ are of distance at least µ, two such spheres intersect in one point at the most.
Each sphere S k contains as a subset a d-dimensional cube B k with side lengths l = µ/ d and centre of mass at λ k . Consider the dilated lattice
Then, either λ k ∈ Γ in which case we setλ k = λ k , or there exists a pointλ k ∈ Γ in the interior of S k such that |λ k | ≤ |λ k |. Indeed, the vector − sgn(λ k ) (with arbitrary entries ±1 for the components of λ k which vanishes) determines a "quadrant" of B k which is completely contained in the half space {ξ ∈ R d | |ξ| ≤ |λ k |}. Such a quadrant contains at least one point of Γ in its closure. If Γ belongs to the boundary of S k , then Γ is a vertex of B k , in which case all vertices the corresponding quadrant of B k , including λ k , belongs to Γ.
Setλ ι = λ ι , and letΛ ⊂ Γ be the support set containing allλ k for k = 0, . . . , n.
, hence it suffices to show that Ξ ι (δ) is smaller than one, for δ fulfilling (6) .
|β|, and we can conclude thatΞ
whereΞ ι is the characteristic function of β ι with respect to the support set B. It thus follows from Theorem 1.2 that the right hand side is majorized by one if µ
which is equivalent to (6). 
