A general theory of thermoacoustics is derived for arbitrary stack pores. Previous theoretical treatments of porous media are extended by considering arbitrarily shaped pores with the only restriction that the pore cross-sections vary slowly in the longitudinal direction. No boundary-layer approximation is necessary. Furthermore, the model allows temperature variations in the pore wall. By means of a systematic approach based on dimensional analysis and small parameter asymptotics, we derive a set of ordinary differential equations for the mean temperature and the acoustic pressure and velocity, where the equation for the mean temperature follows as a consistency condition of the assumed asymptotic expansion. The problem of determining the transverse variation is reduced to finding a Green's function for a modified Helmholtz equation and solving two additional integral equations. Similarly the derivation of streaming is reduced to finding a single Green's function for the Poisson equation on the desired geometry.
Introduction
The most general interpretation of thermoacoustics, as described by Rott (1980) , includes all effects in acoustics in which heat conduction and entropy variations of the (gaseous) medium play a role. In this paper, we will focus specifically on the theoretical basis of thermoacoustic refrigerators, heat pumps or prime movers; the devices that exploit thermoacoustic effects to produce useful refrigeration, heating, or work. show how these equations simplify inside a narrow tube and we derive equations for the mean and acoustic variables. In § 4 we discuss mass streaming. Then in § 5, we derive an expression for the acoustic power and we show how it is affected by the dimensionless parameters. Finally, in § 6 a short discussion of the results is given.
General thermoacoustic theory
2.1. Geometry Thermoacoustic devices are usually of the form shown in figure 1 (Waxler 2001) , that is, a (possibly looped) duct containing a fluid (usually a gas) and a porous solid medium, possibly with neighbouring heat exchangers. The duct endings can be both open and closed. For the analysis here we focus on what happens inside the porous medium. We will model the porous medium as a collection of narrow arbitrarily shaped pores aligned in the direction of sound propagation as shown in figure 2. Typical examples are the two-dimensional parallel plates and threedimensional circular or rectangular pores. Furthermore, we allow the pore boundary to vary slowly (with respect to the channel radius) in the direction of sound propagation, as shown in figure 2(b). The system (x, r, θ) forms a cylindrical coordinate system for the stack pore.
In our analysis, we restrict ourselves to one stack pore and its neighbouring solid. Let A g (x) denote the gas cross-section and A s (x) the half-solid cross-section at position x. Let Γ g denote the gas-solid interface and Γ s the outer boundary of the half-solid. We choose Γ s and A s such that at Γ s the heat flux is zero (for straight pores Γ s is the centreline of the solid). The remaining stack pores and solid can then be modelled by periodicity. On Γ g , S g (x, r, θ) := r − R g (x, θ) = 0, Weakly nonlinear thermoacoustics 45 with R g (x, θ) the distance of Γ g to the pore centreline at position x and angle θ. Similarly on Γ s , S t (x, r, θ) := r − R t (x, θ) = 0, where R t (x, θ) := R g (x, θ) + R s (x, θ) denotes the distance of Γ s to the origin at position x and angle θ.
Commonly, the porous medium is called a stack or a regenerator depending on the relative pore width. Following Garrett (2004) we will use the so-called Lautrec number N L to distinguish between the stack and regenerator. The Lautrec number is defined as the ratio between the pore radius and the thermal penetration depth. If N L ∼ 1, the porous medium is called a stack, and if N L 1, it is called a regenerator.
If N L 1, as is the case in a resonator, then there is hardly any thermoacoustic effect.
Governing equations
The general equations describing the thermodynamic behaviour in the gas are the well-known conservation laws of mass, momentum and energy (Landau & Lifshitz 1959) . Introducing the convective derivative df dt = ∂f ∂t + v · ∇f, these equations can be written in the following form: Here, ρ is the density, v the velocity, p the pressure, q the heat flux, T the absolute temperature, the specific internal energy and τ the viscous stress tensor. For q and τ we have the following relations:
Fourier's heat flux model: q = −K∇T , (2.4) Newton's viscous stress tensor: τ = 2μD + ζ (∇ · v)I, (2.5) where K is the thermal conductivity, D = ∇v/2 + (∇v) T /2 the strain rate tensor, and μ and ζ the dynamic (shear) and second viscosity.
In general, the viscosity and thermal conductivity will depend on temperature. For example, Sutherland's formula (Licht Jr & Stechert 1944) Chapman & Cowling (1939) , the variation of thermal conductivity is approximately the same as the variation of the viscosity coefficient. The thermodynamic parameters C p , C v , β and c may also depend on temperature (see Appendix A). The temperature dependence of μ and K is particularly important, as it allows investigation of Rayleigh streaming: forced convection as a result of viscous and thermal boundary-layer phenomena.
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The equations above can be combined and rewritten (Landau & Lifshitz 1959) to yield the following equation for the temperature in the fluid
In the solid, we only need an equation for the temperature. The temperature T s in the solids satisfies the diffusion equation
Another useful equation, that can be derived by combining equations (2.1)-(2.3) with the thermodynamic relations from Appendix A, describes the conservation of energy in the following way (Landau & Lifshitz 1959) :
where h is the specific enthalpy. The equations (2.1), (2.2), (2.6) and (2.7) can be used to determine v, p, T and T s . We should add an equation of state that relates the density to the pressure and temperature in the gas. For the analysis here, it is enough to express the thermodynamic variables ρ, s, and h in terms of p and T using the thermodynamic equations (A7)-(A10) given in Appendix A. For the numerical examples given in § § 3.4 and 5.1, it is necessary to make a choice and we choose to impose the ideal gas law,
However, the analysis presented here is also valid for non-ideal gases and nowhere will we use this relation.
To distinguish between variations along and perpendicular to sound propagation we will use a τ in the index to denote the transverse vector components. For example, the transverse gradient and Laplace operators are introduced as follows:
The equations will be linearized and simplified using the following assumptions: (i) the temperature variations along the stack are much smaller than the average absolute temperature;
(ii) time-dependent variables oscillate with fundamental frequency ω. At the gassolid interface, we impose the no-slip condition
(2.9) The temperatures in the solid and in the gas are coupled at the gas-solid interface Γ g where continuity of temperature and heat fluxes is required:
where n is a vector outward normal to the surface. The boundary Γ s , with outward surface normal n , is chosen such that no heat flux goes through, i.e.
Note that since ∇S g and ∇S t are vectors normal to the surfaces we can also replace the two flux conditions by
2.3. Non-dimensionalization To make the above equations dimensionless, we apply a straightforward scaling procedure. First, we scale time by the frequency of oscillations and the spatial coordinate by a typical pore radius R g :
Note that because we consider narrow stack pores, the typical length scale of radius variation is much larger than a radius. We therefore introduce the small parameter ε as the ratio between a typical radius and this length scale. At Γ g , we havẽ
Similarly at Γ s , we havẽ
where B r = R g /R t is the blockage ratio. Our formal assumption of slow variation has now been made explicit in the slow variable X. Secondly, we rescale the remaining variables as well, using characteristic values:
Thirdly, we observe that the system contains 18 parameters, in which 6 physical dimensions are involved. The Buckingham π theorem (Buckingham 1914) implies that the 18 parameters can be combined into 12 independent dimensionless numbers. In can be expressed in the other parameters as follows
The remaining 12 dimensionless numbers are independent and can be chosen arbitrarily.
In the analysis below, we will use explicitly M a 1 (small velocity amplitudes) and ε 1 (long pores). Other important parameters in thermoacoustics are κ, S k and N L . κ is a Helmholtz number and is therefore a measure for the relative length of the stack with respect to the wavelength; short stacks imply small Helmholtz numbers. In §3.2, it will be shown that S k is a measure for the contribution of the thermoacoustic heat flux to the total heat flux in the stack and can be both small and large, depending on the application. As mentioned previously, the Lautrec number distinguishes between the porous medium being a stack (N L ∼ 1) or a regenerator (N L 1). These limiting cases are described in table 2.
Hereinafter, we will use dimensionless variables, but omit the tildes for convenience. For ease of notation we also introduce the notation
Substituting (2.15) into (2.1)-(2.3), we arrive at the following set of dimensionless equations: 
Equations (2.6) and (2.7) for the fluid and solid temperature transform into
Furthermore, the conservation of energy (2.8) transforms into
Finally, we have the following boundary conditions at the gas-solid interface. First, for the velocity, we have
(2.24a) Second, for the temperature we can write
2.4. Small-amplitude and long-pore approximation We assume a small amplitude A of acoustic oscillations, i.e. the velocity pressure, density and temperature fluctuations are small relative to their mean value, which can be used to linearize the equations given above. Since all variables are dimensionless, we can use the same A to linearize all variables, e.g. the relative pressure or velocity 
Furthermore, for the velocity we assume v 0 = 0. As the velocity was scaled with the speed of sound, the obvious choice for A then becomes the acoustic Mach number M a , and we will therefore use the following expansion:
The first index is used to indicate the corresponding power of M a , and the index after the comma is used to indicate the frequency of the oscillation (Swift (2002) ).
Here, we assumed a harmonic time-dependence for the first-order fluid variables with dimensionless frequency 1 (i.e. dimensional frequency ω). Furthermore, for the second-order fluid variables, we have the combined effect of the second harmonic f 2,2 , which oscillates at twice the fundamental frequency, and the steady streaming part f 2,0 . We assume that the first harmonic f 2,1 is not excited. In our analysis, we will express the streaming variables in terms of the f 0 and f 1 variables. The second harmonic f 2,2 is in fact of no interest for the analysis here, but nevertheless it is included for the sake of completeness.
Note that for the analysis in the next sections, we need to know only the leadingorder approximation of the thermodynamic parameters c, β, C p and C v . The index 0 will therefore be omitted.
Additionally, since we also assume ε 1, we may expand the perturbation variables f i again to include powers of ε as well. However, this would lead to messy derivations. Instead, we will assume that ε ∼ M a , so that the geometric and streaming effect can be included at the same order. In the end, after all the analysis has been performed, we can still put ε M a or ε M a .
We will use an overbar to indicate time-averaging, and brackets to indicate transverse averaging in the gas, i.e.
where A g is the area of A g . The time-average of a harmonic variable always yields zero, since Re[ae j it ] ≡ 0, for any j ∈ N, a ∈ C. However, the time-average of the product of two harmonic variables is, in general, not equal to zero, as Here the * denotes complex conjugation.
Thermoacoustics in a pore
In this section, a coupled system of ordinary differential equations will be derived for T 0 , p 1 , u 1 and an auxiliary variable V to include the effect of cross-sectional variations. Furthermore, several F j -functions will be introduced that contain the transverse variations of the acoustic variables.
Acoustics
We follow an approach similar to that of Arnott et al. (1991) . First, we introduce some auxiliary functions. Define α ν , α k and α s as follows:
Given the differential operators
Note that Arnott et al. (1991) adopt a slightly different notation; F (x; α j ) instead of F j . Also there is an additional minus-sign in (3.1a) because they assume a timedependence of the form e −it , whereas we follow the conventional notation e it of Rott (1969) and Swift (1988) . Now expand the fluid variables in powers of M a as shown in (2.25). Substituting the expansions into the transverse components of the momentum equation (2.19), putting ε 2 = ηM 2 a , and keeping terms up to first order in M a we find
Collecting the leading-order terms in M a we find we find that ∇ τ p 0 = 0, so that p 0 is a function of X only. Furthermore, collecting the first-order terms in M a , we additionally find that ∇ τ p 1 = 0, so that p 1 is also a function of X only.
Collecting first-order terms in M a , we find that the X-component of the momentum equation (2.18) transforms into iM a κρ 0 u 1 = − dp 0 dX − M a dp 1 dX
To leading order, we find that dp 0 /dX = 0 and therefore p 0 is constant. Next, assume that the mean temperature T 0 is a function of X only. Below, we will show that this is indeed the case. As a result, we also find that μ 0 = μ 0 (X) and K = K 0 (X). Then, collecting the terms of first order in M a , we find that u 1 satisfies
With the help of (3.1), we can integrate (3.2) subject to v| Γ g = 0 and write u 1 and dp 1 /dx as
Next, we turn to the temperature equation. Substituting our expansions into (2.21) and (2.22), and keeping terms up to first order in M a , we find
To leading order, this reduces to ∇ Next, collecting the terms of first order in M a , we find that T 1 and T s 1 can be obtained from
where we substituted (3.3) for u 1 .
To solve the temperature from (3.4), we must first introduce some additional auxiliary functions. Arnott et al. (1991) solve the differential equations (3.4) using the boundary condition T | Γ g = 0, which allows a solution as a combination of F ν and F k -functions. However, with the boundary conditions given in (2.24), this approach will not work here. Assume for now the boundary function g := T 1 | Γ g is known and choose g p and g u such that
dT 0 dX dp 1 dX .
We can now write for the temperature
where 7b) and
The standard way of solving such boundary-value problems is to make use of the Green's functions for the given Helmholtz equations on a cross-section with appropriate boundary conditions. In Appendix B we will show how the g j and F ij functions can be determined using Green's functions. Using relations (A 5) and (A 8) and substituting T 1 , we can derive the following relation for the acoustic density fluctuations:
Finally, we turn to the continuity equation (2.17). Expanding the variables in powers of M a and keeping terms up to first order in M a , we find
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Therefore, averaging (3.10) over a cross-section and multiplying with −iκ, we obtain the following equation as a consistency relation for v 1 :
After substituting (3.9) and putting
dT 0 dX dp 1 dX + β(1 − f ν ) dT 0 dX dp 1 dX
Eventually using
we obtain the dimensionless equivalent of Rott's wave equation for general porous media
We can now combine (3.3) and (3.12) to find a coupled system of first-order differential equations for p 1 and u 1 . From (3.3), we find
Substituting this into (3.12), we find that (3.14) and, repeating (3.3), we also have dp
To complete the system of equations, it still remains to find an equation for the mean temperature T 0 . The next section explains how this can be done.
3.2. Mean temperature by the method of slow variation Here, we will use (2.23) to determine the mean temperature T 0 . In calculating T 2,0 , a consistency relation will be derived that determines T 0 . The method adopted here is also referred to as the method of slow variation (Van Dyke 1987; Mattheij, Rienstra & 
Averaged in time, the left-hand side of this equation will drop out. Consequently, on expanding in powers of M a and keeping terms up to second order, we can neglect the T-term and find Plugging in relation (2.26) and rearranging terms, we find
Similarly, we can show in the solid that (2.22) reduces to
We will now use the flux condition (2.24c) to derive a differential equation for T 0 . Time-averaging and expanding (2.24c) in powers of M a and collecting the secondorder terms in M a , we find
This condition can be rewritten as
where n τ := ∇ τ S g /(∇ τ S g ) is the outward unit normal vector to Γ g . Similarly, since n τ := ∇ τ S t /(∇ τ S t ) is the outward unit normal vector to Γ s , we find from (2.24d)
Now on the one hand, by applying the divergence theorem, substituting the flux conditions (3.18) and (3.19), and noting that A = (1/2) 2π 0
2 ) 1/2 dθ, we find
On the other hand, combining (3.16) and (3.17), applying the divergence theorem and using v| Γ g = 0, we also have 
The quantity within the large brackets isḢ 2 , the time-averaged total power (or energy flux) along X, and we findḢ 2 is independent of X. Indeed, in steady state, for a cyclic refrigerator or prime mover without heat flows to the surroundings, the time-averaged energy flux along X must be independent of X. The approach used in deriving this equation is quite similar to that of Rienstra (2003) . Substituting the thermodynamic expressions (A 7) and (A 9), dh = T ds + 1 ρ dp = C p dT + 1 ρ (1 − βT ) dp, into (3.22), we finḋ
Now first note that
where
Furthermore, integrating (A 9), we find that
where T ref is some reference temperature. Substituting (3.5) into (3.23) and using (3.24), we find after some manipulatioṅ
This expression represents the total power along the X-direction (wave direction) in terms of T 0 , p 1 , u 1 ,Ṁ 2 , material properties and geometry. GivenḢ 2 , independent Weakly nonlinear thermoacoustics 57 of X, we can solve (3.25) for dT 0 /dX,
27)
It is possible to go a step further and improve the expression for the mean temperature by determining the correction term T 2,0 . Integrating (3.16) and (3.17) using an appropriate Green's function, we can determine T 2,0 and T s 2,0 up to some X-dependent function T b 2,0 (= T b 2,0 (X)). In the same way as the differential equation (3.26) for T 0 followed as a solvability condition for T 2,0 and T s 2,0 , we can derive an ordinary differential equation for T b 2,0 as a solvability condition for the fourth-order mean temperatures T 4,0 and T s 4,0 . Performing this analysis, it is possible to include transverse variations into the mean temperature profile, since T 2,0 does depend on x τ in contrast to T 0 . This can be useful when analysing heat-transfer processes in thermoacoustic heat exchangers or for short regenerators.
3.3. Integration of (3.14), (3.15) and (3.26) In addition to T 0 solving the differential equation given in (3.26), we have that u 1 and p 1 satisfy the differential equations given in (3.14) and (3.15). We have already introduced the auxiliary functions a 1 and a 2 in (3.27) and (3.28). To simplify notation even more, we also introduce
Consequently, we find that we have to integrate the following system of ordinary differential equations:
Equations (3.29) form a system of five coupled equations, determining the five real variables: Re(p 1 ), Im(p 1 ), Re( u 1 ), Im( u 1 ) and T 0 . Given the total energy fluxḢ 2 , the mass fluxṀ 2 , the geometry, and appropriate boundary conditions in X, these equations can be integrated numerically. For example, if the stack is positioned in a resonator with the left-hand stack end at distance x L from the closed end, then we 58 P. H. M. W. in 't panhuis, S. W. Rienstra, J. Molenaar and J. J. M. Slot can impose
where k is the wavenumber. In addition, we can still choose the constantḢ 2 . In a steady-state situation without heat exchange with the surroundings,Ḣ 2 = 0. In this case, the thermoacoustic heat flow is balanced by a return diffusive heat flow in the stack and in the gas, so that the net heat flow is zero. Alternatively, we can also impose a temperature T R on the right-hand stack end and look for the correspondinġ H 2 that gives the desired temperature difference. We see that the total energy flux through the stack, the cross-sectional variations, the small-amplitude acoustical oscillations and the resulting streaming may cause O(1)-variations in the mean temperature. The energy fluxḢ 2 can be changed by external input or extraction of heat at the stack ends and consequently change the mean temperature profile. The acoustic oscillations affect the mean temperature via the well-known shuttling effect (see e.g. Swift 1988 ). With a non-zero mass fluẋ M 2 , heat will be carried to the hot or cold temperature and thus affect the mean temperature also. This can either be a loss or contribute to the heat transfer.
Note that the temperature gradient scales with κ and 1/S 2 k . Thus, in the limits κ → 0 (short stack limit) or S k → ∞ (small velocities; heat conduction is dominating), the temperature difference across the stack will tend to zero, unless sufficient heat is supplied or extracted (|Ḣ 2 | 1). Furthermore, the velocity and pressure gradients also scale with κ, which justifies the assumption of constant stack pressure and velocity that is commonly applied in the short-stack approximation (see e.g. Swift 1988; Wheatley, Swift & Migliori 1986) .
Finally, remember that these equations are not completely independent of the parameter M a that we used to linearize; a dimensionless number S k still appears in the equations. In (2.16), we showed that
so that there is still a term with M a present in the equations. Furthermore, the effect of streaming is, included also. Hence, the theory derived here is not exactly linear as it is usually claimed to be. Therefore, we prefer to use the term weakly nonlinear to indicate that there is still a nonlinearity involved. In the section below, we show how the equations relate to previous papers on this topic. 3.4. Special configurations The system of ordinary differential equations derived above is valid for arbitrarily shaped and slowly varying cross-sections and incorporates streaming via the constanṫ M 2 . Note that μ, K, c and C p may depend on temperature. Below, we show how these equations compare to previous work on this topic. The difference with the equations above lies mainly in the chosen geometry or boundary conditions.
For pores with rotationally symmetric cross-sections, we can show that f ku and f kp satisfy
Furthermore, the expressions for f bu and f ku simplify into
As a result, the expressions for a 1 , . . . , a 5 transform into the familiar form (Swift 2002 )
, (3.36)
For the simple two-dimensional case of parallel-plate configuration, the auxiliary functions simplify further into the expressions
Note that R g and R s may be X-dependent. For constant pore cross-sections, these expressions agrees with those derived by Rott (1969) . Another simplification arises, if we neglect streaming and change the boundary conditions (2.24b)-(2.24d) by simply putting T | Γ g = 0. Then F ku = F kp = F k and f bu = f bp = 0, and equations (3.29) simplify into those derived by Arnott et al. (1991) for arbitrary (constant) pore cross-sections with
We have tested our equations for the standing-wave parallel-plate configuration as described by Atchley et al. (1990) (TAC#3) with the geometry as given in figure 3 . Using MATLAB's ode45, a Runge-Kutta type solver, we were able to integrate the equations numerically subject to the boundary conditions given in (3.30). We will compare our results to the measurements of Atchley et al. (1990) and the theoretical prediction of Wheatley et al. (1986) . Wheatley et al. (1986) obtained an analytic expression for the temperature difference across the stack whenḢ = 0, provided the stack is short compared to the wavelength and has a plate distance that is large compared to the thermal penetration depth. Figure 4 shows the temperature difference generated over the stack in the casė H = 0, and compares it to the measurements and the theoretical prediction. We consider two cases with drive ratios of 0.28 % and 1.99 %. The drive ratio is the ratio of the pressure oscillation amplitude and the mean pressure. For the low drive ratio, the fit with the measurements is remarkably good, even better than the theoretical predictions. For the high drive ratio, the fit with the theory is still quite good, but the agreement with the measurements becomes worse. Atchley et al. (1990) attribute this difference to uncertainties in the thermal conductivity of the stack material or possible measurement errors. It is not apparent why the theory and numerics match better for the high drive ratio. However, we do observe that if we increase the plate length or plate separation, then the agreement becomes rapidly worse.
Acoustic streaming
This section discusses steady second-order mass flow in the stack driven by first-order acoustic phenomena. The analysis is valid for arbitrarily shaped pores supporting a temperature gradient. Moreover, the temperature dependence of viscosity is taken into account. There are several types of streaming that can occur simultaneously. Three kinds of streaming are shown in figure 5 . Gedeon streaming refers to a net time-averaged mass flow through a stack pore, i.e.Ṁ = 0, typical for looped-tube thermoacoustic devices. Rayleigh streaming refers to a time-averaged toroidal circulation within a stack pore driven by boundary-layer effects at the pore walls that can occur even ifṀ = 0. Inner streaming refers to a time-averaged toroidal circulation in the whole stack, so that the net time-averaged mass flow can differ from pore to pore both in size and direction. Inner streaming can, for example, be caused by inhomogeneities at the stack ends. Streaming effects are usually undesirable, but it was suggested by Swift (2002) that for some applications it can be useful as a substitute for heat exchangers.
We start with the continuity equation (2.17). If we time-average the equation and expand in powers of M a , then the zeroth-and first-order terms in M a will drop out. Consequently, we find to leading order
Again applying the divergence theorem and noting that v τ | Γ g = 0, we can average over a cross-section to find d dX
The expression between the brackets isṀ 2 , the time-averaged and cross-sectionalaveraged mass flux in the X-direction. It follows thatṀ 2 is constant, which is to be expected as there is no mass transport through the stack walls. We can now express u 2,0 in terms ofṀ 2 and the first-order acoustics as follows:
Next we turn to (2.19). Expanding in powers of M a and ε, and averaging in time, we find to leading order in M a and ε that ∇ τ p 2,0 = 0, so that p 2,0 = p 2,0 (X). Subsequently, time-averaging equation (2.18), we find to leading order 
The first-order acoustics collected in f can be interpreted as a source term for the streaming on the left-hand side, with the last term being characteristic for Rayleigh streaming. We can also see this as a Poisson equation for the streaming velocity u 2,0 , which may be solved using a Green's function. Introducing the Green's function G m that, for fixedx τ ∈ A g (X), satisfies
we have
Computing the cross-sectional average, we can relate dp m 20 /dX to u m,20 as follows: dp 2,0 dX
Summarizing, given the mass fluxṀ 2 and the first-order acoustics, it only remains to compute the Green's function G m for the desired geometry. Then u 2,0 , dp 2,0 /dX and u 2,0 can be determined consecutively from (4.1), (4.6) and (4.5).
Acoustic power
The time-averaged acoustic power dẆ 2 used or produced in a segment of length dX, second order in M a , can be found from
Using (2.26), we find to leading order
Substituting (3.15) and (3.14) into (5.2) we find
The first term contains the temperature gradient dT 0 /dX and is called the sink or source term. It will either absorb (refrigerator) or produce (prime mover) acoustic power depending on the magnitude of the temperature gradient along the stack. This term is the unique contribution to thermoacoustics. The last two terms are the viscous and thermal relaxation dissipation terms, respectively. These two terms arise owing to the interaction with the wall, and have a dissipative effect in thermoacoustics.
5.1. The effect of pore size To see the effect of reducing the pore size, we test how (5.3) behaves for small N L or W o . Plugging (3.31) and (3.32) into (5.3), we find for the particular case of a parallel-plate geometry with ε s = 0, that 
ν 2 denote the source/sink term, thermal relaxation dissipation and viscous dissipation, respectively. Unsurprisingly, (5.5) shows that the dissipation in a regenerator (N L , W o 1) is dominated by viscous dissipation and in a stack (N L , W o = O(1)) by thermal relaxation dissipation. In a regenerator, there is perfect thermal contact, but very small pores and therefore viscous dissipation will be dominant. In a stack, on the other hand, there is imperfect thermal contact, but wider pores. Thus, thermal relaxation dissipation is dominant here. Dissipation is usually undesirable, so N L should be chosen carefully.
As an example, we go back to the standing-wave configuration as modelled by Atchley et al. (1990) . We again consider the situation in whichḢ = 0, and position the stack near the closed end of the resonator. For a drive ratio of 2 %, we then investigate the behaviour of the acoustic power as a function of N L . In figure 6 , we have plotted the acoustic power Ẇ 2 absorbed by the stack together with its source term and dissipation components. The pore radius R g is varied and the remaining parameters are kept the same as in Atchley et al. (1990) .
Looking at the graph of the thermal relaxation dissipation Ẇ k 2 , we observe that Ẇ k 2 tends to zero for decreasing N L , but only until N L ∼ 0.1. Below this value, Ẇ k 2 starts to grow rapidly again because Ẇ k 2 scales with |p 1 | 2 . As the pore size becomes smaller and smaller, the pressure drop (and also the velocity) in the stack will become larger and larger, cancelling the effect of the prefactor Im(f k ). For the viscous dissipation Ẇ ν 2 , the situation is simpler. Both |u 1 | 2 and its prefactor will explode for small N L , and therefore Ẇ ν 2 too, as the graph clearly shows. The graph also shows that the source term is maximal for N L close to 1. Below this value, the viscous dissipation increases dramatically and therefore, for the case considered here, N L should not be taken smaller than 1. This is why commonly in standing-wave devices, N L is taken close to 1. 
Discussion
A weakly nonlinear theory of thermoacoustics for general porous media, applicable for both stacks and regenerators, has been developed based on a dimensional analysis and using small parameter asymptotics. Crucial assumptions for the linearization were M a 1 (small amplitudes) and e 1 (slow longitudinal variation). The theory is weakly nonlinear in the sense that we include second-order terms in M a and ε (streaming and conduction). Moreover, the linearization parameters M a and ε do not disappear completely from the system of equations (3.29), but come back in the dimensionless parameter S k . The asymptotic theory can easily be extended to include higher-order terms, so that the higher harmonics can be included as well. Although this is a logical next step, we have not incorporated them into the analysis, as they can be treated separately and would only cloud general understanding.
In addition to M a and ε, we have identified several other dimensionless parameters (S k , κ, N L ) that are crucial in thermoacoustics. For these parameters, we have indicated various parameter regimes, each signifying specific geometrical or physical constraints. Furthermore, we have demonstrated the implications of varying the dimensionless parameters on the mean temperature gradient and the acoustic power produced or absorbed by the stack.
Compared to previous work on general porous media (Arnott et al. 1991) , we have extended the model to include acoustic streaming and variations in the pore wall temperature, while allowing slowly varying cross-sections. Temperature dependence of thermal conductivity, viscosity, speed of sound and specific heat is taken into account as well. So far, the derivation of streaming has been restricted to specific geometries, whereas we consider arbitrary pore cross-sections. Furthermore, previous work on variable cross-sections has been restricted to wide tubes. Our results, on the other hand, are also valid for narrow tubes supporting a temperature gradient.
The assumption of slow variation allows us to determine the transverse variation separately from the longitudinal variation. The longitudinal variation is determined by the coupled system of five (real) ordinary differential equations given in (3.29). By systematic construction of the asymptotic theory we have found that the mean temperature T 0 follows as a solvability condition for the higher-order mean temperature T 2,0 , which has not been noted before. This procedure could be repeated to compute the higher-order temperature profile T 2,0 to provide a more accurate solution. The transverse variation of the acoustic variables is reduced to calculating Green's functions of the modified Helmholtz equation for the gas and solid and solving two additional integral equations. Lastly, the problem of determining streaming has been reduced to computing a single Green's function for the Poisson equation on the desired geometry.
B.1. F -functions
First, we introduce the Green's functions G ν and G k . For every X we fixx τ ∈ A g (X), setx := Xe x +x τ , and solve for j = ν, k Using the Green's identities, the F j -function can be expressed in G j (j = ν, k) as follows:
Next, we also introduce the Green's functions G s . For fixedx τ ∈ A s (X) we solve Given g j , it can be shown that
The hats in the gradients and integrals are used to indicate that the differentiation or integration is with respect tox. It only remains to determine the unknown boundary functions g u and g p for which we will use the boundary condition (2.24c). If we impose
then (2.24c) is satisfied to leading order. We now find that g u and g p are found from the following integral equations:
where Ψ u , Ψ p and K are defined as
A g ∇ τ (G k (x;x) − P r G ν (x;x)) · n τ dŜ, K(x;x) = ∇ τ (∇ τ (G k (x;x) − σ φG s (x;x)) · n τ ) · n τ .
In most cases, these integral equations are not trivially solved. Arnott et al. (1991) avoided this problem by setting the wall temperature equal to zero, i.e. g u = g p = 0, which is a reasonable assumption for most practical cases. In that case, F su = F sp = 1 and F kp = F ku = F k as introduced by Arnott et al. (1991) . The second case for which the solution is simple is when A g is rotationally symmetric, i.e. the case discussed in § 3.4. Then K and the g i -functions will be constant on Γ g (X) and we find
For the general case, we must resort to the general theory of integral equations. For example, a solution can be attempted in the form of a sum of orthogonal basis functions.
B.2. Green's functions for various stack geometries There is more than one way to determine the Green's functions G j . One way is using the method of images (Duffy 2001) . The method of images adds homogeneous solutions to the free-space Green's function in such a way that their sum satisfies the right boundary conditions. The free-space Green's functions are given in table 3 and are fundamental solutions of the Laplace and modified Helmholtz equations that have suitable behavior at infinity.
As an example, we consider the case n = 1 where we have a geometry as shown in figure 7(a), so that x τ = y. Define Φ j (x,x) := 1 2α j exp(−α j |y −ŷ|), j = ν, k, s.
We now want to add a homogeneous function such that the resulting function vanishes at Γ g . Introducing sources at the reflection points 2R g −ŷ and −2R g −ŷ, we can cancel the contribution ofŷ on Γ g . However, to eliminate the contributions of 2R g −ŷ and −2R g −ŷ we have to introduce even more sources. Continuing in this way, we can write the Green's functions G j (j = ν, k) in the form of an infinite
