We derive a generalization of the classical dynamical Yang-Baxter equation (CDYBE) on a self-dual Lie algebra G by replacing the cotangent bundle T * G in a geometric interpretation of this equation by its Poisson-Lie (PL) analogue associated with a factorizable constant r-matrix on G. The resulting PL-CDYBE, with variables in the Lie group G equipped with the Semenov-Tian-Shansky Poisson bracket based on the constant r-matrix, coincides with an equation that appeared in an earlier study of PL symmetries in the WZNW model. In addition to its new group theoretic interpretation, we present a self-contained analysis of those solutions of the PL-CDYBE that were found in the WZNW context and characterize them by means of a uniqueness result under a certain analyticity assumption.
Introduction
The dynamical Yang-Baxter equation plays an important role in current research on low dimensional integrable systems and in related areas of mathematics (see the reviews [1, 2] and references therein). In the original form of this equation [3] the 'dynamical variable' belongs to the dual of a Cartan subalgebra of a simple Lie algebra, G. Etingof and Varchenko [4] introduced a generalization of the classical dynamical Yang-Baxter equation (CDYBE) for which the variable lies in the dual of an arbitrary subalgebra H ⊂ G. The CDYBE on H ⊂ G ensures the Jacobi identity of a Poisson bracket (PB) of a certain form on the phase space H * × G × H * , where G is a connected Lie group with Lie algebra G, which thus becomes a Poisson-Lie (PL) groupoid [4] . The distinguished special case H = G has interesting applications [5, 6] . The corresponding PB on G * ×G ×G * can be viewed as a modification of the canonical PB of the cotangent bundle T * G expressed in terms of redundant variables. The idea developed in the present Letter is to replace T * G in the construction of [4] by its PL analogue, the Heisenberg double [7, 8] , associated with a factorizable constant r-matrix. This will lead to a natural PL analogue of the CDYBE on G. In fact, we shall obtain equation (24), which we call the 'PL-CDYBE', as the guarantee of the Jacobi identity of a PB on a PL groupoid of the formǦ × G ×Ǧ, whereǦ is a neighbourhood of e ∈ G diffeomorphic to a corresponding domain in the dual G * of the PL group G equipped with the quadratic r-bracket.
The PL-CDYBE turns out to coincide with a special case of the generalized CDYBE that governs the chiral WZNW PBs for generic monodromy [6] . This special case corresponds to PL symmetries in the chiral WZNW model, and in this context some remarkable solutions of (24) have been found in [6] , too, although the fact that they are solutions was proved in quite an indirect manner only. We here give a self-contained presentation of these solutions, which has the advantage of showing also their uniqueness under a certain analyticity assumption. It will be clear that these solutions are the natural PL analogues of the canonical (Alekseev-Meinrenken) solution of the CDYBE on G found in [4, 5, 6] .
The present Letter may serve as a starting point towards deriving generalizations of the CDYBE on H ⊂ G for which the dynamical variable belongs to the dual H * of a PL subgroup H of a PL group G. For this, one should extend the observation [9] that the CDYBE on H ⊂ G can be obtained by applying Dirac reduction to the PL groupoid that encodes the CDYBE on G. We hope to return to this question in the future.
As for the organization of the rest of the Letter, the derivation of the PL-CDYBE is contained in Section 2, its analytic solutions are described in Section 3, and are further discussed in Section 4. Our results are summarized by Proposition 1 in Section 2 and by Proposition 2 in Section 3.
PL generalization of the CDYBE on G
Consider a (real or complex) self-dual Lie algebra 1 G with a fixed invariant scalar product , and a corresponding connected Lie group G. The scalar product is used to identify the dual space G * with G. We below recall the derivation of the CDYBE on G and then generalize it to the PL case in correspondence with any antisymmetric constant solution r ∈ G ⊗ G of the modified CYBE:
. Summation over coinciding indices is understood and the notations
C are used throughout the Letter.
Recall of the CDYBE on G
Let us introduce the phase space
and equip it with the Poisson structure { , } 0 P defined as follows:
In this description of the PBs of the fundamental variables g, ω L,R we employ the standard tensorial notation [11] that implicitly refers to an arbitrary matrix representation of G. The formulae
define left-and right actions of the group G on P. These are Poisson actions in the usual sense, with respect to the zero PB on G = {q}, and the corresponding momenta that generate them are directly given by ω L and ω R , respectively. The constraint
defines a Poisson submanifold of (P, { , } 0 P ), which can be identified with the cotangent bundle T * G with its canonical PB. Conversely, (P, { , } 0 P ) is obtained from the cotangent bundle by 'forgetting' this familiar relation between the left-and right momenta. Now consider a (smooth or holomorphic) map R :Ǧ → G ∧ G, whereǦ ⊂ G is an open submanifold stable under the adjoint action of G. By using R, let us try to define a PB { , }P on the manifoldP :=Ǧ × G ×Ǧ ⊂ P by the following formula:
This formula differs from (3) only in the first line that contains R.
It is easy to check that the Jacobi identities of { , }P require R to be equivariant,
and to satisfy the equation
where I is some G-invariant constant element of G∧G∧G. Equation (9) is the (modified) CDYBE on G. (Strictly speaking, the term 'modified' should be used if I = 0.) The above interpretation of the CDYBE on G is taken from [4] . Due to the equivariance property (8) , the actions of G given by φ (4) and ψ (5) yield Poisson actions on (P, { , }P) that are generated by the momenta ω L,R in the same way as in the R = 0 case. It is also explained in [4] that (P, { , }P) has the structure of a PL groupoid.
Let F denote the holomorphic complex function given by
By using the identification G ⊗ G ≃ End(G) defined by the scalar product on G, one obtains [4, 5, 6 ] a solution of (9) by setting
with f in (1). In [12] this r-matrix is called 'canonical' since it is actually the unique solution of (9) under assuming (11) as an ansatz with some holomorphic odd function regular at 0. Generalizations of the canonical r-matrix are described in Section 3.
Derivation of the PL-CDYBE
A natural PL analogue, (P,
with the PB { , } 0 P defined by
The Poisson submanifold (T * G) r ⊂ P specified by the constraint
is the PL analogue of the cotangent bundle considered in [7, 8] . The formulae
define left-and right actions of the group G on P . These are PL actions if the group G = {q} is endowed with the Sklyanin PB
and then Ω L,R yield group valued momenta generating these actions. It is well known [7] that the PB on G appearing in the second line of (13) becomes the natural PB on the PL group G * dual to G if we locally identify G * with G in the standard manner. This PB on G is sometimes referred to as the Semenov-Tian-Shansky PB. The Poisson space (P, { , } 0 P ) is a linearization of (P, { , } 0 P ) in the same sense in which T * G is the linearization of its PL analogue (see e.g. [8] ). This is further discussed in Section 4. Now it should be clear how the above set of analogies can be extended to obtain a natural PL generalization of the CDYBE on G. As input data, we consider a (smooth or holomorphic) map R :Ǧ → G ∧ G, whereǦ ⊂ G is an open submanifold stable under conjugation by any q ∈ G. We then require R to define a PB, { , }P , on the manifolď P :=Ǧ × G ×Ǧ by means of following modification of (13):
We are interested in such Poisson structures for which the restrictions of Φ (15) and Ψ (16) toP yield PL actions of the group G equipped with the Sklyanin PB (17). As is easy to check, the ansatz (18) enjoys this PL symmetry if and only if R is equivariant,
Therefore we assume (19) to hold. The equivariance of R also guarantees the Jacobi identities
To explain how this works, let λ a and ρ a denote the vector fields on G that operate on the group element by left-and by right multiplication by T a ∈ G, respectively. In other words, λ a and ρ a are the right-and left-invariant vector fields associated with T a ∈ T e G, respectively. Introduce also
In fact, (18) implies the relation
The right hand side vanishes as a consequence of the infinitesimal version of (19),
The other Jacobi identity in (20) holds in a similar manner. The Jacobi identities involving
}P are automatically satisfied since they do not contain R. Note that Ω L,R serve as momentum maps for (P , { , }P ) in the same way as they do for (P, { , } 0 P ). The only further requirement on R imposed by the Jacobi identities of { , }P is the PL-CDYBE described in following proposition. a (smooth or holomorphic) 
where I is an arbitrary G-invariant constant element of G ∧ G ∧ G.
Proof. It is clear that (18) defines a PB if and only if the Jacobi identity involving {{g 1 , g 2 }P , g 3 }P is satisfied. A straightforward calculation gives
where the expression E reads as
By (25), the Jacobi identity requires E(Ω) to be a G-invariant constant. We notice that the equivariance (23) 
Remark 1.
It is remarkable that the PL-CDYBE (24) does not contain any explicit reference to the background constant r-matrix used in (18). This equation first appeared in [6] as a condition on the 'exchange r-matrices' associated with PL symmetries in the chiral WZNW model. In this application the role of the group valued variable is played by the monodromy matrix of the chiral WZNW field, but the PBs of the monodromy matrix are different from the Semenov-Tian-Shansky PBs that appear in the second and fourth lines of (18).
Remark 2.
The manifoldP =Ǧ×G×Ǧ is a groupoid [13] with the partial multiplication
defined by the constraints
These are first class constraints onP ×P ×P − if the first two factors are equipped with the PB { , }P andP − , the set of the hatted triples in (28), is equipped with the opposite PB. This means that the phase space (P , { , }P ) is a PL groupoid [14] . As far as the PBs are concerned, this PL groupoid is different from the groupoids associated with the WZNW exchange r-matrices in [6] even in the special case when those exchange r-matrices satisfy the PL-CDYBE (24). It would be very interesting to clarify the relationship (which is perhaps an equivalence by some change of variables) between the PL groupoids (P , { , }P ) and those constructed in [6] .
A family of solutions of the PL-CDYBE
To simplify some arguments, in the main body of this section we assume that G is a complex simple Lie algebra and describe certain solutions of (24) in this case. These dynamical r-matrices were originally found in the context of the WZNW model [6] . Their presentation below is considerably simpler than the one in [6] and our Proposition 2 includes a new uniqueness result as well. At the end of the section, it will be remarked that these solutions of (24) are available for any self-dual Lie algebra.
First note that for a simple Lie algebra the invariant I in (24) must have the form
where f is given in (1) and µ is some constant. If (30) holds and we identify G ⊗ G with End(G) by the scalar product on G, then (24) can be equivalently rewritten as the requirement
where the cyclic permutations act on X, Y, Z and we have
We suppose the domainǦ ⊂ G to be diffeomorphic to a neighbourhood of zeroǦ ⊂ G by means of the exponential map, and thus parametrize Ω ∈Ǧ according to Ω = e ω with ω ∈Ǧ.
We further write R(e ω ) =R(ω) for ω ∈Ǧ.
Define the holomorphic complex function h by
In fact, the required derivatives of R can be expressed in terms of the variable ω as
This is a consequence of standard identities (e.g. [15] ) expressing the left-and rightinvariant vector fields on G in the exponential parametrization. Now let F be a holomorphic complex function which is regular in a neighbourhood of z = 0 and is odd, F (−z) = −F (z). Then consider the ansatz
Note that F (ad ω ) is given by means of the Taylor series of F (z) around z = 0 if ω is near enough to zero. This ansatz automatically guarantees the equivariance and the antisymmetry of the dynamical r-matrix R(e ω ).
Proposition 2. Let G be a complex simple Lie algebra. The ansatz (37) provides a solution of the PL-CDYBE (31), which is equivalent to (24), on a domainǦ = exp(Ǧ) if and only if the holomorphic odd function F (z) is given by
where ν is an arbitrary constant related to the constant µ in (30) by µ =
Proof. We start by noting that equation (31) is satisfied onǦ if and only if it is satisfied on the dense, open submanifold ofǦ consisting of regular semisimple elements. Therefore we may subsequently fix ω to be an arbitrarily chosen regular semisimple element ofǦ. For such an ω it is convenient to choose a basis of G spanned by root vectors E α (α ∈ ∆), where ∆ is the set of roots with respect to the Cartan subalgebra H that contains ω, and a basis H i of H. The ansatz (37) gives directly that
The derivatives appearing in (31) can be computed with the aid of (36) and the equivariance of R, R(qΩq
where we introduced the notation
This can be spelled out as
for any α, β ∈ ∆. The first line of (42) simplifies if β = −α, since F (0) = 0 by the oddness of F . The nontrivial conditions represented by (31) arise in the cases
where H i ∈ H and α, β, (α + β) ∈ ∆. Indeed, by evaluating (31) for the independent choices in (43) we obtain that (31) under the ansatz (37) is equivalent to the following conditions on the holomorphic function F :
and
The differential equation (44) − ν 2 gives
The unique solution of this is
which yields
So far we have shown that for (37) to satisfy (31) it is necessary for F to be given by (48) with some ν. To see that it is also sufficient we must verify the functional equation (45). Using the identity coth x coth y − coth(x + y)(coth x + coth y) = −1, it is easy to check that for F given by (48), (45) if Ω is near to e ∈ G. For generic ν, the domain of this r-matrix can be extended naturally to contain all Ω that has a unique logarithm and the eigenvalues of ad log Ω do not intersect the poles of the holomorphic function F ν . If ν is a half-integer, then our r-matrix can be expressed directly in terms of Ω. For example, we obtain
since
(e z − 1)(e z + 1) −1 . The maximal domain of definition of R in (49) contains all Ω ∈ G for which −1 is not an eigenvalue of Ad Ω . It is easy to verify directly that (49) solves the PL-CDYBE (31) with µ = − 3 4 for any Lie group G with a self-dual Lie algebra.
Remark 4.
In fact, the statement of Proposition 2 remains valid if we replace the complex simple Lie algebra G with any (complex or real) self-dual Lie algebra. This can be proved by the method used in [12] to analyse the CDYBE (9) on an arbitrary self-dual Lie algebra. The arguments contained in [6] are also valid in this generality.
Discussion
In this Letter we have shown that equation (24) is a natural PL analogue of the CDYBE (9) on G and established a uniqueness result concerning the family of solutions of it given by (37) with (38). The PL-CDYBE together with these solutions appeared earlier in the concrete context of PL symmetries on the chiral WZNW phase space [6] . The present work provides a new, purely group theoretic interpretation of this equation.
Since T * G can be viewed as a 'scaling limit' of (T * G) r [8] , it should be possible to view also the canonical solution (11) of the CDYBE on G as a limiting case of the r-matrices given in Proposition 2. We conclude by outlining how this comes about.
Let { , }P ,ν denote the PB (18) onP defined by R(Ω) := F ν (ad log Ω ) with (38). For an arbitrary constant γ, consider the map π γ :P →P given by the scaled exponential parametrization π γ : (ω L , g, ω R ) → (e γω L , g, e γω R ).
By choosing the domainsǦ andǦ so that this map is one-to-one 2 , the PB γ{ , }P ,ν onP gives rise to a PB onP, which we denote by { , } ν,γ P . We then perform the limit γ → 0, but in such a way that at the same time we let ν to be a function ν γ for which lim γ→0 (γν γ ) = τ
with some constant τ . For functions Ψ 1 , Ψ 2 , the formula
is easily seen to define a PB onP. In fact, by inspecting the PBs of the basic variables g, ω L , ω R , we find that the PB { , } τP has the form of the ansatz (7) with R(ω) = F τ (ad ω ) where F τ (z) := τ coth(τ z) − z −1 .
2 Of course, ω L and ω R are also restricted by the condition that F ν (γad ω ) must be well-defined for ω = ω L , ω R , but here we suppress this dependence of the domainP on the parameters γ and ν for brevity. A maximal domain arises naturally in the limit γ → 0, which is used in (52).
Since F τ = 0 for τ = 0, { , } τP reproduces the original PB (3) onP for τ = 0. For τ = 1 (53) becomes the canonical r-matrix in (11) , and for an arbitrary τ = 0 it yields a solution of the CDYBE (9) with right hand side given by I = −τ 2 f . Thus the canonical r-matrix (11) is indeed a scaling limit of the r-matrices given by Proposition 2. This r-matrix serves as a source of many solutions of the CDYBE on subalgebras H ⊂ G by using Dirac reduction and by taking various limits [4, 9] . Its generalizations given by Proposition 2 may perhaps play an analogous role in the PL context, but this leads to questions outside the scope of the present Letter. Another open problem that could be interesting to study is to quantize these r-matrices. The related problem of quantizing solutions of the CDYBE on a non-Abelian base, such as on G, has been investigated recently in [16] .
