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Abstract
Using a recently developed perturbation formalism based on curvature
quantities, we investigate the linear stability of black holes and solitons
with Yang-Mills hair and a negative cosmological constant. We show
that those solutions which have no linear instabilities under odd- and
even-parity spherically symmetric perturbations remain stable under odd-
parity, linear, non-spherically symmetric perturbations.
1 Introduction
The discovery of solitonic [1] and black hole [2] solutions to su(2) Einstein-
Yang-Mills (EYM) theory sparked considerable study of the properties of non-
Abelian gauge theories coupled to gravity (see [3] for a comprehensive review
of the subject and a full list of references). Many examples of both globally
regular and black hole solutions have now been discovered, in a wide range of
theories involving various non-Abelian gauge fields, both with and without a
(positive or negative) cosmological constant.
Of this plethora of examples, many (but not all) are unstable. In particular,
there is a general result that solitons and black holes solutions of EYM theory
with a compact gauge group in asymptotically flat space must be topologically
unstable [4]. This instability is analogous to the instability of the flat-space
Yang-Mills-Higgs sphaleron [5]. In addition, su(2) EYM solitons and black
holes in the presence of a positive cosmological constant are unstable [6]. It
was therefore surprising to discover that this result does not extend to solutions
in anti-de Sitter (adS) space, when there is a negative cosmological constant.
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Both soliton [7] and black hole [8] solutions have been found which are linearly
stable with respect to spherically symmetric perturbations. It is the purpose
of the present article to examine the linear stability of these solutions with
respect to non-spherical perturbations.
We concentrate here on the odd-parity (or sphaleronic) sector. For spheri-
cally symmetric perturbations, the behaviour in this sector is “topological” in
the sense that it does not depend on the detailed structure of the solutions, but
only on global properties and boundary conditions. Further, it is in this sector
(which, for spherically symmetric perturbations, involves the perturbations of
the gauge field only, and not the metric perturbations) in which the analogy
with the flat space sphaleron is most pertinent. Analysis of this sector for soli-
tons and black holes in asymptotically flat space has shown that all the modes
of instability are contained within the spherically symmetric perturbations [9].
Again, this is the same as for the flat space sphalerons, where the only modes of
instability are spherically symmetric [10]. In this article we extend this result
to solitons and black holes in asymptotically anti-de Sitter space, and show
analytically that those solutions which are stable under spherically symmetric
perturbations remain stable under non-spherically symmetric perturbations in
the odd-parity sector. We shall return to the question of the stability under
non-spherically symmetric perturbations in the even-parity sector in a future
publication.
In order to discuss the stability, we use a recently developed perturbation
formalism, which is based on curvature quantities. The main advantage of this
formalism is that it allows us to cast the pulsation equations, governing linear
fluctuations on a static background, into the form of a gauge invariant wave
equation even when complicated matter fields are coupled to the metric. It has
been shown in [11] that for a static and purely magnetic solution of the EYM
equations (with arbitrary compact gauge group), the pulsation equations admit
the form of a symmetric wave equation for the linearized extrinsic curvature
and the electric field. It is precisely this symmetric form of the pulsation
equations which will be crucial in this article to show the stability of the above
mentioned solitons and black holes by analytic means.
This work is organized as follows. In section 2 we remember some impor-
tant results about the hairy black hole solutions with a negative cosmological
constant, recently found in [8], and the corresponding solitonic solutions [7].
In section 3, we briefly review the curvature-based formalism of perturbation
theory for a static background, and also generalize to the case where a cosmo-
logical constant is present. The harmonic decomposition and the decoupling of
the constraint and dynamical variables are performed in section 4, where the
absence of exponentially growing modes is also shown. Technical details and
the initial value formulation in terms of gauge-invariant quantities are discussed
in Appendix A and B, respectively.
The metric signature is (−,+,+,+) throughout, and we use the standard
notations 2ω(ab) = ωab + ωba and 2ω[ab] = ωab − ωba for symmetrizing and
2
antisymmetrizing, respectively. Throughout the paper, greek letters denote
spacetime indices taking values in (0, 1, 2, 3), while roman letters will denote
spatial indices taking values (1, 2, 3).
2 Solitons and hairy black holes with a negative cos-
mological constant
Hairy black holes in su(2) Einstein-Yang-Mills theory with a negative cosmo-
logical constant were first found in [8], and subsequently in [7], where the
corresponding solitonic solutions are also discussed. The equilibrium metric is
spherically symmetric
ds2 = −N(r)S2(r) dt2 +N−1(r) dr2 + r2 (dθ2 + sin2 θ dφ2) ,
and the gauge field potential has the spherically symmetric form
A = (1− w(r)) [−τφdθ + τθ sin θ dφ] .
Here the su(2) generators τr,θ,φ are given in terms of the usual Pauli matrices
σi by τr = er · σ/2i, etc. Writing N(r) = 1− 2m(r)/r − Λr2/3, where Λ is the
(negative) cosmological constant, the field equations take the form:
mr = G
[
Nw2r +
1
2r2
(w2 − 1)2
]
,
Sr
S
=
2Gw2r
r
,
0 = Nr2wrr +
(
2m− 2Λr
3
3
−G(w
2 − 1)2
r
)
wr + (1− w2)w, (1)
where G is Newton’s constant, and we have set the gauge coupling constant
equal to
√
4π for convenience.
We are interested in solutions which approach anti-de Sitter (adS) space at
infinity, so that the asymptotic behaviour of the field functions is:
m(r) = M +
M1
r
+O(r−2),
w(r) = w∞ +
w1
r
+O(r−2),
S(r) = 1 +O(r−4).
Here we already observe one difference between the configurations in asymp-
totically flat, and asymptotically adS space. For asymptotically flat space
solutions, either w∞ = 0, in which case the Reissner-Nordstro¨m (RN) solution
follows, or w∞ = ±1, so that there is no magnetic charge at infinity [12]. How-
ever, in adS, the boundary conditions place no restriction on the value of w∞,
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so in general, even non-Abelian solutions will be globally magnetically charged.
For black hole solutions having a regular event horizon at r = rh, all the field
variables have regular Taylor expansions near the event horizon, for example
w(r) = w(rh) +wr(rh)(r − rh) +O(r − rh)2.
However, there are just two independent parameters, S(rh) and w(rh) since
N = 0 at the event horizon, which gives
m(rh) =
rh
2
− Λr
3
h
6
.
In order for the event horizon to be regular, we shall also require that Nr(rh) >
0, which implies that
Fh ≡ 1− Λr2h −G
(w(rh)− 1)2
r2h
> 0.
From (1), one has
wr(rh) =
(w(rh)
2 − 1)w(rh)
rhFh
.
There are also globally regular (solitonic) solutions, for which the behaviour
near the origin is:
m(r) = 2Gb2r3 +O(r4),
w(r) = 1− br2 +O(r3),
S(r) = S(0)
[
1 + 4Gb2r2 +O(r3)
]
.
Here the independent parameters are b and S(0).
The simplest solutions to the field equations (1) are the Schwarzschild-adS
solution,
w = 1, S = 1, m = const.
and the RN-adS solution
w = 0, S = 1, m = const.− G
2r
.
In both cases, the YM field is effectively Abelian. It is however interesting to
study the stability of these solutions with respect to non-Abelian perturbations.
The solutions of greatest interest in this article are effectively non-Abelian
solutions, for which the gauge function w has no zeros, since these solutions
were shown in [8] to be linearly stable to both even and odd-parity spherical
perturbations. These solutions are unique to anti-de Sitter space, as w must
have at least one zero if the cosmological constant is positive or zero [13, 14].
In [8] it is proved that for any value of the gauge field at the event horizon,
w(rh) 6= 0, for all sufficiently large |Λ| there is a black hole solution in which w
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has no zeros. Similar behaviour is found numerically for the solitonic solutions
[7]. For spherical perturbations of these equilibrium configurations, it is proved
analytically that all the solutions in which w has no zeros are stable in the odd-
parity sector [8]. The even-parity sector is more complicated, but stability can
be proven for sufficiently large |Λ|.
In section 4 we shall require various properties of these soliton and black
hole solutions, particularly when |Λ| ≫ 1. We now briefly review the relevant
results, and refer the reader to [7, 8] for further details and proofs. We are
concerned with black hole and soliton solutions in which the gauge field function
w has no zeros, which exist for sufficiently large |Λ|. As |Λ| → ∞, the function
w approaches a constant value, given by w(rh) for black hole solutions, and
w ≡ 1 for solitons. This means that wr(r) tends to zero for all r as |Λ| → ∞.
In [8], it was shown that in fact
wr(r) ∼ o(|Λ|−
1
2 ) as |Λ| → ∞
for the black hole solutions, and that proof is easily extended to show that the
same is also true for the solitons. This result will be useful in section 4.
The other result we shall require in section 4 is that for these solutions in
which w has no zeros, the gauge function w cannot be equal to ±1 anywhere,
with the exception of the origin for the solitons (where regularity conditions
insist that w = ±1) and the Schwarzschild-adS solution. To see this, suppose
that w > 0 everywhere. Then w cannot have a local minimum in the region
0 < w < 1 nor a local maximum in the region w > 1 [8, 13]. For regular
solutions, w = 1 at the origin, and if it is initially increasing, it is necessary for
w to first reach a local maximum if it is to cross w = 1 again, which cannot
happen. Similarly, if w is initially decreasing, then, because w has no zeros,
it cannot have a local minimum which is necessary if w is to cross w = 1
again. For black hole solutions, the argument is dependent upon the value of
w(rh). If w(rh) = 1, then w ≡ 1 for all r, and the black hole geometry is
Schwarzschild-adS. If w(rh) > 1, then initially w is increasing, and the same
argument used above for the regular solutions applies. If w(rh) < 1, then
initially w is decreasing, and once again w cannot subsequently increase to
cross w = 1. Exactly the same argument works in both cases if w is negative
everywhere rather than positive.
In addition to the monopole solutions described in this section, dyonic
soliton and black hole solutions also exist [7], again in contrast to the situation
in asymptotically flat space, when the electric charge must be zero [12]. Due to
the non-vanishing electric field, the stability analysis of these solutions is more
complex (see, for example, [15] for the stability analysis of hairy black holes
with non-vanishing electric field), and in this paper we shall focus only on the
monopole solutions. However, we would anticipate that those dyonic solutions
for which w has no nodes would also be stable in the odd-parity sector, at least
when the electric field is small enough.
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3 The pulsation equations
We therefore consider linear fluctuations of a static and purely magnetic soliton
or hairy black hole solution in Einstein-Yang-Mills theory with a cosmological
constant. In a recent letter [11], we have shown that, at least in the pure EYM
case, such fluctuations can be described by a symmetric wave equation for the
linearized extrinsic curvature and the linearized electric field. In this section,
we review the results obtained there, and generalize to include a cosmological
constant. We discuss only the main steps in the derivation of a symmetric
and hyperbolic formulation for a static background and refer to [16] for more
details.
One starts with the ADM equations of EYMΛ theory, where the metric
and the gauge potential assume the form
g = −α2dt2 + g¯ij(dxi + βidt)(dxj + βjdt),
A = −Φαdt+ A¯i(dxi + βidt).
(Φ and A¯i are both Lie algebra valued.) On the background, the slicing Σt is
adapted to the staticity, i.e. the shift β and the time derivative of the 3-metric,
˙¯gij vanish. As a consequence, the extrinsic curvature tensor
Kij =
1
2α
(
˙¯gij − Lβ g¯ij
)
(2)
vanishes on the background. Similarly, the electric YM field, defined in terms
of the field strength F = dA+A∧A and the future pointing normal unit vector
field orthogonal to the slices, n = (∂t − β)/α, by
Ei = Fiµn
µ, (3)
is zero for static and purely magnetic solutions. Since Kij and Ei vanish
on the background, the tensors δKij and δEi, describing linear fluctuations,
are invariant with respect to both infinitesimal diffeomorphisms within the
slices and infinitesimal gauge transformation of the gauge potential. Hence,
it is natural to look for a wave equation in terms of these “vector-invariant”
quantities. In order to get such an equation, one then differentiates some
evolution equations with respect to the time coordinate t and uses the linearized
version of equations (2) and (3) in order to eliminate time derivatives of δg¯ij
and the gauge potential δA¯i . Next, one uses the linearized momentum and
Gauss constraint equations and spatial derivatives thereof in order to make the
spatial operator both elliptic and (formally) self-adjoint (the relevant scalar
product is given below). Finally, one makes use of the freedom in choosing a
(space-dependent) reparametrization of the time coordinate in order to impose
the maximal slicing condition,
δKii = 0.
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As a result, a hyperbolic and symmetric wave equation is obtained from the
following combinations of the field equations,
Λij ≡ α√−g ∂t δ
(√−g Eij)− 2
α
∇¯(i
(
α3δEj)0
)
+
1
α2
g¯ij∇¯k
(
α4δEk0
)
,
Λ
(Y M)
i ≡ −α∂tδ(DµFiµ) +
1
α
D¯iα
3δ(DµF0µ) + 2α
2F¯ kiδEk0,
where Eµν = Gµν − 8πGTµν = Gµν − 8πGT (YM)µν + gµνΛ. Here and in the
following, all quantities with a bar refer to the background 3-metric g¯ij and
the background magnetic potential A¯i . Latin indices are raised and lowered
with g¯ij , while the index zero refers to the unit normal n. Finally, D = d+[A| . ]
denotes the covariant derivative with respect to the gauge potential.
The wave equation reads
0 = Λˆij = Λˆ
(vac)
ij + Λˆ
(mat)
ij ,
0 = Λ
(YM)
i , (4)
where Λˆij denotes the trace-less part of Λij . In terms of the vector-invariant
quantities
Lij ≡ αδKij , A ≡ δα˙, Ei ≡ αδEi ,
one finds, after using the background equations Eµν = 0 and D
µFνµ = 0,
Λˆ
(vac)
ij = LLij + 4∇¯(i
(
αkLj)k
)
− 4α(i∇¯kLj)k − 2α∇¯k
(α(i
α
)
Lj)k
− 1
α
∇¯(iα2∇¯j)
(
A
α
)
+
1
3
g¯ij
(
− 2
α
∇¯k(ααl)Lkl + ∆¯A−R00A
)
,
Λˆ
(mat)
ij
4G
= αTr
{
F¯ kiF¯
l
jLkl +
1
4
F¯klF¯
klLij − 1
3
g¯ijF¯
ksF¯ lsLkl
}
− 8GαΛLij
−Tr
{
D¯k
(
αF¯ k(i Ej)
)
+
Ek
α
D¯(i
(
α2F¯ kj)
)
+
α2
3
g¯ijD¯k
(E l
α
)
F¯ kl
}
,
Λ
(YM)
i = EEi + 4GαTr
(
F¯ ljEl
)
F¯ij
+2αF¯ jk∇¯kLij − 2
α
LkjD¯
j(α2F¯ ki)− αF¯ij∇¯j
(
A
α
)
,
where Tr stands for an Ad-invariant scalar product on the Lie algebra and
where all second partial derivatives are contained in the hyperbolic operators
L and E , defined by
LLij =
(
1
α
∂ 2t − ∇¯kα∇¯k
)
Lij + 2αR¯
k
(iLj)k − 2αR¯kiljLkl,
EEi = 1
α
E¨i + 2D¯j
(
αD¯[iEj]
)− 1
α
D¯iα
3D¯j
(Ej
α
)
− α[F¯ij , Ej ].
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Note that the spatial parts of the operators defined in (4) are symmetric with
respect to the scalar product
〈(L(1), E(1)) , (L(2), E(2))〉
≡
∫
Σ
[
g¯ikg¯jlL
(1)
ij L
(2)
kl + 2GTr
{
g¯ijE(1)i E(2)j
}]√
g¯ d3x. (5)
The constraint equations are the linearized momentum constraint,
0 = αδEi0 = α∇¯j
(
Lij
α
)
− 2GTr
(
F¯ jiEj
)
, (6)
and the linearized Gauss constraint
0 = −αδ(DµF0µ) = αD¯j
(Ej
α
)
.
Additional constraints involving also perturbations of the metric and the gauge
potential themselves are the Hamiltonian constraint and all evolution equa-
tions, which we had differentiated in time in order to construct the wave oper-
ator.
Since we adopt the maximal slicing condition, there is an elliptic equation
for A, which is obtained from the trace of the tensor Λij ,
(
∆¯−R00
)
A = 2∇¯k
{
αlLkl +GTr(αF¯lkE l)
}
− 2GαTr
{
F¯ kmF¯ lmLkl
}
, (7)
where the momentum constraint equation (6) and the background equations
have been used in order to simplify the equation. Here R00 is the 00-component
of the Ricci tensor. From the background equations, one finds that R00 =
GTr(F¯ klF¯kl)/2 − Λ, and therefore, for a negative Λ, the operator on the left-
hand side of equation (7) is negative and the equation is solvable. As we have
argued in [16], this equation decouples when one projects the wave operator
onto the momentum constraint manifold. In the case of odd-parity perturba-
tions on a spherical symmetric background, as we are going to study below,
equation (7) is in fact void since it is a scalar equation.
4 Odd-parity fluctuations
4.1 The form of the perturbation equations
We now apply the curvature-based perturbation theory in order to study the
linear stability of the solutions discussed in section 2. Since the background
is spherically symmetric in this case, it is convenient to expand the linearized
extrinsic curvature and electric YM field in terms of spherical tensor harmonics.
Perturbations belonging to different choices of the angular momentum numbers
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ℓ and m decouple. Furthermore, the tensor harmonics can be divided into
parities. Here, we consider only odd-parity (axial) perturbations. The even-
parity (polar) case will be subject to a future article. Since the perturbations
of all scalar quantities vanish for odd-parity perturbations, the variation of
the lapse and the trace of the extrinsic curvature do not appear and therefore
the amplitudes parametrizing δKij and δEi are fully coordinate- and gauge-
invariant.
How to expand Lij and Ei in spherical tensor harmonics and how to find
the corresponding expansion of the wave operator is explained in Appendix A.
We introduce a coordinate ρ such that ∂ρ = NS∂r . Since we are dealing
with geometries which are asymptotically adS, ρ does not tend to infinity as
r →∞, but instead ρ tends to a finite value ρmax. We shall use the notation ρ0
to denote the lowest value of ρ, which is 0 at the origin for solitonic solutions,
and −∞ at the event horizon for black holes. Using this “tortoise” coordinate,
the resulting wave equation is(
∂ 2t − ∂ 2ρ +A∂ρ + ∂ρA+ S
)
U = 0, (8)
where U ≡ (h, a, b, k, c, d, e), with h and k parametrizing metric perturbations
and a, b, c, d and e parametrizing the YM field. The matrices A and S are
antisymmetric and symmetric, respectively, and have the block structure
A =
(
A1 0
0 A2
)
, S =
(
S1 S
T
t
St S2
)
,
where A1 and S1 are 3 × 3 matrices, whereas A2 and S2 are 4 × 4 matrices.
Defining
γ ≡ α
r
, f ≡ w2 + 1, u ≡ wρ
r
, v ≡ 2
√
G
w2 − 1
r
,
the non-vanishing matrix elements of A1 and A2 can be written as
(A1)13 = −(A1)31 = −
√
Gu,
(A2)14 = −(A2)41 = −
√
2Gu.
The matrix S is given by
S1 = γ
2


r
γ3
(
γ
r
)
ρρ
+ λ+ v2 sym. sym.
µ v
γρρ
γ3
+ [λ+ 2f ] sym.
−w v −
√
Gr2
γ4
(
γ2u
r2
)
ρ
−2µw γρρ
γ3
+ [λ+ f ] + 4Gu
2
γ2

 ,
S2 = γ
2


rρρ
rγ2
+ λ+ 4Gu
2
γ2
sym. sym. sym.√
λ v [λ+ 2f ] + v2 sym. sym.
0
√
2µw [λ− 2 + 3f ] sym.√
2G
uρ
γ2
−√2λw 0 [µ2 − f ]

 ,
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St =


2
√
λ γρ 0 0
r
γ
[
γ2
r
v
]
ρ
+ 2
√
Gγwu 2µγρ −2(γw)ρ − 2
√
Gγ uv
−√2Gµγ u 2√2(γw)ρ −
√
2µγρ
−
√
2Gλγ u 0
√
2λγρ

 ,
where µ2 = ℓ(ℓ+1) and λ = µ2− 2 depend on the angular momentum number
ℓ. The constraint equations are found to be
0 =
γ
r
∂ρ
(
r
γ
h
)
+ 2
√
Gub−
√
λγk − γ v c,
0 = γ ∂ρ
(
1
γ
a
)
− µγ c−
√
2γw d,
0 = γ ∂ρ
(
1
γ
b
)
+ γw c+
µ√
2
γ d−
√
λ
2
γ e. (9)
How to solve the initial value problem in terms of gauge-invariant quantities
is discussed in Appendix B. A nice fact is that the cosmological constant does
not appear explicitly in the above system, it appears only via the background
quantities S, N and w. As a consequence, the stability can be discussed on
the same lines as for asymptotically flat solutions [9]. Below, we study per-
turbations which are smooth and which vanish at the boundary points ρ = ρ0
(r = 0 or r = rh as applicable) and ρ = ρmax (r =∞). The spatial part of the
wave operator defined in (8) is symmetric for such perturbations, and since the
operator is real, self-adjoint extensions exist. The spectrum of the self-adjoint
extension which corresponds to physical boundary conditions decides the lin-
ear stability of the background solution. It is, however, beyond the scope of
this article to determine the self-adjoint extensions. We will rather base our
stability argument on an energy estimate.
4.2 The projection onto the constraint manifold and stability
In order to study the linear stability of the background solutions, one has to
consider the time evolution of perturbations U , which are restricted to the
constraint manifold defined by (9). Our next aim is therefore to separate
the purely dynamical degrees of freedom from the constraint violating modes.
Generalizing ideas introduced by Anderson et al. [17], we define the constraint
variables uc by the right-hand side of (9). We are then looking for a dynamical
variable, up , say, such that the wave equation assumes the form[
∂ 2t − ∂ 2ρ +
(
V c 0
V pc V p
)](
uc
up
)
= 0, (10)
when expressed in the new variables (uc, up). The operators V c , V pc and V p
are permitted to have up to first order spatial derivatives only. The components
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in V cp have to vanish in order for the constraint variables to evolve. On the
constraint manifold, uc = 0, we then get[
∂ 2t − ∂ 2ρ + V p
]
up = 0,
which is a wave equation for the dynamical variables up . Of course, it would
be nice if the transformation can be found in such a way that the new potential
V p is automatically symmetric. In our case, it turns out that this is possible.
As a simple example we first decouple the dynamical modes from the con-
straint violating ones in the vacuum case [16], where the YM amplitudes a, b,
c, d and e vanish, and where w = 1. The idea is to find a first order linear
transformation of the form(
uc
up
)
= B
(
h
k
)
, B = ∂ρ +C,
such that the spatial part of the wave operator factorizes,
− ∂ 2ρ +
(
r
γ
(
γ
r
)
ρρ
+ λγ2 2
√
λγρ
2
√
λγρ
rρρ
r
+ λγ2
)
= B†B, (11)
where B† = −∂ρ+CT is the (formal) adjoint of B. The desired wave equation
(10) is then obtained upon applying the operator B to the left of the original
wave equation (8). This yields
[
∂ 2t +BB
†
]( uc
up
)
= 0.
Since BB† is symmetric, the fact that V cp must vanish implies that V pc has to
vanish as well. Provided that the factorization (11) can be found, the constraint
and dynamical variables can therefore be decoupled completely.
It is far from obvious that such a transformation exists, since equation (11)
automatically implies that the spatial operator is positive. Nevertheless, it
turns out that the factorization can be found in our case. Indeed, by making
the ansatz
B = ∂ρ +
(
γ
r
(
r
γ
)
ρ
−√λγ
−√λγ A
)
,
where the first row of the matrix has been chosen such that uc is defined by the
right-hand side of the first equation in (9) and the second row such that there
are no first order derivatives in B†B, equation (11) is fulfilled if A = − rρ
r
. The
transformed spatial operator is
BB† = −∂ 2ρ +

 γr
(
r
γ
)
ρρ
+ γ2λ 0
0 r
(
1
r
)
ρρ
+ γ2λ

 .
11
Using r(1/r)ρρ = γ
2(2 − 6m/r) for a Schwarzschild background, we recognize
that the dynamical variables are governed by the Regge-Wheeler equation [18].
Since the spatial operator has the form B†B, it is positive on the space of
smooth perturbations with compact support. Therefore, in the odd-parity
sector, the linear stability of the Schwarzschild black hole can be established
without needing the explicit form of the Regge-Wheeler potential. This sort of
topological argument will be important below, since the background solutions
in EYM theory are not known in closed form.
We now show how to decouple the constraint and dynamical variables for
the full EYM wave equation (8). Here, the ansatz is(
uc
up
)
= BU, B = ∂ρ −A+CS ,
where the antisymmetric matrix A is given above and is introduced in order to
reproduce the first order derivatives in the wave operator in (8). The matrix
CS is assumed to be symmetric. Writing this matrix in block form,
CS =
(
C1 +A1 C
T
t
Ct C2
)
,
we must have
C1 =


γ
r
(
r
γ
)
ρ
0 2
√
Gu
0 −γρ
γ
0
0 0 −γρ
γ

 ,
CTt = γ


−√λ −v 0 0
0 −µ −√2w 0
0 w µ√
2
−
√
λ
2

 ,
in order for the constraint variables to be defined as the right-hand side of (9).
Hence, only the symmetric 4× 4 matrix C2 has to be matched.
Equating B†B with the spatial part of the wave operator, −∂ 2ρ +A∂ρ +
∂ρA+ S yields the following equations. First, we find the equation
−∂ρC1 +C21 +CTt Ct + 2A1C1 = S1 + ∂ρA1 ,
which is a consistency condition that can be shown to hold automatically. Next,
we have a linear algebraic equation for the unknown, symmetric matrix C2 ,
CTt C2 = Q
T , (12)
where Q ≡ St + ∂ρCt −CtC1 −A2Ct . Explicitly, we find
QT = γ


√
λ
rρ
r
2
√
Gwu −√2Gµu 0
0 0
√
2wρ 0√
Gλu −wρ 0 0

 .
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Finally, we get a differential equation for C2:
− ∂ρC2 +C22 + [A2,C2] = T , (13)
where T ≡ S2 −CtCTt +A22 , so that
T =


rρρ
r
+ 2Gu2 sym. sym. sym.
0 γ2w2 sym. sym.
0 − µ√
2
γ2w γ2[λ2 + w
2] sym.
√
2Guρ −
√
λ
2 γ
2w 12µ
√
λ γ2 γ2[µ
2
2 −w2]− 2Gu2

 .
Equation (13) can be shown to be consistent with the linear equation (12).
More precisely, if we set C ≡ C2CTt − Q, we can show that the differential
equation for C2 implies that
−∂ρC + (C2 +A2)C − C(2A1 +C1) = 0.
Suppose that we found a solution to the equations (12) and (13). Then,
the wave equation (8) is equivalent to the wave equation(
∂ 2t +BB
†
)
V =
(
∂ 2t − ∂ 2ρ +A∂ρ + ∂ρA+ S˜
)
V = 0,
where V = BU . The symmetric potential S˜ is given in block form by
S˜1 = S1 + 2[C1,A1] + 2∂ρ(C1 +A1),
S˜t = St + 2(C tA1 −A2Ct) + 2∂ρCt,
S˜2 = S2 + 2[C2,A2] + 2∂ρC2.
Since S˜1 and S˜t do not depend on C2 , they can be computed directly. One
obtains
S˜1
γ2
=


1
rγ
(
r
γ
)
ρρ
+ λ+ v2 + 4Gu
2
γ2
sym. sym.
µv 1
γ
(
1
γ
)
ρρ
+ λ+ 2f sym.
−w v +√G
(
u
γ2
)
ρ
−2µw 1
γ
(
1
γ
)
ρρ
+ λ+ f

 ,
and S˜t = 0. The fact that S˜t vanishes shows that - provided that we can
solve the equation (13) - the constraint variable and the dynamical variables
decouple from each other and are both governed by a symmetric wave equation.
The evolution equation for the constraint variables is given by the symmetric
wave equation (
∂ 2t − ∂ 2ρ +A1∂ρ + ∂ρA1 + S˜1
)
uc = 0,
and therefore, initial data which satisfies uc = u˙c = 0 will satisfy the constraint
equations for all later times.
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If we have been able to factorize the spatial operator, stability of our solu-
tions is then automatic. More precisely, one can show that for smooth pertur-
bations with compact support, the energy expression
E =
1
2
ρmax∫
ρ0
{
(U˙ , U˙ ) + (BU,BU)
}
dρ,
is constant in time. Our boundary conditions are that all perturbations vanish
at the origin (or event horizon) and at infinity. However, at this point, one can
also require less restrictive boundary conditions. At the horizon, for example,
it is sufficient to require that U and U˙ are finite. At infinity (ρ = ρmax), one can
impose the outgoing wave condition U˙ = −BU , which means that there is no
radiation coming from infinity. This condition implies that the energy cannot
increase in time. Since E ≥ 0, the kinetic energy must therefore be bounded
and exponentially growing modes cannot exist. The remarks in Appendix B
then show that the metric and the gauge potential themselves cannot grow
exponentially.
4.3 Factorization of the wave operator
The result of the previous section is that we have shown the stability of our
solutions once we have found a factorization of the spatial operator, that is,
a solution of the equations (12) and (13). This is the subject of the present
section.
For the moment, we exclude the Schwarzscild-adS and the RN-adS back-
grounds from the analysis below. These cases have to be treated separately.
We start with the distinguished cases ℓ = 0 and ℓ = 1. For ℓ = 0, only the
YM amplitudes a and d are present. The linear equation (12) then reduces to
−√2wC(ℓ=0)2 =
√
2wρ, with the unique solution C
(ℓ=0)
2 = −wρ/w. Equation
(13) is also fulfilled by this choice. Since we are interested in the fundamental
solutions where w has no zeros, C
(ℓ=0)
2 is regular, and the transformed potential
turns out to be
S˜
(ℓ=0)
2 = γ
2[w2 + 1] + 2
(wρ
w
)2
,
which is the same as the one obtained in [8] in the sphaleronic sector. The
potential S˜
(ℓ=0)
2 is positive, and has the asymptotic behaviour
S˜
(ℓ=0)
2 −→
2
r2
as r −→ 0,
S˜
(ℓ=0)
2 −→ 0 as r −→ rh,
S˜
(ℓ=0)
2 −→ −
Λ
3
(1 + w2∞) as r −→ ∞,
the behaviour at r = 0 being the same as for p-waves. Since S˜
(ℓ=0)
2 is positive,
linear stability follows, as discussed at the end of the previous subsection.
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[Note that for solutions where w has zeros, C
(ℓ=0)
2 is singular. In this case,
the method presented in [19] can be generalized and the existence of exactly n
unstable modes established (n being the number of nodes of the function w).]
For ℓ = 1 the amplitudes k and e are absent. The corresponding rows
and columns in the matrices Ct, C2, St, S2 and A2 have therefore to be
removed. [The consistency conditions checked so far remain valid, since for
ℓ = 1, the entries in the removed rows and columns decouple from the entries
in the other rows and columns.] The linear equation (12) turns out to have the
unique solution
C
(ℓ=1)
2 =
wρ
1− w2
(
w −1
−1 w
)
,
which also satisfies the differential equation (13). Thus, the constraint and
dynamical variables decouple, and the dynamical variables are governed by the
following symmetric wave equation:(
∂ 2t − ∂ 2ρ + S˜
(ℓ=1)
2
)
up = 0,
for
up =
(
∂ρ +C
(ℓ=1)
2
)( c
e
)
+ γ
( −2√G w2−1
r
−√2 w
0 −√2w 1
) ha
b

 ,
where the symmetric potential is given by
S˜
(ℓ=1)
2 = γ
2
(
2 + 4G (w
2−1)2
r2
4w
4w 1 + w2
)
+
2w2ρ
(1− w2)2
(
1 + w2 −2w
−2w 1 + w2
)
.
For solutions in which w has no zeros, the supersymmetric transformation is
regular provided that w 6= ±1. However, as discussed in section 2, for solitonic
solutions w = ±1 only at the origin, and for black holes, w2 is never unity
unless w ≡ ±1, in which case the geometry is Schwarzschild-adS. The new
potential is again positive and has a similar asymptotic behaviour as that for
ℓ = 0. Therefore, the stability follows also in this case.
For solutions in which w does have zeros, the transformation is again regular
provided that w 6= ±1. In asymptotically flat space, w does not cross ±1 for all
regular solitonic and black hole solutions, except that w = ±1 at the origin for
solitons [13]. This is also the case for the majority of solitons and black holes
in adS, so we can conclude that these solutions also have no unstable modes
for ℓ = 1. However, there are some regular solutions for which w has zeros and
does cross ±1 away from the origin or event horizon [8], for which we are not
able to draw conclusions about the existence of unstable ℓ = 1 modes.
We now turn to the generic case ℓ ≥ 2: The general solution to the linear
equation (12) can be written into the form
C2 = D (X0 + T (ρ)X1)D,
15
where D = diag(n2,m3,m4,m5) is a positive, constant matrix (the values of
n2, ... , m5, which are not relevant for what follows, are given in Appendix A).
The symmetric matrices X0 and X1 are
X0 =


−2λµ2 rρ
r
+ 4
√
Gf1wuv sym. sym. sym.
−2√2Gf1w u 2wwρ sym. sym.
2
√
2Gf1u −2wρ 0 sym.
4
√
2Gw2(1− w2)u 2w2wρ −2wwρ −f2wwρ

 ,
X1 =


4w2v2 sym. sym. sym.
−2√2Gw2v 2w2 sym. sym.
2
√
2Gwv −2w 2 sym.√
2 f2wv −f2w f2 12f22

 ,
where f1 = λ+ 2w
2 and f2 = µ
2 − 2w2. So far, the function T (ρ) is arbitrary.
Introducing this into equation (13) yields the following non-linear first order
differential equation for T :
− ∂ρT +AT 2 + BT + C = 0, (14)
with
µ2λA = 8G
r2
w2(1− w2)2 + 4
(
w2 − 1− λ
4
)2
+ 4λ+
7
4
λ2,
µ2λB = 8
[
2G
r2
(λ+ 2w2) + 1
]
(w2 − 1)wwρ ,
µ2λC =
[
2G
r2
(λ+ 2w2) + 2λ+ 4w2
]
w2ρ − µ2λ
(
λ
2
+w2
)
γ2. (15)
To summarize, it is sufficient to show that the single differential equation (14)
admits a global solution with appropriate boundary conditions in order to show
the stability of the evolution system (8), which is a wave equation for seven
amplitudes. In the next subsection we shall complete the stability proof by
showing the existence of a globally regular solution to (14).
Finally, we turn to the stability of the Schwarzschild-adS and RN-adS black
holes. The stability of the Schwarzschild-adS metric can be established on the
same lines as above, but one has to take into account that for ℓ = 1, the
matrix C2 is no longer uniquely specified by the linear equation (12), and
one obtains a differential equation similar to (14). Alternatively, one can also
use the perturbation formalism presented in Ref. [20], since in the odd-parity
sector, the cosmological constant does not appear explicitly.
While the stability proof goes through for ℓ ≥ 1, the RN-adS solution turns
out to be unstable with respect to odd-parity radial perturbations of the non-
Abelian part of the YM field which is parametrized by the amplitude d. When
w ≡ 0, the amplitudes a and d decouple, and d is governed by the equation(
∂2t − ∂2ρ −
N
r2
)
d = 0.
16
An easy way to find the instability is to use a trial function [21]. We define a
sequence of functions d(ρ) as follows:
d(ρ) = Z
( ρ
J
)
,
for J = 1, 2, . . .. The function Z(ρ) ∈ [0, 1] is defined by [21]
Z(ρ) = 0 for ρ < −P − 1,
Z(ρ) = 1 for ρ > −P ,
and
0 ≤ dZ
dρ
≤ Q for ρ ∈ [−P − 1,−P ],
where P and Q are arbitrary positive numbers. The expectation value of the
spatial operator yields, after some calculation,
〈
d
∣∣∣∣−∂ρ 2 − Nr2
∣∣∣∣ d
〉
=
∞∫
rh
(
Nd 2r −
d2
r2
)
dr
≤ Q
2
J
− 1
rh
,
while 〈 d | d 〉 < ∞. This expectation value is negative provided we choose J
to be sufficiently large. Therefore we conclude that there are exponentially
growing modes and the RN-adS black hole is unstable.
4.4 Global solutions to equation (14)
It remains at this stage to show that equation (14) has globally regular solu-
tions. We shall begin by considering only those solitons and black holes for
which w has no zeros, since these are the solutions of most interest to us.
In order to see that equation (14) admits global solutions, one rewrites it
as a linear, second order differential equation using the transformation
T = − 1A
zρ
z
. (16)
Going back to the radial coordinate r, this yields
∂2z
∂r2
+
[
1
NS
∂(NS)
∂r
− B˜ − 1A
∂A
∂r
]
∂z
∂r
+AC˜z = 0, (17)
where
µ2λB˜ = 8
[
2G
r2
(λ+ 2w2) + 1
]
(w2 − 1)wwr,
µ2λC˜ =
[
2G
r2
(λ+ 2w2) + 2λ+ 4w2
]
w2r −
µ2λ
Nr2
(
λ
2
+w2
)
. (18)
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The equation (17) is regular everywhere except at the origin, infinity, and (if one
exists) the event horizon r = rh, where there are regular singular points. Using
the asymptotic expansions and the standard Frobenius method, the solutions
for z near each of these points can be found.
Near the origin, for globally regular (solitonic) solutions, the functions in
(17) behave as:
µ2λA = 2λ2 + 4λ+O(r2),
µ2λB˜ = O(r3),
µ2λC˜ = −µ
2λ
r2
(
λ
2
+ 1
)
+O(1),
so that the origin is a regular singular point, and the two linearly independent
solutions have the form
z ∼ rℓ+1, r−ℓ.
If, instead, we are considering black hole solutions with an event horizon at
r = rh, then A and B˜ are regular functions at the event horizon, while C˜
diverges as (r − rh)−1. Therefore, again there is a regular singular point, this
time the indicial equation for z has a repeated root of zero, so that the linearly
independent solutions have the form:
z = O(1), O(log(r − rh)).
As expected, the negative cosmological constant means that the analysis at
infinity is different to that in the asymptotically flat case [9]. Letting s = 1/r,
the behaviour of the functions in (17) is:
NS = − Λ
3s2
+O(1/s),
A = A∞ +A1s+O(s2),
B˜ = B∞s2 +O(s3),
C˜ = C∞s4 +O(s5),
which implies that the point s = 0 is, in fact, a regular point. As a consequence,
the asymptotic forms of the linearly independent solutions for z at infinity are:
z = O(1), O(1/r).
The proof of the existence of global solutions to equation (17) can now pro-
ceed as in the asymptotically flat case [9]. Consider firstly black hole solutions.
We start near the event horizon with the solution having z = O(1) (i.e. with
no logarithmic term), so that z is positive for sufficiently small r − rh. At a
maximum of z, where dz/dr = 0, from (17) we have
d2z
dr2
= −AC˜z.
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It is clear from (15) that A > 0 always, so we need to investigate the sign of
C˜. In the asymptotically flat case [9], it was checked numerically that C˜ < 0,
but in our situation, we can prove this analytically for sufficiently large |Λ|.
First fix ℓ = 2. It was proved in [8] (see also section 2) that, as |Λ| → ∞,
N ∼ O(|Λ|), dw
dr
∼ o
(
|Λ| 12
)
for all r. Hence, for sufficiently large |Λ|, both terms on the right-hand-side of
(18) are vanishing, but the first term is o(|Λ|−1) and the second term O(|Λ|−1),
so the first term is vanishing more rapidly. Therefore, for sufficiently large |Λ|,
we have that C˜ < 0 for all r, for this particular value of ℓ. If we now replace
ℓ→ ℓ+1, then µ2λC˜ → µ2λC˜ +F , where a lengthy calculation (using the fact
that C˜ < 0 for the original value of ℓ) yields
F < λ+ 2w
2
(ℓ− 1)2(ℓ+ 2)
[
−2Gλ
r2
(2ℓ2 + 6ℓ)− 2λ(2ℓ2 + 6ℓ)
−8w2(ℓ− 1)(ℓ+ 2)
(
G
r2
+ 1
)]
< 0,
where λ and µ are calculated with the original value of ℓ. Therefore, as ℓ
increases C˜ decreases, and is therefore negative for all values of ℓ, for sufficiently
large |Λ|.
We conclude that z cannot have a maximum if it is positive, nor minimum
if it is negative. Therefore, since z is positive close to the event horizon, it will
remain strictly positive, and take the form
z = z∞ +O(r−1)
at infinity, where z∞ > 0. Since A is positive, and z has no zeros, using the
definition (16) we see that T is regular and exists globally with the asymptotic
behaviour
T ∼ (r − rh)
near the event horizon, and
T = O(1)
at infinity. As an example, the function T/S for a particular black hole solution
with Λ = −100 is shown in figure 1.
For globally regular solutions, a similar argument holds, using the solution
z ∼ rℓ+1 near the origin. In this case the function T behaves like r−1 for small
r but the behaviour at infinity is unchanged.
A careful analysis reveals that again, the behaviour of the transformed
potential S˜2 is similar to the ℓ = 0 case: S˜2 = O(1/r
2), O(r − rh), O(1) near
r = 0, rh,∞, respectively.
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Figure 1: The function y ≡ T/S for ℓ = 2, 3, 4, 5. The background solution is
a black hole with Λ = −100, rh = 1, and w(rh) = 0.9.
We have now completed the proof that those black holes and solitons which
have no unstable modes in the odd-parity sector for spherically symmetric
perturbations also have no unstable modes in the odd-parity sector when we
consider non-spherically symmetric perturbations. In other words, we have
proved the (odd-parity) stability of those solutions in which w has no zeros
and |Λ| is sufficiently large.
A similar analysis shows that the Bartnik-McKinnon solitons and the cor-
responding black holes with hair have no unstable modes with ℓ > 0 and odd
parity [9]. The only difference there, is that the background quantities imply
that the function T behaves like 1/r near infinity. Instead of approaching a
constant value, the transformed potential falls off as 1/r2 when r →∞.
The question, therefore, is whether our analysis can be extended to other
values of |Λ|. The answer, surprisingly, is no. The crucial part of the work is
the sign of the function C˜. For large |Λ| we have been able to show analytically
that C˜ is always negative. When Λ = 0, numerical analysis showed this to also
be the case [9]. However, for small, negative Λ, we have found numerically that
C˜ can be positive and the solutions to (14) blows up (for example, for black hole
solutions with Λ = −0.001, rh = 1 and w(rh) = 0.642). Therefore our analysis
does not extend and it may be that these solutions have additional instabilities
(they are already unstable for spherically symmetric perturbations). In order to
find such instabilities, one could use the nodal theorem for coupled, symmetric
systems of Schro¨dinger equations proved in Ref. [22] to count the number of
bound states of the spatial operator.
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5 Conclusions
In this article we have studied the linear stability of soliton and hairy black
hole solutions of su(2) Einstein-Yang-Mills theory with a negative cosmological
constant. We have applied a recently developed perturbation formalism which
is based on curvature quantities. The advantage of this approach is that one can
work with gauge-invariant quantities, which are governed by a wave equation
whose spatial part is symmetric. As a consequence, we were able to decouple
the constraint variables by a supersymmetric-like transformation, and to show
analytically the linear stability of soliton and black holes with respect to odd-
parity fluctuations. We stress that such a proof is unlikely to exist in a gauge-
invariant metric formulation, since when non-Abelian gauge fields are coupled
to the metric, the metric approach fails to yield a symmetric wave operator in
a natural way.
Our main result concerns those solutions in which the function w which
determines the gauge field potential has no zeros and the cosmological con-
stant is large and negative. These solutions are of particular interest as it
was already known that they have no modes of instability under spherically
symmetric perturbations. We have proved that this holds also for general, lin-
ear, perturbations in the odd-parity sector. This result is significant because
it shows that these static configurations possess no topological instabilities.
Therefore the presence of a sufficiently large (negative) cosmological constant
(which means that there is a large gravitational potential away from the black
hole horizon, or the centre of the solitons) stabilizes the situation. This may be
understood heuristically by analogy with the situation in quantum field theory
in curved space. A black hole can be in thermal equilibrium with a bath of ra-
diation at the Hawking temperature, however in asymptotically flat space this
equilibrium is unstable. Stability can be restored either by placing the whole
system in a box, or if the black hole instead resides in asymptotically anti-de
Sitter space [23], provided the cosmological constant is sufficiently large and
negative. In some sense, then, the structure of asymptotically adS space plays
a similar role in our situation to placing the black hole or soliton in a box,
which means that the gauge field cannot escape to infinity, as happens when
the corresponding configurations in asymptotically flat space are perturbed
[24]. Further, because of the above stability of the Hartle-Hawking state, the
black holes we have studied in this paper are precisely those which are most of
interest from the quantum field theory point of view. Therefore it is important
to establish their classical stability before studying the properties of quantum
fields propagating on these geometries. This will be the subject of future work.
Classically, some open questions remain. Firstly, we need to investigate the
stability of these solutions under non-spherically symmetric even-parity per-
turbations. The even-parity is generally less amenable to analysis, since its
properties depend crucially on the detailed structure of the equilibrium con-
figurations. However, in the situation in which we are interested, when the
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cosmological constant is large and negative, it was found in [8] that, for spher-
ically symmetric perturbations, the even-parity sector simplified considerably
and stability was proved analytically in this case. Therefore it seems reason-
able to suppose that simplification may be possible also for non-spherically
symmetric perturbations.
Next, we have not examined the zero modes of the pulsation equations,
i.e. the stationary solutions to the perturbation equations. Similarly to the
asymptotically flat case [25], we except to find slowly rotating and charged
solitons and black holes, the latter ones generalizing the Kerr-adS metric.
We shall return to these questions in a subsequent publication.
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A Harmonic decomposition of the wave operator
With respect to the background 3-metric
g¯ =
dr2
N
+ r2dΩ2,
odd-parity perturbations of the extrinsic curvature can be expanded according
to
Lrr = 0, LrB =
h˜√
N
SB, LAB = rk˜ 2∇ˆ(ASB) . (19)
Here and in the following, capital indices refer to coordinates on the 2-sphere.
In the above equation, SB = S
ℓm
B are the transverse vector harmonics, and
can be expressed in terms of the standard spherical harmonics Y ≡ Y ℓm as
SB = (∗ˆdY )B , where a hat refers to the standard metric on the 2-sphere.
Similarly, the electric YM field is expanded into su(2)-valued vector har-
monics with odd parity (see [20] for details),
Er = a˜
r
√
N
X1 +
b˜
r
√
N
X2,
EA = c˜ τrYA + d˜ Y τA + e˜
(
∇ˆAX2 + 1
2
µ2Y τA
)
, (20)
where in terms of the Pauli matrices σ = (σi), τr = er ·σ/(2i), τA = eA ·σ/(2i).
Here X1 and X2 are the su(2)-valued harmonics
X1 = Y τr, X2 = gˆ
AB∇ˆAY τB .
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The tensor harmonics in the expansions (19) and (20) are chosen to be orthog-
onal. After the rescaling
h˜ = n1h, k˜ = n2k, a˜ = m1a, b˜ = m1b, c˜ = m1c, d˜ = m1d, e˜ = m1e,
where in terms of µ2 = ℓ(ℓ+ 1) and λ = µ2 − 2, the coefficients are given by
n1 =
1√
2µ2
, n2 =
1√
2µ2λ
,
m1 =
1√
2G
, m2 = m3 =
1√
2Gµ2
, m4 =
1√
4G
, m5 =
1√
Gµ2λ
,
the expansion is normalized such that
〈(L, E) , (L, E)〉 =
∫
(h2 + k2 + a2 + b2 + c2 + d2 + e2)
dr√
N
,
where 〈. , . 〉 denotes the scalar product defined by (5). Note that for ℓ = 1,
∇ˆ(ASB) and ∇ˆAX2 + 12µ2Y τA vanish, and therefore, the amplitudes k and e
do not exist in those cases. For ℓ = 0, the function Y is constant and only the
amplitudes a and d are present.
An efficient way to perform the harmonic decomposition of the wave oper-
ator is to compute the energy expression which corresponds to Λˆij and Λ
(YM),
E = Egrav + EYM + Eint,
where
Egrav =
1
2
∫ (
1
α2
L˙ij · L˙ij + ∇¯kLij · ∇¯kLij + 2LijR¯kiLjk − 2LijR¯kiljLkl
+
8
α
Lij∇¯i
(
αkLjk
)
− 2Lij∇¯k
(αi
α
)
Ljk − L
ij
α2
∇¯iα2∇¯j
(
A
α
)
−2ΛLijLij + 4GTr
{
LijF¯ kiF¯
l
jLkl +
1
4
F¯klF¯
klLijL
ij
})
α
√
g¯ d x3,
EYM = G
∫
Tr
{
1
α2
E˙ iE˙i + 2D¯[iEj] · D¯[iEj] + α2
[
D¯j
(Ej
α
)]2
+ F¯ ij [Ei, Ej ] + 4GTr(F¯ lkEl)F¯ ikEi
}
α
√
g¯ d x3,
Eint = −4G
∫
Tr
{
LijF¯ ki D¯kEj +
1
α2
LijEkD¯i
(
α2F¯ kj
)
+
1
2
E iF¯ij∇¯j
(
A
α
)}
α
√
g¯ d x3.
For a spherically symmetric background with no electric field, non-vanishing
background quantities are given by
R¯rArB = − r2NrgˆAB , R¯DCAB = 2(1−N)δD[AgˆB]C ,
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R¯rr = −NrrN , R¯AB =
(
1−N − r
2
Nr
)
gˆAB ,
F¯rB = −wr εˆABτA, F¯AB = (w2 − 1)τr εˆAB .
Using this, the background equations and the expansions (19) and (20), the
energy expression yields, after integrating over the spherical variables,
E =
1
2
∫ {
(U˙ , U˙) + (∂ρU, ∂ρU) + 2(U,A∂ρU) + (U,SU)
}
dρ,
where U = (h, a, b, k, c, d, e), and where A and S are given in section 4. The
radial coordinate ρ is defined by ∂ρ = SN∂r, and (. , .) denotes the standard
scalar product. The wave equation (8) follows directly from this energy func-
tional.
B The initial value formulation
In this appendix, we give a gauge-invariant formulation of the initial value
problem. In order to solve the linearized EYM equations, we have to take into
account the Hamiltonian constraint and all evolution equations which we had
differentiated in time. These equations cannot be described in terms of the
linearized extrinsic curvature and the electric YM field alone, since perturba-
tions of the 3-metric and the magnetic gauge potential appear (and not only
their time derivatives). However, if the background is spherically symmetric,
one can give a formulation in terms of gauge-invariant quantities which we
introduced in an earlier article [20].
It turns out that the “missing” constraint equations (i.e. the linearized
Hamiltonian constraint and the relevant evolution equations we had differenti-
ated in time) are equivalent to the ρ-components of the equations (41), (42) and
(43), and to equation (46) of Ref. [20] [The presence of the cosmological con-
stant does not modify those perturbation equations.] Using the gauge-invariant
amplitudes H, A, B and C defined there, these equations become
2∂th˜ = −λγ
r
Hρ +
4Gγ
r
[
(w2 − 1)(Aρ − wBρ)− wρC − (1− w
2)2
r2
Hρ
]
,
∂ta˜ = γ
[
(µ2 + 2w2)Aρ − 2µ2wBρ − 2wCρ + 2wρC + µ2(1− w2)Hρ
r2
]
,
∂tb˜ = γ
[
−2wAρ + (µ2 + w2 − 1)Bρ +Cρ − w(1− w2)Hρ
r2
]
,
∂t
(
d˜+
1
2
µ2 e˜
)
= w∂ρAρ + 2wρAρ + γ
2[µ2 + w2 − 1]C − Cρρ + µ2wρHρ
r2
. (21)
Furthermore, one has the relation between the gauge-invariant amplitudes of
Ref. [20] and the curvature-based amplitudes h˜, k˜, a˜, ... introduced in appendix
24
A of this article. For ℓ ≥ 2, one has
Ht = −2rk˜, H˙ρ = 2αh˜− 2r2∂ρ
(
k˜
r
)
,
At =
(
c˜+we˜ − 2w2−1
r
k˜
)
, A˙ρ = −γa˜+ ∂ρAt ,
Bt = e˜, B˙ρ = −γb˜+ ∂ρe˜− 2wρ
r
k˜,
C˙ = −d˜− 12µ2e˜+ wAt . (22)
The initial value problem for ℓ ≥ 2 can be solved as follows. First, we choose
any functions Hρ = H
(0)
ρ , Aρ = A
(0)
ρ , Bρ = B
(0)
ρ and C = C(0) on an initial time
slice, Σt=0, say. Next, one solves the momentum constraint equations (9) for
U = (h, a, b, k, c, d, e) on the initial time slice. A convenient way to do this is to
freely specify the functions c, d, e and k and to compute h, a and b using (9).
Then, the time derivative of U on Σ0 is consistently given by equations (21) and
the time derivatives of the momentum constraint equations. The amplitudes
U are then evolved using the symmetric wave equation (8). Finally, the gauge-
invariant amplitudes H, A, B and C, parametrizing the metric and the gauge
potential are obtained from (22) after integration over t, where the integration
“constants” are given by H
(0)
ρ , A
(0)
ρ , B
(0)
ρ and C(0). For ℓ = 1, the perturbation
equations can be solved in a similar manner, but one has to take into account
that C = 0 and that the relation (22) is different in that case.
Since we have shown that the pulsation equations admit no solutions which
grow exponentially in time when |Λ| is large enough, the relations (22) show
that the same must hold for the gauge-invariant quantities H, A, B, and C,
parametrizing the metric and the gauge-potential. This completes our stability
analysis.
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