Abstract. We investigate uniform ergodic type theorems for additive and subadditive functions on a subshift over a finite alphabet. We show that every strictly ergodic subshift admits a uniform ergodic theorem for Banach-spacevalued additive functions. We then give a necessary and sufficient condition on a minimal subshift to allow for a uniform subadditive ergodic theorem. This provides in particular a sufficient condition for unique ergodicity.
Introduction
Ergodic theorems for addditive and subadditive functions play a role in several branches of mathematics and physics. In particular, they are an important tool in statistical mechanics as well as in the theory of random operators (cf. [2, 9, 16, 17] and references therein).
During recent years lattice gas models and random operators on aperiodic tilings have received a lot of interest both in one dimension and in higher dimensions (cf. [1, 3, 9, 10, 11] and references therein). In these cases one rather expects uniform ergodic theorems to hold.
The aim of this paper is to provide a thorough study of the validity of such theorems in the one-dimensional case.
In particular, we show that every strictly ergodic subshift over a finite alphabet admits a uniform additive ergodic theorem. Moreover, we give a necessary and sufficient condition for a minimal subshift to allow for a subadditive theorem. This gives in particular a sufficient condition for unique ergodicity.
The proofs are quite elementary and conceptual. Thus, it is to be expected that a considerable part of the material presented here, can be extended to higher dimensional tiling dynamical systems.
More precisely, we consider the following situation: Let A be a finite set called the alphabet and equipped with the discrete topology.
Let Ω be a subshift over A. This means that Ω is a closed subset of A Z , where A Z is given the product topology and Ω is invariant under the shift operator T : A Z −→ A Z , T a(n) ≡ a(n + 1).
We consider sequences over A as words and use standard concepts from the theory of words ( [8, 14] ). In particular, Sub(w) denotes the set of subwords of w, the empty word is denoted by ǫ, the number of occurrences of v in w is denoted by ♯ v (w) and the length |w| of the word w = w 1 . . . w n is given by n. To Ω we associate the set W = W(Ω) of finite words associated to Ω given by W ≡ ∪ ω∈Ω Sub(ω). A word w ∈ W is called primitive if v can not be written as v = w l , with w ∈ W and l ≥ 2. For a finite set M , we define ♯M to be the number of elements in M .
To phrase our additive ergodic theorem, we need the following definition. 
Then the additive theorem can be stated as follows. 
|w| exists for all v ∈ W.
(ii) The limit lim |w|→∞
Here, the proof of (iii) =⇒ (i) is well known. The proof of (ii) =⇒ (iii) follows by rather standard arguments (cf. [13, 6] ) and is in fact valid in arbitrary dimensions. So, the hardest part is the proof of (i) =⇒ (ii). There, we use the following strategy:
• A weak form of hierarchic structure exists in arbitrary minimal subshifts.
• This structure suffices to prove a local ergodic theorem such as (ii). Here, the hierarchy found in the first step generalizes the notion of n-partition in Sturmian dynamical systems investigated in [12, 13] (cf. [4, 5] as well for application to one-dimensional quasicrystals). It is based on the concept of return word recently introduced by Durand [8] . The second step then uses ideas of [9] .
To introduce the second result of this paper, recall that a function F : W −→ R is called subadditive if it satisfies F (ab) ≤ F (a) + F (b). The dynamical system (Ω, T ) is said to satisfy (SET), i.e. to admit a uniform subadditive ergodic theorem, if, for every subadditive function F , the limit lim |w|→∞
where (c) It is not hard to see that (PQ) (or (PW)) implies in particular the minimality of the subshift (Ω, T ). In fact, minimality of (Ω, T ) is equivalent to ν(v) > 0 for every v ∈ W. From this point of view (PQ) (or (PW)) can be seen as a very strong minimality condition.
The organisation of the paper is as follows. In Section 2 we review basic notions from the theory of subshifts over finite alphabets. The additive ergodic theorem is then contained in Section 3. The subadditive ergodic theorem is contained in Section 4. Finally, in Section 5 we provide several examples of subshifts satisfying (PQ), thereby giving a precise form to Remark 1 (b).
Preliminaries
Let Ω be a subshift over the finite alphabet A with associated set W of finite words. The following two facts are well known (cf. [15] ): ( * ) The subshift Ω is minimal, i.e. each orbit is dense if and only if for every w ∈ W there exists an R(w) > 0 s.t. w is a factor of every v ∈ W with |v| ≥ R(w). ( * ) The subshift is uniquely ergodic if and only if the limit lim |w|→∞ ♯v (w) |w| exists for every v ∈ W. A return word of u ∈ W is a word w ∈ W s.t.
wu ∈ W, ♯ u (wu) = 2, u is prefix of wu.
This notion was introduced by Durand in [8] . The set of return words of u ∈ W will be denoted by R(u) ≡ R(u, W). Similarly, one can define for n ∈ N the set R n ≡ ∪ v∈W, |v|=n R(v). If (Ω, T ) is minimal, the length of a return word of u ∈ W is bounded by R(u). In particular, the set R(u) is finite for every u ∈ W if W is minimal.
Set m(n) ≡ min{|x| : x ∈ R n }. Recall that a minimal subshift is called aperiodic if one (and then each) of its elements is not periodic. 
Proof. (ii)=⇒(i). This is clear. (i)=⇒ (ii)
. Assume the contrary. Then, there exsists an r > 0 and sequences (u k ),
As u k is a return word of v k , the word v k is a prefix of u k v k . Thus, v k begins with u
As
Consider now a minimal subshift (Ω, T ). Let u, x ∈ W be given. Decomposing x according to the occurrences of u in x gives a unique way of writing x as x = au 1 . . . u l b with
This decomposition is called the u-partition of x. It should be emphasized that in minimal W the word u is a factor of every word of length bigger than R(u) and therefore |a|, |b| ≤ R(u) for all such w. Note that u 1 , . . . , u l−1 are return words of u whereas u l = u. Similarly, there is a unique way of writing an arbitrary ω ∈ Ω as ω = . . . u −2 u −1 u 0 u 1 u 2 . . . with ( * ) ω(0) belongs to u 0 , ( * ) every occurrence of u in ω begins with one of the u j , j ∈ Z.
If x is a factor of y then the u-partition of y induces a decomposition of x respecting u 1 , . . . , u l−1 .
For a return word z of u and w ∈ W with u-partition w = au 1 . . . u l b, the topological number of occurrences of z in w is defined by p z,u (w) ≡ ♯{j ∈ {1, . . . , l} : u j = z}.
Apparently the following proposition holds.
Proposition 2.2. p z,u (w) = ♯ zu (w).
A sequence (x n ) in W is called partitioning sequence if |x n | < |x n+1 |. This implies in particular |x n | −→ ∞, n −→ ∞.
Given a partitioning sequence (x n ), one can consider the series of x n -partitions of an ω ∈ Ω. This gives a hierarchic structure in ω. This structure is a weak form of the hierarchic structures present in Sturmian models or substitutional models (cf. [8, 12, 13] ).
Uniform additive ergodic theorems
The following is the key to the proof of Theorem 1 Lemma 3.1. Let (Ω, T ) be a strictly ergodic subshift over A and let B be a Banach space. Let F : W −→ B be additive. Then the limit lim |w|→∞ F (w) |w| exists. Proof. We consider two cases: Case 1. (Ω, T ) is aperiodic. Let (x n ) be an arbitrary partitioning sequence. As (Ω, T ) is minimal, there exists only finitely many return words for each x n , n ∈ N. Therefore, the return words of x n can be denoted by y
l(n) with a suitable l(n) ∈ N. As (Ω, T ) is strictly ergodic, the limits
exists by Proposition 2.2 for all j, n ∈ N with j ≤ l(n). Set
Of course, it suffices to show that for every ε > 0 there exists an n ∈ N with | Considering now a w ∈ W with x n -partition w = au 1 . . . u s b, we can estimate
where we used (3) in the last equation. By (2), this gives
all w which are sufficiently long and the proof of Case 1 is finished.
Case 2. (Ω, T ) is periodic.
There exists a p ∈ N with T p ω = ω for every ω ∈ Ω. Fix a word v in W of length p. Let n ∈ N be arbitrary. Then every w ∈ W with |w| ≥ 3|v n | can be written as w = av 1 . . . v s b with v j = v n , j = 1, . . . , s, and |a|, |b| ≤ |v n |. Using this partition of w instead of the x n -partition, one can mimick the proof of Case 1. This gives the existence of the limit in question. Proof. To ω ∈ Ω, we can associate the function F ω : W −→ B defined by 
Proof of the claim. It is clearly enough to show that, for every ε > 0, there exists an l = l(ε) with |F ω (w) − F ρ (w)| ≤ ε|w| for all ω, ρ ∈ Ω and every w ∈ W with |w| ≥ l. As f is continuous on the compact space Ω, there exists a k ∈ N s.t.
, 2k}, where · ∞ denotes the supremum-norm. For w ∈ W with |w| ≥ l, we can estimate the value of D ≡ |F ω (w) − F ρ (w)| by
The proof of the claim is finished.
The claim implies that ( * ) for every ω ∈ Ω the function F ω is additive, ( * )
≤ c(|w|), with lim |w|→∞ c(|w|) = 0.
Using this and Lemma 3.1, it is straightforward to finish the proof of the lemma. 
Uniform subadditive ergodic theorems
Here, we consider subadditive functions on W. The key results are the following two lemmas. Their proofs use and considerably extend ideas from [12, 13] . |w| ≤ F (n) for every n ∈ N. But this follows easily form the subadditivity of F by chopping each w into parts of length n and a boundary word and using that the boundary terms tend to zero (cf. [12, 13] ). Ad (B): Assume the contrary. This implies, in particular, F > −∞ and that there exists a sequence (v n ) in W as well as a δ > 0 with |v n | tending to ∞ for n → ∞ and
for every n ∈ N. Moreover, by (A), there exists an L 0 ∈ R with
for all w ∈ W, |w| ≥ L 0 , where C is the constant from (PQ).
Fix m ∈ N with |v m | ≥ L 0 . Using (PQ), we can now find an L 1 ∈ R s.t. every w ∈ W with |w| ≥ L 1 can be written as
Now, considering only every other copy of v m in w, we can write w as w = y 1 v m y 2 . . . y r v m y r+1 , with |y j | ≥ |v m | ≥ L 0 , j = 1, . . . , r + 1, and by (7)
Using (5), (6) and this estimate, we can now calculate
As this holds for arbitrary w ∈ W with |w| = L 1 , we arrive at the obvious contradiction
. This finishes the proof. Proof. Note that, for v ∈ W, the function (−l v ) is subadditive. Thus, the equation
holds by (SET). The proof will now be given by contraposition. So, let us assume that the values ν(v), v ∈ W, are not bounded away from zero. As the system is minimal, we have ν(w) > 0 for every w ∈ W. Thus, there exists a sequence (v n ) in W with ν(v n ) > 0, and ν(v n ) −→ 0, n → ∞. (9) As the alphabet A is finite, there are only finitely many words of a prescribed length. Thus, (9) implies
Replacing (v n ) by a suitable subsequence, we can assume by (9) that the equation
holds. By (8) , (10) and (11), we can choose inductively for each k ∈ N a number n(k), with Note that the sum is actually finite for each w ∈ W. Obviously, (−l) is subadditive. Thus, by assumption, the limit lim |w|→∞ l(w) |w| exists. On the other hand, we clearly have
as well as by the induction construction (12) , (13) l(w) |w| = k j=1 l n(j) (w) |w| < 1 2
for w ∈ W with |v n(k+1) | 2 ≤ |w| < |v n(k+1) |. This gives a contradiction proving the lemma.
2
Proof of Theorem 2. This theorem follows immediately from the foregoing two lemmas. 2
Examples
In this section we discuss two classes of examples satisfying condition (PQ). We will need the following proposition proved similarly to Proposition 2.1. 
