During the last decade, large-scale global optimization has been one of the active research fields. Optimization algorithms are affected by the curse of dimensionality associated with this kind of complex problems. To solve this problem, a new memetic framework for solving large-scale global optimization problems is proposed in this paper. In the proposed framework, success history-based differential evolution with linear population size reduction and semi-parameter adaptation (LSHADE-SPA) is used for global exploration, while a modified version of multiple trajectory search is used for local exploitation. The framework introduced in this paper is further enhanced by the concept of divide and conquer, where the dimensions are randomly divided into groups, and each group is solved separately. The proposed framework is evaluated using IEEE CEC2010 and the IEEE CEC2013 benchmarks designed for large-scale global optimization. The comparison results between our framework and other state-of-the-art algorithms indicate that our proposed framework is competitive in solving large-scale global optimization problems.
Introduction
Optimization has been considered one of the main growing research fields during the last decade. Efficiently finding the maximum or minimum value of a function has a great impact on many real-world problems. Traditional (calculusbased) optimization approaches are the direct solution that can solve this problem. However, objective functions in many fields and real-world problems could face many issues that make them difficult-if not impossible-to be optimized using traditional optimization approaches. On the other hand, Scientific and industrial real-world problems are growing in complexity, some of them need to solve up to thousands of variables [1] . With the increase in the dimensions, the complexity of these problems sometimes grows exponentially which is known as the curse of dimensionality [2] . Additionally, the huge increase in dimensions usually changes the properties of the search. A small-scale unimodal function may change to a multi-modal function when the number of dimensions increases. Moreover, the evaluation cost in LSGO is usually expensive which may affect the optimization process. Finally, the non-separability feature is considered a serious challenge for LSGO, especially if the concept of divide and conquer is used to handle such problems [3] . Optimization of such kind of problems is considered a challenging task.
Motivated by these challenges, many efficient, effective, and robust metaheuristic algorithms for LSGO problems with high-quality solution and low-computational cost have been proposed.
The rest of the paper is organized as follows: "Related work" covers the background of LSGO and reviews related works. "LSHADE semi-parameter adaptation memetic framework" will describe our proposed memetic framework (MLSHADE-SPA). In "Experimental results", experimental analysis of MLSHADE-SPA will be evaluated using CEC2010 and CEC2013, and the performance of MLSHADE-SPA will be compared with state-of-the-art LSGO algorithms. "Parametric analysis" introduces a parametric analysis regarding the impact of each component of our framework. Finally, a conclusion and summary will be given in "Conclusion".
Related work
During the last 10 years, IEEE Congress on Evolutionary Computation (IEEE CEC) has organized many large-scale global optimization (LSGO) special sessions and competitions. Due to its significance, LSGO has attracted much attention from the researchers all over the world. Generally, we can identify two main research directions for LSGO metaheuristic algorithms.
The first direction is the decomposition of the original problem into smaller problems. This is done mainly using cooperative coevolution (CC) algorithm. CC investigates decomposition methods that are able to identify groups of interacting variables. The performance of CC is affected by the correct choice of the decomposition method. To perform variable decomposition effectively, CC requires prior knowledge about the structure of the problems.
The second direction for LSGO metaheuristics is a hybridization of multiple methods. Using more than one metaheuristic algorithm in a collaborative way usually increases the performance of the algorithm. A clear success trend in this direction was achieved by the hybridization of population-based metaheuristic with local search metaheuristic. The first endorses the exploration, while the latter endorses the exploitations. The rest of this section will further discuss recent algorithms that are related to these two directions.
Multiple trajectory search (MTS) [4] was the winner of the first known LSGO competition CEC2008. MTS initializes a small population using simulated orthogonal arrays (SOA). Then, three local search methods adaptively participate to improve the best three agents; MTS-LS1 evaluates each variable independently, while MTS-LS2 and MTS-LS3 evaluate a group of variables at the same time.
Self-adaptive differential evolution with multi-trajectory search (SaDE-MMTS) [5] proposed a hybridization framework between JADE [6] and a modified version of MTS-LS1. Binomial, exponential, and no crossover strategies were adapted for SaDE-MMTS. In MMTS, the used search range SR is adaptively determined every time the MMTS is applied. The average distances between current population members are calculated and scaled using one of five predetermined linearly reducing factors (LRF). If a better solution is found, SR is further reduced.
MA-SW-Chains [7] was introduced in 2010. It is considered as an extension of MA-CMA-Chains. But due to scalability issues of CMA [8] , CMA was replaced with Solis Wets (SW) [9] which is a more scalable LS algorithm. MA-SW-Chains is based on the concept of LS chain. It adjusts the LS intensity to act more intensely in the most promising areas. MA-SW-Chains was the winner of CEC2010 [10] .
Ensemble Optimization Evolutionary Algorithm (EOEA) [11] was the second-ranked algorithm in CEC2010. In EOEA, optimization process has two stages, global shrinking, and local exploration. EDA based on mixed Gaussian and Cauchy models (MUEDA) [12] was used in EOEA to shrink the searching scope to the promising area as quickly as possible. The second stage objective is to explore the limited area to find better solutions. In this stage, a CC-based algorithm using SaDE [13] , GA [14] , and cooperative GA and DE [15] was used. The third rank in CEC2010 was for differential ant-stigmergy algorithm (DASA) [16] . It tries to solve LSGO by transforming the real-parameter optimization problem into a graph-search problem.
CEC2010 benchmark was also used in CEC2012 competition. Improved multiple offspring sampling (MOS) [17] was the winner of CEC2012. MOS combines Solis and Wets [9] and MTS-LS1 [4] as two local searches. These two algorithms are executed in sequence, and the amount of fitness evaluations is assigned adaptively to each algorithm according to its performance.
Self-adaptive differential evolution algorithm (jDElsgo) was proposed in [18] . Crossover and scaling factor control parameters were adapted during the optimization process. A population size reduction mechanism was also included in jDElsgo. Later on, jDElsgo with a small and varying population size (jDEsps) [19] was introduced as an improved version of jDElsgo. It varies the population size by starting with small size. Then, the population size is increased. After that, the population size reduction is used to reduce population size. JDElsgo was ranked second in CEC2012.
The third rank in CEC2012 was for cooperative coevolution evolutionary algorithm with global search (CCGS). It is considered an extension of EOEA [20] . In CCGS, CC-based EA is used to perform the exploration stage, while MUEDA is used to perform the exploitation stage.
To enhance the performance of CC framework on nonseparable problems, cooperative coevolution with delta grouping (DECC-DML) was proposed in [21] . Delta grouping as a new decomposition strategy was proposed where the averaged difference in a certain variable across the entire population was measured and used for identifying the interacting variables.
In [22] , differential evolution with landscape modality detection and a diversity archive (LMDEa) was proposed. LMDEa uses a small population size and large archive to control the diversity of the search. On the other hand, scaling factor F is controlled using landscape modality.
In [23] , sequential differential evolution (DE) enhanced by neighborhood search (SDENS) was introduced. SDENS depends on a local and global neighborhood to create new individuals. DE is used as a population-based optimizer to accelerate the convergence speed. Two crossover operators, binomial an exponential, are used in SDENS.
A new benchmark was proposed for CEC2013 [24] . DECC-G [27] was the reference algorithm in CEC2013. It incorporates DE and CC framework with a group-based problem decomposition strategy. The winner of CEC2013 competition was modified MOS [25] . Solis and Wets [9] , as well as MTS-LSI-Reduced as a modified version of MTS-LSl [4] , were used as local search algorithms. On the other hand, GA [14] was included as a global exploration algorithm. To control the exploitative behavior of the algorithm, MTS-LSIReduced tries to identify expected better dimensions for the next generation.
The second-ranked algorithm was smoothing and auxiliary function-based cooperative coevolution for global optimization (SACC) [26] . In SACC, a parallel search is done first using CC. After that, the local solutions worse than the better ones are eliminated using a smoothing function.
In CEC2014, a new decomposition method based on highdimensional model representation (HDMR) was proposed in [28] . It tries to identify the subcomponents before applying the optimization process. CEC2010 benchmark was used to evaluate the performance of this algorithm.
A hybrid adaptive evolutionary differential evolution (HACC-D) [29] was also proposed in CEC2014. JADE [10] and SaNSDE [30] were used as CC subcomponent optimization algorithms. CEC2010 benchmark was also used to evaluate the performance of HACC-D. Neither of the two algorithms, HDMR and HACC-D, outperformed the existing best results from previous competitions [31] .
Variable grouping-based differential evolution (VGDE) [32] was also proposed in CEC2014. Variables interaction is detected and grouped using variable grouping strategy. To find better solutions, VGDE proposed an auxiliary function. The performance of VGDE was evaluated using CEC2013 and the results were competitive.
CEC2013 was the used benchmark in CEC2015. Iterative hybridization of DE with local search (IHDELS) was proposed in [33] . The best solution is shared between population-based and two LS-based methods in an iterative way. L-BFGSB [34] and MTS-LS-1 were used as LS methods, while DE was used as a population-based method. If the best solution cannot be improved, LS will randomly select another solution. IHDELS results were comparatively compared with MOS, the winner of CEC2013.
In CEC2016, CC with dependency identification grouping (DISCC) [35] was proposed. DISCC tries to find the most suitable arrangement for the variable using a dependency identification grouping mechanism. CEC2010 was used to evaluate the performance of DISCC. CBCC [36] was another CC proposed in CEC2016. CBCC is a contribution-based CC that allocates the computational resources to the components based on their contributions. The performance of CBCC was evaluated using only partially separable functions of the CEC2013. In the same year, Coral Reefs Optimization (CRO) was extended using different substrate layers and local search (CRO-LS) to solve LSGO [37] .
Self-evaluation evolution (SEE) was proposed in [38] , where the objective function is divided into sub-problems. Then, each sub-problem is assigned to an EA optimizer. During the optimization process, the optimizer and the search operators are trained to correctly evaluate the partial solutions.
In [39] , CCFR-I and CCFR-IDG2 were proposed. SaNSDE [30] was used as the optimizer subcomponent. CCFR-I tries to allocate the computational resources among the subpopulations based on how they contribute to the global best improvement. CCFR-IDG2 is a variant of CCFR-I which tries to group the variables with a very high accuracy.
Recently, a multi-modal optimization based on CC (MMO-CC) was proposed in [40] , MMO-CC searches for multiple optima and uses them as informative representatives to be exchanged among subcomponents.
In 2017, an enhanced adaptive differential evolution (EADE) [41] was introduced. A new mutation rule was proposed in EADE, where the vectors are chosen in a directed way. The best vector is chosen from the best 10% vectors, the worst vector is chosen from the worst 10% vectors, and the middle vector is chosen from the range between them. Crossover rate (CR) was adapted by a gradual change of the CR values according to the past experience. In the same year, ANDE as another adaptive DE with novel triangular mutation strategy was proposed [42] . This mutation selects three vectors randomly and sorts them from best to worst. Then, the convex combination is defined using them.
Finally, LSHADE with semi-parameter adaptation (SPA) hybrid with CMA-ES (LSHADE-SPACMA) was proposed in [43] . The concept of SPA is to enhance the adaptation of the scaling factor F and crossover rate Cr by changing one parameter at a time. During the first half of the search, the adaptation process is concentrated on Cr value, while F will be generated randomly. During the second half, Cr values are gradually frozen to the adapted values, while the adaption process is concentrated on F values. A modified version of CMA-ES was integrated with LSHADE-SPACMA framework, where crossover operation was applied to CMA-ES to improve the exploration capability of the algorithm. LSHADE-SPACMA was evaluated using CEC2017 benchmark, which is considered as a moderate size benchmark. To solve LSGO problems, and due to scalability issues of CMA, LSHADE-SPACMA needs to be enhanced.
A comprehensive review and analysis regarding state-ofthe-art evolutionary algorithms participating using the latest CEC benchmarks can be found in [31] .
The main objective of this paper is to design a memetic framework (MLSHADE-SPA) which solves LSGO problems effectively. MLSHADE-SPA is a hybridization framework between population-based algorithms and local search. LSHADE-SPA, EADE, and ANDE are used as populationbased algorithms for global exploration, while a modified version of MTS (MMTS) is used as a local search algorithm for local exploitation.
Furthermore, the concept of divide and conquer is used to enhance the performance of the framework. This procedure is done without any prior assumptions about the structure of the optimized problems, where the dimensions are randomly divided into groups, and each group is solved separately.
MLSHADE-SPA framework will be evaluated and compared with other state-of-the-art algorithms using CEC2010 and the CEC2013 benchmarks designed for LSGO. MLSHADE-SPA is compared with 26 recent algorithms that belong to different EAs classes: 17 of them are compared using CEC2010, and 9 are compared using CEC2013. To the best of our knowledge, this is the first study that uses all these different types of algorithms to carry out evaluation and comparisons.
LSHADE semi-parameter adaptation memetic framework
In this section, the details of LSHADE-SPA memetic (MLSHADE-SPA) framework will be described. LSHADE-SPA, EADE, ANDE, and MMTS will be covered first. After that, we will discuss the proposed MLSHADE-SPA framework in details.
LSHADE semi-parameter adaptation
To establish a starting point for the optimization process, an initial population P 0 must be created. Typically, each jth component ( j 1, 2, . . . , D) of the ith individuals (i 1, 2, . . . , NP) in the P 0 is obtained as the following:
where rand (0,1) returns a uniformly distributed random number in [0, 1].
At generation G, for each target vector x G i , a mutant vector v G i is generated according to current-to-pbest/1 mutation strategy which was proposed in JADE [6] :
P value in pbest is used to balance exploitation and exploration by controlling the greediness of the mutation strategy. r 1 is a random index selected from the population. r 2 is another random index selected from the concatenation of the population and an external archive. This external archive holds parent vectors which successfully produced better vectors. x G pbest is the best individual vector with the best fitness value in the population at generation G. The scale factor F G i is a positive control parameter for scaling the difference vector.
In the crossover, the target vector is mixed with the mutated vector, using the following scheme, to yield the trial vector u G i :
where rand j,i i ∈ {1, N } and j ∈ {1, D} are uniformly distributed random numbers in [0,1], Cr ∈ [0, 1] called the crossover rate that controls how many components are inherited from the mutant vector, j rand is a uniformly distributed random integer in [1, D] that makes sure at least one component of trial vector is inherited from the mutant vector. DE adapts a greedy selection strategy. u G i is set to x G+1 i if and only if the trial vector u G i yields as good as or a better fitness function value than x G i . Otherwise, the old vector x G i is reserved. The selection scheme is as follows (for a minimization problem):
To improve the performance of LSHADE-SPA, linear population size reduction (LPSR) was used. In LPSR, the population size will be decreased according to a linear function. The linear function in LSHADE-SPA was:
where NFE is the current number of fitness evaluations, MAX NFE is the maximum number of fitness evaluations, N init is the initial population size, and N min 4 which is the minimum number of individuals that DE can work with.
To perform semi-parameter adaptation (SPA) for F and Cr, the adaptation process is composed of two parts. The idea is to activate the "one-factor-at-a-time" policy. Thus, during the first half of the search, the adaptation will be concentrated on one parameter Cr, while F parameter will be generated using uniform distribution randomly within a specific limit. During the second half, the adaptation will be concentrated on F, while Cr parameter will be gradually frozen to the adapted values.
Enhanced adaptive differential evolution
To balance the global exploration ability and the local exploitation, EADE mutation strategy was proposed in [41] as follows: (6) where x G P_best is selected from the best 10% individuals, x G P_worst is selected from the worst 10% individuals, and x G r is selected from the range between them. F 1 and F 2 are generated according to a uniform distribution in (0,1). EADE mutation strategy is combined with DE basic mutation strategy DE/rand/1/bin with a probability of 0.5.
Cr parameter is gradually adapted using a bool of Cr values (A). A has 11
Cr values [0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 0.95]. The first 10% of the generations is used as a learning period. Each individual will select a Cr value from the bool (A) and advance with it until it fails to generate a better successor.
Adaptive DE with novel triangular mutation strategy
JADE and EADE could be considered as global directed mutation strategies. Both of them include the global best in the mutation to direct the search process. Adaptive DE with novel triangular mutation strategy (ANDE) was proposed to be a locally directed mutation strategy. It mimics the effect of gradient descent toward the nearest optima. The following equation describes ANDE mutation strategy:
where x G best , x G better , and x G worst are three vectors that are randomly selected and then sorted from best to worst. F 1 , F 2 , and F 3 are generated according to the uniform distribution in (0,1). x G c is the convex combination vector defined as:
where w 1 , w 2 , and w 3 are real weights that satisfy w i > 0 and 3 i 1 w i 1. ANDE uses the same Cr parameter adaptation used in EADE.
Modified multiple trajectory search
Three local search methods were introduced in multiple trajectory search (MTS) [4] . The first one of them, namely MTS-LS1, will be considered in this work. In each iteration, MTS-LS1 searches along one dimension. Candidate dimension is first subtracted by search range (SR) value. If this operation fails to generate a better successor, candidate dimension will be added by 0.5 × SR. If this operation generates a better successor successfully, the new value will be retained. However, if MTS-LS1 does not improve the candidate vector, SR will be halved and the search starts over again. SR is initialized using 0.5 · (U − L) where U is the upper bound of the problem and L is the lower bound. If SR reaches 1 −15 , its value will be restored using 0
In this work, a modified version of MTS-LS1 will be used. SR will be initialized using:
where rand is a random number (0, 1). max x d and min x d are the current minimum and maximum values of dimension d. In addition, we will change the upper limit for SR values to 0.2.(U − L) to endorse small movements along each dimension. If adding SR generates a better successor successfully, the search will continue with this direction by adding another SR value. This procedure will proceed until it fails to generate a better successor or reach the upper bound. The same is done for the subtraction procedure.
Hybridization framework
MLSHADE-SPA is a hybridization framework between population-based algorithms and local search algorithm. LSHADE-SPA, EADE, and ANDE are used as populationbased algorithms for global exploration, while a modified version of MTS (MMTS) is used as a local search algorithm for local exploitation.
To deal with different types of problems in our framework efficiently, grouped dimensions, as well as all dimensions, are considered in the optimization process. Thus, the concept of divide and conquer was integrated into our framework. Theoretically, separable problems could be solved by solving each group of correlated dimensions separately, while nonseparable problems need to consider all dimensions at once. The performance of the framework is affected by the suitable selection of correlated dimensions identifying mechanism. Additionally, prior information about the internal structure of the target problem is sometimes needed. Our approach deals with problems as a black box with no prior information about them. This is done by applying the divide and conquer process randomly. Figure 1 shows MLSHADE-SPA pseudo code. The framework starts with a randomly generated population P. Then, the available computational resource (max_nfes) is divided into rounds. In our framework, we have 50 rounds (round_nfes), round_nfes = max_nfes/50 as illustrated in line 7 from the pseudo code. In each round, population-based algorithms EAs will work during the first half of the computational resource (round_nfes), while local search algorithm MMTS will work during the second half (line 10 and 11).
During the first half of each round, LSHADE-SPA will start the optimization considering all dimensions (line 21) until it consumes its computational resources. After that, the concept of divide and conquer is applied. Accordingly, all dimensions will be randomly divided into three mutually exclusive groups (line 24), and each group will be assigned to LSHADE-SPA, EADE, and ANDE, respectively (lines 25-33) as subcomponent optimizers. This means that each one of population-based algorithms will try to optimize the problem by concentrating on the dimensions assigned to it. LSHADE-SPA will start this procedure working on one-third of the dimensions. LSHADE-SPA is followed by EADE algorithm, which will try to optimize the problem using another one-third of the dimensions. Finally, ANDE will concentrate on the remaining dimensions.
In the divide and conquer step, population-based algorithms will participate to gain more computational resources according to their performances. At the end of each round, the performance of each population-based algorithm will be calculated using the summation of differences between old and new fitness values. Then, the computational resource allocated to the algorithm will divide the computed summation. Thus, in each round, the performance of each populationbased algorithm ω r alg will be calculated using:
where f is the fitness function, x is the old individual, u is the offspring individual using algorithm alg, and N P is the total number of individuals that successfully generate new ones.
After that, the calculated performance of each populationbased algorithm ω r alg will be used to calculate the improvement ratio imp r alg of each algorithm using: where ω r alg is the calculated performance of each populationbased algorithms, n is the number of algorithms (n 3), 0.1 is the minimum ratio assigned to each algorithm to maintain all algorithms to be executed simultaneously.
After calculating the improvement ratio imp r alg of each algorithm, computational resources allocated for each algo-rithm CC_n f es r alg will be updated (lines [13] [14] [15] [16] [17] [18] [19] [20] where α is a learning rate (0.
During the second half of each round, local search algorithm MMTS will be used to enhance the quality of best solution founded so far (line 34). MMTS will work on each dimension one by one. Thus, there is no need to split the work for MMTS.
Linear population size reduction (LPSR) was also integrated into MLSHADE-SPA. In LPSR, the population size will be decreased according to:
where nfes is the current number of fitness evaluations, max_nfes is the maximum number of fitness evaluations, N init 250 is the initial population size, and N min 20. According to the previous equation, N will reach the minimum number of individuals within the first half of max_nfes.
Experimental results
To evaluate the performance of MLSHADE-SPA, three performance analysis experiments were performed. First, MLSHADE-SPA was evaluated using CEC2010 and compared with 17 state-of-the-art algorithms. Second, CEC2013 is used to evaluate MLSHADE-SPA and compared with nine state-of-the-art algorithms. Finally, a parametric analysis was performed to study the effect of each component in MLSHADE-SPA. CEC2010 consists of 20 scalable optimization functions, while CEC2013 includes 15 functions. Each function in both benchmarks has different criteria. In general, they can be classified into four classes as shown in Table 1 .
The dimensions (D) of all functions are 1000 except for two overlapping functions, F13 and F14 in CEC2013, where D is 905. The experiment was repeated 25 runs for each function and solution error measure ((x) − (x*)) was recorded at the end of each run, where is the best solution obtained and x* is the well-known global optimum of each function. All problems have the global optimum within the given bounds, thus boundary correction was performed for each generated solution. The termination condition was set when the maximum number of evaluation max_nfes was reached. max_nfes was set to 3.0E+6 function evaluations (fes) according to CEC2010 and CEC2013 guidelines. MLSHADE-SPA was implemented using MATLAB R2014a. The source code is available on the authors' website https://goo.gl/zw36nP. All experiments were performed using the Intel (R) Core (TM) i7-4790 CPU 3.6 GHz and 12 GB RAM.
Evaluation criteria
To evaluate the performance of MLSHADE-SPA, three evaluation criteria were used. The first is Formula One Score (FOS). Formula One Score was used in the latest LSGO competition (CEC2015). According to this criterion, the algorithms will be ranked from best to worst. Then, the top 10 ranks will get 25, 18, 15, 12, 10, 8, 6, 4, 2, and 1, respectively. Algorithms ranked more than top 10 will get zero. Maximum values of R indicate better performance.
The second and third are two non-parametric statistical hypothesis tests: Friedman test and multi-problem Wilcoxon signed-rank test using α 0.05 as a significance level [44] .
As a null hypothesis, it is assumed that there is no significant difference between the mean results of the two samples, whereas the alternative hypothesis is that there is significance in the mean results of the two samples. Using the p value and comparing it with the significance level, the null hypothesis is rejected if the p value is less than or equal to the significance level of 5%. The p values under the significance level are shown in bold.
Wilcoxon's test uses R + as the sum of ranks for the functions in which the first algorithm outperforms the second algorithm and R − as the sum of ranks for the opposite. Larger ranks indicate a larger performance discrepancy. In addition, one of three signs (+, −, and ≈) is assigned for the comparison of any two algorithms, where (+) sign means the first algorithm is significantly better than the second, (−) sign means the first algorithm is significantly worse than the second, and (≈) sign means that there is no significant difference between the two algorithms.
All the p values in this paper were computed using SPSS version 20.00. 
Performance analysis using CEC2010 and CEC2013
Statistical results of MLSHADE-SPA using CEC2010 and CEC2013 benchmark are illustrated in Tables 2 and 3 respectively. The statistical results for all functions include best, worst, median, mean, and standard deviation calculated over 25 runs. Figure 2 illustrates the convergence behavior of MLSHADE-SPA using sample functions from each class in CEC2010: f 3 as fully separable, f 8 and f 11 as partially separable, and f 20 as fully non-separable. The performance of MLSHADE-SPA was compared with reported results obtained from 26 algorithms. Using CEC2010, MLSHADE-SPA is compared with 16 algorithms illustrated in Table 4 . While using CEC2013, it was compared with nine algorithms illustrated in Table 5 . All of these algorithms were evaluated using the same benchmarks, and followed the same CEC2010 and CEC2013 guidelines. Experimental comparisons between MLSHADE-SPA and these algorithms are illustrated in Tables 6 and 7 where the best results are distinguished in bold. Tables 8 and 9 summarize the ranking of MLASHADE-SPA and the compared algorithms using Formula One Score (FOS). Tables 10 and 11 summarize the ranking obtained using Friedman's test. Finally, Tables 12 and 13 summarize the statistical analysis results of applying Wilcoxon's test between LSHADE_SPA and the compared algorithms.
Formula One Score (FOS)
As shown in Tables 8 and 9 , MLSHADE-SPA has the second ranking among the compared algorithms using Formula One Score (FOS) for CEC2010 and the best ranking for CEC2013. Regarding CEC2010, the best ranking is MMO-CC with 236 points where MLSHADE-SPA gets 226 points. Comparing with the winners of previous CEC competitions: MA-SW-chains, the winner of CEC2010, gets 125 points, while MOS2012, the winner of CEC2012, gets 193 points. Using CEC2013, MLSHADE-SPA gets 254 points, followed by MOS2013, the winner of CEC2013 and CEC2015, and VGDE, with 218.5 and 194.5 points respectively.
Friedman test
According to Friedman test illustrated in Tables 10 and 11 , MLSHADE-SPA has the best ranking for both CEC2010 and CEC2013 benchmarks. Using CEC2010, MLSHADE-SPA gets 5.3 points, MMO-CC gests 7.65, MA-SW-chains gets 7.70 points, and MOS2012 gets 8.45 points. While using CEC2013, MLSHADE-SPA gets 3.13 points, and MOS2013 gets 3.43 points.
From the previous comparison, we can conclude that high ranking using Formula One Score (FOS) does not guarantee the same ranking using Friedman test. In Friedman test, the algorithms are ranked according to their mean rank with the same scale between any two successive positions. On the other hand, the scale is different for successive positions in Formula One Score (FOS). For example, the difference between any successive positions in Friedman test is just 1 point, while the difference between the successive positions in FOS is 7, 3, 3, 2, 2, 2, 2, 2, 1, 1, and 0 points, respectively. This means that using FOS, more weight will be given for the top positions.
Wilcoxon signed-rank test
Using Wilcoxon signed-rank test shown in Tables 12 and 13, we can see that MLASHADE-SPA obtains higher R + values than R -in all cases for both benchmarks, except for IHDELS in CEC2013.
Using CEC2010 and according to Wilcoxon's test, the significant difference can be observed in 11 cases, which means that MLASHADE-SPA is significantly better than 11 algorithms out of 17 algorithms on 20 test functions. However, there is no significant difference in the remaining six cases. Furthermore, to be more precise, we can observe from Table 12 that MLSHADE-SPA is inferior to, equal to, superior to other algorithms in 86, 0, and 254 out of the total 340 cases. Thus, it can be concluded that the performance of MLSHADE-SPA is better than the performance of the compared algorithms in 74.71% of all cases, and it is outperformed by other compared algorithms in 25.29% of all cases.
Using CEC2013, the significant difference can be observed in three cases, which means that MLASHADE-SPA is significantly better than three algorithms out of nine algorithms. However, there is no significant difference in the remaining six cases. Furthermore, to be more precise, it is observable from Table 8 that MLSHADE-SPA is inferior to, equal to, superior to other algorithms in 32, 0, and 103 out of the total 135 cases. Thus, it can be concluded that the performance of MLSHADE-SPA is better than the performance of the compared algorithms in 76.30% of all cases, and it is outperformed by other compared algorithms in 23.70% of all cases.
Parametric analysis
In section III, we stated that MLSHADE-SPA framework consists of four components. These components are LSHADE-SPA, EADE, ANDE, and MMTS. To analyze the performance of MLSHADE-SPA, each of these components was evaluated separately using CEC2013. The experiment was repeated 25 runs for each component and the mean error values for all runs were recorded. Table 14 illustrates the mean values of each component, and best values are marked in bold. MLSHADE-SPA was better than each of its individual components in nine functions and equal with LSHADE-SPA in one function, namely f9.
Using Formula One Score, we can see from Table 15 that MLSHADE-SPA outperforms each of its individual components with 327 points, followed by EADE, LSHADE-SPA, MMTS, and ANDE respectively. Table 16 lists the average ranks according to Friedman test using CEC2013 benchmark problems. The p value com- puted through Friedman test was 0.00E+00. Thus, it can be concluded that there is a significant difference between the performances of the algorithms. Table 16 clearly shows that MLSHADE-SPA gets the first ranking, followed by EADE, LSHADE-SPA, MMTS, and ANDE, respectively. Furthermore, Table 17 summarizes the statistical analysis results of applying Wilcoxon's test between MLSHADE-SPA and its individual components. We can see that Finally, MLSHADE-SPA is considered as a modified version of LSHADE-SPA. Since LSHADE-SPA was evaluated using CEC2017, MLSHADE-SPA was also evaluated using the same benchmark. Table 18 illustrates mean values obtained using MLSHADE-SPA for 10, 30, 50 and 100 dimensions.
Comparing with LSHADE-SPA, Table 19 illustrates the ranks according to Friedman test. We can clearly observe that LSHADE-SPA is significantly better than MLSHADE-SPA. We also applied the performance assessment based on score metric, which is recently defined for the CEC2017 competition [45] . The evaluation method for both algorithms is based on a score of 100%, where 50% is for SE as the sum- a practical example of the "no free lunch" theorem [46] . As an example, the performance of MOS2011 and MOS2013, the winners of recently LSGO CEC competitions, were also evaluated using CEC2017 and their ranks were 9th and 10th, respectively.
Conclusion
An improved framework for solving LSGO is introduced in this paper. According to the experimental results, MLSHADE-SPA significantly outperforms many state-ofthe-art algorithms. Looking at the results achieved using our algorithm and other algorithms shows that there is an opportunity to achieve better results for both benchmarks. MLSHADE-SPA opens promising improvement research points. Simplifying the target problem using the concept of divide and conquer without any prior knowledge about the internal structure of the problem is an interesting research field. On the other hand, intelligently hybridization of appropriate optimizers is still a challenging task and a promising research field. Finally, according to the performance of competitive algorithms, it seems that using a local search algorithm along with a population-based one is a suitable choice for solving LSGO problems efficiently.
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