In this article, we computationally model the social behavior of beetles and apply it to the tracking control of manipulators. The beetles demonstrate excellent skills to forage food in a previously unknown environment by merely using their olfactory senses. The goal of the beetle is to search the region with the maximum smell. Therefore, the actions of the beetle can be characterized as an optimization algorithm. This article mathematically models this behavior in the form of a recurrent neural network (RNN) with a temporal-feedback connection. We apply the formulated RNN controller for the redundancy resolution and tracking control of the redundant manipulators with an unknown kinematic model. Most of the industrial robots have redundant manipulators, and kinematic trajectory tracking is a fundamental problem for any industrial task. The behavior of the beetle allows us to formulate a position-level controller without relying on the manipulation of the Jacobian matrix. It is in contrast with the conventional velocity-level controllers, which require an accurate kinematic model of the manipulator and calculation of pseudoinverse of Jacobian, a computationally expensive task. The proposed algorithm, called Beetle Antennae Olfactory Recurrent Neural Network (BAORNN) algorithm, is capable of driving the manipulator by only using the feedback from the position and orientation sensors. The stability and convergence of the proposed algorithm are theoretically proved, and the simulations results using a seven-degree-of-freedom (DOF) industrial robotic arm, KUKA LBR IIWA14, are presented to demonstrate the performance of the proposed algorithm.
. Illustration of the beetle's food foraging behavior. At each step, the beetle stops and measures the smell intensity using its antennae. Then, by comparing the smell intensity, it decides an optimal direction toward the food source. optimization algorithm, e.g., ants [5] , honey bees [6] , fireflies [7] , cuckoo [8] , and bats [9] . However, most of these algorithms rely on the swarming behaviors of these animals and therefore require a large number of search particles. However, the natural behaviors of beetles are peculiar such that they do not work in a swarm to search for food. An individual beetle alone is capable of foraging food based on its olfactory sense. By comparing the intensity of smell at two antennae locations, the beetle can create a map of smell intensity and find an optimal direction leading toward the food source. The food foraging behavior of the beetle is shown in Fig. 1 . Jiang and Li [10] mathematically modeled this behavior into the BAS algorithm. In this article, further building on their work, we propose a recurrent neural network (RNN) architecture to model the beetle behavior and apply it to solve a real-world problem; tracking control of redundant manipulators with an unknown model.
Most of the real-world systems are highly nonlinear, and their real-time functioning requires efficiently solving a time-varying nonconvex optimization problem. One example of such systems is redundant manipulators. With the advances in mechatronics, control theory, and computing systems, using multidegree of freedom (DOF) robots to perform common tasks, e.g., picking, holding, packing, assembling, and transporting, have gained a lot of attention in academia as well as in industry [11] [12] [13] [14] [15] [16] [17] [18] [19] . These robots usually have more DOF than required by the underlying task; for example, robotic arms have more than three joints when the task requires tracking a path in the 3-D space [20] , [21] . Kinematic modeling of such a robot is a challenging task because redundant manipulators can be connected in several different configurations, each leading to an entirely different kinematic model. In fact for most robotic arms with redundant joints, a closed-form inverse kinematic solution model does not even exist [22] , [23] . In addition, the redundancy provided by these extra joints allows the robotic arm to have multiple solutions in joint space for the same problem in task space. This extra freedom available in joint space is exploited to optimize the performance of robot and achieve secondary design objectives, such as minimize energy consumption, optimize joint torques, and obstacle avoidance [24] [25] [26] [27] [28] .
Redundancy resolution for robots with a known kinematic model is a fundamental and well-studied problem in kinematic control [21] , [26] , [29] [30] [31] [32] [33] . For a robot with redundant manipulators, if a task is given in the Cartesian space, correspondingly infinite configurations exist in joint space to perform the same task. Choosing an optimal configuration presents a challenging problem. Traditionally, for a robot with a known kinematic model, a general solution to redundancy resolution problem involves the Jacobian-matrixpseudoinverse (JMPI) [34] [35] [36] . However, it was shown in [37] that the method based on JMPI does not produce repeatable results and can potentially lead to undesirable joint configuration. Later approaches for model-based kinematic control of a robot with redundant manipulators formulate redundancy resolution as a constrained optimization problem [24] [25] [26] , [38] . These approaches use a fitness function, also called an objective function, which assigns a fitness value to each configuration in joint space. The solution to redundancy resolution is to find a configuration with maximum fitness value. The optimization-driven approach to redundancy resolution provides a new perspective toward the robot control problem because the objective function does not necessarily have to be restricted, just to the kinematic control [25] , [39] [40] [41] . Inspired from this approach, [42] introduced additional penalty terms in the objective function to constrain the joints inside a mechanically optimal range. Similarly, [29] , [44] , and [45] proposed a dual RNN for solving the optimization problem in real time. A local optimization algorithm for model-based redundancy resolution of serial and parallel manipulators was proposed in [45] , and however, the solution is only locally optimal and create large approximation errors. It must be noted that all the above-mentioned algorithms are highly dependent on the a priori known kinematic model of the robot and suffer from position error accumulation (PEA) because of their open-loop nature. Uncertainty in mechanical parameters of the robot, e.g., length of links and location of joints, or the Denavit-Hartenberg (DH) parameters introduce large errors in the designed controllers. Even, when the mechanical parameter of the robot is exactly known a priori, the effect of long-term use, e.g., friction and wearing, may introduce uncertainty in the initially known mechanical parameters of the manipulator.
For a robot with an unknown kinematic model (which is investigated in this article), the problem of redundancy resolution remains a challenging issue. Conventional methods to solve this problem focus on numerically estimating an inverse kinematic model of a robot using training and data-driven approaches, such as neural networks [23] , [46] [47] [48] . The estimated model is then used to control the robot directly. However, model estimation and training of the neural network is a computationally expensive task, which requires a large amount of training data set and cannot be accomplished in real time. Some other algorithms [20] , [49] , [50] focus on estimating the Jacobian of the robot and design a kinematic controller in velocity space. Similarly, approaches based on adaptive control and barrier-Lyapunov function [51] [52] [53] [54] [55] [56] [57] have been proposed. Although the methods mentioned earlier are capable of solving the problem of redundancy resolution for a robot with an unknown kinematic model, however, these require estimation of Jacobian matrix and calculation of its pseudoinverse at runtime for waypoint along the path of the robot. Calculation of matrix pseudoinverse is a computationally expensive task, which reduces the real-time viability of these algorithms.
In this article, we present a novel metaheuristic approach, Beetle Antennae Olfactory Recurrent Neural Network (BAORNN) from henceforth, to solve the problem of redundancy resolution for model-free kinematic control of robotic arms in real time. Here, we take advantage of the fact that the redundancy resolution problem is essentially equivalent to searching the joint space to find an optimal configuration corresponding to a task in the Cartesian space. Metaheuristic optimization algorithm are well known [1] , [2] , [58] [59] [60] [61] for their efficiency to search nonconvex spaces for optimal solution of nonlinear objective functions [62] , [63] . Here, we leverage this property to search the joint space of our robotic arm at runtime to find an optimal configuration. It must be noted that metaheuristic optimization algorithms have not only been a focus of research interest but have found several applications in real-world scenarios [64] , [65] . For example, several works have been proposed to study the problem of inverse kinematics using metaheuristic optimization [28] , [66] . The BAORNN algorithm, proposed in this article, is based on Beetle Antennae Olfactory (BAO) algorithm [10] , [67] , which is a nature-inspired metaheuristic optimization algorithm inspired by the food foraging behavior of beetles. The BAO algorithm is chosen because unlike other metaheuristic algorithms, it makes use of only a single search particle to search the optimum of an objective function, which make it suitable for model-free optimization and parameter tuning of real-world systems. In this article, the BAO algorithm is modeled as an RNN to solve the redundancy resolution optimization problem in real time and applied for the kinematic control of a robotic arm. The BAORNN algorithm starts from an initial configuration of the robotic arm joints and efficiently searches the joint space to minimize the tracking error.
It should be noted that unlike previous works, the proposed method neither need the forward or inverse kinematic model of the robotic arm nor the Jacobian and only relies on the feedback provided by the Cartesian position and orientation sensor. This is in contrast to the traditional methods, which use an analytic or estimated kinematic model of the robot. Since the proposed algorithm is Jacobian free, therefore it does not require the computation of matrix pseudoinverse, which make it very computationally efficient. We present the formulation of the BAO algorithm for our robotic arm as an RNN and theoretically prove its stability and convergence. The main highlights of this article are as follows.
1) We proposed a model-free controller for the kinematic control of a redundant joint robotic arm, which does not require estimation of the kinematic model or Jacobian matrix and does not involve the calculation of pseudoinverse of Jacobian matrix. 2) For a given task in the Cartesian space, the proposed controller leverages the efficiency of the metaheuristic algorithm to efficiently search the joint spaces to find an optimal joint configuration. 3) Theoretical analysis is done to prove the stability and convergence of the proposed algorithm. 4) Simulation results using, KUKA LBR IIWA-14, a popular 7-DOF industrial robotic arm, prove the efficacy of the proposed approach. The remainder of this article is organized as follows. Section II presents the problem formulation of the redundancy resolution of a robotic arm with multiple manipulators. In Section III, the details of the BAORNN algorithm are laid down and theoretically shown that the algorithm produces a globally convergent solution. Section IV presents the simulation methodology, results, and discusses its importance. Section V concludes this article.
II. PROBLEM FORMULATION
In this section, we present the mathematical formulation of redundancy resolution problem for a general redundant robotic manipulators. First, a brief introduction about the kinematics model is provided, and the shortcoming of model-based kinematic control is outlined. Next, the robotic task execution is formulated as a quadratic optimization problem.
A. Redundant Manipulator Kinematics
Given a redundant joint robotic arm, the position and orientation of end-effector are uniquely defined by the configuration of its joints. Consider a robotic arm with m-DOF robotic arm having m joints and operating in an n-dimensional Cartesian space. The following mapping from joint space coordinates to the Cartesian coordinates is surjective
where x(t) ∈ R n is the vector representing the coordinates of end-effector in the Cartesian space and θ (t) ∈ R m are the coordinates in joint space. Note m > n for a redundant joint robotic arm. The mapping function f (.) is nonlinear and represents the forward kinematics of the robotic arm.
Forward mapping function f (.) is known for a given robotic arm. However, the task for a robotic arm is usually defined in the Cartesian coordinates instead of the joint coordinates; therefore, the forward kinematics is of little interest. Based on 1, we can define the following inverse kinematics model:
where f −1 (.) represents the mapping from the Cartesian space to the joint space and is inverse of the mapping defined in (1) . If the inverse mapping is known, then for a given task in the Cartesian space, the corresponding trajectory in the joint space can be easily calculated using (2) and robot's joint can be directly controlled using the calculated trajectory. Unfortunately, for a redundant robotic arm, the forward mapping f (.) is surjective only and not one-to-one, i.e., there exist an infinite number of coordinates in joint space, which are mapped to the same coordinate in the Cartesian space. Therefore, function f (.) is not uniquely invertible. Furthermore, f (.) is a nonlinear, and its inverse cannot be expressed analytically for most cases. The earlier discussion pertains to the formulation of the controller at position level; however, the velocity-level control is an alternate approach for approximating the inverse kinematics of the robotic arm involving the Jacobian matrix. Taking time derivative of (1) yieldṡ
whereẋ(t) ∈ R n andθ (t) ∈ R m are the velocity of robotic arm in the Cartesian and joint space, respectively. J (θ(t)) ∈ R n×m is the Jacobian matrix and calculated as J (θ(t)) = ∂ f (θ (t))/∂θ(t), i.e., J i j = ∂ f i /∂θ j , where J i j represent the element in i th row and j th column of the Jacobian matrix. By analyzing (3), it can be seen that it represents a surjective affine mapping fromθ (t) toẋ(t) in the close neighborhood of a specified joint space coordinates, and therefore, a velocity-level inverse kinematic model can be formulated as follows:
However, for a redundant manipulator robotic arm, the Jacobian J (θ(t)) is a rectangular matrix; therefore, the abovementioned relation requires calculating the pseudoinverse of a matrix, which is a computationally intensive process. Furthermore, a specific value of Jacobian, e.g., J (θ 0 ) is only valid in the close neighborhood of θ 0 , i.e., θ − θ 0 2 < for an arbitrary small constant and needs to be reevaluated several times for the entire trajectory of the robotic arm. The recalculation of Jacobian and the subsequent matrix inversion make this process unsuitable for commonly available embedded processors. The earlier discussion assumes that the forward kinematics mapping f (.) is precisely known, its Jacobian can be calculated and generate a nonsingular matrix so that the pseudoinverse can also be calculated. All these assumptions suffer for a high degree of uncertainty and modeling errors and require intensive offline model estimations to provide the desirable results at runtime. In contrast, our algorithm is formulated on the assumption that we do not have any information about the kinematic model of the robotic arm and only have access to the sensor data measuring the position and orientation of the end-effector in the Cartesian space. By using the measured Cartesian coordinates in feedback, our control algorithm can accurately track any arbitrary reference trajectory in a model-free manner.
B. Kinematic Trajectory Tracking
Consider the task of moving a payload with a robotic arm. The task requires that the robotic arm grabs the object using end-effector, move the payload along a desired trajectory in the Cartesian space, and release the object at the destination. The goal of the kinematic control is to find an optimal trajectory in the joint space to trace the desired trajectory in the Cartesian space. Consider a reference path x r (t) in the Cartesian coordinates which we want the end-effector to trace, and then, the corresponding trajectory in joint space must satisfy the following relation:
where θ r (t) is a trajectory in the joint space corresponding to x r (t). Note that for a redundant manipulator, an infinite number of trajectories θ r (t) satisfy this relation for a given trajectory x r (t), many of which might not satisfy the mechanical limits of the joints, for example, extending a prismatic joint beyond its maximum length. Our goal is to find a trajectory in joint space, which satisfies (5) while respecting the constraints on the mechanically optimal range of joint motion. Without loss of generality, we can model the optimal trajectory tracking as the following constrained quadratic optimization problem:
where g(x r (t), θ (t)) denotes the objective function, m denotes the total number of joints, θ − k and θ + k (k ∈ {1, 2, . . . , m}) represent the minimum and maximum position limits of the kth joint. To simplify the notation, let us define tracking error as
and the optimization problem (6) can be concisely written as
where
The solution θ * of optimization problem (7) gives us the required trajectory in the joint space, that is
As already mentioned in Section II-A, our algorithm is formulated on the assumption that the kinematic model f (.) of the robotic arm is unknown, and we only have access to position and orientation data from the sensor. Therefore, in our case, we define tracking error e as
wherex(θ (t)) denotes the real Cartesian coordinate of the end-effector coming directly from the sensor. It is worth pointing out that most of the traditional methods rely on the forward kinematic model f (.) to estimate the current Cartesian coordinates instead of sensor data. Based on this definition, the final objective function for our algorithm becomes
The BAORNN algorithm solves the constrained optimization problem (7) with objective function given in (8) .
Although numerical methods are available to solve the proposed optimization problem on point-to-point basis, at each time sample, for the entire trajectory of the robotic arm, however, the computation cost for such a strategy is inversely proportional to the sampling interval. For small time intervals, such a strategy have huge computation cost. However, in this article, we propose the BAORNN algorithm, which uses metaheuristic information from past time steps to solve the optimization problem at runtime using RNNs while simultaneously moving the robotic arm.
Remark 1: Only the kinematic model of the manipulator is used in the formulation of the objective function (8) . However, manipulator controllers based on the kinematic model have been a subject of study in several recent works [20] , [38] , [68] , [69] . Several industrial manipulators [70] [71] [72] [73] have also found applications of kinematic control.
Remark 2: Although the constrained optimization problem (7) only enforce tracking the reference trajectory x r (t) while respecting the joint constraints, the proposed optimization-driven framework is quite general. It can easily be extended to include other optimization objectives by following the approaches of [26] , [40] , and [43] . As an example, the following optimization problem incorporates reference trajectory tracking as well as velocity minimization (which in effect minimize power consumption) with additional mechanical constraints on the velocities of the joints:
Similarly, obstacle avoidance can be incorporated as maximization of the distance between robot and objects present in the surrounding environment by following the approach of [25] . However, in this article, we will consider the objective function defined in (7) .
III. CONTROL SYSTEM DESIGN
In this section, an RNN architecture is developed, and the BAORNN algorithm is formulated to solve the optimization problem (7) at runtime while concurrently moving the robotic arm along the reference trajectory. It is followed by a theoretical analysis of the convergence of the proposed algorithm.
A. Algorithm Formulation
Consider an m-DOF redundant robotic arm required to track a reference trajectory. Our goal is to minimize the objective function given in (8) while respecting the constraints given in (7) . BAORNN algorithm mimics the behavior of a beetle to probe the joint space using its two antennae. Suppose that the initial coordinates of the robot in joint space is θ 0 , and at time instant t k , the coordinates become θ k . The BAORNN algorithm works by generating a random direction vector b ∈ R m corresponding to the direction of the beetle antenna. Based on the generated direction vector, the algorithm calculates the endpoint of both beetle antennae and projects them inside the constrained space to respect the limit of joint motion as follows:
where P(.) is the projection function and projects the points to the constrained space defined by the objective function, and θ L and θ R denote the projected location of left and right beetle antennas, respectively. λ k is a hyperparameter in the BAORNN algorithm and denotes the length of the beetle antenna. Strategy for choosing an optimal value for λ is discussed later. Although there are several ways to define a projection function, in this article, we chose a numerically efficient projection function that is commonly used, i.e., the saturation function. The saturation function is defined as follows:
and the function is sequentially applied to each joint angle. The robotic arm moves the joints to both the calculated configurations, θ L and θ R , successively and calculates the value of the objective function using the following relation:
where g L and g R are the values of the objective function at the left and right beetle antenna locations, respectively. x r (t) is the Cartesian coordinate on the reference trajectory at current time instant t andx(θ ) is the value available from sensor; hence, both the values are known and the values of g L and g R can be evaluated.
The BAORNN algorithm then uses the value of the objective function at both antennae location to take the next step toward a direction in which the value of the objective function is decreasing by using the following update rule:
where θ new is the new updated location of the robotic arm in the joint space, and sign(g L − g R ) b ensures that the updated location of the beetle is in the direction of the antenna with small objective function value. δ k (λ k ) denotes the step size, i.e., Euclidean distance between the updated location θ new and the current location θ k . It is a function of antennas length λ 0 and their relationship will also be discussed later.
Algorithm 1 BAORNN Algorithm
Input: A m-DOF robotic arm with unknown kinematic model attached with position and orientation sennsors, a reference trajectory x r (t) ∈ R n for end-effector and an objective function g(x r (t), θ (t)) quantifying the quality of tracking performance. Additionally, the values of hyper-parameters: c 1 and c 2 defined in (16) . Output: An optimal trajectory θ r (t) in joint space.
Generate a random direction vectors, b ∈ R m in joint space. Calculate the location of left and right beetle antennae, θ l and θ r , respectively, using (10) . Project the calculated points inside the constrained range using (11) . Move the robotic arm to both configurations and measure the location and orientation of end-effector, x(θ (t)) using pose sensor. Calculate the value of objective function at both locations using (12) . Calculate the new location, θ new , using (13) , and project on the constrained set. Calculate the value of objective function at new location using the feedback from pose sensor, as given in (14) . Update the location of beetle in joint space using (15) . Move the robotic arm to the new joint configuration calculated in the previous step.
After reaching θ new , the value of objective function is again reevaluated
the value g new is compared to the value of objective function at initial location θ k . If the value of the objective function is decreased, then the robot remains there; otherwise, it moves back to θ k
After moving from θ k to θ k+1 , the whole process is repeated; a new random direction vector b is generated, antennas' locations, θ L and θ R , are calculated using (10), objective function values, g L and g R , are calculated using (12) , and the beetle location is update using (15) . The algorithm is formally presented in Algorithm 1.
The choice of hyperparameter λ k and δ k (λ k ), where k is the sample index, affects the convergence performance of our proposed algorithm. By empirical observations and analyzing the experimental results, we found that the following relations can provide a reasonable convergence rate, which is the desirable dynamic response from the robot:
where c 1 and c 2 are constants and the factor g(θ i ) control the step size i.e., Euclidean distance between θ i+1 and θ i in the joint space. Such a choice of step size ensures large step size when the end-effector is far from the goal position and makes them extremely small when reached near the goal. The small step size near goal position reduces the overshooting of the robotic arm near the goal position. For c 1 and c 2 , we found that the following heuristics provide a good starting point for further tuning there values:
where T s is the sampling time of the control loop running the proposed algorithm and the robotic arm.
The BAORNN algorithm presented earlier can be formulated as an RNN, as shown in Fig. 2 . The RNN has a two-layered architecture with 3-m neurons. The RNN has a temporal-feedback connection between the output of the second layer and the input of the first layer. The block "Random" represents a normally distributed random vector generator and provides direction vector b for the BAORNN algorithm. The neurons shown as small circle represent the projection operator P, while the neurons shown as curved rectangular boxes (in cyan) represent the objective function and the output values of those neurons are calculated by using the sensor data coming from the actual robotic arm. It must be noted that the g(.) blocks in layer one are evaluated sequentially based on the sensor data from the robotic arm because we are running the algorithm on a real robotic arm at runtime.
By parsing the graph of RNN and counting the number of numeric operations and mathematical function evaluations, it can be seen that the algorithm has a complexity O(m), i.e., the computational complexity is just a linear function of the number of joints. The algorithm involves the elementary floating-point operations, which can be executed very fast on embedded processors since most of them have dedicated hardware units for floating-point operations.
B. Theoretical Analysis
Now, we will theoretically analyze the proposed BAORNN algorithm and prove its stability and asymptotical convergence to an optimum solution. The detailed analysis on the stability and convergence of the BAO algorithm can be found in [67] , and here, we lay down the sketch of the proof.
Definition 1: For the tracking control of a robotic arm, starting from an arbitrary initial joint configuration θ 0 , the joint space trajectory θ r (t) generated by the BAORNN algorithm is said to be stable if
that is objective function is a monotonically decreasing function of the time. θ r (t k ) is written as θ k for simplicity of notation. Lemma 1: For the tracking control of a redundant joint robotic arm, starting from an initial joint configuration θ 0 and end-effector coordinatesx(θ 0 ), the joint space trajectory θ r (t) generated by the BAORNN algorithm is stable.
Proof: See [68, Lemma 1] for details. The general sketch of the proof goes like this: starting from an initial joint configuration (θ r (t 0 )) = θ 0 at t = t 0 , the BAORNN algorithm updates the location of beetle using (15) . The update rule only changes the location in joint space if
that is there is a decrease in the value of objective function at the new location. If on the contrary, the value of objective function further increases compared to previous time step, i.e., g(x r (t), θ new ) > g(x r (t), θ 0 ), the robotic arm moves the joint back to the configuration of previous time step, i.e., θ 1 = θ 0 . Therefore, the robot configuration at end of each timestep, θ 0 , θ 1 , θ 2 , . . . , θ k , where t k = t stop , always results in either decrease or the same objective function value, which shows that the BAORNN algorithm produces a monotonically decreasing series for the values of objective function and thus stable.
Definition 2: For the tracking control of a robotic arm, starting from an arbitrary initial joint configuration θ 0 , the endeffector trajectoryx(θ(t)) in the Cartesian space is said to be convergent to the reference trajectory x r (t) if it satisfieŝ
Lemma 2: For the tracking control of a redundant joint robotic arm, starting from an initial joint configuration θ 0 and end-effector coordinatesx(θ 0 ), the joint space trajectory θ r (t) generated by BAORNN algorithm converges the Cartesian trajectory end-effectorx(θ r (t)) to the reference trajectory x r (t).
Proof: See [68, Th. 1] for details. The general sketch of the proof goes like this: suppose at time instant t k , probability that the joint configuration calculated by BAORNN θ k does not lie in an optimal direction is given by p k , where 0 < p k < 1 by the definition of probability. The probability that θ k+1 also does not lie in an optimal direction is same as the probability that none of the previous points lies in the optimal direction, i.e., given by the product of those probabilities p k+1 = p 0 p 1 p 2 . . . p k the probability that θ k+1 is actually an optimal solution is
where P k+1 is the probability of θ k+1 being an optimal solution at time instant t k . Since all the values of p 0 , p 1 , p 2 , . . . , p k lie in the range [0, 1], and product of values in range [0, 1] diminishes as the elements of product increase, therefore
Therefore, as k → ∞, the joint configuration θ k calculated by BAORNN converges to the optimal joint configuration.
IV. SIMULATION RESULTS AND DISCUSSION
In this section, the simulation methodology and results for position tracking control are presented. KUKA LBR IIWA-14 robotic arm is used as the testbench. The IIWA-14 robotic arm has 7-DOF, i.e., m = 7, and all joints are revolute. The robotic arm is shown in Fig. 3. Fig. 3(b) shows mechanical information about IIWA-14.
A. Simulation Methodology
We used the model of IIWA-14 robot provided by MATLAB Robotic System Toolbox [74] . The model provides an excellent representation of the real-world IIWA-14 robotic arm and therefore acts as a desirable simulation testbed to test the performance of the proposed algorithm in realistic scenarios. A visual representation of the model is shown in Fig. 3 .
For testing the performance of position tracking control, we used two reference trajectories by following the method of [29] . The first reference trajectory is a rectangular path, and the second is a circular one. Following time-varying system of equation defines the rectangular trajectory used in the simulations:
where x rect r (t) ∈ R 3 represent the rectangular trajectory, a, b, c, and d denote the vertices of the rectangular trajectory such that x rect Note that the above-mentioned two trajectories are chosen, because they encompass a large variety of motion required by the manipulator, i.e., straight lines and circular arcs. However, without loss of generality, the proposed algorithm works for an arbitrarily chosen trajectory, as long as it does not violate the mechanical joint limits of the manipulator.
B. Trajectory Tracking Results
For the rectangular trajectory tracking problem, the results are shown in Fig. 4 . c 1 = 1 and c 2 = 3 were used as the values of hyperparameters in (16) . During simulations, the initial configuration of the joints is assumed to be home configuration, i.e., all joint angles are zero. Fig. 4(a) shows the motion of the links in the robotic arm while tracking the reference trajectory (shown in blue). It shows the motion of the robotic arm starting from the initial configuration; therefore, the initial portion of the motion lies outside the reference trajectory. Once the end-effector reaches the reference trajectory, its remaining motion closely matches the reference signal. Fig. 4(b) shows the Cartesian position coordinates of the end-effector while tracing the rectangular trajectory. Fig. 4(c) shows the motion of the joints of the robotic arm. Since all the joints are revolute, therefore, it shows the rotation of each joint in radians. It is worth pointing out that the trajectories in the Cartesian space and joint space, as shown in Fig. 4(b) and (c), respectively, show a bit of unsmooth behavior. Such behavior is characteristic of metaheuristic algorithms because of the stochastic nature; however, the resultant gain because of reduced computational cost is much greater. Fig. 4(d) shows the position tracking error. It can be seen that the tracking error quickly converges to a very small value. At t = 0, the tracking error shows a large value, ≈ [0.5 − 0.5 0.7] T ; this happened because the robotic arm starts its motion from home configuration, which is very far from the rectangular trajectory. However, as time progresses, the end-effector finally converges to the reference trajectory, and the tracking error diminishes. This also proves that the proposed algorithm does not suffer from PEA problem; once the tracking error diminishes, it never becomes large again, except for some small ripples caused by the stochastic nature of the algorithm. Similarly, Fig. 4(e) shows the evolution of the value of objective function, defined in (7), with time. Similar to the tracking error, the objective function shows a very large value in the beginning, i.e., g(θ 0 ) ≈ 1.6. However, as time progresses, the objective function value converges in the range [0 2 × 10 −3 ] and remain inside this interval.
The tracking results for the circular trajectory are shown in Fig. 5 . Similar to the case of rectangular trajectory, c 1 = 1 and c 2 = 3 were used as the values of hyperparameters in (16) . Fig. 5(a) shows the motion of the links in the robotic arm while. Similar to the case of rectangular trajectory, the initial portion of the robotic arm motion is also shown. The end-effector trajectory finally converges to the circular trajectory. Fig. 5(c) shows the Cartesian position coordinates of the end-effector, and Fig. 5(c) shows the joint space motion of the robotic arm joints. The position tracking error shown in Fig. 5(d) displays the same trend, i.e., the error is large at the beginning but diminishes with time. It again proves that the proposed algorithm does not suffer from the PEA problem. The objective function profile shown in Fig. 5 (e) also exhibits the decaying trend. Similarity in the simulation results for the circular and rectangular trajectory confirms the stability and convergence performance of the BAORNN algorithm. Fig. 5(f) shows the images of the simulation models of the robotic arm while tracking the reference trajectory. These simulation results prove the stability and converge of the BAORNN algorithm. Fig. 4(f) shows the images of the simulation models of the robotic arm while tracking the reference trajectory.
V. CONCLUSION
In this article, we have addressed the problem of redundancy resolution and kinematic tracking control for redundant robotic manipulator working in an industrial environment. The proposed algorithm solves these problems in a model-free strategy, which does not require the estimation of the kinematic model or the Jacobian of the robotic manipulator. The proposed BAORNN uses an RNN architecture based on the BAO algorithm to solve the redundancy resolution problem and achieve kinematic tracking control in runtime. The proposed algorithm only relies on the values from the position and orientation sensor attached to the end-effector of the robot and does not require any knowledge about the mechanical parameters or physical construction of the robot, making the proposed algorithm resilient to the model uncertainties and PEA compared to the traditional algorithm. The proposed algorithm is also computationally efficient because it does not require pseudoinverse of the Jacobian matrix. The stability and convergence of the proposed algorithm are theoretically proven. Simulations on a 7-DOF industrial robotic arm also prove the performance of the proposed algorithm.
VI. FUTURE WORK
A potential future research direction will include reducing the motion of the manipulator by computing the end-effector pose using the manipulator's model instead of moving the manipulator's joints. In the current version of the BAORNN algorithm, the manipulator has to move to each location, and the value of end-effector coordinates is feedback through the pose sensor. Additionally, this article only considers the tracking control as the objective of the industrial manipulator; however, an actual industrial manipulator needs to fulfill several additional objectives, e.g., obstacle avoidance. Future work will study the effect of including secondary objectives. Experimental verification of the proposed algorithm is also under consideration for the future work.
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