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ABSTRACT  
Fireside deposits can be found in many types of utility and industrial furnaces. The 
deposits in furnaces are problematic because they can reduce heat transfer, block gas 
paths and cause corrosion. To tackle these problems, it is vital to estimate the influence of 
deposits on heat transfer, to minimize deposit formation and to optimize deposit removal. 
It is beneficial to have a good understanding of the mechanisms of fireside deposit 
formation. Numerical modeling is a powerful tool for investigating the heat transfer in 
furnaces, and it can provide valuable information for understanding the mechanisms of 
deposit formation. In addition, a sub-model of deposit formation is generally an essential 
part of a comprehensive furnace model. This work investigates two specific processes of 
fireside deposit formation in two industrial furnaces. 
 
The first process is the slagging wall found in furnaces with molten deposits running on 
the wall. A slagging wall model is developed to take into account the two-layer structure 
of the deposits. With the slagging wall model, the thickness and the surface temperature 
of the molten deposit layer can be calculated. The slagging wall model is used to predict 
the surface temperature and the heat transfer to a specific section of a super-heater tube 
panel with the boundary condition obtained from a Kraft recovery furnace model. The 
slagging wall model is also incorporated into the computational fluid dynamics (CFD)-
based Kraft recovery furnace model and applied on the lower furnace walls. The 
implementation of the slagging wall model includes a grid simplification scheme. The 
wall surface temperature calculated with the slagging wall model is used as the heat 
transfer boundary condition. Simulation of a Kraft recovery furnace is performed, and it 
is compared with two other cases and measurements. In the two other cases, a uniform 
wall surface temperature and a wall surface temperature calculated with a char bed 
burning model are used as the heat transfer boundary conditions. In this particular 
furnace, the wall surface temperatures from the three cases are similar and are in the 
correct range of the measurements. Nevertheless, the wall surface temperature profiles 
with the slagging wall model and the char bed burning model are different because the 
deposits are represented differently in the two models. In addition, the slagging wall 
model is proven to be computationally efficient. 
 
The second process is deposit formation due to thermophoresis of fine particles to the 
heat transfer surface. This process is considered in the simulation of a heat recovery 
boiler of the flash smelting process. In order to determine if the small dust particles stay 
on the wall, a criterion based on the analysis of forces acting on the particle is applied. 
Time-dependent simulation of deposit formation in the heat recovery boiler is carried out 
and the influence of deposits on heat transfer is investigated. The locations prone to 
deposit formation are also identified in the heat recovery boiler.  
 
Modeling of the two processes in the two industrial furnaces enhances the overall 
understanding of the processes. The sub-models developed in this work can be applied in 
other similar deposit formation processes with carefully-defined boundary conditions.  
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SVENSK SAMMANFATTNING 
I förbränningsanläggningar är beläggningar i eldstaden och värmeväxlarområdet ett stort 
problem. Beläggningarna minskar värmeöverföringen, hindrar rökgasflödet och kan ge 
upphov till korrosion. För att tackla och förstå dessa problem är det av stor vikt att 
beräkna hur beläggningar påverkar värmeöverföringen, att minimera uppkomsten av 
beläggningar och att optimera borttagandet av beläggningar. Ett verktyg som används för 
att få en bättre förståelse för hur beläggningar bildas är numerisk modellering. Numeriska 
modeller för bildandet av beläggningar utgör även en viktig del då hela 
förbränningsanläggningar simuleras. I detta arbete har modeller för bildandet av 
beläggningar i två olika pannor utvecklats. 
 
Den första i avhandlingen studerade processen är en s.k. slaggande pannvägg. Med detta 
menas att yttemperaturen på beläggningen överstiger askans smältpunkt, med påföljden 
att ytskiktet blir flytande och på så sätt begränsar beläggningstjockleken. I avhandlingen 
utvecklades en modell som tar detta fenomen i beaktande. Modellen kan beräkna 
tjockleken och yttemperaturen av den flytande askbeläggningen. Modellen har används i 
en detaljstudie av yttemperaturen och av värmeöverföringen i en av överhettarna i en 
sodapanna. I avhandlingen har den utvecklade modellen även använts vid simulering av 
en hel sodapanna med simuleringsverktyget CFD (Eng: computational fluid dynami cs, 
Sve: numerisk strömningsdynamik). Resultatet har jämförts med resultat baserade på mer 
etablerade modeller för yttemperaturen. Resultaten visar att väggtemperaturen är liknande 
i de olika fallen och att de faller inom det intervallet som observerats vid mätningar. Den 
i avhandlingen utvecklade modellen har visat sig vara fördelaktig eftersom den kräver 
avsevärt kortare numerisk beräkningstid.  
 
Den andra i avhandlingen studerade processen är formation av beläggningar driven av 
termofores. Termofores är en diffusionsprocess som transporterar partiklar från varmt 
mot kallt. För att avgöra om små dammpartiklar belägger sig på väggen har ett kriterium 
baserat på analysen av krafter som påverkar partiklarna applicerats. Tidsberoende 
simulering av beläggningarna i värmeåtervinningspanna har utförts och inverkan av 
beläggningarna på värmeöverföringen har undersökts. Områdena speciellts utsatta för 
beläggningar har också kunnat identifierats.  
 
Modelleringen av beläggningsprocesserna i de två industriella pannorna har förbättrat 
förståelsen för de icke-önskvärda beläggningarna. Modellerna utvecklade i detta arbete 
kan användas i andra motsvarande processer med beläggningsproblem med 
väldefinierade randvillkor.  
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NOMENCLATURE 
 
Acronyms 
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DTA  Differential Thermal Analysis 
IR  Infrared 
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TGA  Thermal Gravimetric Analysis 
 
Latin Letters 
 
c  Gas species concentration   [mol/m
3
] 
cp  Specific heat     [J/kg-K] 
cv  Specific heat of gas at constant volume [J/mol-K] 
   Diameter     [m] 
h  Heat transfer coefficient   [W/m
2
-K]  
    Boltzmann’s constant    [J/K] 
   Thermal conductivity    [W/m-K] 
 ̇  Mass flow rate    [kg/s] 
     Heat flux     [W/m2] 
   Velocity     [m/s] 
 
A  Area      [m
2
] 
C  Mass concentration    [kg/m
3
] 
    Cunningham slip correction    
         Function constant for thermophoretic  
coefficient 
D  Mass diffusivity, diffusion coefficient [m
2
/s] 
F  Force      [N] 
  Fraction      
 ̇  Enthalpy flow rate    [W] 
    Knudsen number    [J/K] 
   Molecular mass    [kg/mol] 
Q  Heating value     [GJ/kg] 
 ̇  Heat transfer rate    [W] 
   Thermal resistance    [m2K/W] 
Universal gas constant   8.314 [J/K-mol] 
      Fouling index based on base-to-acid ratio 
S  Particle to gas density ratio    
2 
 
    Schmidt number 
    Normal momentum accommodation  
coefficient 
    Stokes number 
  Tangential momentum accommodation  
coefficient 
   Temperature     [K] 
| ⃗ |  Absolute value of particle velocity  [m/s] 
Y  Mass fraction 
 
Greek Letters 
 
    Function parameter 
   Mass transfer coefficient   [m/s] 
    Specific heat ratio of gas 
   Stefan Boltzmann’s constant   5.67 ×10−8 [W/m2-K4] 
ε  Emissivity 
   Gas mean free path    [m] 
   Function parameter 
   Pi      3.14159265… 
ν  Kinematic viscosity    [m2/s] 
    Function parameter 
   Shear stress     [Pa] 
  Particle relaxation time 
    Dynamic viscosity    [Pa·s] 
    Density     [kg/m3] 
   Thickness     [m] 
ψ  Correction factor  
   Gradient 
 
Subscripts 
 
ash  Ash property 
c  Cylindrical tube 
  Critical value 
cond  Condensation 
conv  Convective heat flux 
d  Deposit property 
  Deposition 
Diff  Diffusion 
flow  Fluid flow of molten deposits 
   Gas properties 
i  Ash forming vapor species 
m  Molecular property 
metal  Tube metal 
3 
 
n  Normal component 
   Particle  
s  Solid 
th  Thermophoresis  
w, wall  Wall property 
   Bulk property 
 
Superscripts 
 
    Flux 
+  Dimensionless variable 
*  Symbol for friction velocity 
   ̇  Rate per second 
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1. INTRODUCTION 
Fireside deposit formation has long been a problem in steam-raising boilers. In boilers for 
heat and power generation, deposits are found on the furnace walls, on the superheaters 
and on the heat exchangers. Figure 1.1 shows examples of deposits in different parts of 
boilers. Slagging and fouling on the heat transfer surfaces hinder the heat transfer. 
Massive deposits built up in the superheater region can block the gas paths. The deposits 
can cause severe corrosion of boiler tubes. One or more of these problems can also occur 
in other industrial boilers, e.g., the heat recovery boiler of the flash smelting process 
(Yang, 1996). 
 
Great efforts have gone into understanding fireside deposit formation and into the pursuit 
of solutions to deposit-related problems. In 1996, Bryers presented a comprehensive 
overview of fireside slagging, fouling and high-temperature corrosion of heat-transfer 
surfaces due to impurities in steam-raising fuels (Bryers, 1996). He stated that the 
empirical art of ash deposition from impurities in combustion gases was being 
transformed into the science of mineral transformation and ash deposition. A large pool 
of knowledge on deposit formation with coal combustion has been established based on 
extensive research dating back over a century. Combustion of alternative fuels or fuel 
mixtures has also raised new challenges in dealing with fireside ash problems (Baxter, 
1993). Notably, numerical modeling has increasingly been used to investigate deposit 
formation and its influence on the performance of the combustion facility. The 
development of numerical modeling, especially computational fluid dynamics (CFD) 
simulation, of deposit formation can be found in the reviews from Wang and Harb (1997) 
and Weber et al. (2013a). 
 
 
(a) 
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(b) 
Figure 1.1: (a) Slag formation on boiler tubes (Rosemount Analytical, 2012); (b) View of 
superheater deposits (Tomeczek & Waclawiak, 2009). 
1.1 OBJECTIVE 
The objective of this work was to enhance the understanding of fireside deposit formation 
by means of modeling two specific deposition processes in two industrial furnaces. One 
process is the slagging wall found in Kraft recovery furnaces with molten deposits 
running on the wall or on the superheater tubes. The other process is deposit formation 
due to thermophoresis of fine particles to the heat transfer surfaces in the heat recovery 
boiler of the flash smelting process. 
 
The contributions of this work are: 
 Development and implementation of a sub-model for slagging walls in furnaces 
for CFD. In the slagging wall sub-model, the two-layer (solid and fluid) structure 
of the deposits is considered, and the fluidity of the molten deposit is taken into 
account in the calculation of the thickness of the molten deposit layer. The 
thickness, together with the surface temperature of the molten deposit layer, is 
calculated with an iterative algorithm. To the author’s knowledge, models with a 
similar concept appear in two earlier works. One is on modeling of slag flow in an 
entrained-flow gasifier (Seggiani, 1998), and the other is on modeling of a coal-
fired slagging combustor (Wang et al., 2007). This work is the first attempt at 
modeling slagging walls in Kraft recovery furnaces with such a dedicated sub-
model.  
 Development and implementation of a sub-model for thermophoresis-induced 
deposit formation for CFD. A particle conversion model and the deposition model 
are used in the simulation of deposit formation in a heat recovery boiler of the 
flash smelting process. To the author’s knowledge, this work is the first attempt 
on the topic. 
 Better understanding of deposit formation and the behavior of the deposits in the 
two types of industrial furnaces. 
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1.2 THESIS STRUCTURE 
This thesis consists of an introductory section and five attached publications. The 
introductory section includes the background (Chapter 2); the modeling of the slagging 
wall in a Kraft recovery furnace (Chapter 3); the modeling of deposit formation due to 
thermophoresis (Chapter 4); and the conclusions (Chapter 5). The background briefly 
covers the mechanisms of fireside deposit formation and the relevant modeling works 
from the literature, and it presents the basis of this work: the Åbo Akademi Furnace 
Model. The modeling of the two processes follows a similar structure: a brief 
introduction of the process; the development of the model; the model parameters; the test 
case; and the results and discussion. The conclusion chapter summarizes the main 
findings of this work and provides an overview of the potential areas for future work. 
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2. BACKGROUND 
Fireside deposit formation (i.e., slagging and fouling) is a complex process. Benson et al. 
(1993a) have listed a few factors governing the fireside deposit formation process. 
Fireside deposit formation depends on the transformation of the inorganic components 
found in the fuels (i.e., minerals and organically-associated inorganic elements) during 
and after the fuel conversion process. The transformation includes physical changes and 
chemical reactions under varied conditions in a furnace. The transformation is influenced 
by the interactions among the ash-forming elements, and between the ash-forming 
elements and the carbonaceous species. Those interactions are affected by conditions 
such as the position of the ash-forming elements in the matrix of the fuel and the 
chemical reactions with different kinetics. Build-up and removal of the deposits on heat 
transfer surfaces is another crucial stage of the process. Bryers (1996) added that the 
inorganic components in fuel, and the fly ash generated, are heterogeneous with regard to 
size and composition, and that individual species behave differently during and after 
combustion. He further indicated the factors that can determine the degree of deposit 
formation throughout a steam-raising boiler, e.g., the local gas temperatures; the tube 
temperatures; the gas velocities; and the tube orientation. 
 
Fireside deposit formation must be considered already in the design stage of steam-
raising boilers. In order to tackle the deposit-related problems, it is important to estimate 
the influence of deposits on heat transfer, to minimize deposit formation and to optimize 
deposit removal. Therefore, a good understanding of the mechanisms of fireside deposit 
formation is essential. Numerical modeling is a powerful tool for investigating the heat 
transfer in furnaces, and it can provide valuable information for understanding the 
mechanisms of deposit formation. Baukal et al. (2001) pointed out that sub-model of 
deposit formation is generally a fundamental part of a comprehensive furnace model.  
2.1 MECHANISMS OF FIRESIDE DEPOSIT FORMAITON 
For steam-raising boilers, the incombustible, inorganic materials in the fuel are the source 
of the fireside deposit problem. During combustion, the ash-forming matters are released 
from the fuel. The fly ash particles and the ash in vapor form are transported by the gas 
flow to the heat transfer surfaces. The transport mechanisms vary, primarily depending 
on the size of the ash particle and the gas flow condition in the boiler (Baxter, 
1993&1998). The form and location of the deposits are associated with the transport 
mechanisms of the ash particles. The behavior of deposits on the heat transfer surfaces, 
i.e., growth, depletion, sintering or melting, is then influenced by the form and location of 
the deposits. 
2.1.1 Ash Formation 
Ash formation is closely allied with the combustion process, especially with char 
burning, and it has strong interaction with the operating conditions in the boiler. From 
fuel to ash, the mineral matters undergo a series of physical and chemical 
transformations. With new experiences, Weber et al. (2013a) modified the diagram from 
Sarofim and Helble (1994) showing the fate of mineral matters during coal combustion. 
The modified diagram is adapted here, as shown below (Figure 2.1). Weber et al. (2013a) 
10 
 
summarized the thermal processes in the transformation of minerals according to Bryers 
(1996): 
a) Decomposition of minerals into simple compounds; 
b) Vaporization of minerals and formation of aerosols; 
c) Formation of new materials in the combustion zone; and 
d) Fusion and liquefaction of incombustible matter. 
 
Ash is generated in the forms of gas, liquid and solid as the product of mineral 
transformation. The properties and behaviors of ash depend on the association of the 
inorganic components in the fuel particle; the chemical characteristics of the inorganic 
components; the characteristics of the fuel particles; and on the combustion conditions 
(Weber et al., 2013a). 
 
 
Figure 2.1: Schematic diagram of the fate of mineral matters during coal combustion 
(Weber et al., 2013a). 
 
The development of analytical techniques based on Scanning Electron Microscopy 
(SEM) helps in understanding the interactions among the mineral matters during 
combustion. For example, the Computer Controlled-SEM (CCSEM) can be used to 
quantify the particle size, shape and composition of mineral matters of a coal or ash 
sample on a two-dimensional basis. It can also reveal the amount and nature of the 
excluded minerals in the coal. The SEM-based analyses indicate that dozens of reactions 
are involved in the mineral matter transformations in different parts of an ash particle 
(Frandsen, 2009). Thermodynamic equilibrium calculations can be used to assess the 
compositions and amounts of gas phase, liquid phase, and solid phase in complex 
combustion processes, including the ash compounds (Carling et al., 1983).  
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2.1.2 Ash Particle Transport Mechanisms                                                                                                                                                                                                                                                                                                         
Mueller et al. (2005a) have summarized the transport mechanisms for particles of 
different sizes: Inertial impaction is important for particles larger than 10 µm; turbulent 
eddy impaction is the relevant transport mechanism for particles between 1 and 10 µm; 
eddy diffusion and thermophoresis are the key transport mechanisms for particles smaller 
than around 1 µm. Theis (2006) made a similar summary based on literatures: Particles 
larger than 10-15 µm are transported to the surface by inertial impaction; particles 
smaller than 1-10 µm are transported to the surface by thermophoresis and eddy 
diffusion; still smaller particles are mainly transported to the surface by diffusion, 
Brownian motion, etc. The mechanism by which the particles are transported to the heat 
transfer surfaces is also determined by the location and the orientation of the surfaces. 
Thus, the relative importance of the mechanisms in a boiler depends on the fuel 
composition, the boiler design and the boiler operating conditions. Brief descriptions of 
the ash transport mechanisms are provided in the following sections, including inertial 
impaction; thermophoresis; turbulent eddy impaction and diffusion; and condensation. 
Inertial Impaction 
Larger particles traveling with the gas flow have too much inertia to adapt to the 
changing streamlines around an obstacle. In furnaces, the larger ash particles are more 
likely to impact on the windward side of the heat transfer surfaces. For a cylindrical tube 
in a cross flow, the angle of impaction is 0° at the windward centerline, 90° at the side of 
the tube; and 180° at the leeward centerline. Baxter (1993) stated that, under conditions 
typical of combustion operation, the rate of inertial impaction drops essentially to zero 
when the impaction angle is larger than about 50°. Weber et al. (2013a) also mentioned 
that deposits are formed within a 50-60° sector on the windward side of the tube. As a 
result, mountain- shaped deposits are often observed on the windward side of the 
superheater tubes, as shown in Figure 1.1(b). 
 
Figure 2.2 shows an example of large particles impacting on a cylindrical tube in a 
particle-laden flow. Inertial impaction occurs if the distance a particle travels before it 
fully adapts to the changing streamline is larger than the length scale of the obstacle. The 
ratio of these two lengths is defined as the particle Stokes number. In the case of a 
cylinder in a cross flow, the Stokes number is given as (Wessel & Righi, 1988) 
 
   
    
   
     
  (2-1.), 
 
where ρp and dp are the particle density and particle diameter, respectively. UO is the free-
stream gas velocity, and μg is the gas dynamic viscosity. R represents the radius of the 
cylinder.  
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Figure 2.2: Inertial impaction of large ash particles on a cylindrical tube in a particle-
laden flow. 
 
Zbogar et al. (2009) summarized that the rate of inertial impaction depends on the 
geometry of the obstacle; the particle size and density; the angle of impaction; and the 
gas flow properties. The ratio of the number of particles impacting on a surface to the 
number of particles originally traveling toward the surface is defined as the impaction 
efficiency. Israel and Rosner developed a correlation between the impaction efficiency 
and the particle Stokes number for potential flow around a circular cylinder, shown below 
(Israel & Rosner, 1983): 
 
                    
 
 
                                                           
 
(2-2.). 
 
The Stokes number is calculated for each particle traveling toward a cylindrical tube, and 
the corresponding impaction efficiency can be determined. The correlation has been used 
in several CFD-based mathematical models, e.g., by Kær et al. (2006) and by Zhou et al. 
(2007).  
 
The capture efficiency is defined as the propensity of impacting ash particles to stick on 
the surface of the obstacles, i.e., the heat transfer surfaces in furnaces. In addition to the 
rate of inertial impaction and the impaction efficiency, the particle capture efficiency also 
strongly affects the deposit growth. The particle capture efficiency is influenced by the 
composition and phase (solid or liquid) of the particle and by the composition, phase and 
morphology of the deposits on the heat transfer surfaces. 
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Thermophoresis  
Thermophoresis is a particle transport mechanism caused by a local temperature gradient. 
Molecules with higher temperatures have higher kinetic energy. If there is a temperature 
gradient in the fluid surrounding a particle, the molecules at the hot side of the particle 
collide with the particle more intensely than the molecules at the cold side. This 
imbalance gives rise to a net force on the particle in the opposite direction of the 
temperature gradient, driving the movement of the particle. The temperature gradient can 
inherently be in the fluid, or it can be induced by the particle itself if the surface 
temperature of the particle is not uniform (Baxter, 1993). In furnaces, a steep temperature 
gradient exists at the boundary layer of the heat transfer surfaces, especially when the 
surfaces are clean. Small ash particles arriving at the boundary layer can be transported to 
the heat transfer surfaces due to the thermophoretic force, as shown in Figure 2.3. The 
temperature of the heat transfer surfaces increases due to deposit formation; this leads to 
a smaller temperature gradient and weakens thermophoresis. However, as discussed by 
Kær (2001), diminishing thermophoresis does not necessarily reduce the overall 
deposition rate of the sub-micron particles. He speculated that the increased surface 
roughness would enhance deposition by turbulent eddy impaction and diffusion, which 
would balance the weakened thermophoresis.  
 
 
Figure 2.3: A simple illustration of the principle of thermophoretic force on an ash 
particle – the direction of the net force given by the surrounding molecules is opposite to 
the temperature gradient. 
 
Kær (2001) indicated that condensation of inorganic vapors plays an important, or even 
dominant, role in the deposit formation process in straw-fired boilers. This process is 
more significant in the initial stages of deposit formation when thermophoresis is strong 
14 
 
because of the lower temperature at the heat transfer surfaces. In Kær’s work, three 
different equations for calculating the thermophoretic force were reviewed; the equation 
from He and Ahmadi (1998) was used because it provides better predictions compared to 
experimental data. The equation from He and Ahmadi (1998) is likewise applied in this 
work. The equation expresses the thermophoretic force as a function of Knudsen number: 
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and the molecular diameter 
 
   (
 
   
)
 
 ⁄
 
     
 
 
 
 ⁄  (2-7.), 
 
and the temperature gradient is evaluated in the viscous boundary sub-layer 
 
   
     
   
 (2-8.). 
 
Here, the Knudsen number is         , in which   is the gas mean free path. The gas 
mean free path can be approximated as           ⁄    ⁄ .    is the Boltzmann’s 
constant;   is the specific heat ratio of gas; cv is the specific heat of gas at constant 
volume; and   is the universal gas constant. Sn and St are the normal and tangential 
momentum accommodation coefficients, respectively. μ is the molecular viscosity;  is 
the molecular mass; and Tg is the gas temperature. qconv is the convective heat flux; A is 
the area; and kg is thermal conductivity of gas phase. 
 
For spherical particles in an ideal gas, an expression of the thermophoretic force from 
Talbot et al. (1980) is reformulated in the work of Weber et al. (2013a), as: 
  
         
 
   
  
  
 (2-9.). 
 
     stands for the thermophoretic coefficient:  
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 (2-10.). 
 
  is the ratio of the gas thermal conductivity based on translational energy to the particle 
thermal conductivity:        ,           . The coefficients in Equation (2-4.) 
take the following values:        ,        ,        . 
Turbulent Eddy Impaction and Diffusion 
Transport of smaller ash particles to the heat transfer surfaces by turbulent eddy 
impaction and different diffusion processes is part of the boundary layer controlled 
deposition (Kær, 2001). The diffusion processes include Fick’s diffusion, describing the 
movement of molecules caused by a local concentration gradient; Brownian diffusion 
(the random movement of small particles); and eddy diffusion, representing diffusion in 
turbulent systems (Zbogar et al., 2009). 
 
Kær (2001) discussed the contributions of turbulent eddy impaction and diffusion to 
deposit formation with the concept of deposition velocity. Deposition velocity    
describes how fast ash particles in the vicinity of a heat transfer surface are moving 
toward the surface. The deposition rate ̇  
   can be expressed as 
 
 ̇ 
               (2-11.),  
 
where           is the ash particle mass concentration. Writing the deposition velocity in a 
dimensionless form yields 
 
  
  
  
  
 (2-12.), 
 
where     is the friction velocity (m/s) expressed as    (    ⁄ )
  ⁄
.    is the wall 
shear stress, and    is the gas density. In addition, the dimensionless particle relaxation 
time can be written as  
 
  
  
 
  
     
   (2-13.),  
 
with the dimensionless particle diameter   
     
  ⁄  where ν is the kinematic viscosity; 
S is the particle to gas density ratio; and    is the Cunningham slip correction, which 
represents the change in drag due to rarefied flow effects. This can be expressed as 
 
     
  
  
[            ( 
     
  
)] (2-14.),  
 
As shown in Figure 2.4, the dimensionless deposition velocity is plotted as a function of 
the dimensionless particle relaxation time. The figure is adapted from the work of Young 
and Leeming (1997), and it is based on a number of experiments concerning deposition 
onto a cylindrical pipe. The grey zone indicates the area covered by the experimental data 
points in the original figure, and a trend line has been added. 
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Figure 2.4: Characteristic regimes of dimensionless deposition velocity as a function of 
dimensionless particle relaxation time, adapted from Young and Leeming (1997). 
 
Figure 2.4 shows three regimes of different transport mechanisms for particles with 
different dimensionless deposition velocities and relaxation times. In the “inertia-
impaction regime,” the dimensionless relaxation time of a particle is above 20 and can be 
much higher, while the dimensionless deposition velocity shows a slightly declining 
trend. This implies that inertia plays a dominant role in the motion of the particles, and 
that the response of the particles to turbulent flow is hindered by inertia. In contrast, the 
dimensionless deposition velocity of particles in the “diffusion-impaction regime” is very 
sensitive to their relaxation time. In the “diffusion-impaction regime,” the particles have 
dimensionless relaxation times ranging from around 0.25 to around 20, whereas they 
have a four orders of magnitude change in the dimensionless deposition velocity. 
According to Kær (2001), the significant change in the dimensionless deposition velocity 
corresponding to the dimensionless relaxation time is attributed to a complex interaction 
between the particles and the turbulent structures near the wall. Kær (2001) presented the 
free-flight concept from Friedlander and Johnstone (1957) and the coherent structures or 
turbulent bursts concept from Owen (1969). Both theories are used to explain the 
processes controlling particle deposition velocities in the “Inertial-impaction regime” and 
in the “Diffusion-impaction regime.” The free-flight concept theorizes that particles are 
transported by turbulent diffusion to within one “stop-distance” from the wall, and from 
there they acquire sufficient momentum to penetrate the viscous sub-layer. The coherent 
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structures or turbulent bursts concept does not ignore the unsteady flow structures near a 
solid wall; this concept suggests that particles are carried to the wall by fluid eddies 
generated from so-called turbulent bursts. In the absence of inertial impaction and 
thermophoresis, turbulent eddy impaction is the dominant mechanism of ash particle 
deposition. 
 
For very small particles with diameters less than 0.1 μm, Brownian and eddy diffusion 
are the principal deposition mechanisms in the absence of thermophoresis. The 
“Diffusional deposition regime” in Figure 2.4 shows that the dimensionless deposition 
velocity is slightly decreasing as a function of the dimensionless relaxation time. Kær 
(2001) presented a correlation between the dimensionless diffusional deposition velocity 
and the particle Schmidt number, derived by Wood (1981): 
 
      
  
      
  
         
   ⁄
 (2-15.). 
 
The particle Schmidt number        ⁄ .    is the particle diffusivity, which can be 
derived from the Stokes-Einstein relation: 
 
   
     
     
 (2-16.). 
Condensation 
Here, condensation depicts the process of ash-forming elements in gas phase entering the 
thermal boundary layer around an obstacle, condensing and being deposited. As shown in 
Figure 2.5, it includes the following components: (a) vapor passes the boundary layer 
around an obstacle and condenses heterogeneously; (b) vapor nucleates homogeneously 
in the boundary layer and deposits by thermophoresis; (c) vapor condenses 
heterogeneously on the particles in the boundary layer of an obstacle and deposits by 
thermophoresis (Baxter, 1993).  
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Figure 2.5: Schematic illustration of three forms of condensation of ash-forming elements 
on the surface of an obstacle: (a) vapor passes the boundary layer and condenses 
heterogeneously; (b) vapor nucleates homogeneously in the boundary layer and deposits 
by thermophoresis; (c) vapor condenses heterogeneously on the particles in the boundary 
layer and deposits by thermophoresis. 
 
Condensation of ash-forming vapors plays an important role in fouling on the convective 
heat transfer surfaces in a boiler. Fouling can be initialized by the formation of a layer of 
alkali condensates on the heat transfer surfaces with lower temperatures. Fly ash particles 
are more likely to stick on such a layer; therefore, deposit formation will proceed at a 
significantly higher rate. Weber et al. (2013a) stated that condensation-induced deposit 
formation is more significant in boilers firing lignite, biomass, or co-firing coal with 
biomass, than in those firing hard coal. Alkali compounds are common among the ash-
forming vapor species: KCl, NaCl, PbCl2, ZnCl2, etc. The condensation rate of an ash-
forming vapor species near a cold wall with a temperature lower than or equal to the 
condensation temperature can be given as: 
 
 ̇                     (2-17.), 
 
where   is the molecular mass of vapor species, and where    and       are the species 
concentrations in the bulk flow and the saturation concentration at the wall, respectively. 
  is the mass transfer coefficient, which can be calculated using correlations for the 
Sherwood number. For a vapor species with a faster formation rate than the turbulent 
transport rate in the gas phase, thermodynamic equilibrium calculation can be used to 
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calculate its concentration. For the sulfates whose formation rate may be kinetically 
controlled, kinetic data is needed to obtain their concentrations.  
2.1.3 Form and Location of Fireside Deposits 
Fireside problems in steam-raising boilers include slagging, fouling and corrosion. 
Slagging and fouling represent two forms of deposit problems, and they are found in 
different parts of a boiler. Slagging stands for the deposition of fly ash on heat transfer 
surfaces in the furnace primarily subject to radiant heat transfer. Bryers (1996) stated 
that, although the name “slag” suggests a molten or semi-molten ash, the term “slagging” 
may also applied to sintered deposits and dry ash formed in liberally-sized, low-pressure 
steam generator furnaces, or in furnaces fired with coals containing high moisture and 
alkaline earth ash. Due to their high temperatures, slagging deposits can be partially or 
completely molten, and they are chemically active. The original chemical and physical 
structures of ash particles undergo substantial changes during slagging. Slagging deposits 
are often hard, and thus are difficult to clean by soot blowing. Fouling consists of deposit 
formation in the heat recovery section of a boiler subject to convective heat transfer. At 
this location, the fly ash is quenched to a temperature below its melting range and the ash 
vapors are condensed. The deposits created by fouling may vary from light sintering to 
complete fusion. Typically, the original chemical and physical structures of ash particles 
are retained in the impacted particles. Figure 2.6 shows a schematic of the locations 
where slagging and fouling occur in a typical steam-raising boiler. 
 
 
Figure 2.6: Schematic distribution of slagging and fouling in a typical steam-raising 
boiler: slagging on the furnace wall and the superheater tubes subject to radiant heat 
transfer and fouling on convective heat transfer tube banks. 
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The relative importance of various ash particle transport mechanisms also differs across 
distinct parts of a boiler. In the furnace of a boiler, the furnace wall and the first few rows 
of superheater tubes exposed to the furnace gas are more prone to slagging. In this 
location, inertial impaction plays a dominant role in the deposit growth and leads to the 
formation of a coarse-grained deposit. On the other hand, thermophoresis, condensation, 
and different diffusion processes may give rise to fouling problems on the heat exchange 
tubes in the convective pass. The deposits here are fine-grained and more evenly 
distributed around the tubes (Zbogar et al., 2009). For a superheater tube directly exposed 
to the furnace gas, all the ash particle transport mechanisms can contribute to the deposit 
formation. As shown in Figure 2.7, on the windward side of the tube, mountain-shaped, 
coarse-grained deposits form mainly due to inertial impaction. On the lee side of the tube, 
more evenly distributed, fine-grained deposits form due to thermophoresis and diffusion 
of smaller ash particles. 
 
 
Figure 2.7: Example of deposit formation on a superheater. 
 
Different types of deposits are built up during various stages of deposit formation on a 
clean surface (e.g., the furnace walls and tubes in a new boiler, or the superheater tubes 
after a soot-blowing session). Generally, thermophoresis, condensation and diffusion 
processes are important at the earlier stage of deposit formation. For example, 
thermophoresis is more significant at the early stage because the temperature gradient in 
the thermal boundary layer of a clean heat transfer surface is steep. The temperature 
gradient then decreases, since the deposits lead to a higher surface temperature. 
Condensation is also important at the early stage. The condensate can increase the 
contacting area, not only among the deposit particles but also between the deposit 
particles and the heat transfer surface, by several orders of magnitude (Baxter, 1993). 
Inertial impaction normally becomes significant for deposit formation after a layer of 
fine-grained deposits has formed on the heat transfer surface, because particles impacting 
on a clean surface are less likely to stick. However, inertial impaction can also be 
important on a clean heat transfer surface in cases where the impacting ash particles are 
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molten and very sticky. This is the case in Kraft recovery boilers where the alkali-rich, 
low-melting-temperature ash particles are fully molten and sticky at the entrance to the 
superheaters.  
2.1.4 Evolvement of Fireside Deposits 
Fireside deposits consist of characteristics such as the morphology, the thickness, the 
binding strength, the thermal properties (e.g., emissivity and conductivity), and the 
corrosivity. These characteristics are affected by the composition of the deposits; the 
pattern and velocity of the gas flow; the temperature in the furnace; and the temperature 
of the heat transfer surface. Fireside deposit formation is a dynamic process; evolvement 
of the fireside deposits, which is often accompanied by phase change, includes growth, 
sintering, and shedding. 
Growth 
The growth of deposits is mainly caused by the capture of ash particles transported by the 
above-mentioned mechanisms. Not all ash particles arriving at a heat transfer surface, 
either clean or covered with a layer of deposits, will remain there. Some particles will 
rebound; others can cause erosion of the deposit layer. In addition to the above-
mentioned physical transport mechanisms, chemical reactions between furnace gases and 
the deposits also contribute to the deposit growth.  
 
In some circumstances, the continuous growth of deposits leads to blockage of the gas 
path in the superheater region and in the convective pass. In other circumstances, the 
surface temperature of the deposits increases as the deposits grow; this leads to melting of 
the deposits, which then run down along the heat transfer surface (referred to as the 
slagging wall in this work). Although the molten deposits are sticky, the deposit layer 
may stop growing as later-arriving ash particles become molten and flow away. At this 
point, the thickness of the deposit layer comes to a stable state. Certain furnaces, e.g., the 
slag-trap furnace and the entrained flow gasifier, are designed to have ash removed by 
slagging. 
Sintering 
Sintering describes the particle-to-particle attachment in the deposits at high 
temperatures. Zbogar et al. (2009) reviewed several types of sintering that differ in their 
mechanisms of mass transfer. In the evaporation-condensation sintering process, material 
transfer occurs due to the differences in vapor pressure at different parts of the system. 
The differences in vapor pressure exist because of the varying surface curvatures at the 
particle surface and the particle neck area. At the particle surface, the radius of curvature 
is positive, which gives rise to a higher vapor pressure. At the particle neck area that 
connects the particles, the radius of curvature is negative, leading to a lower vapor 
pressure. Liquid state sintering depends on the amount and on the properties of the melt 
forming in the system. Chemical reaction sintering occurs when the reaction products 
form the neck between the particles. The chemical reactions occur among the particles or 
between the particles and the gas phase. Solid state sintering is generally a slower process 
than sintering processes that involve melt. Material transfer in the solid state sintering 
process includes vapor transport; surface diffusion from the particle surface; lattice 
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diffusion from the particle bulk; and grain boundary diffusion. Sintering increases the 
contact among the ash particles in a deposit.  
Shedding 
The process of deposit removal from the heat transfer surfaces can be defined as deposit 
shedding. Zbogar et al. (2009) presented a comprehensive review on shedding of ash 
deposits and on their relevant characteristics. Shedding of ash deposits can occur 
spontaneously due to erosion by non-sticky ash particles, gravity force and thermal 
stresses. Shedding of deposits can also be induced artificially, e.g., by soot-blowing or 
load change. The mechanisms involved in either spontaneous or artificial shedding 
include erosion; gravity shedding; melting; thermal shock; brittle break-up; and 
debonding. The characteristics of the deposits determine the dominant shedding 
mechanisms in different parts of a boiler. The strength of the deposits, e.g., compressive, 
bending and tensile strength, affects erosion, gravity-shedding and brittle break-up 
mechanisms. The viscosity and the melting behavior of the deposits govern the gravity-
shedding mechanisms. The thermal expansion coefficients of the deposits and the tube 
materials influence the shedding of deposits due to thermal shock. The debonding 
mechanism for hard deposits is influenced by the adhesion strength between the deposit 
and the tube surface. 
2.2 MODELING OF FIRESIDE DEPOSIT FORMATION 
2.2.1 Sticking Criteria 
Identifying the criteria for determining whether an ash particle will deposit, i.e., the 
sticking propensity of the particle, is an important aspect of the deposit formation 
problem, and is an essential component in a model of deposit formation. Weber et al. 
(2013a) reviewed three approaches for estimating the sticking propensity of an ash 
particle on a heat transfer surface.  
 
The first approach is the critical velocity approach, which compares the kinetic energy of 
a particle and the energy dissipated at the impaction (Thornton & Yin, 1991) (Thornton 
& Ning, 1998). If the energy dissipated at the impaction is larger than the kinetic energy 
of the particle, the particle is judged to stick. Otherwise, if the particle has more kinetic 
energy than the energy dissipated by the collision, the particle is judged to rebound. A 
critical particle velocity |  ⃗⃗⃗⃗ | is determined for the situation at which the kinetic energy of 
a particle equals the energy dissipated at the impaction. Then the absolute value of the 
particle velocity | ⃗ | or its normal component |  ⃗⃗ ⃗⃗  |  can be compared with the critical 
velocity. The particle will stay on the surface when 
 
| ⃗ |  |  ⃗⃗⃗⃗ | or |  ⃗⃗ ⃗⃗  |  |  ⃗⃗⃗⃗ | (2-18.). 
 
This approach, however, is more frequently used in particle technology to estimate the 
bouncing probability of solid particles impacting on a clean surface.  
 
The second approach is the viscosity-based method. This method has been used to 
determine the sticking propensity of molten coal ash particles. Coal ash particles mainly 
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consist of silicates, which form a viscous liquid. The viscosity-based method has two 
forms. In one form, the viscosity of fly ash      is calculated as a function of the 
temperature and the composition of the ash particle (Urbain et al., 1981). Then a critical 
viscosity    is used as a criterion to determine the sticking propensity of an ash particle. 
Walsh et al. (1990) developed a  commonly-used model: 
 
                         
  
    
    (2-19.). 
 
Here, the sticking probability of an ash particle is inversely proportional to its effective 
viscosity if the effective viscosity is larger than the critical viscosity. If the effective 
viscosity is smaller than the critical viscosity, the sticking probability equals one. Weber 
et al (2013a) offers several examples of critical viscosity; these clearly show that the 
critical viscosity is coal-dependent. The other form of the viscosity-based method uses 
the temperature of critical viscosity as the criterion. The temperature of critical viscosity 
is the temperature at which an abrupt change occurs in the viscosity-temperature 
relationship; it depends on the composition of the ash. Here, the ash particle will stick to 
the heat transfer surface if its temperature is higher than the temperature of critical 
viscosity.  
 
The third approach addresses the melting behavior of the ash. The ash fusion test has 
been historically the most frequently-used method for assessing the slagging propensity 
of coal. Bryers (1996) summarized the standard ash fusion test methods from different 
countries and organizations. Usually, the softening temperature of the sample from the 
ash fusion test is used as the criterion to determine the sticking propensity of ash particle, 
for example in the work of Epple et al. (2005). If the particle temperature is higher than 
the softening temperature, then the particle is judged to be able to stick. The use of the 
melt fraction as the sticking criterion started with the study on deposition problems in 
Kraft recovery boilers (Isaak et al., 1986) (Backman et al., 1987). Isaak et al. (1986) 
reported that a strong adhesion occurred when the melt fraction of fly ash particles 
exceeded 18-20%. Generally, melting curves of deposits are produced by using 
differential thermal analysis (DTA) or by performing thermodynamic calculations. From 
the melting curve, the temperatures corresponding to certain melt fractions can be 
obtained: e.g., T0 the first melting temperature, T15 the sticky temperature, T75 the flowing 
temperature and T100 the complete melting temperature (Backman et al., 1987). If the 
temperature of the impacting fly ash particle is higher than the sticky temperature but 
lower than the flowing temperature, the particle will be judged to stick. In another work, 
T10, i.e., the temperature corresponding to 10% melt fraction in the deposit, is used as the 
sticky temperature (Zhou et al., 2007). This method of utilizing the melting curve of 
deposits has lately been more frequently applied in the prediction of deposit formation in 
biomass combustion (Mueller, 2005a) (Kær et al., 2006) (Zhou et al., 2007) (Akbar et al., 
2010). For the second and the third approaches, the stickiness of both the ash particle and 
of the heat transfer surface with a deposit layer should be taken into account. 
24 
 
2.2.2 Deposit Formation Models 
As mentioned earlier, fireside deposit formation in steam-raising boilers is a complex 
phenomenon. Wang and Harb (1997) summarized the issues to be addressed in a 
fundamentally-based deposition model: (1) ash formation; (2) fluid dynamics and ash 
particle transport; (3) particle impaction and sticking; (4) deposit growth as a function of 
location in the combustion chamber; (5) deposit properties and strength development; (6) 
heat transfer through the deposit; (7) the effect of deposition on operating conditions; 
e.g., temperatures and heat fluxes, in the combustor; and (8) deposit structure and its 
effect on flow patterns in the combustion facility.  
 
Over the years, deposit formation models with varying emphases and complexities have 
been developed to aid in the design and operation of boilers. Zhou et al. (2007) 
catalogued the models into three levels: empirical indices models; mechanistic models; 
and computational fluid dynamics (CFD) models. Traditionally, empirical indices are 
calculated to predict the severity of coal ash deposition. In the mechanistic models, the 
calculations of the combustion processes and of the fluid dynamics are simplified. The 
mechanistic models have been used for assessing ash deposition tendencies and for 
predicting ash deposit behavior. CFD models include detailed information on the 
combustion processes and the fluid dynamics, aside from sub-models describing 
fundamental mechanisms of ash particle transportation and deposition. This section 
presents examples from the literature of different deposit formation models, including a 
more detailed description of three slagging wall models.  
Empirical Indices Models 
For coal, empirical indices based on ash fusion, viscosity and ash chemistry have been 
widely used in industry for boiler design and coal selection (Wang & Harb, 1997). In his 
comprehensive review of the fireside ash problems, Bryers (1996) presented the historical 
evolvement of the empirical approach, including the indices to characterize the slagging 
and fouling potentials of impurities in fuels. A commonly-used fouling index is the base-
to-acid ratio (Jenkins et al., 1998): 
 
      
                      
               
 (2-20.), 
 
where     represents the corresponding weight concentration of the compound in the 
ash. The melting temperature of ash tends to be a parabolic function with respect to     , 
and for coal, it often reaches a minimum when      is 0.75 (Jenkins et al., 1998). The 
empirical indices are derived from average chemical properties of the coal and ash, and 
they do not adequately account for the complex heterogeneous chemistry that actually 
exists. In addition, they do not consider the effects of operating conditions on the 
deposits. Therefore, although the empirical indices are widely used, they are usually 
restricted to one type of coal and to certain operating conditions in a boiler.  
 
The indices developed for coal are of limited value for biomass fuels. A recent review of 
indices for biomass fuels can be found in the work of Sommersacher et al. (2012). 
Jenkins et al. (1998) suggested the alkali index as a threshold indicator for fouling and 
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slagging. The alkali index describes the ratio between the amount of alkali oxide in the 
fuel and the heating value of the fuel (Jenkins et al., 1998), 
  
  
 (    
      
 )  ⁄  (2-21.), 
 
where   
  is the mass fraction of ash in the fuel;     
  and     
 are the mass fractions of 
K2O and Na2O in the ash; and Q is the heating value of the fuel, for which the higher 
heating value is commonly used. Miles et al. (1995) suggested that fouling is probable 
when the alkali index is above 0.17 kg/GJ, and that it is virtually certain to occur when 
the index is above 0.34 kg/GJ. The threshold levels of the alkali index are principally 
empirical. The alkali index is useful as a general guide, although it is not a complete 
descriptor of fouling behavior (Jenkins et al., 1998). Another index is the stoichiometric 
ratio of Cl and S to the alkali K and Na in the fuel (Robinson et al., 2002), 
 
               (2-22.), 
 
which can indicate the potential formation of low-melting alkali sulfates and chlorides. 
However, this ratio neglects the actual availability and reactivity of the reactants. Theis 
(2006) pointed out that the alkali can also be bound as silicates, or that the reactants may 
not all meet. As is the case for the indices for coal, the indices for biomass fuels are also 
sensitive to the composition of the fuel and ash, and they depend on the combustion 
conditions.  
Mechanistic Models 
Based upon deeper knowledge of the characteristics of the fuel and ash, and of the 
physical and chemical processes involved in deposit formation, mechanistic models have 
been developed to assess deposit formation tendencies and to predict deposit formation 
behavior. A mechanistic model may address different aspects of deposit formation, e.g., 
the composition and occurrence of ash-forming matter; the transformation of ash-forming 
matter; and the deposition processes. The mechanistic models can also be applied more 
generally than is the case with the empirical indices. 
 
Mechanistic models of deposit formation were first applied to coal-fired boilers. The 
pioneering modeling works of coal ash formation and deposition have been reviewed by 
Bryers (1996) and Wang and Harb (1997). Beér et al. (1992) presented a model for 
prediction of the fouling tendency of coal. Their model used fuel characterization by 
computer-controlled scanning electron microscopy (CCSEM) as input. The size and 
composition distributions of fly ash were predicted using a partial coalescence model. 
Beér et al. (1992) calculated the impaction probability of fly ash particles with the 
effective Stokes number, and used a critical viscosity as the sticking criterion. Their 
model was used to determine the relative fouling tendencies of different types of coal; the 
results compared favorably with experimental data collected in a 1-2 MW flame tunnel 
(Barta et al., 1994). However, their model does not take into account the boiler design 
aspects or any deposit removal processes. Benson et al. (1993b) used a mechanistic 
model for ash formation and deposition as a measure to help minimize ash deposition. 
Their model utilized a microscopic analysis and a step-leaching chemical fractionation 
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analysis of the coal mineral matter as inputs, and included eight indices: Na content; Ca 
content; total mineral content; content of organically-bound minerals; content of small 
quartz particles; ratio of included vs. excluded minerals; calcite content; and clay content. 
Baxter and DeSollar (1993) presented a deposit formation model that addressed the 
different ash transport mechanisms and the composition of deposits. Their model was 
tested in a 600 MW pulverized coal combustor. More examples of mechanistic models 
for coal ash deposition can be found in the works of Huang et al. (1996), Hecken et al. 
(1999), and other authors. 
 
Baxter (1993) also addressed the mechanistic approach for ash deposition during biomass 
combustion. He noted that most of the mechanistic approaches developed for coal 
combustion also hold for biomass fuel boilers. However, the relative importance of the 
mechanisms differs substantially due to different compositions and behaviors of the fuel 
and ash. For biomass fuels, the content of the molten phase is more frequently-used as the 
sticking criterion for fly ash particles, whereas a critical viscosity is normally used for 
coal ash. Zhou et al. (2007) presented a dynamic mechanistic model of superheater 
deposit growth and shedding in a biomass-fired grate boiler. The model was developed 
and validated based on a horizontal cooled probe in the boiler. Measured flue gas 
temperature, ash particle size distribution and chemical composition of the fly ash were 
used as input parameters. The model includes sub-models of ash drop formation and 
detachment based on Bond number; deposition due to inertial impaction; thermophoresis; 
Brownian and eddy diffusion and condensation; deposition on the downstream side of the 
tube due to large-scale eddies; a correlation of the ash melt fraction as a function of the 
temperature and chemical composition; and deposit shedding by melting. 
CFD Models 
More detailed sub-models for the individual deposit formation steps have been 
incorporated into the mechanistic models; however, the calculations of the combustion 
processes and the fluid dynamics are normally simplified. The combustion processes in 
the boiler and the fluid dynamics of the flow have significant influences on deposit 
formation by altering particle residence time; particle motion; mixing processes; 
temperature distribution; and heat transfer rate. Therefore, combining deposit formation 
models with CFD models presented a logical next step. Wang and Harb (1997) and Lee 
and Lockwood (1999) have reported examples of earlier work on CFD simulation of ash 
deposition in coal fired facilities. Weber et al. (2013a) provided a review of the relevant 
work carried out in the past decade; they created a table summarizing those works on 
CFD-based predictions of deposit formation in industrial boilers. Table 2.1 presents an 
adaptation of their table with inclusion of the two earlier works.  
 
Weber et al. (2013a) also discussed the details of the sub-models used for CFD prediction 
of ash behavior. The sub-models cover most of the eight issues summarized by Wang and 
Harb (1997) outlined at the beginning of Section 2.2.2. Some of the sub-models can be 
found in the earlier-mentioned mechanistic models, while some are based on CFD 
models. Figure 2.8 below is based on their discussion and summarizes the various sub-
models for deposit formation. The sub-models focus on three subjects of the problem: the 
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gas phase; the ash; and the deposits. In the case of combustion furnaces, these three 
subjects are closely aligned with one another. 
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Weber et al. (2013a) also pointed out the shortcomings in the practice of applying some 
of the sub-models, as listed below. 
a) A certain degree of accuracy is needed in calculating the time-
temperature/chemistry history of fuel/ash particles, with information about high-
temperature devolatilization and char burning obtained by fuel characterization 
experiments. The rate of char oxidation for the last 20% of burnout is of 
particular importance. 
b) Fragmentation of fuel particles remains unsolved. 
c) An accurate prediction of impaction efficiency for inertial impaction of ash 
particles is needed. Weber et al. (2013a) stated that this is obtainable with CFD 
codes only when the flow field in the neighborhood of the deposition surface is 
accurately resolved. In another work of Weber et al. (2013b), the requirements 
for accurate predictions of particle impaction on tubes using RANS-based 
computational fluid dynamics are discussed in more details. 
d) Development and validation of mineral transformation models based on fuel 
characterization, e.g., SEM for particle size, shape and composition of mineral 
matters, and thermal gravimetric analysis (TGA) for reaction rate. 
e) Procedures to determine the ash particle sticking propensity by using melting 
curves or thermodynamic calculations should be validated. 
f) Development of deposits, e.g., reactions, sintering, and shedding, should be 
studied further. 
 
Weber et al. (2013a) concluded that the current CFD predictions of slagging and fouling 
in industry boilers are suggestive at best. However, the problems can be tackled by 
combining CFD predictions with application-dependent advanced fuel characterization.  
2.2.3 Slagging Wall Model 
As mentioned earlier, deposit growth results in a higher heat transfer resistance between 
the furnace cavity and the cooling medium (water/steam), thus leading to a higher 
temperature at the heat transfer surfaces, or more precisely, at the deposits on the heat 
transfer surfaces. The increase in temperature can lead to melting of the deposits. At 
some point, the molten deposits start to flow, and a running fluid layer forms on top of 
the solid deposit layer. The fluidity of the molten deposits depends on the composition of 
the deposits and on the temperature. The deposits may start to flow when they are not yet 
fully molten, and may behave as non-Newtonian fluids (Zbogar et al., 2009). If the mass 
flow of the molten deposits flowing away is in balance with the mass flow of the arriving 
materials, deposit formation reaches a steady state. In this case, a slagging wall is used to 
describe a heat transfer surface with flowing molten deposits, as illustrated in Figure 2.9. 
A slagging wall model may take into account the thicknesses of the solid and the molten 
deposit layers; the temperatures at the interfaces; and the heat transfer through the 
slagging wall.  
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Figure 2.9: A schematic illustration of the slagging wall with a two-layer structure of the 
ash deposits. 
 
The slagging wall is considered in the modeling of coal-fired cyclone combustors by 
Boysan et al. (1986). In cyclone combustors, the ash builds up on the walls until an 
equilibrium thickness is reached. At the equilibrium thickness, the temperature at the 
deposit surface is sufficiently high that a molten layer is formed and is subsequently 
removed by gravity or by aerodynamic drag. The coal particles injected into the 
combustion chamber are centrifuged by a swirling flow onto the molten ash layer, and 
they are mostly retained and burned on the layer. The work of Boysan et al. (1986) 
assumed that at steady state conditions, the molten slag-coal mixture on the combustion 
chamber walls descends toward the bottom of the chamber at a rate dictated by 
continuity. The flowing temperature Tflow was estimated in the range of 1360-1470 °C for 
coal ash with a silica ratio in the range of 64-88. Accordingly, a slag surface temperature 
Tsurf of 1700 K was used as the wall boundary condition, except where the nearby gas 
temperature was lower, at which locations the wall was assumed to be adiabatic. An 
emissivity of 0.6, typical of glassy deposits, was used for the slag. 
 
Richards et al. (1993) presented a model for time-dependent simulation of deposit growth 
under slagging conditions in a pulverized coal-fired pilot scale reactor. The properties of 
the deposit, i.e., porosity, thermal conductivity, and emissivity, were first calculated for 
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each time-step in the simulation. The porosity of the deposit   was obtained using the 
following equation: 
 
    [       
  
  
      ] (2-23.). 
 
   is the initial porosity of the deposit, assumed to be 0.6;    is the volume of the liquid; 
and    is the volume of the solid. The depositing ash particles were assumed to approach 
their equilibrium composition if their viscosity at the local deposit temperature was below 
a critical value (10
4
 Pa s). The phase composition of the deposit was then determined 
based on the phase composition of the particles at equilibrium. Richards et al. (1993) 
used a correlation from Sugawara and Yoshizawa (1961) to calculate the thermal 
conductivity of the porous deposit,  
 
  (    )         (2-24.), 
   
  
    
   
 
      
   (2-25.), 
 
where    is the thermal conductivity of the solid, assumed to be constant at 4 W/m-K;    
is the thermal conductivity of the gas phase, approximated as that of nitrogen at the local 
deposit temperature;    describes the fraction of the conductivity attributable to the gas 
phase; and n is an empirical parameter, which is 6.5. Following the calculations of the 
properties of the deposit, the mass and thickness increments of the deposit layer were 
calculated based on the deposition rate and on the time step size. The thermal resistance 
of the deposit R was then calculated as the accumulative value of the individual deposit 
layers formed in each time step:  
 
  ∑
  
  
 
    (2-26.). 
 
Finally, the surface temperature of the deposit Tsurf and the heat flux from the gas phase to 
the deposit      were calculated with an iterative procedure based on the following 
equations: 
 
      (        )               
   (2-27.), 
                   (2-28.), 
 
where      is the incident heat flux and        is the temperature at the metal tube wall 
surface, as shown in Figure 2.9. The work of Richards et al. (1993) did not consider the 
effects of erosion and periodic shedding of deposits, and the formation of a running slag 
layer presumably did not occur in the pilot scale reactor. 
 
In the work of Seggiani (1998), the modeling is focused on the slag flow on the internal 
wall of a Prenflo entrained-flow gasifier. The gasifier is designed so that most of the ash 
leaves as molten slag, either downward along the wall or directly through the tap hole. 
The molten coal ash particles are transported to the wall of the gasification chamber by 
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the intensive centrifugal gas flow. The slag building model from Seggiani (1998) can 
determine the thicknesses of the solid and liquid layers of the slag deposit; the 
temperature across the deposit; and the heat flux to the metal wall. The model was 
developed on the basis of the following assumptions: 
a) The transition temperature between the solid and liquid slag layers is the 
temperature of critical viscosity for the coal ash, Tflow = Tcv. 
b) The flow of liquid slag is Newtonian, and the flow at the temperature below Tcv is 
negligible. 
c) The shear stress between the gas and the slag layer is negligible. 
d) The temperature profile across the slag layer is linear. 
e) The heat transfer occurs normal to the surface. 
f) The model is written in linear coordinates, owing to the large difference between 
the slag deposit thickness and the gasifier radius. 
g) The density, specific heat and thermal conductivity of the slag are independent of 
temperature. 
 
Seggiani (1998) applied the slag-building model in simulations of the gasifier. The 
gasification chamber was divided into 15 cells in the axial direction, and the mass, energy 
and momentum conservation equations were written for each cell. From the momentum 
conservation equation, Seggiani (1998) derived an analytical expression for the mass 
flow rate of the liquid slag leaving one cell. The momentum conservation equation for an 
element at the horizontal position x in the liquid slag layer is given as the force balance 
between the shear stress and the gravitational force (Bird et al., 2007), 
 
 cos))(( g
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x
dx
d

 
(2-29.), 
 
where      is the viscosity; dv/dx is the velocity gradient; g is the gravity acceleration; 
and θ is the slope of the wall. At the surface of the liquid slag layer, a zero-gradient 
boundary condition is used for the velocity. At the interface of the liquid layer and the 
solid layer, a non-slip boundary condition is used. Assuming a linear temperature profile 
across the liquid slag layer, the relationship between the viscosity and the position can be 
written as (Bird et al., 2007) 
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with ))(/)0(ln( f   and δf is the thickness of liquid slag layer. Equations (2-29.) 
and (2-30.) give 
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By integrating Equation (2-31.) through the liquid slag thickness, the mass flow rate of 
the liquid slag leaving the cell is obtained as 
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 (2-32.),  
 
where L is the perimeter of the cell. Other details of the slag-building model from 
Seggiani (1998) are available in the original literature. 
 
Wang et al. (2007) presented a slag sub-model for modeling of a coal-fired slagging 
combustor. In the slagging combustor, a molten slag layer covers the wall and captures 
the depositing particles. In their slag model, the thickness and the average flow velocity 
of a running slag element are calculated based on the force balance and the mass balance. 
The force balance considers the shear stress and the gravitational force, with the same 
expression as Equation (2-29.). However, the shear stress in their model includes both the 
viscous stress in the running slag and the shear stress on the surface of the running slag 
induced by the swirling gas and the depositing particles. 
2.3 ÅBO AKADEMI FURNACE MODEL 
The Åbo Akademi Furnace Model is a compilation of application-specific sub-models 
and pre- and post-processing software around a generally-applicable flow solver. It is 
based on a commercial multi-purpose CFD code, FLUENT
TM
 (2013), that has been 
customized by several specific sub-models for simulation of combustion and gasification 
processes (Mueller et al., 2005b).  
 
Standard models found in the CFD code and used in the furnace model include the 
turbulence model; the radiation model; and the discrete phase model (DPM). A standard 
k-ɛ turbulence model is used for prediction of the turbulent fluid flow and related 
turbulent quantities. Radiative heat transfer is calculated with the Discrete Ordinate 
Radiation Model. In the discrete phase model, particle trajectories are predicted by 
integrating the force balance around the particle. The force balance is written in a 
Lagrangian reference frame and accounts for drag and gravitational forces. The influence 
of turbulent flow on the particle is determined by a stochastic tracking approach using 
instantaneous fluid velocity; it requires calculations for a sufficient number of particles. 
More details of the standard models are available in the user’s manual of the CFD code 
(FLUENT, 2013). 
 
The customized process-specific sub-models include droplet and particle conversion 
models; furnace bed models; particle deposition models; and sub-models for predicting 
gas-phase combustions, including emission chemistry. For black liquor recovery 
furnaces, a black liquor droplet model describes the different burning stages of a droplet 
in-flight, and it takes into account the exchange of mass and energy with the gas phase 
using the source terms (Mueller et al., 2002) (Järvinen et al., 2007). For chemical 
conversion of the volatiles released from the black liquor droplet, the methane conversion 
mechanism of Jones and Lindstedt (1988) is applied. The standard finite rate/eddy 
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dissipation model from the CFD code is used for the interaction of turbulent flow and 
chemical reactions. The emission chemistry is also included (Brink et al., 2001). A char 
bed model describes the burning process (Bergroth et al., 2004&2010) and the shape 
change (Engblom et al., 2008&2010a) of the black liquor recovery furnace char bed. 
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3. FURNACE ONE: KRAFT RECOVERY FURNACE 
The black liquor recovery boiler is a crucial device in the Kraft chemical pulping line. 
Black liquor, from the fiber washing stage, contains almost all of the inorganic cooking 
chemicals, the organic matter separated from the fiber source materials, and water. 
Concentrated black liquor is burned in the recovery boiler furnace to recover the cooking 
chemicals and to make use of the energy in the organic matter (Adams, 1997). In this 
work, a sub-model for slagging wall in Kraft recovery furnace was developed and 
implemented into CFD. With the slagging wall model, the wall surface temperature and 
the heat transfer to the furnace wall were investigated.  
3.1 SLAGGING WALL IN KRAFT RECOVERY FURNACE 
On a dry basis, the content of the inorganic matters in black liquor, i.e., the ash content, is 
40% to 50% (Tran H. , 1997). It includes almost all the inorganic cooking chemicals and 
the inorganic matter from the fiber source materials. Deposit formation is common in 
Kraft recovery furnaces; deposits can be found on the furnace walls and on the 
superheater tubes (Reeve et al., 1981) (Tran et al., 1983). Ideally, the deposits, which can 
become molten at certain locations, should fall off or flow down to the char bed in a 
controlled manner so that the cooking chemicals can merge back into the main chemical 
recovery stream.  
 
The recovery furnace deposits consist of alkali compounds that have low melting 
temperatures. When the proportion of the deposits in the molten phase is less than 15%, 
build-up of the deposit layer is minimal because the ash particles rebound. When the 
proportion of the deposits in the molten phase reaches 15%, the ash particles have a 
higher propensity to stick to the wall. Hence, the temperature at which the proportion of 
the deposits in the molten phase reaches 15% is referred to as the “sticky temperature” 
T15 (Backman et al., 1987). If the temperature of the deposits is above T15, the deposit 
layer continues to build up. When the temperature of the deposits rises and the deposits 
reach 70% molten phase, the deposits start to flow. The temperature of the deposits at this 
point is referred to as T70, the “radical deformation temperature” or the flowing 
temperature (Backman et al., 1987). A two-layer structure is formed at locations where 
the deposits are flowing, as shown in Figure 2.9. The Tflow in the figure is equal to T70 
here. The thicknesses of the two layers depend on the heat fluxes to the deposits, the 
steam temperature in the tubes and the physical properties of the deposits. The work of 
Tran (1997) includes a more detailed description of the mechanisms of ash deposition in 
Kraft recovery furnaces. Deposits can cause substantial additional thermal resistance and 
hinder the heat transfer to the metal tubes and to the steam. In the lower furnace, black 
liquor droplets undergoing different combustion stages can reach the furnace walls 
(Frederick, 1997). After landing on the wall, the droplets continue their combustion 
processes; the combustion reactions lead to temperature variations on the wall.  
3.2 SLAGGING WALL MODEL 
The development and application of the slagging wall model have been reported in 
Papers I, II, and III (see “LIST OF PUBLICATIONS”). In the slagging wall model, the 
thicknesses of the solid and fluid deposit layers, along with the surface temperature of the 
fluid running layer exposed to the inner furnace, can be calculated. The slagging wall 
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model is based on a force balance and a heat balance around an element of the molten 
deposit flow.  
3.2.1 Force Balance 
For the force balance, the gravitational force and the shear stress of a molten deposit 
element are considered, with application of the approach from Seggiani (1998) presented 
in Section 2.2.3. More specifically, the analytical expression of the mass flow rate of the 
molten deposits leaving the element (Equation 2-32.) is used to calculate the thickness of 
the fluid deposit layer. Here, the mass flow of the molten deposits ̇  is an input. With the 
assumption that all the landing deposits are fully molten, the mass flow is the sum of the 
deposits landing on the element and the deposits flowing down from the element above. 
Another input to the force balance is the viscosity-temperature correlation of the deposits. 
The viscosity-temperature correlation is discussed in the test case descriptions in the 
following sections. 
3.2.2 Heat Balance 
Figure 3.1 illustrates the heat balance around one element of the running molten deposits 
at steady state. Here, the convective heat transfer from the gas phase to the deposit 
surface is neglected.  ̇       and  ̇        are enthalpy flow rates of the molten deposits 
flowing in and out of the element;  ̇           is the enthalpy flow rate of the impacting 
ash particles adding to the element;  ̇          is the heat transfer rate from gas phase by 
radiation; and  ̇           is the conductive heat transfer rate to the tube wall.  
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Figure 3.1: Components of the heat balance around a molten deposits element. 
 
The heat balance is described with the following equation: 
 
 ̇        ̇           ̇            ̇            ̇        (3-1.), 
 
and 
 
 ̇        ̇                       (3-2.),  
 
 ̇         ̇                         (3-3.),  
 
 ̇            ̇                      (3-4.), 
  
 ̇               
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 ̇           
           
     
  (3-6.), 
 
 ̇        ̇            ̇        (3-7.), 
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where cp is the specific heat of the molten deposit, assumed to be constant. kf is the 
thermal conductivity of the molten deposit; Tref is the reference temperature; Tg is the gas 
phase temperature; Tsurf is the temperature at the deposit surface; and Tflow is the 
temperature at the interface of the solid and liquid deposit layers.  
 
After the thickness of the running molten deposit layer is calculated, the heat flux through 
the running layer can be determined according to Equation (3-6.). The temperature at the 
interface of the solid deposit and the tube, i.e., the metal surface temperature 
metalT , can 
be calculated according to the following equation: 
 
       
 ̇          
       
           (3-8.), 
 
where 
metalk  and metal  are the thermal conductivity and the thickness of the metal tube 
wall, respectively. The temperature of the cooling medium 
cmT  is assumed to be constant. 
The thickness of the solid layer δs can then be calculated: 
 
   
            
 ̇             
  (3-9.). 
 
where ks is the thermal conductivity of solid deposit layer.  
Simplification of the Heat Balance  
In Equation (3-1.), if the mass flow rate of the impacting ash particles ̇           , i.e., 
the deposition rate, is small compared with the molten deposit flow on the wall ̇        
or ̇        , the term  ̇           can be neglected. In addition, if the temperature of the 
molten deposits is only slightly changed in one element, the term  ̇        ̇        can 
be approximated to be zero. Thus, a simplified heat balance comprises only the radiation 
and conduction parts of Equation (3-1.): 
 
 ̇           ̇           (3-10.). 
 
The influence of the simplifications on the heat balance was examined in Paper III (see 
“LIST OF PUBLICATIONS”). Specifically, Paper III analyzed step changes in the 
temperature of molten deposits flowing in the element Tflowin and the deposition rate 
 ̇          . They reflect the two input components  ̇       and  ̇           in the 
comprehensive heat balance, respectively. Contradicting results were obtained for the two 
cases considering the molten deposits in the Kraft recovery furnace and the slag in the 
coal gasifier. For the Kraft recovery furnace case, the variations in the surface 
temperature of the molten deposits and the radiation heat flux between the comprehensive 
heat balance and the simplified balance are small. However, this difference is relatively 
large for the coal gasifier case. The author conjectured that this contradiction related to 
the temperature of critical viscosity, i.e., Tflow in Figure 2.9 and Figure 3.1. In general, a 
lower temperature of critical viscosity leads to lower temperatures in the running molten 
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deposit layer and on the surface of the layer. This leads to dominance in the heat balance 
of the radiation heat flux, at typical gas phase temperatures in a black liquor recovery 
boiler. Hence, neglecting the terms  ̇           and  ̇        ̇        is reasonable. On 
the contrary, in the coal gasifier case, the results showed that the heat fluxes carried by 
the inflowing slag and the impacting ash particles also played a significant role in the 
heat balance.  
3.2.3 Calculation Algorithm 
From the force balance and the heat balance, the thickness of the running molten deposit 
layer and the surface temperature of the layer exposed to the inner furnace are calculated 
iteratively. The calculation algorithm is shown in Figure 3.2. Several important input 
parameters are also listed in the figure. 
 
 
Figure 3.2: Iterative algorithm for the calculation of the thickness of the running molten 
deposit layer and the surface temperature of the layer exposed to the inner furnace. 
 
 3.3 TEST CASE AND RESULTS 
In the framework of CFD, the slagging wall model was applied on the superheater tube 
bends (Paper II) and on the lower furnace walls (Paper I) of the Kraft recovery furnace. 
The set-up and the calculation results for the two cases are presented in the following 
sections. 
3.3.1 Test Case One: Superheater Tube Bends 
In this case, the slagging wall model is implemented into a CFD model for superheater 
tube sections. Specifically, it is applied to two tube bends on one of the first groups of 
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tube banks exposed to the flue gas. The model shows, for both tubes, that a thicker 
molten deposit layer leads to a higher surface temperature. This results in a lower heat 
flux through the super-heater wall at those locations. However, variations in the steel 
surface temperature from position to position are not as large as the variations in the heat 
flux.  
Case Description 
In kraft recovery boiler furnaces, the first group of super-heater tube banks exposed to 
flue gas is prone to heavy impaction deposition. The CFD model focuses on two tube 
bends that are located at the bottom of one of the first groups of super-heater tube banks, 
as shown in Figure 3.3 (a).  
 
 
Figure 3.3: Geometry of the computational domain: (a), two tube bends at the lower 
section of a super-heater tube panel; (b), tube bends A and B in the computational domain 
with the other boundaries (Paper II). 
 
The computational domain is illustrated in Figure 3.3 (b). It is a simple rectangular 
geometry including the two tube bends. Symmetric boundary conditions are used on the 
two side walls. The conditions are chosen to be similar to a furnace condition. At the left 
and the bottom inlets, the gas flow is at 7 m/s, 1200 K. The flow follows a diagonal 
direction from the left bottom corner to the right top corner of the rectangular domain. 
The left and the bottom inlets use external black body temperatures at 1173 K and 1073 
K respectively. Molten particles at 1200 K are injected from the two inlets. The size of 
the particles follows a Rosin-Rammler distribution with the specific mean diameter at 0.3 
mm and the spreading parameter at 2.75. The calculation of the mass flow rate of molten 
deposits includes no input to the tube from above. Instead, a large particle load, at 4 
kg/Nm
3
, is used to ensure a deposition on the tube bends. The CFD model is 
43 
 
implemented in the commercial software FLUENT 6.3.26
TM
 (FLUENT, 2013), and 
tracks the particle trajectories with a discrete phase model. An impaction deposition 
model is included, in which it is assumed that all impacting particles are deposited. The 
impaction deposition model is applied on tube A and tube B, as shown in Figure 3.3 (b). 
The mass flow rates of running molten deposits on tube A and tube B are calculated 
based on the deposit flows.  
 
The slag wall model uses the physical properties of a typical black liquor recovery boiler 
smelt from Tran et al. (2004), although the reduction degree of the smelt is higher. The 
properties are shown in Table 3.1. The viscosity-temperature correlation is also based on 
their data for a recovery boiler smelt:  
 
)/369.5exp(*5994.1 Tee  (3-11.). 
 
The thermal properties of super-heater tube materials used in this case are also included 
in Table 3.1. The steam temperature Tcm used in the calculation of the steel temperature is 
673 K. 
 
Table 3.1: Physical Properties of Deposits in a Kraft Recovery Boiler Furnace (Paper II). 
Density ρ (kg/m3) 1923 
Thermal conductivity of deposit, solid ks (W/m-K) 0.88 
Thermal conductivity of deposit, liquid kf (W/m-K) 0.45 
Temperature at the interface of solid and liquid layer Tflow (K) 1023 
Thermal conductivity of steel, kmetal (W/m-K) 16.27 
Thickness of super-heater tube wall, δmetal (mm) 2.5 
Results and Discussion 
The CFD calculation shows that the particles follow the gas flow. For tube A, a large 
amount of the particles land on the windward front, as shown in Figure 3.4 (a). 
Considerably fewer particles are deposited on tube B. The deposits on tube B appear on 
the sides where the turbulence brings some particles. Figure 3.4 (b) shows the mass flow 
rate of molten deposits. The molten deposits flow down along the tubes, and in general 
the mass flow rate increases downward. 
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Figure 3.4: (a) Mass flow rate of particles landing on the tube surfaces; particles are 
assumed to be all sticky and fully molten; (b) Mass flow rate of molten deposits flowing 
down along the tube surfaces (Paper II). 
 
As shown in Figure 3.5 (a), the largest thickness is at the lowest part of tube A where the 
molten deposit flow accumulates and flows down. The temperature at the surface of the 
molten deposit layer is shown in Figure 3.5 (b). Locations with larger thicknesses of the 
molten deposit layer have higher surface temperatures. 
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Figure 3.5: Properties of the molten deposits layer: (a) Thickness of the molten deposit 
layer; (b) Temperature at the surface of molten deposit layer exposed to the inner furnace 
(Paper II). 
 
Figure 3.6 (a) shows the conductive heat flux through the molten deposit layer and 
demonstrates that the deposit layer hinders heat transfer. Higher surface temperature at 
the deposit surface reduces the temperature difference between the gas phase and the 
molten deposit layer. Consequently it leads to smaller radiative heat flux, and the 
conductive heat flux through the super-heater wall becomes smaller. The steel surface 
temperature is lower at locations where the deposit layer is thicker, as shown in Figure 
3.6 (b). However, the difference in steel surface temperature is not as significant as in the 
heat flux. 
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Figure 3.6: (a) Conductive heat flux through the molten deposit layer. As assumed, it is 
the same as the heat flux through the solid layer and the tube wall. (b) Temperature at the 
steel tube surface in contact with the solid deposit layer (Paper II). 
 
Figure 3.7 shows the thickness of the solid deposit layer. The solid layer is thicker at 
locations where the steel temperature is lower, and it also corresponds with the places 
where the molten layer is thicker and the heat flux is smaller. 
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Figure 3.7: Thickness of the solid deposit layer in contact with the tube surface (Paper II). 
3.3.2 Test Case Two: Wall Surface Temperature 
This test case investigated wall surface temperature and incident radiative heat flux to the 
wall in the lower furnace of a Kraft recovery boiler. Three CFD simulations were 
performed with different set-ups for the wall surface temperature as the heat transfer 
boundary condition: A) the char bed burning model is applied on the wall, and the wall 
surface temperature is calculated; B) the T70 of the deposits is used as the wall surface 
temperature; C) the wall surface temperature is calculated with the slagging wall model. 
The three approaches emphasize different features of deposits in Kraft recovery furnaces. 
The simulation results were analyzed and evaluated with the experimental data from a 
measurement campaign.  
Case Description 
An extensive measurement campaign was carried out in the large black liquor recovery 
boiler simulated in this work. The black liquor burning capacity of the boiler was 4450 
tds/day. During the campaign, the boiler ran at 70% of the normal capacity, and the dry 
solids content of the black liquor was approximately 82%. The aim of the measurement 
campaign was to produce validation data for evaluation of CFD-based recovery furnace 
models. Temperature measurements; heat flux measurements; gas composition 
measurements; spray characterizations; char bed observations; and carry-over 
measurements were carried out during the campaign. The gas composition measurements 
and the char bed observations can be found in the works of Vainio et al. (2010) and 
Engblom et al. (2010b), respectively. Some results of the temperature measurements and 
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the heat flux measurements are reported by Brink et al. (2010). Infrared (IR) video 
sequences of different parts of the furnace were captured with a portable single-band IR 
camera (IR-furnace Camera PYROINC 320). The camera operates at the radiation band 
of 3.9 µm where radiation by CO2 and H2O is almost negligible; it can detect a 
temperature range between 400 °C – 1500 °C. The camera was hand-held and took video 
sequences from the third and fourth floors. On the third floor, the camera was held on the 
same level with the liquor guns. On the fourth floor, the position of the camera was 
roughly in the middle between the liquor guns and the tertiary air ports. The video 
sequences were recorded at 50 frames per second, and they were mostly taken for the 
areas below or on the same level as the camera. Wall surface temperature can be obtained 
by evaluating the average of 400-1000 single frames from the video sequences.  
 
CFD simulations of the large recovery boiler, in which the measurements were carried 
out, were performed with the Åbo Akademi Recovery Furnace Model. In order to 
evaluate the wall surface temperature as the wall boundary condition, three cases are 
investigated in this work: A) the char bed burning model provides the wall surface 
temperature; B) the “radical deformation temperature” T70 is used as the surface 
temperature; C) the slagging wall model is used to calculate the surface temperature. The 
Case A simulation was carried out first and was used as the base for the other two cases. 
All three cases have the same boundary conditions except for the wall surface 
temperature. The gas phase sources calculated by the droplet model and char bed model 
in Case A were kept constant in all three cases. The wall boundary condition models used 
in Case A and Case B are first described below, followed by a description of the 
implementation of the slagging wall model (Case C).  
 
In Case A, the char bed burning model is used to calculate the wall surface temperature. 
The char bed burning model is from Frederick and Hupa (1991), and it has been modified 
and implemented into the Åbo Akademi Recovery Furnace Model by Bergroth et al. 
(2004&2010). The char bed burning model is fully coupled with the gas phase and a 
model for black liquor droplet conversion (Järvinen et al., 2007). It solves equations 
describing the mass and energy balance on the surface of the char bed. The model 
includes carbon conversion via direct oxidation, gasification reactions, and sulfate 
reduction. The char bed burning model predicts local rates of carbon conversion and 
carbon accumulation, as well as the local bed surface temperature. In the recovery 
furnace simulations, it is applied on the walls to model the wall burning process. In Case 
A, in order to calculate the wall surface temperature, an additional condition is added to 
the char bed burning model: on locations where the carbon is totally converted, the char 
bed burning model uses the “radical deformation temperature” of the deposits as the wall 
surface temperature.  
 
The “radical deformation temperature” T70 is determined by the composition of the 
deposits, which is in turn affected by the composition of the black liquor; the location of 
the deposits; and the surrounding gas phase. T70 in Case B is estimated based on melting 
curves from thermodynamic modeling of black liquor combustion. The composition of 
black liquor dry solid in Table 3.2 is from the measurement campaign, and is used as the 
input to the thermodynamic modeling. The liquor has a rather high sulfur/sodium ratio of 
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0.44. The moisture content of the liquor is 18.7%. The oxygen content is the subtracted 
residue of all other components. The sulfur-containing compounds, mainly Na2S and 
Na2SO4, can affect the melting behavior of the deposits. Combustion of black liquor with 
different air-fuel ratios was modeled. The thermodynamic calculations were carried out 
with the thermodynamic software package FactSage (Bale et al., 2009) version 6.3.1, 
which is based on minimization of Gibbs free energy to calculate the global chemical 
equilibrium. The thermodynamic properties of the multicomponent alkali salt liquid 
phase, solid solutions, stoichiometric phases, and the gas phase were taken from the 
FactPS/Fact53 database and the FTPulp database. Lindberg et al. (2007a) (2007b) 
presented the detailed thermodynamic properties of the relevant alkali salt mixtures. 
Figure 3.8 shows the reduction degree of the sulfur-containing compounds and the 
corresponding T70 of the ash after combustion of black liquor, with the air-fuel ratios 
ranging from 0 to 0.99. In the lower furnace of the black liquor recovery boiler, the 
deposits are generally in a reducing condition. In this work, the “radical deformation 
temperature” T70, i.e., the temperature with 70% melt fraction, is estimated to be 750 °C. 
 
Table 3.2: Composition of Black Liquor Dry Solid from a Kraft Recovery Boiler (Paper 
I). 
 C H Na K S Cl O* 
%(Wt, ds) 32.2 3.3 21.4 2.4 6.4 0.4 34.5 
* Oxygen content by difference. 
 
 
Figure 3.8: T70 of ash after combustion of black liquor versus the reduction degree of the 
sulfur-containing compounds in the ash (M: Na and K). λ denotes the air-fuel ratio under 
which combustion of black liquor was modeled (Paper I).  
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In Case C, the slagging wall model is implemented into the furnace model. The mass 
flow of the molten deposits element ̇  is an input to the slagging wall model. With the 
assumption that all of the landing ash is fully molten, the mass flow is the sum of the ash 
landing on the element and the deposits flowing down from the element above. The 
landing ash includes the mass flow of inorganic salts: sulfides; sulfates; carbonates; and 
chlorides, which are obtained from the black liquor droplet conversion model. In Figure 
3.9, the left picture shows the computational grid of a furnace wall, which features the 
cell zones of different densities and the openings representing the air inlets and the liquor 
gun ports. It is difficult to track the mass flow of molten deposits around the openings, 
thus a grid manipulation is applied to facilitate the calculation of the mass flow of molten 
deposits. As depicted in the right picture in Figure 3.9, the wall is divided into bigger cell 
sections, each of which consists of the computational cells it covers and is assigned with 
the information obtained from those cells. The left picture of Figure 3.10 shows the flux 
of ash landing on the wall for each cell, i.e., the deposition rate                 
  , 
corresponding to the original grid in Figure 3.9. The deposition rate for one section in the 
simplified grid,                   
  , is the sum of the deposition flow of all the cells the 
section covers divided by the area of the section,  
 
                   
   
∑                   
           
        
 (3.12.), 
 
where i is the numerical ID of cells in the section. The downward, accumulated mass 
flow rate of molten deposits on one section        
   can then be calculated with the sum 
of deposition flow of that section and those above in the same column divided by the area 
of the section, 
 
        
    
∑                      
              
        
 (3.13.), 
 
where j is the numerical ID of the current section and those above in the same column of 
the wall. The right picture in Figure 3.10 shows the section-based mass flow rate of 
molten deposits        
  . Finally, the mass flow of deposits on one cell ̇       including 
both the ash landing on the cell and the deposits flowing down from the cells above can 
be approximately calculated as 
 
 ̇             
         (3.14.), 
 
and the thicknesses of the deposits and the surface temperatures of the deposits are again 
calculated on a cell basis.  
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Figure 3.9: Left, computational grid of a furnace wall in the CFD model (original); Right, 
coarse grid of the same wall for the slagging wall model (simplified) (Paper I). 
 
Fig. 3.10: Comparison between the cell-based deposition rate                
   (left) and 
the section-based downward mass flow rate of the molten deposits        
   (right). 
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In the slagging wall model, the viscosity-position correlation μ(x) is obtained from the 
viscosity-temperature correlation by assuming a linear temperature profile across the 
molten deposit layer. Here, the viscosity-temperature correlation is given in Arrhenius 
form: 
 
              
       
 
  (3.15.). 
 
The above correlation is based on the low-temperature part of the experimental viscosity-
temperature correlation for recovery boiler smelt, from the work of Tran et al. (2004). In 
addition, the radiative heat transfer rate from the gas phase to the wall is available from 
the furnace model. The steam temperature in the water wall tubes is assumed to be 
location-independent at 450 °C. 
Results and Discussion 
IR video sequences are available from the measurements in the Kraft recovery boiler. 
Observations of the video sequences provide visual information about deposit formation 
and temperature distribution in the lower furnace. A video frame obtained with the IR 
camera is shown in Figure 3.11. It shows the liquor spray from the right wall hitting the 
back wall. In the blue circle where the major part of the spray is landing, the temperature 
is relatively low. Between the blue and the red circles, the temperature is high compared 
with the other areas on the back wall. The landing of black liquor droplets on the wall 
leads to heavy deposit build-up. The droplets burn on the wall in a fashion similar to that 
observed in the char bed, and is responsible for the local high temperatures. A pattern 
similar to that shown in Figure 3.11 is also observed on the front wall. The landing of 
spray on the wall is referred to as wall-spraying feature in the following text. Due to this 
wall-spraying feature, more droplets land on the front and back walls than on the left and 
right walls. The video also shows more deposits falling off of the front and back walls 
than off of the left and right walls, and also shows small “hills” forming at the foot of 
these walls. Larger numbers of droplets burning on the wall also leads to more areas with 
higher wall surface temperatures on the front and back walls. Locations with higher wall 
surface temperatures are identified from the video sequence and are indicated in Figure 
3.12 as red areas. The blue areas indicate low-temperature regions where a large number 
of black liquor droplets are landing. The figure also includes the measured wall surface 
temperature for several locations. More information about the measurements can be 
found in the work of Brink et al. (2010). 
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Figure 3.11: A video frame captured by the IR video camera, showing black liquor spray 
from the right wall hitting the back wall and leading to temperature variations on the wall 
(Paper I). 
 
Figure 3.12: Hot areas identified from the video sequences are marked by red areas. The 
blue areas are the locations where a large number of black liquor droplets are landing. 
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Wall surface temperatures are obtained by evaluating the average of 400-1000 single 
frames (Brink et al., 2010) (Paper I). 
 
From the simulations, the wall surface temperature of the lower furnace in Case B is 
equal to the “radical deformation temperature,” which is 750°C. In Case A, the wall 
surface temperature is calculated with the char bed burning model. For cases in which the 
carbon is totally converted, the “radical deformation temperature” of the deposits is 
assigned to the wall. Figure 3.13 shows the wall surface temperature distribution on the 
lower furnace walls for Case A. For most parts of the walls, the in-furnace surface 
temperature is equal to the “radical deformation temperature” of 750°C. The divergences 
of the surface temperature can be seen on the furnace walls below the red line. The high-
temperature areas, where the surface temperature reaches 930°C, are explained by the 
wall-spraying feature of the boiler. On each of the four side walls, the hot areas 
correspond to the locations where the black liquor droplets are landing. However, in the 
middle of the hot areas are colder areas where a large number of droplets at lower 
temperatures are landing. The hot areas on the back and front walls in Figure 3.13 
roughly correspond to the observations shown in Figure 3.12. In Figure 3.13, the pattern 
of the hot areas on the left and right walls indicates that the landing droplets are from the 
injections on the opposite wall. However, the distributions of hot areas on the left and 
right walls are not observed in the IR video sequences; this may be because the black 
liquor spray cannot easily reach the opposite wall in the real recovery furnace. 
 
 
Fig. 3.13: Wall surface temperature from Case A: the wall surface temperature is 
calculated with the char bed burning model, complemented by the governing condition 
that the “radical deformation temperature” of the deposits is used if the carbon is totally 
converted (Paper I). 
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As shown in Figure 3.14, the wall surface temperature calculated with the slagging wall 
model in Case C varies by only an approximate 50°C. The highest temperature can be 
found at the lowest part of the walls, where the mass flow of molten deposits reaches its 
highest value. In general, the amount of molten deposits is rather small, so that the 
additional heat transfer resistance of the molten deposit layer does not cause a significant 
elevation of the surface temperature compared with the interface temperature between the 
solid and the molten layer, i.e., the “radical deformation temperature.” With the slagging 
wall model, the hot areas caused by the wall-spraying feature cannot be identified. 
 
 
Figure 3.14: Wall surface temperature from Case C: the wall surface temperature is 
calculated with the slagging wall model (Paper I). 
 
Generally, the predicted values of the incident radiative heat fluxes from the three cases 
are very well in-line with the measurement values from the measurements (Brink et al., 
2010). In the lower furnace of a recovery boiler, the incident radiative heat flux to the 
wall is determined by the radiation from the particle-laden gas phase. As the only 
parameter that differs among the three cases, the wall surface temperature calculated in 
Case A and Case C are basically the same as that calculated in Case B for the major parts 
of the furnace walls. This results in little difference in the conditions of the gas phase, and 
thus in the similar incident radiative heat flux profiles. Figure 3.15 shows the incident 
radiative heat flux to the front wall in all three cases; the differences are insignificant. 
The total surface heat flux to the wall is affected by the wall surface temperature, and the 
small variations in the wall surface temperature give rise to slightly different profiles of 
the total surface heat flux. Figure 3.16 shows the total surface heat flux to the front wall 
for the three cases. 
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Figure 3.15: Incident radiative heat flux to the front wall for the three cases (Paper I). 
 
Figure 3.16: Total surface heat flux to the front wall for the three cases (Paper I). 
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4. FURNACE TWO: HEAT RECOVERY BOILER IN THE FLASH 
SMELTING PROCESS 
This section presents the work related to chemical conversion and to the thermophoresis-
induced deposit formation of dusts in the heat recovery boiler of the flash smelting 
process. The purpose of this part of the work was to investigate the deposit formation and 
its influence on the heat transfer in the heat recovery boiler. A particle conversion model 
was reported in Paper V (see “LIST OF PUBLICATIONS”), and the deposit formation 
simulation was presented in Paper IV. 
4.1 BEHAVIOR OF DUST IN THE HEAT RECOVERY BOILER 
In the Outokumpu flash smelting process (Kojo et al., 2000), significant quantities of dust 
particles are generated in the smelting furnace and directed into the heat recovery boiler. 
In the case of copper smelting, oxidic dust particles arrive in the heat recovery boiler 
together with SO2-rich off-gas. Sulfation of dust particles commences when their 
temperature decreases in the radiation part of the boiler and the sulfates become 
thermodynamically stable. The dust particles can form deposits on the heat transfer 
surfaces of the boiler. The deposits can lead to decreased heat transfer efficiency for the 
boiler, and can even lead to blockage of the gas flow paths or other severe problems. In 
practice, the deposits are removed with spring hammers and recycled to the smelter. 
 
Ranki-Kilpinen (2004) suggests that reaction heat from the sulfation conversion can heat 
the dust particles and cause softening of the particles, and the sulfated particles may stick 
to the heat transfer surfaces of the boiler. Skrifvars et al. (1991) studied superheater 
fouling due to limestone injection in coal-fired boilers; they found that particles reacting 
with the gas phase sinter to form denser deposits. Therefore, it is desirable to have the 
dust particles spend sufficient residence time in the gas phase in the correct temperature 
range to allow the small particles to reach complete conversion. In the case of larger 
particles, a thick sulfate layer should be formed before the particles come into contact 
with the heat transfer surfaces of the heat recovery boiler. Hence, the extent of conversion 
of the dust particles arriving at the heat transfer surfaces is an important indicator for the 
likelihood of deposition problems. 
4.2 MODEL DESCRIPTION 
In order to simulate deposit formation in the heat recovery boiler, a particle conversion 
model representing sulfation conversion of the flying dust particle and a deposit growth 
model describing the deposit formation were developed and implemented in FLUENT
TM
 
as user defined functions (FLUENT, 2013).  
4.2.1 Particle Conversion Model 
The particle conversion model builds on experimental results obtained by Hocking and 
Alcock (1966). The model assumes a sulfation process limited by solid state diffusion of 
Cu
2+
 ions. It further assumes that the initial mechanism can be described with the 
following overall reaction (Hocking & Alcock, 1966): 
 
         
 
 
        
 
 
               
 
 
               ,  
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∆H = -1653.38 kJ/kg Cu2O, at 1000K (4-1.). 
 
In the model, the CuO product layer forms inside the original particle, whereas the 
CuO•CuSO4 product layer forms on top of the original particle. This leads to a shrinking 
core model of a growing particle with dual reaction layers. To apply this model, the 
availability of SO3 needs to be checked. There is more than 30% SO2 in the copper flash 
smelter off-gas (Yang, 1996). In the off-gas line, 1-3% of SO2 reacts to SO3 (Sarkar, 
1982). The gaseous reaction of SO2 to SO3 is not considered in the model. 
4.2.2 Deposit Formation Model 
The deposit growth model comprises two main subroutines: one is the deposition 
criterion, which determines whether the particles stick on the heat transfer surfaces after 
their landing; the other is for updates of deposit thickness and wall temperature.  
Deposition Criterion 
In general, the force balance on the particles landing on the heat transfer surfaces is used 
as the deposition criterion. It determines whether the particles are to stick on the wall or 
to rebound to the gas phase. The forces considered in the balance are gravity, friction 
force and thermophoretic force. In the heat recovery boiler, a significant temperature 
gradient exists across the viscous boundary sub-layer near the heat transfer surfaces that 
are exposed to the hot off-gas. Here, the thermophoretic force is important in the force 
balance. The correlation of thermophoretic force (Equation 2.3) from Kær et al. (2006) 
was used in the model. 
 
In the evaluation of the force balance as the deposition criterion, the impaction or 
adhesion process of one dust particle landing on the heat transfer surface is not 
considered. The particle is treated as a static object on which only gravity, 
thermophoretic force, and friction force between the particle and the surface are taken 
into account. The position of the particle on a surface can affect the force balance. The 
heat recovery boiler has both vertical surfaces, such as the boiler walls and walls of heat 
exchangers, and horizontal surfaces such as the boiler ceiling and also sloping surfaces at 
the lower part of the boiler (Yang et al., 1999). Figure 4.1 illustrates the possible means 
by which one particle makes contact with different surfaces (walls) and how the forces 
act. 
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Figure 4.1: Possible means by which particles make contact with the heat transfer 
surfaces and how the forces act. Fth, thermophoretic force; Fg, gravity; Ffriction, friction 
force; Fgn, normal component of gravity; Fgp, parallel component of gravity (Paper IV) . 
 
In case A, friction force exists because the particle tends to slip down, and 
thermophoretic force exists normal to the surface. The particle will stay if the friction 
force is larger than its gravity: 
 
fThfriction
gfriction
fFF
FF
*

 (4-2.) 
 
where Ffriction is the friction force; Fg is the gravity; Fth is the thermophoretic force and ff 
is the friction coefficient between the particle and the surface. In case B, the particle will 
stick on the surface (roof) if the thermophoretic force is larger than the gravity. 
 
gTh FF   (4-3.) 
 
In case C, the friction force is the outcome of the combination of thermophoretic force 
and the gravity component normal to the surface. The particle does not slip down if the 
friction force is larger than the gravity component parallel to the surface: 
 
fgnThfriction
gpfriction
fFFF
FF
*)( 

 (4-4.) 
 
where Fgp and Fgn are the gravity components parallel and normal to the surface, 
respectively. The equation (4-4.) also pertains in case A where 
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 .0,  gnggp FFF  
Deposit Growth 
The algorithm shown in Figure 4.2 is used in the simulation of the deposition process. 
First, a steady-state CFD calculation is performed to solve for composition, velocity and 
temperature of the gas flow. With the discrete phase model, the composition, velocity and 
temperature of particles are also solved. Based on the converged solution, the local 
deposit build-up rate is calculated from the mass flow of the sticking particles. The 
prediction is then advanced in a time step. Deposit thickness is calculated with the 
deposit build-up rate, and it is used to update wall boundary conditions for the next 
steady-state calculation.  
 
 
Figure 4.2: Algorithm in the simulation of the deposit formation process (Paper IV). 
 
When the particles land on the heat transfer surfaces, the deposition criterion described in 
the above section is applied to determine whether the particles will deposit. Particles 
fulfilling the deposition criterion will stay on the surfaces, and they are eliminated from 
the stochastic particle tracking. The particles that do not fulfill the deposition criterion 
rebound to the gas phase, and the particle tracking continues. A rebound mechanism from 
FLUENT
TM
 is used, and the particles rebounding to the gas phase have a damped 
velocity (FLUENT, 2013). The increase in thickness of the deposits during one time step 
is calculated from the mass flow of sticking particles:  
 
     
 ̇   
          
   (4-5.) 
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where xdep is the deposit thickness increased in one time step, ̇     is the mass flow of 
sticking particles, ρ is the deposit density, A is the area, Φdep is the deposit porosity and Δt 
is the time step size. 
 
As mentioned above, the extent of conversion of the depositing dust particles can affect 
the sintering tendency; thus, the extent of conversion of the deposits is used to investigate 
the distribution of unreacted particles and the sintering problem. Here, the sulfation 
reaction taking place in the deposits is not considered. The extent of conversion of the 
deposit is calculated as a mass averaged value: 
 
'0
'00
depdep
depdepave
MM
rMMr
aver 

  (4-6.) 
 
where rave is the mass average extent of conversion;     
  is the mass average extent of 
conversion from the previous time step; r is the extent of conversion of the deposit added 
in the current time step; and     
  and     
  are the masses of deposit from the previous 
time step and of deposit added in the current time step, respectively. 
 
An increasing thickness of deposits leads to changes in the heat transfer property of the 
walls. Consequently, the surface temperature at the wall exposing to the off-gas will be 
influenced by the presence of the deposits. Based on a steady-state approximation, the 
wall surface temperature can be calculated from the total heat flux to the wall: 
 
      
          
 
(
    
    
 
      
      
 
 
      
)          (4-7.) 
 
where Twall is the surface temperature at the wall exposing to the off-gas; Twater is the 
temperature at the water side of boiler wall; qconv and qrad are the convective and radiative 
heat flux; Xdep and Xsteel are the thickness of the deposit layer and the steel boiler wall; kdep 
and ksteel are the thermal conductivity of the deposit layer and the steel; and hwater is the 
heat transfer coefficient from the steel to the cooling water. Xdep is the sum of xdep for the 
elapsed time steps. 
4.3 TEST CASE AND RESULTS 
Simulations of the radiation part of a full-scale heat recovery boiler were performed. The 
lack of experimental data renders quantitative validation difficult. Nevertheless, the 
applicability of the models can be demonstrated by the simulation, e.g., by the calculated 
deposit growth on clean heat transfer surfaces and its influence on heat transfer. 
 4.3.1 Computational Grid and Boundary Conditions 
The computational grid of the simulated heat recovery boiler is shown in Figure 4.3, 
where the configuration of the boiler is also illustrated. The shaft inlet is the main inlet of 
the computational domain. In practice, the particle-laden off-gas travels through the 
uptake shaft and then arrives in the heat recovery boiler. The upper part of the boiler 
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contains four groups of heat exchangers, while the lower part includes two ash hoppers. 
The outlet of the radiation part is connected to the convection part for further cooling of 
the off-gas. A more detailed description of the configuration of the heat recovery boiler 
can be found in the work of Yang et al. (1999). The tube banks of heat exchangers are 
modeled as four groups of slabs, as shown in Figure 4.4.  
 
 
Figure 4.3: Computational grid of the radiation part of one heat recovery boiler (Paper 
IV).  
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Figure 4.4: Slab models of the tube banks (Paper IV). 
 
In the simulations, the main inflow and the particles enter from the shaft inlet. The main 
inflow of off-gas generated from the smelter contains primarily N2, O2, SO2 and water 
vapor. The temperature of the main inflow and the particles is set to 1500K. Small gas 
inflows are positioned at the bottom of the ash hoppers as leakage, and from the off-gas 
circulation location. They are all set to air inputs at 300K. The deposit growth model is 
active on the boiler walls and on the walls of heat exchangers, where the wall temperature 
is calculated for the update of wall boundary conditions. In the uptake shaft, the adiabatic 
wall boundary condition is used. Consequently, the particles do not experience 
thermophoretic force in this section. 
4.3.2 Flow Field and Particle Trajectories 
The flow pattern in the heat recovery boiler can be complex due to bends in the boiler 
geometry and to blockage of the flow path by tube banks. Figure 4.5 shows the velocity 
vectors at the middle plane of the boiler, displaying swirls in the uptake shaft and the tube 
bank zones. The flow velocity in the ash hoppers is fairly low, a condition favored for the 
sedimentation of dust particles.  
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Figure 4.5: Velocity field at the middle plane of the boiler (Paper IV). 
 
In the simulations, more than 12,000 particles are injected at the shaft inlet. Rosin-
Rammler size distribution is used to present the diversity of particle size. The specific 
mean diameter used in the Rosin-Rammler distribution function is 50 μm, and the spread 
parameter controlling uniformity is 1. The initial velocity of the particles is 3 m/s, which 
is the same as that of the main inflow. Figure 4.6 shows the trajectories of 50 particles 
injected from one corner of the shaft inlet; the particles are largely following the flow. 
Particles are trapped in the swirls, especially in the uptake shaft. The trapped particles 
significantly increase the computational demand because tracking of such particles can 
take a very long time. Moreover, the particles trapped in tube bank zones are highly 
likely to hit on the wall due to impaction. The particles that arrive at the bottom of the ash 
hoppers and the outlets are leaving the computational domain. Along with the particles 
sticking on the wall, their trajectories are terminated. 
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Figure 4.6: Trajectories of 50 particles (Paper IV). 
 
4.3.3 Deposit Properties 
In practice, the deposits on the heat transfer surfaces are removed with spring hammers 
and recycled to the smelter. Simulating deposit growth over an extended period is 
therefore not of primary interest; rather, locating the most problematic positions takes 
precedence. To investigate the initial deposit build-up, a one-hour period was studied and 
the simulation was carried out with discrete time steps of 10 minutes. Figure 4.7 shows 
plots of deposit thicknesses on the three main parts of the boiler at the 30th minute and at 
the 60th minute of simulation time. Although the simulations cannot be validated due to 
the lack of experimental data, the positions with high likelihoods of deposition problems 
can be identified. The deposit build-up is not significant, except for in one small section 
of the ash hopper wall in the circle and on the leading edge of the second group of tube 
banks.  
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Figure 4.7: Deposit thickness at the 30th minute and the 60th minute of simulation time 
(Paper IV).  
 
As mentioned above, it is desirable to have the dust particles spend sufficient residence 
time in the gas phase at a correct temperature range. Doing so will allow the small 
particles to reach complete conversion; for the larger particles, a thick sulfate layer can 
form before the particles come into contact with the heat transfer surfaces. Figure 4.8 
shows the extent of conversion of the deposits, i.e., rave in Equation 4-6. The figure shows 
the instant value at the 60th minute for the mass averaged extent of conversion of the 
landing particles and of the deposits already on the wall. It should be noted that the extent 
of conversion is displayed in Figure 4.8 for even trace amounts of deposit; thus it does 
not conflict with Figure 4.7 with regard to the distribution of deposit. As mentioned 
earlier, the sulfation reaction of deposits on the wall is not considered. Nonetheless, 
Figure 4.8 indicates that some of the landing particles are not fully converted; the 
ongoing sulfation conversion can lead to a higher sintering tendency.  
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Figure 4.8: Mass average extent of conversion of deposits on the walls at the 60th minute 
of the simulation time (Paper IV).  
 
The temperature of heat transfer surfaces can increase due to the deposit build-up. The 
heat transfer rate decreases because the temperature difference between the gas phase and 
the walls decreases, and because the deposits have poor thermal conductivity compared 
with steel. Figure 4.9 depicts significant differences for the heat flux distributions from 
the gas phase to the cooling water from the starting point to the 60th minute of simulation 
time. However, the increasing deposit build-up on the wall may not be the only factor 
that decreases the heat flux; other changes caused by the dust particles and the deposits, 
such as a different gas phase temperature distribution, can also contribute to the change 
of heat transfer properties of the boiler. 
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Figure 4.9: Total surface heat flux, showing no deposit on the wall at the starting point of 
the simulation (on the left) and at the 60th minute of simulation time (on the right) (Paper 
IV).  
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5. CONCLUSIONS AND FUTURE WORK 
Fireside deposit formation is a complex process. The modeling of the deposit formation 
requires a variety of sub-models describing the behaviors of ash, gas phase, deposits, and 
their interactions. Fireside deposit formation is also case-specific, i.e., different 
combinations of sub-models are needed to model deposit formation in different furnaces. 
This work focuses on two sub-processes of deposit formation typical in two types of 
furnaces. One process is the slagging wall, found in Kraft recovery furnaces, with molten 
deposits running on the wall or on the superheater tubes. The other is deposit formation 
due to thermophoresis of fine particles on the heat transfer surfaces in the heat recovery 
boiler of the flash smelting process. Sub-models have been developed for these two 
processes, and they are implemented into CFD models of the two furnaces. 
 
The slagging wall model takes into account the two-layer structure of the deposits. It 
allows calculation of the thickness and of the surface temperature of the molten deposit 
layer. The slagging wall model is used to calculate the surface temperature of a specific 
section of a super-heater tube panel with the boundary condition obtained from a Kraft 
recovery furnace model. In addition, the slagging wall model is used to calculate the heat 
transfer. The slagging wall model is implemented into the CFD-based Kraft recovery 
furnace model. The implementation of the slagging wall model includes a grid 
simplification scheme. The wall surface temperature calculated with the model is used as 
a heat transfer boundary condition. Simulation of a Kraft recovery furnace is performed 
and is compared with two other models and with measurements. In the other two models, 
a uniform wall surface temperature and a wall surface temperature calculated with a char 
bed burning model are used as the heat transfer boundary conditions, respectively. In this 
particular furnace, the wall surface temperatures predicted with the three models are 
similar, and they are all in the correct range of the measurements. A choice among the 
three different approaches for heat transfer boundary conditions would not affect the 
overall evaluation of the boiler performance. However, the difference in wall surface 
temperature can become significant. The slagging wall model is proven to be 
computationally efficient. 
 
A deposit growth model is developed to describe the deposit formation due to 
thermophoresis of fine particles to the heat transfer surfaces. The model is used in the 
simulation of a heat recovery boiler in the flash smelting process. In order to determine 
whether the dust particles stay on the wall, a criterion based on the analysis of forces 
acting on the particle is applied. A time-dependent simulation of deposit formation in the 
heat recovery boiler is carried out and the influence of deposits on heat transfer is 
investigated. The locations prone to deposit formation are identified in the heat recovery 
boiler.  
 
The modeling of the two processes enhances the overall understanding of the deposit 
formation and the behavior of the deposits in these two types of industrial furnaces. The 
sub-models developed in this work can be applied in other similar deposit formation 
processes. In this work, the focus on these two specific processes means that other 
aspects of deposit formation, e.g., inertial impaction of ash particles and the 
corresponding sticking criterion are simplified or overlooked. Additionally, the 
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simplifications and assumptions applied in the two sub-models, e.g., the heat balance 
around a molten deposit element and the sticking criterion based on the force analysis 
should be re-examined if the sub-models are adopted for modeling of other processes. 
Like in many applications of modeling, the validation of the sub-models under complex 
conditions in industrial furnaces is very difficult. Therefore, the author recommends 
experimental work under simpler conditions to validate the sub-models as the immediate 
next step of this work. In the end, the sub-models developed in this work form a part of 
the basis for a comprehensive deposit formation model. Choosing a combination of sound 
sub-models is necessary for a reliable prediction of deposit formation in a specific type of 
furnace.  
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