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ABSTRACT
Social networks play a key role in studying various individual and social behaviors. To use social
networks in a study, their structural properties must be measured. For offline social networks, the
conventional procedure is surveying/interviewing a set of randomly-selected respondents. In many
practical applications, inferring the network structure via sampling is too prohibitively costly. There are
also applications in which it simply fails. For example, for optimal vaccination or employing influential
spreaders for public health interventions, we need to efficiently and quickly target well-connected
individuals, which random sampling does not accomplish. In a few studies, an alternative sampling
scheme (which we dub ‘alter sampling’) has proven useful. This method simply targets randomly-chosen
neighbors of the randomly-selected respondents. A natural question that arises is: to what extent does
this method generalize?
Is the method suitable for every social network or only the very few ones considered so far? In this paper,
we demonstrate the robustness of this method across a wide range of networks with diverse structural
properties. The method outperforms random sampling by a large margin for a vast majority of cases. We
then propose an estimator to assess the advantage of choosing alter sampling over random sampling
in practical scenarios, and demonstrate its accuracy via Monte Carlo simulations on diverse synthetic
networks.
Introduction
Social networks are mathematical tools for modeling social relations and interactions, and for studying
the interplay between structure and agency. They are employed in studying various social phenomena,
such as contagion of health behaviors and the adoption of new ideas and behaviors1–3, the spread of
infectious disease4, 5, the diffusion of information6, 7, and the effect of network position and connections
on individuals’ power8, 9, job opportunities10, cooperation11, mental health12, longevity13, behavioral and
ideological influence14–16, and migration decisions17, 18.
Descriptive studies of social networks relate the observed behavior of a social dynamical process or
individual trait to the structural properties of the social networks. Recent studies also seek to leverage the
theory of social networks for practical applications, such as ‘seeding’ strategies and finding influential
spreaders15, public-health interventions19, and for early detection of epidemic outbreaks20. This paper
focuses on a specific practical method, which we call ‘alter sampling’, that economically targets influential
nodes while remaining agnostic of the network structure. We first briefly review a few successful
applications. We then provide a case study using alter sampling on various social networks with different
structural properties, and show that it performs remarkably well on all of them. Finally, we propose
estimators for the advantage of using alter sampling over random sampling in reaching high-degree nodes.
We conclude by discussing the implications of the effectiveness of alter sampling on how social networks
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are organized.
In social network studies, descriptive or practical, analysis is carried out in terms of standard network
statistics, i.e., quantities that pertain to the structural properties of the social networks (e.g., degree,
measures of centrality, clustering, homophily). These properties need to be observed and measured first.
Unlike some networks with non-social origins (e.g., the Internet and the World Wide Web), measurements
in offline social networks are costly and challenging. Efficient sampling and inference methods are needed
to meet the specific challenges of social networks.
In practice, there are situations where, due to time or budget constraints, or other practical concerns, a
sampling procedure would be unfeasible. As an illustrative example, consider the problem of vaccinating
individuals against some disease in a village, where the vaccine resources are limited and we have to
choose a small fraction of the population for immunization. It would be ideal to have complete knowledge
over the network structure to identify the targets optimally. Considerable time and resources would be
needed for acquiring such complete knowledge of the network structure, which is not practical. So we need
to devise an efficient strategy to identify the targets without requiring knowledge of the social structure.
The fewer questions the strategy requires us to ask the respondents, the better.
A cost-effective, but naive vaccination strategy would be to randomly choose individuals for vaccina-
tion. Intuitively, we need to find an efficient way to identify and vaccinate the well-connected individuals,
because if they get infected, they will transmit the disease to many people.
Random sampling does not necessarily capture these individuals because it does not systematically
target them. It has been shown that a very effective strategy is randomly selecting individuals, asking
them to name someone they know, and then vaccinating those that are mentioned. This scheme is called
acquaintance immunization22–24, and simulations show that despite its remarkably simple procedure, it
is highly effective. In this paper, to use a more broader term that is also applicable in non-epidemics
contexts, we use the term alter sampling to refer to the method of random selection of neighbors of a
random sample.
The promising feature of alter sampling is that it targets influential nodes with almost no knowledge of
the structure of the underlying social structure. Christakis and Fowler20 describe an empirical study using
the idea of alter sampling to monitor the spread of the H1N1 flu.
Comparing two samples of students, one obtained via random sampling and one via alter sampling,
they showed that the prevalence curve for the latter sample is shifted 13.9 days forward in time as compared
to the former. This indicates that alter sampling can be utilized for the detection of outbreaks in the early
stages of an epidemic.
The idea of using alter sampling for the early detection of outbreaks can be extended beyond infectious
diseases, and can also be applied to information contagion. The diffusion of viral online content on Twitter
is an example, where it is shown that samples of users obtained by alter sampling (refered to as sensors)
receive viral hashtags earlier than samples obtained by random sampling. The difference still remains
after controlling for possible reverse causality (that sharing viral content is not the result, but the cause
of network position) by showing that virality of posts and network position of the post originator are not
significantly correlated21.
Alter sampling can also be used to promote the spread of information and awareness in social networks.
In a very recent study, this method was used for improving the impact of health intervention in 32
villages in Honduras19. Two distinct health interventions (one nutritional and the other pertaining to water
purification) were made. The products and instructions were given to 5% of the population (reached via
random sampling in some villages and via alter sampling in others). The final prevalence of the adoption
and the general knowledge of the health behaviors were greater in villages where alter sampling was used
(about 12%).
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The above empirical observations suggest that alter sampling is a potent and efficient practical method
for finding influential nodes. To be able to confidently use it in practice, we need to verify that the success
of the method was not due to peculiarities of the above (very few) cases, and to ascertain its robustness
across a wide range of networks with social origin. This is the first focal task of the present paper. We
demonstrate that alter sampling is robust in a range of networks with social origins with diverse structural
properties (we consider positively, negatively, and neutrally assortative networks, high and low degree
variance, different levels of clustering and density). We demonstrate that alter sampling performs well
across all of them, and performs remarkably similarly. This sheds light on micro mechanisms that are
present in networks with social origin that do not depend on the specific properties of the context.
When employing alter sampling, one may also wish to estimate how much better of a sample has been
obtained by using alter sampling instead of uniform random sampling. That is, we need to quantify the
benefit of using alter sampling as compared to random sampling. Since we consider scenarios in which
the structure of the social network is unknown, we cannot use any structural information to estimate the
benefit of using alter sampling, either a-priori or retrospectively. For example, after using interview data to
vaccinate the alters that respondents nominate, how can we assess the gain of this method over uniform
random sampling? Answering this question is the second focal task of the present paper. We propose
estimators that use interview data to quantify the ‘gain’ of alter sampling which is the advantage of this
method over random sampling in identifying higher-degree nodes.
Results
We can quantify the performance of alter sampling in various ways. The most basic individual attribute
that characterizes the influence of a node on a dynamical process running over the network is the degree.
Thus we take the expected value of the degrees of the nodes reached via a sampling scheme as its merit,
and the gain of choosing one sampling scheme over another is quantified by the relative increase in this
merit. With the few recent exceptions of employing alter sampling in practical settings, most studies have
employed random sampling. In the present paper, we seek to quantify how much loss is associated with
such a decision. For undirected networks, we compare the degree of node x with the mean degree of its
neighbors. The ratio of these two quantities is the local gain of choosing alter sampling over random
sampling. For node x, we denote this ratio by Gx. The average value of this ratio over all nodes, which we
denote by G , gives the expected gain. Choosing alter sampling is justified if G > 1. In directed networks,
if node y follows node x (that is, there is a link from node y to node x), then y is called the in-neighbor of
x, and x is called an out-neighbor of node y. The number of in-neighbors and out-neighbors of a node
are called its in-degree and out-degree, respectively. For directed networks, we only consider in-degrees,
because social influence operates in the direction of links. That is, for a given node x, it is the in-neighbors
of x that are influenced by x, and not the out-neighbors. Otherwise, the methodology is similar to the case
of undirected networks.
The descriptions of the data sets used are provided in the Methods section. Their summary statistics
are presented in Table 1 (for directed networks) and Table 2 (for undirected networks).
There are various ways we can quantify the advantage of using alter sampling instead of random
sampling. In Figure 1 and Figure 2, we depict the proportion of nodes in each degree-percentile for whom
Gx > 1 in directed and undirected networks, respectively. It can be observed that for all networks, a vast
majority of nodes do meet this criterion. For all directed networks under consideration, over 85% of the
population have Gx > 1. For undirected networks, this number is even higher (near 95%). Note that this
phenomenon holds whether we compare the degree of each node with the mean or with the median degree
of the neighbors, which highlights the robustness of the observed phenomenon against possible outliers
3/12
(hubs).
So far we demonstrated that the observed seemingly-universal advantage of using alter sampling in
social networks is not attributable merely to hubs. The above measures for prevalence of Gx > 1 indicate
that for a high proportion of the population, alter sampling is superior to random sampling, but these
measures do not quantify to what extent that is so. To investigate this, we plotted the histogram of Gx
across all nodes for different networks in Figure 3. It can be seen that across all these networks, the
distribution of G is highly skewed, that is, there exist nodes for which the gain of using alter sampling is
overwhelmingly large, and for the majority of nodes this gain is still considerably large (that is, O(101)
gain for alter sampling). As before, the gain is robust against outliers, since using the median instead of
the mean to define the gain does not change the results significantly.
Furthermore, Figure 4 shows that the average Gx value as a function of their degree percentile. It
can be seen that in all networks, the gain is considerably high for a vast majority of nodes. Note that
the behavior of the gain function is similar across all networks, whereas their structural properties (such
as assortative mixing, clustering, density, average degree, and degree variance) are widely different, as
reported in Table 1 and Table 2. This suggests that alter sampling is considerably robust to variation of
network structure. This endows alter sampling with a notable versatility, thus it can be reliably used in
practice for cases where it is not feasible to obtain the structure of the underlying social network through
standard methods of social network studies, such as interviewing and surveying the population.
GitHub Pokec Twitter
N 46423 531478 5489933
E 156280 30622564 193245641
k 3.366 18.754 35.2
kˆin 1 8 4
σin 20.25 32.140 989.01
Table 1. Directed networks: N and E are number of nodes and number of edges, respectively. k, kˆin and
σin denote average in-degree (which is equal to average out-degree), median of in-degrees and standard
deviation of in-degrees, respectively.
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Figure 1. Empirical distribution of nodes with Gx > 1 as a function of in-degree percentile rank for
directed networks.
Now we attend to an important practical question, that is, to estimate the gain of choosing alter
sampling over random sampling from empirical data. We provide an estimator for the gain in choosing
alter sampling over random sampling. In practice, an offline social network study (such as those that
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Actors Collaboration LiveJournal Friendster Orkut
N 894615 69032 3997962 22493449 3072441
E 57060378 450622 34681189 180606713 11785083
k 127.5 13.05 17.40 16.058 76.28
k̂ 41 5 6 3 45
σk 317.5 27.97 42.95 53.29 154.78
rkk′ 0.20 0.6018 0.045 -0.1816 0.0158
C 0.4724 0.5977 0.2842 0.0734 0.1666
Table 2. Undirected networks: N and E are number of nodes and number of edges, respectively. k, kˆ and
σk denote average degree, median of degrees and standard deviation of degrees, respectively. Degree
assortativity and average clustering coefficient of the graph are denoted by rkk′ and C, respectively.
Degree Percentile Rank
Pr
op
or
tio
n 
wi
th
 >
1
>
1
Degree Percentile Rank
Actors
Collaboration
LiveJournal
Orkut
Friendster
(a) mean (b) median
0.2
0.4
0.6
0.8
Pr
op
or
tio
n 
wi
th
 >
1
>
1
0.2
0.4
0.6
0.8
0.2 0.4 0.6 0.80.2 0.4 0.6 0.8
Figure 2. Empirical distribution of nodes with G > 1 as a function of degree percentile rank for
undirected networks. In (a), gain is defined using the mean, and in (b), using the median, as discussed in
the text.
would be needed for optimal vaccination) involves interviewing people and asking them to nominate alters.
Suppose that we also ask people to report the number of people they know27. We aim to estimate the gain
of alter sampling from the sequence of degrees that the respondents provide. Note that we cannot ask a
respondent about the degree of their alters, because although people generally have a good knowledge of
their own social ties, they might not be necessarily good at providing reliable estimates for the number of
ties of one of their friends.
Suppose that the underlying network has degree distribution p(k). This means that with probability
p(k), a randomly-chosen respondent has degree k. Suppose that a node with degree ` is mentioned as
an alter. There are N p(`) nodes of degree ` in the network, where N is the network size. Each of these
nodes has ` neighbors that could be the initial respondent. Thus, there are on average N`p(`) nodes that
could have mentioned a degree-` node. Denoting the mean degree of the network by µ1, the probability
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Figure 3. The distribution of Gx for different networks. The top row pertains to the directed networks and the bottom row
pertains to the undirected networks. In the left column, the gain for each node is defined as the average degree of its neighbors
to its own degree. In the right column, the median degree of the neighbors is used instead of the mean.
0 0.2 0.4 0.6 0.8
Degree Percentile
1
3
10
31
100
316
1000
G
ai
n
01
3
10
31
100
316
1000
G
ai
n
0.2 0.4 0.6 0.8
Degree Percentile
Twitter
Pokec
GitHub
Actors
Friendster
LiveJournal
Orkut
Collaboration
(a) mean (b) median
Figure 4. The gain of performing alter sampling as a function of the degree percentile of the target node.
In (a), the average degree of neighbors is compared to the degree of each node to define the gain, and in
(b), the median is used.
that a mentioned alter has degree ` is given by N`p(`)/∑`N`p(`) = `p(`)/µ1. We use these conditional
probabilities to obtain the expected degree of a named alter, which is ∑` `2 p(`)/µ1 = µ2/µ1, where µ2 is
the second moment of the degree distribution. For node x, the gain of alter sampling is simply the ratio of
the expected alter degree to that of node x. Thus the expected gain is given by (1/N)∑x[(µ2/µ1)(1/kx)].
Let us denote the harmonic mean of the degrees by µh. That is, we have µh = ∑k k−1 p(k). Thus, the
expected gain is given by G = µ2µh/µ1. Denoting the set of respondents by R, the total number of
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respondents by r, and the reported degree of respondent i by k˜i, we arrive at the following estimator for
the gain of choosing alter sampling:
Ĝ =
(
∑
i∈R
k˜2i
)(
∑
i∈R
1
k˜i
)
r ∑
i∈R
k˜i
. (1)
To assess the performance of the estimator, we would ideally need an empirical sampled networked
data set via the above mechanism for which the real underlying network is also known. Every existing
offline social network data set in the literature is already the sampled version, and the true underlying
network of interactions is not known for any of them. Noting that this caveat prevents testing the estimators
on real networks, we use synthetic networks. We use network models from the literature that have been
proposed to emulate properties that have been observed in social networks. One such model is the small-
world network model28. This model was proposed in order to capture two important structural features
observed widely in real social networks: high clustering, and small average path length. The former
captures the high transitivity that is typical in networks of social origin (that is, friends of a person tend to
become friends with high probability), and the latter pertains to the well-known six-degrees-of-separation
phenomenon (that every two persons in society are connected via a very short chain of acquaintances).
We synthesized 10000 networks (see Methods for details of the generation process of all network models
considered) and for each case we estimated the gain from the above estimators and calculated its ratio to
the true value. The closer this ratio is to unity, the better the estimators are performing. Figure 5a presents
the results. It can be observed that the estimators are performing with acceptable accuracy, with errors
mostly less than 10%.
The second conventional network generation model is the preferential attachment model. Proposed in33
and later in34, this model emulates the empirically-observed heavy-tailed nature of the degree distributions
in diverse networks (such as the network of scientific citations, scientific collaborations, and the worldwide
web). The results for this model are presented in Figure 5b.
The third generative network model that we use is the one proposed by Holme and Kim35. The model
combines the preferential attachment model of network growth with high clustering. We refer to this model
as the HK model. The HK model adds a triad-formation step to the conventional preferential attachment
model, and makes it more suitable to modeling networks of social origin than the basic preferential
attachment model (which has vanishing clustering coefficient for large networks). The results for the HK
model are presented in Figure 5c. It can be observed that the variance of the estimator is slightly higher
than it was for small-world networks, but it is slowly decreasing with network size.
The fourth model, which we refer to as the KE model 37, yields small average path length in addition
to high clustering and skewed degree distribution. Similar to the previous models, the estimator has an
error of less than 10% in the majority of the simulation trials. The results for the KE model are presented
in Figure 5d.
In all the simulation trials, the fraction of randomly-chosen respondents (whose random neighbors
then constitute the alter set) are chosen uniformly at random between 0.1 and 0.2. So, equivalently, the
value of r in Equation (1) is randomly selected between 10% and 20% of the total population.
Discussion
The presented results suggest that alter sampling is a strong and economical method for targeting well-
connected nodes in the network when standard sampling procedures are costly and infeasible. The results
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N
5000 6000 7000 8000 9000
(a) small-world model (high clustering, low average
path length)
N
5000 6000 7000 8000 9000
(b) preferential attachment model (low clustering,
heavy-tailed degree distribution)
N
5000 6000 7000 8000 9000
(c) HK model (high clustering, heavy-tailed degree
distribution)
N
5000 6000 7000 8000 9000
(d) KE model (high clustering, low average path
length, heavy-tailed degree distribution)
Figure 5. The performance of the first proposed estimator for the gain of alter sampling for different
families of networks.
demonstrate a remarkable versatility and robustness of this method. We considered many network data
sets with large size and diverse structural properties (positive, negative, and neutral assortative mixing,
high and low clustering and density, high and low variance of degrees and average degree), and in all
cases, alter sampling is advantageous over random sampling for a vast majority of nodes. This holds even
if we consider the median of the degrees of neighbors instead of the mean in order to define the gain of
choosing alter sampling over random sampling. Hence, although in the literature this phenomenon has
been linked to the presence of hubs, our results indicate that a more prevalent structural feature must exist
in all these networks to give rise to this behavior.
We also proposed an estimator to assess the gain of choosing alter sampling over random sampling
in practical scenarios and investigated its performance on synthetic networks generated via four distinct
conventional network generation models. We observed that the proposed estimator performs remarkably
well across a diverse range of structural parameters of the synthetic networks.
The immediate extensions to more practical scenarios would be to consider imperfect response (due
to, for example, forgetting or fatigue). Also, in some cases it might not be feasible to ask respondents to
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count the number of their friends. It is time-consuming and there might be situations in which there is
only time to ask a few alter names. In this case, we will have to estimate µ2, µ1, and µh from the response
data. Usually, there is a cutoff on the number of alters each respondent must mention, which is typically
less than 10. In this case, the above moments of the degree distribution must be estimated from a dataset
in which for each node only about 10% of the links are known. This is an interesting problem of statistical
inference with immediate practical importance. We hope the results presented in this paper will invite
closer investigations of alter sampling and its robustness and limitations, as well as the associated network
sampling problems that will be practically imperative.
Methods
Network Models
Small-world: We use a variant29 in which the network is built as follows: we begin with a 2b-regular lattice (a ring in which
each node is connected to b immediate neighbors from each side), and we create each non-existing link with constant probability
p, independently. Since it has been consistently shown in the literature that cognitive constraints limit the effective number
of social ties a human can actively maintain to about 15027, 30–32 (also called the Dunbar number), we restrict the space of
parameters to a domain for which the average degree is about 150. The value of b was randomly chosen between 5 and 10, and
the value of p was chosen in a way to yield the average degree no greater than 200.
Preferential Attachment: In this model, nodes are added to the network sequentially, and each incoming node attaches to m
existing nodes that are selected with degree-proportional probabilities. We selected m randomly between 50 and 75, generating
networks with average degree between 100 and 150. We considered sizes from 5000 to 9000. We synthesized 1000 networks
for each size.
HK: The parameters of the model are the initial number of links that each incoming node creates when it is being added to the
network, and the triad formation probability. In the ensemble of networks that we generated, we randomized the first parameter
between 50 and 100, and the triad formation probability was randomly generated in the interval [0,0.5], and a network was only
accepted if the mean degree was less than 150. For each network size, we generated 1000 synthetic networks and implemented
the sampling procedure described above with G randomly chosen between 5 and 10, because values of G more than 10 are rare
in real social network studies36.
KE: In this model, at each timestep these are m active nodes and as a new node is added, it creates m links. Each link, with
probability µ connects to a random node chosen with degree-proportional probabilities according to the basic preferential
attachment scheme, and with probability 1−µ attaches to one of the active nodes. The new node becomes active and one of the
previously-active nodes becomes inactive with probabilities inversely proportional to degrees. This procedure is then repeated.
We have randomized the parameter space with the restriction that the generated networks have mean degree between 100 and
200.
Data
To ascertain the versatility of alter sampling, we considered five undirected and three directed networked data sets. A quantitative
summary of their properties is presented in Table (1) and Table 2, for directed and undirected networks, respectively. Below we
provide a qualitative description of the data sets:
Film Actor Network: We use a network derived from the IMDB movie/actor network available in the University of Florida
Sparse Matrix Collection43. This bipartite network consists of 428,440 movies and 896,308 actors and stores the movies in
which each actor has appeared. Based on this graph, we can build the co-starring network. In this network each node represents
an actor and an edge connecting two nodes indicates that those nodes have co-appeared in at least one movie. Note that we do
not consider weights for the edges.
Scientific Collaboration Networks We use the collaboration network available at38. The dataset is extracted from the e-print
arXiv and covers scientific collaborations between authors papers in five categories in the period from January 1993 to April
2003. If an author x co-authored a paper with author y, the graph contains a undirected edge from x to y.
LiveJournal LiveJournal is a social networking service where users can keep a blog, journal or diary and also can declare
friendship with each other. The network that we use here is available at39, 40 and consists of about four million users.
Friendster Friendster is an on-line gaming network. Before re-launching as a game website, it was a social networking site.
The network that we use in this paper is a subset of the graph available at41 consisting of more than 22 million nodes.
Orkut Orkut is a free on-line social network. The network used in this paper is available at41 and consists of more than three
million users.
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Twitter For the network of Twitter users, we use the dataset collected by Kwak et al.42. This dataset describes the connectivity
among users who joined Twitter prior to August 2009. The subgraph that we use has 5.8 million users and more than 193
million edges.
GitHub The site github.com offers free code repository hosting for public projects and paid code repository hosting for private
projects. Individuals can follow one another, like users of Twitter, in order to stay aware of each other’s activities. In44 the
GitHub Archive site1 was used to download past compressed archives of hourly activities over a one-year period. The collected
and processed data are used to create multiple graphs including the followership graph which is used in this paper. In this graph
there is an edge from node x to node y, if user x follows user y.
Pokec Pokec is the most popular on-line social network in Slovakia. The dataset is available at45 and consists of more than 1.6
million nodes and more than 30 million edges.
Acknowledgements
This work was supported, in part, by the Natural Sciences and Engineering Research Council of Canada (NSERC) grant
RGPIN/341596-2012.
Author contributions statement
N.M. and M.R. conceived the research problem. N.M. gathered the data and performed the analyses. N.M. and M.R. discussed
the results, and wrote and reviewed the manuscript.
Competing financial interests
The authors declare no competing financial interests.
References
1. N. A. Christakis and J. H. Fowler, “Social contagion theory: examining dynamic social networks and human behavior,”
Statistics in medicine, vol. 32, no. 4, pp. 556–577, 2013.
2. J. Coleman, E. Katz, and H. Menzel, “The diffusion of an innovation among physicians,” Sociometry, vol. 20, no. 4,
pp. 253–270, 1957.
3. A. Banerjee, A. G. Chandrasekhar, E. Duflo, and M. O. Jackson, “The diffusion of microfinance,” Science, vol. 341,
no. 6144, p. 1236498, 2013.
4. F. Liljeros, C. R. Edling, and L. A. N. Amaral, “Sexual networks: implications for the transmission of sexually transmitted
infections,” Microbes and Infection, vol. 5, no. 2, pp. 189–196, 2003.
5. R. Pastor-Satorras, C. Castellano, P. Van Mieghem, and A. Vespignani, “Epidemic processes in complex networks,”
Reviews of modern physics, vol. 87, no. 3, p. 925, 2015.
6. J. Yang and J. Leskovec, “Modeling information diffusion in implicit networks,” in 2010 IEEE International Conference
on Data Mining, pp. 599–608, IEEE, 2010.
7. K. Lerman and R. Ghosh, “Information contagion: An empirical study of the spread of news on digg and twitter social
networks.,” ICWSM, vol. 10, pp. 90–97, 2010.
8. J. S. Coleman, “Social capital in the creation of human capital,” American journal of sociology, pp. S95–S120, 1988.
9. R. S. Burt, “The network structure of social capital,” Research in organizational behavior, vol. 22, pp. 345–423, 2000.
10. M. S. Granovetter, “The strength of weak ties,” American journal of sociology, pp. 1360–1380, 1973.
11. D. G. Rand, S. Arbesman, and N. A. Christakis, “Dynamic social networks promote cooperation in experiments with
humans,” Proceedings of the National Academy of Sciences, vol. 108, no. 48, pp. 19193–19198, 2011.
12. I. Kawachi and L. F. Berkman, “Social ties and mental health,” Journal of Urban health, vol. 78, no. 3, pp. 458–467,
2001.
1http://www.githubarchive.org/
10/12
13. R. B. Olsen, J. Olsen, F. Gunner-Svensson, and B. Waldstrøm, “Social networks and longevity. a 14 year follow-up study
among elderly in denmark,” Social science & medicine, vol. 33, no. 10, pp. 1189–1195, 1991.
14. M. Kitsak, L. K. Gallos, S. Havlin, F. Liljeros, L. Muchnik, H. E. Stanley, and H. A. Makse, “Identification of influential
spreaders in complex networks,” Nature physics, vol. 6, no. 11, pp. 888–893, 2010.
15. F. Morone and H. A. Makse, “Influence maximization in complex networks through optimal percolation,” Nature, 2015.
16. S. Aral and D. Walker, “Identifying influential and susceptible members of social networks,” Science, vol. 337, no. 6092,
pp. 337–341, 2012.
17. D. S. Massey, J. Arango, G. Hugo, A. Kouaouci, A. Pellegrino, and J. E. Taylor, “Theories of international migration: A
review and appraisal,” Population and development review, pp. 431–466, 1993.
18. G. S. Epstein, “Herd and network effects in migration decision-making,” Journal of Ethnic and Migration Studies, vol. 34,
no. 4, pp. 567–583, 2008.
19. D. A. Kim, A. R. Hwong, D. Stafford, D. A. Hughes, A. J. O’Malley, J. H. Fowler, and N. A. Christakis, “Social network
targeting to maximise population behaviour change: a cluster randomised controlled trial,” The Lancet, vol. 386, no. 9989,
pp. 145–153, 2015.
20. N. A. Christakis and J. H. Fowler, “Social network sensors for early detection of contagious outbreaks,” PloS one, vol. 5,
no. 9, p. e12948, 2010.
21. M. Garcia-Herranz, E. Moro, M. Cebrian, N. A. Christakis, and J. H. Fowler, “Using friends as sensors to detect
global-scale contagious outbreaks,” PloS one, vol. 9, no. 4, p. e92413, 2014.
22. R. Cohen, S. Havlin, and D. Ben-Avraham, “Efficient immunization strategies for computer networks and populations,”
Physical review letters, vol. 91, no. 24, p. 247901, 2003.
23. N. Madar, T. Kalisky, R. Cohen, D. ben Avraham, and S. Havlin, “Immunization and epidemic dynamics in complex
networks,” The European physical journal b-condensed matter and complex systems, vol. 38, no. 2, pp. 269–276, 2004.
24. L. K. Gallos, F. Liljeros, P. Argyrakis, A. Bunde, and S. Havlin, “Improving immunization strategies,” Physical Review E,
vol. 75, no. 4, p. 045104, 2007.
25. E. W. Zuckerman and J. T. Jost, “What makes you think you’re so popular? self-evaluation maintenance and the subjective
side of the” friendship paradox”,” Social Psychology Quarterly, pp. 207–223, 2001.
26. A.-L. Baraba´si, Network Science. Cambridge University Press, 2016.
27. R. A. Hill and R. I. Dunbar, “Social network size in humans,” Human nature, vol. 14, no. 1, pp. 53–72, 2003.
28. D. J. Watts and S. H. Strogatz, “Collective dynamics of ‘small-world’networks,” nature, vol. 393, no. 6684, pp. 440–442,
1998.
29. M. E. Newman and D. J. Watts, “Renormalization group analysis of the small-world network model,” Physics Letters A,
vol. 263, no. 4, pp. 341–346, 1999.
30. W.-X. Zhou, D. Sornette, R. A. Hill, and R. I. Dunbar, “Discrete hierarchical organization of social group sizes,”
Proceedings of the Royal Society of London B: Biological Sciences, vol. 272, no. 1561, pp. 439–444, 2005.
31. R. Dunbar, V. Arnaboldi, M. Conti, and A. Passarella, “The structure of online social networks mirrors those in the offline
world,” Social Networks, vol. 43, pp. 39–47, 2015.
32. B. Fuchs, D. Sornette, and S. Thurner, “Fractal multi-level organisation of human groups in a virtual world,” Scientific
reports, vol. 4, 2014.
33. D. d. S. Price, “A general theory of bibliometric and other cumulative advantage processes,” Journal of the American
society for Information science, vol. 27, no. 5, pp. 292–306, 1976.
34. A.-L. Baraba´si and R. Albert, “Emergence of scaling in random networks,” science, vol. 286, no. 5439, pp. 509–512,
1999.
35. P. Holme and B. J. Kim, “Growing scale-free networks with tunable clustering,” Physical review E, vol. 65, no. 2,
p. 026107, 2002.
36. N. Momeni and M. Rabbat, “Inferring network properties from fixed-choice design with strong and weak ties,” in
Statistical Signal Processing Workshop (SSP), 2016 IEEE, pp. 1–5, IEEE, 2016.
11/12
37. K. Klemm and V. M. Eguiluz, “Growing scale-free networks with small-world behavior,” Physical Review E, vol. 65,
no. 5, p. 057102, 2002.
38. J. Leskovec, J. Kleinberg, and C. Faloutsos, “Graph evolution: Densification and shrinking diameters,” ACM Transactions
on Knowledge Discovery from Data (TKDD), vol. 1, no. 1, p. 2, 2007.
39. L. Backstrom, D. Huttenlocher, J. Kleinberg, and X. Lan, “Group formation in large social networks: membership,
growth, and evolution,” in Proceedings of the 12th ACM SIGKDD international conference on Knowledge discovery and
data mining, pp. 44–54, ACM, 2006.
40. J. Leskovec, K. J. Lang, A. Dasgupta, and M. W. Mahoney, “Community structure in large networks: Natural cluster
sizes and the absence of large well-defined clusters,” Internet Mathematics, vol. 6, no. 1, pp. 29–123, 2009.
41. J. Yang and J. Leskovec, “Defining and evaluating network communities based on ground-truth,” Knowledge and
Information Systems, vol. 42, no. 1, pp. 181–213, 2015.
42. H. Kwak, C. Lee, H. Park, and S. Moon, “What is twitter, a social network or a news media?,” in Proceedings of the 19th
international conference on World wide web, pp. 591–600, ACM, 2010.
43. T. A. Davis and Y. Hu, “The university of florida sparse matrix collection,” ACM Transactions on Mathematical Software
(TOMS), vol. 38, no. 1, p. 1, 2011.
44. G. Viger, “Serendipitous recommendations for the social online collaborative network github,” Master’s thesis, McGill
University, Montreal, QC, Canada, 2015.
45. L. Takac and M. Zabovsky, “Data analysis in public social networks,” in International Scientific Conference and
International Workshop Present Day Trends of Innovations, pp. 1–6, 2012.
12/12
