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ABSTRACT 
In medical conq)uted tomography (CT) the tomographic images are reconstructed 
from planar infonnation collected 180° to 360° around the patient. In clinical applications, the 
reconstructions are typically produced using a filtered backprojection algorithm. Filtered 
backprojection methods have limitations that create a high percentage of statistical uncertamty 
m the reconstructed images. Many techniques have been developed which produce better 
reconstructions, but they tend to be conq)utationally expensive, and thus, impractical for 
clinical use. 
Artificial neural networks (ANN) have been shown to be adept at learning and then 
simulating complex fimctional relationships. For medical tomography, a neural network can 
be trained to produce a reconstructed medical image given the planar data as input. Once 
trained an ANN can produce an acciuate reconstruction veiy quickly. 
A backpropagation ANN with statistically derived activation ilmctions has been 
developed to improve the trainability and generalization ability of a network to produce 
accurate reconstructions. The tailored activation functions are derived from the estimated 
probability density functions (p.d.Cs) of the ANN training data set. A set of sigmoid 
derivative functions are fitted to the p.d.f s and then integrated to produce the ANN activation 
functions, which are also estimates of the ciunulative distribution functions (c.d.f s) of the 
training data. The statistically tailored activation functions and their derivatives are 
substituted for the logistic function and its derivative that arc typicaUy used in 
backpropagation ANNs. 
xii 
A set of geometric images was derived for training an ANN for cardiac SPECT image 
reconstruction. The planar projections for the geometric images were simulated usmg the 
Monte Carlo method to produce sixty-four 64-quadrant planar views taken 180° about each 
image. A 4096x629x4096 architecture ANN was simulated on the MasPar MP-2, a massively 
parallel, single-instruction multiple-data (SIMD) computer. The ANN was trained on the set 
of geometric tomographic images. Tramed on the geometric images, the ANN was able to 
generalize the input-to-output function of the planar data-to-tomogram and accurately 
reconstruct actual cardiac SPECT images. 
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GENERAL INTRODUCTION 
Objective 
The objective of this research is to demonstrate that a properly trained 
backpropagation neural network can reconstruct two-dimensional medical tomographic 
images given a series of planar one-dimensional images as mputs. In addition, the author 
demonstrates the reconstruction of cardiac single photon emission conq)uted tomography 
(SPECT) images with a unique method of deriving activation functions to inq)rove the 
generalization ability of the backpropagation neural network. The author has also developed 
parallel code on the MasPar MP-2, a massively parallel computer, to train the networks for 
tomographic image reconstruction. The parallel computer is a valuable ANN training tool 
since the neural network architectures required for SPECT imaging are impractical to simulate 
on a serial conq)uter. 
Dissertation Organization 
The body of this dissertation consists of four papers. Each paper has been submitted 
for joumal publication. Consequently, each paper appears m this dissertation in the format of 
the journal to which it has been submitted. 
The "Literature Review" chapter provides background information that is relevant to 
the research work described by the papers. 
The "General Discussion" chapter siunmarizes the significance of the results presented 
in the joumal papers. 
2 
Paper I has been accepted for publication by the Journal of Digital Imaging. Paper n 
has been submitted to Computers in Biology and Medicine. Paper HI has been submitted to 
IEEE Tramactions on Neural Networks. Paper FV has been reviewed and resubmitted to 
Medical Physics. 
The "General Conclusions" chapter relates the significance of the results detailed in the 
papers back to the objectives of this dissertation. References cited in the "Literature Review," 
"General Discussion," and "General Conclusions" chapters, are listed after the 
acknowledgments. The appendices list and briefly describe all relevant parallel and serial 
computer code developed for the research. 
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LITERATURE REVIEW 
Background of Nuclear Medical Tomography 
Shortly after the discovery of radioactive isotopes in the late nineteenth century, 
physicians began studying the use of radioisotopes in medicine. Used primarily as treatments 
themselves, it was not imtil 1948 that Moore used a radioisotope as an imaging source 
(Moore, 1948). The development of the Anger camera in 1952 enabled the planar unaging of 
a radioisotope administered to a patient (Anger, 1952). Kuhl and Edwards initially 
investigated emission tomography m 1963, using an Anger camera (Kuhl and Edwards, 1963). 
They superimposed rectilinear scans to produce tomographic images. These early images 
were excessively blurred due to the fact that the reconstruction method did not allow for the 
extraneous noise, and physical photon efifects that are mherent in the imaging modality. 
The ability to produce a two-dimensional image from one-dimensional planar views of 
an object was mathematically demonstrated by Radon in 1917 (Radon, 1917). As shown in 
Equation (1), the Radon transform is the line integral of the image ^x,y) taken at an angle 6. 
^0^0= f f f {x,y)^xcos 6+ysin 6-t)dxdy (1) J_OoJ—oo' 
Radon showed that given an infinite niunber of line integrals taken 180 around i(x,y), ^x,y) 
could be recovered exactly via the inverse Radon transform 
In the early 1970s, better reconstruction algorithms and the every increasing power of 
conq)uters produced what is now known as emission computed tomography (ECT). Two 
forms of ECT are used in nuclear medical imaging: positron emission conq}uted tomography 
4 
(PET), and single photon emission conq)uted tomography (SPECT). In PET, the radiotracer 
emits a positron which interacts with another electron producing two 511 keV photons wiiich 
travel 180 from each other. Two gamma cameras on opposite sides of the patient detect 
both photons simultaneously. The natural colinearity of PET allows image resolution of 2 to 
4 mm fwhm (fiill width at half maximum). Another advantage with PET is that commonly 
used radionuclides such as "C, "N, and are related to natural metabolic processes and 
therefore, radiopharmaceuticals which readily localize m the target area are easier to produce 
(Macovski, 1983). A major disadvantage in PET imaging is that most radionuclides have half-
life's of 10 to 60 minutes. Consequently, a high cost cyclotron particle accelerator must be on 
hand to produce the radiopharmaceuticals. 
Conversely, in SPECT the high atom nimiber radiotracers, such as Tc-99m and Ti-
201, have long half-life's and an onsite cyclotron is not required (Jaszczak, 1988). While 
SPECT is less expensive to inq}lement into a clinical environment, it also has poorer 
resolution than PET. Since only one photon is released, the gamma camera must use physical 
collimation of the photons instead of a electronic collimation approach as used in PET. The 
resolution of SPECT can be as high as 6 to 7 mm ^hm, but often the time required to collect 
enough photon counts to accurately reconstruct the tomograms make this resolution 
impractical. Nevertheless, SPECT and PET both provide unique diagnostic information, due 
to the differences between their respective radionuclides. 
Single Photon Emission Computed Tomography (SPECT) 
As previously mentioned, SPECT is a radiopharmaceutical medical imaging technique 
that provides three-dimensional distribution mapping of a radionuclide after its administration 
to a patient (Dymond, 1989). The radionuclide emits gamma photons as it decays and is 
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scanned with a gamma ray scintillation camera after it localizes in the target area of the body 
(Larsson, 1980; Macovski, 1983). The planar gamma camera images, taken 180 about the 
patient, provide the information necessary to produce cross-sectional images of the 
radionuclide distribution in the target organ. When reconstructed, the three-dimensional 
image array provides information on pathologic processes and physiological functioning in the 
target organ. SPECT imaging is primarily used for identifying organ lesions and evaluating 
metabolic processes. 
A variety of radiopharmaceuticals have been developed which localize in certain 
regions of the body and aid in producing better SPECT images (Jaszczak, 1988). The 
technetium isotope, Tc-99m, is an example of a widely used radionuclide. The advantages of 
using Tc-99m are that it can be separated chemically from its molybdenum parent source 
onsite, and so does not require a cyclotron to produce, it has a relatively low gamma ray 
emission energy of 140.5 keV and short 6-hour half-life so the patient exposure to the 
radiation is brief, and it has been used to tag metabolic processes in most organs of the body 
(Macovski, 1983). 
The Anger camera, or gamma ray scintillation camera shown in Figure 1, is used to 
detect the photons emitted by the administered radionuclides. The detecting element of the 
photons emitted by the radionuclide is a sodium iodine crystal (Nal(TI)), which emits visible 
light photons after exposure to gamma photons (Cho and Ra, 1984). As previously 
mentioned the gamma rays are physically collimated on to the large Nal(TI) crystal. The 
collimator tends to limit the image resolution since many of the gammia rays are absorbed by 
its lead structure. A series of photomultiplier tubes (PMTs) detect and convert the light 
photons emitted by the NAI(TI) crystal to electrical pulses which are manipulated to produce 
an image that can be digitized and displayed. Positioning circuitry determines the location of 
the gamma ray detection based on the magnitude of the signals produced by each PMT. 
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Figure 1 Anger camera diagram 
The use of an array of PMTs instead of discrete detectors at each collimator hole simplifies 
the gamma camera, and allows a higher resolution image to be produced with a Umited 
number of detectors (Jaszczak, 1988). 
A automated gantry-mounted Anger camera collects equally spaced planar images 
over 180° or 360° about the patient. In SPECT, the reconstructed tomograms are 64-pixel-
in-diameter images. Likewise, the planar images are 64-pixel-in-diameter images. Typically, 
sixty-four planar images are collected in the range of the camera's rotation. Once the planar 
data is collected, the reconstruction of the set of tomograms is calculated using a filtered 
backprojection algorithm (Kak and Slaney, 1989; Gordon and Herman, 1974). Although 
these methods provide useful mformation, they do have several limitations that create a high 
percentage of statistical uncertainty in the reconstructed images. 
The sources of uncertainty in the reconstructed image include radiation attenuation, 
scatter effects, motion artifacts, and finite resolution artifacts (Budmger, 1983). Usefiil 
\ 
/ \ 
/ 
Positioning 
& 
Filtering 
Circuitry 
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compensation techniques for these image quality degradation effects are highly dependent on 
the target organ. Correction methods for the physical photon transport effects are useful in 
SPECT imaging of the brain because of the location and approximately imiform shielding of 
the brain. The general circular shape of the head allows the gamma camera to rotate in close 
proximity to the brain and thus, SPECT imaging is relatively quick and of higher resolution 
than the imaging of other organs. The head can also be readily stabilized which greatly 
reduces motion artifacts. In addition, the skull is roughly of imiform thickness and so linear 
models of the attenuation effects are often used to improve the quality of the reconstructed 
brain images (Chang, 1978; Faber et al., 1984). 
Similarly, cardiovascular SPECT is a valuable imaging technique in that it provides 
detailed information of the cardiac wall motion and fimction without superin:q)osed adjacent 
structures, such as occiu-s with planar blood-pool imaging (Folks et al, 1988). Thallium-201 
SPECT imaging is commonly used for cardiovascular SPECT, and provides the clinician with 
the ability to visualize the heart with respect to its wall and valve boundaries without 
foreground or background interference. Cardiovascular SPECT is limited by decreased 
resolution due to increased distance between the ganuna camera collimator and the heart, by 
large non-uniform attenuation due to the thorax, and by the amount of patient discomfort 
associated udth the time required for imaging. Attenqits to model the thorax to conqiensate 
for attenuation have been very unsuccessful and so no attenuation compensation is used with 
cardiovascular SPECT (Kak and Slaney, 1988). Likewise, motion artifacts are mherent in 
imaging the heart. Neither the heart nor the thoracic cavity can be stabilized during imaging. 
Gated cardiovascular SPECT in which photon detections are only coimted during the end 
diastolic or end systolic period of the heart cycle, have been achieved but the large increase m 
the time required to get adequate photon counts makes it a somewhat impractical technique 
(Folks et al, 1988; Parker, 1990). 
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Artificial Neural Networks 
Artificial neural networks (ANNs) have been shown to provide solutions to problems 
that conventional computer architectures cannot readily solve. Exaixq)les of areas in which 
ANNs have shown promise are speech and pattem recognition (Fukushima, 1990), control 
systems (Hudgins, Parker, and Scott, 1991), and image enhancement (Manduca, Christy, and 
Ehman, 1991). The architecture of a feed-forward neural network is modeled after the neural 
structure in the cerebral cortex of the brain (Figure 2). Much as people are a product of 
experience and learning by exanqile, so too is the knowledge possessed by a neural network 
based on what it is taught, or trained, to know. 
Backpropagation is a popular, often implemented training algorithm (Riunelhart and 
McClelland, 1986&7; Hecht-Nielson, 1990). In this algorithm, a known set of traming data is 
fed through the network and the error, which is the calculated difference between the 
expected output and the actual output, is fed back through the network. Interconnection 
weight values which represent the collective knowledge of the network, are then adjusted with 
respect to the back-propagated error to minimize the error in the outputs. Thoroughly 
training a network often requires presenting the entire training set thousands or even 
hundreds-of-thousands of times. As the size of the problem being addressed by the neural 
network grows, the ability of the ANN to be trained in a reasonable amount of time becomes 
the limiting factor in its use, particularly when the network is inq)lemented on a serial (single 
processor) cba:q)uter. 
The architecture of a multilayer neural network has a natural parallel structure. The 
processing elements (PEs), or neurons, in each layer of the network receive mputs 
simultaneously from the previous layer and process individual outputs independent of each 
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Figure 2 Organic and Artificial Neurons 
other. Consequently, implementing a large architecture ANN on a traditional single 
processor, or von Neumann computer, takes a considerable amount of time to process the 
same instructions for each PE, one at a time. The time saved training an ANN implemented 
on a parallel computer may provide the in:q)roved training time necessary to apply neural 
networks to more complex problems that require large architectures. Medical image 
reconstruction, in particular SPECT imaging, is a good example of a large neural network 
problem 
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Massively Parallel Computing 
In massively paraUel conq)uting the raw processing power of a large number of 
interconnected processors, or processing units (PUs) makes it possible to perform conq)uter 
applications that may otherwise be inq)ractical (Kimiar et al., 1994). Many large coiiq)uting 
problems can be solved with a significant inq)rovement in performance over single processor, 
or von Neumann type, architectures. However, care must be taken in designing efiBcient 
paraUel algorithms that can translate the raw coa:q)utational power of the parallel computer 
into fast and efficient applications. 
The two primary types of parallel architectures are defined by whether the processors 
are centrally controlled or operate mdependently. Parallel architectures that use centralized 
control of the processors execute identical instructions on different data and are referred to as 
single-instruction multiple-data (SIMD) computers. Parallel systems in which the processors 
execute imique sections of code on separate data streams are called multiple-instruction 
multiple-data (MIMD) con^uters (Desrochers, 1987). While MIMD computers can be used 
in a wider range of applications than can SIMD systems (Ahnasi and Gottlieb, 1989), the 
MIMD PUs are also larger and more complex, since each PU has its own control unit. On the 
other hand, SIMD PUs execute decoded instructions broadcast to them by a single control 
unit. Consequently, the SIMD processors are less conqilex than MIMD processors and, thus, 
it is economically easier to build large SIMD arrays. By their nature SIMD con^uters are 
better suited for applications which require fi^equent synchronization. MIMD computers often 
require additional hardware in order to provide fast synchronization. 
As aforementioned, a SIMD architecture conq)uter is con^osed of two individual 
systems: the serial control unit and the PU array. A fi'ont-end serial computer is also used to 
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manage access to the parallel computer. The front-end system provides a muhi-user 
environment in which the parallel code can be developed and debugged. A drawback to the 
SIMD computer is that access to the parallel machine, or data processing luiit (DPU), is 
limited to only one user at a time. A coi]:q)iled program is downloaded to the DPU and 
executed entirely by the DPU. The PU array is activated by special parallel commands. Serial 
instructions are typically executed by the control unit which usually is a small processor with 
execution rates comparable to those of a microcomputer. As a result, the efficiency of a 
conqiuter program may be limited if extensive computations are required of the control unit. 
The DPU architecture is inherently synchronous since a single processor controls the 
execution of each instruction by the PU array. The control imit broadcasts an instruction to 
all active PUs and will not execute the next instruction in the code until all PUs have 
completed the previous command. The PUs are conqirised of simple processors with smaU 
local memories and communication circuitry, as shown in Figure 3. 
A massively parallel SIMD computer consists of a large interconnected matrix (e.g., 
128x128) of processors, often referred to as a distributed array of processors (DAP). The 
DAP is typically connected in a two-dimensional mesh of north, south, east, and west 
communication pathways. Often northeast, northwest, southeast, and southwest 
communication pathways are also incorporated into the interconnection mesh. Early SIMD 
conq}uters were conqiosed of smaU 1-bit, 2-bit, or 4-bit processors (Desrochers, 1987). 
More recently, SIMD computers with large arrays of 16-bit and 32-bit processors have been 
developed (Kumar et al., 1994). 
The advantages to SIMD computing are realized by breakmg a problem down into sinq)le 
calcidations and distributing these among the many PUs. The performance of a parallel 
program is heavily dependent on the efficiency of the algorithm bemg used. Multilayer neural 
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networks have an inherent parallelism which make them good candidates for 
iti:y)lementation on a SIMD computer. There have been several descriptions of implementing 
a backpropagation neural network on a parallel machine (Brown et al, 1989; Koikkalainen 
and Oja, 1991; Schif&nann and Mecklenburg, 1990). Two basic neural network 
implementation schemes have been demonstrated. In the first scheme each PU simulates the 
entire network. Each PU then trains the network on a single training pattern and the averaged 
error from all networks are back-propagated through the networks. The second method 
dedicates a PU to one node and its interconnections from the neural network (Hicklin and 
Demuth, 1988). Regardless of the method being used the key to optimizmg the ANN on a 
parallel computer is to distribute the network across the entire PU array. A properly 
distributed parallel backpropagation algorithm can execute two- to three-orders of magnitude 
faster than an ANN simulated by a serial machine (Kamgar-Parsi et al., 1988). 
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Neural Network Applications in Medicine 
Neural networks have been used in a wide range of medical applications. They have 
primarily been applied m medical diagnostics (Carpenter et al., 1991; Fukushima, 1990; Kim 
and Lee, 1991; Hiraiwa et al., 1990; Tom and Tenorio, 1991) and signal processing (Garg and 
Floyd, 1991; Mougeot et al., 1991). In medical imaging, ANNs have been used to aid in the 
diagnosis and detection of physiological abnormalities in medical images. These studies 
primarily utilize the pattern recognition abilities of ANNs as image classifiers (Hudgins et al., 
1991) to aid in medical diagnosis, such as vascular necrosis determination fi'om a magnetic 
resonance image (MRI) (Manduca et al., 1991), and in detection of organ lesions and nodes, 
such as fi'om x-ray scans (Garg and Floyd, 1991) and PET images (Kippenhan et al, 1991). 
In the area of image reconstmction ANNs have been investigated, but have not yet been 
shown to be able to generalize their training to reconstruct novel tomograms (Kerr, 1992; 
Floyd, 1991). 
Many reconstruction algorithms have been developed to improve on the quality of the 
standard backprojection algorithm without incurring an excessive cost in time. Spatial filtered 
and fi'equency filtered backprojection techniques (Larsson, 1980) are often used in clinical 
environments. Techniques which have less statistical error in their reconstructions, such as a 
Monte Carlo algorithm (Shepp and Vardi, 1982) or maximum likelihood estimator (MLE) 
method (Choraoboy et al, 1990), are computationally too expensive for clinical use. 
Consequently, the potential clinical advantage of a neural network reconstruction method is 
that it can quickly reconstruct images with little statistical error and eliminate the long 
processing time presently incurred between collecting the planar images and producing the 
tomograms. 
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GENERAL DISCUSSION 
The research objectives bring together the fields of medical tomography, neural 
networks, and massively parallel computmg. Consequently, this research makes notable 
contributions in each of these areas. This chapter describes the significance of the results 
presented in the subsequent journal article chapters in terms of the aforementioned research 
fields; medical tomography, artificial neural networks, and massively parallel computing. 
Medical Tomography 
Paper I, "Neural network reconstruction of SPECT images," demonstrates the 
capability of a trained neural network to interpolate between complex images and accurately 
reconstruct cardiac SPECT images. In this paper, the ANN training set consists of a few 
cardiac SPECT images. Therefore, while this is an inq)ortant neural network contribution, it 
does not represent a usable tomographic reconstruction technique. 
Paper IV, "A statistically tailored neural network approach to tomographic image 
reconstruction," describes notable medical tomography results. In particular, the neural 
networks trained on a set 1,353 rudimentary images show that the networks can generalize the 
information in the rudimentary images to reconstruct coiiq)lex tomograms, such as cardiac 
SPECT images. These results are significant for two reasons. First, it means that the training 
set does not have to be unreasonably large to train an ANN to reconstruct tomograms fi'om 
the planar data inputs. Consequently, an exanq)le of every possible tomographic image is not 
necessary for the ANN to learn the relationsliip of the planar view data to the two-dimensional 
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tomographic area. This is important since it is much easier to train an ANN on a small set of 
representative images than it is to train an ANN on a set of every possible tomogram. 
The second important feature of the ANNs trained on the 1,353 rudimentary unages is 
that it demonstrates that it is not necessary to have cardiac tomograms in the training set of an 
ANN for it to reconstruct cardiac SPECT images. One of the limitations of the results 
presented in Papers I through IE, is that the ANN training sets consisted exclusively of actual 
cardiac images or cardiac phantom images. When trained on cardiac inoages it is difBcult for 
the ANN to reconstruct non-cardiac images. Likewise, there is a high degree of uncertainty in 
whether the ANN will accurately reconstruct new cardiac tomograms, or generate tomograms 
from the training set that are highly correlated with the expected images. This can be a 
critical deficiency in a network since it may mask a real medical problem, such as a defect in 
the left ventricle. However, training a network on a set on rudimentary images, which are 
uncorrelated to cardiac images, to accurately reconstruct cardiac tomograms produces a high 
degree of confidence m the reconstructions. 
Arttricial Neural Networks 
This research has also made several good contributions to the field of neural 
networks. Notably, the development of statistically derived activation fimctions, the 
implementation of very large architectures on the MasPar MP-2 parallel coi]:q)uter, and the 
appUcation of neural networks to medical tomography. 
Paper 11, "Improved backpropagation learning using statistically derived activation 
fimctions," details a method of deriving problem-unique activation fimctions based on the a 
priori information in the ANN training set. The traditional backpropagation training method, 
which uses a general-purpose sigmoidal activation fimction, is very adept for problems w^ere 
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the outputs are near the asymptotes of the activation fimction, but has di£Bcuhies when the 
expected output range is continuous. The statistically tailored method biases the network to 
train more readily across a continuous range of possible outputs. In particular, it uses the 
statistical distributions of the training set data to promote training of the most probable output 
values. 
There have been many schemes for the iiiq)lementation of neural networks on paraUel 
computers. However, these schemes typically relate to small architectures since most ANN 
apphcations involve small architectiu'es. Paper n, "Medical image processing utilizmg neural 
networks trained on a massively parallel conq)uter," describes how the MasPar MP-2 parallel 
computer simulates the very large architectures required for the reconstruction of 64 x 64 
tomographic images. This miplementation scheme allows for the simulation and traming of 
networks with over 12,000 nodes. In addition, a sinqile modification of this method allows 
for the simulation of much large architectures, such as would be required for images that are 
128 X 128 pixels in dimension. 
The use of artificial neural networks in medical apphcations continues to grow. A 
typical application for ANNs is as diagnostic aids, which require the networks to classify input 
data. Tomographic image reconstruction is a much more complex task for an ANN. 
Demonstratmg that the statistically tailored neural networks can accurately reconstruct images 
given the planar view data as inputs, shows that ANNs can be used for more than just 
classifiers. As is the case with tomography, the performances of the networks are dependent 
on the quahty of the traming set. Given their abiUty to process nnages quickly, ANNs may be 
tramed to perform a variety of image processes which are otherv^se, very time consuming. 
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Massively Parallel Processing 
As previously mentioned, the unplementation of the very large architectures required 
to perform the reconstruction of the 64 x 64 SPECT images is detailed in Paper n, "Medical 
image processing utilizing neural networks trained on a massively paraUel computer." The 
most significant aspect of this paper is the application of the parallel computer to medical 
tomography, via neural network reconstruction. 
The natural parallel structiu-e of neural networks make them well suited for 
iiiq)lementation on parallel computers. In addition, the one-time training process of ANNs 
can be very time consummg, and for large architectures, it may be impractical to tram an ANN 
on a serial con^uter. However, the key advantage to ANN tomography is that the ANN need 
only be trained on a parallel computer. Once trained, the weight file can be used on a serial 
workstation, or PC to do all novel image reconstructions. This means that a single parallel 
computer is needed to train ANNs for various applications, and the resultant weight files can 
be distributed to an unlimited number of locations. Consequently, this is an excellent parallel 
computer application since anyone who wishes to use the trained neural networks need only a 
workstation or PC to run them, and not an expensive, dedicated parallel con:q)uter. 
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NEURAL NETWORK RECONSTRUCTION OF SPECT IMAGES 
A paper accepted for publication by the Journal of Digital Imaging 
John P. Kerr' and Eric B. Bartlett^ 
Abstract 
An artificial neural network (ANN) trained on high-quaUty medical tomograms or 
phantom images may be able to learn the planar data-to-tomographic image relationship with 
very high precision. As a result, a properly trained ANN can produce conq)arably accurate 
image reconstructions but without the high conqiutational cost inherent m some traditional 
reconstruction techniques. We have previously shown that a standard backpropagation neural 
network can be trained to reconstruct sections of single photon emission con:q)uted 
tomography (SPECT) images based on the planar image projections as inputs. In this study, 
we present a method of deriving activation fimctions for a backpropagation ANN that make it 
readily trainable for full SPECT image reconstruction. The activation fimctions used for this 
work are based on the estnnated probability density functions (p.d.fs) of the ANN traming set 
data. The statistically tailored ANN and the standard sigmoidal backpropagation ANN 
methods are compared both in terms of their trainabiUty and generalization ability. The results 
presented demonstrate that a statistically tailored ANN can reconstruct novel tomographic 
images of a quality conqiarable to that of the images used to train the network. Ultimately, 
an adequately trained ANN should be able to properly compensate for physical photon 
transport effects, background noise, and artifacts while reconstructing the tomographic image. 
' Graduate student and Assistant Professor, respectively, Biomedical Engmeering Programi, 
Iowa State University. Research conducted and manuscript written by Kerr with technical 
assistance from Bartlett. 
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Introduction 
Filtered backprojection algorithms encompass a wide range of analytic and algebraic 
reconstruction techniques, and are predominantly used in clmical single photon emission 
computed tomography (SPECT) image reconstruction. These techniques are used in 
clhiical environments primarily because of their ability to handle uiconq)lete and noisy data, 
and to generate reconstructions in a relatively diort period of time. Despite their wide 
acceptance, the quality of filtered backprojection reconstructions is often degraded by 
artifacts, attenuation, and scatter effects. Correction for attenuation and scatter eflFects in 
the reconstructed images is often enq)loyed. However, iterative methods as well as 
compensatory techniques used in conjunction with filtered backprojection typically have high 
con:q}utational costs. In this paper, we demonstrate that an artificial neural network 
(ANN) trained on filtered backprojection reconstructions can interpolate between images in 
the training set and accurately reconstruct non-traming set images, referred to as novel 
images, equivalent to those produced by the filtered backprojection algorithm In addition we 
introduce a method of deriving statistically tailored activation functions that, used in 
conjunction with a backpropagation ANN, can produce high-speed SPECT image 
reconstructions with statistical error content comparable to that found m the images used to 
train the neural network. Based on the work presented here we ultimately hope to show that 
an ANN trained on highly accurate, iteratively reconstructed images or on phantom images 
can leam the planar data-to-tomographic image relationship and consequently produce novel 
reconstmctions v^ith an accuracy comparable to that achieved with high-cost computational 
methods but in a fi'action of the time required with those methods. 
The backpropagation ANNs that we will use here are often referred to as mapping 
neural networks because of their ability to leam difficult fimctions or functional relationships 
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that are otherwise hard to evaluate. ANNs have been shown to be usefid in SPECT and x-
ray image diagnostics, image segmentation, electrical unpedance tomography, and a 
variety of other medical applications. '5-22 jhe advantages of SPECT image reconstruction 
with an ANN are two-fold: first, a trained ANN can generate a reconstructed image fi-om the 
planar projections in a few seconds, even on sinq)le serial conq)uters; second, the novel image 
reconstructions be of a quaUty comparable to the quality of the ANN training set images. 
Once the ANN is trained for image reconstruction, novel planar data need only be fed 
forward through the network to quickly generate the reconstructed image at the outputs of 
the ANN. On the other hand, backpropagation training of a neural network is a rather 
mefiBcient descending-hill search algorithm. The ineflSciency in training an ANN stems 
fi-om the thousands or often several thousands of iterations that the training set data must be 
presented to the network before it sufficiently learns the input-output relationship. 
Consequently, while a trained ANN can perform image reconstructions quickly and simply, 
the one-time training process itself can be very time consuming and may be inq)ractical when 
very large network architectiues are used, or problems requiring large training sets are 
attenq)ted. Fortunately we have taken advantage of the parallel nature of the newal network 
by implementing the ANN on a parallel computer. The MasPar MP-2 is a single-instruction 
multiple-data (SIMD), massively paraUel system that is con:q}osed of a 64 x 64 interconnected 
mesh of processmg elements (PEs). The functions of nodes in each layer of an ANN 
distributed on the MP-2 can be executed sunultaneously by dedicating a PE to execute the 
processes of one node in each layer of the network. This greatly improves the time in which 
an iteration of the ANN traniing set, or traming epoch, can be performed. 
In previous work we and others have shown that image reconstruction with a back-
propagation ANN is feasible, and that better generalization and faster training could be 
achieved with a uniformly distributed, three-phase activation function versus a standard 
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sigmoidal activation fimction.In the latter work, we speculated that the optimal activation 
function for ANN image reconstruction might be related to the probability density function 
(p.d.f.) of the ANN training data. We propose and empirically test this hypothesis by 
con^aring the ability of identical ANN architectures to generate 64 x 64 reconstructions of 
SPECT images usmg standard sigmoidal activation functions, and statistically tailored 
activation functions. We contend that the statistically taUored activation functions, in 
conjunction with the backpropagation trammg algorithm, will prove to be the superior transfer 
functions for the network nodes both in terms of the ANNs ability to leam the reconstruction 
fimction from the traming set images and to generalize its knowledge for novel image 
reconstruction. 
Background: Backpropagation Neural Network 
Forward propagation 
The three-layer, fiilly-interconnected ANN architecture used for image reconstruction 
in this work consists of4,096 input nodes to handle the sixty-four 64-quadrant planar data, 
4,096 output nodes to produce each 64 x 64 slice reconstruction, and a user-selectable 
number of hidden layer nodes, as seen in Fig. 1. The input layer performs no operation on the 
data but rather distributes the data via interconnections to all nodes in the middle, or hidden, 
layer. Each value sent across an interconnection is weighted. The weights associated with the 
interconnections are the parameters adjusted during training and consequently represent the 
knowledge possessed by the ANN. Each node m the hidden layer and output layer sum the 
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4096 Outputs -64 x64 SPECT Image 
Expected Outputs 
Output 
Hidden 
Input 
4096 Inputs - Planar Data 
Figure 1 During each training iteration of the 4,096 planar data inputs to 4096 
tomogram outputs the difference between the expected output and the actual 
output of the ANN is back-propagated through the network. The weights of 
the two layers of interconnections are then adjusted according to the delta rule 
and generalized delta rule to reduce the network error. After repeated training 
iterations the ANN will begin to learn the functional relationship between the 
input vectors and output vectors. 
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values received from interconnections and then on the basis of that value generate an output 
via an activation function f(a). 
A sigmoidal activation fimction similar to the one shown m Fig. 2 and defined in Eq. 
(1) is typically used with a backpropagation ANN. 
fi+l,k(«) = (3[(l/7c)arctan(ai+i^k + e) + 1/2] (1) 
where, aj+ j ^ = g (E xjj wy) for the kth node in layer i+1. 
j 
xjj = the output of the jth node in the previous layer i 
w|j = the weight associated with the interconnection from the 
jth node in the previous layer i 
g = the gam adjustment of the summed mput value 
P = the gain value of the fimction 
^ = the output bias which shifts the zero point of the function 
The ANN trafaiing set from which the ANN learns the input-output fimction 
must adequately represent the mappmg domam of the functional relation. This means that 
the trainmg set data must closely approximate the probability density fimction (p.d.f) of the 
output space. The trainmg data are normalized mto a 0.1 to 0.9 range smce the activation 
functions are asymptotically limited between 0 and 1. Normalization of the data aUows the 
network to train to values at the extremes of the output range without havmg to drive the 
network outputs into saturation. 
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Figure 2 Sigmoidal activation function and its derivative used with standard 
backpropagation ANNs. Activation fimctions are used by the hidden layer and 
output layer nodes. The ANN training set data is typically normalized 
between 0.1 and 0.9 so that outputs near 0 and 1 can be attained by the 
network without having to drive the output nodes into satiu'ation. 
Error backpropagation 
The ANN training set is made up of (Xj, Yj) data pairs in which Yj is the known 
fimctional output associated with the input vector Xj. In the coivse of a training iteration, the 
output produced by an input vector that has been forward-propagated through the network is 
subtracted from the expected output vector. This output difiference is back-propagated 
through the network to make interconnection weight adjustments thus, minimizing the 
network error. 
For this study, the measured error in the networks capacity to accurately recaU traming 
set data is calculated as the root-mean-square (RMS) error, C. 
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C={tl/N.J][IS(D„j-Y^)'])'/' 
the number of nodes in the output layer 
the number of pattems m the training set 
the expected jth output layer node value for the nth training set pattern 
the actual jth output layer node value for the nth training set pattern 
The output vector in this study, is the reconstructed image associated with the planar 
view inputs. The error in the reconstruction is calculated for each node in the output layer by 
subtracting the actual output from the expected output. The backpropagation training 
algorithm adjusts the interconnection weight values according to the delta rule. 23.2s.19 
^ij new ~ wjj old ^ ^i "i •*" j old " ^i, j previous) (2) 
where, wjj QIJ = the present weight value of the interconnection 
from the jth hidden node to the ith output node 
^i, j previous" interconnection weight value prior to bemg 
adjusted to wy old 
To adjust the weight values of the interconnections between the hidden layer and the output 
layer, we define Cj in Eq. (2) as the error difiference in the ith node (dj - yi) multiplied by the 
associated value of the activation fiinction derivative. 
where, J 
N 
Dnj 
YnJ 
f'(yi)(di-yi) (3) 
26 
A\iiere, for the sigmoidal activation function shown in Eq. (1), 
f'(yi) = d[arctan(yi)]/dyi = l/Cl+yf^) 
Old interconnection weights are adjusted so as to minimize the error between the 
expected output dj and the actual output yj in Eq. (2). The error value is multiplied by a 
learning rate ii that governs the magnitude of each adjustment and by the last input across that 
interconnection xj which factors the weight adjustment values according to the magnitude of 
the last input vector. The momentum term a provides an inq)etus to the weight adjustment in 
order to take into account the direction in which the weight was adjusted in the previous 
training iteration. The momentum term helps the training network avoid small local 
minima.24.28 
The derivative of the arc tangent sigmoidal activation function f'(yi) shown m Fig. 2, 
is also used by the network during training to add stability to the network and to prevent too 
much emphasis in error adjustments being placed on large weight values. The bell-shape 
of the derivative creates a high degree of activity in nodes whose outputs are in the center of 
the output range. This shows why the backpropagation ANN is adept as a classifier. As all 
the outputs approach 0 or 1, the activity in weight adjustments, as factored by f'(yj), is 
reduced and the stability of the network training is increased. 
The weight values associated with the interconnections fi'om the input layer to the 
hidden layer do not have the advantage of knowing the expected outputs of the hidden layer 
nodes. Consequently, these weight values must be adjusted according to a different value of 
Oj in the generalized delta rule. 
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K 
Gy = f'(xi) {E[(dk-yk)w^k]} (4) 
k = 0 
where, = the interconnection weight from the ith hidden node to 
the kth output node 
Instead of usmg the difference between the expected and actual value of the associated 
output node, the error associated with a hidden node is the error in the entire output vector 
weighted with respect to the mterconnection weights from that particular hidden node 
(Z [ d|( - ykl)- Agam, the input-to-hidden layer interconnection weight adjustments are a 
function of the derivative of the hidden layer node activation function, f'(xj). 
Mathematical Methods 
The backpropagation ANNs used here consist of three layers of nodes. The 
unportance of a three-layer network versus a one- or two-layer network is that we know an 
ANN solution exists even if the flmction being mapped is discontinuous. When an ANN 
trains to a minima there is no way of knowing whether the network has reached a local 
mmimum, a global minimum, or a large, low-gradient plateau.^'* Often, if the mmimum error 
the ANN is trained to is not acceptable for the intended application, a new set of initial weight 
values is selected and traniing is restarted. 
As mentioned in the previous section, the nodes in a standard backpropagation ANN 
utilize a sigmoidal activation function. We also noted that the backpropagation neural 
network is very adept as a classifier when using a sigmoidal activation function and its 
derivative. E>uring training, the bell-shaped derivative as used in the delta rule and generalized 
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delta rule in Eqs. (3) and (4), produces large changes in the interconnection weights 
associated with outputs around 0.5. As the output of a node approaches either 0 or 1, the 
changes in the interconnection weights to that node become smaller; and the network becomes 
more stable. Unfortunately, vviien training outputs that are continuous in the normalized 0.1 
to 0.9 output range, the network tends to become imstable and oscillate about expected 
output values near 0.5. However, since we assume the training set data is a good 
representation of the mapping to be leamed, the probability density function (p.d.f) of the 
data should provide good estimates of the iaput range p.d.f and the output domain p.d.f, and 
consequently, be utilized to inq)rove ANN training over a continuous range of outputs. 
The key characteristic of a good output layer activation function is one that will allow 
easy training across the continuous range of values and increase the stability to the network as 
it learns. We contend that an activation flmction equal to the integral of the inverse estimated 
p.d.f for each output node, as in Eq. (5), should provide a better training response by the 
network. 
yi = lz(xi)dxi (5) 
where, z(xj) = the estimated inverse p.d.f for the ith output node based 
on the distribution of the nodes training set data values 
For the demonstration of SPECT image reconstruction in this paper, a common activation 
function is used for all output nodes. 
y = / {1.2/[1 + 36(1 + 2.93706)2] + 0.4/[l + 169(1 + 2.25918)2] (7) 
+ I.5/[l + 1.21(1+ 1.43482)2]}dx 
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= {1.2[(l/7t)arctan[6(I+ 2.93706)]+ 0.5] 
+ 0.4[(1/7C) arctan[13(I + 2.25918)] + 0.5] 
+ 1.5[(1/7I) arctan[l.l(I + 1.43482)] + 0.5]}/3.1 
Ideally, each output node activation fimction is derived from the estimated p.d.f obtained 
from the training set data for each output node. The single activation function used here is 
based on the estimated p.d.f of all pixel values of the tomograms in the ANN traming 
set (see Fig. 3). We determined that this was an acceptable approximation of the output layer 
activation functions, since the intent of the application in this paper is to show the attainable 
improvements in ANN performance with a statistically tailored activation fimction versus a 
standard sigmoidal activation function. Also, we will save considerable time in not having to 
derive activation functions for all 4,096 output nodes if the performance of a common 
activation function is good enough for the application at hand. 
A graph of Eq. (6) and the three arc tangent functions that comprise the output layer 
activation function are shown in Fig. 4. This activation function shows that by integrating the 
inverse p.d.f an asymptotically increasing function with a greater range of inputs to the most 
expected outputs is generated. This means that the most frequently occurring output values 
are far more accessible in the activation function than the more rarely occurring values. 
Consequently, diuing training the ANN can better distinguish between the most frequently 
encountered output values. The theory behind this selection of output layer activation 
functions is also supported by the efiect on trainmg of the activation function derivative, or 
the inverse p.d.f, in the delta rule. As the network trains, the majority of values converge to 
the expected value range of the activation fimction, driven by large values of the derivative 
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Tliree arc tangent derivatives were used to fit the inverse statistical distribution 
of the ANN training set output data. The planar input data distribution was 
normalized between -3.078 and 3.078 so as to correspond to the 0.1 to 0.9 
range of the standard sigmoidal activation iimction. This was done so that an 
accurate con]{)arison between the statistically tailored and standard sigmoidal 
activation functions could be made. 
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The statistically tailored output layer activation function is shown as the sum 
of the three arc tangents obtained by integrating the inverse output data 
distribution functions. 
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function. As the common values reach the expected output range, the activity of the 
derivative functions in the adjustment of weight values declines and the network stabilizes. 
The reduced activity in weight adjustments also allows the network, during additional training, 
to distinguish between output values without experiencmg large oscillations, as often seen 
with a standard sigmoidal fimction and derivative. 
On the other hand, an activation fimction derived from integrating the estimated p.d.f 
of the training set input vectors is best suited for the hidden layer. 
y = I {1/[1 + 196(1 + 3.077)2] + 0.38/[l + 33.64(1 + 2.587)2] (7) 
+ 0.58/[l + 2.89(1 + 1.760)2]} dx 
= {0.55[(l/7t)arctan[14(I+ 3.077)]+ 0.5] 
+ 0.38[(l/7t) arctan[5.8(I + 2.620)] + 0.5] 
+ (l/7t) arctan[1.7(I + 1.760)] + 0.5}/1.96 
Each node of the hidden layer receives a weighted sum of all elements in the input 
vector. Accordingly, the input vector whose sum falls in the mostly densely distributed part of 
the p.d.f as shown in Fig. 5, will occupy a larger portion of the output range than a less 
frequently encoimtered vector sum, (see Fig. 6). By delivering a broad range of values from 
the dense areas of the input siun p.d.f to the output layer, the output nodes have a better 
capacity to distinguish between closely distributed outputs, and thus should provide a better 
ANN model for training and generalizing. 
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The statistically tailored hidden layer activation function is shown as the sum 
of the three arc tangents obtained by integratmg the input data distribution 
functions. 
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Each of the statistically tailored activation functions are coi]:q)osed of the sum of three 
sigmoidal functions. The combination of three functions proved sufficient to approximate the 
cumulative distribution fimctions (c.d.f s) of the SPECT framing set data 
used in this study. Exact fits to the training set c.d.f s are not necessary since they themselves 
are approximations of the actual c.d.f s. We also expect that any discrepancies in activation 
Hmction approximations will be conq)ensated for through ANN framing. We have used 
sigmoidal functions in order to retam the traniing advantages of using the S-shaped sigmoidal, 
nonlinear elements, which have been shown to provide superior generalization capabilities to 
linear and polynomial fimctions. In addition, we maintam a link to organic cerebral 
neurons that show a natural sigmoidal relationship between the input wave density to a neuron 
and the output pulse density of a neuron. 3o 
We have previously described how a standard backpropagation ANN with a sigmoidal 
activation function is adept as a classifier network. This exaixq)le also provides a good 
argument for using the statistically-based activation functions we have proposed here. As can 
be seen from Fig. 2, the sigmoidal function derivative is essentially the inverse distribution of 
the expected outputs for a classifier network, since only values of 1 and 0 are typically desired 
fi'om the network. For the hidden layer nodes, the sigmoidal derivative approximates a 
Gaussian distribution. Since each node in the hidden layer receives a weighted sum of all the 
inputs, this is probably a good estimate of the input data distribution, particularly for problems 
where the inputs, like the classifier output, are binaiy. Consequently, the sigmoidal activation 
function and derivative are well suited for training problems for which the expected output 
node values are binaiy. Since each output node in the SPECT reconstruction ANN must be 
readily trainable across a contmuous range of outputs, the standard sigmoidal ANNs are not 
expected to perform as well as the ANNs with statistically tailored activation fimctions. 
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Results 
SPECT training set data 
Cardiovascular SPECT images were used to train the neural networks and to test the 
trained ANN'S ability to reconstruct novel 64 x 64 images. The planar view Images were each 
two-dimensionally filtered using a Butterworth filter with a critical fi-equency of 0.5 cycles/cm 
and a power factor of 1S. The transverse image slices were then reconstructed using 
conventional filtered backprojection. 
The ANN training set consisted of every other slice of a 16-slice cardiac SPECT 
image, and the sbcty-four planar views of each image slice. The SPECT images not used in 
the training set were used to determine each trained ANN'S ability to accurately reconstruct 
novel tomograms fi'om their associated planar data. The novel reconstructions can then be 
compared to those attained fi'om the Butterworth filtered backprojection algorithm, to 
determine if the quality of the ANN reconstructions is directly associated to the quality of the 
training set images. In addition, a second series of fifteen cardiac SPECT images were used 
to test the extent of the ANNs ability to reconstruct images uncorrelated to the small eight 
image training set. 
Activation function evaluation 
Four architectiu'es with randomly selected hidden layer sizes were constructed to 
evaluate the training and generalization capabilities of the statistically tailored activation 
fimction ANNs versus the standard sigmoidal activation fimction ANNs. Each architecture. 
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using the two activation function types, were trained for 2,000 herations on the eight SPECT 
image traming set. The minimum RMS errors attained by each network are Usted in Table I. 
In each case the statistically tailored ANNs trained to a lower RMS error than their 
counterpart standard sigmoidal ANNs. An RMS error versus training epoch comparison of 
the statistically tailored ANN and the standard sigmoidal ANN with 4,096 x 484 x 4,096 
architectures is shown m Fig. 7. As was the case with all architectures, the standard sigmoidal 
ANN initially trains quickly and then plateaus, where as the statistically tailored ANN trains 
sUghtly slower in the first few hundred iterations, but then continues past the standard 
sigmoidal plateau, eventually it plateaus at an RMS error of approxunately 0.009. 
A more critical measure of the ANN'S reconstruction capabilities is in the trained 
ANN'S ability to accurately reconstruct novel images. The best RMS errors achieved by each 
trained ANN on the eight SPECT images not used to train the networks are listed in Table II. 
Here again the statisticaUy tailored ANNs significantly outperformed the standard sigmoidal 
ANNs. For the 4,096 x 484 x 4,096 architecture, the statistically tailored ANN reconstructed 
the novel images with less than 0.0094 error fi'om the expected Butterworth-filtered 
backprojection reconstructions. No standard sigmoidal ANN could reconstruct the novel 
images with less than 0.014 error. A comparison of the generalization abiUty of a statistically 
tailored ANN and standard sigmoidal ANN during training is shown in Fig. 7. In both 
instances the generalization abihty of the networks initially follows the RMS enor of the 
training set. However, after reaching the minimum RMS error the generalization ability of the 
standard sigmoidal network declines with additional training because the network begins to 
memorize the training set and thus recalls trainmg set reconstructions when presented with 
novel planar data inputs. For the statistically tailored ANN, however, the generaUzation 
ability of the ANN continues to improve, even after it appears to begin memorizmg. 
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Table I: Minimum RMS errors attained in 2,000 training epochs for the four 
architectures and the two activation fimction types. For each architecture the 
neural network utilizing statistically tailored activation functions trained to a 
lower RMS error than any of the ANNs utilizing the standard sigmoidal 
activation function. The hidden layer size for each architecture was arbitrarily 
chosen. 
ANN Architecture Activation Function RMS Error on Training 
Type Set Data 
4096 X 324 x 4096 
Statistically Tailored 
Standard Sigmoidal 
0.010529 
0.020116 
4096 X 484 x 4096 
Statistically Tailored 
Standard Sigmoidal 
0.008703 
0.012740 
4096 X 625 x 4096 
Statistically Tailored 
Standard Sigmoidal 
0.009309 
0.018772 
4096x961 4096 
Statistically Tailored 
Standard Sigmoidal 
0.011972 
0.020333 
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Figure 7 The RMS error in recalling the training set reconstructions and the novel eight 
image set for the 4,096 x 484 x 4,096 architecture is shown with respect to 
training epoch for both the statistically tailored ANN and the standard 
sigmoidal ANN. As was the case with the other three architectures trained, 
the statistically tailored ANN reached a lower RMS error for both the training 
set images (StatANN) and the novel 8-image recall set (StatGen) than did the 
standard sigmoidal ANN (SigmANN and SigmGen). The statistically tailored 
ANN also contmued to reduce its RMS error throughout the 2,000 training 
iterations. The standard sigmoidal ANN reached its minimtim RMS error 
alter approximately 1,000 iterations and did not improve over the last 1,000 
training epochs. 
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Table II: Minimum average RMS error attained by each ANN architecture 
reconstructing the eight novel images. Each statistically tailored ANN was 
able to reconstruct the eight first patient tomograms with less error than the 
same architectiue standard sigmoidal ANN. Upon visual inspection, only the 
statistically tailored ANNs with 484 and 625 hidden nodes produced images 
that accurately represented the features of the novel unages. 
ANN Architecture Activation Function 
Type 
RMS Error on Novel 
Image Set 
Statistically Tailored 0.011389 
4096x324x4096 
Standard Sigmoidal 0.020454 
Statistically Tailored 0.008619 
4096 X 484 x 4096 
Standard Sigmoidal 0.013911 
Statistically Tailored 0.010022 
4096 X 625 x 4094 
Standard Sigmoidal 0.016678 
4096x961 4096 
Statistically Tailored 
Standard Sigmoidal 
0.014676 
0.023611 
39 
A novel image reconstruction by both a statistically tailored ANN and a standard 
sigmoidal ANN are shown, along with filtered backprojection reconstructions, in Fig. 8. This 
visual comparison of the ANN reconstructions clearly shows the greater acciuacy of the 
statistically tailored ANN compared with that of the standard sigmoidal ANN or the filtered 
backprojection reconstruction without Butterworth filtering. 
The second patient planar data set was reconstructed by the best of each type of ANN 
to determine the extent of their reconstruction abilities, given the limited single-patient scope 
of the training set. The 15-tomogram set was reconstructed with 0.035686 RMS error by the 
statistically tailored ANN and to 0.072034 RMS error by the standard sigmoidal ANN. or 
each type of network the 484 hidden node architecture was used. 
Discussion 
The results of Tables I and II demonstrate that the statistically tailored neural network 
clearly out-performs the standard sigmoidal ANN. Although the RMS error differences 
between the two network types appear small, these nimibers can be deceptive. The difference 
between the images reconstructed with 0.008619 error and the images reconstructed with 
0.013911 error is significant. As seen in Fig. 8, the statistically tailored ANN novel image 
reconstruction is a very accurate representation of the expected image, and not merely a 
reproduction of a training set image. On the other hand, the standard sigmoidal ANN 
reconstruction of the same novel image is far less representative of the expected image, and 
possesses miany of the featwes of the closed training set images. Even though the two 
reconstructions of the same novel image differ by less than 0.01 RMS, that 0.01 is significant 
since the cardiac portion of the 64 x 64 image, is small. As a result, the statistically tailored 
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Figure 8 Each of the reconstructions are based on the same planar data. The top left 
image was reconstructed the same as all the images in the ANN training set, 
via filtered backprojection with 2-D Butterworth prefiltering. The top right 
image is the statistically tailored 4,096 X 484 X 4,096 ANN reconstruction, 
with 0.008712 RMS error fi-om the expected top left image. The bottom left 
image is the standard sigmoidal 4,096 x 484 x 4,096 ANN reconstruction, 
with 0.014341 RMS error fi-om the expected top left image. The bottom left 
image was produced via filtered backprojection without the 2-D Butterworth 
prefiltering. The statistically tailored ANN reconstruction closely matches the 
expected image, top left. 
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]ANN is able to generalize its knowledge attained during training to more accurately produce 
high-quality reconstructions. 
The statistically tailored neural networks proved to be a superior backpropagation 
ANN method for SPECT image reconstruction when compared with the standard sigmoidal 
backpropagation ANNs. Each statistically tailored ANN trained to a significantly lower RMS 
error than the same architecture standard sigmoidal ANN. In addition, all four statistically 
tailored ANNs achieved RMS errors lower than the best standard sigmoidal ANN. 
Furthermore, the standard sigmoidal ANNs tended to reach a plateau at the minimum RMS 
error in approximately 1,000 training epochs, while the statistically tailored ANNs, which also 
reach a plateau at approximately 1,000 training iterations continued to inqirove slowly over 
the next 1,000 iterations, as seen in Fig. 7. 
Likewise, the statistically tailored ANNs showed excellent generalization capabilities. 
Again, the statistically tailored ANNs reconstructed the novel image set to much lower RMS 
errors than the standard sigmoidal ANNs with the same architecture. One siuprising, and 
potentially mvaluable, characteristic of the statistically tailored ANNs is seen in Fig. 7. The 
figure shows that the standard sigmoidal ANN reaches a mmimum generalization RMS error 
in 1,100 training epochs, and then gradually gets worse with additional training. This is a 
common and usually expected characteristic of the backpropagation ANN. However, the 
statistically tailored ANN, after appearing to lose its generalization ability at 1,500 training 
epochs as shown in Fig. 7, quickly recovers and by the two-thousandth training epoch the 
novel images set RMS error and the training set RMS error are practically identical. Perhaps 
the loss in generalization was a consequence of the training set RMS error dropping to a 
lower plateau at the 1,500 training epoch mark. Note however, that for the two training set 
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RMS error plateaus in the 1,000 to 2,000 training epoch range, the generalization RMS error 
improves with additional training. If this is indeed a characteristic of the statistically tailored 
neural network, then overtraining of a network is much less likely to occur. Thus, the 
generalization RMS error need not be as closely monitored during training. 
Of the four ANN architectures tramed, one network was able to reconstruct the novel 
image set with less than 0.01 RMS error, and one network reconstructed the novel imiage set 
right at 0.01 RMS error. As was demonstrated by Fig. 8, a reconstruction with 0.008712 
RMS error is an accurate and valuable image, but with 0.014341 RMS error, the same image 
may not accurately represent the expected image. Even with the statistically tailored ANN 
there is no assurance that the selected hidden layer size for an ANN is trainable to an RMS 
error below 0.01. Undoubtedly, the optimal ANN architecture for reconstructmg every slice 
of a completely novel SPECT scan will differ from the best architecture presented here. 
However, a dynamic node architecture (DNA) method has been developed and applied 
practically that guarantees finding the optimal architectiu'e for a given training set. Whether 
a DNA neural network for image reconstruction can be tramed in a reasonable amount of time 
on a parallel computer is yet to be determined. 
The reconstruction of the imcorrelated second patient images was not of the same high 
quaUty as the first novel image set. This was not iine;q)ected given the limited size and scope 
of the traming set. This demonstrates some of the fiiture aspects of ANN SPECT that need to 
be addressed before a clinically viable image reconstruction neural network can be produced. 
However, given the greater error in the second patient reconstructions, the statistically 
tailored ANN did show a propensity for properly reconstructing the images in the regions of 
the 64x64 tomogram that were trained across a broader range of pixel values. This was 
particularly true in the region of the tomograms where the first patient heart was located. 
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Concluding Remarks 
In Sec. I we speculated that a properly trained neural network could produce novel 
image reconstructions of a quality con:q)arable to that of the images used to train the network. 
The results we have presented have verified that hypothesis. In Fig. 8, a filtered 
backprojection reconstruction of the novel image, without the two-dimensional Butterworth 
filtering of the planar data, was included to reinforce our hypothesis. Smce the network was 
trained on images with prefiltering, the network essential learned to perform the Butterworth 
prefiltering of the planar data and reconstruct a tomogram on the basis of that data. Likewise, 
an ANN trained on reconstructions produced via a statistically more acciu'ate method, can 
produce novel images of conq)arable quality, and in a fraction of the time. 
Two potential limitations of this reconstruction method are ia the orientation of the 
planar data and the ultimate size of the ANN training set. The first limitation involves 
determining how well the neural network can handle planar data that does not begin a scan at 
the same relative location to the patient. If this is in fact a problem the ANN cannot handle, 
the data may be repositioned prior to ANN reconstruction to alleviate the neural networks 
problem. The second potential limitation deals with the scope of the ANNs generaUzed 
knowledge. For example, can a network trained exclusively on normal cardiac SPECT images 
accurately reconstruct abnormal images? As demonstrated with the second patient image set, 
the ANNs will need a much larger traming set to achieve all image reconstruction capabilities. 
But if the training set must have an exanqile of every cardiac anomaly in order to produce 
accurate reconstructions, the training set will be impractically large. However, the results 
presented here show that an exan^le of every slice of a fiill SPECT image is not needed in the 
training set for the ANN to accurately reconstruct novel slices. 
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Improvements to the RMS error results could have been obtained in several ways, 
such as reducmg the 64 x 64 inputs and outputs to the actual 64 pixel diameter cu-cular 
gamma camera field-of-view. But our goal was to show that a statisticaUy tailored 
backpropagation neural network could accurately produce novel SPECT image 
reconstructions, and this was achieved without the aforementioned iiiq)rovements. In 
addition, we were able to show that the ANNs can interpolate between images to accurately 
reconstruct novel images. The next step will be to show that the networks can interpolate 
between pixel values in the 64x64 tomograms so that any possible tomogram can be 
accurately reconstructed. 
Future work will strive to overcome the aforementioned potential limitations of ANN 
image reconstruction, and to determine if a neural network can correct for scatter and 
attenuation effects in its reconstructions. The nonlinear nature of neural networks may enable 
them to compensate accurately for nonlinear sources of error, such as attenuation. Ultimately, 
the speed and trainability of neural networks for image reconstruction may prove them to be 
valuable tools for cUnical applications. 
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MEDICAL IMAGE PROCESSING UTILIZING NEURAL NETWORKS 
TRAINED ON A MASSIVELY PARALLEL COMPUTER 
A paper submitted to Computers in Medicine and Biology 
John P. Kerr' and Eric B. Bartlett' 
Abstract 
While finding many applications in science, engmeering, and medicine, artificial neural 
networks (ANNs) have typically been limited to small architectures. In this paper, we 
demonstrate how very large architecture neural networks can be trained for medical image 
processing utilizing a massively parallel, smgle-instruction multiple data (SIMD) computer. 
The two- to three-orders of magnitude inq)rovement in processing time attainable using a 
parallel con:q)uter makes it practical to train very large architecture ANNs. As an exanq)le we 
have trained several ANNs to demonstrate the tomographic reconstruction of 64 x 64 SPECT 
images fi'om sixty-four planar views of the images. The potential for these large architecture 
ANNs lies in the fact that once the neural network is properly trained on the parallel coiiq)uter 
the corresponding interconnection weight file can be loaded on a serial conq)uter. 
Subsequently, relatively fast processing of all novel unages can be performed on a PC or 
workstation. 
' Graduate student and Assistant Professor, respectively. Biomedical Engineering Program, 
Iowa State University. Research conducted and manuscript written by Kerr with technical 
assistance fi-om Bartlett. 
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Introduction 
Artificial neural networks (ANNs) have been shown to provide good solutions to 
problems that are otherwise difiScuh to model. For medical applications, ANNs have shown 
promise in various areas of diagnostics [1,2] and signal processmg [3,4]. Their wide 
acceptance has been due to their ability to leam complex functional relationships and their 
ease ofiiiq)lementation. However, proper training of an ANN can be di£Bcult. The 
backpropagation training algorithm [5,6], for example, often requires the traming set to be 
presented to the ANN thousands, or even hundreds-of-thousands of times. Given these 
limitations ANNs with large architectures or large traming sets may be impractical to train on 
single processor conqputers. 
Massively parallel con:q)uting uses the processing power of a large number of 
interconnected processors to increase the conq}utational through-put of executable computer 
code. Distributing a large computational problem across hundreds and often thousands of 
processors, or processing elements (PEs), can produce significant inq)rovement in 
performance versus a smgle processor, or von Neiunann type, architecture [7]. 
A parallel architecture in which the same code is executed simultaneously by an 
interconnected array of processors with data local to each processor is referred to as a single-
instruction multiple-data (SIMD) machine [8]. The parallel structure of a multi-layer neural 
network makes it an excellent candidate for simulation on an SIMD architecture, and in fact 
there are many exanq)les of ANNs simulated on this type of parallel computer [9,10]. The 
neurons, or nodes, in each layer of a network receive inputs simultaneously from the nodes of 
the previous layer, and then each node generates an output independent of the other nodes m 
that layer. An SIMD computer is ideally suited for simulating such a network since each 
processor in the PE array executes the same program but on data unique to each processor. 
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Consequently, two- to three-orders of magnitude improvement in training time is possible 
with a parallel conq)uter. Once trained even a very large network can be unplemented and 
rapid outputs generated by a serial conq)uter. 
In this paper we demonstrate how very large architecture multi-layer neural networks 
can be sunulated on the MasPar MP-2, a massively parallel SIMD con:q)uter, to which access 
was provided by Ames Laboratories' Scalable Confuting Lab. The utility of these networks 
for medical image processing is demonstrated with exanq)le networks trained for 64 x 64 
SPECT image reconstruction. In addition, we observe that ANN processed images of this 
size or greater are typically compressed in the hidden layer of the network and can be stored 
on disk or archived as the outputs of that layer. 
Materials and Methods 
For our work the MasPar MP-2, an SIMD massively parallel computer, was used to 
simulate the ANNs. The MP-2 consists of a 64 x 64 interconnected array of PEs. Each PE is 
composed of a 32-bit processor, 64 KB of local memory, and a high-speed I/O inter&ce. 
Serial instructions are typically executed by a control processor, wiiich also decodes and 
broadcasts each parallel instruction to the PE array. A block diagram of the MP-2 and a PE 
are shown in Fig. 1. The directional intercommimication pathways provide direct, high-speed 
links between PEs that he in one of the directions from one another. Data can also be 
exchanged by PEs using the control processor. However, control processor communication is 
slow and execution will be slow if many PEs communicate via the control processor. 
Therefore, improvement in the data processing rate of the MP-2 versus a serial machine, is 
directly dependent on the amount of parallelism in the task to be coded, how readily it can be 
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Figure 1 Block diagram of the MasPar MP-2 and a single processing element (PE) in 
the 64 X 64 PE array. 
distributed amongst the 4,096 processors, and how well the high-speed intercommunication 
links in the PE array can be utilized. 
The large three-layer ANN architectures used for the image reconstruction 
demonstrations are distributed on the MP-2 as shown in Fig. 2. The parallelism of an ANN is 
associated with the layers of the network, siuce each node in a layer performs identical 
calculations on data that is independent of every other node in that layer. The ANNs are 
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Figure 2 Simulation of the three-layer neural networks on the MP-2. Each PE simulates 
a node in the input and output layers, and n^y simulate a hidden layer node, 
also. 
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simulated on the PE array so as to take best advantage of this natural parallel structiue of the 
neural networks and to utilize the high-speed communication pathways. Since all processing 
examples we present require 4,096 input nodes and 4,096 output nodes, the ANN is 
distributed on the PE array so that each PE simulates the fiinctions of a node from both the 
input layer and the output layer. Additionally, a niunber of PEs must also simulate nodes m 
the hidden layer. 
The maximum size ANN architecture that can be constructed with this parallel 
implementation format is a 4,096 x 4,096 x 4,096 node network. The 64K Byte local 
memories associated with each PE allows the interconnection weights to be represented with 
single-precision, floating-point variables. Using large floating-point variables rather than 
mteger variables, to handle weight values allows the ANN the capacity to fine-time the recall 
accuracy of the ANN and consequently, inq)roves the trainability of the networks [5]. 
The transfer of data from layer-to-layer in the network is handled by using north, 
south, east, and west communication pathways. As opposed to linking PEs through the 
control processor, these direct pathways are all high-speed PE-to-PE communication links. 
Thus, the network through-put is kept high by not having to use the control processor to 
handle the forward and backpropagation of data through the network. For this ANN 
simulation method, the control processor is only required to distribute the input data on the 
PE array and to calculate the root-mean-square (RMS) error after each training epoch. 
We demonstrate the training of the neural network by describing the data flow and 
processing for a 4,096 x 1,000 x 4,096 ANN architectiu'e simulated on the MP-2, as 
flowcharted in Fig. 3. During mitiaUzation the training set data is loaded into the PE array so 
that each PE stores one element from each training set image input and expected output. If 
the training set is larger than 200 images, then the ANN batch trams on the first 200 examples 
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Figure 3 Flowchart of the backpropagation traming of a neural network on the MP-2. 
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for a user-define number of iterations and then swaps in the next set of images. Initialization 
is completed after each PE generates random weight values for all network interconnections 
associated to ANN nodes that it simulates. A PE which simidates a node from all three 
network layers will store 4,096 input-to-hidden layer interconnection weights and 1,000 
hidden-to-output layer interconnection weights. A PE 'wiiich is not associated with a hidden 
layer node need only handle 1000 hidden-to-output layer interconnection weights. 
After network initialization, the PEs which sunulate hidden layer nodes sum the 
weighted inputs for the first training set image. 
64 64 
hdn_sum = Y^Y,^np_wgt[i][j]'inp_val[i][j] 
1=17=1 
where, 
hdn_sum = A hidden nodes sum of the 4,096 weighted 
inputs. 
inp_wgt[i]|j] = Interconnection weight from input node ij to a 
hidden node. 
mp_val[i][j] = Input values associated with input node ij. 
The 1,000 hidden layer node calculations are all performed in parallel, so the hdn sum 
calculations take 4,096 additions and mult^lication mstructions to perform. The hidden layer 
PEs then calculate an output based on a statistically tailored activation fimction [11], and each 
output is globally broadcast to each output node on the PE array. As with the hidden layer 
nodes the output layer nodes simultaneously sum their inputs, 
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25 40 
out_sum = 2 2 hdn_wgt [/][/] ' f{hcin_sum[i][j]) 
i=lj=l 
where, 
out_sum = A output nodes sum of the 1,000 weighted 
inputs lErom the hidden layer. 
hdn_wgt[i][j] = Interconnection weight from hidden node ij to a 
output node. 
f(hdn_sum[i]|j])= The statistically tailored activation function 
output based on the hdn sum from hidden 
node ij. 
and generate the 64 x 64 network image output, based on the output layer activation fimction. 
out _val = f{out _sum) 
Since we are enqiloying pattem mode training, v^ch is less likely than batch training to get 
stuck in a local minimum [6], the error in each output node value is calculated 
diff = out_data-out_val 
and the hidden-to-output layer interconnection weights are adjusted via the Delta rule [6]. 
hdn_wgt [/][y] = hdn_wgt [/][7] + lrn_rt • hdn_ • f \out_ val) • diff  
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where, 
hn rt 
f'(out_val) = 
A magnitude variable w^ch governs the size of the 
weight value adjustment. 
Activation fimction derivative for the output layer 
based on the last output value. 
Likewise, by the generalized delta rule, the input-to-hidden layer weights are updated. 
inp _wgt[i]{j] = inp_wgt[i]{j ' \-\rlrn_rt'inp_val • f '(hdn_val) • 
64 64 
Y,^pt-oc[k][l].diff  •proc[k][l].hdn_wgt 
k=\l=l 
Here proc[i]lj] is a parallel code prefix identifying the local plural variable value stored in a 
specific PE in the PE array. 
Each pattern in the ANN training set is likewise, forward-propagated through the 
network and the error in the outputs back-propagated to adjust the interconnection weights. 
At the end of each training epoch, v\dien all N pattems of the traming set have been presented 
to the ANN once, the RMS error of the actual output images with respect to the e?q)ected 
images is calculated. 
'^RMS - (TV-4,096) 
N (A M 
n = l i = l  j= \  
If the RMS error for the trainmg set is determmed to be sufiBciently small, a cross-
vaUdation set of images is presented to the ANN to evaluate its ability to generalize the 
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trained functional process to novel images. If the RMS error in the cross-validation images is 
comparable to that of the training set RMS error, the ANN is considered trained and the 
present interconnection weights are fixed. 
Neural Network Image Reconstruction Examples 
Many techniques have been developed for the tomographic reconstruction of an image 
fi-om its planar image projections [12]. In clinical medical applications the reconstructions are 
typically produced using a filtered backprojection algorithm [13,14]. Although these methods 
provide usefiil information, they do have limitations that can create a high percentage of 
statistical uncertainty m the reconstructed images [15]. The imcertainty in the image is often 
associated with attenuation and scatter efifects wUch are inherent m nuclear medicine imaging 
modalities. Iterative algorithms and condensation techniques exist which diminish these 
degradation efifects, but these methods also tend to be conq)utationally expensive [12]. The 
potential advantages of ANN image reconstruction are that once trained the ANN can 
produce very fast reconstructions, and that smce the ANN is an adaptive nonlinear model it 
may be able to correct for some of the nonUnear sources of error inherent in the various 
tomographic imaging modalities. 
For this paper we developed two experimental training sets specifically chosen to tram 
the ANNs for cardiac SPECT imaging. The first training set consisted of every other slice of 
a sixteen slice cardiac SPECT imiage. The remaining eight images were used as a cross-
validation set to determine if the trained ANNs could generalize to the in-between images and 
accurately reconstruct them This training example was selected to demonstrate the ANNs 
ability to learn a complex training example and to reconstruct novel images that differ in detail 
fi'om images in the training set. 
59 
Since the cross-validation set in the first exan:q)le is highly correlated with the traming 
set unages, for the second example we simulated the projections of the eight images used in 
the first exanqjle then shifted the images up, down, left, and right twelve pixels and simulating 
the projections for each of those images. The projections for the forty training set images 
were calculated with code we developed which uses the Monte Carlo method to accurately 
calculate sixty-four 64-quadrant planar images taken 180° about each tomogram. For this 
example, a second set of clinical cardiac SPECT images were used to test the abilities of the 
trained ANNs to acciu'ately reconstruct novel images. 
For each example three ANN architectures with 4,096 inputs to handle the sixty-four 
planar views, 4,096 outputs to produce the 64 x 64 tomograms, and hidden layers of size 484, 
625, and 729 were trained on the MasPar MP-2. A larger training set could be developed to 
train an ANN for general-purpose reconstruction, but we chose to simulate cardiac SPECT 
because of the availability of clinical cardiac images, and because of planned fiitwe work in 
training ANNs to correct for the nonlmear attenuation effects of the thoracic cavity on cardiac 
SPECT images. 
Results 
The improvement in the time required to tram these large ANNs using the MP-2 is 
shown in Fig. 4. The parallel code written for the MP-2 was derived fi-om a C language 
backpropagation program we previously developed. The serial code was run on a DEC 
5000/133 for comparison to the MP-2 training rates. As shown in Fig. 4, depending on the 
size of the hidden layer, a two- to three-orders of magnitude improvement is typically 
achieved on the parallel conqiuter. For the relatively small hidden layer architectures we used. 
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Figure 4 Log^o execution times for one iteration of the eight image training set of 
reconstruction exanq)le 1. The graph shows the two- to three-orders of 
magnitude inq)rovement in training time on the MP-2 versus a DEC 5000 
workstation. 
the in:q)rovements ranged from a low of 71 times to a high of 139 times faster on the MP-2. 
For the first image reconstruction exan:q)le, each ANN architecture was trained for 
2,000 epochs on the eight cardiac tomograms. The minimum RMS errors attained by each 
architecture on the training set images and the ei^t cross-validation images are listed in 
Table 1. The ANN with a hidden layer of484 nodes trained to the lowest RMS error and 
reconstructed the cross-validation images the most accurately. One of the cross-validation 
reconstructions by the 484 hidden layer ANN is shown in Fig. S along with the same image 
reconstructed with a filtered backprojection algorithm. 
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Table 1: RMS errors of first exanq)le image reconstruction ANNs 
ANN Architecture Minimum RMS error 
training set images 
Minimum RMS error 
cross-validation set images 
4,096 X 484 x 4,096 0.008703 0.008619 
4,096 X 625 x 4,096 0.009309 0.010022 
4,096x961 X 4,096 0.011972 0.014676 
For the second image reconstruction exan:q)le, each ANN was trained for 4,000 
epochs of the forty image reconstruction training set. The minimum RMS errors for each of 
the three architectures trained are shown in Table 2. Again, the best trained ANN, with 625 
hidden nodes, also produced the best reconstruction of the novel cardiac SPECT images of 
the cross-validation set. An exaiiq)le of a cross-validation cardiac SPECT image 
reconstruction by the 625 hidden node ANN and the same tomogram reconstructed by a 
filtered backprojection algorithm are shown in Fig. 6. 
The image compression capabilities of these ANNs is evident fi'om the hidden layer 
sizes used for image restoration and reconstruction. The conqiression ratios for each 
architecture used are listed in Table 3. The architecture which performed the best for the first 
image reconstruction exan^le had a hidden layer output conq)ression of approximately 8.5:1. 
For the best image reconstruction network in the second example the hidden layer 
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Figure 5 The cardiac SPECT image on the left represents the expected reconstruction 
for a image from the cross-validation set for exanq)le 1, and the image on the 
right is the ANN reconstruction of the image. 
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Table 2: RMS errors of second exaiiq)le image reconstruction ANNs 
Al^ Architecture Minimimi RMS error Minimum RMS error 
training set images cross-validation set images 
0.018913 0.019322 
0.015015 0.014221 
0.016778 0.018441 
compression ration was 6.5:1. Obviously, this conq)ression ratio is just a measure output 
layer size to hidden layer size. However, it demonstrates that a conq)ression of the output 
images can be e?q)loited by storing the outputs from the hidden layer and then passmg those 
values through the output layer to recall the tomograms. In addition, these values can be 
fiuther compressed with lossless redimdancy codmg software, such as pkzip. 
Discussion 
The ANNs trained for image reconstruction here are of limited scope, but they 
demonstrate the capacity of ANNs to learn complex image processing functions in a 
reasonable amount of time when the mherent parallelism of the networks is exploited via a 
parallel conqputer. The ANNs we trained would be in:q)ractical to train on a PC or 
workstation. Yet once trained these ANNs can be easily inq)lemented and used for all 
subsequent image processing on such serial systems. As stated early, the parallel code was 
developed from and tested against serial code in[q)lemented on the DEC workstation. The 
4,096 X 484 x 4,096 
4,096 X 625 x 4,096 
4,096x961 X 4,096 
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cards, ing annS.itig 
Figure 6 The cardiac SPECT image on the left represents the e7q)ected reconstruction 
for a image from a second patient which was not used in the training set for 
example 2, and the image on the right is the ANN reconstruction of the same 
image. 
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Table 3: ANN conq)ression ratios, hidden layer/output layer 
ANN Architecture Approximate coii:q)ression 
ratio hidden/output 
4,096 X 484 x 4,096 8.5:1 
4,096 X 625 x 4,096 6.5:1 
4,096x961 X 4,096 4.3:1 
weight files attained from the parallel conq)uter trained networks are consequently formatted 
identically to the serial weight files, and so can be used by the workstation ANN code. 
Although the weight files range from 16 MBytes to 36 Mbytes, most workstation RAM 
memories can handle files of this size, and for the new generation of PCs these memory 
requirements are not unreasonably large. 
While the first image reconstruction training set and cross-validation set were of 
limited use the results obtained are important in that they demonstrate the feasibility of 
general-purpose ANN image reconstruction. Neural networks are often used to classify 
inputs into specific output groups. As a result the ANNs will recall a tranrmg set output 
whose input is the most correlated to the novel input. The fact that the best trained ANN did 
not just produce the closest training set image for the cross-validation reconstructions, as 
shown in Fig. 5, demonstrates that the ANNs can generalize from the training set information 
and thus interpolate between training set images to accurately reconstruct the cross-validation 
images. 
The second image reconstruction training set was selected for more generalized 
cardiac SPECT reconstruction. For this training set the ANNs were able to reconstruct actual 
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cardiac SPECT images which were not correlated to the simulated training set images, as 
shown in Fig. 6. The intent of using the shifted cardiac images in the training set was to cover 
the area of the reconstruction in which the heart is expected to be located. The reconstruction 
in Fig. 6 shows that while the cardiac portion of the reconstruct is accurately reconstructed 
the thoracic cavity is not well reconstructed. Obviously, this training set can be expanded to 
train for more general-purpose 64 x 64 image reconstruction ANN, and in fact we hope to 
develop and train such a network. The nonlinear modelmg characteristics of neural networks 
make them potentially good candidates for correcting the cardiac tomograms for the nonlinear 
attenuation effects of the thoracic cavity, wiiich we ultimately hope to demonstrate in future 
work. Typically, no attenuation correction is attenq)ted in cardiac tomography smce the 
thorax is so non homogenous and thus difficult to model. 
In addition, each of the ANN image reconstruction examples demonstrate the type of 
image compression that can be attained with neural networks. Obviously these ANNs are not 
mtended to compress any and all images, although such ANNs have been successfully 
demonstrated [16]. But for our purposes we demonstrate the added compression advantages 
of neural networks used for unage processing. For example the outputs of the much smaller 
hidden layer in any one of the ANNs we trained for reconstruction could be stored instead of 
the actual output image. The stored image need only be passed through the hidden-output 
interconnections and the output node values recalculated to recall the reconstructed restored 
image. Since the weights are now fixed the network will always produce the image exactly 
the same each time it is recalled. 
The image processing results we have presented can be in^roved upon with larger 
well chosen training sets and additional training. Likewise, the parallel implementation of 
ANNs affords the user the added luxury of dynamically adjusting other training parameters 
such as the learning rate [S], which can be declared as parallel variables and adjusted locally, 
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or to inq)lement a dynamic node architecture [17], which will train to the optimal hidden layer 
size without having to experimentally chose a good architecture, as we did here. 
Our primary focus however, has been to demonstrate how readily large multi-layer 
ANN architectures can be simulated and quickly trained on a parallel conq)uter. And since the 
training of a network is a one-time process, the associated weights can be used by PCs or 
workstations to produce all subsequent ANN outputs, such as reconstructions, for all novel 
mputs. 
Summary 
Neiu-al networks have been used in a wide variety of applications. However, the size 
on networks required for medical image processing cannot be e£Bciently implemented on a 
serial con^uter. The parallelism inherent in large architecture multi-layer ANNs makes them 
readily suited for inqilementation on a parallel conq)uter. 
In this paper we have described the simulation of three-layer neural networks on the 
MasPar MP-2 and demonstrated the two- to three-orders of magnitude inqjrovement in 
traniing time that can be achieved versus a serial conqjuter simulation. We also have shown 
examples of image reconstruction and conq)ression using these large architecture ANNs. 
Obviously, parallel computers are not as commonplace as PC or workstation systems. 
But we have demonstrated the trainabihty of large architecture ANNs utilizing a massively 
parallel system, which is the limiting factor in implementing these networks on PCs. Large 
ANNs trained to process images, such as we have shown with the reconstruction exanq)les, 
can readily be used on PCs to perform all post-traming image processing relatively quickly. In 
addition, the nonlinear modeling characteristics of ANNs may prove to be better suited for 
some medical image processes than those methods presently being used. 
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IMPROVED BACKPROPAGATION LEARNING USING STATISTICALLY 
DERIVED ACTIVATION FUNCTIONS 
A paper submitted to IEEE Transactions on Neural Networks 
John P. Kerr' and Eric B. Bartlett' 
Abstract 
The backpropagation algorithm is a least squares method of iteratively training a 
multilayer artificial neural network (ANN). Although backpropagation can be slow to 
converge and may get stuck in a local mmimum, it remains a widely used training algorithm. 
Several methods have been developed to inq)rove the efficiency of backpropagation by 
modifying the way in which interconnection weights are adjusted. In this paper, we present a 
method of deriving activation functions based on the statistical characteristics of the training 
set data to improve the convergence rate m training with backpropagation, and to in:q)rove the 
generalization capabiUties of the trained ANN. The customized activation functions are 
constructed by fitting summed sigmoid fimction derivatives to the estimated probability 
distribution fimctions(p.d.£s)ofthe training set data. The backpropagation algorithm is 
modified by adding an additional training parameter m each active node of a network that 
transforms the node's activation function fi-om an faiitial single sigmoid form to its statistically 
derived form. This activation function evolution parameter mqiroves the speed and the degree 
of convergence of the neural network during training. We demonstrate this method with the 
standard backpropagation algorithm by comparing the degree of convergence and the 
' Graduate student and Assistant Professor, respectively. Biomedical Engmeering Program, 
Iowa State University. Research conducted and manuscript written by Kerr with technical 
assistance fi'om Bartlett. 
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generalization capabilities of trained networks on the exclusive-OR problem with added noise, 
and on the two-dimensional cosme flmction. Finally, we demonstrate an application of the 
method by training networks to reconstruct medical tomographic images from projections 
Introduction 
Artificial neural networks (ANNs) have been applied in just about every field of 
science and engmeering m recent years. Theh wide acceptance is due in part to their abiUty to 
model veiy conq)lex fimctional relationships, and in part to their sinq)licity of ii):q)lementation 
[1.2]. ANNs have been shown to be able to accurately model linear and nonlinear systems 
[2.3]. In essence, neural networks are adaptive filters that leam the fimctional relationship of 
inputs to outputs, by exan^le. 
While several different types of ANN models and learning algorithms exist [4], the 
concepts presented here are based on multilayer backpropagation ANNs. The 
backpropagation algorithm is a supervised training technique A^diich iteratively mmimizes the 
error between the expected network outputs and the actual network outputs [1]. It is well 
known that backpropagation can be slow to converge to a global minimnm or an acceptably 
low local minimiim [5,6]. Despite these drawbacks backpropagation remains a widely used 
training algorithm. 
Many techniques for uiq)roving the convergence rate of backpropagtion and inqiroving 
the performance of the trained ANN have been developed [6,7]. One area of interest has been 
in using activation fimctions other than the traditional logistic fimction [8]. Several 
ahemative activation fimctions have been shown to perform better than the logistic fimction ui 
terms of improvmg the traming time of ANNs and in^roving the abiUty of trained ANNs to 
better generalize their knowledge to accurately produce outputs for novel inputs [8,9]. These 
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functions have been proposed as alternative general-purpose functions and work very well on 
some problems, but may work poorly on others. 
In this paper we present a method of deriving activation Hmctions based on the 
training set data, along with a modified backpropagation algorithm to inqirove the 
convergence rate of an ANN during training, and to inq)rove the generalization capabilities of 
the trained ANN. The statistically tailored activation fimctions are constructed by fitting 
sigmoid fimction derivatives to the estimated probability distribution fimctions (p.d.£s) of the 
training set data. Subsequently, integration of the estimated p.d.£s produces summed sigmoid 
functions, which estimate the cumulative distribution functions (c.d.£s) of the training set 
data. These estimated c.d.f.s are used as the custom activation functions. The modified 
backpropagation algorithm we present trains an additional evolution parameter that 
transforms the activation fimctions fi-om a single sigmoid to the estimated c.d.Cs as the error 
associated with each node in the network is reduced. The evolution parameter, which is 
imique to each active node m a network, is introduced to eUmmate initially slow training that 
can occur with the statistically taUored activation fimctions. The advantages of using summed 
sigmoidal functions are: 1) the customized activation fimctions are guaranteed to be nonlinear, 
monotonically increasing fimctions similar to the traditional logistic fimction; 2) the 
derivatives of the summed sigmoids can be easily calculated and used by the backpropagation 
Deha rule; 3) the customized fimctions are easily transformed to their ultnnate form by 
adjusting the evolution parameter m each sigmoid fimction. 
This paper is organized in the follovwng manner. A brief discussion of the 
backpropagation algorithm and requirements of the activation fimctions that can be used are 
presented in Section II. In Section III a method of deriving the statistically tailored activation 
functions and the implementation of the modified backpropagation algorithm are presented. 
Section IV presents results fi-om experimental comparisons of the standard backpropagation 
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and our modified algorithm. A preliminary applications demonstration is given in Section V, 
in which the modified backpropagation algorithm is trained to reconstruct medical 
tomographic images from projections. Finally, some concluding remarks are given m Section 
VI. 
Background 
In this section, we will briefly review backpropagation training v^diich will aid m 
describing the training of the evolution parameter we have added to the algorithm. We are 
concerned primarily with the effects that altering the network activation fimctions have on the 
trainability of the AJWs and the ability of the ANNs to generalize their knowledge to 
accurately produce outputs fi'om novel data inputs. Consequently, we will not discuss the 
derivation of the backpropagation training algorithm. For those not already familiar with 
backpropagation several good descriptions exist [1-4]. 
The key di£Gculties that may occiu* with backpropagation are related to the fact that 
the algorithm conducts a descendmg-hill search for the minimum error between its outputs 
and the expected outputs. Unfortunately, the muhi-dimensional error surface often contains 
local mmima and large plateaus in which the search can get stalled. The topology of the error 
surface is dependent on the activation fimctions. If activation fimctions derived fi'om the 
training set changes the error surface in a positive way, they should promote training to a 
better minimum both in terms of speed of training and generalization capabilities after training. 
Smce all exanqjle networks we will present use one hidden layer, we will describe a three-
layer backpropagation ANN here. 
In the forward pass of the network, input values are weighted by the layer-to-layer 
interconnections and distributed to the second layer, or hidden layer. The hidden layer nodes 
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sum the inputs and produce a functional output based on that sum. Typically, the logistic 
activation fiinction, as given in Eq. 1 and shown in Fig. 1, is used with backpropagation 
ANNS. 
/(«) = 1 (l+e""^®) (1) 
where, a 
and 6 
S ' weighted sum of inputs to node i. 
the offset, or shift of the functions zero pomt. 
In order to avoid intermediate machine mfinities, we will use a scaled and shifted arc 
tangent, Eq (2), which has the same sigmoidal form as Eq (1). 
f{a)=j3 
where. 
— |arctan(a+0')+— 
,^y 2 
the gain value of the fimction. 
(2) 
Like the hidden nodes, the output layer nodes sum the weighted inputs from the 
hidden layer and generate outputs based on the same sigmoidal fimction. During 
backpropagation traming of the ANN the output values are subtracted from the expected 
outputs. These differences are backpropagated through the network and interconnection 
weights are adjusted to minimize the error. Interconnection weights are adjusted according to 
Eq.(3) 
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Figure 1 The logistic fimction and its derivative, which are typically used ia 
backpropagation ANNs. 
Wijin) = Wij{n -1) + WiXj + a[w/j(«- l)- w,-- 2)] (3) 
where, wyCn) = the weight value of the interconnection from the 
jth node of the hidden layer to the ith node in the 
output layer, for the nth training pattern. 
T| = learning rate constant. 
Xj = last output from node j of the hidden layer, 
yj = last output from node iofthe output layer, 
a = the momentum control term 
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for hidden layer to output layer weights, 
and for input layer to output layer weights, 
= r[xj)Y,{di-yi)^uj  
i 
The weight adjustments are factored by the derivative, f'(yj), of the last sigmoidal 
value sent across each interconnection [4]. This is done to prevent too much modification of 
an mterconnection based solely on its size [3,4]. The derivative of the sigmoidal fimction m 
Eq.(2) is shown in Fig. 1. As seen in the figure, larger adjustments to weights occur in the 
center of the sigmoid output range and decrease as the outputs approach either extreme. This 
type of weight adjustment works well when all or most of the outputs are near the extremes, 
such as with classifier networks v^ere network outputs are binary [10]. However, this may 
not work well when desired outputs are distributed across the entire sigmoid output range 
[11]. For this reason we investigate the potential benefits of statistically taUoring activation 
fimctions which evolve during training. 
Statistical Activation Function Training 
Deriving activation functions from training set data 
It is well known that in order for an ANN to leam an input-output relationship the 
training set must be representative of the fimction to be leamed [3]. Relative to this notion, it 
has been shown that the training set must be su£5cientty large for good generalization to occur 
[12]. Otherwise, the ANN may only memorize the training set examples. Given these two 
points it is probable that for many problems, sufficient data exists in the training set to 
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accurately estimate p.d.f.s for the function being trained. The method we present attempts to 
use this a priori knowledge to bias the network during traming to promote convergence and, 
if the estimated p.d.£s are accurate, inqirove the generalization characteristics of the 
networks. 
The backpropagation learning algorithm is independent of the logistic activation 
function. The only requirement for the activation function is that it be contmuous, 
differentiable, and monotonically increasing. In order to satisfy these conditions the 
statistically tailored activation fimctions that we will use are composed of sums of rescaled 
and shifted arc tangent fimctions. An evolution parameter is tramed for each node in the 
hidden and output layers. The evolution parameter is trained from an initial value of 0 to a 
final value of 1. As a result an activation function begins in a single sigmoidal shape and 
evolves to its statistically tailored form as the evolution parameter approaches 1. 
The goals of a customized output layer activation function are to inqirove the ease of 
traming in the range of statistical distribution, and to increase the stability of the network as it 
leams the mput-output relationship. In our method the derived output layer activation 
functions should also improve the stability of the network as the root-mean-square (RMS) 
error converges. This is accomplished by enabling better training of the most commonly 
occurring outputs in the traming set. An exaiiq)le of a normalized p.d.f distribution for a 
single output node is shown in Fig. 2. We wish to increase the range of inputs associated with 
the most frequently occurring outputs. If we mtegrate the p.d.f we will decrease the input 
range for the most frequent outputs. Therefore, by inverting the p.d.f and then integrating, as 
shown in Fig. 2 and given by Eq.(4), we produce an activation function biased toward 
producing outputs, ^yj), which occur often. 
f i y i )  =  [ (/ - estimated p.d.f. of the outputs of node 1) (4) 
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Figure 2 a) Example of an estimated p.d.f. and how it is inverted for derivation of an 
output layer activation iunction. b) The integration of the inverted p.d.f. 
produces the output node activation fiinction. 
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As network outputs move into the largest areas of the output distribution the derivative 
jEimction minimi7.es the size of the weight changes and stabilizes the network. The rarely 
occurring outputs may be unstable from iteration-to-iteration, but because of the rarity of their 
occurrence they will have little impact on the RMS error. 
On the other hand, we want to increase the output range of the hidden node activation 
flmctions for the most commonly occurring input sums. By doing this we improve the 
networks ability to distinguish between highly correlated input vectors. Therefore, the hidden 
layer outputs, f(xi), generated by an activation fimction which is derived by integrating the 
estimated p.d.f of the input vector sums, as given in Eq.(5) and shown in Fig. 3. 
-1 0 1 
Normalized input range 
« 0.6 •• Est. p.d.f 
Est. c.d.f 
" .£ 0.4 -• 
Figure 3 The hidden layer activation function is derived by integrating the 
estimated p.d.f of the summed input training set data. 
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/(j[:) = J p.d.f. of the summed inputs) (5) 
In deriving the hidden layer activation functions we initially assume weight values of 1. 
Obviously, as the ANN is tramed the weights will not be 1. A new hidden layer activation 
fimction may have to be derived as the estumted p.d.f of the input vector sums changes with 
traming. This will only be necessary if the ANN does not achieve a sufficiently small RMS 
error. As previously mentioned, we model the estimated p.d.f s with scaled and shifted 
sigmoid function derivatives. As an exan^le we show an approximation of an example output 
layer derivative function m Fig. 4. Although it woxild be easier to fit sigmoid derivatives to 
the origmal p.d.f and then subtract the estimate fi'om a constant, this would produce 
activation functions wdth a large linear conq)onent fi'om the integration of the constant / in £q. 
4. Since the non linearity of the activation functions is key to the nonlmear modeUng 
characteristics of the ANNs we do not want to mtroduce a dominant linear characteristic into 
the acth'ation fiinctions. 
Modified backpropagation algorithm 
As previously mentioned, the backpropagation training algorithm is independent of the 
activation functions used provided it is continuous and monotonically increasing. Given this 
fact, we do not have to modify the method by wiiich interconnection weights are updated 
other than to use the derivative of the activation fimction associated with each mterconnection 
weight. However, we do have the additional training requirement for the evolution parameter 
m the sigmoids v\^ch transform the activation functions from a standard sigmoid to their final, 
customized form. 
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In the last section we described how the logistic fiinction is well suited for generating 
asymptotic (0 or 1) outputs. The bell-shaped derivative function tends to drive weight 
changes toward 0 or 1. As training proceeds the network stabilizes as all the outputs 
approach the asynq)totes. A problem with the statistically tailored activation fimctions arises 
v^en there are valleys in the derivative, as shown m the exan:q)le m Fig. 4. Since the 
derivative limits the size of weight adjustments in these valleys, it is very diflBcult for values 
that may be at one extreme of the output range at the beginning of traniing, to move across 
these valleys. Therefore, we have derived a method of training the activation functions from 
an initially standard sigmoidal form to their final statistically tailored form. By doing this we 
allow the network to initially converge as a straight backpropagation ANN and then gradually 
modify the activation functions as training begins to plateau. Thus, we promote additional 
convergence. 
In order to adjust the activation fimctions we must train an evolution parameter for 
each active node in the ANN. This parameter will shift the arc tangent sigmoids, which all 
begin with zero shift, to their final form, as shown in Fig. 4. The two rules for adjusting the 
evolution parameter of a node are: 1) do not adjust the parameter if the average error 
associated with a node is decreasing; 2) increase the evolution parameter as the error change 
plateaus or the direction of weight adjustments oscillates. The idea behind these update rules 
is to adjust the evolution parameter only when the convergence of the network stagnates. 
The procedure for modifying the evolution parameter is based on the average error 
reduction in the output of a node. The error reduction in a node with respect to the weight 
adjustment is derived in backpropagation usmg the chain rule [4]. 
I V ^£(n) .  V 
Aw,-,  • ( / i j  = -  T]- ^  = //(T,-[n)yi  (n)  
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The average error associated with a node over a training epoch can then be calculated. 
If the average error associated with a node does not change much between training 
epochs the evolution parameter is increased by a fixed user-defined increment. The evolution 
parameter can only approach the shift values calculated in deriving the statistically tailored 
activation functions. As a result we know that the activation fimctions wiU converge to their 
statisticaUy derived form as the ANN trains. 
The ANN unplementation that we use performs pattern updating of the weight values 
and epoch adjustment of the evolution parameters. Two preliminary tests were performed to 
coiiq)are ow modified backpropagation ANN vsdth the standard backpropagation method. 
The two demonstration examples are, the exclusive-OR (XOR) problem with added Gaussian 
noise, and the mapping of the two-dimensional cosine function. 
avg.error 
Experimental Results 
XOR problem 
The training set for this exaiiq)le consisted of400 exan:q}les of the XOR with 
randomized Gaussian noise of mean 0 and variance 0.13 added to each input. A cross-
validation set consisting of400 additional noisy XOR pattems was used to test the 
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generalization of each network during training. The smgle output layer node is expected to 
produce either 0 or 1. Therefore, the inverted p.d.f for the output node can be approximated 
with the derivative of the logistic function, as discussed in the previous section. The hidden 
layer activation function is based on the summed input data distribution as shown in Fig. S. 
The derived activation function is given in Eq. (6). 
/w=J 
0.526 0.21 0.263 
l + 1.5x^ 1 + 10.0(x-1.7a:) l+10.0(x + 2.lAr) 
dx 
0.526arctan(1.2247x) + 0.21arctan(3,16(x- 1.7/c)) 
+ 0.264 arctan(3.16(x + 2. !*•)) I n+Q.5 
(6) 
Note that the activation function evolution parameter K, is initially 0 and approaches 1 during 
traming. 
As demonstrated in Table I, for each ANN, independent of hidden layer size, the 
modified backpropagation ANN trained to a lower RMS error and more accurately classified 
the noisy cross-validation set than did the standard backpropagation ANN. A graph of the 
RMS error in the trainmg set and the cross-validation set is shown in Fig. 6 for both the 
modified backpropagation ANN and standard backpropagation ANN of architectiu'e 2 x 9 x 1. 
Note that the generalization characteristics of the statistically tailored ANN are better and 
more stable than the standard sigmoidal ANN. 
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derivative functions, b) Activation function for XOR networks hidden 
layer. 
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TABLE I 
Results of Standard Sigmoidal and Statistically Tailored ANNs 
Trained for 1,000 epochs on the Noisy XOR Data Set. 
ANN 
Architecture 
Activation 
Function Type 
RMS Error 
on Training 
Set 
Ratio of Cross-
validation set 
RMS Error to 
Training Set 
RMS Error 
Number of 400 
Cross-validation 
Examples 
Misclassified 
2 x 3 x 1  Statistically Tailored 0.015563 1.0281 106 
Standard Sigmoidal 0.015985 1.2543 234 
2 x 6 x 1  Statistically Tailored 0.005253 1.0636 7 
Standard Sigmoidal 0.006009 1.3483 22 
2 x 9 x 1  Statistically Tailored 0.005201 1.0115 6 
Standard Sigmoidal 0.005905 1.3184 21 
2 x 1 2 x 1  Statistically Tailored 0.005403 1.0714 9 
Standard Sigmoidal 0.006382 1.3869 27 
Two-dimensional cosine function mapping 
In the second example, 400 uniformly random distributed samples of one period of the 
two-dimensional cosine fimction (z = cos 2n\ • cos 27ty) were used as the ANN training set. 
An additional 400 randomly sampled pomts were taken for the cross-validation set. 
For this test the hidden layer activation function can be approximated with a smgle 
sigmoid derivative, since the summed mput data distribution is approximately normal. In the 
output layer the sigmoid derivative functions can be fitted to the inverse data distribution as 
shown in Fig. 7. The resulting output node activation function is given in Eq. (7). 
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Figure 6 a) Comparison of XOR training set RMS error for statistically tailored and 
standard backpropagation ANNs on a 2 x 9 x 1 architecture, b) 
Comparison of same networks RMS error on the 400 example cross-
validation set. 
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/(.)=J 
\ 
0.33 0.17 0.17 0.33 
\ + {x-l.ZKr l + 6.0(x-1.2vr l + 6.0(>: + 1.2A:r l + (x + 2.8*:r 
dx 
(7) 
0.33arctan(* - 2.8*-) + 0.17arctan(2.449(;c - \.2K ) )  
0.17arctan(2.448(x + \.2K)) + 0.33arctan(x + 2.8/c) / ^'^-O.S 
As before, Table II shows that each modified backpropagation ANN trained to a lower 
RMS error and more accurately approximated points in the cross-validation set than did the 
same architecture standard backpropagation ANN. The RMS error in the training set and the 
cross-validation set durmg training is shown m Fig. 8 for a 2 x 9 x 1 architecture trained with 
the modified backpropagation method and standard backpropagation method. This graph 
represents a typical comparison of the two training methods independent of the hidden layer 
size. Note that the generalization RMS error for the modified backpropagation ANN is lower 
and much more stable than the generalization RMS error for the standard backpropagation 
ANN. 
Medical Image Reconstruction 
In medical con:q)uted tomography (CT) a set of tomographic images are produced 
fi^om the planar view images taken about the targeted region of the patient [13]. The planar 
data in CT is collected by the detection of radiation emitted fi'om an external source, such as 
x-rays, or the in vivo emission of photons fi'om an iojected radioisotope. The planar data 
collected which typically consists of many images taken 180° to 360° aroimd the area of 
interest, contains the information necessary to accwately reproduce multiple cross-sectional 
images of the tissue attenuation or radioisotope distribution in the target organ [13,14]. Such 
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TABLEn 
Results of standard sigmoidal and statistically tailored ANNs 
trained for 1,000 epochs on the 2-D cosine data set. 
ANN 
Architecture 
Activation 
Function Type 
RMS Error on 
Training Set 
Ratio of Cross-
validation Set RMS 
Error to Training Set 
RMS Error 
2 x 3 x 1  Statistically Tailored 0.008754 1.0142 
Standard Sigmoidal 0.009792 1.2181 
2 x 6 x 1  Statistically Tailored 0.008205 1.0142 
Standard Sigmoidal 0.009740 1.0821 
2 x 9 x 1  Statistically Tailored 0.007931 1.0136 
Standard Sigmoidal 0.009584 1.0861 
2x 12x 1 Statistically Tailored 0.008521 1.0131 
Standard Sigmoidal 0.009672 1.1178 
noninvasive cross-sectional and 3-D imaging of internal systems of the body is a valuable 
diagnostic tool. 
In theory, the problem of reconstructing the cross-sectional images, or tomograms, 
from the planar data is a linear one [14]. However in practice physical, factors afifect accurate 
image reconstruction m nonlinear ways. For exaiiq)Ie, m emission computed tomography 
(ECT) the planar data is collected by a gamma camera detectmg the photons released in vivo 
from a radiopharmaceutical that has been administered to the patient [IS]. The collected data 
however, has inherent error m the photon detection counts due to the physical photon e£fects 
of scatter and tissue attenuation [14,1 S]. In many cases these sources of nonlinear error can 
be corrected with linear modelmg of the effects. On the other hand, these effects on the 
reconstructed image may not be as easily corrected. As an example, the attenuation of the 
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thoracic cavity m cardiovascular single photon emission computed tomography (SPECT) is so 
non-imifonn that linear modelmg of the attenuation about the heart adversely affects the 
reconstructions and therefore, no correction for attenuation is typically used in cardiovascular 
SPECT [16]. Hence, the linear reconstruction of tomograms from their associated planar data 
introduces very nonlinear sources of image corruption. A primaiy goal of the work we are 
domg in tomographic image reconstruction is to show that the nonlinear modelmg 
characteristics of ANNs can be used to correct for the nonlinear attenuation in cardiovascular 
SPECT images [17]. In this paper we will only demonstrated the reconstruction capabilities 
of the modified ANNs we have developed. 
The activation fimctions statistically tailored for SPECT image reconstruction were 
derived from the p.d.f s of several cardiovascular SPECT reconstructions and planar images. 
The activation fimction for the hidden layer is based on the planar data and the activation 
function for the output layer is based on the reconstructed images in the training set. For the 
hidden layer function the p.d.f of the training set input data was fitted with three second-order 
functions as given in Eq. 8 and shown in Fig. 9. 
1 0.38 
T + F 
l + 196(:c +3.077 1 + 33.64U + 2.587/£-)^ 
0.58 
(8) 
l + 2.89(x + 1.760/f)^ 
The activation function itself is the integral of Eq. 8, or the c.d.f of the mput data, as given in 
Eq. 9 and shown in Fig. 9. 
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hidden layer. 
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f { x )  =  
0.55 rr  
\  
+ 0.38 
arctan[l4(jc + 3.077v)] + 0.5 
— I arctan[5.80( jc + 2.620A*)] + 0.! 
+ arctan[l.70(jc + 1.760/r)] + 0.5 
/1.96 (9) 
The acttvation iUnction provides the greatest range of activation to the most common 
input values. As a result, during training the ANN can more easily adjust input layer weights 
for the most often encountered inputs. During traming the evolution parameter, k, is adjusted 
from 0 to 1 for each node in the hidden layer. The activation fimction given in Eq. (9) is used 
for all hidden layer nodes and if training stalls, a new^ hidden layer activation function can be 
calculated based on the most recent weight values. 
While the derivation of the hidden layer activation fimction is straight forward, the 
output layer activation fimction is obtained in a slightly different manner. Here the p.d.f of 
the individual pixel values m the training data set is subtracted from a imiform distribution line 
and then this inverse p.d.f, f'(x), is fitted with three second-order functions, as shown by 
Eq.(lO) and Fig. 10. 
/ ' W =  
1.2 0.4 
l + 36(x + 2.93706/f)^ 1 + 169(a: + 2.25918/c)^ 
1.5 
1 + 1.21(x + 1.43482K-)^ 
(10) 
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The resulting output node activation function obtamed from the integration of Eq. 10 is shown 
in Fig. 10 and given in Eq.(l 1). 
Our method allows each output node to have a unique activation function based on the 
outputs for that node. In practice, it may not be reasonable to derive activation fimctions for 
each node. For the reconstruction of the 64 x 64 SPECT images it was inq)ractical to derive 
functions for each output node, so a generalized fimction, Eq. (11), was derived based on the 
expected outputs in the cardiac area of the SPECT images. 
Each ANN was trained on a 40-image training set and 16-images not used in the 
traming set were used to test the generalization capabilities during training. The trainmg 
and generalization RMS errors for both types of networks with an architectiue of 4,096 
inputs, to handle the sbcty-four 64-quadrant planar images, 625 hidden layer nodes, and 4,096 
outputs, to produce the 64 x 64 reconstructions, are shown in Fig. 11. In the figure it can be 
seen that not only is the RMS error lower with the modified ANN, but also that the 
generalization RMS error for the standard backpropagation ANN begms to increase afler 
3200 training epochs. An example of the expected reconstruction of a novel image and the 
best reconstruction of the image by each trained ANN is shown in Fig. 11. Three additional 
architectures were identically trained, as listed in Table EQ, and demonstrated similar 
1.2 |^-Jarctan[6(jc + 2.93706;c)] + 0.5 
f{x) = ' +0.4 — jarctan[l3(A: + 2.25918Af)] + 0.5 '/3.1 (11) 
+ 1.5 (— arctan[l.l(A: + 1.43482x')] + 0.5 
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TABLEm 
Results of Standard Sigmoidal and Statistical^ Tailored ANNs 
Trained for 4,000 Epochs SPECT Tomographic Image Set. 
ANN Architecture Activation 
Function Type 
RMS Error on 
Training Set 
Ratio of Cross-
validation Set 
RMS Error to 
Training Set RMS 
Error 
4,094 X 484 x 4,096 Statistically Tailored 0.018913 1.0216 
Standard Sigmoidal 0.022367 1.1779 
4,096 X 625 x 4,096 Statistically Tailored 0.015015 0.9471 
Standard Sigmoidal 0.019341 1.1783 
4,096x961 X 4,096 Statistically Tailored 0.016778 1.0991 
Standard Sigmoidal 0.021065 1.1573 
improvements in training and generalization with respect to the standard backpropagation 
algorithm. 
Discussion and Conclusions 
In this paper we have presented a method for deriviag customized activation fimctions 
for each active node in a three-layer neural network. In each example the ANN with 
statistically tailored activation fimctions trained to a lower RMS error and subsequently, 
demonstrated better generalization than the same architecture ANN A\iuch utilized a standard 
sigmoidal activation fimction. 
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The excIusive-OR exanq)le showed the value of the customized hidden layer activation 
fimction. Smce the outputs were binary, the output layer node used the same logistic 
activation function used by all nodes in the standard backpropagation ANN. Therefore, the 
two networks differed only in the hidden layer activation function used by each. The results 
shown m Fig. 6 demonstrate that the statistically tailored functions did bias the networks 
toward inqiroved training on the training data examples and inq)roved generalization by 
accurately classifymg the cross-validation set points. 
In the second exan:q)le, the mapping of the two-dimensional cosme function 
demonstrated the effects on training when just the output layer activation function is 
customized. The mputs were chosen such that the summed mput distribution was 
approximately Gaussian and thus the logistic fimction could be used in the hidden layer of 
both types of networks. Again, as shown in Fig. 8, the statistically tailored ANN trained and 
generahzed better than the standard backpropagation ANN. In this exan:q)le the biasing 
effects of a statistically tailored output layer activation fimction were demonstrated. 
Finally, the larger problem of medical tomographic image reconstruction was tramed 
to conqiare oiu^ use of customized activation functions with the general-purpose logistic 
function. The modified method trained to a lower RMS and the generalization differences 
were clearly shown in Fig. 12. It is apparent from the figure that the novel unage 
reconstructed by the standard backpropagation ANN is not a good representation of the 
cardiac image, and thus, the network does not produce diagnostically usable reconstructions. 
However, the tailored ANN did a much better job of reconstructmg novel images, as seen m 
Fig. 12. Obviously, training with a larger training set and a more thoroughly tested ANN 
would be reqiured before confidence in its accuracy would be good enough for chnical use, 
but this example demonstrates the improvements, particularly in generalization, that can be 
obtained with customized activation flmctions. 
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Figure 12 a) The top left image is the expected reconstruction of the SPECT image, 
the top middle image is the standard backpropagations best reconstruction 
of the image by the 4,096 x 625 x 4,096 architecture, and the top right 
image is the second image subtracted j&om the first image, b) The bottom 
left image is the expected reconstruction of the SPECT image, the bottom 
middle image is the statistically tailored ANNs best reconstruction of the 
image by the 4,096 x 625 x 4,096 architecture, and the bottom right image 
is the second image subtracted from the first image. 
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If we trained each of these networks with the derived activation iunctions from the 
beginning of training the convergence rate would be veiy slow. By starting with the single 
sigmoidal form of the activation fimctions and training a evohition parameter in each node we 
were able to modify the activation functions only w^en training began to plateau m each node. 
In the image reconstruction exanq)le we derived a single activation function for all the output 
nodes smce deriving 4,096 functions was inqiractical to inqilement. The activation fiinction 
was not well defined for output nodes outside the cardiac area of the SPECT images. As a 
resuh, much of the RMS error in the modified backpropagation ANN reconstructions was 
distributed throughout the thoracic cavity, as shown m Fig. 12. Conversely, for the standard 
backpropagtion ANN the RMS was mostly aroimd the cardiac portion of the images. Since 
the main clinical focus is on the cardiac portion of these images, the modified backpropagation 
reconstructions provide better clinical information. If it is reasonable to derive activation 
functions for each output node this should be done, but as demonstrated in the image 
reconstruction exanq)le that may not be necessary. 
The method we have presented here is Umited by the amount of data available to 
accurately estimate p.d.fs. Also, if backpropagation training with the general-purpose logistic 
fimction produces acceptable results, it would be a waste of time to in:q)lement customized 
activation functions. But for large, complex input-output relationships that prove difficult to 
train, implementing evolving, statistically tailored activation functions, as we have outlmed 
here, may provide sufficient improvements in the convergence rate and generalization 
characteristics to warrant the added time in m^lementation. 
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A STATISTICALLY TAILORED NEURAL NETWORK APPROACH 
TO TOMOGRAPHIC IMAGE RECONSTRUCTION 
A paper reviewed and resubmitted to Medical Physics 
John P. Kerr' and Eric B. Bartlett' 
Abstract 
In previous work we have shown that a standard backpropagation neiu^al network can 
be trained to reconstruct sections of single photon emission computed tomography (SPECT) 
images based on the planar image projections as inputs. In this study, we demonstrate that an 
artificial neural network (ANN) trained on a series of simulated SPECT images or trained on a 
set of rudimentaiy geometric images can leam the planar data-to-tomographic image 
relationship for 64 x 64 tomograms. As a result, a properly trained ANN can produce 
accurate, novel image reconstructions but without the high computational cost niherent in 
some traditional reconstruction techniques. We also present a method of deriving activation 
functions for a backpropagation ANN that make it readily trainable for cardiac SPECT image 
reconstruction. The activation functions are derived from the estimated probability density 
functions (p.d.fs) of the ANN trainmg set data. The performance of the statistically tailored 
ANNs are con^ared with the performance of standard sigmoidal backpropagation ANNs, 
both m terms of their trainability and generalization abiUty. The results presented demonstrate 
that statistically tailored ANNs are significantly better than standard sigmoidal ANNs at 
reconstructing novel tomographic images based on a simulated SPECT image training set or a 
rudimentary geometric image training set. Neural network based image reconstruction has 
^ Graduate student and Assistant Professor, respectively. Biomedical Engmeering Program, 
Iowa State University. Research conducted and manuscr^t written by Kerr with technical 
assistance fi'om Bartlett. 
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two potential advantages over conventional reconstruction methods. The first advantage is 
that ANNs can rapidly reconstruct tomograms. Secondly, the quality of the reconstructions 
produced is directly correlated to the quality of the images used to tram the ANN. 
Introduction 
The backpropagation artificial neural network (ANN) is often referred to as mapping 
neural network because of its ability to learn difiBcult fimctions or fimctional relationships that 
are otherwise hard to evaluate. ^ ANNs have been used in image diagnostics, image 
fihering, electrical impedance tomography, ^ and a variety of other medical appUcations. 
The advantages of tomographic image reconstruction with an ANN are two-fold: first, a 
trained ANN can generate a reconstructed image fi'om the planar projections almost 
instantaneously, even on simple serial con[q)uters; second, quality reconstructions of novel 
images can be obtained using an ANN training set conq}osed of high-quality reconstructions. 
Once it has been demonstrated that neural networks can be tramed to reconstruct tomographic 
images from planar image data, it becomes reasonable to beUeve that the ANNs may also be 
fiuther trained to correct for the image degrading efiects of tissue attenuation and photon 
scatter. In this study, we demonstrate that an ANN trained on a series of simulated cardiac 
single photon emission conq)uted tomography (SPECT) images, and an ANN tramed on a set 
of rudimentary geometric images are able to leam the planar data-to-tomographic image 
relationship, and subsequently, reconstruct actual cardiac SPECT images with a high degree 
of precision. 
Filtered backprojection algorithms enconq)ass a wide range of analytic and algebraic 
reconstruction techniques, and are predominantly used m clmical SPECT image 
reconstruction. These techniques are used in clinical environments primarily because of 
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their ability to handle inconq)lete and noisy data, and to generate reconstructions m a 
relatively short period of time. Despite their wide acceptance, the quality of filtered 
backprojection reconstructions is often degraded by arti&cts, attenuation, and scatter effects. 
Correction for attenuation and scatter effects in the reconstructed images is often 
employed. However, iterative methods as well as conq)ensatory techniques used in 
conjunction with filtered backprojection typically have high coD:q)utational costs. 2122 On the 
other hand, image reconstruction with a neural network is computational fast, mdependent of 
whether it has been trained to correct for image degradation effects or not. 
Backpropagation training of a neural network is a rather inefiBcient descending-hill 
search algorithm. The inefficiency in training an ANN stems from the thousands, or 
several thousands of iterations that the training set data must be presented to the network 
before it sufficiently learns the input-output relationship. Once the ANN is trained for image 
reconstruction, novel planar data need only be fed forward through the network to quickly 
generate the reconstructed image at the outputs of the ANN. Consequently, while a trained 
ANN can perform image reconstructions quickly and siiiq)ly, the one-time training process 
itself can be very time consuming and may be in^ractical \^^en very large network 
architectiu-es are used, or problems requiring large traming sets are attempted. 
Fortunately, neural networks have a natural parallel structure which can be e?q)loited 
with a parallel computer. The MasPar MP-2 is a single-instruction multiple-data (SIMD), 
massively parallel system that is composed of a 64 x 64 interconnected mesh of processing 
elements (PEs). The functions of nodes in each layer of an ANN distributed on the MP-2 can 
be executed sunultaneously by dedicating a PE to execute the processes of one node in each 
layer of the network. This greatly improves the tune in wdiich an iteration of the ANN trainmg 
set, or training epoch, can be performed. 
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In previous work we and others have shown that image reconstruction with a back-
propagation ANN is feasible, and that better generalization and faster traming could be 
achieved with a imiformly distributed, three-phase activation function versus a standard 
sigmoidal activation function. In the latter work, we speculated that the optimal activation 
function for ANN image reconstruction might be related to the probability density fimction 
(p.d.f) of the ANN training data. We propose and eiiq)irically test this hypothesis by 
comparing the ability of identical ANN architectures to generate 64 x 64 reconstructions of 
SPECT images using standard sigmoidal activation fimctions, and statistically tailored 
activation fimctions. We contend that the statistically tailored activation functions, in 
conjimction with the backpropagation trainmg algorithm, will prove to be the superior transfer 
fimctions for the network nodes both in terms of the ANN'S ability to leam the reconstruction 
function from the traming set images and to generalize its knowledge for novel image 
reconstruction. 
Neural Network Background 
Forward propagation of planar data 
As shown in Fig. 1, the three-layer, fiilly-interconnected ANN architectiu'e used for 
image reconstruction in this work consists of4,096 input nodes to handle the sixty-four 64-
quadrant planar data, 4,096 output nodes to produce each 64 x 64 slice reconstruction, and a 
user-defined number of hidden layer nodes. The input layer distributes the data via 
interconnections, to aU nodes m the middle, or hidden, layer. Each interconnection weights 
the data values sent across it. The weights associated with the interconnections are the 
parameters adjusted during training and consequently, represent the knowledge possessed by 
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4096 Outputs -64x64 SPECT Image 
Expected Outputs 
Output 
Hidden 
Input 
4096 Inputs - Planar Data 
Figure 1 During each training iteration of the 4,096 planar data inputs produce 4,096 
outputs. The difference between the expected output and the actual output of 
the ANN is back-propagated through the network. The weights of the two 
layers of interconnections are then adjusted according to the deha rule and 
generalized delta rule to reduce the network error. Aiter repeated training 
iterations the ANN will begin to leam the functional relationship between the 
input vectors and output vectors. 
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the ANN. Each node m the hidden layer and output layer sum the values received from 
interconnections and then on the basis of that value generate an output via an activation 
fimction ^a). 
A sigmoidal activation fimction similar to the one shown in Fig. 2 and delBned in Eq. 
(1) is typically used with a backpropagation ANN. 
where, a 
f ( a ) = P  (- arctan(a+^)+-^ (1) 
, weighted sum of inputs to node i. 
and 
e 
P 
the ofifset, or shift of the fimctions zero point, 
the gain value of the function. 
The training data has to be normalized into a 0.1 to 0.9 range since the activation 
fimctions are asyiiq)totically Umited between 0 and 1. By normalizing the data this way the 
network can be trained to values at the extremes of the output range without havmg to drive 
the network outputs mto saturation. 
It is well known that the ANN framing set must adequately represent the mapping 
domain of a functional relation in order for an ANN to leam the input-output fimction. 
Likewise, it has been shown that the traniing set must be sufficiently large for a network to be 
able to generalize from the data rather than memorize the data. This means that the training 
set data must closely approximate the probabiUty density fimction (p.d.f) of the output space. 
In the next section, we will utilize the estimated p.d.f s of the training set data to derive 
customized activation functions. 
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Figure 2 Sigmoidal activation function and its derivative used with standard 
backpropagation ANNs. Activation functions are used by the hidden layer and 
output layer nodes. The ANN traming set data is typically normalized 
between 0.1 and 0.9 so that outputs near 0 and 1 can be attained by the 
network without having to drive the output nodes into saturation. 
Backpropagation of output error 
For our application, the output vector is the 64 x 64 reconstructed image associated 
with the planar view iaputs. The error in the reconstruction is calculated for each node m the 
output layer by subtractmg the actual output from the excepted output. This output 
difference is back-propagated through the network to make interconnection weight 
adjustments that will minimize the network error. The backpropagation training algorithm 
adjusts the interconnection weight values according to the delta rule. 23,25,19 
I l l  
•^ynew ~ old "^^^Cw^jold " ^i, j previous) (2) 
where, 
^ij old ~ present weight value of the interconnection 
from the jth hidden node to the ith output node 
^i, j previous ~ interconnection weight value prior to being 
adjusted to wy old 
To adjust the weight values of the interconnections between the hidden layer and the 
output layer, we define aj in Eq. (2) as the error difference in the ith node (dj - yj) multipUed 
by the associated value of the activation function derivative. 
Oi = f'(yi) (di - yi) (3) 
where, for the sigmoidal activation function given in Eq. (1), 
f(yi) = d[arctan(yj)]/dyi = l/(l+yf) 
The adjustment of old interconnection weights minimizes the error between the 
expected output dj and the actual output yj in Eq. (2). The error difference is multiplied by a 
learning rate t\, that govems the magnitude of each adjustment and by the last input across 
that interconnection xj, which factors the weight adjustment values accordmg to the 
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magnitude of the last input vector. Hie momentum term a provides an in^etus to the weight 
adjustment in the direction that an interconnection weight was adjusted in the previous 
training iteration. The momentum term helps the training network avoid small local 
minima.24.28 
The use of the derivative of the arc tangent sigmoidal activation fimction f'(yi) shown 
m Fig. 2, adds stability to the network during training and prevents too much enq}hasis in 
error adjustments being placed on large weight values. The bell-shape of the derivative 
creates a high degree of activity in nodes wdiose outputs are in the center of the output range. 
As a result, the backpropagation ANN is adept at classification appUcations. As the outputs 
approach 0 or 1, the activity in weight adjustments, as factored by f'(yi), are reduced and the 
network stabilizes v^th additional training. 
The weight values associated with the interconnections fi'om the input layer to the 
hidden layer do not have the advantage of knowing the expected outputs of the hidden layer 
nodes. Consequently, these weight values must be adjusted according to an estimated value 
of aj in the generalized delta rule. 
K 
Oi = f'(xi) {Z[(dk- yk)wi^lJ} (4) 
k = 0 
where 
wi,k = the interconnection weight fi'om the ith hidden node to 
the kth output node 
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Instead of using the di£ference between the expected and actual value of the associated 
output node, the error associated with a hidden node is calculated from the entire output 
vector weighted with respect to the interconnection weights from that particular hidden node 
(2[dk - ykl). 
Statistically Derived Activation Functions 
The backpropagation ANNs used here consist of a passive input layer and two layers 
of active nodes. With a three-layer network, versus a one- or two-layer network, we know 
an ANN solution exists even if the function being mapped is discontinuous. When an ANN 
trains to a minimum there is no way of knowing whether the network has found a global 
minimiim or is stuck in a local minimum, or a large, low-gradient plateau.^'* Since we know 
that a good solution exists, if the minimum error the ANN trains to is not acceptable for the 
intended application, a new set of initial weight values is selected and traming is restarted. 
As mentioned in the previous section, the nodes in a standard backpropagation ANN 
utilize a sigmoidal activation flmction. We also noted that the backpropagation neural 
network is very adept as a classifier when using a sigmoidal activation fimction and its 
derivative. Ehiring traming, the bell-shaped derivative as used in the delta rule and generalized 
delta rule in Eqs. (3) and (4), produces large changes in the interconnection weights 
associated with outputs around 0.5. As the output of a node approaches either 0 or 1, the 
changes in the interconnection weights to that node become smaller, and the network becomes 
more stable. Unfortunately, when training outputs that are continuous in the normaUzed 0.1 
to 0.9 output range, the network tends to become unstable and oscillate about expected 
output values near 0.5. However, we should be able to utilize the mformation in the training 
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set to derive activation iiinctions that inq)rove ANN training, smce we assume that the 
traming set data is a good representation of the mapping to be leamed. 
The key characteristic of a good output layer activation function is one that will allow 
easy training across a continuous range of values and increases the stability of a network as it 
learns. We contend that an activation function equal to the integral of the inverse estimated 
probability density function (p.d.f) for each output node, as in Eq. (5), should provide a better 
training response by the network. 
/U)  = J( /  -  estimated p.d.f .  of  the outputs  of  node i )  (5) 
where 
/ = a constant from which the estimated p.d.£ is subtracted to invert the 
fimction. 
For the statistically tailored ANNs trained for SPECT image reconstruction in this paper, a 
common activation function, ^x), and its derivative, f'(x), are used in all output nodes. 
/ 'W= 
1.2 0.4 
1 + 36(X + 2.93706/F)^ 1 + 169(JC +2.2591 SAT) ^ 
1.5 
+ 
l + 1.2l(jc + 1.43482/r)' 
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1.2 arctaii[6(jc + 2.93706x')] + 0.5 
arctan[l3(x +2.2591 8 A:)]+ 0.5 '/3.1 (6) 
+ 1.5 — arctan[l.l(x + 1.43482x')] + 0.5 
Ideally, each output node activation function should be derived from the estimated 
p.d.f. obtained from the training set data for each output node. The single activation function 
used here is based on the estimated p.d.£ of all pixel values of the tomograms in the ANN 
traming set, as shown in Fig. 3. We detennmed that this was an acceptable approximation of 
the output layer activation functions, smce it would be inq)ractical to derive activation 
functions for all 4,096 output nodes. The intent of the application in this paper is to show 
that good in^rovements in ANN performance with a statistically tailored activation function 
versus a standard sigmoidal activation fimction can be achieved. If the performance of a 
common activation function based on the statistics of aU the output nodes is good enough for 
the application at hand, then it would be of Uttle advantage to invest the considerable amount 
of time necessary to derive 4,096 activation functions.. 
A graph of Eq. (6) and the three arc tangent flmctions that comprise the output layer 
activation fimction are shown in Fig. 4. This activation fimction shows that by integrating the 
inverse p.d.f, an asymptotically increasing fimction with a greater range of inputs to the most 
expected outputs is generated. This allows the most frequently occiuring output values to be 
more readily accessed in the activation fimction than rarely occurring output values. 
Consequently, during training the ANN can better distinguish between the most frequently 
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Three arc tangent derivatives were used to fit the inverse statistical distribution 
of the ANN training set output data. The planar input data distribution was 
normalized between -3.077 and 3.077 so as to correspond to the 0.1 to 0.9 
range of the standard sigmoidal activation fimction. This was done so that an 
accurate comparison between the statistically tailored and standard sigmoidal 
activation functions could be made. 
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The statistically tailored output layer activation function is shown as the sum 
of the three arc tangents attained by integrating the inverse output data 
distribution functions. 
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encountered output values. The theory behind this selection of output layer activation 
functions is also supported by the effect on traming of the activation function derivative, or 
the mverse p.d.f, in the delta rule. As the network trains, the majority of values converge to 
the expected value range of the activation fimction, driven by large values of the derivative 
function. As the common values reach the expected output range, the activity of the 
derivative fimctions in the adjustment of weight values declines and the network stabilizes. 
The reduced activity in weight adjustments also allows the network during additional training, 
to distinguish between output values without experiencmg large oscillations, as often occurs 
with the standard sigmoidal function. 
A good activation function for all nodes in the hidden layer can be derived by 
integrating the estimated p.d.f of the summed input vectors in the training set provides . The 
activation function and its derivative given in Eq.(7) were derived from actual SPECT planar 
data. 
Each node of the hidden layer receives a weighted siun of all elements in the input 
vector. Accordingly, the input vector ^\^ose sum falls in the mostly densely distributed part of 
the p.d.f as shown m Fig. S, will occupy a larger portion of the activation function output 
range than a less frequently encountered vector sum, (see Fig. 6). By delivering a broad range 
of values from the dense areas of the summed input vector p.d.f to the output layer, the 
output nodes are better able to distinguish between closely distributed outputs. Thus, the 
statistically tailored ANN model should be better suited for training and generaUzmg the 
training data than is a standard sigmoidal ANN. 
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rU)  
0.38 
1 + 196(jc + Z.OIIkY 1 + 33.64(;c + 2.587k-)^ j 
+ 
0.58 
1 + 2.89(x + 1.760K-)^ 
/U) = 
1 
\7tJ 
0.55 
+ 0.38 
arctan[l 4(x + 3.077/c)] + 0.5 
jarctan[5.80(x + 2.620 K-)] + 0.5 
+1^-j arctan[l.70U + 1.760X-)] + 0.5 
/1.96 (7) 
Each of the statistically tailored activation functions is constructed by summing three 
sigmoidal functions. The combination of three functions proved sufficient to approximate the 
cumulative distribution fimctions (c.d.f s) of the SPECT training set data used in this study. 
Exact fits to the training set c.d.fs are not necessary smce they themselves are approximations 
of the actual c.d.£ s. We also expect that any discrepancies in activation function 
approximations will be conqjensated for through ANN training. We have used sigmoidal 
functions in order to retain the training advantages of usmg the S-shaped activation functions, 
which have been shown to provide superior generalization capabilities to linear and 
polynomial functions. In addition, we maintain a link to organic cerebral neurons that 
show a natural sigmoidal relationship between the input wave density to a neuron and the 
output pulse density of a neuron. 
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Figure 5 Three arc tangent derivatives were used to fit the statistical distribution of the 
ANN training set input data. The planar input data distribution was 
normalized between -3.077 and 3.077 so as to correspond to the 0.1 to 0.9 
range of the standard sigmoidal activation fimction. 
atani 
o ' atan2 
c 0 - -
•3 U 
1 0.5 --
u. 
S 0.4 -
atan3 
atansum 
< 
4 -3 2 1 0 2 3 4 
Figure 6 The statistically tailored hidden layer activation function is shown as the sum 
of the three arc tangents attained by integrating the input data distribution 
fimctions. 
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Results 
Tomographic training images 
Two sets of tomographic images and their projections were constructed to train the 
two types of ANNs for image reconstruction. For the first conq)arison of the performance of 
the statistically tailored ANNs to that of standard sigmoidal ANNs, a set of 40 phantom 
cardiovascular SPECT images were used to train the neural networks. The phantom nnages 
were projected into sixty-four 64-quadrant planar views, taken over 180°. A set of 16 actual 
cardiac SPECT images were used to test the tramed ANNs ability to reconstruct novel 64 x 
64 images. 
In the second demonstration, a large set of 1353 rudimentary geometric images were 
chosen to thoroughly tram one-quarter of the tomographic image field to reconstruct any 
image in that quadrant of the 64 x 64 reconstruction area. The geometric images consisted of 
480 single pixel point sources, 437 2x2 pixel point sources, 99 4x4 pixel pomt sources and 
337 two point, Une segments created with the three types of point source images. The sixty-
four planar view projections of these rudimentary images were simulated using Monte Carlo 
based projection code that we developed. Three fiiU sets of actual cardiac SPECT tomograms 
were chosen to test the trained ANNs ability to accurately generalize fi'om the rudimentary 
images. The projection data for these tomograms were calculated in the same manner as were 
the rudimentary image projections. 
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Comparison of ANNs trained on cardiac phantom images 
In the first demonstration, three architectiires with randomly selected hidden layer 
sizes were constructed to evaluate the traming and generalization capabilities of the 
statistically tailored activation fimction ANNs with the capabilities of the standard sigmoidal 
activation function ANNs. Each architecture, using the two activation function types, were 
trained for 2,000 iterations on the 40-phantom cardiac SPECT image trainmg set. The 
mmimum RMS errors attained by each network are listed in Table I. In each case the 
statistically tailored ANN trained to a lower RMS error than its coimterpart standard 
sigmoidal ANN. An RMS error versus training epoch con^arison of the statistically tailored 
ANN and the standard sigmoidal ANN with 4,096 x 625 x 4,096 architectures is shown in 
Fig. 7. As was the case with all architectures, the standard sigmoidal ANNs initially trained 
quickly and then plateau, v\diere as the statistically tailored ANNs trained slightly slower m the 
first few hundred iterations, but then continued past the standard sigmoidal plateau, eventually 
plateau at a better RMS error. 
A more critical measure of the ANN'S reconstruction capabilities is m the trained 
ANN'S abiUty to accwately reconstruct novel images. The best RMS errors achieved by each 
trained ANN on the actual sixteen SPECT images are also listed in Table I. Here agam the 
statistically tailored ANNs significantly out-performed the standard sigmoidal ANNs. For the 
4,096 x 625 x 4,096 architecture, the statistically tailored ANN reconstructed the novel 
images with approximately 0.014 average RMS error from the expected tomographic images. 
No standard sigmoidal ANN cotild reconstruct the novel images with less than 0.024 average 
RMS error. A comparison of the generalization ability of a statistically tailored ANN and 
standard sigmoidal ANN during training is shown in Fig. 7. One of the 16 novel recall 
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Table I: Minimum RMS errors attained in 2,000 training epochs of the 40-phantom-
image training set, by the three ANN architectures using the two activation 
function types. For each architecture the neural network utilizmg statistical^ 
tailored activation functions trained to a lower RMS error than any of the 
ANNs utilizing the standard sigmoidal activation function. The hidden layer 
size for each architectiu'e was arbitrarily chosen. 
ANN Architecture Activation Function Training Set RMS Generalization RMS 
Type Error Error 
Statistically Tailored 0.018913 0.019322 
4096 X 484 x 4096 
Standard Sigmoidal 0.022367 0.026346 
Statistically Tailored 0.015015 0.014221 
4096 X 625 x 4096 
Standard Sigmoidal 0.019341 0.024379 
4096x961 4096 
Statistically Tailored 
Standard Sigmoidal 
0.016778 
0.021065 
0.018441 
0.024715 
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The RMS error in recalling the traming set reconstructions and the novel 16-
image set for the 4,096 x 625 x 4,096 architecture is shown with respect to 
traming epoch for both the statistically tailored ANN and the standard 
sigmoidal ANN. As was the case vwUi the other two architectures trained, the 
statistically tailored ANN reached a lower RMS error for both the traming set 
unages and the novel 16-unage recall set than did the standard sigmoidal 
ANN. The statistically tailored ANN also continued to reduce its RMS error 
throughout the 2,000 training iterations. 
SPECT images reconstructed by the best trained statistically tailored ANN and reconstructed 
by the best trained standard sigmoidal ANN is shown in Fig. 8. This visual con^arison of the 
ANN reconstructions clearly shows the greater accuracy of the statistically tailored ANN 
compared with that of the standard sigmoidal ANN. A difference image of the ANN 
reconstruction subtracted from the expected tomogram is also shown iu Fig. 8 for both ANN 
reconstructions. As seen in the figure, very httle visual difference between the expected nnage 
and the statistically tailored ANN reconstruction can be seen. 
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Figure 8 Each of the reconstructions are based on the same planar data. The top left 
image is the original cardiac SPECT image. The top middle image is the 
4,096 X 625 x 4,096 standard sigmoidal ANN reconstruction of the tomogram 
The top right image is difference image of the ANN reconstruction subtracted 
from the e?q)ected image. The bottom left image is the original cardiac 
SPECT image. ITie bottom middle image is the 4,096 x 625 x 4,096 
statistically tailored ANN reconstruction of the tomogram. The bottom right 
image is difference image of the ANN reconstruction subtracted from the 
expected image. Each ANN was trained on the 40-phantom-image training 
set. 
Comparison of ANNs trained on rudimentary geometric images 
The question that arises with regard to the results from the first demonstration is: are 
the networks reconstructing the actual tomogram or merely fitting a tomogram fi:om the 
training set that is highly correlated with the e>q)ected reconstruction? The rudimentary image 
set was created to answer this question. If an ANN trained on very small, sin:q)le images 
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could generalize and combine the rudimentary images to produce a complex cardiac image, 
then it would be shown that the ANN was generalizmg and not just recalling the training set. 
For this second demonstration, two architectives with randomly selected hidden layer 
sizes were constructed to evaluate the training and generalization capabilities of the 
statistically tailored activation fimction ANNs versus the standard sigmoidal activation 
fimction ANNs. The two activation function type ANNs were trained for 3,000 iterations on 
the 1353-image training set. The minimiim RMS errors attained by each network are listed in 
Table H. In both instances the statistically tailored ANN tramed to a lower RMS error than 
the same architecture standard sigmoidal ANN. An RMS error versus training epoch 
conq)arison of the statistically tailored ANN and the standard sigmoidal ANN with 4,096 x 
676 x 4,096 architectiu'es is shown in Fig. 9. 
While the training set errors did not differ greatly between the two types of 
ANNs, the RMS error for the three sets of cardiac SPECT images used to test their 
generalization capabilities was visually dramatic. The minimum RMS errors achieved by each 
trained ANN on the three sets of SPECT images are listed in Table II. The statistically 
tailored ANNs significantly out-performed the standard sigmoidal ANNs. For the 4,096 x 676 
X 4,096 architecture, the statistically tailored ANN reconstructed the novel images with less 
than 0.025 error fi-om the expected tomographic images. No standard sigmoidal ANN could 
reconstruct the novel images with less than 0.044 error. A comparison of the generalization 
ability of a statistically tailored ANN and standard sigmoidal ANN during training is shown in 
Fig. 9. The generalization ability of the networks initially follows the RMS error of the 
training set. However, after reaching the minimnm RMS error the generalization ability of 
the standard sigmoidal network decUnes with additional training because the network begins 
to memorize the training set and thus recalls training set reconstructions when presented with 
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Table D: Minimum RMS error attained by each ANN architecture trained for 3,000 
epochs on the 1,353 rudimentary image set m reconstructing the training set 
images and reconstructing the three foil sets of cardiac SPECT tomograms. 
Each statistically tailored ANN was able to reconstruct the cardiac SPECT 
tomograms with significantly less error than the same architecture standard 
sigmoidal ANN. 
ANN Architecture Activation Function Training Set RMS Generalization RMS 
Type Error Error 
4096 X 676 x 4094 
Statistically Tailored 
Standard Sigmoidal 
0.013373 
0.023498 
0.024755 
0.044263 
4096x841 4096 
Statistically Tailored 
Standard Sigmoidal 
0.019466 
0.024553 
0.029289 
0.047301 
novel planar data inputs. For the statistically tailored ANN, however, the generalization 
ability of the ANN contmues to inq)rove, even after the training RMS error plateaus. 
One of the novel recall SPECT images reconstructed by both a statistically tailored 
ANN and a standard sigmoidal ANN are shown in Fig. 10. This visual comparison of the 
ANN reconstructions clearly shows that the statistically tailored ANN has generalized the 
information in the training set and produce a cardiac reconstruction when presented with the 
cardiac images projection data. The standard sigmoidal ANNs reconstruction shows very 
little generalization. Thus, despite traming to an RMS error comparable to that of the 
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Figure 9 The RMS error in recalling the training set reconstructions and the three novel 
sets of cardiac SPECT images for the 4,096 x 676 x 4,096 architecture is 
shown with respect to training epoch for both the statistically tailored ANN 
and the standard sigmoidal ANN. As was the case with the other two 
architectures trained, the statistically tailored ANN reached a lower RMS 
error for both the training set images and the three novel sets of SPECT 
images than did the standard sigmoidal ANN. 
statistically tailored ANN, the standard sigmoidal ANN was not able to reconstruct 
tomographic images nearly as well as the statistically tailored ANN. In addition, to fiiUy 
demonstrate the generalization capabilities of the statistically tailored ANNs, a con^lex 
geometric unage was reconstruction with the 676 hidden node ANN and the resulting image is 
shovm in Fig. 11. Although there are some contrast differences, the ANN reconstructed the 
image with no peripheral noise. 
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Figure 10 Each of the reconstructions are based on the same planar data. The top 
image is the original cardiac SPECT image. Hie bottom left image is the 
4,096 X 676 x 4,096 standard sigmoidal ANN reconstruction of the 
tomogram.. The bottom right is the 4,096 x 625 x 4,096 statistically tailored 
ANN reconstruction of the same tomogram. Each network was tramed on the 
1,353 rudimentary image set for 3,000 epochs. 
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Figure 11 The coiiq)lex geometric image on the left was projected into sixty-four 64-
quadrant planes. The image on the right is the reconstruction image from 
diose projections by the 4,096 x 676 x 4,096 statistically tailored ANN. 
Except for some intensity distortions, the expected tomogram has been 
reconstructed exactly by the neural network. Note that this network was 
tramed on the 1,353 rudimentary image set, and note that this image is 
imcorrelated with any of the training set images. 
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Discussion 
The results of Tables I and 11 demonstrate that the statistically tailored neural 
networks trained better and generalized significantly better than the standard sigmoidal ANNs. 
Although the RMS error differences between the two network types appear small, these 
numbers can be misleading. The difference between the tomographic images reconstructed 
with 0.024 RMS error and 0.044 RMS error in Fig. 10 is visually significant. Likewise, the 
statistically tailored ANN novel image reconstruction in Fig. 8, is an accurate representation 
of the expected image. However, the standard sigmoidal ANN reconstruction in Fig. 8, of the 
same novel image is far less representative of the e?q)ected image, and as seen in the difference 
image, has a ghost of a training set image included in its reconstruction. 
The statistically tailored neural network approach proved to be a superior 
backpropagation training method for SPECT image reconstruction when conq)ared with the 
standard sigmoidal backpropagation method. Each statistically tailored ANN trained to a 
significantly lower RMS error than the same architecture standard sigmoidal ANN. In 
addition, all three statistically tailored ANNs achieved RMS errors lower than the best 
standard sigmoidal ANN. During training the standard sigmoidal ANNs tended to reach 
plateaus which were well above the RMS error achieved by the statistically tailored ANNs. 
Likely, the stistically biased activation fimctions alter the error surface in such a way that 
lower RMS error values were more readily attained by the ANNs. 
Likewise, the statistically tailored A(^s showed excellent generalization capabilities. 
Again, the statistically tailored ANNs reconstructed the novel image set to much lower RMS 
errors than the standard sigmoidal ANNs with the same architectures. One surprising, and 
potentially invaluable, characteristic of the statistically tailored ANNs is seen in Fig. 9. The 
figure shows that the standard sigmoidal ANN reaches a minimum generalization RMS error 
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in 1,800 training epochs, and then gradually gets worse with additional training. This is a 
common and usually expected characteristic of the backpropagation ANN. However, 
generalization RMS error for the statistically tailored ANN reached a plateau as the training 
set RMS error reached a plateau, as shown in Fig. 9. The generalization RMS error did not 
deteriorate but rather inq)roved with additional training. If this is mdeed a characteristic of the 
statistically tailored neural network, then overtraining of a network is much less likely to 
occur. Thus, the generalization RMS error need not be as closely monitored during training. 
Of the three ANN architectures trained on the 40-phantom-image set, the 62S-hidden 
node architecture proved to train and generalize better than the other architectures. As was 
demonstrated by Fig. 8, a reconstruction with 0.014 RMS error is an accurate and valuable 
image, but with 0.023 RMS error, the same image may not accivately represent the e}q)ected 
image. Similarly, the cardiac SPECT image in Fig. 10 was reconstructed by the statistically 
tailored ANN with less than 0.018 RMS difference from the expected tomogram, and is a 
good representation of the actual unage. However, the standard sigmoidal reconstruction of 
the image, with 0.044 RMS difference, is of no clinical value. Based on this result, it is 
evident that the standard sigmoidal ANN could not generalize from the rudimentary image 
traniing set, but that the statistically tailored ANN did generalize and thus, reconstruct the 
novel images accurately. The few artifacts that do exist in Fig. 10 are likely due to the fact 
that only about one-quarter section of the tomographic area was trained for reconstruction. 
Thus, thoracic cavity information outside this area corrupts the reconstructions. The accuracy 
in the reconstruction of the geometric image in Fig. 11 supports this conclusion. However, if 
one-quarter of the reconstruction area can be trained, the entire tomogram area can be trained 
and thus, the arti&cts in Fig. 10 can be corrected. 
Even with the statistically tailored ANN there is no assurance that the selected hidden 
layer size for an ANN will produce acceptable results. It is unlikely that the optimal ANN 
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architecture for image reconstruction was found with the random hidden layer size selection 
method used here. However, a dynamic node architecture (DNA) method has been developed 
and applied that guarantees finding a relative optimal architecture for a given training set. 
Whether a DNA neural network for image reconstruction can be tramed in a reasonable 
amount of time on a parallel con:q)uter remains to be determined. 
Concluding Remarks 
The objective of this study was to demonstrate that an artificial neural network with 
statistically derived activation fimctions could be tramed to reconstruct cardiac SPECT images 
given their planar projections as inputs to the network. The 40-phantom-image training set 
showed that the ANNs could produce good reconstruction of novel cardiac SPECT images. 
However, even with a much larger set of phantom images, it is unclear if an ANN would 
generalize and acciuately reconstruct novel images, or would just recall a phantom image that 
closely fits the expected tomogram. The larger, rudimentary geometric image training set 
demonstrated that the statistically taUored ANNs could generalize fi'om the simple training 
images to reconstruct more con:q)lex images, such as the cardiac SPECT image in Fig. 10, or 
like the large pattern image shown in Fig. 11. 
There are two potential limitations of reconstructing medical tomograms with a neural 
network. First, the network may not reconstruct the true tomogram, but rather produce an 
image from the training set. Secondly, the ultimate size of the training set needed to properly 
tram a network and overcome the first limitation may be reasonably large. The first limitation 
has been addressed here. As demonstrated with the rudimentary training set, the statistically 
tailored ANNs were able to reconstruct images far more coiiq)lex and completely uncorrelated 
to images in the training set. The second limitation relates primarily to how well the ANNs 
133 
can generalize. The rudimentary image training set was large, but was easily trained with the 
MasPar MP-2 parallel cotiq)uter. Perhaps the best approach to training the entire 64 x 64 area 
for reconstruction is to combine rudimentary images with medical phantom images. The 
rudimentaiy unages guarantee that the ANN will learn tomographic reconstruction, in general, 
and the phantom images promote specific in:q)rovement in the quality of medical-type 
tomograms. 
In]^rovements to the RMS error resuhs could have been obtained in several ways, 
such as reducing the 64 x 64 inputs and outputs to the actual 64 pixel diameter circular 
gamma camera field-of-view. But our goal was to show that a statistically tailored 
backpropagation neural network could accurately produce novel SPECT image 
reconstructions, and this was achieved without any of these improvements in training 
efBciency. Future work will strive to further improve the quality of ANN image 
reconstructions, and to determme if a neural network can correct for scatter and attenuation 
effects in its reconstructions. The nonlinear nature of neural networks may enable them to 
compensate accurately for nonlinear soiuces of error, such as attenuation. Ultimately, the 
speed and trainability of neural networks for image reconstruction may prove them to be 
valuable tools for clinical appUcations. 
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GENERAL CONCLUSIONS 
The primary objective of the research has been to show that an artificial nem'al 
network (ANN) could be tramed to reconstruct medical tomographic images fi'om the one-
dimensional planar projections of the images. Paper I demonstrates that a trained ANN could 
mterp olate fi'om half the tomographic slices of a fiill set of tomograms to accurately 
reconstruct the tomographic slices not used to train the ANN. It was also shown that an 
ANN trained on a small set of simulated SPECT images could produce good reconstructs of 
novel SPECT images. However, it was unclear if the ANN was truly reconstructing the 
SPECT images or was producing the nearest-fit SPECT image fi'om the training set. 
A major question concerning the results in Paper 1 exists. Is an ANN trained on a 
large set of SPECT images able to generalize its knowledge and reconstruct a novel image 
properly, or will it merely recall an image fi^om the trainmg set that best approximated a novel 
image? Paper IV answered this question by traming ANNs on rudimentary geometric images. 
By bemg able to generalize from the rudimentary images and reconstruct SPECT images, the 
ANNs demonstrated that they do have the ability to generalize the niformation in the training 
set, provided that the training set is sufiBciently large. Thus, the primary research objective 
was achieved with the results m Paper IV. 
An additional research objective was to inclement the ANNs on the MasPar MP-2, a 
massively parallel con:q)uter. The size of the networks required for reconstructing 64 x 64 
images made it impractical to train the ANNs on a serial conq)uter. In Paper II, the 
inq)lementation of a three-layer ANN on the parallel array is described. Training 
improvements of 70 to 140 times over the serial ANN m^lementation on a DEC 5000 were 
achieved for the architectwes trained. The two-orders of magnitude inq)rovement in training 
was very iiiq}ortant since the networks m Paper IV required over 200 hours of training on the 
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MP-2. This means that the same ANNs would have required three or more years to tram on 
the DEC 5000. 
It was also a main objective of the research to develop a unique neural network 
training methodology that would utilize the statistical information of the training set data. In 
Paper Dl, a modified backpropagation training algorithm was presented and demonstrated. 
The statistically tailored activation fimctions, used with backpropagation training, showed that 
the activation functions could bias the ANN to train and generalize better on the most 
frequently occurring outputs. An evolution parameter was introduced that transforms the 
activation fimctions from a single sigmoid form to their final statistically tailored form during 
training This additional parameter greatly improves the convergence rate of statistically 
tailored ANNs. While the training set RMS error was not greatly in^roved with the modified 
trainmg algorithm, the generalization capabilities of trained ANNs were significantly better 
than those of the standard backpropagation ANNs. A drawback of standard backpropagation 
ANNs is that the generaUzation capabilities of an ANN tend to deteriorate after the traming 
RMS error plateaus. In Paper EQ, it was shown that the statistically tailored ANN 
generalization capabilities closely followed the training set RMS error. Thus, the 
generalization RMS error stabilized as the training set RMS error stabilized. This is a valuable 
characteristic for an ANN to have smce the ultimate assessment of a trained ANN's worth is 
based on how it performs on data not used to tram the network. 
Based on the results in Paper FV, an ANN with evolving statistically tailored activation 
functions can be trained for tomographic image reconstruction from projections. The next 
step in attaining a clinically reliable ANN for cardiovascular SPECT is to combine the 
rudimentary image training set with a large set of either actual or simulated cardiac SPECT 
tomograms. The rudimentary images assure that the network is properly reconstructing the 
geometries of a cardiac image, and the actual SPECT images proved the ANN with examples 
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of how the rudimentary images are combmed. Thus, it is possible that a training set of 
reasonable size can be created that will produce an ANN wUch can quickly generate accurate 
reconstructions of medical tomograms. 
There are two potential advantages for pursuing a clinically viable SPECT 
reconstruction ANN. The first advantage is that a trained ANN can reconstruct images very 
quickly, even on a PC-based system This would allow the clinician to get a quick look at the 
images and to make an immediate diagnostic evaluation, if necessary. Secondly, the nonlinear 
modeling characteristics of neural networks make them weU suited for correcting 
reconstructions for image degradation due to tissue attenuation of the radiotracer source. 
This would be valuable in cardiac SPECT images since no attenuation correction is typically 
attenq)ted, due to the nonlmear characteristics of the thoracic cavity. Given these potential 
advantages over existing processing techniques and the results presented here, ANNs may yet 
prove to be valuable diagnostic tools in many areas of medical imaging. 
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APPENDIX I 
PARALLEL BACKPROGATION ANN WITH STATISTICALLY 
TAILORED ACTIVATION FUNCTIONS - MPL CODE 
146 
Program Description 
The followmg MPL language program sunulates a multilayer neural network with the 
backpropagation training algorithm modified to use statistically tailored activation fimctions. 
The activation fimctions are tailored for the SPECT image data sets described in Papers I and 
rV. A description of the inq)lementation method is given in Paper U. 
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#include <stdio.h> 
#include <stdlib.li> 
^include <math.h> 
#include <n:q)l.h> 
#define MAX_LAYERS 3 
#define MAX_ARRAY 64 
#define MAX_HIDDEN 45 
#define NAME_SIZE 12 
#define TRAIN_SIZE 300 
int init_system(); 
int net_data(); 
void weiglit_set(); 
void fwd_prop(); 
void bckjpropO; 
float errorO; 
void leam_rate(); 
void prog_int(); 
void save_net(); 
void recall_wgts(); 
int test_net(); 
void set trainingO; 
int test_bool(); 
int i, j, k, cntr, cum, frst, innnmj dat_num, layers, iter, hdn size; 
int tot iter, itemum, bool, sv, ext, ter, ore, itcnt, cmb, in; 
int lyr[MAX_LAYERS], md[2]; 
float ert, errsum, errval, errmin, gn, lnrt2, of^, min rms, tot; 
double sqrt(); 
char fiiame[NAME_SIZE], wgtfile[NAME_SIZE], parfile[NAME_SIZE]; 
char tname[NAME_SIZE], sname[NAME_SIZE]; 
plural float in_data[TRAIN_SIZE]; 
plural float out_data[TRAIN_SIZE]; 
plural float inp val; 
plural float inp_wgt[MAX_ARRAY][MAX_ARRAY]; 
plural float hdn_val[MAX_HIDDEN][MAX_HIDDEN]; 
plural float hdn_wgt[MAX_HIDDEN][MAX_Hn)DEN]; 
plural float out val; 
plural float hdn sum; 
plural float hdn out; 
plural float out_sxmi; 
plural float diff; 
plural float Inrt; 
plural float dfiot; 
plural float dflst; 
plural int cntosc; 
plural mt cntsm; 
plural float adj sum; 
plural float tmp sum; 
FILE *np; 
FILE*tp; 
FILE *sp; 
FILE *pp; 
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/* Main Program 
main() 
{ 
ext = init_system(); 
\\Wle(ext){ 
prog_int(); 
while (test_bool()){ 
for (k = 0; k < iter; k-H-){ 
errsum = 0.0; 
for (i = 0; i < datnmn; i-H-){ 
md[i] = 0; 
} 
for (in = 0; in < dat nimi; in++){ 
cmb = 1; 
^^Me (cmb){ 
innmn = (intX(((float)rand())/32767.0) 
*(floatXdat_nmn+1)); 
if ((innum < dat_mmi) & (md[innum] = 
cmb = 0; 
md[innum] = 1; 
} 
} 
innimi = in; 
fwdjpropO; 
bck_prop(); 
for (i = 0; i < lyr[2]; ++i) 
for(j = 0;j<lyr[2];-H-j){ 
} 
hirt = hirt2; 
leam_rate(); 
} 
} 
} 
ert = proc[j][i].diflF; 
errsum += ert * ert; 
150 
I* This iunction reads ANN data fiOlename &om keyboard *! 
int init_system() 
{ 
int c, i; 
gn=1.0; 
ofst = 0.0; 
errmin = 1.0; 
Imt = 0.02; 
Inrt2 = 0.1; 
cntr = 3; 
frst =1; 
cntosc = 0; 
cntsm = 0; 
dftot = 0.0; 
errval = 0.0; 
cum = 1; 
printf("\n\n\n\n\n\n\n\n\ii\n\ii\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n"); 
printf(" BACK-PROPAGATION ARTIFICIAL NEURAL 
NETWORK\ii"); 
prints:" WITH STATISTICALLY TAILORED ACTIVATION 
FUNCTIONS\n\n"); 
printi("\n Input data filename :"); 
scan^"%s", fiiame); 
if (net_data()){ 
printfl:"\n Enter weight filename -> "); 
scanfl["%s", wgtfile); 
if ((np = fopen(wgtfile, "r")) == NULL) 
weight_set(); 
else { 
recall_wgts(); 
fclose(np); 
} 
printfl:"\n Enter statistics filename:"); 
scanf("%s", sname); 
print^"\n Enter termination filename ; "); 
scanfl;"%s", tname); 
sp = fopen(sname, "w"); 
:^rint^sp," Iterations Present RMS Error Minimum RMS 
Error\n\n"); 
fclose(sp); 
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return 1; 
} 
else 
return 0; 
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I* This function reads in network size and data from "name[12]". *! 
int net_data() 
{ 
FILE»4); 
into, i,j,k; 
int intnqj; 
short dat[64], dat2[l]; 
if ((Q) = fopen(&ame, "r")) = NULL){ 
printfl["Input File Not Found\n\f'); 
return 0; 
} 
else{ 
printfl;"\n\nEnter the number of layers in the neural network -> "); 
scanfl["%d", &layers); 
for (i = 0; i < layers; ++i){ 
printf(" Enter square root of the # nodes in layer%3d ",i+1); 
scani("%d", &lyr[i]); 
hdn_size = lyr[l]; 
fi'ead(dat2,2,l,Q)); 
datnum = dat2[0]; 
printfl;"%4d\n", dat_num); 
for (i = 0; i < dat_num; i-H-){ 
for (j = 0; j < lyr[0]; 
&ead(dat,2,64,^); 
for (k = 0; k < lyr[0]; k-H-) 
proc[k][j].m_data[i] = ((float)dat[k])/2652.0; 
} 
for (j = 0; j < lyr[2]; 
fi'ead(dat,2,64,^); 
for (k = 0; k < lyr[2]; k++){ 
proc[k][j].out_data[i] = ((float)dat[k])/318.75 + 0.1; 
} 
} 
} 
return 1; 
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/* This function generates random weight values in "inp_wgt" and "hdn_wgt" */ 
void weight_set() 
{ 
jnti,j; 
plural double seed; 
seed = 37591.0 - iproc; 
if ((ixproc < hdn size) & (iyproc < hdn size)) 
for (i = 0; i < lyr[0];++i) 
for (j = 0; j < lyr[0]; 
seed = ^_finod((seed*7141+54773), 259200.0); 
inp_wgt[i][j] = (seed/259200.0 - 0.5) * 2.0; 
} 
seed = 43276.0 + iproc; 
if ((i?q)roc < lyr[2]) & (iyproc < lyr[2])) 
for (i = 0; i < hdnsize;++i) 
for (j = 0; j < hdn size; ++j){ 
seed = ^_finod((seed*7141+54773). 259200.0); 
hdn_wgt[i][j] = (seed/259200.0 - 0.5) * 2.0; 
} 
) 
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I* This function propagates all data through the network *! 
void fwd_prop() 
{ 
inti,j,k,l,m; 
hdn_sum = 0.0; 
out_sum = 0.0; 
if ((ixproc < hdnsize) & (iyproc < hdnsize)) { 
for (i = 0; i < lyr[0];-H-i) 
for (j = 0; j < lyr[0]; 
inp_val = proc[j][i].in_data[innum]; 
h^ sum += inp_wgt[j][i] * inp val; 
} 
hdn_val[iyproc][ixproc] = (((^_atan(14.0*gn*(hdn_sum+3.077))) + 
(i5'_8tan( 13.0*gn*(hdn_sum+2.62)))*0.38 + 
(:$_atan( 1. 7*gn*(hdn_sum+1.76)))*0.55) 
/3.14159 + 0.965)/1.96; 
} 
for (k = 0; k < hdnsize;-H-k) 
if (ixproc == k) 
xnetcEPyr [2]-1 ] .hdn_val[iyproc] [k] 
= hdn_val[iyproc3[k]; 
for (1 = 0; 1 < hdn_sire; ++1) 
if(iyproc = l) 
for (m = 0; m < hdn_size; -H-m) 
xnetcSPyr[2]-l].hdn_val[l][m] 
= hdn_val[l][m]; 
if ((ixproc < lyr[2]) & (iyproc < lyr[2])) 
for (i = 0; i < hdnsize; -H-i) 
for (j = 0; j < hdn size;-H-j) 
out sum += hdn_wgt|j][i] * hdn_val[j][i]; 
outval = ((^_atan(gn*out_sum + ofk))/3.1415926 + 0.5); 
) 
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/* This function back-propagates the error correction through the network */ 
void bck_prop() 
{ 
inti,j; 
plwal int xniun, ynum; 
plural float hdn adj; 
adj_sum = 0.0; 
xnum = ixproc; 
ynum = iyproc; 
if (k == iter-1) 
diflf = out_data[innum] - out val; 
dflot+= diflP^difif; 
for(i = 0;i<lyr[2];++i){ 
for (j = 0; j < lyr[2]; 
if ((xnum < hdn size) & (ynum < hdn size)) 
adjsum+= diff* hdn_wgt[xnum][ynum]; 
xnetE[l].xnimi = xnum; 
xnetE[l].adj_sum = adj_sum; 
} 
xnetS[l].ymun = ymun; 
xnetS[l].adj_sum = adj_sum; 
} 
for (i = 0; i < hdn_size; ++i) 
for (j = 0; j < hdn size;++j) 
hdn_wgtlj][i] += diff* hirt * hdn_vallj][i] 
* (1.0/(1.0 + out val * out val)); 
if ((ixproc < hdn size) & (iyproc < hdn_size)){ 
hdn_adj = hirt2 * adj_sum * 
(0.58/(1.0 + 2.89*(hdn_val[ixproc][iyproc] + 1.76) 
*(hdn_val[ixproc] [iyproc] + 1.76)) + 
0.38/(1.0 + 33.64*(hdn_val[ixproc][iyproc] + 2.587) 
*(hdn_val[ixproc] [iyproc] + 2.587)) + 
1.0/(1.0 + 196.0*(hdn_val[ixproc][iyproc] + 3.077) 
*(hdn_val[ixproc] [iyproc] + 3.077))); 
for (i = 0; i < lyr[0]; ++i) 
for (j = 0; j < lyr[0];++j){ 
inpval = proc[j][i].in_data[innum]; 
inp_wgt[j][i] += hdn adj * mp val; 
} 
} 
} 
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I* This function adjusts the dynamic parallel learning rate variables 
void leam_rate() 
{ 
printfl^"%12.6f %12.6f\n", proc[43][22].dflot, proc[43][22].dflst); 
if (dflot > dflst){ 
cntsm+= 1; 
cntosc = 0; 
} 
else{ 
cntosc +=1; 
cntsm = 0; 
} 
if ((cntosc > cntr)) 
Inrt-= 0.0005; 
if ((cntsm > cntr/2)) 
Inrt += 0.1 *dflot; 
if (tart > 0.1) 
Inrt = 0.05; 
if(hirt < 0.01) 
tart = 0.015; 
if ((tart < 0.02) & (dflot > 0.4)) 
tart = 0.2; 
if ((tart > 0.08) & (dflot < 0.003)) 
tart = 0.01; 
dflst = dflot; 
dflot = 0.0; 
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I* This function determines if training will continue *! 
int test_bool() 
{ 
int chck; 
if(crc){ 
chck= 1; 
if ((tp = fopen(tname, V)) = NULL) 
chck =1; 
else { 
fscanfl;tp,"%4d", &chck); 
fclose(tp); 
) 
if (frst = 0){ 
if ((error() < mm rms) | (itemum >= tot_iter) | (chck != 1)){ 
if (ter) 
ext = 0; 
if(sv== 1) 
save_net(); 
return 0; 
} 
} 
else { 
frst = 0; 
return 1; 
} 
} 
else ( 
crc = 1; 
printf("fuck"); 
return 0; 
) 
) 
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I* This function calculates the cost function of the network 
float error() 
{ 
itcnt = iter * cum; 
cum+= 1; 
itemum+=l; 
tot = sqrt((1.0/(dat_num*lyr[2]*lyr[2]))*(errsum)); 
if (tot < emnin) 
erTmin = tot; 
errsum = 0.0; 
sp = fopen(sname,"a"); 
^rintf(sp, " %5d %9.6f %9.6f\n", itcnt, tot, errmin); 
fclose(sp); 
prmtf(" %5d %9.6f %9.6f\n\n", itcnt, tot, errmin); 
retiun tot; 
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I* This function checks for a program interrupt 
void prog_int() 
{ 
charj; 
crc = 0; 
frst = 1; 
itemum =0; 
printfl["\n 1) Save weights and continueW); 
printfl["2) Save weights and End sessionW); 
printf("3) End session\n"); 
printf(" 4) Run untrained data through network\n"); 
printf("5) Set ANN Training parameters\n"); 
printf(" Enter selection -> "); 
while ((j = getchar()) — V); 
switch(j){ 
case'r: save netQ; 
break; 
case '2': save_net(); 
ext = 0; 
break; 
case '3': ext = 0; 
break; 
case '4': test_net(); 
break; 
case '5': set_training(); 
crc = 1; 
break; 
} 
) 
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/* This fimction saves the weights to NET.WGT */ 
void save_net() { 
inti,j,k,l; 
float datval[MAX_ARRAY]; 
FILE*^; 
^ = fopen(wgtfile, "w"); 
f\vrite(lyr,4,layers,^); 
for (i =0; i < lyr[l]; -H-i) 
for (j = 0; j < lyr[l];-H-j) 
for (k = 0; k < ^[0]; -H-k){ 
for(l = 0;l<lyr[0];-H-l) 
datvaip] = proc|j][i].inp_wgtP]Pc]; 
fwrite(datval,4,lyr[0],^); 
} 
for (i = 0; i < lyr[2];-H-i) 
for (j = 0; j < lyr[2];-Hj) 
for (k = 0; k < lyr[l];-H-k){ 
for(l = 0;l<lyr[l];-H-l) 
datvaip] = proc[j][i].hdn_wgt[k][l]; 
fVvrite(datval,4,lyr[l], ^); 
} 
print^"\n Weights saved in file %s \n", wgtfile); 
fclose(fy); 
pp = fopen(parfile, "w"); 
j5)rintf(pp,"%f\t%f\t%fji",gn,hirt2,ofst); 
fclose(pp); 
} 
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/* This function retrieves weights from a specified file */ 
void recall_wgts() 
{ 
inti,j,k,l; 
mt tnq)_lyr[MAX_LAYERS]; 
floatwtv[64]; 
fread(tmp_lyr,4,layers,np); 
for (i = 0; i < tmp_lyr[l]; ++i) 
for (j = 0;j < tmpjyrfl];-H-j) 
for (k = 0; k < tnq)_lyr[0];++k){ 
fread(wtv,4,tnq)_lyr[0],np); 
for (1 = 0; 1< tmp_lyr[0]; -H-l){ 
procD][i].inp_wgt[l][k] = wtv[l]; 
} 
} 
for (i = 0; i < lyr[2]; ++i) 
for (j = 0; j < lyr[2];-H-j) 
for(k = 0;k<lyr[l];-H-k){ 
fread(wtv,4,tnn) lyr[l],np); 
for(l = 0;l<tmp_lyr[l];++l) 
proc[j][i].hdn_wgtPc][l] = wtv[l]; 
} 
fclose(np); 
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I* This fimction runs non-trainmg data through the neural network *! 
int test_net() 
{ 
int i, j, numb, inval; 
float costsum, est; 
char netfile[NAME_SIZE], annfile[NAME_SIZE]; 
plural float tst_in; 
plural float tst out; 
FILE*^; 
FELE •ap; 
print^" Enter file name of untrained data -> "); 
scanf("%s", netfile); 
if ((fp = fopen(netfile, V')) = NULL){ 
printfl^"\n Input file Not Found^"); 
return 0; 
} 
printf(" Enter filename for network output:"); 
scanf("%s", annfile); 
ap = fopen(annfiile, "w"); 
fscan^^, "%d\n", &numb); 
if ((i^qproc < lyr[2]) & (iyproc < lyr[2])){ 
t s t i n  =  m _ d a t a [ 0 ] ;  
t s t o u t  =  o u t _ d a t a [ 0 ] ;  
} 
for (i = 0; i < lyr[0]; -H-i) 
for(j = 0;j<lyr[0];-H-j){ 
fscanfl;^, "%d\t", &mval); 
proc[j][i].m_data[0] = ((float)inval)/2652.0; 
} 
for (i = 0; i < lyr[2]; -H-i) 
for(j = 0;j<lyr[2];-H-j){ 
fscanf(^, "%d\t", &inval); 
proc[j][i].out_data[0] = ((float)mval)/318.75 -i- 0.1; 
} 
for (innum = 0; innnm < numb; -H-innum){ 
costsum = 0.0; 
est = 0.0; 
fwd_prop(); 
for (i = 0; i < lyr[2];-H-i) 
for (j = 0; j < lyr[2]; 
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^rint^ap, proc[j][i].out_val); 
diflf= out_data[0] - out_val; 
costsum = procD][i].diflf; 
est += costsum * costsum; 
} 
est = sqrt(( 1.0/(numb*Iyr[2]*lyr[2]))*(cst)); 
printfl^" RMS error = %9.6f\ii", est); 
} 
if ((ixproc < lyr[2]) & (iyproc < lyr[2])){ 
in_data[0] = tstin; 
out_data[0] = tstout; 
) 
return 1; 
} 
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/» This function allows the user to set ANN parameter values 
void settrainmgO 
{ 
prmtf("\n Enter ANN parameter filename -> "); 
scani("%s", parfile); 
if ((pp = fopen(parffle, "r")) = NULL){ 
printflj"\n Enter the gain term value:"); 
scan^"%f', &gQ); 
printfll" Enter the learning rate value :"); 
scan:fl["%f', &lnrt2); 
printf(" Enter the adjustment rate of dynamic learning : "); 
scanfl["%d", &cntr); 
print£(" Enter the node ofi&et value;"); 
scanfl["%f', &ofst); 
} 
else 
£scanfl^p,"%f\t%f\t%f\n", &gn, &]mt, &ofst); 
fclose(pp); 
print^" Enter the training iteration cycle length : "); 
scanf("%d", &iter); 
printf(" Enter the total number of cycles to be executed : "); 
scanfl;"%d", &tot_iter); 
printi(" Enter minimiini RMS error value to hah training;"); 
scanfl;"%f', &min_rms); 
printf[" Enter (1) to Save weights (2) to not Save weights:"); 
scanf("%d", &sv); 
print£(" Enter (1) to termmate program at end of session (0) otherwise 
scanfl;"%d", &ter); 
} 
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APPENDIX n 
SERIAL BACKPROGATION ANN WITH STATISTICALLY 
TAILORED ACTIVATION FUNCTIONS - C CODE 
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Program Description 
Hie following C language program simulates a multilayer neiual network with a 
backpropagation training algorithm. The activation functions are tailored for the XOR with 
added noise problem described in Paper m. 
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/* Program declarations */ 
#include <stdio.li> 
#include <math.h> 
#define MAX_LAYERS 3 
#define MAX_INPUT 10 
#defineMAX_OUTPUT 10 
#define MAX_DATA 410 
#defineNAME_SIZE 12 
int init_system(); 
int net_data(); 
void weiglit_set(); 
void fwd_prop(); 
void bck_prop(); 
float error(); 
void prog_int(); 
void save_net(); 
void recall_wgts(); 
int test_net(); 
void set_training(); 
int test_bool(); 
int im, jm, km, cnt, cum, innum, dat_num, layers, iter, tot_iter, itemiun; 
int bool, sv, chk, ext, ter, frst, cmp, vl; 
int lyr[MAX_LAYERS]; 
int md[MAX_DATA]; 
char fiiame[NAME_SIZE], wgtfile[NAME_SIZE], parfile[NAME_SIZE]; 
char sname[NAME_SIZE], cname[NAME_SIZE]; 
float m_data[MAX_DATA][MAX_INPUT]; 
float wt_val[MAX_LAYERS][MAX_INPUT][MAX_OUTPUT]; 
float old_wt[MAX_LAYERS][MAX_INPUT][MAX_OUTPUT]; 
float tmp_wt[MAX_LAYERS][MAX_INPUT][MAX_OUTPUT]; 
float sn[MAX_LAYERS][MAX_INPUT][MAX_OUTPUT]; 
float dn[MAX_IAYERS]|MAX_INPUT][MAX_OUTPUT]; 
float hi[MAX_IAYERS]|MAX_INPUT][MAX_OUTPUT]; 
float net[MAX_INPUT][MAX_INPUT]; 
float tmp_net[MAX_ff>IPUT][MAX_INPUT]; 
float d[MAX_OUTPUT]; 
float gn, hut, ofst, alpha, errsum, errval, errmin, min rms, drf  ^mor; 
double sqrt(); 
double expO; 
double finod(); 
FILE •pp; 
FILE *np; 
FILE *sp; 
FILE *cp; 
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/* Main program */ 
mainO 
{ 
ext = init_system(); 
sraiid(dat_nimi); 
while (ext){ 
frst =1; 
prog_int(); 
while (test_bool()){ 
errsum = 0.0; 
for (km = 0; km < iter; km-H-){ 
for (im = 0; im < dat nun; im-H-) 
md[im] = 0; 
for (jm = 0; jm < dat num; jm-H-){ 
cnq) = 1; 
while (cnq))! 
innmn = (intX((floatXrand())/32767.0) 
*((float)dat_num)); 
if ((innum < dat_mun) && (md[innum] == 0)) { 
cnq) = 0; 
md[innum] = 1; 
} 
) 
fwdjropO; 
bckjpropO; 
for (im = 0; im < lyr[layers-l];++im) 
errsum+= d[im] • d[im]; 
} 
error(); 
} 
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/* This function reads ANN data filename fi-om keyboard */ 
int init_system() 
int c, i; 
iter =10; 
errmin = 1.0; 
errval = 0.0; 
cum= 1; 
cnt = 0; 
bool = 1; 
ter = 0; 
sv = 1; 
gDL= 1.0; 
lnrt = 0.7; 
ofet = 0.0; 
alpha = 0.1; 
mor = 0.0; 
niin_mis = 0.001; 
tot_iter = 10000; 
printfl;"\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n"); 
printf(" BACK-PROPAGATION ARTIFICIAL NEURAL NETWORK\n"); 
prmtf(" WITH STATISTICALLY TAILORED ACTIVATION FUNCTIONS\n"); 
printf("\n Input data filename : "); 
scanfl^ "%s",fiiame); 
if (net_data()){ 
printfl;"\n Enter weight filename -> "); 
scanfl;"%s", wgtfile); 
if ((np = fopen(wgtfile, "r")) = NULL) 
weight_set(); 
else 
recall_wgts(); 
printf("\n Enter statistics filename -> "); 
scanf("%s", sname); 
print^"\n Enter termination filename -> "); 
scanfl^ "%s", cname); 
sp = fopen(sname, "a"); 
^rint^sp, " Iterations Present RMS Minimum RMS"); 
return 1; 
} 
else 
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return 0; 
} 
/* This function reads in network size and data from "name[12]". */ 
int net_data() 
{ 
FILE*^; 
into, i,j,tst; 
if ((fp = fopen(&ame, "r")) == NULL){ 
printfl;"Input File Not Found\n\f'); 
return 0; 
} 
printf("\n\nEnter the number of layers in the neural network -> "); 
scanf("%d", &layers); 
for (i = 0; i < layers; ++i){ 
printfl^ " Input the number of nodes in layer%3d i+1); 
scanfl;"%d", &lyr[i]); 
} 
fscan^fy,"%3d\n", &dat_nimi); 
for (i = 0; i < dat_nimi; -H-i){ 
for (j = 0; j < (lyr[0] + lyr[layers-l]);-H-j) 
fscan^^,"%f\t", &in_data[i][j]); 
fscanf(fy, "\n"); 
} 
return 1; 
} 
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/* This fiinction generates random weight values in "wt_val" •/ 
void weight_set() 
{ 
float wgt; 
inti,j,k; 
double seed; 
seed = 37591.0; 
for (i=0; i<layers-1; -H-i) 
for (j = 0; j < lyr[i+l];-H-j) 
for (k = 0; k < lyrp]; ++k){ 
seed = finod((seed*7141+54773), 259200.0); 
wt_val[i][k]D] = seed/259200.0 - 0.5; 
old_wt[i][k]D] = 0.0; 
} 
} 
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I* This fimction propagates all data through the network */ 
void fwd_prop() 
{ 
intj, k,l,m; 
for(j = 0;j<lyr[0];++j) 
net[0]|j] = in_data[mnum][j]; 
for (k = 1; k < layers;++k) 
for(l = 0;l<lyr[k];++l){ 
tnq)_net[k][l] = 0.0; 
for (m = 0; m < lyrPt-1]; 
tmp_net[k][l] += netpc-l][m]*wt_val[k-l][m]ll]; 
} 
if(k=l){ 
net[k][l] = atan(tiiq)_netp£][l])/3.1415926+0.5; 
} 
else 
net[k][l] = (((atan(gn*(tnq)_net[k]ll]+mor)) 
+ atan(gn*(tiDp_net[k][l]-mor))) 
/(2.0*3.1415926))+0.5); 
} 
if (km —iter-1) 
printf(" %4d %10.6f %10.6f\n", hinum, net[2][0], 
in_data[innum][lyr[0]+lyr[2]-l]); 
} 
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/* This fiinction back-propagates the error correction through the network */ 
void bck_prop() 
{ 
inti,j,k; 
float sum, adj, tmp wt; 
for (j = 0; j < lyrPayers-1]; 
d[j] = in_data[innum]lj+lyr[0]] - net[layers-l]Ij]; 
for (k = 0; k < lyT[layers-2]; -H-k){ 
adj = (1.0/(1.0+(tnq)_net[layers-l][j]+mor) 
*(tnq)_net[layers-l][i]+mor)) 
+ 1.0/(1.0+(tnq)_net|layers-l]D]-nior) 
*(tnq)_net [layers-1 ] Ij]-mor))); 
tnq)_wt = wt_val[layers-2][k][j]; 
wt_val[layers-2] [k] [j] 
+= d[j] * net[layer&-2]Pc] * hirt * adj 
+ alpha * (tn:q)_wt - old_wt[layers-2][k]Ij]); 
old_wt[layers-2]P£]|j] = tnip_wt; 
} 
} 
for (i = layers-2; i > 0; ~i) 
for (j = 0; j < lyr[i];-H-j){ 
sum = 0.0; 
for (k = 0; k < lyrPayers-1]; -H-k) 
sum += d[k] * old_wt[i][j][k]; 
adj= 1.0/(1.0+(tmp_net[i][j]*tnq)_net[i]D])); 
for (k = 0; k < lyr[i-l];-H-k)! 
tnq)_wt = wt_val[i-1 ] [k] [j]; 
wt_val[i-l][k]|j] += adj * sum * net[i-l][k] • Inrt 
+ alpha * (tn:q)_wt - old_wt[i-l]Pc][j]); 
old_wt[i- l][k][j] = tmpwt; 
} 
} 
} 
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/* This fiinction calculates the cost function of the network */ 
float error() 
{ 
intitcnt; 
float tot; 
itcnt +=1; 
tot = (1.0/(dat_num*lyr[layers-l]))*sqrt(errsum); 
if (tot < errmin) 
errmin = tot; 
if(km = iter-1) 
printfl^ "%5d,%9.6^%9.6f\n", cum, tot, errmin); 
cum+= 1; 
errsum = 0.0; 
return tot; 
} 
176 
I* This function determines if training will continue *! 
int test_bool() 
{ 
int check; 
itemum+= 1; 
if(ter=l){ 
save_net(); 
ter = 0; 
) 
if(!frst){ 
if ((itemiun > tot iter) || (errmm < min rms) || (ext == 0)) 
retum 0; 
else 
return 1; 
} 
else( 
frst = 0; 
retum 1; 
} 
} 
177 
/* This function checks for a program mtemipt */ 
void prog_int() 
{ 
charj; 
print^"\n 1) Save weights and contmue\n"); 
printf(" 2) Save weights and End Session\n"); 
printf(" 3) End Session\n"); 
printf(" 4) Run untrained data through networkW"); 
printfl^ " 5) Set ANN Trafaiing Parameters\n"); 
printf(" Enter selection -> "); 
w^e ((j = getchar()) = '\n'); 
switch(j){ 
case'r : save_net(); 
ter = 1; 
break; 
case '2': save_net(); 
ter= 1; 
ext = 0; 
break; 
case '3': ext = 0; 
break; 
case '4': test_net(); 
break; 
case '5': set_training(); 
break; 
} 
} 
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/* This fimction allows the user to set ANN parameter values */ 
void set_training() 
{ 
itemiun = 0; 
printf("\n Enter ANN parameter filename -> "); 
scanfl["%s", parfile); 
if ((pp = fopen(parjBle,"r")) == NULL){ 
print^"\n Enter the gam term value : "); 
scanfl["%f&gn); 
print^"\n Enter the learning rate value :"); 
scanfl;"%f&fairt); 
print^"\n Enter the node offset value : "); 
scanfl^ "%f&ofst); 
} 
else 
fscanfl[pp, "%f\t%f\t%£\n", &gn, &]nrt, &ofst); 
fclose(pp); 
printf(" Enter the training iteration cycle length ; "); 
scanf("%d",&iter); 
printfi[" Enter the total number of cycles to be executed : "); 
scanfl["%d",&tot_iter); 
printf(" Enter the minimum RMS error value to halt trainmg : 
scanf("%f',&min_nns); 
printf(" Enter the morph value :"); 
scan^"%f',&mor); 
printf(" Enter (1) to save weights (2) to not save weights : ") 
scanf("%d",&ter); 
print^" Enter (0) to terminate program (1) otherwise : "); 
scanf("%d",&ext); 
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/* This function saves the weights to NET.WGT */ 
void save netO 
{ 
FILE*i5); 
inti,j, k; 
 ^= fopen(wgtfile, "w"); 
^rint^ ,^ "%3d\t", layers); 
for (i = 0; i < layers; ++ i) 
^rint i^^ , "%3d\t", lyr[i]); 
fyrintfl^ ,^ "\n"); 
for (i =0; i < layers-1; -H-i) 
for (j = 0; j < lyr[i+l];++j){ 
for (k = 0; k < lyr[i]; -H-k) 
^rint^ ,^ "%9.6f\t", wt_val[i][k](j]); 
^rmtf(fp, "\n"); 
} 
printf("\n Weights saved in file %s", wgtfile); 
printf("\n"); 
} 
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/* This function retrieves weights from a specified fiile */ 
void recall_wgts() 
{ 
mt i, j, k, tnq)_layers; 
int tiiq)_lyr|MAX_LAYERS]; 
fscanf(np, "%d\t", &tnq)_layers); 
for (i = 0; i < tnq)_layers; -H-i){ 
fscani(np, "%d\t", &tn(q)_lyr[i]); 
printf("%6d\n", tmplyrp]);} 
fscanf(np, "\n"); 
for (i = 0; i < tttq)_layers-l; -H-i) 
for (j = 0; j < tnq)_lyr[i+l]; 
for (k = 0; k < tnqilyrp]; ++k) 
fscan^np, "%f\t", &wt_val[i]pc][j]); 
fscani(np, "\n"); 
} 
} 
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/* This fimction runs non-training data through the neural network */ 
mt test_net() 
{ 
int i, j, numb; 
float costsum; 
char netfile[NAME_SIZE]; 
FILE*^; 
printf(" Enter file name of imtrained data ->"); 
scanfl^ "%s", netfile); 
if ((  ^= fopen(net^e, "r")) = NIJLL){ 
printflj"\n Input file Not Found^"); 
return 0; 
} 
fscanfl^ ,^ "%d\n", &numb); 
for (i = 0; i < numb; -H-i){ 
for (j = 0; j < (lyr[0] + lyr[layers-l]);++j) 
fscanfl[i5), "%f\t", &in_data[i][j]); 
fscan i^^ , "\n"); } 
for (innum = 0; innum < numb; -H-innum){ 
cnt = 101; 
costsum = 0.0; 
fwd_prop(); 
for 0 = 0; j < lyr[layers-l]; ++j) 
costsum += 
in_data[innum][j+lyr[0]] - net(layers-l][j]; 
printfl^ " EHfierence = %9.6f\n", costsum); 
} 
return 1; 
} 
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APPENDIX m 
MONTE CARLO SIMULATION OF TOMOGRAPfflC 
IMAGE PROJECTION DATA - C CODE 
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Program Description 
The following C language program was written to calculate sixty-four 64-quadrant 
planar projections of64 x 64 images equally spaced over 180° about the images. Each hne 
projection is calculated by a Monte Carlo estimation method. The quality of the projections is 
dependent on a user-defined number of Monte Carlo saioples taken over each pixel of the 64 x 
64 image. For all simulated images used in the research described ia this dissertation, 400 
random sanq)les per pixel were used to calculate the projection data. Consequently, all image 
projections had less than 1% error in them. 
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/* Program declarations 
i^nclude <stdio.h> 
#include <graph.h> 
#mclude <conio.h> 
#include <math.h> 
#mclude <stdlib.h> 
#mclude <malloc.h> 
#define RED OxOOOOOOSfL 
#define GRN OxOOOOSFOOL 
#define BLU OxOOSFOOOOL 
#define WHT 0x003F3F3FL 
int alloc_mem(); 
int get_info(); 
void config paletteQ; 
void config_display(); 
void calc_projections(); 
void project_image(float theta, long pij); 
double line_sum(int Une, float eta); 
struct videoconfig screen; 
long int rainbow[512]; 
int x, y, val, xcrd, ycrd, rad, adjl, rvoium; 
intnclr = 63; 
long int p, frst, img, 1st, subl, sub2, sub3, nmb, gray, sub; 
unsigned max_sum, tnqjsum; 
short dat[64], dat2[64]; 
short xpt, ypt, pix, pmin, pmax; 
float ang, dist,adj2, xval, yval, phi, sq2, sq22; 
double totn, ^ rvnum; 
long huge *pic; 
char _huge *pic2; 
char huge •pic3; 
char cnum[2], tniun[2]; 
char pnameQ = "Projection # "; 
char inameQ = "Image # "; 
char onameQ =" of"; 
char char 1, char2, tnq); 
char fitame[12], aname[12], bname[12]; 
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char font[20] = "t'tms mm'hl5w8b"; 
char title[29] = "TOMOGRAPHIC IMAGE PROJECTIONS"; 
FILE 
FILE *ap; 
FILE*bp; 
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/* Main Program */ 
main() 
{ 
if (!alloc_mem()) 
exit(O); 
if (!get_info()) 
exit(O); 
config paletteO: 
for (img = frst; img < lst+1; img-H-){ 
ap = fopen(aname, "a"); 
:^rint^ap," Projection sums for Image Number %4d\n\n", img); 
^rinti^ ap, "Projection # Total Energy Diflference\n\n"); 
fclose(ap); 
_clearscreen(_GCLEARSCREEN); 
config_display(); 
calc_projections(); 
ap = fopen(aname, "a"); 
^rint^ap, "\n\n Total Energy of Image = %12.3f\n\n\n\n", totn); 
fclose(ap); 
bp = fopen(bname, "a"); 
for (x = 0; X < 64; x++) 
for (y = 0; y < 64; y-H-) 
^rintf(bp, "%101d\t", pic[256*x + 2*y]); 
^rint^bp, "\n"); 
fclose(bp); 
} 
_setvideomode(_DEFAULTMODE); 
fclose(bp); 
fclose(ap); 
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/* This procedure allocates memory for large array varaibles 
int alloc_mem() 
{ 
int rtn; 
itn = 1; 
pic = halloc( 16384,4); 
pic2 = halIoc(32768, 1); 
pic3 = haUoc(32768, 1); 
if(!pic){ 
printf(" memory request failed\n"); 
rtn = 0; 
) 
if(!pic2){ 
printf(" memory request failed\n"); 
rtn = 0; 
} 
if(!pic3){ 
printfl^ " memory request failed\n"); 
rtn = 0; 
} 
return rtn; 
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/• This procedure reads in the execution parameters */ 
int get_info() 
{ 
int rtn; 
rtn = 1; 
printfl;"Enter first image set to be displayed 
scan^"%s",fiiame); 
if ((  ^= fopen(fiiame,"r")) = NULL){ 
print^" \n\n file not found\n"); 
rtn = 0; 
} 
else{ 
printfl;"Enter statistics filename -> "); 
scanfl;"%s",aname); 
ap = fopen(aname, "a"); 
prmtfl^ "Enter ANN training filename -> "); 
scanfl["%s",bname); 
bp = fopen(bname, "a"); 
printf("Enter first record image to be displayed -> "); 
scanfl:"%d/n", &fi-st); 
printfi;"Enter last record image to be displayed -> "); 
scan£("%d/n", &lst); 
printi^ "Enter the number of Monte Carlo sanq)les per square ->"); 
scanfl^ "%d/n", &rvnum); 
rvnum = 2 * rvnum; 
f^rvnum = (double) rvnum; 
} 
return rtn; 
} 
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/* This procedure configures the graphics screen for 192 shades of grey *! 
void coafig paletteQ 
{ 
mt col; 
ifl[_setvideomode(_MRES256COLOR) = 0) 
{ 
printf("This program requires a VGA card \n"); 
exit(O); 
} 
gray = WHT; 
subl = OxOOOlOOOOL; 
sub2 = 0x00000 lOOL; 
sub3 = 0x0000000 IL; 
for(col ==nclr; col>0; col~){ 
gray = gray-sub 1; 
rainbow[3*col] = gray; 
gray = gray-sub2; 
rainbow[3*col-l] = gray; 
gray = gray-sub3; 
rainbow[3*col-2] = gray; 
} 
_remapallpalette(&(rainbow[0])); 
} 
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I* This procedure displays the image and projections on the graphics screen *! 
void config displayQ 
{ 
inti,j,k,l; 
char lval[2], cval[2]; 
_registerfonts("*.fon"); 
if (!_setfont(font)){ 
_outtext("^"); 
exit(O); 
) 
_moveto( 130,25); 
_setcolor(150); 
_outgtext(fiiame); 
_moveto(15,5); 
_outgtext(title); 
pnim = 255; 
pmax= 1; 
maxsum = 42; 
totn = 0.0; 
for(j = 0; j < 64; j-H-){ 
p = ((img-l)*64L+j)*128L; 
setbufl^ j^O); 
fseek( ,^p,SEEK_SET); 
£read(dat,2,64,Q)); 
tmpsum = 0; 
if0<32) 
yval = 1.0*j; 
else 
yval= 1.0*(j + 1); 
for (i = 0; i < 64; i++){ 
if (i < 32) 
xval=1.0*i; 
else 
xval= 1.0*(i+1); 
rad = (intXsqrt((32.0-1.0*xval)*(32.0-xval) 
+(32.0-yval)*(32.0-yval)) + 0.5); 
if ((dat[i] < 0) II (rad > 32)) 
dat[i] = 0; 
pix = dat[i]; 
tmpsum += pix; 
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if (pix > pmax) 
pmax = pix; 
if(pix<pmin) 
pmin = pix; 
for (k = 0; k < 2; k++) 
for(l = 0;l<2;l-H-) 
pic[2*i+l+128*(2*j+k)] =pix; 
} 
if (tiiq)_sum > max_siim) 
maxsum = tiiq>_sum; 
} 
_setvieworg(25,44); 
for (i = 0; i < 128; i++) 
for(j = 0;j< 128;j-H-){ 
adj2 = (floatXpicp* 128+j]-pmiii)/(floatXpmax-pmin); 
adjl = (intXadj2 * 189.0); 
adj2 = (floatXadj l)/((float)(piiiax-pmiii)); 
pix = adjl; 
_setcolor(pix); 
_setpixelO,i); 
pic[i*128+j] = (pic[i*128+j]*255)/pmax; 
totn += (double)pic[i* 128+j]; 
} 
totn = totn/4.0; 
_setcoIor(85); 
_setvieworg(0,0); 
_empse(_GBORDER, 24, 43, 153, 172); 
_moveto( 175,45); 
_lineto(175,160); 
_lineto(303,160); 
_setcolor(150); 
_moveto(35,180); 
_outgtext(iname); 
ltoa(img,tval,10); 
_moveto(89,180); 
_outgtext(lval); 
_outgtext(oname); 
ltoa(lst,cval, 10); 
_outgtext(cval); 
_getiniag^0,0,152,198,pic2); 
^etimage( 175,0,310,180,pic3); 
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I* This procedure calculates the angles for each projection 
void calc_projections() 
{ 
int i; 
long indx; 
srand(niax_sum); 
sq2 = sqrt(2.0); 
sq22 = sq2/2.0; 
phi = 3.14159265359/4.0; 
for (i = 0; i < 64; i-H-){ 
ang = 3.14159265359»i/64.0; 
dist = 64.0*cos(ang) + 0.5; 
ypt = (int) dist; 
dist = 64.0*sin(ang) + 0.5; 
xpt = (int) dist; 
_setcolor(85); 
_moveto(88,107); 
_lineto(88-7q)t, 107-ypt); 
_moveto(88-xpt-ypt, 107-ypt+xpt); 
_lineto(88-jq)t+ypt, 107-ypt-xpt); 
tnum[0] = cnum[0]; 
tnuni[l] = cnuni[l]; 
_setcolor(0); 
_moveto(281,180); 
_outgtext(tnum); 
itoa(i+l,cniun,10); 
_setcolor(150); 
_moveto(200,180); 
_outgtext(pname); 
_outgtext(cnum); 
indx = (long) i; 
project_image(ang, indx); 
_putimage(0,0,pic2,_GPSET); 
} 
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I* This procedure draws each line sum and tabulates each projection value *! 
void project_iniage(float theta, long pij) 
{ 
double line tot, enrgy; 
int i, j, xad, yad, xld, yld, tstl, tst2; 
short ym, xm; 
long int_enrgy, int tot, actl, pnt, ltot[64]; 
float xctr, yctr, inc; 
_putimage( 175,0,pic3,_GPSET); 
enrgy = 0.0; 
bp = fopen(bname, "a"); 
for (i = 0; i < 64; i-H-){ 
line_tot = lme_sum(i, theta); 
enrgy = enrgy + line_tot; 
ftot[i] = (longXline_tot + 0.5); 
xm = 176 + 2*(i); 
ym= 159 - ltot[i]/(max_sum/42); 
if(ym<48) 
ym = 48; 
_setcolor(110); 
_moveto(xm, 159); 
_lineto(xm,ym); 
_moveto(xm+1,159); 
_lineto(xm+1 ,ym); 
_setcolor(230-ym); 
_moveto(xm, 167); 
_lineto(xm,177); 
_moveto(xm+1,167); 
_lineto(xm+1,177); 
inc = (2*(i))*cos(ang) + 0.5; 
xad = (int) inc; 
xld = (int)(cos(ang) + 0.5); 
inc = (2*(i))*sin(ang) + 0.5; 
yad = (int) inc; 
yld = (iat)(sin(ang) + 0.5); 
_setvieworg(88-xpt-ypt+xad-2*yld, 107-ypt+xpt-yad-2*xld); 
_rectangle(_GFILLINTERIOR, 0, 0, 2, 2); 
_setvieworg(0,0); 
^rintfl^ bp, "%101d\t", Itotp]); 
} 
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fclose(bp); 
mt_enrgy = (longXenrgy); 
actl = (long)totn - mt_enrgy; 
ap = fopen(aname, "a"); 
i^ rintfl^ ap," %41d\t\t %12.4f\t\t%12d\n", pg+1, enrgy, actl); 
fclose(ap); 
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I* This procedure calculates the percentage of a pixel in a line sum with Monte Carlo *! 
double line_sum(int line, float eta) 
{ 
int i, j, k, 1, coor, k_int, x_int, y_int, x_tnq), y_tiiq); 
long detects[9], Xmd, Ymd; 
float xtrm, ytrm, xcnr, ycnr, xctr, yctr, Amd, Bmd; 
double Isum, Csin, Ssin; 
lsum = 0.0; 
Csin = cos(eta); 
Ssin = sin(eta); 
xtrm = 32.0 - 32.0*sq2*(sin(eta+phi)) + line*Csfai; 
ytrm = 32.0 - 32.0*sq2*(cos(eta+phi)) - line*Ssin; 
for (i = 0; i < 9; i-H-) 
detects[i] = 0; 
for(l = 0;l<64;l++){ 
xcnr = xtrm + l*Ssin; 
ycnr = ytrm + l*Csin; 
xctr = xcnr + sq22*cos(eta - phi); 
yctf = ycnr - sq22*sin(eta - phi); 
xtnq) = (int) xctr; 
ytmp = (int) yctr; 
for (j = 0; j < rvnum/2; j-H-)( 
Amd = ((float)(rand())/32768.0) + 0.0000153; 
Bmd = ((floatXrand())/32768.0) + 0.0000153; 
Xmd = (intXxcnr + Anid*Csm + Bmd*Ssin); 
Ymd = (mtXycnr + Bmd*Csin - Amd*Ssin); 
k int = 3*(Ymd - y tmp + 1) + Xmd - x tnq) + 1; 
detects[k_int] +=1; 
Xmd = (intXxcnr + Bmd*Csin + Amd*Ssin); 
Ymd = (intXycnr + Arad*Csin - Bmd*Ssin); 
k_int = 3*(Ymd - y_tn[q) + 1) + Xmd - x_tmp + 1; 
detects[k_int] +=1; 
} 
for (i = 0; i < 3; i++) 
for(} = 0;j<3;j++){ 
k_mt = 3*i+j; 
x int = x tmp + j - 1; 
y_int = y_tn:q)+ i-1; 
if ((x int > -1) && (x int < 64)){ 
coor = 256*(y_mt) + 2*(x_int); 
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if ((coor > -1) && (coor < 16384)) 
Isum += ((double)(pic[coor] 
*detects[k_int])) 
/^ rvnum; 
} 
detectspk_mt] = 0; 
) 
} 
return Isum; 
