We develop an algorithm for the reconstruction of the two-dimensional mass distribution of a cluster of galaxies from the observable distortion of background galaxies. From the measured reduced shear γ i /(1 − κ) the lens mapping is directly obtained, from which a mass distribution is derived. This is unlike other methods where the convergence κ is first obtained. We show that this method works best for sub-critical lenses but can be applied to a critical lens away from the critical lines. For finite fields the usual mass-sheet degeneracy is shown to exist in this method as well. We suggest an iterative scheme to remove the mass-sheet degeneracy for the case of a sub-critical lens, in the absence of a substantial external shear. The same technique can be used with additional information for the case of a critical lens as well. A scheme to reduce the effects of noise is also suggested.
1. INTRODUCTION Deeper observations of extended regions around rich clusters have been yielding detailed maps of the distortion of background galaxies due to the gravitational potential of the clusters. The statistics used to quantify this 'shear' involve the quadrupole moments of the observed images to measure the local 'polarization' of an image from its assumed intrinsic circular form. In reality, the mean ellipticity and orientation of a number of galaxies are used to remove the effect of the source ellipticity distribution. The two-dimensional mass distribution of the lens is reconstructed from the shear map away from the critical lines (weak reconstruction). Since the shear data contains complete information about the mass distribution in two independent fields γ 1 /(1 − κ) and γ 2 /(1 − κ), it is possible to obtain several algorithms to estimate the mass distribution from the measured shear. Several methods have already been suggested (Kaiser and Squires 1993 , Seitz and Schneider 1995 , Lombardi and Bertin 1998 .
Due to the unknown intrinsic distribution of the ellipticity of the source galaxies, and the distortion of the PSF due to observing conditions (seeing, tracking), the measured shear is noisy. It is therefore desirable to develop new algorithms in the hope that they might handle the noise better than other methods. Since the data are available only on a finite grid, the mass distribution of the lens is at best obtainable only in terms of a one-parameter family of functions. This is the usual mass-sheet degeneracy problem.
In this Letter we develop a new algorithm (LM, Lens Mapping algorithm) for the lens mass reconstruction from the measured reduced shear γ/(1 − κ). The method involves a reconstruction of the lens mapping from the reduced shear, assuming that far away from the lens the lens mapping goes to identity. This fact along with a measure of the reduced shear is enough to uniquely reconstruct the lens mapping. We show in section (3) that for a sub-critical lens, the surface mass density can be reconstructed completely from the derived lens mapping and the measured reduced shear. In the realistic case, where the measured shear is available only in a finite region of the lens plane, this algorithm has a generalized version of the mass-sheet degeneracy that is present in the other methods of reconstruction.
In section (3.1), we suggest an iterative method for removing this degeneracy which is unique to the LM algorithm. In section (4) we use the algorithm to reconstruct the mass distribution for an analytically given shear field and demonstrate the various features of the mass reconstruction by the LM algorithm.
WEAK LENSING AND THE MASS-SHEET DEGENERACY
For most practical applications of gravitational lensing, the lens can be considered as thin. Under the small angle approximation the lens equation is given by y = x − ∇ψ(x) (1) where the source position is denoted as y, the image position as x, and ψ satisfies the equation
The coordinate differentials in the source plane and the corresponding differentials in the image plane are related by
where γ 1 = 1 2 (ψ ,11 − ψ ,22 ) and γ 2 = ψ ,12 . From the quadrupole moments of the images of the background galaxies, we can measure the reduced shear
(for observational details see Kaiser 1999 , Bartelmann & Schneider 2000 . The situation is more complicated if the lens is critical (see Kaiser 1995) , but for this Letter we will assume that the reduced shear can be unambiguously measured. From the continuity of y(x 1 , x 2 ), it follows that
which, together with (2) and (3), after some rearrangement leads to
a result which was first obtained by Kaiser (1995) . It is clear from the form of this equation that changing 1 − κ on the left hand side to λ(1 − κ), where λ is a constant, does 1 not effect the equation. Therefore, any particular solution of this equation can be used to obtain a one-parameter degenerate family of functions, all of them satisfying (5). The only way to remove this degeneracy is to know the value of κ at least at one point. If the reduced shear is measured in a large enough region then it is possible to reduce the effect of this degeneracy by assuming (with some confidence) that κ is zero far away from the lens. We will show in section (3.1) that a similar degeneracy exists in the LM algorithm as well, but it is possible to remove it, even for a smaller field.
FIG. 1.-An equally-spaced Cartesian grid (in the source plane) is lensed by a two-component mass model, both PIEMDs with zero ellipticity and k 0 = 0.8 and 0.5 respectively. The axes are marked in units of the core radius rc, assumed to be same for both the models. The separation between the centers of the two distributions is 10 rc.
THE LENS MAPPING ALGORITHM
In general the lens equation (1) is a many-to-one mapping, therefore the inverse of the lens equation x i = x i (y 1 , y 2 ) has several branches, with no single branch completely specifying the lens mapping. This happens whenever the Jacobian of the transformation x → y becomes zero at some point. A sufficient but not necessary condition for this to happen is κ ≥ 1 somewhere in the image plane. However, if the lens is sub-critical everywhere (i.e. the Jacobian is positive definite), then the lens mapping is one-to-one everywhere. Therefore, both the direct map and the inverse map are uniquely defined and completely specify the lens mapping.
In this section, we show that in such a situation it is possible to obtain the lens mapping completely from the reduced shear. Once the lens mapping has been obtained, the mass distribution will follow, since the Jacobian of the transformation is expressible in terms of the the unknown κ and the measured reduced shear. We show in this section that this procedure can reconstruct the lens everywhere if the lens is sub-critical and can be used for critical lenses as well in the regions away from the critical lines. We also show that the method works even for a finite field, but has the same degeneracy as is manifested in the other reconstruction schemes.
To derive the algorithm, we assume that the lens is finite in extent and the lens mapping is identity at large distances from the lens centre. We also assume that the reduced shear g is known everywhere in the lens plane. First we obtain a prescription for obtaining the source position for a given image point. From (2) and (3) we get
which leads to the equations which map the coordinate grid lines in the source plane to the image plane
These are first-order ordinary differential equations and can be uniquely integrated through any image point. The integral curves are the images of the grid lines in the source plane. For the solution to be unique the vector field (7) should be continuous and differentiable at all points. At the singularities of the lens mapping the vector field becomes non-integrable. This can be seen by the following argument. Let us first write the equations (7) in terms of γ i s and κ,
For a sufficiently smooth mass distribution, the potential and consequently γ 2 is non-singular everywhere. Since the Jacobian of the lens mapping, (1 − κ) 2 − γ 2 , is positive far away from the lens, we conclude that (1 − κ) = 0 implies that either 1 − κ − γ 1 = 0 or 1 − κ + γ 1 = 0, we conclude that both the equations (7) cannot be integrated simultaneously, which implies that a correspondence between the lens plane and source plane cannot be obtained. Away from the lens singularities we can integrate the equations (7) to obtain the numerical solutions
where X(x 2 ; x I ) is the mapped curve for dy 1 = 0 passing through the point x I in the image plane and Y (x 1 ; x I ) is the mapped curve for dy 2 = 0 passing through the point x I in the image plane. In Fig. 1 we show the image of a grid that is equally spaced in the source plane, lensed by a two-component model described below in §4. This figure illustrates the integral curves of (7). To obtain a correspondence between the points in the source plane and the image plane, we note that far away from the lens the lens mapping is y i = x i . Therefore the integrated curves should go to the original unperturbed source grid lines at large x. This is ensured by the following asymptotic conditions 
The lens equation can now be formally written as
FIG. 2.-The reconstructed mass distribution, using the Lens Mapping Algorithm, for the model used in Fig. 1 , shown as contours of equal surface density κ. Fig. 2 is shown in the bottom panel, to compare between the model (solid curve) and reconstructed (dotted curve) surface mass distributions. The dot-dashed curve shows the reconstructed mass density scaled up by the degeneracy parameter λ = 1.045, the average value of λ(x) (described in §3.1), along this cut. The top panel shows the variation of the parameter λ(x) along this cut, showing that it is a weakly-varying function of position.
FIG. 3.-A cut along the x-axis of
Once we have established the lens mapping, we can obtain the magnification at any image point by
It might appear surprising that we have been able to obtain the magnification solely from shear. To understand how, we note that shear is generally enough to give us the relative magnification between two points. Our assumption that the lens mapping becomes identity far away from the lens removes the degeneracy. We also note that essentially it is equivalent to the assumption in Kaiser's method that the mass density vanishes at distant points, though quantitatively the notion of "far" may be different in the two methods. For a finite field we will see that the degeneracy will reappear.
Since the magnification at any point in the image plane is given in terms of κ and the reduced shear g as follows,
we can obtain the value of κ at any point from the measured magnification and the known shear,
Finite Field, Critical Lens
The algorithm as described in the previous section is applicable to the case where the reduced shear is known everywhere. In practice, this information is available only in a limited region in the lens plane. We show in this section that the LM algorithm can be generalized to this case, with the caveat that a degeneracy similar to the mass-sheet degeneracy appears.
For a finite field (13) will, instead of infinity, have the coordinates of the edge of the field. Therefore we will not converge to the true source coordinates. At the edge of the observed field there will still be an expansion factor, therefore
where the δ i s are weak functions of x and are close to zero, and x e 1 and x e 2 are the coordinates of the edge. If the observed field is big enough then the functions δ i are approximately constant and produce a systematic underestimate of the magnification. This is due to the fact that the integrated coordinate lines in the image plane give a slightly higher value of ∆y i at the finite edge, and the magnification calculated from it is therefore slightly smaller than the actual value,
where λ(x) is an unknown scaling function which is always > 1. From this and (15) we obtain
which is a generalized version of the mass-sheet degeneracy. If the observed region is much larger than the scale of the lens, λ(x) is almost a constant.
Since the δ i s in (17) are due to the unknown magnification factor at the edge of the observed field, we can remove the effect of the mass-sheet degeneracy by obtaining a first solution of the mass distribution and then using it to estimate the unknown function λ(x) at very point. In the case of an isolated lens, the mass distribution becomes circularly symmetric at large distances from the lens. For such a case the magnification at any point on the edge of the observed field will be due to the mass enclosed within that radius. If there is an appreciable contribution from objects outside the observed region, then our estimate of λ(x) will be incorrect. For an isolated lens with a large enough observed region, the Lens-Mapping algorithm can completely remove the mass-sheet degeneracy.
This algorithm can be applied to a critical lens as well. Since the algorithm depends on our ability to integrate equations (7) without hitting a singularity, we see that the method can be used for the region which lie outside the critical lines. In Fig. (4) , where the model has κ 0 = 2, we see that our algorithm works well outside the critical region. In this case we would need extra information about the lens in the region inside the critical lines to remove the mass-sheet degeneracy. 
Noisy data
The computed derivatives ∂y i /∂x 2 and ∂y 2 /∂x 1 should be equal since they represent ψ ,12 and ψ ,21 , where ψ is a continuous function. In the presence of noise, however, they will not be equal, which gives us a way of reducing the effects of noise. For this purpose we suggest that the second term of (14) 
The noise can be further reduced by estimating the value of µ at any given point as an average over values calculated for many pairs of coordinate axes rotated with respect to each other, since they will sample different regions of the image plane.
NUMERICAL EXAMPLES
Let us illustrate the working of the Lens Mapping algorithm with a couple of examples. First we take a mass model with two components, both modeled as pseudo-isothermal mass distributions with zero ellipticity. All the length scales in the problem are in terms of the core radius r c , which is assumed to be same for both the models. The separation between the centers of the two distributions is 10 r c . For this case k 0 = 0.8 and 0.5 for the two components respectively. We analytically calculate the reduced shear at every point and do not interpolate by first calculating it on a grid. We take a field of 50 × 50, which for a r c = 20 kpc corresponds to a length scale of 1 Mpc.
In Fig. (2) we show the mass model reconstructed with the LM algorithm. The contour lines show explicitly how the algorithm has recovered the general distribution of the mass density, but as shown in fig. (3) , where we plot the reconstructed surface density only on the x-axis, the mass profile obtained is steeper and an underestimate of the true density everywhere. This figure also shows the function λ as a function of x 1 . We can see that λ is not a constant but has a slight variation of about 4% in the given range. We also show that the scaled-up κ as given by equation (19) with λ = 1.045, which is the average value of λ in the given range, matches that of the model very well.
To illustrate how the algorithm works for a critical case, we consider a single component model with κ 0 = 2, with the other parameters the same as in Fig. (1) . The distortion of the coordinate grid due to this lens is shown in Fig. (4) , and the reconstructed mass model is shown in Fig. (5) . The mass model is recovered at all points outside the critical lines. The 'reconstructed' mass inside the critical lines shows up as noise, since the method fails in the region where the lens is critical.
CONCLUSIONS
We have derived a new algorithm for mass reconstruction by directly obtaining lens mapping from reduced shear. We have shown that the method will work well for sub-critical lenses, and can work for critical lenses as well in limited regions of the lens plane. The algorithm is shown to have a mass-sheet degeneracy which is more general than in the other reconstruction techniques. This degeneracy, however, can be eliminated by an iterative procedure for isolated lenses. The method has to be tested with discrete and noisy data but shows promise.
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