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Resumen   v 
 
 
 
RESUMEN 
Este proyecto fue concebido con el objetivo de contribuir a la solución de la indispensable 
necesidad de las organizaciones de manejar y explotar eficientemente los grandes 
volúmenes de información sobre los cuales operan en la actualidad. Este aporte se 
enfoca específicamente en el área de resumen de texto. El proyecto presenta una 
herramienta prototipo de software, que permite la obtención de resúmenes a partir de 
textos en castellano. El prototipo llamado RES-UN fue ajustado al dominio específico del 
calzado. Permite que el usuario introduzca artículos noticiosos sobre el calzado y 
obtenga un resumen que contiene los fragmentos más relevantes. Fue comparado con 
otras herramientas, como el creador de resúmenes de Word y mostró resultados 
competitivos. 
Durante su desarrollo se elaboró un esquema de solución fácilmente replicable y se 
adaptó al problema un modelo de aprendizaje de máquina, al cual se le incluyó de forma 
novedosa, información semántica, para extraer los fragmentos más relevantes del texto. 
Palabras clave: Aprendizaje de Máquina, Minería de Texto, Resumen automático de 
texto. 
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ABSTRACT 
This project was developed to help solve the essential organizational requirement to 
manage and exploit the large volumes of information on which organizations operate 
today. This contribution focuses specifically on the text summarization area. The project 
presents a prototype software tool, which allows the production of summaries from texts 
in Spanish. The prototype called RES-UN was adjusted to the specific domain of the 
footwear (calzado). It allows users to enter footwear news articles and get a summary 
containing the most relevant fragments. RES_UN was compared with other tools like 
Word summarizer, it showed competitive results. 
 
During project development, a solution scheme was created it can be easily replicated. 
Additionally a machine learning model was adapted, it include novel semantic information 
to extract relevant text fragments.  
 
Keywords: Machine learning, Text mining, Automatic text summarization. 
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INTRODUCCIÓN 
La información disponible en línea es un recurso esencial en muchas de las actividades 
de explotación económica y de investigación, en la actualidad, se presenta una paradoja, 
la cantidad de información crece de manera exponencial y de forma paralela crece la 
dificultad para lograr un efectivo aprovechamiento  de ella.  
Resumir es el arte de condensar el contenido clave de una o más fuentes de información 
[31]. Cuando esta acción es llevada a cabo sobre texto, por un computador, de forma 
automática, se habla de resumen automático de texto [18], a partir de ahora, abreviado 
como RAT en este documento.   
Ante la avalancha de información disponible en la actualidad, especialmente en forma de 
texto, y las dificultades para explotarlas efectivamente, RAT es un campo de 
investigación que ha cobrado mucho interés [30]. En concreto una herramienta RAT debe 
permitir a los beneficiarios de la información sean estos gerentes, investigadores u otros, 
abordar grandes volúmenes de información de una manera mucho más eficiente, con lo 
que se facilita la identificación de la información más relevante a sus intereses. 
Hoy es posible encontrar una gran variedad de herramientas RAT que producen 
resultados prometedores, sin embargo, en la mayoría de trabajos realizados se ataca el 
problema de dos maneras incompletas, por un lado, se trata el texto como un conjunto de 
elementos cuantificables sobre el cual se realizan operaciones matemáticas (enfoque 
llamado extracción), olvidando sus características semánticas; por otro lado, se centran 
en aspectos lingüísticos que aportan en gran medida a la producción de mejores 
resúmenes (enfoque llamado abstracción), pero que demandan recursos 
computacionales enormes y son propios del idioma inglés. En cuanto al castellano, 
[28,41] son los aportes más notorios (son los únicos que fueron encontrados en las bases 
de datos internacionales), es de anotar que en ambos casos los modelos no han 
producido sistemas o prototipos de libre acceso, además estas soluciones combinan sólo 
algunas técnicas de RAT dejando espacio para nuevos tipos de soluciones. 
Las técnicas con fundamentos matemáticos que incluyen aprendizaje de máquina,  han 
probado su utilidad en el propósito general del RAT, pero es de esperar que aplicar 
consideraciones semánticas o lingüísticas a la creación de los resúmenes aumenta la 
calidad de estos. 
A pesar del crecimiento del área y de resultados aceptables [1,8,16], se presenta una 
escasez  herramientas construidas específicamente sobre texto en castellano. 
El objetivo general de este trabajo es construir un prototipo de sistema computacional 
que produzca resúmenes de textos en castellano de un dominio específico. A partir de 
este objetivo se identificaron los siguientes objetivos específicos:  
1. Desarrollar un algoritmo para el RAT en castellano, en un dominio específico, 
basado en una o más técnicas existentes de resumen automático. 
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2. Desarrollar un prototipo de sistema de software que incorpore el algoritmo 
antes descrito. 
3. Evaluar el desempeño del prototipo en un conjunto de documentos de un 
dominio específico. 
 
El resto de este documento se organiza así: el capítulo uno aporta bases sobre el RAT, 
describe el proceso que implica, revisa los trabajos previos más relevantes en el tema y 
expone una comparación de los principales enfoques. El capítulo dos  contiene la 
estructura del esquema de solución propuesto y expone el modelo de extracción que 
permite crear los resúmenes, así como el proceso mediante el cual se seleccionó y se 
adaptó al problema de resumen automático en castellano. El capítulo tres detalla la 
arquitectura de software del prototipo. En el capítulo cuatro se establece el marco 
experimental, las medidas de evaluación, y se describen los resultados obtenidos. 
Finalmente el capítulo cinco contiene las conclusiones del trabajo y propuestas para 
trabajo futuro en el tema. 
 
 
 
 
 
  
 
 
1.  CONCEPTOS Y ANTECEDENTES DEL RESUMEN 
AUTOMÁTICO DE TEXTO 
 
En este capítulo se esboza el marco conceptual sobre resumen automático de texto 
(RAT), se presenta la definición de RAT, el proceso y los elementos que envuelve. Más 
tarde se realiza una revisión de los aportes producidos por los trabajos previos más 
relevantes en el tema.  
En particular la sección 1.1 establece una definición de RAT, en la sección 1.2 se 
clasifican los factores que influyen en el RAT, en la sección 1.3 se describe el RAT como 
proceso,  la sección 1.4 condensa una revisión de los trabajos más relevantes en RAT, la 
sección 1.5 contiene  una clasificación de estos y la 1.6 una comparación de los 
enfoques de RAT. 
1.1 RESUMEN AUTOMÁTICO DE TEXTO 
El gran nivel de difusión y la globalización de la información es una de las características 
más notable de la sociedad actual. Paradójicamente, a la explosión de contenido 
disponible, en ocasiones en cotas inmanejables, subyace un problema fundamental en 
cómo aprovechar este potencial de forma eficiente. 
Mucha de la información que se encuentra disponible en línea, se halla en forma de texto 
en lenguaje natural, por lo tanto, crear resúmenes de este tipo de documentos resulta un 
objetivo valioso [35] cuyo producto es útil, entre otros, para tomadores de decisiones, 
investigadores y lectores de noticias. [2] destaca que el RAT es un área cuyo desarrollo 
data de varias décadas atrás [39], y [13] apunta que desde los noventa se ha convertido 
en un campo de mucho interés para los investigadores. De acuerdo a [18], RAT es la 
técnica por la cual un computador, crea un resumen de forma automática. Así mismo [18] 
agrega una distinción importante, el proceso por el cual el computador logra crear un 
resumen está bastante distante del que realiza un humano, especialmente, por las 
capacidades de este último para capturar y relacionar significados profundos. 
Un paso inicial en el estudio del RAT es considerar  el significado de resumen, [35] define 
resumen como, un texto que es producido a partir de uno o más textos, que expresa la 
información importante del texto original, siendo no más grande que la mitad del texto 
original. Con base en esta definición, [8] destaca entre otras, dos características claves 
de los resúmenes: 
1. Los resúmenes deben preservar la información importante. 
2. Los resúmenes deben ser cortos. 
Adicionalmente, [5] considera que los resúmenes deben ser informativos para el usuario, 
y que deben estar bien formados gramaticalmente. Finalmente se debe aclarar sobre la 
anterior definición de resumen, que cuando se habla de información “importante”, esta 
guarda relación con los requerimientos del usuario, como ser relevante a cierto tema, o 
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útil en alguna tarea [30]. Por supuesto existe un alto grado de subjetividad cuando se 
determina esta importancia. 
Para [8] uno de los principales retos para el RAT radica en diferenciar las partes más 
informativas de un documento, de las que no lo son tanto. En el mismo sentido [35] 
considera que, la meta primordial del RAT es producir un resumen que presente las 
principales ideas de un documento en menos espacio. 
RAT busca a grandes rasgos construir sistemas computacionales que sean capaces de 
crear fragmentos de texto condensado, que mantengan la esencia de la información de 
un documento. Es objetivo de este capítulo explorar los conceptos fundamentales del 
área y describir las principales aproximaciones propuestas. 
 
1.2 FACTORES QUE INFLUYEN EN EL RESUMEN AUTOMÁTICO DE TEXTO 
 
Para [2]  existen aspectos característicos del texto de entrada que determinan la forma 
en que se puede obtener un resumen de este, algo con lo que concuerdan [17] y [1]. 
Teniendo en cuenta principalmente las ideas de los anteriores autores, en esta sección 
se recogen y clasifican algunos de estos factores. 
Es posible identificar tres categorías para estos factores: 
1. Factores de entrada. Esta categoría toma en cuenta características de forma, 
presentación y estructura propia del texto de entrada. 
2. Factores de propósito.   Esta categoría distingue principalmente el tipo de audiencia 
del resumen y el uso que se le va a dar. 
3. Factores de salida.   Involucran aspectos como el formato de salida y la tasa. 
 
En la tabla 1-1 se definen las sub-categorías correspondientes a estos factores. 
 
1.3 PROCESO DEL RESUMEN AUTOMÁTICO DE TEXTO 
 
En general el RAT toma como entrada un documento fuente, extrae la información 
esencial y presenta un resumen [13]. El proceso que convierte el texto de entrada en un 
resumen, se compone de varias fases, que varían dependiendo del autor, y enseguida se 
definen: 
 
A. Interpretación: análisis del texto fuente para obtener una representación de este. 
Puede incluir dividir el texto en párrafos y secciones, encontrando verbos y 
conceptos, etc. 
B. Transformación: se extraen o identifican elementos del texto que ayudan a crear 
el resumen, como por ejemplo los conceptos o temas. 
C. Generación: condensación del texto del resumen 
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D. Presentación: crear una representación en lenguaje natural para el usuario. 
En la tabla 1-2 se esquematizan estas fases 
 
 
Tabla 1-1: Factores que afectan el resumen de texto. A partir de [1,2,17].   
Factores que afectan el resumen final de un texto 
Tipo de 
Factor 
Factor Descripción 
Entrada 
Genero 
Es posible identificar en los tipos de documentos 
características estructurales distintivas, por ejemplo los 
papers siempre tienen secciones de abstract. Con base en 
estas características se pueden crear heurísticas que ayuden 
en el RAT. 
 
Lenguaje 
Los documentos de entrada puede estar en un sólo lenguaje, 
en cuyo caso se podría explotar, algunas características 
propias de este. También existen sistemas multi-lenguaje que 
no toman en cuenta estas características específicas. Además 
es posible construir soluciones más elaboradas que exploten 
las características de varios lenguajes de manera 
concurrente. 
 
Propósito 
Audiencia 
Existen características de la audiencia a la cual va dirigida el 
resumen, que lo afecta, por ejemplo el conocimiento de 
algunos tecnicismos propios de algún dominio. 
 
Uso 
El uso que se le da a un resumen puede variar ampliamente, 
algunas personas lo requerirán para decidir si leen un 
documento y otras para condesar sus propios textos, entre 
otros casos. 
 
Salida 
Estilo 
Los resúmenes pueden cumplir tres funciones, i.) Informativa, 
cuando se cubre todas las secciones de información del 
documento en algún detalle; ii) indicativa, cuando se obtiene 
como producto se cumple una función de referencia sobre los 
temas del documento; y, iii.) Critica o evaluativa agrega un 
juicio sobre la relevancia y la calidad del documento revisado. 
 
Formato 
El formato de salida para el usuario puede cambiar de 
acuerdo a los requerimientos de este. 
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Tabla 1-2. Fases del proceso de resumen según varios autores. 
Fases del proceso RAT por autor 
Fase Jones 
„99 [17] 
Mani 
„01 [25] 
Saggion 
„02[37] 
A. Interpretación  X X X 
B. Transformación X X X 
C. Generación  X X X 
D. Presentación   X 
 
 
Figura 1-1: Secuencia del proceso de resumen automático.(Elaboración propia) 
 
 
 
 
La figura 1-1 (elaboración propia) describe la secuencia del proceso del RAT. 
 
1.4 TRABAJOS PREVIOS  
 
Los inicios del RAT se remontan a inicios de la década de los 50s, con los trabajos 
realizados en los laboratorios de investigación de la IBM, en cabeza de Luhn, que luego 
fueron descritos en el artículo clásico [23], en este artículo se establece el concepto de 
medida de relevancia, que describe qué tan buena es una frase candidata para 
agregarse al resumen, esta medida está basada en la frecuencia de ocurrencia de las 
palabras. El trabajo pionero [4], establece la importancia de las frases de acuerdo a su 
posición en los párrafos del documento analizado. 
En los 60s destaca el trabajo de [10] que propone un sistema computacional más 
sofisticado que los anteriores, que se basa en la estructura del documento, esto incluye, 
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la explotación de características generales del cuerpo del documento, como por ejemplo 
los títulos y subtítulos, entre otras.  
Como lo señala [31] en los 70s, se introdujo la preocupación por la cohesión de resumen, 
esto es, que las frases dentro del resumen guardaran relación, por ejemplo en [29] se 
establece la importancia de las sentencias para el resumen, con base a combinaciones 
de estas que luego se evalúan, la reducción a un dominio especifico empezó a utilizarse 
en esta época por ejemplo en [33] se aplican criterios, con base en características 
propias del dominio de la química.  
En los 80s el rumbo del campo dio un giro, guiado por la Inteligencia Artificial, 
específicamente por las técnicas de representación del conocimiento, por ejemplo se 
buscan entidades y relaciones entre estas [13], como ejemplos de este tipo de trabajos 
se encuentra [36].  
En los 90s a las técnicas anteriormente utilizadas, se han agregado algunas desde el 
campo de Aprendizaje de Máquina, como las redes neuronales, algoritmos de Naives-
Bayes, así como la inferencia fuzzy. Por ejemplo [18] utiliza una serie de heurísticas que 
conforman un sistema de inferencia fuzzy, el cual es optimizado por medio de Algoritmos 
genéticos.  
La figura 1-2 condensa brevemente los avances descritos en el campo del RAT. 
Figura 1- 2:        Cronología de algunas técnicas incorporadas al RAT. 
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1.5 CLASIFICACIÓN DE LAS APROXIMACIONES PARA RESUMEN 
AUTOMÁTICO DE TEXTO 
 
En esta sección se ofrece una clasificación de las aproximaciones en RAT, en este 
proyecto se propone como criterio de clasificación el nivel de profundidad lingüística con 
el que encara el problema, en concreto, se es más profundo si se aplica un enfoque 
lingüístico, y se es menos, si se afronta de forma estadística el problema.  
Por una lado, se encuentra la categoría de extracción, en la cual se hallan las 
aproximaciones que apuntan a la selección de los elementos más relevantes del texto 
(palabras clave, frases relevantes, títulos, etc.) y a su integración en el resumen , sin 
preocuparse por el significado de estos elementos ni sus relaciones; en esta categoría se 
aplican el análisis estadístico y el aprendizaje de máquina; por otro lado, está la categoría 
de abstracción, en donde se encuentran las aproximaciones que se distinguen por 
producir resúmenes que van más allá de la copia del fragmentos del contenido, y se 
ocupan de analizar la naturaleza de las palabras y sus relaciones, aplicando 
consideraciones léxicas, gramaticales e incluso semánticas [18,33,35], en esta categoría 
se aplican el procesamiento de lenguaje natural y la representación del conocimiento. La 
figura 1-3 describe la clasificación realizada a las aproximaciones revisadas. 
Figura 1-3: Clasificación realizada a las aproximaciones en RAT. 
 
   
1.5.1 EXTRACCIÓN 
Esta es la categoría del RAT más prospera, dado que en esta se enmarcan la mayor 
parte de la investigación y aplicaciones actuales, principalmente por que las técnicas 
utilizadas aquí resultan menos complejas de implementar que las abstractivas. La 
extracción se enfoca en encontrar los fragmentos (palabras, frases, etc.) del texto que 
son más relevantes para el resumen y conjuntarlos, basándose simplemente en 
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medidas estadísticas y/o en técnicas de aprendizaje de máquina [24,35]. Es posible 
identificar las siguientes sub-agrupamientos en esta categoría: 
1.5.1.1 APROXIMACIÓN ESTADÍSTICA CLÁSICA. 
En esta categoría se enfocan esfuerzos en fragmentar el contenido en palabras y 
frases, a las cuales se le aplica una medida de relevancia relativa, scoring o peso, para 
la que se tiene en cuenta la frecuencia relativa y aspectos como la localización de los 
elementos [1]. Para cada frase podemos definir una formula de scoring como la 
siguiente: 
S= w1 *C + w2 * K+ w3 *T +w4 * L 
Donde C,K y T, son el número de palabras pragmáticas o cue word que acentúan la 
importancia de una sección (como difícilmente, significativamente, imposible), palabras 
claves (estadísticamente seleccionadas del texto), y palabras de titulo, respectivamente, 
L corresponde a la localización de la frase, y wi a los pesos predispuestos para cada 
categoría [24].  
Los trabajos pioneros en RAT [4,23] se encuentran en este grupo. 
1.5.1.2 APROXIMACIÓN APLICANDO APRENDIZAJE DE MÁQUINA. 
  A partir de los 90s las técnicas de Aprendizaje de Máquina (AM) han ganado mucha 
popularidad en el área del RAT [35]. Con AM se trata de modelar el RAT en busca de 
patrones dentro de la representación matemática del texto que permitan encontrar las 
frases más relevantes del texto.  Es posible encarar el problema de dos maneras, en la 
primera se trata de un problema de clasificación para el cual se entrena un modelo 
sobre la representación vectorial de resúmenes realizados por personas [24], la tarea 
es definir cuales frases son relevantes y cuáles no. En la segunda no se utilizan 
resúmenes creados por personas sino que se trabaja directamente sobre una 
representación del texto en busca de relaciones subyacentes, que permitan seleccionar 
las frases más. El primero es el enfoque supervisado y el segundo no supervisado. A 
continuación se describen aplicaciones de estos dos enfoques. 
1.5.1.2.1 APRENDIZAJE SUPERVISADO. 
Ejemplos representativos de esta categoría son [20,32], en ellos, se plantea un modelo 
de clasificación Naive-Bayes. En este caso, el resumen automático se logra al reducir la 
tarea, a una secuencia de decisiones binarias, con las que se evalúa, para cada frase 
del texto, su relevancia o no al resumen, en concreto el modelo estadístico realiza esta 
decisión calculando cuál de los dos posibles eventos es más probable, dado un 
conjunto de características de las frases, como por ejemplo su posición o tamaño. 
La Figura 1-41-4 muestra la red bayesiana que describe el modelo, esta corresponde a 
una estructura de dependencias, en la cual, la relevancia al resumen, representada por 
el nodo superior tiene dos estados posibles, “si” y “no, y está influenciada directamente 
por las características extraídas de la frase del texto en cuestión, en el gráfico estas son 
los nodos inferiores. Cada arco tiene asociada una probabilidad P(F|s), esto es la 
probabilidad de que una característica F tome un valor específico, dado que la frase es 
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relevante. Esta información constituye evidencia derivable directamente del conjunto de 
resúmenes hechos por humanos.  
Figura 1-4: Red bayesiana que explica el proceso de extracción. 
 
 
Para cada frase s se calcula la probabilidad P de ser incluida en un resumen S dadas k 
características Fi, i=1…k. de la siguiente manera: 
 
 
Este modelo se cataloga como Naive-Bayes por que se asume independencia entre los 
atributos dada una clase, una suposición que funciona bien en dominios similares y que 
encaja, aceptablemente, con la realidad de este problema, con lo que se tiene que: 
 
 
1.5.1.2.2  APRENDIZAJE NO SUPERVISADO 
Bajo este enfoque, a diferencia del anterior, no se utilizan ejemplos de resúmenes 
creados por personas para entrenar un modelo, sino que se centra en la explotación de 
información dentro de la representación del texto de entrada, es posible aplicar técnicas 
de clustering o agrupamiento como K-Median [22], en este caso se consideran 
representaciones vectoriales de cada frase del texto, del tipo bolsa de palabras, la tarea 
es realizar un agrupamiento de las frases, aplicando la medida de similitud coseno, 
aunque es posible utilizar otras. Se define un numero k de clusters o grupos, luego se 
halla el centroide que se considera representativo de cada grupo, al final los k 
centroides, correspondientes a k frases conforman el resumen 
. 
 
P(F3|S) P(F2|S) 
S:Relevantes 
   F1 
P(F1|S) P(Fn|S) 
   F2    F3 
   Fn 
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1.5.2 ABSTRACCIÓN 
Cuando se toma este enfoque es necesario tener en cuenta el tipo de palabras que se 
evalúan y sus relaciones, para lo cual es necesario incluir herramientas del 
Procesamiento del Lenguaje Natural (PLN), tales como tesauros, analizadores 
gramaticales y técnicas de representación del conocimiento entre ellas ontologías de 
dominio especifico [14]. A continuación se ofrece una sub-clasificación de las 
aproximaciones de esta categoría. 
1.5.2.1 APLICACIÓN DE TÉCNICAS DE PROCESAMIENTO DE LENGUAJE 
NATURAL (PLN) 
En esta categoría se ubican las aproximaciones que utilizan el análisis de lenguaje, 
principalmente el aspecto léxico y sintáctico, una tarea clásica es la creación de árboles 
sintácticos. En [34] se encuentra un ejemplo de este tipo de soluciones, propone 
primero un proceso de conceptualización en el que se identifican los conceptos que 
deben incluirse en el resumen, este proceso se apoya en un tesauro que contiene 
conceptos y nombres de entidades que son recurrentes en el idioma inglés y en el uso 
de gramáticas regulares para encontrar la ubicación de nombres propios. Luego, aplica 
lo que llama un proceso lingüístico para lograr una combinación coherente de los 
términos seleccionados, para esto se utiliza un lexicón que provee un vocabulario para 
el sistema y contiene restricciones sintácticas y léxicas de cuándo deben usarse y 
combinarse palabras, además se aplica un generador de frases que encuentra las 
inflexiones apropiadas para cada palabra en una frase. 
1.5.2.2  APLICANDO REPRESENTACIÓN DEL CONOCIMIENTO 
  En esta categoría caen las aproximaciones que utilizan el área de representación de 
conocimiento para lograr los resúmenes, valiéndose entre otros elementos de las 
ontologías. Por ejemplo [27], utiliza lo que llama la teoría retórica de la estructura, en la 
que establece que en un texto puede identificarse un núcleo y un satélite, siendo el 
núcleo la parte más informativa de aquel. Con base en esta teoría propone la utilización 
de un árbol de discurso con el cual se clasifican las partes del texto. Utilizando esta 
jerarquización se eligen las secciones más arriba del árbol y con mayor importancia 
debido a su categoría, como base del resumen. La figura 1-5 describe brevemente esta 
aproximación.   
 
 
 
 
 
 
 
5 
Justificación 
3 
Elaboración 
6 
Ejemplificación 
1 4 2 4 
Figura 1-5: Descomposición que realiza el sistema SUM sobre el texto 
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En [13] se describe una herramienta de RAT, llamada SUM, que se creó para trabajar 
en el dominio especifico de leyes, sobre textos estructurados, es decir, en los cuales es 
fácilmente identificable una estructura por secciones. La primera tarea que se define 
para el sistema es crear una clasificación para los elementos del texto, con base a tres 
agrupamientos: 
Las cajas con línea continua representan los núcleos, las otras los satélites, los 
números sirven de identificación de la sentencia. 
 Background: parte del texto que se refieren a antecedentes como sentencias 
previas, por ejemplo. 
 Case: secciones del texto que describan el caso 
 Own: elementos del texto que contienen interpretación 
 
Mediante anotaciones manuales utilizando los criterios anteriores y otros, se marca las 
partes del texto con metadatos utilizando el formato XML, luego se aplican herramientas 
de PLN que realizan una variedad de tareas de procesamiento sobre el documento. Una 
de estas tareas es encontrar los grupos de verbos, los cuales se analizan, y sirven como 
centro para la construcción de la salida del sistema.  
Finalmente en la tabla 1-3 se encuentran sintetizadas algunas aproximaciones al RAT y 
sus características. 
 
Tabla 1-3: Caracterización algunas aproximaciones al RAT en la literatura 
Nombre Genero Lenguaje Dominio Enfoque Técnicas 
[4,23] general Inglés amplio Extracción Estadística básica 
[20] general Inglés amplio Extracción Naïve-Bayes 
[32] noticias Japonés amplio Extracción Bayes 
[46] general Inglés amplio Extracción Mod. Ocultos Markov 
[13] leyes Inglés restringido Abstracción Representación del 
conocimiento 
[27] noticias, 
científico 
Inglés restringido Abstracción Representación del 
conocimiento, Retórica 
del discurso 
[34] general Inglés amplio Abstracción PLN (análisis léxico y 
sintáctico) 
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1.6 COMPARACIÓN DE LOS DOS ENFOQUES DE RAT 
A partir de lo expuesto en las secciones previas del capítulo se observa que, la 
extracción ofrece una amplia gama de posibilidades para la obtención de resúmenes de 
documentos escritos, las técnicas utilizadas son de baja complejidad y de más fácil 
implementación, y los requerimientos de recursos de computación resultan manejables 
en la mayoría de casos. Infortunadamente debido a la superficialidad lingüística con que 
se analiza el texto bajo este enfoque, los resúmenes obtenidos carecen muchas veces de  
coherencia y fluidez, y están limitados a ser un subconjunto del texto original. Por otro 
lado la abstracción podría responder a estas deficiencias en tanto que considera el 
análisis profundo de los elementos del texto, sobre todo del aspecto semántico, sin 
embargo los avances no son tan sólidos como los de la extracción, y las técnicas 
aplicadas aun no son muy eficientes desde el punto de vista de consumo computacional, 
finalmente, tienen como restricción el hecho de que, generalmente. La tabla 1-4 ofrece un 
cuadro comparativo de ambos enfoques. 
Tabla 1-4: Comparación de enfoques: Extracción vs Abstracción. 
Comparación de enfoques: Extracción vs Abstracción 
 Extracción Abstracción 
Consumo de recursos 
computacionales. Bajo Muy Alto 
Coherencia Poca Aceptable- Excelente 
Facilidad de implementación Alta Baja 
Análisis semántico No Si 
 
1.7  CONCLUSIÓN. 
Una vez establecidos los conceptos y antecedentes en el área de RAT es posible 
exponer las siguientes reflexiones: 
 Cuando se trabaja sobre documentos de un dominio las aproximaciones de RAT 
de dominio específico presentan mejor rendimiento que aquellas de uso general, 
(dado que se puede aprovechar el rango de información propia del dominio). 
 Cualquier propuesta para una herramienta RAT debe considerar que [8]: 
 Los resúmenes deben preservar la información importante. 
 Los resúmenes deben ser cortos. 
 La utilización de diccionarios semánticos y ontologías para el castellano ofrece 
información adicional muy relevante que puede potenciar el rendimiento de los 
métodos extractivos de aprendizaje de máquina. 
 Tomando en cuenta que como se mostro existen factores que influyen en el 
resumen, por ejemplo el lenguaje y el género. Es apropiado pensar en la 
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posibilidad que los patrones que un modelo de aprendizaje de máquina encuentra 
pueden variar si se aplican en un conjunto de textos en castellano y en un 
dominio específico, en comparación con aquellos que son entrenados en textos 
de dominio general en ingles. 
 Los trabajos en RAT para el castellano aún son muy pocos y en consecuencia no 
se ha explorado suficientemente la combinación de diferentes modelos. 
A partir de estas reflexiones se propone una nueva aproximación para RAT en castellano 
basada en un modelo que combine la búsqueda patrones propias del aprendizaje de 
máquina con la información de un diccionario semántico de castellano e información 
propia de un dominio. 
 
 
 
 
  
 
 
2. RES-UN: UNA APROXIMACIÓN AL RESUMEN 
AUTOMÁTICO DE TEXTO EN CASTELLANO 
 
El ritmo frenético con el cual se crea y distribuye información en la actualidad excede 
nuestra eficiencia para aprovecharla. Por lo que ha surgido la necesidad de crear 
soluciones que potencien la capacidad humana para tratar grandes volúmenes de 
información. Como mejor repuesta a esta necesidad se ha encontrado el desarrollo de 
algoritmos, modelos y herramientas computacionales que ofrecen bajos costos y gran 
eficiencia. En el caso de la información contenida en texto, los avances se dan en 
múltiples frentes de investigación con resultados fructuosos, entre ellos el RAT. 
 
El RAT pretende que la máquina produzca en forma automática un resumen que ofrezca 
al usuario la mayor cantidad de información de un texto, en la menor cantidad de 
espacio.  
 
Como ya se mencionó los aportes en este campo de investigación datan de la década del 
50, en la actualidad las aproximaciones disponibles responden a diversos enfoques, 
aunque es posible realizar una clasificación en dos grandes tipos de aproximaciones, en 
primer lugar, se encuentran las extractivas también llamadas “cortar y pegar” que buscan 
patrones estadísticos en el texto. Por otro lado se encuentran las llamadas abstractivas, 
que envuelven el entendimiento y/o manipulación a nivel lingüístico del texto, entre otras 
tareas de difícil consecución.  
 
Es de esperar que las soluciones en el segundo enfoque produzcan resúmenes que el 
usuario encuentre más legibles y, en general, de mayor calidad. Sin embargo, el enfoque 
extractivo ha florecido con mucha mayor fuerza gracias a que involucra tareas de fácil y 
rápida ejecución, que implican bajos costos, y a la conquista de resultados considerables.  
 
Se propone, en esta parte del documento, una aproximación que sigue el enfoque 
extractivo, pero que adicionalmente se enriquece con la explotación de información 
semántica. De esta manera, se busca aprovechar la facilidad de implementación y bajo 
consumo de recursos que ofrecen los métodos extractivos y a la vez obtener los 
beneficios que brinda explotar la información semántica. 
 
En concreto el aporte de este trabajo se concentra en dos puntos específicos: 
 
1. Se propone un esquema general de solución para el RAT. 
2. Se adapta un modelo de extracción, que combina de una manera novedosa, 
información semántica de la Web con información estadística en la tarea de RAT. 
 
 
16  PROTOTIPO DE SISTEMA PARA EL RESUMEN AUTOMÁTICO DE TEXTOS EN CASTELLANO EN UN 
DOMINIO ESPECÍFICO  
 
En lo que resta de este capítulo se expone el esquema general de solución, sección 2.1, 
y en la sección 2.2 se detalla el proceso de selección del modelo de clasificación, así 
como sus elementos. 
2.1 ESQUEMA GENERAL DE LA SOLUCIÓN. 
El sistema planteado recibe como entrada un documento de texto plano y produce un 
fragmento de texto que contiene el resumen correspondiente a la entrada. Este resumen 
en un subconjunto de las frases del documento original. Tales frases son seleccionadas 
aplicando el modelo creado en este trabajo. La figura 2-1 muestra un ejemplo simple. 
 
Figura 2-1: Resumen creado seleccionando las frases más informativas del texto de entrada. 
 
 
 A partir de lo observado en la literatura y al análisis del problema se construyó un 
esquema de solución con cuatro etapas principales: caracterización, aplicación del 
modelo de clasificación, organización y presentación, como se describe en la figura 2-2. 
A continuación se definen estas etapas. 
 
2.1.1 PRE-PROCESAMIENTO. 
 
En esta etapa del proceso se realiza la manipulación inicial del documento de entrada 
con el fin de adecuarlo como insumo para las siguientes etapas, a continuación se 
detallan los pasos de pre procesamiento: 
 
1. Dividir el texto en frases. 
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El primer paso es segmentar el documento en frases1, para lo cual se aplica el 
modelo de detección de frases basado en el criterio de Máxima Entropía, 
entrenado en un corpus de texto en Castellano, la aplicación del enfoque de 
máxima entropía es competitiva con otras que conforman el estado del arte dado 
 
 
 
 
 
 
 
que presenta una precisión de clasificación del 98.4% contra el 98.9% de la 
aproximación con mayor rendimiento [19], además se toma esta opción por que 
este modelo está implementado en la API  de desarrollo gratuita  OpenNLP 
(http://www.opennlp.org). 
                                                          
1
 Las frases pueden ser compuestas, por ejemplo pueden contener conjunciones. 
Figura 2-2:  Esquema del procesamiento para obtener el resumen. (propio) 
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La idea principal es entrenar un modelo que identifique cuales elementos del texto 
indican la terminación de una frase, se especifican como elementos candidatos 
los signos coma “, ”, “;” ,interrogación “?” y punto “.”. 
En concreto se genera un clasificador basado en la estimación de la probabilidad 
conjunta P(b,c), siendo b una variable con dos estados posibles: “si es final de 
frase” y “no es final de frase”, en referencia a si el signo candidato termina la 
frase, y con c, siendo el contexto del signo candidato, formado por las palabras 
alrededor del candidato. El obejtivo es encontrar la distribución que maximicé la 
entropía H(p) 
 
 
 
 
2. Eliminar de signos de puntuación, esta se realiza utilizando una rutina basada 
en la aplicación de expresiones regulares. 
 
3. Identificar nombres de entidades. 
Los nombres de personas, organizaciones y en general de entidades se 
relacionan con aquellas frases más informativas, y por tanto son de gran 
importancia en la composición de los resúmenes, en este trabajo se utiliza el 
modelo de extracción de nombres de entidades del estado del arte propuesto 
en [7] ganador de la competencia Conference on Computational Natural 
Language Learning (www.cnts.ua.ac.be/conll) 2002, con un rendimiento del 
81.38% de precisión en clasificación, no superado a la fecha. Además de su 
rendimiento, se toma esta opción por que su implementación es ofrecida de 
forma gratuita en el API Freeling (http://garraf.epsevg.upc.es/freeling), la cual 
contiene un modelo entrenado con un corpus en Castellano. 
Este modelo trabaja bajo el meta-algoritmo Adaptative Boosting [12], en 
términos generales se aplica un clasificador base, en este caso árboles de 
decisión, en forma reiterada sobre el conjunto de entrenamiento, en cada paso 
un nueva instancia del clasificador base se entrena poniendo énfasis sobre los 
ejemplos que han sido mal clasificado, hasta que se llega a un error de 
clasificación. El conjunto de características utilizado por el clasificador se 
deriva del contexto de la palabra candidata, e incluye el análisis de 
mayúsculas, comillas, etc. Con estos datos de entrada el clasificador decide si 
la palabra candidata es un nombre de entidad. 
 
4. Realizar Stemming, Tagging y Tokenization. En esta parte del procesamiento, 
como en la anterior se utilizó el API de Freeling, el proceso de tokenization 
divide las frases en palabras para analizarlas posteriormente, a la cuales se 
les encuentra su tipología aplicando tagging, por ejemplo se identifican 
verbos, esto basado en un modelo markoviano que modela la probabilidad de 
secuencias de tags dada una secuencia de palabras, en concreto de 3-
gramas. Finalmente el stemming encuentra las raíces de las palabras, basado 
en un diccionario, de 71000 formas del castellano, agregando mayor robustez 
a la comparación de términos. 
 
 

x
xpxppH )(log)()(
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2.1.2 CARACTERIZACIÓN 
En este proyecto el término “características” se refiere a un conjunto de propiedades 
específicas de las frases, que determinan cuales son relevantes al resumen, este 
conjunto de características ha sido estudiado en la literatura desde los noventas. Por 
ejemplo, se espera que la posición de una frase en el texto esté relacionada con su 
inclusión o no en el resumen, generalmente las frases iníciales contienen mucha 
información y son buenas candidatas a estar en el resumen. 
Durante esta fase se lleva a cabo el proceso de encontrar una nueva representación del 
texto en función de las características establecidas, con lo cual se obtiene un vector que 
sirve como entrada para la aplicación del modelo de aprendizaje. 
 
2.1.3 APLICACIÓN DEL MODELO DE CLASIFICACIÓN 
La aplicación del modelo de clasificación se explica en detalle, más adelante en este 
capítulo, en la sección de selección del modelo, por el momento es necesario establecer 
que el modelo propuesto apunta a encontrar algunos  de los patrones que guían la 
creación de resúmenes de texto por parte de las personas, con ese fin se organiza un 
conjunto de documentos y los correspondientes resúmenes extractivos (seleccionando 
fragmentos del texto) elaborados por personas, sobre este conjunto de resúmenes en 
una fase previa llamada entrenamiento se ajustan los parámetros del modelo 
aprendizaje,  responsable de encontrar los patrones, y luego, en la fase operativa, este 
modelo se aplica para resumir nuevos textos de entrada, basado en los patrones 
encontrados durante la etapa de entrenamiento. 
 
2.1.4 ORGANIZACIÓN Y PRESENTACIÓN 
De la fase anterior se tiene como producto un conjunto de probabilidades, en esta fase se 
seleccionan los fragmentos de texto que deberían incluirse en el resumen de acuerdo al 
modelo, luego se organizan como un sólo fragmento de texto y finalmente se presentan 
en un formato legible al usuario final. 
 
2.2 ADAPTACIÓN Y VALIDACIÓN DEL LOS ELEMENTOS CONSTITUYENTES DE 
LA PROPUESTA. 
 
A partir de esta sección se indicarán con detalle cada uno de los elementos que 
conforman la propuesta y el porqué de la selección de cada uno de ellos. 
 
Primero se explica cómo se caracterizaron los textos para adaptarse como entradas 
válidas para los modelos de aprendizaje de máquina. Luego se describe el proceso de 
selección y adaptación de un modelo de clasificación, así como los resultados de la 
evaluación realizada. 
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2.2.1 CARACTERIZACIÓN DE LAS FRASES DEL TEXTO. 
Cada frase del texto exhibe un conjunto de características que sirven como datos de 
entrada para que el modelo aprenda a identificar cuáles frases deben conformar el 
resumen, en este caso se han dividido en dos tipos, basado en las que han mostrado 
éxito en la literatura, las primeras se relacionan con propiedades superficiales o no 
semánticas de las frases como por ejemplo su posición en el texto y su tamaño, los 
segundos se asocian con la semántica de la frase, como por ejemplo, si contienen 
nombres de personas o entidades, la mayoría de estas características tienen un uso 
aceptado en una gran variedad de trabajos previos de RAT. 
 
2.2.1.1 CARACTERÍSTICAS SUPERFICIALES.  
 
Así para el modelo propuesto las características superficiales a considerar son: 
 
1. Posición en el texto. Esta característica de las frases identifica su posición dentro del 
texto, generalmente las frases o fragmentos que inician un texto contienen mucha 
información sobre el resto del contenido. Esta característica se cuantifica así: 
 
 
 
 
2. Inclusión de cifras. Aquellas frases que contienen cifras generalmente hacen parte de 
los fragmentos más informativos o relevantes del texto. Esta característica se 
cuantifica así: 
 
 
 
 
3. Palabras más frecuentes del texto. Las palabras más frecuentes en un texto 
generalmente están relacionadas con el tema central de este, y por tanto las frases 
que incluyan estas palabras tienden a ser buenas candidatas a estar en el resumen. 
Esta característica mide el numero de palabras más frecuentes dentro del texto, que 
contiene una frase, esta característica se cuantifica así: 
 
 
 
 
 
𝐹𝑢𝑛𝑐𝑖ó𝑛_𝑃𝑜𝑠𝑖𝑐𝑖ó𝑛 =
𝑝𝑜𝑠𝑖𝑐𝑖ó𝑛 𝑒𝑛 𝑒𝑙 𝑡𝑒𝑥𝑡𝑜
𝑛𝑢𝑚𝑒𝑟𝑜 𝑑𝑒 𝑓𝑟𝑎𝑠𝑒𝑠 𝑒𝑛 𝑒𝑙 𝑡𝑒𝑥𝑡𝑜
 
𝐹𝑢𝑛𝑐𝑖ó𝑛_𝐶𝑖𝑓𝑟𝑎𝑠 =
𝑛𝑢𝑚𝑒𝑟𝑜 𝑑𝑒 𝑐𝑖𝑓𝑟𝑎𝑠 𝑒𝑛 𝑙𝑎 𝑓𝑟𝑎𝑠𝑒
𝑛𝑢𝑚𝑒𝑟𝑜 𝑑𝑒 𝑝𝑎𝑙𝑎𝑏𝑟𝑎𝑠 𝑒𝑛 𝑙𝑎 𝑓𝑟𝑎𝑠𝑒
 
𝐹𝑢𝑛𝑐𝑖ó𝑛_𝑓𝑟𝑒𝑐𝑢𝑒𝑛𝑡𝑒 =
#𝑝𝑎𝑙𝑎𝑏𝑟𝑎𝑠_𝑓𝑟𝑒𝑐𝑢𝑒𝑛𝑡𝑒𝑠_𝑒𝑛_𝑓𝑟𝑎𝑠𝑒
#𝑝𝑎𝑙𝑎𝑏𝑟𝑎𝑠 𝑒𝑛 𝑓𝑟𝑎𝑠𝑒
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4. Tamaño de la frase. Esta característica se relaciona con la cantidad de palabras que 
componen una frase. Esta característica se cuantifica así: 
 
 
 
5. Palabras más frecuentes en corpus y relevantes al dominio. Las frases que incluyen 
algunas de las palabras más recurrentes en los resúmenes del corpus presentan 
generalmente una alta relevancia al resumen actual, adicionalmente se complementa 
con un conjunto de términos propios del dominio que son de gran relevancia 
escogidos por especialistas. Esta característica se cuantifica así: 
 
 
 
Donde n es el número de palabras más frecuentes y relevantes al dominio que 
contiene la frase y tfi el número de apariciones de cada una de estas palabras en la 
frase. 
 
2.2.1.2 CARACTERÍSTICAS SEMÁNTICAS: 
 
Por otra parte las características semánticas consideradas en el modelo son: 
 
1. Nombre de entidades. Los nombres de personas, organizaciones y entidades en 
general, están relacionados con las ideas más importantes de un texto. El 
mecanismo de extracción de nombre de entidades se describió en la sección del 
esquema general de solución, en el apartado de pre-procesamiento. Esta 
característica se cuantifica así: 
 
 
 
2. Frases concluyentes. Existen algunas frases que constituyen fuertes indicios de 
información importante, por ejemplo aquellas frases concluyentes como: “En 
conclusión” o “Por lo tanto”, indican que la frase que las incluye contiene una 
considerable cantidad de información. Para esta característica se creó un listado con 
frases de este tipo, y su cuantificación es la siguiente: 
 
 
 
𝐹𝑢𝑛𝑐𝑖ó𝑛_𝑡𝑎𝑚𝑎ñ𝑜 =
#𝑝𝑎𝑙𝑎𝑏𝑟𝑎𝑠_𝑒𝑛_𝑓𝑟𝑎𝑠𝑒
#𝑡𝑎𝑚𝑎ñ𝑜_𝑝𝑟𝑜𝑚𝑒𝑑𝑖𝑜_𝑓𝑟𝑎𝑠𝑒𝑠_𝑒𝑛_𝑡𝑒𝑥𝑡𝑜
 
𝐹𝑢𝑛𝑐𝑖ó𝑛_𝑓𝑟𝑒𝑐𝑢𝑒𝑛𝑡𝑒𝑠_𝑐𝑜𝑟𝑝𝑢𝑠 =
 𝑡𝑓𝑖
𝑛
𝑖
#𝑝𝑎𝑙𝑎𝑏𝑟𝑎𝑠_𝑒𝑛_𝑓𝑟𝑎𝑠𝑒
 
𝐹𝑢𝑛𝑐𝑖ó𝑛_𝑛𝑜𝑚𝑏𝑟𝑒𝑠 =
𝑛𝑢𝑚𝑒𝑟𝑜 𝑛𝑜𝑚𝑏𝑟𝑒𝑠 𝑑𝑒 𝑒𝑛𝑡𝑖𝑑𝑎𝑑𝑒𝑠
𝑡𝑎𝑚𝑎ñ𝑜 𝑑𝑒 𝑙𝑎 𝑓𝑟𝑎𝑠𝑒
 
𝐹𝑢𝑛𝑐𝑖ó𝑛_𝑐𝑜𝑛𝑐𝑙𝑢𝑦𝑒𝑛𝑡𝑒𝑠 =  
0 𝑠𝑖 𝑛𝑜 𝑐𝑜𝑛𝑡𝑖𝑒𝑛𝑒 𝑓𝑟𝑎𝑠𝑒 𝑐𝑜𝑛𝑐𝑙𝑢𝑦𝑒𝑛𝑡𝑒
1 𝑠𝑖 𝑐𝑜𝑛𝑡𝑖𝑒𝑛𝑒 𝑓𝑟𝑎𝑠𝑒 𝑐𝑜𝑛𝑐𝑙𝑢𝑦𝑒𝑛𝑡𝑒
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3. Similitud con el título. Esta característica se incluye bajo la suposición que aquellas 
frases que comparten palabras con el titulo son relevantes al resumen, se cuantifica 
así: 
 
 
#𝑝𝑎𝑙𝑎𝑏𝑟𝑎𝑠_𝑐𝑜𝑚𝑝𝑎𝑟𝑡𝑖𝑑𝑎𝑠_𝑐𝑜𝑛_𝑡𝑖𝑡𝑢𝑙𝑜
#𝑝𝑎𝑙𝑎𝑏𝑟𝑎𝑠_𝑓𝑟𝑎𝑠𝑒
 
 
4. Distancia con árbol Wikipedia. Con la introducción de esta característica se 
pretende aprovechar la información del dominio, en concreto información semántica 
proveniente de la enciclopedia más grande en Internet, es decir, Wikipedia, así como de 
Google.  
Para lo cual se selecciona un artículo de Wikipedia que describa el dominio, luego, se 
conforma un núcleo de conceptos del dominio con los términos del artículo que tienen un 
link, y que están más relacionados con el dominio, esta relación se calcula con una 
medida de similitud basada en coocurrencias de Google. 
Finalmente se mide la relación de cada frase evaluada, con el núcleo de conceptos del 
dominio, bajo la suposición de que las frases fuertemente relacionadas con este núcleo 
son relevantes al resumen, esta medición se realiza, nuevamente, utilizando información 
de coocurrencia a partir de un buscador como Google o cualquier otro. Este proceso se 
explica en detalle en la sección de anexos. Este esquema se encuentra en la figura 2-3. 
Y el anexo 1 contiene una descripción detallada del procedimiento. 
 
Figura 2-3: Procedimiento para extraer la distancia en el árbol Wikipedia 
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El valor de la característica para cada frase es igual a la suma de las distancia de cada 
palabra con cada uno de los conceptos del árbol de conceptos extraído de Wikipedia, así: 
 
 
 
𝐷𝐹 =   𝑑𝑐𝑖𝑗
 𝑀
𝑗
𝑁
𝑖
 
 
Con: 
 
DF= la distancia de la frase con los conceptos del árbol Wikipedia 
N= numero de palabras en la frase 
M= numero de conceptos en el árbol 
 
2.2.2 SELECCIÓN DEL MODELO DE EXTRACCIÓN. 
 
El proceso de selección apunta a encontrar dentro de algunos de los modelos más 
populares del estado del arte del aprendizaje máquina, uno que ofrezca un rendimiento  
competitivo en la tarea específica de resumen de texto en español, es importante 
considerar que el modelo es una parte de la aproximación propuesta, y que puede ser 
modificado según futuras revisiones.  
 
Un mecanismo estándar aceptado para analizar el rendimiento de los modelos de 
solución RAT, es medir que tanto coinciden los resúmenes creados por personas con 
aquellos obtenidos por el sistema, en concreto, se considera el juicio de las personas 
como correcto y línea base de comparación. En consecuencia se creó un conjunto de 
datos a partir de una serie de resúmenes creados por personas y se compararon los 
resultados de los modelos en cuestión.  
 
La selección se da en dos pasos: 
 
1) Realizar evaluación preliminar sobre diferentes tipos de modelos. 
2) Seleccionar un tipo de modelo y afinar un clasificador especifico. 
 
2.2.2.1 CONJUNTO DE DATOS 
 
El conjunto de datos tiene la finalidad de proporcionar una base de comparación para el 
rendimiento de los modelos, se creó a partir de los resúmenes de artículos noticiosos del 
dominio calzado, elaborados por personas involucradas en el área del calzado, tal y 
como se describe en la sección 4.2.2. Aunque para la selección y ajuste del modelo sólo 
se utilizo el 70% del conjunto de datos, dejando los restantes para evaluación final de 
modelo seleccionado. 
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2.2.2.2 TIPOS DE MODELOS 
 
La comparación se realizó sobre 16 clasificadores correspondientes a 8 tipos de 
modelos, de uso popular en el estado del arte de aprendizaje de máquina y que han 
mostrados solucionar satisfactoriamente una amplia variedad de problemas, incluso 
sobre texto [9,11], se incluyo el clasificador regla cero, que clasifica todas las frases 
como no relevantes al resumen, para establecer un punto mínimo de comparación. Para 
algunos modelos se incluyeron varias versiones que se diferencia por los parámetros 
establecidos. Los modelos evaluados son: 
 
1) Naive Bayes 
 
2) Perceptrón multicapas.  
a) Con 2 capas internas, de tamaño igual al número de 
características + número de clases. 
b) Con 3 capas internas, de tamaño igual al número de 
características + número de clases. 
3) Red de Funciones de base radial (RBF)  
 
4) Máquinas de soporte vectorial. Se incluyeron seis versiones del modelo 
que se diferencian por la variación en sus dos parámetros principales, 
tipo de kernel y parámetro de complejidad C. 
a) Kernel Polinomial 2 y C=0.5 
b) Kernel Polinomial 2 y C=1 
c) Kernel Polinomial 2 y C=2 
d) Kernel Polinomial 3 y C=0.5 
e) Kernel Polinomial 3 y C=1 
f) Kernel Polinomial 3 y C=2 
 
5) Bagging. Incluye dos versiones que se diferencian por su algoritmo 
base 
a) Árbol C4.5 
b) Perceptrón de dos capas internas, de tamaño igual al número 
de características + número de clases. 
6) Árbol de decisiones C4.5 
 
7) Adaboost.  
a) Árbol Decision Stump 
b) Árbol C4.5 
 
8) Clasificador trivial: todas las frases clasificadas como relevantes. 
 
2.2.2.3 MEDIDAS DE RENDIMIENTO 
 
Se consideraron cuatro medidas de rendimiento de amplio uso en aprendizaje de 
máquina: 
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1) Acurracy 
Una medida estándar para evaluar el rendimiento dentro del aprendizaje de máquina es 
el accuracy, esto es, el porcentaje de clasificación correcta de las frases que se define 
así: 
 
𝐴 =
#𝑓𝑟𝑎𝑠𝑒𝑠 𝑏𝑖𝑒𝑛 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑑𝑎𝑠
#𝑓𝑟𝑎𝑠𝑒𝑠 𝑒𝑛 𝑒𝑙 𝑡𝑒𝑥𝑡𝑜
 
 
sin embargo, en algunos casos cuando existen dos opciones de clasificación, y una de 
ellas supera ampliamente en ocurrencias a la otra, puede llevar a la elección de modelos 
que simplemente tomen el camino más fácil, es decir, clasificar todas las entradas en la 
opción más ocurrente, en este caso, clasificar todas las frases como “no relevante”. 
En este tipo de caso, resulta apropiado complementar el accuracy con medidas que se 
calculan en función de la efectividad del sistema en reconocer o recuperar la información 
relevante [26] descritas a continuación: 
 
2) Precisión 
Define el porcentaje de las frases del resumen creado por el sistema que las personas 
seleccionaron como relevantes: 
 
𝑃 =
#𝑝𝑟𝑒𝑑𝑖𝑐𝑐𝑖𝑜𝑛𝑒𝑠 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡𝑒𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑎𝑠
#𝑝𝑟𝑒𝑑𝑖𝑐𝑐𝑖𝑜𝑛𝑒𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑎𝑠
 
 
3) Recall  
Es el porcentaje de las frases que las personas seleccionaron como parte del 
resumen fueron también seleccionadas por el sistema: 
 
𝑅 =
#𝑝𝑟𝑒𝑑𝑖𝑐𝑐𝑖𝑜𝑛𝑒𝑠 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡𝑒𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑎𝑠
#𝑓𝑟𝑎𝑠𝑒𝑠 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡𝑒𝑠
 
  
4) Medida F 
Una tercera medida que combina las dos últimas es llamada “F-measure” utilizada en 
este tipo de aplicaciones [26], se define así: 
 
 
 
Con P igual a la precisión y R el recall. 
 
 
La medida F fue la que se estableció para guiar de forma primaria la elección del modelo, 
las otras fueron utilizadas de manera complementaria, en esta decisión. 
 
𝐹 =
2𝑃𝑅
𝑃 + 𝑅
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2.2.2.4 EVALUACIÓN PRELIMINAR SOBRE OCHO TIPOS DE MODELOS DE 
CLASIFICACIÓN 
 
En esta sección se muestran los resultados de los experimentos efectuados con el fin 
seleccionar un modelo de clasificación, en los cuales se compararon los rendimientos de 
los modelos en cuestión, teniendo como base de comparación los resúmenes creados 
por personas. La selección se divide en dos etapas: primero una evaluación preliminar de 
varios tipos de modelo y luego un ajuste o afinamiento del modelo seleccionado. Estas 
etapas se describen a continuación: 
 
El primer paso fue seleccionar el tipo de modelo, para luego, en el segundo paso, 
afinarlo. En consecuencia se tomaron clasificadores representativo de cada tipo de 
modelo y se midieron sus rendimientos en función de las medidas especificadas: 
accuracy, recall, precisión y la medida F.  
 
Tabla 2-1: Rendimiento de 16 clasificadores en función de accuracy, recall, precision y 
medida F. 
Clasificador accuracy recall precisión F-Measure 
1. Naive Bayes 70.79 0.36 0.83 0,5 
2.a Perceptrón 2 capas 77.57 0.72 0.73 0,73 
2.b Perceptrón 3 capas 76.78 0.72 0.71 0,72 
3. Red RBF 74.45 0.57 0.74 0,65 
4.a SVM C 0.5 P=2 77.31 0.65 0.76 0,7 
4.b SVM C 1.0 P=2 78.33 0.66 0.78 0,72 
4.c SVM C 2.0 P=2 79.18 0.68 0.78 0,73 
4.d SVM C 0.5 P=3 80.02 0.69 0.80 0,74 
4.e SVM C 1.0 P=3 79.85 0.70 0.79 0,74 
4.f SVM C 2.0 P=3 79.62 0.68 0.79 0,73 
5.a Bagging C4.5 78.07 0.73 0.73 0,73 
5.b Bagging Perceptrón 2 capa 78.77 0.75 0.74 0,74 
6. Árbol C4.5 76.13 0.73 0.70 0,72 
7.a AdaBoostM1 DecisionStp 75.39 0.65 0.72 0,68 
7.b AdaBoostM1 Regla cero 76.44 0.69 0.72 0,71 
8. Regla cero 68.95 0.00 0.00 0,5 
 
El procedimiento para calcular los rendimientos fue 10x10-fold-cross validation[9]. El cual 
divide en forma aleatoria el conjunto de prueba en 10 subconjuntos, nueve de ellos sirven 
para entrenar el modelo y uno para evaluar y medir el rendimiento, esto se realiza 10 
veces y el valor final del rendimiento para un modelo, es el resultado de promediar los 10 
resultados, a su vez, este procedimiento se repite de manera aleatoria 10 veces y al  final 
se promedian los valores antes obtenidos. Como ya se mencionó la medida principal 
establecida para seleccionar el modelo es la medida-F, como lo muestra la tabla 2-1 y la 
la figura 2-4 
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El mayor rendimiento fue alcanzado por el clasificador 5.b Bagging con Perceptrón 
multicapa y las máquinas de soporte vectorial: 4d y 4e, con un valor de 0.74, y el valor 
mínimo corresponde a él 8, el clasificador trivial.  
 
 
Figura 2-4: Rendimiento de 16 clasificadores de 8 tipos de modelos, en función de medida F 
 
 
Sin embargo es necesario realizar una prueba de significancia estadística, para 
comprobar que las diferencias en los rendimientos son considerables y no producto del 
azar. 
 
El procedimiento  estándar para esta prueba es el  Análisis de Varianza de una vía [9] 
(ANOVA, por sus siglas en ingles), se trata de comprobar o descartar la hipótesis nula 
Ho, de que los valores de rendimiento de los modelos son iguales para el conjunto de 
datos dado, en este caso se estableció un nivel de significancia del 95%. Entonces la 
hipótesis es aceptada sólo si se ANOVA arroja un valor de probabilidad, p, mayor a 5% 
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Figura 2-5: Gráfica de varianza de rendimientos medida F de los clasificadores. 
 
 
 
Luego de aplicar ANOVA, la hipótesis nula de que los rendimientos de todos los modelos 
eran iguales, fue rechazada, en la figura 2-5 se muestra el grafico de las varianzas de los 
16 clasificadores.  
Dado que no todos los rendimientos fueron iguales la tarea era descartar aquellos que 
estaban estadísticamente por debajo de los demás. Por tanto, el procedimiento ANOVA 
se aplico sucesivamente, excluyendo de la prueba aquellos modelos que presentaban 
menor rendimiento, hasta obtener un subgrupo para el cual la hipótesis nula Ho se 
cumpliera, es decir un subgrupo de clasificadores para los cuales la tasa de rendimiento 
era estadísticamente similar. 
 
 
Al final el subgrupo obtenido está conformado por los siguientes clasificadores: 
 
1) Máquina de soporte vectorial con kernel polinomial =3 y C=0.5 (4.d) 
 
2) Máquina de soporte vectorial con kernel polinomial =3 y C=1 (4.e) 
 
3) Máquina de soporte vectorial con kernel polinomial =3 y C=2 (4.f) 
 
4) Bagging con árbol C4.5 (5.a) 
 
5) Bagging con Perceptrón de 2 capas (5.b) 
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Figura 2-6: Varianza de 8 clasificadores con rendimiento estadísticamente similar. 
 
 
 
La figura 2-6 ilustra las varianzas para este grupo de clasificadores. 
Entre estos clasificadores no se encuentra diferencia estadística en su rendimiento con 
respecto a la medida-F. Entonces se consideraron las otras medidas de rendimiento para 
obtener una elección, de la siguiente manera: 
 
1. Se descartaron los modelos de máquinas de soporte vectorial, dado que,  
presentan un desequilibrio considerable entre precisión y recall, en tanto 
que el recall es significativamente más bajos que para los demás modelos, 
lo que implica que muchas frases relevantes serian excluidas de los 
resúmenes. 
2. Luego se observa que quedan 2 clasificadores de Bagging: uno que utiliza 
arboles y otro Perceptrón. Se selecciono el tipo de modelo de Bagging con 
árbol de decisión C4.5 y no con Perceptrón multicapas, en tanto que los 
arboles de decisión presentan menor complejidad, y en este caso un 
rendimiento similar. 
 
2.2.3 AFINACIÓN DEL CLASIFICADOR ESPECÍFICO. 
 
Una vez seleccionado, se prueban varias configuraciones del modelo de Bagging con 
árbol de decisión C4.5, aplicando 10-cross-validation,  para encontrar valores de los 
parámetros del modelo que presenten un rendimiento cercano al óptimo. Para este fin se 
aplica una herramienta de comparación de configuraciones de modelo llamada curva 
ROC (Característica Operativa del Receptor, en español), que ordena la tasa de falsos 
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positivos (frases clasificadas como no relevantes pero que si lo son) contra la tasa de 
verdaderos positivos (frases clasificadas como relevantes que realmente eran 
relevantes), para cada configuración del modelo [11,26]. La figura 2-7 muestra un 
ejemplo de curva ROC, en este caso se grafica el rendimiento de un clasificador  
mediocre, dado que por cada verdadero positivo produce un falso positivo, cualquier 
clasificador con una curva cercana o por debajo de esta es considerado pobre. En la 
figura se destaca el punto de rendimiento ideal de coordenadas (0,1), es decir un 100% 
de frases relevantes bien clasificadas y un 0% de frases relevantes mal clasificadas. La 
idea es encontrar valores de los parámetros del modelo que produzcan un punto de 
rendimiento lo más cercano al ideal como sea posible. 
 
Figura 2-7: Curva ROC de ejemplo. Clasificador mediocre y punto de rendimiento ideal 
 
 
 
La figura 2-8 muestra la curva ROC correspondiente al modelo Bagging C4.5 que fue 
seleccionado. El primer hecho a observar es que la curva de rendimiento del modelo es 
superior al de un clasificador aleatorio que presenta rendimiento mediocre.  
 
La figura además señala el punto más cercano al de rendimiento ideal, en este caso 
corresponde al modelo de Bagging C4.5 con parámetros C=0.30 y M=5 para el árbol de 
decisión estos parámetros y el modelo se explican en la siguiente sección. 
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Figura 2-8: Curva ROC para el rendimiento del modelo Bagging C4.5 en evaluación preliminar. 
 
 
 
 
2.3 EL MODELO ELEGIDO: BAGGING C4.5 
 
Bagging es una técnica de aprendizaje de máquina aplicable a problemas de 
clasificación, básicamente toma varios clasificadores de un mismo tipo y los entrena 
en subconjuntos de datos ligeramente diferentes, es llamado un meta algoritmo 
porque se vale de otros para solucionar el problema. Ha mostrado ser potente 
aumentando el rendimiento en diversos problemas [9].  
 
Define una estructura de votación, es decir, la decisión de clasificación, en este caso, 
la de clasificar una frase como relevante o no, se toma como producto de la 
combinación de los resultados de varios clasificadores [6,9].  
 
Estos clasificadores, se crean a partir de un tipo de modelo clasificador, llamado 
clasificador base, y el conjunto de datos de entrenamiento obtenidos a partir de los 
resúmenes, que se modifica repitiendo algunos datos y omitiendo otros, para crear 
tantos subconjuntos como clasificadores haya. El clasificador debe cumplir con la 
condición de ser inestable, es decir que sus porcentajes de rendimiento varíen 
considerablemente dependiendo del conjunto de prueba al que se le enfrenten. El 
clasificador base en este caso es el árbol C4.5. 
 
C4.5 es un algoritmo basado en arboles de decisión que cumple con la condición de 
inestabilidad y fue seleccionado como algoritmo base. Se crea un árbol, en cada 
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nodo se evalúa una condición para una de las características de las frases del 
conjunto de datos, para cada valor posible se crea una rama en las cuales se colocan 
sucesivamente nodos que se expanden en forma similar, la expansión de una rama 
termina si todas sus frases han sido colocadas en la misma clase, esto es relevantes 
o no relevantes. Adicionalmente se realiza un proceso de poda, para reemplazar 
sectores del árbol cuyo error de clasificación asociado sea comparable con el de una 
hoja sustituta, para reducir complejidad.  
El algoritmo maneja dos parámetros: c es el valor de confianza considerado en el 
proceso de poda para comparar tasas de error; y m que se utiliza para evitar nodos 
para los cuales casi todas las instancias tienen la misma clasificación, un valor bajo 
de m produce un árbol más complejo. La figura 2-9 illustra la creación de un árbol 
simplificado para tomar la decisión de clasificar una frase de acuerdos a tres 
características evaluadas, en una de dos clases, relevante o no relevante. 
 
Una vez establecido el C4.5 como algoritmo base, sigue el proceso de Bagging con 
la creación de L conjuntos de entrenamiento, con base en el conjunto C original de 
tamaño N, cada uno de los nuevos conjuntos se genera tomando N elementos del 
conjunto de prueba original en forma aleatoria con reemplazo.  
 
Luego se entrenan L clasificadores en los nuevos conjuntos.  
Una vez finalizada la etapa de entrenamiento, cada vez que se introduzca una nueva 
frase para ser clasificada como relevante o no al resumen, la decisión se toma con 
base en la combinación de resultados de los L clasificadores. 
 
Figura 2-9: Creación de un árbol de decisión para clasificar frases del texto. 
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2.4 CONCLUSIONES 
 
En este capítulo se explicó la idea central detrás del modelo propuesto y cómo esta 
puede aportar al problema del RAT en castellano. Se ilustró el esquema general de 
solución y se detalló ampliamente el procedimiento para realizar el resumen y cada una 
de sus fases, además se describió una nueva característica semántica que se introduce 
en este proyecto y que busca aumentar el rendimiento del modelo. 
 
Así mismo, fueron realizados una serie de experimentos que permitieron explorar el 
rendimiento dentro de algunos de los algoritmos más populares de aprendizaje de 
máquina, con los que se descartaron con rigor estadístico, algunos con rendimiento 
considerablemente bajo, para el conjunto de prueba; y se encontró un grupo de modelos 
con rendimiento similar, dentro del cual se selecciono Bagging C4.5,  que al final fue 
afinado para la tarea de encontrar las frases más relevantes de un texto. Adicionalmente, 
se describió la adaptación del modelo seleccionado al problema en cuestión. 
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3. ARQUITECTURA DE SOFTWARE 
El fin de esta sección es describir en forma concisa la estructura del prototipo de software 
desarrollado como herramienta para el resumen automático texto. Se organiza una 
descripción de la arquitectura de software utilizando cuatro diferentes vistas de los 
componentes del sistema y la forma como estos interactúan para brindar la funcionalidad 
deseada. A continuación se establecen el alcance de proyecto software y las vistas del 
sistema. 
3.1 ALCANCE DEL PROTOTIPO. 
La herramienta es concebida como un prototipo de software, por lo que el trabajo se 
centra en ofrecer sólo la funcionalidad esencial, dejando el ajuste y afinamiento de otros 
requerimientos y funcionalidades para etapas posteriores de evolución. El programa 
recibe un documento de texto plano en el idioma castellano a través de una página web y 
regresa al usuario un fragmento del texto que lo resume. Si se introducen al sistema 
textos en otros idiomas diferentes al castellano serán procesados pero las tasas de 
rendimiento no serán predecibles.  
3.2 VISTA DE CASOS DE USO. 
Con esta vista se brinda la posibilidad de entender la funcionalidad central del sistema 
RAT, ofrece información práctica de cómo interactúa la herramienta de resumen con el 
usuario final, condensando esta interacción en un procedimiento o conjunto de acciones 
que desarrollan el usuario y el sistema, la figura 3-1 y la figura 3-2 muestran la secuencia 
de este caso de uso. 
 
Figura 3-1: Conjunto de acciones en caso de uso principal. 
Usuario   Sistema 
1. Ingresa texto a resumir por medio 
de un formulario Web. 
2. Lee el texto ingresado en el 
formulario Web. 
      7.  Recibe el resumen del texto. 3. Pre-procesa el texto. 
 4. Caracteriza matemáticamente el 
texto. 
 5. Aplica el modelo de extracción. 
 6. Presenta el resumen en una página 
Web. 
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Caso de uso principal: Resumir. 
Actor: Usuario que desea resumir un texto. 
Propósito: Obtener el resumen de un texto en castellano. 
 
Figura 3-2: Caso de uso resumir. Pasos en la interacción usuario sistema RAT 
 
3.3 VISTA LÓGICA. 
 
En esta vista se describe la estructura que da solución al requerimiento principal del 
sistema, se realiza una abstracción de dicha solución utilizando clases. Las clases son 
definidas y se establece la relación lógica entre ellas. A continuación se incluye el 
diagrama de clases. En él se encuentra que “ResunApp” es la clase más relevante en 
relación con la funcionalidad requerida por el usuario, pues encapsula las otras clases del 
sistema, son estas Preprocesador, Caracterizador, Clasificador, Organizador, para 
producir el resumen a través del método “resumir()”. Luego se encuentra el diagrama 
de secuencias que permite observar cómo interactúan y se comunican los objetos 
para crear el resumen, comenzando por el procesamiento y terminando en la 
presentación del resumen al usuario final. Las figuras 3-3 y 3-4 muestran el diagrama de 
clases y el de actividades. 
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En el primero se explica la estructura lógica de entidades dentro del sistema y su 
relación. En el segundo se especifica la secuencia de acciones que se dan entre las 
entidades del sistema para procesar el texto y obtener el resumen. 
Figura 3-3: Diagrama de clases. 
Figura 3-4. Diagrama de actividades 
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3.4 VISTA FÍSICA 
Esta vista ofrece una descripción de cómo se despliega el sistema en su fase operativa, 
enfocándose en los requerimientos no funcionales. Muestra nodos físicos y la forma 
como se organizan e interactúan.  
 
vista. 
 
 
 
 
 
 
 
 
 
 
En la figura 3-5 se muestra como el sistema se dispone bajo el modelo cliente servidor, 
con una comunicación que se da a través de internet, mediante la utilización de un 
browser comercial por parte del usuario para acceder a la funcionalidad ofrecida por el 
sistema, el cual reside en un servidor remoto basado en Java Server Pages –Tomcat, a 
continuación se describen los elementos del diagrama: 
 
PC usuario : El usuario utiliza un computador conectado a Internet y un browser 
comercial para acceder al servidor donde se encuentra el sistema RAT, una vez adentro 
ingresa el texto a resumir y espera la respuesta del sistema. 
Servidor Web RAT: En un servidor centralizado se encuentra el sistema RAT, en el se 
ofrece una página Web de ingreso para el texto, manejada por un servidor apache 
Tomcat. Aquí mismo se encuentra la aplicación RESUN como una librería que se enlaza 
con una aplicación basada en JSP que procesa el texto de entrada para crear el 
resumen y finalmente también se encuentra aquí una página Web para la presentación 
del resumen. 
Figura 3-5: Diagrama de despliegue. Se muestra la interacción de los nodos físicos del sistema. 
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3.5 VISTA DE PROCESO 
 
Esta vista apunta a explicar el aspecto dinámico del sistema, detallando los procesos 
detrás de la ejecución de la tarea de resumen y como estos se comunican entre sí. La 
figura 3-6 muestra el diagrama de actividades correspondiente. 
 
Figura 3-6: Diagrama de actividades 
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3.6 VISTA DE DESARROLLO 
Con esta vista se ofrece una descripción modular del sistema. El prototipo se explica en 
función de paquetes pequeños compuestos por librerías y subsistemas sobre los cuales 
se obtiene la estructura final. La figura 3-7 ilustra esta estructura modular. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Se observan cuatro paquetes dentro del sistema, estos corresponden a subsistemas o 
componentes funcionales encargados de soportar las cuatro fases del esquema 
propuesto. A continuación se describen estos paquetes: 
1. Pre-procesamiento. 
Este componente dispone de librerías y clases que alcanzan como funcionalidad principal 
la descomposición del texto de entrada en frases, en la cuales se omite información poco 
relevante como signos de puntuación y palabras que aportan poca información. Integra 
dos librerías externas y de uso libre, primero OpenNLP (http://opennlp.sourceforge.net) 
desarrollado en java ofrece dos subcomponentes, el tokenizador, el segmentador de 
frases. La segunda es Freeling (http://www.lsi.upc.edu/~nlp/freeling) una librería 
desarrollada en C que ofrece un conjunto de herramientas lingüísticas, entre las cuales 
se utiliza para este proyecto la de detección de nombre de entidades. 
2. Caracterización. 
Figura 3-7: Diagrama de paquetes 
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Contiene una clase principal que se encarga de convertir las frases del texto en vectores 
que representan las características extraídas del texto. La extracción de cada 
característica está asociada con un método o rutina específicamente programada. Luego 
de la aplicación de estas rutinas se obtiene una matriz de representación numérica para 
el texto de entrada. 
3. Clasificación. 
Este paquete incluye una clase de elaboración propia y una librería externa. La clase se 
apoya en la librería externa para clasificar aquellas frases del texto, a esta altura 
representadas como vectores numéricos, como relevantes o no al resumen. La librería 
llamada Weka (www.cs.waikato.ac.nz/ml/weka), fue desarrollada en el lenguaje Java, 
ofrece un conjunto de funcionalidades para la aplicación de técnicas de aprendizaje de 
máquina, en este trabajo se utilizan las implementaciones de los modelos de aprendizaje, 
las cuales están dispuestas como clases particulares. Los métodos que incluyen estas 
clases permiten obtener como salida un vector correspondiente a las frases que 
componen el resumen. 
4. Organización 
Este paquete se compone de clases elaboradas en este proyecto que permiten convertir 
el vector que señala las frases relevantes al resumen, en una representación de texto 
para el usuario final. 
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4. EVALUACIÓN DEL SISTEMA DE RESUMEN EN EL DOMINIO 
“CALZADO” 
 
En esta sección se describe la metodología aplicada para llevar a cabo la evaluación de 
la aproximación propuesta y los resultados obtenidos.  
Para este proyecto se ha definido que el dominio especifico sobre el cual trabaja la 
herramienta es el del Calzado, debido a su importancia en la actividad económica 
colombiana, y al apoyo manifestado por la empresa CEINNOVA para el desarrollo de 
este trabajo, por tanto, la evaluación se realizara sobre este dominio.  
La evaluación se compone de una sección automática y una a cargo de humanos, en la 
automática se utilizan métricas estándares para medir el rendimiento de la herramienta 
de resumen y se compara contra algunas herramientas comerciales; en el componente 
humano de la evaluación se pregunta a personas sobre la utilidad y calidad de los 
resúmenes producidos por el sistema, antes de esto se describe en la sección 4.1 los 
ajustes hechos al modelo para el caso especifico del dominio “Calzado”. La sección 4.2 
describe la evaluación automática y la 4.3 la evaluación humana. 
 
4.1 AJUSTES REALIZADOS A LA HERRAMIENTA PARA EL DOMINIO   
“CALZADO” 
 
El modelo propuesto es aplicable para diferentes dominios, pero antes de ser utilizado en 
uno específico, debe sufrir ajustes en la información de entrada, para aprovechar la 
información propia del dominio elegido.  El principal ajuste que requiere el modelo para 
su aplicación en el dominio específico del “Calzado”, se centra en el conjunto de 
características del model. Los ajustes en las características se hicieron así:  
1. En el caso de las características superficiales se tiene: 
 
 Ajuste a -palabras más frecuentes en el corpus y relevantes del dominio. Sobre 
las palabras del corpus se realizó un proceso de pre procesamiento consistente 
en remoción de las palabras “stop-words” , entre ellas artículos y auxiliares como 
“la”, “los”, etc. Seguidamente se aplico “stemming” sobre las palabras, es decir, se 
encontraron sus raíces. Y finalmente se realizó un análisis de las frecuencias de 
aparición de las palabras del corpus. El tamaño del conjunto de palabras más 
frecuentes en el corpus a tener en cuenta es de 30. Este se complementa con 10 
palabras escogidas por personas especialistas en el dominio calzado.  
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 Ajuste a palabras más frecuentes del texto: Se especifica el tamaño del conjunto 
de palabras más frecuentes a tener en cuenta en el texto, en este caso 5. 
 
2. En cuanto a las características semánticas se tiene: 
Distancia con el árbol Wikipedia. La variable central cuando se define esta 
característica es cual es término o palabra que describe el concepto central del 
dominio, en este caso la selección es fácil, pues “Calzado” describe bien el 
concepto en  estudio. Respecto al artículo de Wikipedia que mejor describe el 
dominio, la selección no es complicada dado que el artículo “Calzado” que se 
compone de 2391 palabras, se refiere concretamente a la “Calzado” como objeto 
económico, enfoque que se usa en este proyecto. 
Adicionalmente se ajusto el modelo, generando una variación, en la que no se considera 
la característica Wikipedia en la creación de los resúmenes, con el fin de medir su 
influencia en el rendimiento de la herramienta propuesta. Es decir se tienen dos 
variaciones del modelo una con la característica basada en Wikipedia y otra sin ella. 
4.2 EVALUACIÓN AUTOMÁTICA 
En esta sección se describe la experimentación realizada para evaluar el rendimiento de 
la herramienta, bajo una métrica estándar, y comparar contra herramientas de uso 
comercial.  
La idea es medir que tanto se acerca el rendimiento de las herramientas evaluadas al 
juicio humano, es decir, que tanto se parecen los resúmenes automáticos a los creados 
por personas. Para tal fin, primero se describe la métrica estándar utilizada en la mayoría 
de trabajos de resumen automático, luego se establece el conjunto de datos conformado 
por los resúmenes creados por personas, enseguida se definen la herramientas contra 
las que se va a comparar RESUN y finalmente se detallan los resultados. 
4.2.1 MEDIDA DE RENDIMIENTO 
La idea principal en la evaluación de las herramientas RAT es medir el rendimiento de 
estas a partir de la comparación con los resúmenes creados por personas. ROUGE [21] 
es la métrica de-facto para esta tarea [15]. Es una medida basada en coincidencia de n-
gramas entre el resumen evaluado y el resumen creado por una persona, se define así: 
𝑅𝑂𝑈𝐺𝐸 = 
     
  𝐶𝑜𝑛𝑡𝑎𝑟𝐶𝑜𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑐𝑖𝑎𝑠(𝑛𝑔𝑟𝑎𝑚𝑎)  
𝑛𝑔𝑟𝑎𝑚𝑎 ∈𝐹
 
 
𝐹∈ 𝑅𝑒𝑠𝑢𝑚𝑒𝑛𝑃𝑒𝑟𝑠𝑜𝑛𝑎   
 
  𝐶𝑜𝑛𝑡𝑎𝑟(𝑛𝑔𝑟𝑎𝑚𝑎)  
𝑛𝑔𝑟𝑎𝑚𝑎 ∈𝐹
 
𝐹∈ 𝑅𝑒𝑠𝑢𝑚𝑒𝑛𝑃𝑒𝑟𝑠𝑜𝑛𝑎  
 
 
 
Donde F representa una frase. En concreto se cuentan las coincidencias de n-gramas 
entre el resumen evaluado y el creado por las personas, y esto se divide por el número 
de n-gramas en el resumen en resumen creado por personas, es por esto que es 
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considerada una medida de recall, ROUGE-recall, si el denominador es el numero de n-
gramas en el resumen evaluado, se convierte en una medida de precisión, ROUGE-
precision, si se combinan las dos es posible obtener una medida-F, ROUGE-medida F. 
Figura 4-1: Fotos personas de Ceinnova creando resúmenes. 
 
4.2.2 CONJUNTO DE DATOS. 
Está conformado por un conjunto de textos en castellano y apunta a dos fines, el primero 
es servir en el entrenamiento del modelo de aprendizaje, es decir, en el ajuste de los 
parámetros del modelo a los patrones de información,  el segundo es  ofrecer un 
elemento de comparación entre los resúmenes creados por la máquina y los de creación 
humana. Estos textos han sido fragmentados en frases y cada frase ha sido marcada 
como relevante y no relevante al resumen, por lo que se puede hablar de un corpus 
anotado.  
La anotación de cuales frases son relevantes al resumen fueron hechas con el apoyo de 
personal de CEINNOVA al cual se le presentaron artículos, que ellos más tarde 
resumieron en forma extractiva, esto es, señalando que fragmentos del texto era 
relevante al resumen. La figura 4-1 muestra fotos del personal de CEINNOVA que apoyo 
el proyecto. 
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Las fuentes del corpus son artículos sobre el ámbito del calzado en idioma castellano, 
que provienen de revistas especializadas en el área, recomendadas por CEINNOVA 
(empresa del sector en Colombia): 
1. INESCOP. Instituto Tecnológico del Calzado y Conexas, España. (vía Web) 
2. Centro de Innovación Aplicada en Tecnologías Competitivas, México.(vía Web) 
3. Portaldelcuero.net 
4. Cuerosnet.com 
5. Google News, bajo la búsqueda del término “Calzado”. 
 
En total se utilizaron 130 artículos para el entrenamiento del clasificador elaborado. Para 
la evaluación y comparación de la herramienta fueron utilizados 45 artículos. 
4.2.3 HERRAMIENTAS COMPARADAS. 
Con el fin de obtener una valoración comparativa de la herramienta se estudiaron 8 
implementaciones software de soluciones RAT. En la tabla 4-1 un cuadro descriptivo de 
las herramientas evaluadas), estas son: 
1. IBM ManyAspects[22]. Es una herramienta desarrollada por IBM que implementa 
3 modelos de solución RAT: 
a. Greedy. Un algoritmo basado en búsqueda avara, en el que se representa 
el texto con una matriz de palabras en las filas y frases en las columnas, el 
objetivo es encontrar un grupo de frases que contengan el mayor numero 
de conceptos y que sean mínimamente redundantes entre sí. 
b. KMean. Basado en el algoritmo KMean para agrupar las frases del texto, 
la medida de distancia es el coseno, se utilizan los centroides para 
conformar el resumen. 
c. SVD. Utiliza Singular Value Decomposition, para llegar a las frases del 
resumen, también se basa en una representación matricial de términos 
contra frases, en el que se encuentra vectores de palabras que forman 
una base para el documento. 
 
2. MSWord 2007 de Microsoft. Este programa incluye una herramienta de resumen 
de texto, que puntua cada frase de acuerdo a ciertas heurísticas, por ejemplo si 
contienen verbos, y selecciona a las de mayor puntaje 
 
3. RESUN. Herramienta desarrollada durante este proyecto, presenta la propuesta 
original como se describió en el capítulo 2 , y una variación en la que no se 
incluye la característica Wikipedia, esto con el fin de considerar su influencia en el 
rendimiento de la herramienta: 
a. NO Wiki. No utiliza la extracción de la característica basada en Wikipedia y 
google. 
b. Con Wiki. Si utiliza la característica basada en Wikipedia y google. 
4. Copernic Summarizer (www.copernic.com). La empresa Copernic cuenta con una 
suite de herramientas para el tratamiento de grandes volúmenes de texto, la 
herramienta de resumen aplica reconocimiento de nombre de entidades, entre 
otras tarea de minería de texto para lograr el resumen, aunque el método no es 
detallado en la pagina del fabricante. 
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5. SweSum [43]. Herramienta RAT desarrollada en Suecia, se basa en un sistema 
de puntuación, incluye reconocimiento de entidades, y reconocimiento de formato 
de texto. 
 
 
Tabla 4-1: Características de las herramientas evaluadas 
Herramienta Licencia  
Dominio 
especifico 
 
 
Lenguaje  
Método 
extracción 
Características 
semánticas 
IBM gratuita  no  inglés  
estadística 
aprendizaje 
máquina 
no 
MSWord con costo  no  múltiple  
puntuación 
estadística 
no 
RESUN gratuita  si  español  
aprendizaje 
de máquina 
si 
Copernic con costo  no  múltiple  no definido si 
SweSum gratuita  no  inglés-sueco  
puntuación 
estadística 
no 
. 
 
4.2.4 RESULTADOS EVALUACIÓN AUTOMÁTICA 
 
Luego de aplicar las 8 herramientas a los artículos de prueba, se obtuvo un conjunto de 
resúmenes que fue comparado con los resúmenes creados por personas a través de la 
métrica ROUGE. Los resultados de esta comparación se ilustran en la figura 4-2 y la 
tabla 4-2, donde se observa que los mayores rendimientos en promedio sobre el conjunto 
de prueba, para las tres medidas de ROUGE, fueron obtenidos por la herramienta 
RESUN en sus dos variantes, es decir, excluyendo o no la característica basada en 
Wikipedia y Google. Los peores rendimientos en promedio para los datos de prueba los 
consiguió la herramienta de IBM basada en K Medias. 
Sin embargo, estos resultados no son concluyentes, por lo que se hizo necesario realizar 
una prueba de significancia estadística, para comprobar que las diferencias en los 
rendimientos son considerables y no producto del azar. 
Como ya se mencionó el procedimiento  estándar para esta prueba es el  Análisis de 
Varianza de una vía [9] (ANOVA, por sus siglas en ingles), se trata de comprobar o 
descartar la hipótesis nula Ho, de que los valores de rendimiento de los modelos son 
iguales para el conjunto de datos dado, en este caso se estableció un nivel de 
significancia del 95%. Entonces la hipótesis es aceptada solo si se ANOVA arroja un 
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valor de probabilidad, p, mayor a 5%, en este caso se evalúa la medida ROUGE 
principal, ROUGE-recall. 
 
Figura 4-2: Rendimiento de 8 herramientas RAT en función de ROUGE 
 
 
 
Tabla 4-2: Resultados promedio ROUGE para las 8 herramientas. 
Herramienta  R-recall R-precision R-medida-f 
1a. IBM_greedy  0.38 0.42 0.41 
1b. IBM_kmean  0.35 0.41 0.36 
1c. IBM_svd  0.39 0.47 0.44 
2. Ms_word  0.37 0.5 0.41 
3a. RESUN NO wiki  0.65 0.58 0.55 
3b.RESUN WIKI  0.66 0.67 0.60 
4. Copernic  0.41 0.52 0.44 
5. Swe_sum  0.38 0.57 0.45 
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
ROUGE aplicado a 8 herremientas
R-recall
R-precision
R-medida F
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Luego de aplicar ANOVA, la hipótesis nula de que los rendimientos de todas las 
herramientas eran iguales, fue rechazada, figura 4-3 ilustra el análisis de varianza. Dado 
que no todos los rendimientos fueron iguales la tarea era descartar aquellos que estaban 
estadísticamente por debajo de los demás. Por tanto, el procedimiento ANOVA se aplico 
sucesivamente, excluyendo de la prueba aquellas herramientas que presentaban menor 
rendimiento, hasta obtener un subgrupo para el cual la hipótesis nula Ho se cumpliera, es 
decir un subgrupo de herramientas para los cuales la tasa de rendimiento era 
estadísticamente similar. 
Esto se logro sólo para el subgrupo de la herramienta RESUN, esto es, las herramientas 
3ay 3b, es decir, en concreto, el único modelo que nos es superado por RESUN 
3b(usando Wikipedia), es el RESUN 3a (sin usar Wikipedia), los demás muestran un 
rendimiento estadísticamente menor para esta muestra. 
 
Figura 4-3: Análisis de varianza para rendimiento de 8 herramientas 
 
 
 
Mediante un procedimiento ANOVA similar al descrito anteriormente, se observó que el 
RESUN 3a, excluyendo al RESUN 3b, sólo es comparable en rendimiento al Copernic en 
la muestra dada, este es un hecho considerable dado que esta es una herramienta muy 
sofisticada enriquecida durante años y que no es de libre uso. 
También es posible concluir que las herramienta RESUN en sus dos variaciones alcanzó 
un rendimiento estadísticamente mayor, en el conjunto de prueba, al aplicativo MS Word, 
el cual es utilizado como base de comparación en múltiples investigaciones. 
Los resultados mostraron que los rendimientos de todas las aplicaciones presentaron una 
gran varianza, es decir, a veces las frases escogidas por la herramienta se parecían 
mucho a las seleccionadas por las personas y otras muy poco. Esto puede obedecer a 
dos razones: primero la dificultad intrínseca de la tarea de resumen; la segunda, que 
cuando se presentan artículos cortos, como es la naturaleza de algunos artículos 
noticiosos, las probabilidades de escoger las frases correctas aumentan y la coincidencia 
de ngramas crece. 
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Esencialmente se observó que el rendimiento de la herramienta RESUN es competitivo 
con otras herramientas, y presento para esta muestra de datos un rendimiento mayor que 
otros aplicativos. Esto obedece a que usa información semántica muy importante propia 
del dominio, adquirida de forma manual con expertos y en forma automática a través de 
la característica Wikipedia. 
La herramienta RESUN que utiliza Wikipedia y Google, probo ser la de mayor 
rendimiento, por lo menos en esta muestra, sin embargo, tiene una limitación muy 
importante, dada por la lentitud de ejecución, derivada del hecho que debe realizar 
múltiples comparaciones basadas en consultas a Internet. Por ejemplo un artículo de 700 
palabras puede demorar alrededor de 5-10 minutos en resumirse. La herramienta 
RESUN que no utiliza Wikipedia y Google, no supero estadísticamente a todas las 
demás, pero mostro ser muy competitiva, y muestra tiempos considerablemente menores 
a los de la otra versión, resumiendo artículos de similar tamaño en sólo segundos.  
Un resultado lateral, es que la característica Wikipedia introducida en este proyecto, 
actúa como un enriquecedor semántico que ayuda a los expertos a extraer conceptos 
relevantes de un dominio, y puede influenciar positivamente la tarea de RAT. 
4.3 EVALUACIÓN HUMANA 
Esta sección describe el proceso de evaluación humana, que busca estimar la 
percepción de personas sobre la utilidad de la herramienta y si esta cumple con su fin, e 
identificar un potencial campo de utilización a nivel organizacional. Para esto se 
construyo un instrumento de recolección de información que a través de preguntas. 
4.3.1 INSTRUMENTO DE CONSULTA. 
En esta sección se establecen los criterios y preguntas que los evaluadores humanos 
utilizaran para medir el rendimiento del sistema: 
 
Criterios de Funcionalidad 
1. En qué nivel los resúmenes revisados contienen los fragmentos más relevantes 
de los textos originales? 
Muy bajo 
Bajo 
Aceptable 
Bueno 
Excelente 
 
2. Como califica el tiempo tomado para la creación de resúmenes? 
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Muy Alto 
Alto 
Bajo 
Muy Bajo 
 
3. Se siente en capacidad de utilizar el prototipo sin ninguna ayuda? 
Si  
No 
 
4. La interfaz gráfica ofrece suficiente claridad para el uso del prototipo? 
Si 
No 
 
Utilidad 
 
5. El prototipo tiene el potencial de apoyar algún proceso o actividad de su 
organización? 
 
 
 
 
 
 
6. Observaciones y comentarios 
 
 
 
 
Una muestra del formato utilizado se encuentra en la figura 4-4: 
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Figura 4-4: Muestra de formato de evaluación del prototipo. 
 
 
4.3.2 GRUPO DE EVALUADORES 
La evaluación fue realizada con apoyo de personal de la cámara de comercio del 
Magdalena, especialmente del área de planeación. Se organizó una reunión con el jefe 
de área, en la cual se hizo una presentación del prototipo y se indago sobre su potencial 
uso.  
Luego con personal técnico se revisó la funcionalidad el sistema, obteniendo resúmenes 
de un conjunto de 20 artículos con el sistema. La prueba fue realizada con el concurso de 
seis personas. 
4.3.3 RESULTADOS Y DISCUSIONES DE EVALUACIÓN HUMANA 
A continuación se describen y discuten los resultados obtenidos: 
Respecto a la funcionalidad, los usuarios consideraron mayormente, que los fragmentos 
extraídos se ubicaron en un nivel entre aceptable y bueno respecto a la información que 
deberían contener, como se muestra en la tabla 4-3. Es decir que el prototipo servía en la 
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mayoría de los casos, para indicar las partes más relevantes de los artículos noticiosos 
evaluados, y por lo tanto cumplía de manera aceptable con su fin.  
 
Tabla 4-3: Resultados evaluación de funcionalidad 
En qué nivel los resúmenes revisados 
contienen los fragmentos más relevantes de 
los textos originales? 
Porcentaje 
Muy bajo 0 
Bajo 
17% 
Aceptable 
50% 
Bueno 
33% 
Excelente 
0% 
 
 
Un reparo muy importante se dio con respecto a el tiempo de ejecución de la aplicación, 
consideraron que el tiempo de ejecución es en general, alto, esto se muestra en la tabla 
4-4. Puesto que los tiempos de ejecución, incluyéndolas a estas, eran de antemano altos. 
Respecto a la facilidad de uso, los usuarios consideraron apropiada la interfaz, y debido a 
la sencillez de operar el prototipo, se sintieron capaces de utilizarlo sin ayuda, la 4-5 
muestra los resultados. 
 
Tabla 4-4: Resultados evaluación de tiempo de ejecución 
Como califica el tiempo tomado para la 
creación de resúmenes? 
Porcentaje 
Muy Alto 83% 
Alto 17% 
Bajo 0% 
Muy bajo 0% 
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Tabla 4-5: Resultados evaluación de usabilidad 
Se siente en capacidad de utilizar el 
prototipo sin ninguna ayuda? 
Porcentaje 
Si 100% 
No 0% 
En cuanto al potencial de aplicación, se encontró que la herramienta puede llegar a ser 
útil para la organización, en siguiente escenario: la herramienta señale fragmentos 
relevantes de fuentes de información diversa y los encargados decidan si es necesario 
indagar más a profundidad en ciertos textos o si se dejan a un lugar secundario, lo cual 
apoyaría la elaboración de proyectos en la etapa de construcción de antecedentes, ya 
que cuando esta se ejecuta es necesario explorar muchas fuentes de información textual, 
sobre todo en la construcción de marcos teóricos. También se considero que podría ser 
útil para consolidar un banco de titulares o fragmentos destacados para consultas de los 
afiliados a la organización en diversos campos económicos sobre algunos temas 
específicos. 
 
 
 
 
 
  
 
5. CONCLUSIONES Y TRABAJO A FUTURO 
 
La herramienta informática RESUN propuesta en este proyecto mostró ser útil en la 
extracción de información clave de artículos noticiosos sobre el Calzado, lo cual se 
verifica, a partir de la experimentación realizada, en la que se comparó que tanto 
coincidían una serie de resúmenes hechos por personas, con aquellos obtenidos por el 
sistema, bajo las medidas estándares aplicadas en la literatura para este tipo de pruebas, 
y se observó que los niveles de rendimiento son competitivos con otras herramientas, 
incluso comerciales, superó en la prueba, a herramientas representativas como el 
creador de resúmenes de Microsoft Word y Copernic, herramientas de resumen en 
dominio general, que llevan un tiempo considerable en el mercado. Puede concluirse, 
dado el rendimiento de la herramienta, que la suposición hecha al principio del 
documento, de que la información propia de un dominio aporta una ventaja informativa 
notable, en la elaboración de resúmenes, es plausible, ya sea que esta venga de 
expertos o que se extraiga de manera automática a partir de la Web, de corpus u otros 
medios.  
Claro, es necesario señalar, que aunque los resúmenes obtenidos resultan útiles, están 
bastante lejos de alcanzar la coherencia y legibilidad de los resúmenes elaborados por 
personas, por lo que por ahora deben estar restringidos a tareas de apoyo a los 
involucrados en explotar la información, mientras se logra que condensen la información 
de un texto de una forma coherente y con sentido de unidad, de lo que, por supuesto, 
estamos muy lejos en tanto que parecería que la máquina habría de alcanzar un grado 
de inteligencia que no se avizora en el futuro cercano, lo que al final reafirma la 
importancia de este tipo de herramientas de apoyo.   
En el caso de la prueba efectuada, cabe aclarar que las propiedades del dominio y las 
características propias de los textos de prueba pudo influenciar positivamente en el 
rendimiento de la herramienta, puesto que los artículos noticiosos sobre calzado que se 
utilizaron, tienen un enfoque económico,  privilegian las cifras, desarrollan la mayor parte 
de la noticia en las primeras frases y son altamente recurrentes en ciertos conceptos y 
temas, por ejemplo se suele hablar de países como China, Brasil o Argentina, y de 
términos como cuero y zapato, es decir un conjunto de conceptos, relativamente no muy 
extenso pero frecuentemente utilizados. Por lo que puede esperarse que en otros 
dominios, el rendimiento varié, a veces, en forma considerable, en cuanto estas 
características lo hagan. 
En igual sentido, en la prueba de uso realizada con personas, se encontró dentro del 
grupo de prueba, que los usuarios finales percibieron que la herramienta es útil 
señalando los fragmentos más relevantes de los textos, es decir que cumple con su 
funcionalidad, aun cuando no lo consideren un resumen en toda la extensión de la 
palabra. Se descubrió que bajo ciertos ajustes, tiene un potencial de uso en una 
organización colombiana, si se inserta y articula con otras herramientas para explotar 
grandes volúmenes de información, la propuesta específica que se recogió del grupo de 
prueba, fue la integración con un buscador de textos sobre información de sectores 
económicos exportadores, que luego de realizar un proceso de agrupamiento, pueda 
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lograr resumir cada uno de los artículos encontrados y presentárselos a personas y 
gremios interesados para dar un vistazo a la realidad del sector económico en cuestión.  
Por tanto, aun cuando es al nivel de prototipo, se constituye en un potencial instrumento 
para las organizaciones, dado que ofrece una aproximación a uno de los problemas que 
involucra el manejo de extensas fuentes de información, se destaca por ubicarse entre 
las primeras herramientas que permiten obtener resúmenes de textos en castellano, 
considerando las que se encuentran en la literatura.  
Un producto a resaltar de este proyecto fue la adaptación novedosa de un modelo de 
aprendizaje de máquina al problema de resumen de texto, en tanto que, aunque ya se ha 
aplicado con anterioridad este enfoque, en el que se caracteriza el texto como vectores 
relacionados con ciertas propiedades y se entrena un modelo clasificador, en este trabajo 
se propuso un nuevo método para explotar la información semántica proveniente de 
Internet, aprovechando dos de las más grandes fuentes de información de la red, Google 
el motor de búsqueda más potente y Wikipedia la enciclopedia de mayor notoriedad. Este 
método, según los resultados en los experimentos realizados, mostró indicios de influir 
positivamente en la creación de resúmenes, en tanto que el creador de resúmenes que lo 
utilizó alcanzó un rendimiento estadísticamente superior a las otras herramientas 
evaluadas, contrario a lo que sucedió con la herramienta cuando no se utilizó esta 
característica. Aunque claro todavía se presentan grandes limitaciones principalmente la 
que se da por los tiempos de consulta que se deben hacer a través de Intenet, los cuales 
multiplicados por el número de comparaciones entre términos que se implican, lleva a un 
tiempo de ejecución a veces muy alto para los fines del usuario. Además los motores de 
búsqueda imponen restricciones de uso, por ejemplo un tiempo interconsulta para Yahoo 
y un número de consultas diarias para Google.  
En el marco de la elaboración de este prototipo se generó un esquema o modelo de 
solución general que ha quedado ampliamente detallado y documentado, y que sirve de 
base para futuras aproximaciones. La funcionalidad de la herramienta permite aligerar la 
carga de las organizaciones y específicamente de aquellos integrantes encargados de 
recolectar y procesar información del medio, en tanto que la computadora realiza las 
tareas más complicadas manejando márgenes de error aceptables. En un caso 
específico si se está vigilando lo que sucede en el mundo, en el sector Calzado, esta 
herramienta permite que ágilmente se presente al decisor o al involucrado, ya no, todos 
los artículos noticiosos que se encuentran en la red sobre el tema, sino, unos pocos 
fragmentos muy informativos para que el seleccione sobre cual debe colocar especial 
atención. Por tanto la herramienta apoya la solución del problema de resumen, pero 
también, otros que se relacionan con la explotación de grandes cantidades de 
información textual en castellano.  
 
El primer objetivo de este proyecto era desarrollar un algoritmo de solución para el RAT 
en castellano en un dominio especifico, y fue conseguido dada la elaboración de una 
aproximación que define claramente un proceso de solución con pasos claramente 
especificados y perfectamente replicables, para el RAT en castellano en un dominio 
especifico, y que fue probado en el dominio calzado.  
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El segundo objetivo se logró con el desarrollo de un prototipo que implementa el modelo 
de solución y que permite al usuario final obtener resúmenes de texto en castellano. 
Finalmente el tercer objetivo se alcanzó con la evaluación apropiadamente documentada 
del sistema, bajo medidas estándares y también a través de la óptica de potenciales 
usuarios finales. 
 
Trabajo a futuro. 
Como ya se mencionó el trabajo descrito aporta un esquema de solución que en futuro 
puede seguir explotándose, una de la principales ventanas de mejora está en la inclusión 
de algunas de las vastas fuentes de información semántica, por ejemplo la característica 
Wikipedia podría enriquecerse con la medición de las cercanías de los términos en la 
ontología que subyace a esta enciclopedia. En igual sentido es posible incluir información 
de un tesauro o diccionario como WordNet, una ontología con amplia aceptación en la 
comunidad científica, que tiene como ventaja un menor requerimiento computacional, 
pues, no es indispensable conectarse a Internet para accederla. También debe 
estudiarse la posibilidad de que la herramienta automáticamente se adapte a diversos 
dominios. En la etapa de procesamiento, queda mucho por aportar, pues son pocos los 
desarrollos existentes para el castellano, y muchas y muy complejas las tareas que esta 
etapa involucra. Es importante considerar integrar esta herramienta en una plataforma 
para explotación de grandes volúmenes de información textual, que debería incluir un 
recolector de páginas web, lo cual sería un gran aporte a las organizaciones del país 
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A.  ANEXO : FUNDAMENTOS DE LA CARACTERÍSTICA 
WIKIPEDIA 
 
Extracción de característica Wikipedia 
La figura A-1 ilustra la idea esencial detrás de la extracción de esta característica. Para 
establecer su valor lo primero es armar el núcleo del dominio para lo cual se siguen estos 
pasos: 
 
 
1. Seleccionar el artículo de la enciclopedia que se ajusta a la descripción del 
dominio. 
2. Encontrar los conceptos que forman el núcleo del dominio, es decir, términos que 
son muy significativos para el concepto escogido, se propone entonces tomar 
aquellos términos del artículo que tienen asociado un link a otros artículos de la 
enciclopedia, primero porque estos se relacionan con conceptos importantes y no 
con palabras de significado trivial o auxiliares, y segundo porque frecuentemente 
están fuertemente relacionados con el articulo de origen. 
3. Establecer  que tan significativo es cada concepto periférico para el dominio. Para 
esto se define una medida de similitud entre el concepto central del dominio y el 
concepto periférico, explicada a continuación: 
 
FDistancia_Wiki: Explota la información de co-ocurrencia entre conceptos, suponiendo 
que aquellos conceptos que aparecen frecuentemente juntos están fuertemente 
relacionados. Se utiliza la medida NGD, Normalized Google Distance, expuesta en 
[40] también aplicada en [42], la cual apunta a explotar información semántica 
proveniente de las co-ocurrencias de Google, aunque es aplicable a cualquier 
motor de búsqueda. 
= 
 
max 𝑙𝑜𝑔𝑓 𝑐_𝑐𝑒𝑛𝑡𝑟𝑎𝑙 , 𝑙𝑜𝑔𝑓(𝑐_𝑝𝑒𝑟𝑖𝑓𝑒𝑟𝑖𝑐𝑜) − 𝑙𝑜𝑔𝑓(𝑐_𝑐𝑒𝑛𝑡𝑟𝑎𝑙, 𝑐_𝑝𝑒𝑟𝑖𝑓𝑒𝑟𝑖𝑐𝑜)
𝑙𝑜𝑔𝑁 − min⁡[𝑙𝑜𝑑𝑓 𝑐_𝑐𝑒𝑛𝑡𝑟𝑎𝑙 , 𝑙𝑜𝑔𝑓(𝑐_𝑝𝑒𝑟𝑖𝑓𝑒𝑟𝑖𝑐𝑜)]
 
 
Con: 
N= #artículos  en páginas en español = 8.000.000.000. 
f(c_central)= #ocurrencias del concepto central en Google 
f(c_periferico)= #ocurrencias del concepto periférico en Google. 
f(c_central,c_periferico)= #co-ocurrencias entre el concepto central y el 
periférico. 
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Figura A-1: Wikipedia como fuente de información semántica. 
 
 
 
 
4. Medir la distancia con el árbol de conceptos. La frase se descompone en 
palabras (eliminando aquellas triviales o stopwords), y se mide su distancia con 
los conceptos del árbol, para esto se recurre a la Conditional Information 
Distance,CID [45], que aprovecha el hecho de que se obtiene mayor precisión 
en la medición de distancia entre conceptos si se introducen conceptos 
auxiliares que agregan información contextual a dicha medición, por ejemplo en 
[45] se muestra que la palabra “fan” (en inglés) que significa fanático o 
ventilador, es más cercana a “star”, estrella , que a “CPU”, pero si se agrega el 
término “temperature”, “fan” está más cercana a “CPU”, y si se utiliza 
“Hollywood” como contexto entonces “fan” se acerca más a “estrella”.  
La medida CID se modifico aplicando la idea en [40], (ilustrada anteriormente), 
de utilizar la información del motor de búsqueda Google para la medición de 
distancia, con lo que se obtiene la siguiente ecuación: 
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Con 
G(.)= log[1/g(.)] 
g(.) = # ocurrencias de una consulta en Google 
xi=el termino i de la frase en cuestión 
yj=el concepto j del árbol de conceptos 
c= el termino que brinda el contexto en este caso el termino 
que hace referencia al dominio. 
 
5. Calcular el valor de la característica para cada frase el cual es igual a la 
suma de las distancia de cada palabra con cada uno de los conceptos del árbol 
de conceptos extraído de Wikipedia, así: 
 
 
𝐷𝐹 =   𝑑𝑐𝑖𝑗
 𝑀
𝑗
𝑁
𝑖
 
Con: 
DF= la distancia de la frase con los conceptos del árbol Wikipedia 
N= numero de palabras en la frase 
M= numero de conceptos en el árbol 
 
Validación de la característica Wikipedia 
 
En los trabajos [40,42] se muestra la aptitud de la distancia basada en Google (u otro 
buscador) como medida entre conceptos, específicamente en [42] se describen 
experimentos exitosos en la creación de ontologías a partir de ella, sin embargo, en esta 
sección se describen experimentos que se realizaron en este proyecto para establecer la 
conveniencia y utilidad de la característica Wikipedia anteriormente descrita, se busco 
definir si era una adecuada medida de similitud entre conceptos comparando los 
resultados obtenidos al aplicarla a varios dominios, con los juicios humanos sobre la 
similitud de estos conceptos.  
Luego fue necesario establecer una escala numérica sobre la cual las  personas elegidas 
se basarían para aplicar el juicio de relación semántica entre dos términos, la tabla A-1 
sintetiza esta información. 
 
Tabla A-1: Escala numérica para la medir relación  entre términos. 
Escala numérica 
Cualificación: Que tan relacionados están 
los dos términos? 
1 Nada 
2 Poco 
3 Medianamente 
4 Mucho 
𝑑𝑐𝑖𝑗 =
𝐺 𝑥𝑖 ,𝑦𝑗 , 𝑐 − max 𝐺 𝑥𝑖 , 𝑐 , 𝐺 𝑦𝑗 , 𝑐  
min 𝐺 𝑥𝑖 , 𝑐 , 𝐺 𝑦𝑗 , 𝑐  − 𝐺 𝑐 
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En primer lugar se realizó el experimento para el dominio de “Calzado”, la primera tarea 
fue extraer los conceptos del dominio para cual se seleccionaron aquellos términos con 
“link” en el artículo “Calzado” de Wikipedia, en este caso los términos elegidos son 44.  
En la tabla 12 se encuentran los 44 conceptos del dominio, sobre los cuales se midió la 
cercanía semántica con el término “Calzado”, a través de la distancia propuesta y el juicio 
humano, también se incluyen en las columnas dos y tres, la información ocurrencia para 
cada termino en el buscador, así como la coocurrencia con el termino Calzado, 
respectivamente. 
 
Tabla A-2: Comparación entre la distancia automática Wikipedia y el juicio humano. 
Termino ocurrencias 
ocurrencias 
termino + 
calzado 
Distancia 
Wikipedia 
Juicio 
Humano 
Zapato 6.440.000 5.770.000 0,3301 4 
Cortado 13.400.000 4.640.000 0,4324 3 
Calcetín 1.270.000 1.030.000 0,5034 4 
Rebaje 992.000 733.000 0,5338 3 
Bota 25.400.000 3.790.000 0,5566 4 
Cuero 27.000.000 3.810.000 0,5642 4 
Zuecos 765.000 338.000 0,6201 4 
industria del calzado 330.000 73.800 0,7421 4 
envasado 4.510.000 477.000 0,7555 2 
zapatilla 215.000 42.345 0,7697 4 
Cobre 30.700.000 1.760.000 0,7946 1 
vinalopo 4.420.000 349.000 0,8085 2 
Cáñamo 247.000 28.200 0,8301 1 
Higiene 45.400.000 1.860.000 0,8846 1 
alpargata 446.000 29.000 0,8887 4 
sandalia 5.670.000 239.000 0,9168 4 
Piel 90.600.000 3.290.000 0,9180 3 
maria moliner 461.000 18.200 0,9517 1 
calzador 566.000 17.200 0,9846 4 
Hierro 51.800.000 1.410.000 0,9978 1 
Esparto 2.090.000 54.400 1,0058 1 
Aniceto 2.120.000 45.300 1,0369 1 
huaraches 1.020.000 19.300 1,0503 1 
Rioja 210.000.000 4.440.000 1,0677 2 
deportiva 145.000.000 2.960.000 1,0774 2 
almansa 5.690.000 96.900 1,0861 1 
mondado 37.200 351 1,1013 2 
guarnecido 243.000 2.730 1,1031 3 
Adorno 11.700.000 163.000 1,1429 1 
guadalajara 204.000.000 2.970.000 1,1710 1 
primera revolución 46.600 220 1,1717 1 
Zapatero* 113.000.000 1.530.000 1,1911 4 
Papiro 2.150.000 17.100 1,1932 1 
Pie 420.000.000 4.390.000 1,2627 4 
pitágoras 2.990.000 16.600 1,2638 1 
época romana 2.910.000 15.800 1,2664 1 
deuteronomio 2.490.000 11.500 1,2858 1 
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Moisés 28.000.000 251.000 1,2934 1 
Lino 41.100.000 276.000 1,3852 1 
Palma 190.000.000 1.010.000 1,4499 1 
ciudad de méxico 38.000.000 72.100 1,7352 1 
media* 8.800.000.000 4.270.000 2,1127 4 
 
 
Como ya se mencionó la característica Wikipedia propuesta en este proyecto solo utiliza 
un número limitado de los términos más cercanos al concepto central del dominio, por las 
restricciones de recursos computacionales y de tiempo. 
En este caso se evaluó si realmente los 10 conceptos que aparecían más cercanos en 
función de la medida Wikipedia coincidían con un juicio de cercanía por parte las 
personas, se estableció que aquellos que obtuvieran un juicio de 3 o 4, eran 
exitosamente distinguidos por la medida y aquellos que con 1 y 2 eran un error. 
 
Aunque, no son utilizados en la característica, se evaluó si aquellos términos que se 
encuentran más lejanos en función de la distancia propuesta, corresponden con aquellos 
que las personas calificaron como poco o nada relacionados, para ello se definió como 
un éxito la calificación de 1 y 2, y error las calificaciones superiores, esta información se 
condensa en la tabla 13. 
 
 
Tabla A-3: Aciertos de la medida Wikipedia respecto al juicio humano. 
Conceptos Calificación=1 Calificación=2 Calificación=3 Calificación=4 Errores 
10 más cercanos 0 1 2 7 1 
10 más lejanos 8 0 0 2 2 
 
Se observó que aquellos términos más cercanos en función de la medida basada en 
buscador, corresponden mayormente con aquellos que fueron clasificados como 
cercanos semánticamente por parte de las personas. Las figuras A-2 y A-3 muestran los 
7 términos más cercanos y más lejanos al término calzado. 
 
Con respecto de aquellos que la medida ubico más lejos, se observó también una 
aceptable correspondencia con el juicio humano.  
 
 
 
Figura A-2: Distancia de los 7 términos más cercanos a Calzado. 
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Figura A-3: Distancia de los 7 términos más lejanos a calzado 
 
 
Aunque se hizo notable una limitación de la medida, dada, por la ambigüedad semántica 
de algunos términos, en concreto, el término “Zapatero” estuvo muy distante del concepto 
“Calzado”, cuando se analizó esta situación se encontró que el término “Zapatero” 
devuelto por el buscador se refería generalmente al presidente de España el Sr. 
Zapatero, y no a la persona que construye zapatos.  
 
Un caso similar sucede con el término “Media” que tiene un gran número de ocurrencias 
en el buscador, pero que se refiere a una variedad de conceptos diferentes al accesorio 
de vestir. 
A pesar de esto es evidente que la información que se obtiene por medio de la medida 
resulta útil para encontrar el grado de relación semántica entre términos. 
 
 
 
 
  
 
 
 
B.  ANEXO : EJEMPLO DE RESUMEN REALIZADO CON RESUN 
 
A continuación se muestran un ejemplo de un resumen realizado con la herramienta 
RESUN, en primer lugar está el texto original que corresponde a un archivo de noticia de 
calzado recuperado a través de Google News, y luego el resumen. 
 
TEXTO ORIGINAL 1: 
 
Zapateros y gobierno darán puntapié a Asia. 
 
El gobierno federal y la industria del calzado mexicano dieron ayer el 
banderazo para crear un frente común en defensa del sector productivo 
nacional contra las prácticas desleales realizadas por países asiáticos, 
principalmente China, caso que será presentado ante la Organización 
Mundial de Comercio por dumping. 
 
“China representa una amenaza para la industria, defrauda al gobierno 
mexicano y no juega limpio, lo que pone en riesgo la competitividad de 
México y atenta contra la generación de empleos”, aseveró Armando 
Demetrio Martín, presidente de la Cámara de la Industria del Calzado en 
el Estado de Guanajuato (CICEG). 
 
Durante una reunión privada en días pasados, la industria del calzado 
solicitó al presidente Felipe Calderón detener la desgravación 
arancelaria y fijar en 35% el impuesto promedio a las importaciones 
asiáticas para proteger a los rubros sensibles como la piel, así como 
aplicar precios de referencia para combatir las prácticas chinas. 
 
En diciembre próximo culmina el periodo de transición que otorgó para 
eliminar las cuotas compensatorias que aplica México a las importaciones 
de China, además se reducirán los aranceles a los productos asiáticos, 
por lo que los productos chinos tendrán acceso libre de ingresar a 
nuestro país con prácticas anticompetitivas. 
 
Al inaugurar la Feria de la Piel y el Calzado en esta ciudad, Armando 
Martín denunció que ingresa calzado chino con valor de 4 centavos de 
dólar y luego son vendidos a costos superiores a los productos 
nacionales, ya sea en tiendas comerciales o tianguis. 
 
Juan Manuel Oliva, gobernador del estado de Guanajuato, anunció el 
acuerdo con la Secretaría de Economía para realizar reuniones periódicas 
de trabajo con los industriales, con el fin de emprender la defensa del 
mercado mexicano. 
 
Investigarán autoridades 
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Miguel Marón, subsecretario de la Secretaría de Economía y representante 
del Jefe del Ejecutivo, explicó que la Unidad de Prácticas Comerciales 
Internacionales será la encargada de dirimir la controversia ante la 
autoridad mundial. 
 
El gobierno se dijo listo para recibir la información detallada de los 
industriales y comerciantes mexicanos sobre las prácticas desleales 
cometidas por los asiáticos, como es la subvaluación, la triangulación, 
el dumping, entre otros. 
 
A cambio, la industria se comprometió a generar 62,000 empleos y 
producir 70 millones de pares de zapatos para exportar, además de una 
nueva norma que proteja la salud de los consumidores. 
 
Mientras, en el Senado de la República se presentó un punto de acuerdo 
para solicitar a la Secretaría de Economía detener la desgravación 
arancelaria, ya que “está demostrado que el precio del calzado mexicano 
se encuentra por debajo de lo internacional; se pide fijar precios de 
referencia y se deje de engañar a México”, destacó el líder zapatero. 
 
En comercio México-Japón, divisan claroscuros 
 
León, Guanajuato.-La relación comercial entre México y Japón se 
enfrentará a “claroscuros”, luego del tsunami y terremoto ocurrido hace 
dos semanas. Diversas industrias nacionales como la automotriz, 
electrónica y calzado, sufrirán por suministros y baja en exportaciones; 
mientras que el sector agroalimentario saldrá beneficiado por el aumento 
en la demanda de los japoneses, coincidieron empresarios y autoridades. 
 
Tan sólo la industria del calzado mexicano prevé una caída de hasta 70% 
en sus exportaciones a Japón, tomando en cuenta las necesidades básicas 
de la población, dijo su presidente Armando Martín Dueñas. 
 
México vendió 283,420 pares de zapatos de piel a Japón (cerca de 12% de 
las exportaciones totales de nuestro país), y pretendía aumentar su 
comercialización a 350,000 pares, pero la contingencia también obligó a 
cancelar la asistencia de 14 empresas mexicanas a la Feria del Calzado 
en esa nación asiática, ante el riesgo de la radioactividad. 
 
El presidente de la Cámara de la Industria del Calzado del Estado de 
Guanajuato confió en la recuperación pronta de la economía nipona puesto 
que representa un cliente potencial y exigente. 
 
Alimentos, oportunidad 
 
“La industria de agroalimentos mexicana resultará beneficiada, luego de 
que el gobierno japonés prohibió el consumo de algunos alimentos 
vegetales como de productos del mar debido al problema de radiación que 
enfrenta ese país”, dijo Gerardo Padilla Villalpando, presidente 
ejecutivo de Coface. 
 
Entrevistado en el marco de la Feria del Calzado, el funcionario 
mencionó que lo anterior obligará a incrementar las importaciones de 
alimentos para suministrar a Japón. 
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Alrededor de 55 empresas del estado de Guanajuato exportan al país 
nipón, donde destaca la industria química, la cual envía una base al 
país oriental para producir nailon, además de cuero, calzado y 
agroalimentos. 
 
 
 
RESUMEN 1: 
 
Zapateros y gobierno darán puntapié a Asia. 
El gobierno federal y la industria del calzado mexicano dieron 
ayer el banderazo para crear un frente común en defensa del sector 
productivo nacional contra las prácticas desleales realizadas por 
países asiáticos, principalmente china, caso que será presentado 
ante la organización mundial de comercio por dumping. 
A cambio, la industria se comprometió a generar 62,000 empleos y 
producir 70 millones de pares de zapatos para exportar, además de 
una nueva norma que proteja la salud de los consumidores. 
México vendió 283,420 pares de zapatos de piel a japón (cerca de 
12% de las exportaciones totales de nuestro país), y pretendía 
aumentar su comercialización a 350,000 pares, pero la contingencia 
también obligó a cancelar la asistencia de 14 empresas mexicanas a 
la feria del calzado en esa nación asiática, ante el riesgo de la 
radioactividad.
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