. We construct Cartan subalgebras in all classifiable stably finite C*-algebras which are unital or stably projectionless with trivial pairing between K-theory and traces.
I
Classification of C*-algebras has seen tremendous advances recently. In the unital case, the classification of unital separable simple C*-algebras with finite nuclear dimension satisfying the UCT is by now complete. This is the culmination of work by many mathematicians. We refer the reader to [23, 33, 19, 12, 43] and the references therein. In the stably projectionless, classification results are being developed (see [15, 13, 14, 17, 18] ). Apart from these classification results, there are also range results realizing all possible Elliott invariants by classifiable C*-algebras. In the stably finite unital case, such models have been constructed in [11, 42, 19] . In the stably finite stably projectionless case, models have been constructed under the additional assumption of a trivial pairing between K-theory and traces in [18] .
Recently, the notion of Cartan subalgebras in C*-algebras [24, 35] has attracted attention, due to connections to continuous orbit equivalence [25, 26, 27] and the UCT question [2, 3] . In particular the reformulation of the UCT question in [2, 3] in terms of existence of Cartan subalgebras raises the following natural question:
Which classifiable C*-algebras have Cartan subalgebras? By [24, 35] , we can equally well ask for groupoid models for classifiable C*-algebras. For purely infinite C*-algebras, groupoid models have been constructed in [40] (see also [28, § 5] ). For special classes of stably finite unital C*-algebras, Cartan subalgebras have been constructed in [8, 34] using topological dynamical systems. Using a new approach, our goal now is to provide an answer to the question above by constructing Cartan subalgebras in all the C*-algebra models constructed in [19, 18] , i.e., in essentially all classifiable C*-algebras. This answers [28, Question 5.9] , [41, Question 16] and solves [4, Problems 1 and 2] .
In the following, let us formulate our main results. We refer the reader to [24, 35] for the definition of twisted groupoids and their relation to Cartan subalgebras, and to [37, § 2.2] , [31, § 8.4] , [19, 17, 18] for the precise definition of the Elliott invariant.
Theorem 1.1. Given
• a weakly unperforated, simple scaled ordered countable abelian group (G 0 , G + 0 , u), • a non-empty metrizable Choquet simplex T, • a surjective continuous affine map r : T → S(G 0 ), • a countable abelian group G 1 , there exists a twisted groupoid (G, Σ) such that
• G is a principal étale second countable locally compact Hausdorff groupoid, • C * r (G, Σ) is a simple unital C*-algebra which can be described as the inductive limit of subhomogeneous C*-algebras whose spectra have dimension at most 3,
• the Elliott invariant of C * r (G, Σ) is given by (K 0 [29, 30, 17, 18] which can be described as the inductive limit of subhomogeneous C*-algebras whose spectra have dimension at most 3,
• the Elliott invariant of C * r (G, Σ) is given by (K 0 (C * r (G, Σ)), K 0 (C * r (G, Σ)) + , T(C * r (G, Σ)), ρ C * r (G,Σ) , K 1 (C * r (G, Σ))) (G 0 , {0} , T, 0, G 1 ). We would like to point out that our twisted groupoids are constructed explicitly in such a way that the inductive limit structure with subhomogeneous building blocks will become visible at the groupoid level.
In particular, together with the classification results in [23, 33, 19, 12, 43] , the groupoid models in [40] , and [2, Theorem 3.1], we obtain the following / / H/G where • H n is a finitely generated abelian group with H n = i H i n , where for one distinguished index i, H i n = Z ⊕ Tor(H n ), and for all other indices,
• with G n := (γ ∞ n ) −1 (G), where γ ∞ n : H n → H is the map provided by (1) , and G + n := G n ∩ H + n , we have u n ∈ G n ⊆ H n , and (1) induces lim
• the vertical maps are the canonical ones.
for all i and j. For fixed n,γ =γ n is given by a matrix (γ ji ), where we can always assume thatγ ji ∈ Z >0 (considered as a mapĤ i n = Z → Z =Ĥ j n+1 ). Then γ n =γ + τ + t for homomorphisms τ : Tor(H n ) → Tor(H n+1 ) and t :Ĥ n → Tor(H n+1 ). Here we think ofĤ n as a subgroup (actually a direct summand) of H n . As explained in [19, § 6] , given a positive constant Γ n depending on n, we can always arrange that (2) (γ n ) ji ≥ Γ n for all i and j.
Also, let K n be finitely generated abelian groups and χ n :
Let F n = i F i n be C*-algebras, where F i n is a homogeneous C*-algebra of the form
n for a connected compact space Z i n with base point θ i n and a projection P i n ∈ M ∞ (C(Z i n )), while for all other indices i i, F i n is a matrix algebra,
Let ψ n be a unital homomorphism F n → F n+1 which induces γ n in K 0 and χ n in K 1 . We write
We require that ψ n induces homomorphismŝ ψ n :F n →F n+1 so that we obtain a commutative diagram
where the vertical arrows are the canonical projections. As Tor(H n ) ⊆ G n , H n /G n is torsion-free, and there is a canonical projection
H n /G n , and for fixed n, let β 0 , β 1 :F n → E n be unital homomorphisms which yield the commutative diagram
We can assume β 0 ⊕ β 1 :F n → E n ⊕ E n to be injective, because only the difference (β 0 ) * − (β 1 ) * matters.
As β 0 ⊕ β 1 is injective, we viewÂ n as a subalgebra of
Choose unital homomorphismsφ n :Â n →Â n+1 such that the composition with the map
where u is a continuous path of unitaries
for some π • of the form π • :Â n →F n ։F i n , where the first map is given by ( f ,â) →â and the second map is the canonical projection, and
commutes, where the vertical maps are given by ( f ,â) →â.
Then there exists a unique homomorphism ϕ n : A n → A n+1 which fits into the commutative diagram
where all the unlabelled arrows are given by the canonical maps.
By construction, lim − − → { A n ; ϕ n } has the desired Elliott invariant. However, this is not a simple C*-algebra. Thus a further modification is needed to enforce simplicity. To this end, choose I n ⊆ (0, 1) and
n -dense and replace ϕ n : A n → A n+1 by the unital homomorphism ξ n : A n → A n+1 such that 5
• the compositions
is of the form
, and
where π i n is the canonical projection F n ։F n ։F i n ;
• for every q, the composition
where u is a continuous path of unitaries (3), and
of which is either a constant map with value in Z n or connects θ i n with z • ∈ Z n , and isomorphisms τ • (t) :
Then lim − − → { A n ; ξ n } is a simple unital C*-algebra with prescribed Elliott invariant.
2.2. The stably projectionless case. We follow [18, § 6] .
is a simple ordered group. Write K = G 1 . Let B be a simple unital AH algebra with TR(B) = 0 and
Let Q be the universal UHF algebra with
Let s : A → Q, j : Q → A be unital homomorphisms such that s induces the canonical projection H = Q ⊕ G ։ Q and j induces the canonical inclusion Q ֒→ Q ⊕ G in K 0 under the isomorphisms (5) and (6). 6
Let C be a unital AF algebra with T(C) T. Write C = n C n , where C n is an increasing sequence of finite dimensional subalgebras of the form C n = C i n , and C i n are matrix algebras. For every n, fix a distinguished index i, so that we obtain a decomposition
Now recall from [21] the construction of the Razak-Jacelon algebra W: Let a n , m n ≥ 1 be sequences of integers with a n+1 = 2a n + 1 and m n+1 = a n+1 · m n . Write α n = a n a n +1 . Let
be such that tr(e α n ) = α n . Let
Then W is constructed in [21] as the inductive limit
Here we view A(m n , a n + 1) as a subalgebra of
For a rational number 0 < α ≤ 1, let
where e α is a projection in Q with tr(e α ) = α. It is straightforward to see that a similar construction as in [21] gives a description W R(α n ); ι ′ n , where ι ′ n are of the same form as κ n . Let ι n : R(α n ) ⊗ C n → R(α n+1 ) ⊗ C n+1 be the tensor product of ι ′ n and the canonical inclusions
Furthermore, for a rational number 0 < α ≤ 1, let
Here k n is an increasing sequence of natural numbers with lim n
These are the building blocks of our inductive limit. To describe the connecting maps, write
. Let e r 1 be a projection in Q with tr(e r 1 ) = r 1 , and let e r 2 = 1− e r 1 . Let u(0) ∈ U(Q ⊗ Q) satisfy ϑ(u(0) * (e α n ⊗ e r 1 )u(0)) = e r 1 α n , where ϑ is the canonical isomorphism Q⊗Q Q and e r 1 α n is a projection in Q with e r 1 α n ≤ e r 1 and tr(e r 1 α n ) = r 1 α n . Let u(1) ∈ U(Q ⊗ Q) satisfy ϑ(u(1) * (1 ⊗ e r 1 )u(1)) = e r 1 . Let u : [0, 1] → U(Q ⊗ Q) be a continuous path connecting u(0) and u(1).
, where k(n) is the number of direct summands of C n = i C i n , i.e., the number of indices i. Let e r(n) be a projection in Q with tr(e r(n) ) = r(n).
Finally, define ψ n :
In [18, § 6] , it is shown that
• A has continuous scale (in the sense of [29, 30, 17, 18] ), A ∈ D 0 (in the sense of [17, 18] ), in particular, A is stably projectionless;
Remark 2.1. The choices of v and w in the definition of ψ A, A are not important. Actually, if we let e r 2 be a projection in Q with tr(e r 2 ) = r 2 and e r 2 ≤ e α n+1 , we could define ψ A, A by
where µ : Q ⊗ Q Q is an isomorphism with µ(1 ⊗ e r 1 ) = 1 − e r 2 and µ(e α n ⊗ e r 2 ) = e α n+1 − e r 2 .
Remark 2.2. The precise form of ψ W, A does not matter as long as
, sends strictly positive elements to strictly positive elements and full elements to full elements.
As remarked in [18, § 6] , we can write A as an inductive limit of subhomogeneous C*-algebras. The first step is to observe that we can write B = n B n , where B n is an increasing sequence of homogeneous C*-algebras, and there are unital homomorphisms s n : B n → M p(n) such that s = lim n s n (here we use the canonical decomposition
for a projection e α ∈ M γ with tr(e α ) = α. The connecting maps are the canonical inclusions induced by
The connecting maps are again induced by the canonical inclusions. 8
It turns out that the connecting maps ψ A, A , ψ A,W and ψ W,W respect these inductive limit decompositions. For ψ A, A , in the form as explained in Remark 2.1, just observe that e r 1 and e r 2 can be chosen in matrix algebras M ζ and M η such that µ restricts to an isomorphism
observe that e r(n) can be chosen in a matrix algebra, and that the connecting maps ι ′ n giving rise to W can be chosen to respect our inductive limit decompositions R(α n ) lim − − → R(β n , γ n ), and similarly, θ M and θ can be chosen with the same property. For ψ W,W , observe that the connecting maps ι n giving rise to W ⊗ C can be chosen to respect the inductive limit decomposition R(α n ) ⊗ C n lim − − → R(β n , γ n ) ⊗ C n , and similarly, θ Q can be chosen with the same property.
Remark 2.3. For ψ W, A , we would need the homomorphism j to respect the inductive limit structures of Q and B.
However, as we pointed out in Remark 2.2, the precise form of ψ W, A is not important. Therefore, later on, we will simply modify ψ W, A to ensure it fits into our inductive limit picture.
C AH-
We start with the following standard fact.
In the following, we view S 2 as the one point compactification ofD 2 , S 2 =D 2 ∪ {∞}. Proof. Just analyse the K-theory exact sequence attached to 0
We recall another standard fact.
Lemma 3.3. Given an integer
In the following, we view S 3 as the one point compactification ofD 3 , S 3 =D 3 ∪ {∞}.
Proof. Just analyse the K-theory exact sequence attached to 0
Analysing K-theory exact sequences, the following is a straightforward observation.
Naturality of suspension yields
In the following, we view X N and Y N as pointed spaces, with base point 1
Note that Ψ m and ΣΨ m preserve base points. Moreover, if θ denotes the base point of X N , then the projection p X N in Lemma 3.2 satisfies
for finitely generated torsion groups T n , T n+1 , and
, where T l n+1 = Z/N l n+1 . Let γ n : H n → H n+1 be a homomorphism with γ n (u n ) = u n+1 . Let us fix n, and suppose that γ = γ n induces a homomorphism γ :
for all i and j. ViewingĤ n as a subgroup (actually a direct summand) of H n , we obtain that γ n =γ + τ + t for homomorphisms τ : Tor(H n ) → Tor(H n+1 ) and t :Ĥ n → Tor(H n+1 ).γ is given by an integer matrix (γ ji ). Similarly, τ is given by an integer matrix (τ lk ), where we view τ lk as a homomorphism
. Also, t is given by an integer matrix (t li ), where we view t li as a homomorphism H i n → T l n+1 . Clearly, we can always arrange τ lk , t li > 0 for all l, k, i, and because of (2), we can also arrange
Here # 0 (k) is the number of direct summands in T n (i.e., the number of indices k).
We have the following direct consequence of Lemma 3.1.
, where we take the wedge sum with respect to the base points of the individual
Define X n+1 in an analogous way, i.e., X
, and X n+1 := X j n+1 ∐ j j {θ j n+1 }. Now, for fixed n, our goal is to construct a homomorphism ψ realizing the homomorphism γ in K 0 .
)) restricts to a homomorphism
, where the second map is given by 1 → p (i) .
where we putγ ji − # 0 (k) − 1 many copies of f (θ i n ) on the diagonal.
). Define
where we putγ ji − 1 many copies of 1 on the diagonal.
For j j, define
, where we putγ ji many copies of f (θ i n ) on the diagonal.
For i i and j j, define
where we putγ ji many copies of 1 on the diagonal.
To unify notation, let us set
n is a sum of line bundles;
u, where u is a permutation matrix.
P i n exists because of Lemma 3.2. Moreover, we can extend
sends P n to P n+1 , where P n+1 is of the same form as P n , with [P n+1 ] corresponding to u n+1 under the isomorphism from Lemma 3.7. Hence the map in (9) restricts to a unital homomorphism
which in K 0 induces γ by Lemma 3.5.
Now we turn to K 1 . Assume K n = i K i n is an abelian group, where for a distinguished index i, K i n = T n is a finitely generated torsion group
be an abelian group, where for a distinguished index j, K j n+1 = T n+1 is a finitely generated torsion group
, and K j n+1 = Z for all j j. For fixed n, let χ : K n → K n+1 be a homomorphism which is a sum χ =χ + τ + t, whereχ :
is given by an integer matrix (χ ji ) (viewingχ ji as a homomorphism
is given by an integer matrix (τ lk ) (viewing τ lk as a homomorphism T k n → T l n+1 ), and t :
is given by an integer matrix (t li ) (viewing t li as a homomorphism
. We can always arrange that all the entries of these matrices are positive integers.
The following is a direct consequence of Lemma 3.3.
We view Y n as a pointed space, and let θ n be the base point of
Here Σ(Ψ * τ l k ) are the maps from Lemma 3.6. The direct sum
.
) as the dual map of the composite
where Ω * l is the map Y N l n+1 → S 3 constructed in Lemma 3.4.
) as the dual map of ΣΣµχ j i : S 3 ΣΣS 1 → ΣΣS 1 S 3 , where µχ j i is the map from Lemma 3.1.
For every i i, we thus obtain the direct sum
). Hence we obtain a homomorphism
. By construction, and using Lemmas 3.4 and 3.6, ψ induces χ in K 1 .
We now combine our two constructions. Define Z n = X n ∨ Y n , where we identify the base point θ i n ∈ X i n ⊆ X n with θ n ∈ Y n . We extend P n from X n constantly to Y n (with value P n (θ i n )). Note that rk (P n+1 (θ j n+1 )) =γ ji · rk (P n (θ i n )). Because of (2), we can arrangeγ ji ≥ # 1 (k) + # 1 (i) − 1. By adding ev θ n on the diagonal if necessary, we can modify ψ to a homomorphism ψ :
, as a unital
In combination with the homomorphism (10), we obtain a unital homomorphism
which induces γ in K 0 , sending u n to u n+1 , and χ in K 1 .
Evaluation at θ i n = θ n and θ i n (for i i) induces a quotient homomorphism which fits into a commutative diagram (11)
Remark 3.9. If all K n are torsion-free, then we can replace S 3 by S 1 in our construction of Y n .
T
4.1. The unital case. Applying our construction in § 3, we obtain concrete models for F n ,F n , γ n andγ n in § 2.1. Note that with these concrete models, the composition
where the first and third maps are the canonical ones, is of the form
u for a permutation matrix u.
Apart from inserting these concrete models, we keep the same construction as in § 2.1. This completes the construction in the unital case.
4.2.
The stably projectionless case. First, as in the unital case, we produce an inductive limit description of (1, 0) ), i.e., we find finitely generated abelian groups H n , u n ∈ H + n ⊆ H n and homomorphisms γ n : H n → H n+1 such that
Moreover, let K n be finitely generated abelian groups and χ n : K n → K n+1 homomorphisms with K lim − − → {K n ; χ n }. Then apply our construction from § 3 to obtain C*-algebras F n with
and unital homomorphisms ψ n : F n → F n+1 which induce γ n in K 0 , sending u n to u n+1 , and χ n in K 1 . Then form F := lim − − → {F n ; ψ n }. The evaluation maps as in (11) induce quotient maps F n →F n , which in turn induce an homomorphism F →F, whereF is a unital AF algebra with
HenceF is simple and has unique trace. As in [19, § 13] , it follows that F →F induces an isomorphism on trace spaces, so that F has unique trace. Now constructŝ n :F n → M p(n) such that 13
u for a permutation matrix u;
•ŝ = lim nŝn :F → Q induces the canonical projection (Q ⊕ G)/Tor(G) ։ Q.
Then define s n as the composition
Then s = lim n s n is as in § 2.2.
Now choose increasing sequences β n , γ n , δ n , ε n and k n such that, using the notation as at the end of § 2.2,
• ψ A, A restricts to homomorphisms
• ψ A,W restricts to homomorphisms
• and we can define ψ W, A :
, where we viewã ∈ Mβ n as an element in Mβ
Note that the partial map ψ W, A satisfies the requirements that it sends strictly positive elements to strictly positive elements and full elements to full elements (see Remark 2.2).
If we now define the connecting map (R(β n , γ n ) ⊗ C n ) ⊕ A(δ n , ε n ) → (R(β n+1 , γ n+1 ) ⊗ C n+1 ) ⊕ A(δ n+1 , ε n+1 ) as in § 2.2, then we still have to modify our construction since our AH-algebra F = lim − − → F n is not simple.
To this end, we modify ψ A, A . Let ψ m,n : F m → F n be the connecting map from F m to F n . For a subset Z n ⊆ Z n , let ψ m,n | Z n := z ∈Z n ev z • ψ m,n . We set Sp(ψ m,n | Z n ) as the smallest subset of Z m such that for all f ∈ F m ,
With this notation, we choose for all n a finite subset
14 Note that
where u is a permutation matrix and θ • ∈ {θ i n } i . Hence s n (a) ⊗ e r 2 in the definition of ψ A, A in § 2.2 is given by
We obtain a modified function, says n (a) ⊗ e r 2 , by replacing one copy of a(θ i n ) on the diagonal by τ t (a(µ(t))), where µ : [0, 1] → Z n is a contractible continuous map with µ(0) = µ(1) = θ i n such that every z n ∈ Z n appears in the image of z, i.e., z n ∈ z([0, 1]) for all z n ∈ Z n , and τ t : P n (µ(t))M ∞ P n (µ(t))
is an isomorphism depending continuously on t with τ 0 = τ 1 = id. Then define as in Remark 2.1
where ψ F n is the connecting map defining our AH-algebra
With this modification, define
as in § 2.2, and set A := lim − − → { A n ; ψ n } as in § 2.2.
Then the same arguments as in [18, § 6] show that A is simple, and that A has all the desired properties as in § 2.2. In particular, A has the desired K-theory as our modified ψ A, A is homotopic to the original homomorphism. Note that A itself (with no further modification) is already Z-stable. This completes the construction in the stably projectionless case.
Summary of the construction.
In both the unital and stably projectionless cases, the C*-algebra with the prescribed Elliott invariant which we constructed is an inductive limit whose building blocks are of the form
• F n is homogeneous of the form P n M ∞ (Z n )P n , where P n is a sum of line bundles, and there are points θ i n ∈ Z n , one for each connected component, and all connected components just consist of θ i n with the only possible exception being the component of a distinguished point θ i n ; • both β 0 and β 1 are compositions of the form F n → i M [n,i] → E n , where the first homomorphism is given by evaluation in θ i n ∈ Z n and the second homomorphism is determined by the composites
n is a matrix block of E n ), which are of the form
The connecting maps ϕ n of our inductive limit can be described as two parts
Both parts send ( f , a) ∈ A n to an element which is in diagonal form up to permutation, i.e., (15) u * * * . . . u,
where for the entries on the diagonal, there are the following possibilities:
• a map of the form
where f p is the image of f under the canonical projection
where x : [0, 1] → Z n is continuous and τ(t) :
is an isomorphism depending continuously on t, with θ i n in the same connected component as x(t), and τ(t) = id if x(t) = θ i n ; • an element of P n+1 M ∞ (C(Z n+1 ))P n+1 with support in an isolated point θ j n+1 , which is of the form
, which is of the form (19) τ(a(x)) for some x ∈ Z n with x {θ i n } i and an isomorphism τ :
, where θ i n is in the same connected component as x; • an element of P n+1 M ∞ (C(Z n+1 ))P n+1 with support in an isolated point θ j n+1 , which is of the form (20) a(θ i n ), where θ i n is an isolated point in Z n ; • an element of P n+1 M ∞ (C(Z n+1 ))P n+1 , which is of the form (21) (a i j · q) i j , where q is a line bundle over Z n+1 , and
where λ : Z n+1 → Z n is a continuous map whose image is only contained in one wedge summand of Z n (see our constructions in § 3).
Note that in (17) and (19), we identify
For the identifications θ M , θ, θ Q and θ C from § 2.2 (and actually also for ι n and ι ′ n ), we also need isomorphisms of the form
where we apply the canonical isomorphism
Let P a ∈ M(A n+1 ) be projections, with a P a = 1, giving rise to the diagonal form in (15) , and let ϕ a be the homomorphism A n → P a A n+1 P a , x → P a uϕ(a)u * P a . Since each of the P a either lies in
Then both maps in (13) , (14) are of the form u * ( a ϕ a )u. The unitary u is a permutation matrix for the map in (13) and is a unitary in C([0, 1], E n+1 ) such that u(0) and u(1) are permutation matrices for the map in (14) .
Remark 4.1. Let us write C n := C([0, 1], E n ) and u n+1 ∈ C n+1 for the unitary for the map in (14) . The only reason we need u n+1 is to ensure that we send ( f , a) to an element satisfying the right boundary conditions at t = 0 and t = 1. For this, only the values u n+1,t := u n+1 (t) at t ∈ {0, 1} matter. Therefore, by an iterative process, we can change β t in order to arrange u n+1 = 1 for the map in (14) : First of all, it is easy to see that ϕ n extends uniquely to a homomorphism Φ n : C n ⊕ F n → C n+1 ⊕ F n+1 . Let us write Φ C n and Φ F n for the composites
As ϕ n sends strictly positive elements to strictly positive elements, Φ n is unital. Now, for all n, let Λ n (t) ⊆ [0, 1] be a finite set such that for all ( f n , a n ) ∈ A n with ϕ( f n , a n ) = ( f n+1 , a n+1 ) ∈ A n+1 , f n | Λ n (t) ≡ 0 implies f n+1 (t) = 0. In other words, Λ n (t) are the evaluation points for f n+1 (t). Similarly, let T n ⊆ (0, 1) be such that for all ( f n , a n ) ∈ A n with ϕ( f n , a n ) = ( f n+1 , a n+1 ) ∈ A n+1 , f n | T n ≡ 0 and a n = 0 imply a n+1 = 0. Now we choose inductively on n unitaries {v n } ⊆ U(C n ) and {u n+1 } ⊆ U(C n+1 ) such that, for all n, v n (s) = 1 for all s ∈ (Λ n (0) ∪ Λ n (1) ∪T n ) \ {0, 1}, u n+1 (t) = u n+1,t for t ∈ {0, 1}, and v n+1 = Φ C n (v n , 1)u * n+1 : Simply start with v 1 := 1, and if v n and u n have been chosen, choose u n+1 ∈ U(C n+1 ) such that u n+1 (t) = u n+1,t for all t ∈ {0, 1} and u n+1 (s) = Φ C n (v n , 1)(s) for all s ∈ (Λ n (0) ∪ Λ n (1) ∪ T n ) \ {0, 1}, and set v n+1 := Φ C n (v n , 1)u * n+1 . If we now take this u n+1 for the map in (14) giving rise to ϕ n and Φ n , then we obtain a commutative diagram
which restricts to
where the unitaryū n+1 for the map in (14) forφ n is now trivial,ū n+1 = 1, andĀ n is of the same form (12) as A n , withβ t = v n (t) * β t v n (t) of the same form as β t for t = 0, 1 (the point being that v n (t) is a permutation matrix). Obviously, we have lim − − → Ā n ;φ n lim − − → { A n ; ϕ n }.
I C
In this section, we improve the main result in [3, § 3] and give a C*-algebraic interpretation. Let us first recall [3, Theorem 3.6]. We use the same notations and definitions as in [35, 3] . We start with the following Remark 5.1. We can drop the assumptions of second countability for groupoids and separability for C*-algebras in [35] if we replace "topologically principal" by "effective" throughout. In other words, given a twisted étale effective groupoid (G, Σ), i.e., a twisted étale groupoid (G, Σ) where G is effective (not necessarily second countable), (C * r (G, Σ), C 0 (G (0) )) is a Cartan pair; and conversely, given a Cartan pair (A, B) (where A is not necessarily separable), the Weyl twist (G(A, B), Σ(A, B) ) from [35] is a twisted étale effective groupoid. These constructions are inverse to each other, i.e., there are canonical isomorphisms [35, 4.13, 4.15, 4.16] ) and (A, B) (C * r (G (A, B) , Σ(A, B)), C 0 (G(A, B) (0) )) (provided by [35, 5.3, 5.8, 5.9] ). Similarly, everything in [3, § 3] works without the assumption of second countability. In particular, [3, Theorem 3.6] holds for general twisted étale groupoids if we replace "topologically principal" by "effective". This is why in this section, we formulate everything for twisted étale effective groupoids and general Cartan pairs. In our applications later on, however, we will only consider second countable groupoids and separable C*-algebras. Now suppose that (A n , B n ) are Cartan pairs, let (G n , Σ n ) be their Weyl twists, and set X n := G (0) n . Let ϕ n : A n → A n+1 be injective *-homomorphisms. Assume that there are twisted groupoids (H n , T n ), with Y n := H (0) n , together with twisted groupoid homomorphisms
is an embedding with open image, and p n : H n → G n+1 is surjective, proper, and fibrewise bijective (i.e., for every y ∈ Y n , p n | (H n ) y is a bijection onto (G n ) p n (y) ). Suppose that ϕ n = (ı n ) * • p * n for all n. Further assume that condition (LT) is satisfied, i.e., for every continuous section ρ : U → ρ(U) for the canonical projection Σ n ։ G n , where U ⊆ G n is open, there is a continuous sectionρ :
) and p n •ρ = ρ • p n . Also assume that condition (E) is satisfied, i.e., for every continuous section t : U → t(U) for the source map of G n , where U ⊆ X n and t(U) ⊆ G n are open, there is a continuous sectiont : p −1 n (U) →t( p −1 n (U)) for the source map of H n such that
In this situation, define Σ n,0 := Σ n and Σ n,m+1 := p Then [3, Theorem 3.6] tells us that (a) (Ḡ n ,Σ n ) are twisted groupoids, and (i n , ı n ) induce twisted groupoid homomorphisms (ī n ,ī n ) : (Ḡ n ,Σ n ) → (Ḡ n+1 ,Σ n+1 ) such thatī n is an embedding with open image for all n, and (24)Σ := lim − − → Σ n ;ī n andḠ := lim − − → Ḡ n ;ī n defines a twisted étale groupoid (Ḡ,Σ),
is a Cartan pair whose Weyl twist is given by (Ḡ,Σ).
Remark 5.2.
It is clear that the proof of [3, Theorem 3.6] shows that if all B n are C*-diagonals, i.e., all G n are principal, thenḠ is principal, i.e., lim − − → {B n ; ϕ n } is a C*-diagonal.
It turns out that conditions (LT) and (E) are redundant.
Lemma 5.3. In the situation above, conditions (LT) and (E) are automatically satisfied.
Proof. To prove condition (LT), let ρ : U → ρ(U) be a continuous section for the canonical projection π n :
, which implies z = 1, i.e., τ 2 = τ 1 . This proves injectivity, and surjectivity is easy to see. As π n+1 is open,ρ :
is the continuous section we are looking for. To verify (E), let t : U → t(U) be a continuous section for the source map s n of G n , where U ⊆ X n and t(U) ⊆ G n are open. Let s n+1 be the source map of H n . Then
. Since p n is fibrewise bijective, this implies η 1 = η 2 . This proves injectivity, and surjectivity is easy to see. As Clearly, i and ı are continuous groupoid homomorphisms. 
where the upper horizontal map is given by inclusion, and the vertical isomorphisms are as in [35, Definition 5.4] .
We now proceed to construct ( p, p). Since A = C * (N) and ϕ(N) ⊆N, it is easy to see thatȂ = span(ϕ(N) ·B).
It follows that for everyn ∈N and y ∈ dom (n), there is n ∈ ϕ(N) such that y ∈ dom (n) and
As the latter set is closed in T, we must have a ≡ 0 on T \ n∈ϕ(N ) {[α n (y), n, y]: y ∈ dom (n)} for all a ∈Ȃ. Hence T = n∈ϕ(N ) {[α n (y), n, y]: y ∈ dom (n)}. This observation allows us to define the maps
where ϕ * : Y → X is the map dual to B →B,
Similarly, p is well-defined. Clearly, ( p, p) is a twisted groupoid homomorphism. As ϕ is injective, ϕ * is surjective, so that p is surjective. To see that p is proper, let
. This shows injectivity of p| H y , and it is clear that p(H y ) = G p(y) . Thus p is fibrewise bijective.
Finally, it is easy to see that we have a commutative diagram
where the upper horizontal map is given by inclusion, and the vertical isomorphisms are as in [35, Definition 5.4 ]. Remark 5.6. The Weyl twist of (lim − − → { A n ; ϕ n } , lim − − → {B n ; ϕ n }) in the situation of Theorem 1.8 is given by (Ḡ,Σ) as given in (23) and (24) .
If, in Theorem 1.8, all ϕ n send full elements to full elements, then G n ; p n }. If all B n in Theorem 1.8 are C*-diagonals, i.e., all G n are principal, thenḠ is principal.
6. G 6.1. The building blocks. We first present groupoid models for the building blocks that give rise to our AHalgebras (see § 3). Let Z be a second countable compact Hausdorff space and let p i ∈ M ∞ (C(Z)) be a finite collection of line bundles over Z.
The following is easy to check: [35, Theorem 5.9] , there exists a twisted groupoid ( F, F) (the Weyl twist) such that
Let us now describe ( F, F) explicitly. Let R be the full equivalence relation on the finite set {p i } (just a set with the same number of elements as the number of line bundles). Let F = Z × R, which is a groupoid in the canonical way. For every p i , let T i be a circle bundle over Z such that p i = C × T T i . We form the circle bundles T j · T * i , which are given as follows: For each index i, let V i,a a be an open cover of Z, and let v i,a be a trivialization of T i | V i, a . We view v i,a as a continuous map v i,a : V i,a → M ∞ with values in partial isometries such that v i,a (z) has source projection e 11 and range projection p i (z), so that v i,a (z) = p i (z)v i,a (z)e 11 . Here e 11 is the rank one projection in M ∞ which has zero entry everywhere except in the upper left (1, 1)-entry, where the value is 1. Then
We set
Note that T i · T * i is just the trivial circle bundle T × Z. We define a multiplication on F:
we can only multiply these elements if x = x ′ and i = j ′ . In that case, write h := i ′ and assume that x ∈ V j,c ∩ V i,b and x ′ = x ∈ V i,b ∩ V h,a . Then we define the product as
Moreover, F becomes a twist of F via the map
, where π : T j · T * i → Z is the canonical projection. It is now straightforward to check (compare [35] ) that the twisted groupoid ( F, F) is precisely the Weyl twist of (PM ∞ (C(Z))P,
More precisely, we have the following Lemma 6.2. We have a
Let us now fix n, and apply the above to the homogeneous C*-algebra F := F n from § 4.3 to obtain a twisted groupoid ( F, F) such that C * r ( F, F) F. More precisely, we apply our construction above to the summand of F corresponding to the component of θ i n . Note that in the above construction, all our line bundles satisfy (25) p i (θ i n ) = e 11 because of (7) . For the other summands, it is easy to construct a groupoid model, as these are just matrix algebras, so that we can just take the full equivalence relation on finite sets. Now our goal is to present a groupoid model for the building block A := A n in § 4.3. Let R be an equivalence relation (on a finite set) such that C * (R)
For t = 0, 1 and β t as in § 4.3, write
In particular, (G, Σ) is the desired groupoid model for our building block.
In the following, it will be necessary to keep track of the index n, so that we will consider, for all n, twisted groupoids
describing the C*-algebras C n ⊕ F n ,Ǎ n and A n as explained above. Moreover, for all n, let B n ⊆ A n be the subalgebra corresponding to
6.2. The connecting maps. Let us now describe the connecting maps ϕ n : A n → A n+1 in the groupoid picture above. Let P a n+1 , ϕ a n be as in § 4.3, so that ϕ n = a ϕ a n and im (ϕ a n ) ⊆ P a n+1 A n+1 P a n+1 . Also, let Φ n : C n ⊕ F n → C n+1 ⊕ F n+1 be the extension of ϕ n as in Remark 4.1. Set Φ a n : C n ⊕ F n → P a n+1 (C n+1 ⊕ F n+1 )P a n+1 , x → P a n+1 ϕ a n (x)P a n+1 . We obtainφ n :Ǎ n →Ǎ n+1 andφ a n :Ǎ n → P a n+1Ǎ n+1 P a n+1 by restricting Φ n and Φ a n . Set Note thatǍ[φ a n ] = P a n+1 F n+1 P a n+1 if P a n+1 ∈ F n+1 andǍ[φ a n ] = x ∈ P a n+1Ǎ n+1 P a n+1 : x(t) ∈ im (ev t •φ a n ) for t = 0, 1 if P a n+1 ∈ C n+1 .
Let T n be the open subgroupoid of C n+1 ∐ F n+1 , with T n ⊆ C n+1 ∐ F n+1 correspondingly, such that C * r ( C n+1 ∐ F n+1 , C n+1 ∐ F n+1 ) C n+1 ⊕ F n+1 restricts to C * r ( T n , T n ) (C ⊕ F)[Φ n ]. Similarly, letŤ n be the open subgroupoid ofΣ n+1 , withȞ n ⊆Ǧ n+1 correspondingly, such that C * r (Ǧ n+1 ,Σ n+1 ) Ǎ n+1 restricts to C * r (Ȟ n ,Ť n ) Ǎ [φ n ]. For η ∈Ť n and η ′ ∈Σ n+1 , η ∼ η ′ implies that η ′ lies inŤ n . It follows that T n =Ť n / ∼ is an open subgroupoid ofΣ n+1 . Define H n =Ȟ n / ∼ in a similar way. By construction, the commutative diagram at the groupoid level
induces at the C*-level
LetŤ n = aŤ a n andȞ n = aȞ a n be the decompositions into subgroupoids such that the identification C * r (Ȟ n ,Ť n ) Ǎ [φ n ] ⊆Ǎ n+1 restricts to C * r (Ȟ a n ,Ť a n ) Ǎ [φ a n ]. For fixed n and every ϕ a = ϕ a n from our list in § 4.3, we now construct a map p a :Ť a n → Σ n such that
/ / C * r (Ȟ a n ,Ť a n )
A n ϕ a / /Ǎ [φ a n ]
commutes.
Recall thatΣ n ⊆ C n ∐ F n = (T × [0, 1] × R n ) ∐ F n . Also, we denote the canonical projection F n ։ F n by σ → σ.
• For ϕ a as in (16) , let p a be the compositě where we note that the first map has image inΣ n , so that we an apply the quotient map q :Σ n ։ Σ n .
• For ϕ a as in (17) , let p a be the compositě
(z, t, γ) → z · σ(t, γ)
where σ is a continuous groupoid homomorphism such that σ(t, γ) = (x(t), γ). For x(t) = θ l ∈ θ i n and γ = ( j, i), write (30) σ(t, γ) = [z j,i , θ l ], which has to match up with (28) . 22
• For ϕ a as in (18) , let p a be the compositě T a n T × {θ j n+1 } × R n →Σ n q −→ Σ n .
(z, θ j n+1 , γ) → (z, t, γ) • For ϕ a as in (19) , let p a be the compositě
where σ : ( F n ) x x → F n is a groupoid homomorphism with σ(γ) = (x, γ) matching up with σ in (29) .
• For ϕ a as in (20) , let p a be the compositě T a n T × {θ • For ϕ a as in (22), we have C * r (Ȟ a n ,Ť a n ) ( i λ * (p i )) · F n+1 · ( i λ * (p i )), where p i are the line bundles such that P n = i p i (see § 3 and § 6.1), and p a is the compositě
with (z, x) ∈ T × λ −1 (V i,a ) and (z, λ(x)) ∈ T × V i,a , where for a given open cover V i,a and trivialization v i,a for F n , we choose the open cover λ −1 (V i,a ) and trivialization v i,a • λ forŤ a n (see § 6.1).
The homomorphism a p a :Ť n = aŤ a n → Σ n must descend to p n : T n → Σ n because C * r ( a p a ) : C * r (G n , Σ n ) → C * r (Ȟ n ,Ť n ), f → f • ( a p a ) lands in C * r (H n , T n ). Moreover, the homomorphisms Φ n andφ n admit similar groupoid models (say P n andp n ) as ϕ n , so that we obtain a commutative diagram
C
Proofs of Theorems 1.1 and 1.2. All we have to do is to check the conditions in Theorem 1.8, using Proposition 5.4 and the groupoid models in § 6. We treat the unital and stably projectionless cases simultaneously. Given a prescribed Elliot invariant, let A n and ϕ n be as in § 4.3. Consider the groupoid models for A n and ϕ n in § 6. First of all, by construction, (H n , T n ) is a subgroupoid of (G n+1 , Σ n+1 ) and H n ⊆ G n+1 is open. Let (i n , ı n ) be the canonical inclusion. Secondly, p n is proper because all the p a in § 6.2 are proper (they are closed, and pre-images of points are compact). Thirdly, p n is fibrewise bijective because this is true forp n and the canonical projectionsΣ n ։ Σ n , T n ։ T n . By construction, all the connecting maps ϕ n in § 4.3 are of the form ϕ n = (ı n ) * • (p n ) * . Hence, by
