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概要 
近年検索エンジンの性能向上や、Wikipedia などの Web サイトなどにより、インターネット上
で様々なことを学習することが可能になってきたが、まだまだ Web 上にない情報も多く、書籍な
どの紙媒体もまだまだ重要である。しかし、紙媒体のままの文章は検索性が悪いなどの問題点が
ある。最近ではドキュメントスキャナや専用のブックスキャナも個人で購入できるが、まだまだ
高価であったり、書籍を裁断する必要性があったりする。そこで、Web カメラを頭部に設置し、
本を読みながらリアルタイムで文字を認識、さらに読んでいる際の視線情報を取得すればそれら
の問題を解決でき、文章に対するアノテーションも可能になると考え、その実証のためのシステ
ムを開発・検証を行った。 
 
 Abstract 
In recent years, it gets easier studying something using internet by search-engine’s 
improvements and the appearance of online-encyclopedia such as Wikipedia. However, not all 
documents are e-documented. It is inconvenient for searching normal books, but reading books 
is still important for studying. Recently, document scanner or book scanner is available for 
personal use, although they are still expensive or need to cutting pages. So, I thought that by 
mounting the web-cams on head, scanning the text in books and tracking eye movement and 
fingertip at the same time could solve the problems and make it possible for efficiently 
annotating. In this research, I developed this system in order to prove this concept, and 
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1 序論 
 
1.1 背景 
 
近年検索エンジンの性能向上や、Wikipedia などの Web サイトなどにより、インターネット上
で様々なことを学習することが可能になってきたが、まだまだ Web 上にない情報も多く、書籍な
どの紙媒体もまだまだ重要である。しかし、紙媒体のままの文章は検索性が悪いなどの問題点が
ある。最近ではドキュメントスキャナや専用のブックスキャナも個人で購入し、書籍の電子ドキ
ュメント化を行えるようにはなってきたが、まだまだ高価であったり、書籍を裁断する必要性が
あったりし、手軽とは言えない状況である。また、本を読みながら気になった箇所をマーキング
するのに付箋やマーカーなどを利用できるが、検索性や手間を考えるとベストとは言えない。電
子ペーパーの開発により小型で辞書機能を内蔵した電子ブックリーダーの製品も発売されている
が、あまり普及していない。既存のアノテーション・電子化方法の利点・問題点を表 1 に示す。 
 
方法 可逆性 検索性 アノテーション コスト その他 
付箋 ○ × ○ 数百円 読みながら貼る 
マーカー × × ○ 百円程度 読みながら書き込む 
一般的なスキャナ ○ ○ × 1 万円 一ページごとスキャン 
ドキュメントスキャナ × ○ × 5 万円 検索は出来るが手動でアノテーション
ブックスキャナ ○ ○ × 30 万円 検索は出来るが手動でアノテーション
電子ブックリーダー NA ○ △ 3 万円 電子化済みのドキュメントのみ閲覧可
表 1: 既存のアノテーション・電子化方法の利点・問題点 
 
1.2 目的 
 
これらの問題点を踏まえ、本を読みながらリアルタイムで文字を認識、同時に読んでいる際の視
線情報を取得すればそれらの問題を解決でき、文章に対するアノテーションも可能になるのでは
ないかと考えた。スキャナやデジタルカメラなどと比較するとまだまだ低解像度ではあるが、数
年前と較べると高画質化、低価格化及び小型化が進んでいることから Web カメラを入力デバイス
として利用できれば手軽である。さらに文字認識用カメラの入力から指先の位置を検出し、指先
にある単語を抽出し、透過型の HMD などにオーバーレイ表示することが出来れば、わからない
単語などを簡単に調べることが出来るようになる。このようなコンセプトの実証のためのシステ
ムの構築・検証を行った。 
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1.3 本研究の特長 
 
携帯電話のカメラ機能を利用し、その画像を基に文字認識を行うアプリケーションなどは実用化さ
れているが、それらではアノテーション用途には適さない。本システムでは頭部に視線認識用カメラ
と文字認識カメラを設置し、それらのカメラからの入力画像を解析し、視線と指先位置の検出を行う。
それらの位置データを基に、注目している情報を抽出し、同時に文字認識画像の一部を切り出し文字
認識の処理を行うことによって処理の軽量化を図っている。 
 
1.4 論文の構成 
 
第 2 章で関連研究について述べ、第 3 章でシステムの概要、各処理の内容に付いて述べる。第 4 章
で検証及び評価、第 5 章で将来課題、最後に第 6 章で今後の展望及び本研究の結論を述べる。 
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2 関連研究 
 
2.1 Google Book Search [1] 
 
米 Google 社の提供している書籍全文検索サービス。これまでに刊行された書物すべて（Google
の見積もりでは 3000 万冊）をスキャンしてデジタル化し OCR でテキスト化、検索可能にする
ことを目標としている。専用のスキャナを利用。 
 
2.2 evernote [2] 
 
ウェブページの好きな部分を選択してクリップしたり、カメラ付携帯で撮った写真を PC やウェ
ブに送ることができる Web サービス。この「ノート」ひとつひとつがアーカイブされ、検索でき、
写真に写っている文字を（手書きであっても）検索することもできる。 
 
2.3 HUMI プロジェクト(HUmanities Media Interface) [3] 
 
慶應義塾大学が所蔵する稀覯（きこう）書のデジタル画像データを制作。 
古い書物のデジタル画像を制作する手法について研究している。 
 
2.4 MyLifeBits [4] 
 
米 Microsoft 社の行っているデジタル化可能で価値のある個人の生活をすべて記録するプロ
ジェクト。おおよその人間の生活の情報量をハードディスク上に記録するとどれくらい入るかを見
積もっている。 
 
人間の生活の情報量： 
・100 電子メールメッセージ/1 日 (5KB/1 通) 
・100web ページ/1 日 (50KB/1 ページ) 
・5 ページのスキャンされた紙 (100KB/1 ページ) 
・1 冊の本/10 日 (1MB/1 冊) 
・10 枚の写真/1 日 (400KB/1 枚) 
・8 時間の音声記録/1 日(8KB/秒） 電話や会議内容含む 
・1 枚の新譜 CD/10 日（45 分、128KB/秒） 
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また、ユーザが 1TB のデータを持っているとして、それを一年で埋め尽くすにはどれくらいの情報
を記録できるかも見積もっている。(表 2) 
 
1 データのサイズ 1 テラバイトに収納可能な上限 1 日あたりの記録数 
写真 (400KB) 270 万枚 7354 枚 
文書（1MB） 100 万文書 2872 文書 
音声（128Kb/秒） 18600 時間 51 時間 
ビデオ（256Kb/秒） 9300 時間 26 時間 
高画質ビデオ（1.5M/秒） 290 時間 4 時間 
表 2: １TB に保存できる情報量 
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3 システムの概要 
 
本システムではデスクトップコンピューター及び視線認識・文字認識用に 130 万画素の Web カメラ
を 2 台使用した。目の撮影と、顔の向いている方向の撮影用にカメラを設置してある。カメラは自作
の支えを使用し眼鏡に固定してある。 
使用した開発環境は Visual Studio 2008 (C# 3.0)である。カメラ部の外観を図 1 に示す。 
     
図 1: カメラ部外観 
使用したパーツの詳細を書きに示す。 
z デスクトップコンピュータ (Athlon X2 5600+, 3GB) 
z 視線検出用カメラ(Princeton 社製 PWC-130UAF) 
z 文字認識用カメラ(Princeton 社製 PWC-130IS) 
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3.1 処理フロー 
 
本システムの処理フローを図 2 に示す。 
 
指先認識 
文字抽出
視線認識 
文字認識 
 
図 2 : 本システムの処理フロー 
 
視線認識： 
視線認識用カメラの入力画像から、文字認識用カメラ中の注目点の座標求める。 
 
指先認識： 
文字認識用カメラの入力より指の形状を認識し、その先端に位置する部分画像を抽出する。 
 
文字抽出： 
得られた視線、指先の位置より元画像の一部を抽出した画像を解析し、各々の文字ごとに分
割する。文字認識用カメラの入力より得られた画像は傾いている場合があり、文字の抽出を
行う際に精度が落ちる為、画像中の文字の配置より画像の傾きを求め、その補正などを行う。 
 
文字認識： 
分割された文字画像を元に、パターンマッチングを行い、文字の認識を行う。マッチング結
果を元に得られた文字列には誤認識した文字が含まれていることがあるので、辞書を用いて
最終的な出力を行う。 
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3.2 視線認識 
 
視線認識用カメラの入力画像から黒目の位置を抽出する。視線認識の処理フローを図 3 に示す。 
 
輝度による2値化 黒目位置の検出 座標の変換トリミング 
 
図 3 : 視線認識の処理フロー 
 
3.2.1 トリミング 
 
視線検出用カメラの画像から、目の部分だけをトリミングする。カメラは眼鏡に固定してあるの
で位置は変わらないものとし、固定の座標より切り出す。 
本システムではカメラからの入力画像(1280×1024px)から目の周辺部分の 400×300px をトリミ
ングした。 
 
トリミングの結果を図 4 に示す。 
       
図 4: トリミングの結果 
 
 
3.2.2 輝度による 2 値化 
 
黒目の位置を検出するにあたり、輝度を用いて 2 値化を行った。 
輝度は下記の公式で求める。 
 
輝度(Y)= Y=0.299×R+0.587×G+0.114×B 
 
輝度を用いて 2 値化を行った画像を図 5 に示す。 
 
 7
          
図 5: 輝度で 2 値化した画像 
 
3.2.3 黒目部分の検出 
 
画像の周辺分布を用いて黒目の部分の判定を行った。 
黒目部分の検出結果を図 6 に示す。 
  
図 6: 黒目部分の検出結果 
 
3.2.4 座標の変換 
 
得られた黒目位置を元に、文字認識用カメラのどこを見ているかの判定行う。 
正面を見たときの黒目の位置との差、カメラが頭の左側に設置してあることなどを考慮し、変換
を行った。 
座標の変換結果を図 7 に示す。 
 8
       
図 7: 座標の変換結果 
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3.3 指先認識 
 
文字認識用カメラの入力画像から指の形状を認識し、指先の座標を計算する。 
 
下記に指先認識のフローを図 8 に示す。 
 
 
ラベリング Prewittフィルタ Hough変換 HLSよる2値化
 
図 8: 指先認識のフロー
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3.3.1 HSL による 2 値化 
 
指の部分を抽出するにあたり、指の色の抽出に HSL 色空間を用いた。 
HSL 色空間では色を:  
•  H :色 相 (h u e )  
•  L :明 度 ( l i g h t n e s s )  
•  S :彩 度 ( s a t u r a t i o n )   
で表現する。 
実験の結果、肌色は大体色相が 100～155 であることが分かったので、その値を用いて 2 値化を行
った。 
RGB 色空間から HSL への変換公式は下記の通りである。 
 
MAX = max(R,G,B) 
MIN=min(R,G,B) 
L=(MAX+MIN)/2 
 
MAX=MIN の場合 
S=0 
L=0 
MAX≠MIN の場合 
⎩⎨
⎧
>−−−
≤+−=
)5.0()2/()(
)0.5()/()(
S
の場合　　
の場合　　
LMINMAXMINMAX
LMINMAXMINMAX
 
Cr=(MAX-R)/MAX-MIN) 
Cg=(MAX-G)/MAX-MIN) 
Cb=(MAX-B)/MAX-MIN) 
 
H=  
⎪⎩
⎪⎨
⎧
=−+
=−+
=−
)(4
)MAX(G2
)MAX(RCg
の場合
の場合
の場合　　
MAXBCrCg
CbCr
Cb
H=60×H 
H=H+360(H<0 の場合) 
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同じ画像入力画像（図：）の RGB 色空間でのヒストグラムと HSL 色空間でのヒストグラムを
図 9、図 10 に示す。 
   
     
図 9: RGB 色空間でのヒストグラム            図 10: HSL 色空間でのヒストグラム  
                                      (黒枠部分が肌色部分) 
 
 
 
HSL を用いて 2 値化を行った画像を図 11 に示す。 
 
     
図 11: HSL で 2 値化した画像 
 
 
3.3.2 ラベリング 
 
2 値化した画像の画素が連結している部分を検出し、連結している部分に番号を振っていくことに
よりラベリングを行う。ラベリング後の最大の画素連結部分を指と考え、その他の関係ないオブジ
ェクトを除外する。 
ラベリング結果を図 12 に示す。 
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図 12: ラベリング結果 
 
3.3.3 Prewitt フィルタ 
 
ラベリング後の画像に対し直接 Hough 変換を行うと、手の甲などが映りこんでいた場合、指先の位
置が正しく検出できなくなることがあるので微分フィルタの一種である Prewitt フィルタを用いて
輪郭抽出を行う。 
 
Prewitt フィルタの式およびフィルタ結果をを下記に示す。 
 
 
 
              
図 13:  Prewitt フィルタ結果 
 
3.3.4 Hough 変換 
 
指の方向及び指先の位置を特定するために、Hough 変換を行う。 
Hough 変換とは、点(x,y)を通る直線の方程式は 
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ρ=ｘ・cosθ+y・sinθ 
 
で表すことができることを利用し、ρ-θ空間を離散化し、元画像をラスタ走査して各画素を通る各
直線のρ、θに対して投票を行い、最大の(ρ,θ)のペアを求めることにより直線を検出するアルゴ
リズムである。 
 
Hough 変換の結果(ρ,θ）を元に得られた直線上で、一番上方向にある画素を指先の点として利用
する。 
図中の黄緑の点は、直線と画素値の AND をとった結果を標識したものである。 
 
 
図 14: Hough 変換結果 
 
 
上記の処理を行った指先の検出結果を図 15 に示す。 
 
 
図 15: 指先認識結果 
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3.4 文字の抽出 
 
得られた指先位置より、元画像の一部を抽出した画像を解析し、各々の文字ごとに分割する。 
 
指先認識によって得られた画像は傾いている場合があり、文字の抽出を行う際に精度が落ちる為、
画像中の文字の配置より画像の傾きを求め、補正する必要がある。 
 
文字抽出の処理フローを図 16 に示す。 
 
 
行の抽出 文字の抽出 傾き補正 
 
図 16: 文字抽出の処理フロー 
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3.4.1 傾き補正 
 
指先認識により取得した指先の座標をもとに、入力画像から領域を切り取り 2 値化した後、指先認
識と同様に Hough 変換を行い文章の方向を検出する。この際、文字部分を抽出するため 2 値化には
RGB の R の値に閾値を設定した。 
 
     
図 17: 指先画像の Hough 変換結果 
 
Hough 変換の結果を元に、画像を回転する。指先画像の傾き補正後の結果を図 18 に示す。 
 
 
. 図 18: 指先画像の傾き補正後の画像 
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3.4.2 行の抽出 
 
傾きを補正した画像から行を抽出する。既に傾きは補正済みなので本システムでは画像の周辺分布
を用いた。 
 
   
図 19: 縦方向の周辺分布 
 
 
傾きを補正した画像を元に、画像の各画素列ごとの周辺分布を求め、閾値以上の部分を抽出する。 
下記に、抽出結果を赤線でマーキングした図を示す。 
 
 
 
図 20: 行の抽出結果 
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3.4.3 文字の抽出 
 
行の抽出と同様に、縦方向の周辺分布をを求め、文字の切り出しを行う。 
文字間が狭い場合、画素が連結してしまい連続した文字として認識してしまうため、文字の高さを考
慮し、文字部分を抽出する。 
 
 
 
 
図 21: 横方向の周辺分布 
 
 
処理結果を図 22 に示す。 
 
 
 
 
 
図 22: 文字の抽出結果 
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3.5 文字の認識 
 
文字抽出に得られた結果を元に文字を認識する。カメラの解像度などの問題により、誤認識も多いの
で、日本語辞書を用いて正しい文字列の復元を行う。 
文字認識の処理フローを下記に示す。 
マッチング Levenshtein距離による誤認識修正 特徴ベクトル抽出 
 
図 23: 文字認識の処理フロー 
3.5.1 特徴ベクトル抽出 
 
今回、文字認識のためにクロスカウント法及び周辺分布を複合させた特徴ベクトルを使用した。 
クロスカウント法とは、文字領域に等間隔の走査線を走らせ、文字部分をクロスする回数により,文
字を識別する方法である。 
特徴ベクトルを求める際に、文字の位置のずれなどを補正するため、文字の余白領域を取り除いた
画像より特徴ベクトルの計算を行った。 
 
3.5.2 マッチング 
 
20～70 のサイズの各文字の特徴ベクトルを予め求めておき、それらとの類似度をもとに文字を決定
する。ラインキング用のスコアとしては特徴ベクトルのユークリッド距離を使用した。 
 
 
 
 
 
 
 
 
 
 
 
図 24: 文字認識結果 
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3.5.3 Levenshtein距離による誤認識修正 
 
マッチング結果を元に得られた文字列には誤認識した文字が含まれていることがあるので、
Levenshrein 距離を使用して辞書に登録されている単語の中で、一番類似度の高いものを最終的な
出力結果として利用する。本システムではマッチングの結果、特徴ベクトルのユークリッド距離が
10000 以上違うものは誤認識だと思われるので、不明文字として扱うことにした。 
 
比較用の辞書には IPA 辞書(version 2.7.0)を利用した。 
入力文字列「こんにち■」(■は不明文字を表す)に対する処理結果を表 3 に示す。 
 
文字列 Levenshrein 距離 
こんにちは 1 
こんにちわ 1 
こんち 2 
こんにゃく 2 
こんぼう 3 
表 3: Levenshrein 距離による誤認識修正結果 
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4 検証・評価 
 
今回試作したシステムに対し、認識精度と処理速度の面から評価を行った。 
 
4.1 認識精度 
 
認識精度に関しては視線、指先位置の検出は良好で、実用に耐えるレベルであったが、文字認識が
カメラの解像度不足から文字つぶれを起こしてしまい、低解像度時の漢字の認識率が極端に悪かった。
結果を示す。 
種別 分解能 
カメラ入力 1280×1024px
黒目位置 400×300px 
座標変換後の視線情報 160×120px 
指先認識 320×240px 
表 4: 各入力の分解能 
 
入力画像 認識率 
20×20px（ひらがな） 約 70% 
20×20px（漢字） 1%未満 
60×60px(漢字) 約 90% 
表 5 入力画像に対する文字認識率 
 
 
 
 
図 25: 低解像度の文字 
 
 
 
 
 
 
 
図 26: 高解像度の文字 
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4.2 処理速度 
 
処理速度に関しては各処理において最適化を行った結果、およそ 1～2FPS であった。更なる処理の
最適化とアルゴリズムの見直しを行えば改善すると思われる。各処理の処理時間を表 6 に示す。 
 
処理内容 処理時間 
カメラからの静止画のキャプチャ 81ms 
視線位置の取得 46ms 
指先位置の取得 49ms 
文章の傾き補正 144ms 
文字の抽出 75ms 
文字の認識(1 文字あたり) 60ms 
認識誤差の修正 170ms  
表 6: 各処理の処理時間 
(Athlon X2 5600+ 2.8GHz Dual-Core) 
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5 将来課題 
 
5.1 処理速度 
 
本システムでは視線や指先位置周辺の文字のみから文字列抽出を行ったが、処理
速度を向上させれば一度にページ全体の文字認識も可能になる。高速化のために考
えられる手段としては、アルゴリズムの最適化や SIMD 命令などを使っての高速化
の他に、携帯電話用の文字認識アプリケーションは特徴抽出結果をサーバで処理し
たのち、端末に結果を返しているようなので、そのような分散処理的なアプローチ
も考えられる。 
 
5.2 文字認識の認識率の向上 
 
本システムでは 130 万画素(1280×1024)の解像度の Web カメラを用いたが、200
万画素やそれ以上のカメラを使用すると精度が向上すると思われる。試作システム
では光学的な機構は使用しなかったが、視線領域のみを写すようになるズームレン
ズを装着することで分解能を補うことも考えられる。また、前後フレームの情報を
利用し、コンポジット処理(超解像)の技術を使用すれば、既存のカメラでも文字認
識に耐えうる画像を得ることが可能かもしれない。 
 
5.3 使いやすいインターフェイス 
 本研究では文字の認識までしか実装しなかったが、HMD などのディスプレイデ
バイスと組み合わせた、分かりやすいインターフェイスが求められる。ボタンなど
は利用していないので、指の動きによるジェスチャなどで操作ができるようにする
ことも考えられる。 
 
5.4 自然言語処理による単語の解析 
 
得られた文字認識結果から特定のキーワードを抽出するために、自然言語処理を
行う必要がある。正しく判定できるかは未検証なので詳しくは分からないが、Chasen
などの形態素解析エンジンを利用すれば実現可能であろう。 
 
5.5 得られたアノテーション情報の有効利用 
視線認識の結果を単語と結びつけて、書籍のカテゴリ分けや管理、情報の共有な
どを行うアプリケーションが求められる。
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6 結論 
 
今回は解像度の面から、低解像度時の認識精度がいまひとつであったが、書籍を読みながらのリア
ルタイムでの文字認識は可能であると考える。得られた指先や視線の情報を有効利用することにより、
より効率的な学習が行える可能性もある。 
本研究では室内での書籍中の文字の認識に限定し検証を行ったが、アルゴリズムを改良し、認識精
度が上がればコンピュータの画面など、身の回りのテキスト情報をすべて扱えるようになる。デバイ
スが小型化し、精度が上がればコンピュータの画面や日常の視覚データのすべてを電子化し、有効活
用できるようになるであろう。また、HMD などのディスプレイデバイスと組み合わせることにより
AR 的な応用も期待できる。 
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