Abstract: Space-time adaptive processing (STAP) is an effective tool for detecting a moving target in spaceborne or airborne radar systems. Statistical-based STAP methods generally need sufficient statistically independent and identically distributed (IID) training data to estimate the clutter characteristics. However, most actual clutter scenarios appear only locally stationary and lack sufficient IID training data. In this paper, by exploiting the intrinsic sparsity of the clutter distribution in the angle-Doppler domain, a new STAP algorithm called SR-STAP is proposed, which uses the technique of sparse recovery to estimate the clutter space-time spectrum. Joint sparse recovery with several training samples is also used to improve the estimation performance.
Focusing on the problem of slow convergence rate in the conventional STAP and sensitivity to the prior knowledge in the KB-STAP methods, a new STAP algorithm is proposed in this paper.
Similar to the idea in KB-STAP, this method also utilizes prior knowledge to obtain the clutter spectral characteristics. However, this spectrum estimation is obtained via sparse recovery, which has evolved very rapidly in the last decade [13] [14] [15] [16] [17] [18] . In its most basic form, the problem of sparse recovery attempts to find the sparsest signal α to satisfy x Ψα = , where m n C Ψ × ∈ is an overcomplete basis, i.e., m ≤ n. Without prior knowledge that α is sparse, the equation x Ψα = is ill-posed and has many solutions. Additional information that α should be sufficiently sparse allows one to eliminate this ill-posedness [13] [14] . Solving the ill-posed problem involving sparsity typically requires combinatorial optimization, which is intractable even for modest data size. A number of practical algorithms such as convex optimization (including 1 L norm minimization) [15] [16] and greedy algorithms [17] [18] have been proposed to approximate the solution to this problem. Convex optimization provides a guarantee of uniformity and is also very stable. However, this method is based on linear programming and has a quite high computational complexity, ( )
3
O n . On the other hand, greedy methods make a sequence of locally optimal choices in an effort to obtain a globally optimal solution. The computational load is quite small, but it lacks the strong guarantee of convergence that convex optimization provides. Prior research has proved sparse recovery as a valuable tool for spectrum estimation, but its application has been mainly focused in the field of source localization, where the sparsity condition is obviously satisfied [19] [20] [21] .
In this paper, we exploit the prior knowledge of the sparsity of the clutter distribution in the angle-Doppler domain and obtain the space-time spectrum via sparse recovery. This method can obtain the clutter spectral characteristics with many fewer IID samples, such that the convergence rate of the CCM is significantly enhanced. The remainder of this paper is organized as follows.
Section 2 describes the basic model of the STAP received data. In section 3, the SR-STAP (STAP via sparse recovery) approach is proposed to estimate the clutter space-time spectrum from both single and multiple snapshots. Then, the CCM estimation based on this spectrum is given to effectively suppress the clutter. Section 4 analyzes the convergence rate and robustness for simulated data. The Mountaintop data [22] provided by Lincoln Laboratories is also used to verify the effectiveness of SR-STAP in an actual clutter scenario. Section 5 presents concluding remarks about the proposed algorithm and points out directions for future work. 
STAP MODEL
where μ is a non-zero constant, matrix
represents the actual CCM, and s is the space-time steering vector of the moving target. In practice, the CCM is unknown and should be estimated using IID snapshots. In the SMI approach [3] , the CCM estimation is given via the direct data approach:
where ,1
denote the IID snapshots. This approach can achieve nearly optimal performance when the number of IID snapshots satisfies 2 L MN ≥ . However, this quantity of stationary samples is often unavailable in an actual clutter scenario [5] . One great improvement to this method is called LSMI (Loaded SMI), which adds a small diagonal loading factor into the
where L β is a small loading factor. It has been proved that this approach can achieve nearly optimal performance using twice as many IID samples as the effective clutter rank [6] . However, the convergence rate can hardly be improved beyond the effective clutter rank because it does not use any prior knowledge in the CCM estimation. At the same time, substituting (2) into the CCM definition, the CCM can also be expressed as [1] , , ,
.
CCM and the clutter spectral characteristics is built up. The assumed CCM can be used as an approximation for the actual one, effectively accelerating the convergence rate, as long as the prior knowledge of the clutter distribution is obtained accurately. The recently-developed knowledge-based STAP methods are based on this idea [8] [9] [10] [11] [12] . By incorporating the prior knowledge into the estimation process, these methods show a strong capability to reduce the number of required data samples. One important knowledge-based STAP algorithm is called CL [9] , which provides the following estimate for the CCM:
where ˆS
MI

R
is the SMI part standing for the contribution of the data samples, c R is the assumed CCM using the prior knowledge in (10), d
β and L β denote the colored loading and diagonal loading factors respectively. The CL method utilizes the prior knowledge of the clutter distribution to force the nulls in the angle-Doppler domain and effectively suppress the corresponding clutter. In this way, the convergence rate improves to twice the effective rank of the pre-whitened clutter residual, which is not contained in the prior knowledge. However, accurate prior knowledge is hard to acquire due to various real-world effects, such that there will be some performance degradation in KB-STAP due to the mismatch between the prior knowledge and the real-world scenario [9] [10] .
Spectrum Estimation and Clutter Suppression
As stated above, the CCM estimation could be obtained with high performance as long as the clutter spectral characteristics are accurately acquired. Based on this idea, a new STAP algorithm is developed via sparse recovery to obtain the clutter spectrum and estimate the CCM with much less IID snapshots [23] . The space angle and Doppler frequency axes are discretized into 
The vector α stands for the clutter distribution in the basis Ψ , that is, the clutter space-time spectrum. Equation (12) is the fundamental equation in this paper and has two characteristics that we should pay attention to. First, estimating the space-time spectrum α is equivalent to solving the linear equation (12) with the data x . Second, the basis matrix Ψ is overcomplete and the problem is ill-posed because the resolution scales , s d ρ ρ are greater than the one used to obtain the high-resolution spectrum. However, according to the theory of sparse recovery [13] [14] [15] [16] , when the actual clutter spectral distribution 0 α is sparse, this ill-posed problem can be solved via sparse recovery. Next, some discussion is given to verify the sparse characteristic of the space-time clutter in the discretized angle-Doppler plane.
The sparsity of the space-time clutter
As stated above, the angle-Doppler domain is discretized into Conventionally, the significant elements of the actual solution are used to express the degree of sparsity in the sparse recovery [13] [14] . In our problem of spectrum estimation, the sparsity of the space-time clutter is equal to the number of cells occupied by the clutter ridge in the discretized angle-Doppler plane, which is marked by the slash cells in Fig. 1 . In an actual clutter scenario, the sparsity of the actual clutter distribution is unknown and need to be estimated. Similar to the knowledge-based methods, the assumed sparsity could be similarly given by the number of cells occupied by the assumed clutter ridge based on the prior knowledge. Generally, the sparsity is related to both the actual clutter distribution and the number of the discretized cells in the angle-Doppler plane. Due to the effect of the discretization, the sparsity estimation in the angle-Doppler plane may differ from that in the continuous case. An effective estimation method is given to obtain the sparsity as follows.
1. Determine the azimuth angle cells occupied by the clutter distribution as
where [ ] 
Calculate the corresponding Doppler cells due to the clutter spreading as
3. Theoretically, sparsity estimation has a range value
However, when the resolution scales 
This estimation clearly illustrates the relationship between the radar parameters and the sparsity.
Although it is simple and may be not very accurate, the simulation in the next section will show that SR-STAP is robust to this sparsity estimation. Some other practical factors, such as crab angle, also affect the assumed sparsity and will be discussed in detail later.
Space-time spectrum estimation via sparse recovery
A. Single snapshot case
Once the actual clutter spectrum 0 α is sparse, the ill-posed problem in (12) It can be seen that most components in the Capon space-time spectrum are very small and only a few dominant scatters are located around the actual clutter area. Meanwhile, SR-STAP approximately estimates the dominant clutter scatters with super-resolution using a single snapshot. However, some estimation discrepancy still exists and needs to be refined. First, the snapshot x tends to be expressed with fewer space-time steering vectors in the overcomplete basis and may obtain a more sparse solution α than the actual scenario due to the characteristics of the 1 L norm minimization. In this way, the actual continuous clutter distribution may converge into several disconnected clutter scatters, marked by the ellipse in Fig. 2 (b) . This phenomenon is quite common in the field of sparse recovery [19] [20] [21] . Second, some estimation error, called 'pseudo-peaks,' exists. These are marked by the arrow in the SR-STAP spectrum.
This is caused by the noise and ill-posedness in (12) . Normally, these pseudo-peaks appear randomly in the angle-Doppler domain among different snapshots and their amplitudes are much smaller (-10dB) than the actual clutter scatters. The following work will focus on how to eliminate these pseudo-peaks, as well as obtain the connected clutter spectrum with multiple snapshots.
B. Multiple snapshots case：simple average
In the actual clutter scenario, although sufficient training samples are hard to guarantee, there are still a few training samples that we can exploit. Therefore, we extend this work to the multiple snapshots case [27] [28] to improve the estimation performance as , X ΨS N = + (18) where NM L × matrix
is the observation noise, and
is the clutter spectrum of multiple snapshots. A simple method is to separate this joint problem into a series of independent subproblems as
Each subproblem can be solved via the 1 L norm minimization in (17) to obtain the sparse spectrum estimation. Then, the average of these estimated spectra
This method is simple and the computing effort is linearly proportional to the number of snapshots.
The estimation result via simple average is shown in Fig. 3 for Mountaintop data range cells 80-120. It is shown that this approach can improve the disconnected spectrum estimation to some extent, compared to the single snapshot method. However, some pseudo-peaks still exist after simple averaging because this method does not make use of the stationary characteristic of the clutter distribution in the IID snapshots. In fact, the position is more important than the amplitude information in the clutter distribution.
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C. Multiple snapshots case：joint sparse recovery
To improve the spectrum performance of the simple average approach, a more reasonable approach called joint sparse recovery [29] [30] is proposed to treat these snapshots in conjunction.
This assumes that the sparse structure of a stationary process remains the same across different snapshots and the only difference is reflected in the amplitude variation. In this case, the sparsity
≤ ≤ is identical, which means that the actual clutter scatters are located at the same cells in the angle-Doppler domain in these spectra
where the position set
where operation , the maximal mutual coherence may become large, such that the clutter spectrum estimation via the current joint sparse recovery method is not very effective. Therefore, some practical improvements should also be considered to enhance the current methods of joint sparse recovery.
As stated above, the spectrum estimation with the single snapshot is discontinuous along the actual clutter area and may have some pseudo-peaks. Because these snapshots are joint sparse, the combing result with position sets 
arg min , 1 .
2. Estimate the position set of the clutter distribution in each space-time spectrum as
3. Define a series of (25) 4. Combine these vectors as 6. Once the joint position set Γ is recovered, the joint problem can be expressed as [24] 7. Calculate the average spectrum of joint sparse recovery as
where k S stands for the kth column of the matrix S and α represents the final spectrum estimation with multiple snapshots.
Until now, we have introduced the SR-STAP spectrum based on joint sparse recovery. The result in Fig. 4 shows that most of the pseudo-peaks are effectively suppressed, which can be explained as follows. There are fewer false positions induced by the pseudo-peaks in the joint position set Γ because the position information is more reliable than the amplitude information.
Moreover, even though some false positions are contained in the final position set Γ , the projection coefficients onto them are quite small because LS has projected most of the measurement X onto the actual subspace Γ S to minimize the 2 L norm distance. Therefore, the final spectrum estimate is not sensitive to the impact of the pseudo-peaks. It can be concluded that joint sparse recovery could reduce the impact of the pseudo-peaks and obtain a connected spectrum estimate in the actual clutter area. 
Covariance matrix estimation
Once SR-STAP can estimate the clutter distribution in the angle-Doppler domain accurately, the CCM estimation can be given as
, , 
Experimental Results
In this section, the target detection performance is first shown for Mountaintop data to confirm the effectiveness of SR-STAP. Next, some simulations are presented to test the convergence rate and robustness of different STAP approaches.
Target detection performance
In the Mountaintop program [24] , a synthetic target is introduced at the location of range cell 
Simulation experiments
In the actual clutter scenario, where the clutter is only locally stationary, the CCM estimation with fast convergence rate has a great advantage because it can avoid the problem of the heterogeneity in the training samples [2, 5] . Therefore, the simulations in this subsection are presented to evaluate the convergence rate for CCM estimation. In addition, the influence of the mismatch in the prior knowledge is also considered because both the SR-STAP and KB-STAP approaches utilize this information in some form. Normally, the prior knowledge includes both the radar parameters and the scattering properties of the actual clutter scenario [9] [10] . For simplicity, we focus only on the mismatch of the radar parameters by assuming that the scattering power is Next, the convergence performance of different STAP approaches is evaluated in the various clutter scenarios. The colored loading factor d β in CL is set to one, and L β is set to match the actual noise floor for all these STAP approaches. In SR-STAP, the noise allowance ε is set to 4 
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− and the sparsity s is unknown, but can be estimated from the prior knowledge using (14)- (16) . Therefore, any mismatch in the prior knowledge will cause a performance loss because both the SR-STAP and KB-STAP approaches utilize prior knowledge implicitly or explicitly. Next, we will analyze the influence of the mismatch in these parameters on both the SR-STAP and KB-STAP algorithms.
A. Velocity mismatch
In the first scenario, the velocity mismatch is considered and other radar parameters are kept in accordance with the actual scenario. Figure 6 gives the Therefore, any estimation error will cause a sharp decrease in the corresponding performance, whether it is an overestimation or underestimation. On the other hand, SR-STAP can achieve good performance at nearly all assumed velocities because little sparsity change is introduced by the velocity variation. The estimated spectrum can still fit with the actual clutter distribution as long as the sparsity is enough to cover the actual clutter distribution. In other words, although SR-STAP is influenced by the velocity variation implicitly, its spectrum estimation is mainly determined by the data samples and the algorithm is robust to the velocity mismatch. 
B. Azimuth angle mismatch
In the second scenario, the clutter azimuth center is set as 40 to match the actual scenario and the width mismatch is considered. Other simulated parameters are kept the same as those specified in Table I . The 
C. Crab angle mismatch
In an actual airborne radar system, due to the effect of aircraft deviation, the angle-Doppler dependence of the clutter is changed into [10] ( )
where a φ stands for the crab angle, i.e., the angle between the directions of the moving platform and the linear array. Therefore, the sparsity estimate in SR-STAP should be reconsidered because the Doppler spreading is related with both the azimuth angle s θ and crab angle a φ . Here we simply recalculate the Doppler cells to consider this effect as
so the sparsity estimation can be carried out similarly to (16) . The actual crab angle is set as 2 a φ = and the effect of mismatch is considered. Other radar parameters are kept in accordance with the actual scenario in Table I . Fig. 10 gives the that CL can achieve optimal performance in the ideal case. Nevertheless, any estimation error will cause a sharp decrease in the corresponding performance, whether it is an overestimation or underestimation. On the other hand, although the crab mismatch makes the assumed clutter ridge deviate from the actual one, the occupied cells by the assumed clutter ridge remain nearly the same. Therefore, SR-STAP still has enough sparsity to cover the actual clutter ridge and achieves quite good performance even in the case of crab angle mismatch. there will be some clutter residual which must be estimated by the SMI part. As a result, the convergence rate of CL will be slowed down. However, SR-STAP can obtain an accurate clutter space-time spectrum to estimate the CCM with a fast convergence rate. Moreover, SR-STAP depends less on the prior-knowledge than KB-STAP methods, so it is more robust to any mismatch between the prior knowledge and the actual clutter environment. In this way, SR-STAP can still preserve the benefits of fast convergence, even in the case of prior knowledge mismatch.
Conclusions
In this paper, we have analyzed the sparsity of the clutter distribution in the angle-Doppler domain and proposed a new SR-STAP algorithm to estimate the clutter space-time spectrum via sparse recovery. The CCM estimate as well as the STAP filter can be obtained with a fast convergence rate based on this estimated spectrum. The Mountaintop results have shown that SR-STAP can obtain an accurate clutter space-time spectrum and the corresponding filter is quite effective, such that it can suppress the maximum clutter residual to 8-12 dB below the actual target using only a few training samples. The quantitative analysis in the simulated experiments illustrated that SR-STAP can obtain the CCM estimate with a convergence rate of about [3] [4] training samples, which is much faster than the conventional statistical-based STAP techniques like LSMI. Furthermore, the simulation has also shown that SR-STAP depends less on the prior knowledge, making it more robust to the mismatch of the prior knowledge than knowledge-based STAP techniques. Therefore, SR-STAP has the advantages of fast convergence rate and robustness, and therefore has great potential in actual clutter scenarios.
Some considerations for further research are given as follows. First, sparse recovery, as described in this paper, is currently based on convex optimization. This approach is stable but has a very high computational load. Therefore, it would be valuable to study the performance of the greedy methods [17] [18] , which are suitable for real-time processing. Second, it is also essential to consider practical nonideal factors, such as clutter internal motion or channel mismatch, in the process of sparse recovery. Consideration of these factors can improve the spectrum estimation in actual clutter scenarios.
