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Abstract 
 
Liquid Chromatography Time-of-Flight Mass Spectrometry (LC-TOFMS) is an 
analytical platform that is widely used in the study of biological mixtures in the 
rapidly growing fields of proteomics and metabolomics. The development of 
statistical methods for the analysis of the very large data-sets that are typically 
produced in LC-TOFMS experiments is a very active area of research. However, the 
theoretical basis on which these methods are built is currently rather thin and as a 
result, inferences regarding the samples analysed are generally drawn in a somewhat 
qualitative fashion. 
 
This thesis concerns the development of a statistical formalism that can be used to 
describe and analyse the data produced in an LC-TOFMS experiment. This is done 
through the derivation of a number of probability distributions, each corresponding to 
a different level of approximation of the distribution of the empirically obtained data. 
Using such probabilistic models, statistically rigorous methods are developed and 
validated which are designed to address some of the central problems encountered in 
the practical analysis of LC-TOFMS data, most notably those related to the 
identification of unknown metabolites.  
 
Unlike most existing bioinformatics techniques, this work aims for rigour rather than 
generality. Consequently the methods developed are closely tailored to a particular 
type of TOF mass spectrometer, although they do carry over to other TOF 
instruments, albeit with important restrictions. And while the algorithms presented 
may constitute useful analytical tools for the mass spectrometers to which they can be 
applied, the broader implications of the general methodological approach that is taken 
are also of central importance. In particular, it is arguable that the main value of this 
work lies in its role as a proof-of-concept that detailed probabilistic modelling of 
TOFMS data is possible and can be used in practice to address important data 
analytical problems in a statistically rigorous manner. 
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1 Introduction and Aims 
Over recent years, biological research has become increasingly driven by high-
throughput technologies. This has given rise to the so-called “omics” disciplines 
which aim for a more comprehensive understanding of biological systems than has 
previously been possible. Two important fields in this category are proteomics, the 
large scale study of proteins, and metabolomics, the large scale study of metabolites. 
In both these fields, LC-TOFMS is used extensively in the analysis of biological 
mixtures, both for the identification of chemical and structural formulae of unknown 
compounds and in quantitative studies that seek to determine the concentrations of 
known compounds. 
 
The increasing use of LC-TOFMS has prompted the development of a large number 
of bioinformatics techniques to facilitate the analysis of the resulting data. Several 
comprehensive software packages are now available in both proteomics [1, 2] and 
metabolomics [3-5], which provide extensive tools for the pre-processing and analysis 
of LC-TOFMS data, and LC-MS data in general. Yet despite these efforts, the task of 
extracting useful information from the large data-sets produced through LC-TOFMS 
analysis of complex biological mixtures such as blood or urine remains a central 
bottleneck to much of the work being carried out in these fields. 
 
There are a large number of pre-processing techniques that are routinely applied to 
LC-TOFMS data as part of their analysis and these come in roughly two classes: those 
applied by the manufacturer’s software prior to the data being output to file, and those 
applied subsequently by the analyst, often through software packages such as those 
cited above. The former class includes fundamental methods of data compression [6], 
as well as algorithms that compensate for detector saturation, and which may 
effectively be part of the physical measurement process [7]. The latter include 
baseline subtraction, smoothing and feature extraction, as well as methods for 
standardising data from different experiments, such as normalisation and 
chromatographic retention time alignment. The pre-processing is followed by the 
inferential stage of the analysis which may involve the identification of unknown 
compounds, estimation of the concentration of known ones, and, if multiple biological 
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samples are involved, finding biologically relevant differences between different 
groups of samples. 
 
It is clear that the pre-processing will have substantial effects on the data and 
consequently on all the inferences drawn in downstream analyses [8-10]. Therefore 
the choice of pre-processing techniques and the manner in which they are applied is 
extremely important. However, as is evidenced by the broad diversity of techniques 
that have been developed to address what are effectively the same set of pre-
processing problems, there is no consensus as to how best to approach them. It is 
generally very difficult to provide convincing theoretical arguments for choosing one 
pre-processing method over others, as essentially none of them are derived from the 
first principles of the LC-TOFMS operations. Rather, they are heuristic methods, 
which are constructed based on an intuitive but rather qualitative understanding of the 
system to which they are applied.  
 
These heuristic methods are often validated by means of direct demonstrations that 
they produce “reasonable” results when applied to real data, or by arguments that they 
approximate the steps that would be taken by a trained expert through a more manual 
analysis [4]. Evaluation of the relative performance of these techniques is extremely 
difficult as it can be dependent on user experience and the choice of parameters [11, 
12]. While there have been calls for the use of “standard data-sets” to compare 
methods specifically for retention time alignment [12], a meaningful performance 
comparison based on this approach is likely to remain problematic. And even if the 
performance of one method could be established as being consistently better than that 
of others, its effects on the data and on downstream analyses would remain unclear. 
 
The rationale for employing heuristic techniques in the first place is very rarely 
articulated, possibly because it is taken for granted that the fundamental operations of 
mass spectrometers are too complex and involve too many unknown variables to 
allow for a manageable mathematical description. This concern is not unreasonable in 
view of the elaborate engineering featured in modern mass spectrometers and the 
rather limited efforts that have so far been made at developing detailed mathematical 
models to describe the data they produce. The problem is further compounded by the 
rapidly evolving design of mass spectrometers and the fact that the vast majority of 
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those used for biological research are commercial models, which renders their design 
details somewhat inaccessible to many researchers in academia. However a statistical 
model developed from first principles does not have to account exactly for every 
aspect of the underlying mass spectrometer design, since approximate models often 
form a sufficient basis from which to draw the relevant inferences - in the words of 
George E. P. Box “essentially, all models are wrong, but some are useful”.  
 
The aims of this project are: 
 
1. To evaluate the prospects for adopting a statistically rigorous approach to the 
interpretation of LC-TOFMS data wherein the detailed architecture of the 
mass spectrometer is accounted for and data pre-processing is, as far as 
possible, avoided.  
2. To develop specific techniques for improved data analysis based on this 
rigorous approach, with particular emphasis on methods that facilitate the 
identification of unknown metabolites in complex mixtures.  
 
The methodological distinction between this “rigorous approach” and the standard 
“heuristic approach” in which the measurement process and the pre-processing steps 
are essentially treated as a “black box” is illustrated on Figure 1.1 below. 
 
As will be shown, the rigorous modelling of LC-TOFMS data appears to be feasible 
and opens up the possibility of applying a new range of statistically rigorous 
techniques to LC-TOFMS data that better exploit the information contained therein.  
In the following chapters, a series of mathematical models will be developed that 
approximate the underlying probability distribution that governs the raw data 
produced in an LC-TOFMS experiment. A few applications are discussed in detail, 
but such models may in principle be used to address a very wide range of problems 
central to the analysis of LC-TOFMS data, by means of the traditional tools of 
classical frequentist statistics. Thus, inferences can be made by means of tests of 
hypotheses, which relate directly to the researcher’s aversion to false positives, and 
parameter estimates can be obtained by means of the method of maximum likelihood. 
Due to uncertainty regarding the nature of mass and chromatographic peaks and of the 
detector system used, the models break down at high ion counts. However, it will be 
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argued that further refinements in our ability to characterise these fundamental 
features of the data mathematically could allow us to overcome this restriction and 
lead to substantial improvements in our ability to analyse and interpret LC-TOFMS 
data. While this thesis focuses on LC-TOFMS data, the methodological approach 
used applies to other types of mass spectrometers, and indeed to any analytical 
instrument that provides inexact measurements. 
 
 
Figure 1.1 - Illustration of the widely used “heuristic approach” to data analysis 
(left) in which no attempt is made at accounting for the effects of the “black 
box”. This should be contrasted with the “rigorous approach” (right) which 
attempts to account for all aspects of the data generation process that are 
relevant to the eventual analysis. 
 14 
2 The fundamentals of LC-TOFMS data 
2.1 Literature overview 
A brief overview of relevant background literature is given below. However, for this 
thesis relatively limited use has been made of academic articles, as they do not 
provide many details on the distribution of the data produced by the mass 
spectrometer used in this project (a Waters Q-Tof Premier). Instead quite extensive 
efforts have been made at investigating the workings of this mass spectrometer based 
on Waters patent applications, application notes and manuals, as well as inferences 
drawn from analyses of acquired data. However, the most useful and reliable 
information has come from direct communications with engineers at companies that 
produce mass spectrometers. All of these sources are cited and discussed in further 
detail in later sections. 
 
It has in fact already been argued that research into the statistical distribution of mass 
spectrometry data has been somewhat neglected [13]. Several academic articles and 
books do provide in-depth reviews of the TOF-MS technology [14-20] but these deal 
mainly with the general instrumental architecture and give only relatively qualitative 
discussions of the distribution of the resulting data. However an important point that 
is noted in [14] is that ion arrivals at the detector plate are governed by the Poisson 
distribution. Therefore, if an ion counting device is employed as part of the detector 
system (as is the case for the Waters Q-Tof Premier) and detector saturation is 
negligible, the acquired data will also be governed by the Poisson distribution. 
 
The implications of the data being Poisson distributed, which are critical to this thesis, 
do not appear to be very widely studied in the scientific literature either, except with 
respect to the effect that this distribution has on the accuracy of mass estimates. In one 
such study [21], the author distinguishes between two components of mass errors: 
those inherent to a given instrument, which should remain roughly constant over time, 
and the statistical error caused by insufficient measurements, which can be 
characterised through the Poisson distribution. Interestingly, the mass accuracy is 
shown to depend strongly on the ion count of the reference compound used to 
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calibrate the mass spectrometer. It is found that for optimal mass accuracy, this count 
should be as similar as possible to that of the analyte whose mass is to be measured, 
the reason being that the detector saturation effects are then approximately the same 
for both compounds, and can be corrected for through the calibration procedure. 
Several other studies [22-24] corroborate this finding and (sometimes in rather 
indirect terms) make note of the Poisson distribution of the moderate ion counts. 
 
One of the few articles that directly studies the distribution of the ion counts [25], 
investigates the variance of processed proteomics LC-TOFMS data and proposes a 
two-component error model to describe it. Consistent with other studies, the authors 
find that for moderate ion counts, the data are consistent with a Poisson distribution, 
but exhibit variance too great to be Poissonian for high counts – hence the two-
component model. It is very possible that this excess variance is a side-effect of the 
“Z-focus lens” employed by the instrument used in the study (a Waters LCT mass 
spectrometer) which corrects for detector saturation and which will be discussed in 
Section 2.6. The author of the article does not appear to be aware of this. 
  
The above study, as well as those dealing with mass accuracy, all adopt a top down 
approach in that they investigate and characterise the output data, but do not attempt 
to fit a detailed mathematical model to the processes that are behind it. One article 
that does present research in this direction is by Du et al. [13] who model the data 
derived from a given compound as a combination of a Poisson and a Multinomial 
distribution, the latter being used to account for the different isotopic variants of the 
compound. For high ion counts, the saturation effects render this model inapplicable. 
This is accounted for by means of a “semi-empirical” relationship, postulated by the 
authors, though regrettably little in the way of rationale or evidence is presented to 
substantiate its validity. 
 
As mentioned in the introduction, an important motivation for developing a 
mathematical model to describe LC-TOFMS data is to find improved methods for 
identifying unknown compounds in complex mixtures. Using only the estimated mass 
from a mass spectrum, one can compile a list of elements consistent with that mass by 
solving the corresponding linear Diophantine equation for a given set of elements 
[26]. The task of structural elucidation can however be greatly facilitated by making 
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use of complimentary information derived from heuristic rules of chemistry or from 
databases of known compounds. The Dendral project [27] was an early attempt at 
using computers to identify unknown compounds based on their mass spectra as well 
as on prior knowledge of chemistry. Several programs have since emerged [28-32], 
which employ a variety of methods to solve the problem, some of them incorporating 
spectral information other than MS. A recently developed program for formula 
elucidation of small molecules [33] claims to assign the correct chemical formula to a 
mass spectrum with a probability of 98%, so long as the formula exists in the 
compound database that they use.  
 
One type of complementary chemical information that is particularly relevant to this 
thesis is based on the fact that metabolites passing through a mass spectrometer often 
break up into smaller pieces, which are also detected. The observed masses of these 
fragments can be used to place further constraints on the possible identity of the 
metabolite from which they are derived. This is the idea behind tandem mass 
spectrometry, where metabolites of predetermined masses are deliberately 
fragmented, and the resulting pattern analysed [34]. Various studies have presented 
methods for improved chemical formula elucidation based on variations of this 
technique, [35-37]. More modern and higher throughput fragmentation procedures do 
not restrict the analysis to metabolites of pre-specified masses, but attempt to 
simultaneously analyse the fragmentation patterns of all metabolites across a wide 
range of masses. A recent technology known as MSE [38] attempts to do so by rapidly 
alternating between a high and a low energy fragmentation process in the hope that 
the low energy spectrum contains few or no fragments so that the original metabolite 
can easily be identified and its corresponding fragments read off from the high energy 
spectrum. But whatever method is used, the analysis is often confounded by the fact 
that distinct compounds may coelute at roughly the same time, so that it is difficult to 
determine which fragments are derived from which metabolite. A statistically 
rigorous method for doing so will be presented in Chapter 3 and is published in [39]. 
 
Another important piece of complementary information comes from the isotopic 
abundance pattern that is characteristic of any given compound. Kind & Fiehn have 
highlighted the importance of exploiting the information therein [40], pointing out 
that in terms of its ability to correctly assign chemical formulae, a high resolution 
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mass spectrometer can be outperformed by a low resolution one, if the latter also 
makes use of the information in the isotopic abundance pattern. The mathematical 
description of the exact isotope abundance patterns resulting from a given molecular 
formula can be expressed using expansions of products of polynomials and has been 
understood for some time [41]. Various proposals have been made for exploiting the 
information in isotopic abundance patterns [42-44], including for complex mixtures 
[45, 46], but none have been found that explicitly account for the statistical 
distribution of the measured data. However, such a method will be presented in 
Chapter 4 and is published in [47]. 
 
As mentioned above, TOFMS data adhere to the Poisson distribution if an ion 
counting device is used and if the rate of ion arrivals is low enough that detector 
saturation is negligible. However, as ion counting detectors are quite easily saturated, 
numerous statistical methods have been developed [48-54] that aim to enhance their 
dynamic range by estimating the true number of ion counts, from the recorded counts 
and using knowledge of the saturation process. One of these correction methods will 
be described in detail in Chapter 5 and new ones will be proposed in both Chapters 5 
and 6 after all of the prerequisite technical concepts have been discussed. 
2.2 A brief outline of LC-TOFMS 
A characteristic feature of biological mixtures is that they contain a vast number of 
distinct compounds. In an instrument as sensitive as a time-of-flight mass 
spectrometer their physical separation is therefore important in order for the analyst to 
obtain meaningful data. In LC-TOFMS two distinct separation steps are applied to the 
mixture; a brief account of the two processes is given below. There are in fact several 
variants of the time-of-flight mass spectrometer but in the following we will restrict 
ourselves to the widely used “quadrupole orthogonal acceleration time-of-flight mass 
spectrometer”. 
 
As a mixture passes through the chromatographic column, the compounds within it 
separate based on their polarity. This is because less polar compounds tend to be held 
back by a non-polar substance known as the “stationary phase”, which is fixed in 
place inside the column. Alternatively, a polar stationary phase may be used so that it 
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is the polar compounds that are retained, as is the case for Hydrophilic interaction 
chromatography (HILIC) [55], although this approach is less common. While 
chromatography has improved considerably in recent years, the technology is still not 
perfect and distinct compounds may coelute at roughly the same time. The time it 
takes a compound to traverse the chromatographic column is referred to as its 
“retention time”. While this measure can be useful for metabolite identification, it 
generally has quite limited reproducibility. 
 
After traversing the column, the analyte enters the gas phase and is ionised. In 
metabolomics, this is often done through a process known as “electrospray ionisation” 
due to the method’s high sensitivity even for low mass compounds and the fact that 
the ionisation process usually does not fragment the analyte excessively. Different 
compounds ionise with different propensities, which means that compounds that are 
present in low concentrations can give rise to strong signals and compounds that are 
present in high concentrations can give rise to weak signals. It is therefore difficult to 
infer much about the concentrations of the various compounds in the mixture unless 
isotopic variants of known concentration are spiked into the sample. Once the analyte 
is ionised, a series of quadrupoles, which can be used for tandem mass spectrometry, 
guide them towards the orthogonal accelerator while focusing the ion beam and 
reducing its velocity through collisional damping. One of the quadrupoles will 
typically contain an inert gas, with which the analyte can collide and this may cause it 
to fragment. Such “collision induced dissociation” occurs because the analyte’s 
repeated collisions with the inert gas builds up the potential energy of the analyte 
molecule so that it may eventually exceed the level of some of its chemical bonds. 
After the analyte reaches the orthogonal accelerator, an electric field is applied 
perpendicularly to its direction of travel, giving it a perpendicular velocity that is 
greater the smaller its mass. The analyte then enters a free drift region, which the 
lighter and therefore faster compounds will traverse faster than the heavier ones. 
Many instruments employ one or more “reflectrons”, which use static electric fields to 
reverse the direction of travel of the analyte and thereby increase the effective length 
of the free drift region, which improves the instrument’s resolution. At the end of the 
free drift region the analyte hits a detector plate where its time-of-flight is recorded 
and from which its m/z (mass per charge) can be estimated. 
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The data is output in a series of “scans” across the chromatographic dimension and for 
each scan the number of detected ions of each m/z is listed. An example of a scan as 
output in Waters’ proprietary MassLynx software is shown below. The sample 
analysed is a form of synthetic urine, which will be described in detail later. 
 
Figure 2.1 - A single scan as seen in MassLynx. For the most prominent peaks 
the m/z values (top) and ion counts (bottom) are listed. The mass deficits of the 
m/z values 164.8903, 240.8808, 242.8732 are unusual and may be due to 
interfering compounds. 
 
Rather than looking at a series of mass peaks at a given scan, we can observe the 
“chromatographic peaks” by plotting the ion counts at a given m/z value, over a series 
of scans, as shown on Figure 2.2 below for the three largest mass peaks on the above 
plot. 
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Figure 2.2 – The chromatographic peaks corresponding to the three largest mass 
peaks on Figure 2.1. The x-axes indicate the scan number and the retention time 
(in minutes) is listed at various points across the peaks. 
2.3 Pre-processing 
As stated earlier, LC-TOFMS data as used in routine analyses by experimentalists 
will have gone through a number of pre-processing steps, which few analysts are 
likely to know in any detail. The pre-processing steps that are discussed in this thesis 
are all applied to the data prior to it being seen by the analyst. Although it can in some 
cases be rather difficult to distinguish between what constitutes pre-processing and 
what should be regarded as being part of the fundamental architecture of the mass 
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spectrometer, the following five steps, which are all applied by the Waters Q-Tof 
Premier certainly require some thought:  
  
• Centroiding: reducing all of the data points making up a mass peak to a single 
mass with a corresponding intensity. 
• Histogramming: summing the data points across a segment of a 
chromatographic peak. 
• Dead time correction: correcting for detector saturation when ion counts are 
high. 
• Z-focus lens (also known as “DRE lens”): reducing the number of ions 
transmitted when the dead time correction does not suffice. 
• Calibration: altering the fundamental mapping used to infer the m/z from the 
time-of-flight, in order to improve mass accuracy. 
 
These pre-processing steps will be discussed in further detail below. It should be 
emphasised that their use is generally helpful to the analyst: centroiding and 
histogramming reduce the data size by a large factor, calibration improves mass 
accuracy and the dead time correction and Z-focus lens improve both mass and ion 
count accuracy. However, the application of some of the above steps also renders the 
prospects for proper rigour very remote and their use was therefore avoided or 
modified for the experiments conducted as part of this project. 
 
The centroiding is easily switched off so that the data can be acquired in what is 
known as “continuum mode” or “profile mode”. Similarly the dead time correction 
and Z-focus lens can be switched off as an additional precautionary measure. The 
calibration was not deactivated, as mass estimates are not central to this project, 
although a discussion of its likely effects is provided in Section 2.7 below. Similarly, 
no attempt was made at foregoing the histogramming as this would result in 
unmanageably large data-sets.  
2.4 The distribution of ion counts 
The process responsible for the most fundamental variation in the observed peak 
intensity is the ionisation of a relatively small number of molecules out of the vast 
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number that actually passes through the mass spectrometer. Barring a comprehensive 
model that takes into account the position and velocity of all the particles involved, 
this process must be regarded as inherently random. In fact, because of the large 
number of molecules passing through the mass spectrometer and the very small 
probability that any given one is ionised, the resulting number of ions follows a 
Poisson distribution.  
 
This fact is occasionally pointed out in the scientific literature although the 
implications seem not to be very widely studied. Part of the reason for this omission 
may be that due to the limitations of current technology, not all ions are counted when 
the rate of ion arrivals is large, which in turn distorts the Poisson distribution and 
diminishes the mass and ion count accuracy. This is “rectified” by some of the pre-
processing steps, which improve mass and ion count accuracy, but do little to restore 
the Poisson distribution.  
 
Putting aside for now the technological limitations, there are some immediate 
implications of having Poisson distributed data. For one, the pre-processing step of 
centroiding, which summarises the ion counts of a mass peak by their sum, may not 
be all that detrimental to statistical rigour. This is because the sum of independent 
Poisson distributed random variables is itself Poisson distributed. The information 
that is lost in the procedure primarily regards the velocity and spatial distributions of 
ions at the time the electric field was applied, which is of often of limited interest. 
Thus, if the technological limitations do not significantly distort the Poisson nature of 
the data and if there is no significant overlap of distinct mass peaks, centroiding may 
be a relatively harmless pre-processing step and the statistical models that will be 
used in Chapters 3 and 4 are in fact designed for use on centroided data. 
 
Another important implication concerns our ability to estimate the Poisson rate 
parameter based on the observed ion count. It can be shown that the standard 
deviation of the Poisson distribution, relative to its rate, decreases with the square root 
of the rate, so that when the rate is higher it can be more accurately estimated. The 
relationship is illustrated on the plots below. 
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Figure 2.3 - The standard deviation of the Poisson distribution relative to its rate, 
as seen on a standard scale (left) and a log-log scale (right). 
 
Perhaps the most obvious motivation for estimating the rate parameter is that it may 
be used to narrow down the possible identities of unknown metabolites, based on the 
observed isotopic abundance pattern. The Poisson rate associated with an unknown 
metabolite may to a first approximation be thought of as the product of the 
concentration of the corresponding metabolite, and a measure of its ionisation 
propensity. Since the latter is the same for all isotopic variants, the relative heights of 
the distinct isotopic mass peaks correspond to the relative isotopic abundances in 
nature. Because each possible chemical formula gives rise to a unique isotopic 
abundance pattern [41], the accuracy with which we can estimate the Poisson rate 
parameter, determines the degree to which we can narrow down the possible identities 
of the unknown metabolites. This will be discussed in detail in Chapter 4. 
2.5 Ion digitisation 
If a highly advanced mass spectrometer were available – one capable of measuring to 
an arbitrary degree of accuracy the numbers and arrival times of all incoming ions – 
then the development of a fairly comprehensive statistical framework for the analysis 
of LC-TOFMS data based on a simple Poisson distribution might be within reach. At 
present however, such a model is not appropriate, since the limitations of current 
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technology places numerous additional constraints on the accuracy of the data 
obtained. 
 
The first step in the ion detection process lies in amplifying the electronic signal 
induced by the arrival of a single ion. For this task many mass spectrometers, 
including the Q-Tof Premier, make use of a Microchannel Plate (MCP) [56], which is 
an array containing a large number of miniature electron multipliers, positioned 
parallel to one another (see Figure 2.4). When an ion strikes the side of one of these 
multipliers it sets off a cascade of electrons, resulting in a strongly amplified signal. A 
single ion typically induces an output from the MCP of several million electrons [57] 
although the precise gain, and its distribution in time, can be quite variable [58, 59]. 
 
Figure 2.4 – Illustration of the workings of a Microchannel Plate. Note that the 
actual number of electron multipliers on an MCP is much larger than that 
indicated here. In addition it is common to employ two MCPs consecutively in a 
“chevron” formation. 
 
Following its amplification, the signal must be digitised and for this task the Q-Tof 
Premier, makes use of a time-to-digital converter (TDC). The TDC monitors the 
strength of the signal passed to it and if it crosses a certain pre-specified threshold 
[60] the time of this “event” is recorded. TDCs are therefore fundamentally binary in 
that they do not record the strength of the signal but only determine whether it is 
greater than the threshold or not. For this reason they are also incapable of recording 
multiple (near) simultaneous ion arrivals - multiple ion arrivals will generally cause 
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the MCP to output a stronger signal, but the TDC will only record the one crossing of 
the threshold [61]. More specifically, in order for the TDC to resolve two ion arrivals, 
the voltage spike induced by the MCP after the arrival of the first ion must have 
receded to a level lower than the threshold. The time during which the TDC is 
incapable of recording further ion arrivals is referred to as the “dead time” and is on 
the order of 5 nanoseconds for the Q-Tof Premier. The smallest possible “tick” of the 
TDC clock used in this study is 278 picoseconds and any registered ion arrivals will 
be grouped into one of these discrete increments. 
 
A widely used alternative to TDCs is the analogue-to-digital converter (ADC). This 
has a much wider dynamic range, as it records the strength of the raw signal passed to 
it by the electron multiplier. However this makes ADCs sensitive to the variable gain 
of the electron multiplier [59] and since they do not use thresholding like TDCs, they 
are constantly recording what amounts to electronic noise, which makes it difficult to 
distinguish single ion arrivals and tends to make the resulting data-sets rather large 
[62]. Additionally their time resolution is generally poorer than for TDCs so that they 
do not sample the mass peaks as finely as the latter do.  
 
It is not possible to declare one type of digitiser as being generally superior to the 
other - ADCs work better at high rates of ion arrivals and TDCs work better at low 
rates [19]. However, the fact that TDCs can effectively block out electronic noise and 
generally are not affected by detailed characteristics of the MCP makes them much 
easier to model as they are capable of preserving the fundamental Poisson distribution 
of the ion counts if the rate of ion arrivals is not too high. At high rates of ion arrivals 
a pure Poisson model will break down and much of this thesis will be devoted to the 
development of probability distributions that can describe the data reasonably well in 
this scenario. Data digitised by an ADC will not be modelled or analysed in this 
thesis, although it is arguable that many of the concepts developed can be carried over 
to a system employing ADCs. 
2.6 Histogramming and detector saturation 
Because the length of the dead time is on the same order as the time-of-flight “width” 
of a mass peak [14], the mass spectrometer will often only detect one ion per mass 
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peak for each “pulse” of ions that is released into the free drift region. Nevertheless, a 
single scan as observed in the output data may well display ion counts in excess of 
100. This is because a scan is in fact produced by histogramming hundreds or 
thousands of individual pulses [6] as shown on Figure 2.5 below.  
 
 
Figure 2.5 – Illustration of the construction of a scan, taken from [6]. The green 
dots denote the arrival of ions. The green rectangles denote the dead time, during 
which the detector is unable to record any further incoming ions. Note also the 
finite time resolution indicated by the division of each pulse into a series of boxes, 
each of which corresponds to a tick of the TDC clock that lasts 278 picoseconds. 
 
While this pre-processing step does result in the loss of potentially useful information, 
it should be noted that the Poisson nature of the data is not directly distorted, since we 
are once again simply summing independent Poisson distributed random variables. As 
will be discussed in Chapter 5, if it can be assumed that the Poisson rate parameter is 
approximately constant over the segment of the chromatographic peak constituting a 
scan, the effects of the histogramming can easily be accounted for. 
 
According to a Waters document [6] the sample concentrations normally associated 
with TOFMS analysis are such that the total number of ions arising due to a single 
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mass peak in a single pulse is usually 0 or 1. If this is the case then the finite time 
resolution and dead time should not cause serious distortions to the Poisson 
distribution. But if the sample concentration is very high, or a compound ionises very 
efficiently, then a significant number of ions will not get recorded. This not only 
worsens the ion count accuracy but also shifts the centre of the observed peak to a 
lower mass, as only the first ions to hit the detector tend to get recorded. The situation 
is illustrated on Figure 2.6 below. 
 
 
Figure 2.6 – Illustration of dead time distortion, taken from [6]. When more than 
one ion arrives per mass peak, it is often only the first ion that will be counted. 
 
It is possible to correct for this type of distortion up to a point, via statistical methods 
and these will be discussed in detail in Chapter 5. But for sufficiently high ion counts 
it is very difficult to estimate the underlying mass peak with any meaningful degree of 
accuracy. For such mass peaks it is sometimes possible to work with less abundant 
isotopic variants or with the tails of the chromatographic peaks. 
 
In addition to using statistical methods, Waters uses a device known as a “Z-focus 
lens” or “DRE lens” to address the dead time problem. The Z-focus lens works by 
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periodically attenuating the ion beam, so that only a small fraction (2.5% by default) 
of ions are transmitted to the detector. The observed ion count is then multiplied by 
40, so as to make it consistent with the rest of the acquired data [63, 64]. 
 
While the Z-focus lens does reduce the dead time distortion, it is highly detrimental to 
the use of Poisson statistics. To illustrate why, suppose we had a mass peak with an 
associated Poisson rate of 100. If the resulting ions were attenuated to 5% by the Z-
focus lens and the ion count then multiplied by 20, the distribution actually sampled 
from would be radically different from the original one, as shown on Figure 2.7 
below. In order to avoid such complications, the use of the Z-focus lens was avoided 
in all experiments conducted as part of this thesis. 
 
Figure 2.7 – Comparison of the true distribution of ions (black) and the one 
sampled from when the Z-focus lens is applied (red). 
 
There appears to be limited general awareness of the implications of using a Z-focus 
lens, or indeed of the fact that it even exists. In one study of the reproducibility of LC-
MS in which a Waters LCT Premier is used (which also employs the Z-focus lens) 
[25], the authors describe Poisson-like variations for lower ion counts, but variation 
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too great to be Poissonian for higher counts. The Z-focus lens is never mentioned, 
though it is clearly relevant and could very well contribute to the observed non-
Poisson effects. 
2.7 Mapping time-of-flight to mass 
We will conclude the discussion of LC-TOFMS data with a review of the mechanism 
for mass, rather than ion count measurement. The study of mass estimates will not be 
critical to this thesis, but given that any pre-processing may potentially have 
confounding effects on other downstream analyses, it is prudent to undertake an 
assessment of the method used to estimate the m/z value from the time-of-flight by 
the Waters software. 
 
Most textbooks on mass spectrometry will state that the equation used to relate time-
of-flight to mass is  
m / z =
2eU
d
2
t
2  
 
where d denotes the length of the free drift region, e the elementary charge, and U the 
voltage [65]. The small molecules that are encountered in metabolomics rarely take 
multiple charges and so z can generally be assumed to be 1. 
 
In reality the relationship between mass and time is considerably more complex [66] 
and calibration involving a compound of known mass is often undertaken 
continuously throughout an experiment. The manual for the Q-Tof Premier [67] states 
only that it uses a “polynomial equation in order to calibrate precisely over a wide 
mass range”. The Q-Tof Micro manual gives a rather more detailed account, 
identifying the relationship between the nominal mass (Mn), calculated via the 
classical TOF equation, and the calibrated mass (Mc) as 
 
M
c
= A + B M
n
+CM
n
+ DM
n
3/2  
 
where higher order terms can be added if required [68]. The values of all constants 
except B are set by the analyst through a calibration procedure described in the 
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manual. The value of B is changed repeatedly throughout an experiment by means of 
an automated calibration procedure known as “lockmass”, which works by 
periodically sending a substance of known mass through the mass spectrometer and 
picking the value of B that results in the correct value of Mc for this substance.  
 
There is no guarantee that the calibration procedure for the Q-Tof Premier works in 
exactly the same manner as for the Q-Tof micro, but an analysis of empirical data 
acquired in continuum mode provides convincing evidence that the appropriate 
mapping is in fact approximately quadratic. The data acquired in continuum mode 
consists of the ion counts and masses of all detected ions. Plotting all detected m/z 
values for a single scan in the order in which they were acquired, results in the 
following curve: 
 
Figure 2.8 – The full set of masses detected in a single scan, arranged 
chronologically by time-of-flight. The index denotes the order in which the 
associated m/z value was observed. 
 
While we know that a higher index corresponds to a longer time-of-flight, we do not 
know how many ticks of the TDC clock pass between two consecutive indices. If we 
had a way of stretching the x-axis according to how many ticks passed in between any 
two indices, we would immediately see the shape of the mass-time mapping. 
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It will be helpful to work with mass differences rather than with the masses. If we 
difference the series of detected masses – subtract the first from the second, the 
second from the third, etc – we obtain the plot shown below. 
 
Figure 2.9 – The full set of mass differences detected in a single scan, arranged 
chronologically by time-of-flight. 
By zooming in on the above plot to study the smallest detected mass differences, we 
see a set of distinct lines: 
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Figure 2.10 – The smallest detected mass differences. 
The presence of the first line (from the bottom) could be explained if it represents all 
pairs of detected ions that are exactly one tick of the clock apart in the time dimension 
– a reasonable interpretation, since the line obviously represents the smallest detected 
mass differences over the full range of masses. Similarly the second line may 
represent all detected ions two ticks apart, and so on. If this interpretation is correct 
then the doubling of the mass differences should result in a new set of lines such that 
the first coincides with the second in the original set, the second with the fourth, and 
so on. As the plot below illustrates, this is indeed the case and the agreement between 
the two sets of lines is excellent: 
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Figure 2.11 – The smallest detected mass differences (red) and their doubled 
values (blue). 
 
We can now infer the true number of ticks in between all observed ions by going 
through the full list of mass differences and working out how many multiples of the 
nearest ‘minimal’ mass difference each one comprises. The detected masses are 
plotted against the ticks of the clock so inferred on Figure 2.12 below: 
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Figure 2.12 – The inferred shape of the mapping from time-of-flight to mass. 
Since the continuum data ranges from 50 to 1000 Da, the first segment (the 
dashed line) is inferred from the regression. The rest is the re-processed 
continuum data overlaid on the regression, however the two are almost 
indistinguishable. 
 
A regression line fitted to the resulting data points shows excellent fit, indicating that 
the mass-time mapping is certainly extremely close to its classical quadratic form. 
This suggests that only rather limited pre-processing could have been applied to the 
recorded m/z values. 
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3 A Test for the Identification of Parent-Fragment 
Pairs  
The means by which metabolites are identified in LC-TOFMS is in practice, primarily 
based on estimates of their masses as well as their observed chromatographic 
retention time. But as was mentioned in Chapter 2, estimates of the isotopic ratios can 
provide an entirely separate source of information that may enable us to better narrow 
down the identities of unknown metabolites. Yet another source of information comes 
from the so-called “fragmentation pattern” of a metabolite, that is, from making use of 
the information provided by those metabolites that break up into smaller pieces whose 
masses and isotopic ratios can also be estimated. A key challenge to the reliable use of 
this approach lies in establishing which fragments are derived from which metabolite 
when several distinct metabolites are coeluting from the column at roughly the same 
time. A statistically rigorous method for doing so, based on the Poisson statistics 
characteristic of mass spectrometers employing TDCs is presented in this chapter .  
3.1 Elution profile 
The fundamental property of LC-TOFMS data that allows us to identify related 
fragment ions in a rigorous manner is the similarity of their elution profiles in the 
chromatographic dimension. Clearly, the ion counts of related fragment ions will vary 
across their chromatographic peaks, but since the fragmentation of a compound takes 
place subsequent to its elution from the chromatographic column, it follows that the 
shapes of their chromatographic peaks are essentially the same up to a constant. It is 
noted that this relationship should also hold for distinct isotopic variants of any given 
compound and possibly also for other “derivatives” such as adducts and dimers. 
 
                                                
 Related publication:  
 
Andreas Ipsen, Elizabeth J. Want, John C. Lindon and Timothy M. D. Ebbels. (2010). 
A Statistically Rigorous Test for the Identification of Parent-Fragment Pairs in LC-
MS Datasets. Analytical Chemistry, 82(5), 1766-1778. 
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Although some overlap in the elution times of distinct metabolites is quite common, 
only highly similar molecules (e.g. stereoisomers) would likely exhibit elution time 
differences small enough to make the constancy of the ratio of their chromatographic 
peaks comparable to those observed for related fragment pairs (see Figure 3.1). If a 
hypothesis test for the constancy of ion count ratios (referred to as “coelution test” in 
the following) could be designed, we would have a rigorous method to test for the 
presence of isotope/fragment-relationships.  It might also help us to identify adducts 
and dimers. 
 
 
Figure 3.1 – Chromatographic peaks (modelled here as Gaussian) in the 
retention time dimension of two coeluting compounds (top) and the 
corresponding ratios (bottom). The different columns illustrate the scenarios of 
exact coelution (left) partial coelution (middle) and exact coelution but with 
distinct variances (right). 
 
Waters are well-aware of the chromatographic relationship between related ions, as is 
seen in a patent application of theirs [69] where they write that  
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”The chromatographic retention time exhibited by each of [the fragment] ions and the 
chromatographic peak profile exhibited by each of these ions must exactly reflect both 
the retention time and peak shape of the originating molecule. […]. The measured 
retention times and peak shapes of ions can deviate from the retention time and peak 
shape of their originating molecule, but these deviations must result only from the 
irreducible measurement error or from interference due to unrelated ions. Any such 
differences cannot arise from an intrinsic difference in retention time or peak shape 
between an ion and its originating molecule. Thus, the retention time and peak shape 
of the precursor ion and its fragment ions are intrinsically identical to each other and 
to the retention time and peak shape of the originating molecule” 
 
The “irreducible measurement error” refers to the Poisson error, which we will aim to 
account for. “Interference due to unrelated ions” can arguably come in only two 
forms: from overlap in both the m/z and retention time dimensions of peaks 
associated with distinct molecular species and from ionisation suppression. The 
former cannot be accounted for by the coelution test, however overlap in both m/z and 
retention time dimensions is relatively rare. The latter will be tested for and discussed 
below. To the best of the author’s knowledge, these forms of interference would also 
confound all other methods currently available. 
3.2 Current solutions 
A number of heuristic methods have been developed to address the problem of 
identifying related fragment pairs. The one proposed by Waters in the 
abovementioned patent application works by comparing chromatographic peak 
profiles using neural networks, while another algorithm of theirs works rather more 
simply, by testing whether the apices of coeluting chromatographic peaks share the 
same retention time [70]. However, the most widely used approach [71, 72] is based 
on the Pearson correlation and its use can easily be illustrated with real data. The plots 
on Figure 3.2 below show the ion counts across the chromatographic peaks of two 
compounds that we suspect of being related fragments. 
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Figure 3.2 – Chromatographic peaks of two compounds that we suspect of being 
related. The different colours indicate different experimental samples. 
 
We can pair up all matching ion counts for these two compounds within each sample, 
and plot them against each other. Since the ion count ratio is approximately constant 
we obtain a clear linear trend and accordingly a very high Pearson correlation 
coefficient, which can be regarded as evidence that the compounds are indeed related: 
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Correlation = 0.98 
 
Figure 3.3 – Scatterplot of the ion counts of the matching mass pairs. Note that 
despite clear differences in the amplitudes of the different experimental samples, 
the ion count ratios are approximately the same. 
 
But while all of the abovementioned methods are highly valuable to researchers, they 
are fundamentally heuristic in that they provide intuitive but poorly understood rules 
of thumb to data analysis. There are a number of reasons for avoiding the use of 
heuristic methods. Since they are not built on a comprehensive understanding of the 
system to which they are applied, they may, without warning, perform poorly under 
“unusual circumstances” (e.g. for very high ion counts). Moreover it is difficult to 
establish the “optimality” of such heuristic methods – they may be designed to 
maximise a score function (such as the correlation) that makes some intuitive sense 
but whose propriety for the system studied is difficult to ascertain since the system is 
not understood. Finally, if a score function is used to quantify the degree of peak 
similarity then some “acceptance threshold” for this score must be chosen, above 
which the peaks are deemed to stem from the same underlying metabolite, and below 
which they are deemed to be unrelated. The choice of this threshold is generally quite 
arbitrary, as the distribution of the score function is rarely understood. 
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3.3 Theory 
3.3.1 Statistical Model 
In the following it will be assumed that the chromatographic peaks studied are pure, 
that is, they are derived from only one molecular species. So long as the mass peaks 
are pure they may be centroided without the loss of important information, since the 
shape of the mass peak is largely determined by factors such as the velocity and 
spatial distribution of the ions at the time the electric field is applied [14], which are 
of little interest here. Moreover, as noted earlier, the count of a centroided mass peak 
will remain Poissonian as the sum of independent Poisson distributed random 
variables is itself Poissonian. 
 
The probability of obtaining the count k from a Poisson distributed random variable 
with rate λ is given by  
P k( ) =
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For LC-TOFMS data the rate of ion arrivals of a particular molecular species will be a 
function of its elution time, t, so that we may write 
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For a Poisson distribution, the rate parameter, λ, is equal to the mean. The centroided 
rate function, λ(t), therefore describes the mean number of ion arrivals of a particular 
molecular species within one scan, as a function of retention time. The rate function 
may be regarded as the product of the concentration and the ionisation propensity of 
the compound and consequently may be written 
 
! t( ) = "Q t( )  
 
where π is a measure of the compound’s ionisation propensity, and Q(t) is a measure 
of its concentration in the retention time dimension. Supposing a metabolite were to 
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fragment into multiple ions after eluting from the chromatographic column, these 
would all share the same Q(t) as the original metabolite.  
3.3.2 A test of hypothesis for exact coelution 
Suppose we wish to test whether a proposed fragment pair is “legitimate”, rather than 
the result of close but partial coelution. The two sets of ion counts will be referred to 
as k0(t) and k1(t) and their rate functions can be written λ0(t) = π0Q(t) and λ1(t) = 
π1Q(t). A matching pair of ion counts, (k0(t), k1(t)), will be referred to as a “data-
point”. The joint distribution of the counts at a given retention time is then given by 
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where the dependence on t has been omitted for conciseness. But if 
 
n = k0 + k1, µ = λ0 + λ1 and ρ = λ0/( λ0 + λ1) 
 
we may, following Przyborowski and Wilenski [73], rewrite the joint probability as: 
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which is the joint probability of a Poisson distribution with mean µ (which determines 
the sum of the ion counts, n) and a Binomial distribution of n trials with probability ρ 
(which determines what portion of the sum is due to k0 in particular). If the two ions 
under investigation exhibit exact coelution and hence share the same Q(t) then this 
term cancels out from the expression for the binomial probability, which, reinstating 
the dependence on t, can be written 
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which will therefore be constant across retention time. Under the null hypothesis of 
constant Binomial probabilities, Pearson’s chi-squared goodness-of-fit (GOF) statistic 
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approximates a χ2 distribution with one degree of freedom (see for example Wackerly 
et al. [74], p682). We can evaluate this statistic for all N data-points across the 
chromatographic peak and sum them to obtain a pooled statistic, X2 = Σx2, which 
approximates a χ2 distribution with N - 1 degrees of freedom, since ρ must be 
estimated from the data. The approximation to the χ2 distribution works best when n 
is large and ρ is moderate. A standard test of validity is to require that nρ ≥ 5 and n(1-
ρ) ≥ 5; data-points for which this is not the case should be left out or pooled together.  
 
If there is partial coelution, so that the binomial probability varies from data-point to 
data-point, then the value of the X2 statistic will generally be considerably greater than 
what would be expected by chance, a property that can easily be quantified by 
calculating the corresponding p-value. Therefore, given a set of ion counts across two 
coeluting chromatographic peaks, the coelution test indicates the probability of 
obtaining deviations from the estimated Binomial probability that are as, or more 
extreme than those observed, under the null hypothesis that the chromatographic 
peaks examined exhibit exact coelution. The fact that the test quantifies the 
uncertainty of this assignment with a relevant p-value is its main advantage over the 
alternative heuristic techniques that measure peak similarity by means of poorly 
understood score functions and consequently define their acceptance thresholds in an 
essentially arbitrary manner. The acceptance threshold of the coelution test may 
simply be given by the chosen significance level, which is easily interpretable and 
relates straightforwardly to the researchers aversion to false positives. 
 
Statistics other than the one proposed above may be used to detect deviations from 
exact coelution. Just as the X2-statistic, the likelihood ratio test statistic (see for 
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example Wackerly et al. [74] p517) is approximately χ2-distributed and in addition has 
certain asymptotically optimal properties. However, it has been argued that the 
likelihood ratio test is less reliable than the X2-statistic for small sample sizes [75] so 
that considerably higher n(t)’s would be required by the former in order for the 
resulting p-value to be accurate. This is consistent with the author’s findings from 
applying the two statistics to the counts of simulated chromatographic peaks. The X2-
statistic is therefore preferable for low counts and since detector saturation becomes 
increasingly severe with higher counts, the use of the likelihood ratio test statistic is 
generally not recommended. 
 
In order to calculate X2, the binomial probability must be estimated. A very simple 
estimator may be constructed by dividing the sum of all the counts of one ion by the 
sum of all the counts of both ions: 
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If this estimator is used, then the overall computational requirements of the test will 
be very low, and generally comparable to those of the Pearson correlation. 
Computational efficiency is an important property, considering the size of typical LC-
MS data-sets.  
 
The coelution test can easily be generalised so that it simultaneously tests for the 
exact coelution of an arbitrary number of chromatographic peaks. When doing so it 
becomes necessary to work with multinomials rather than binomials, but the general 
approach, including the estimation of multinomial probabilities is closely analogous 
to the procedure just described. It should also be noted that confidence intervals can 
be constructed for the estimated probabilities. As will be discussed in the next 
chapter, this can be useful when the ions investigated are isotopologues, in which case 
the multinomial probabilities describe the isotopic abundance pattern. 
 
It should nevertheless be noted that the coelution test is not a clustering algorithm – it 
does not identify each set of exactly coeluting peaks over a given range of retention 
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times. Like the Pearson correlation it can provide a similarity score (the p-value) to 
measure the degree of coelution of each pair of peaks, and on the basis of these scores 
a clustering algorithm might be constructed. The fact that the coelution test can be 
used to simultaneously test for the coelution of multiple peaks might well make the 
associated clustering algorithm faster than for methods that are based exclusively on 
pair-wise comparisons. 
3.3.3 Illustrating the coelution test with simulated and real data 
It may be instructive to illustrate the use of the coelution test on simulated 
chromatographic peaks. The coelution test makes no assumptions regarding shape of 
the chromatographic peaks under investigation, so we may for simplicity assume a 
Gaussian peak shape. The centroided rate function at the ith scan (lasting from ti-1 to 
ti) can then be written 
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where I is the mean number of ion arrivals over the entire chromatographic peak. For 
given values of µ, σ and I, we may then simulate Poisson distributed random variables 
according to this model for each of the N scans over which the chromatographic peak 
is to be investigated. If two simulated chromatographic peaks share the same µ and σ 
then the result of applying the coelution test to their counts will be a p-value that is 
approximately uniformly distributed. A discrepancy in the µ’s, for instance, would 
tend to inflate the X2 statistic and result in a correspondingly low p-value.  
 
The data thus simulated in Figure 3.4 illustrates the ability of the coelution test to 
detect discrepancies from exact coelution (p = 0.0079) that are so small that the 
resulting Pearson correlation (0.9555) is essentially the same as what would be 
expected for exact coelution. In addition to the highly significant GOF p-value, the 
excessive deviation from the estimated binomial probability under partial coelution 
can be seen on the scatterplot from the comparatively large number of data-points 
with very low p-values - a feature that would be difficult to spot by eye, without the 
colour-code. 
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Figure 3.4 – Top: two simulated chromatographic peaks exhibiting exact 
coelution (a) and two simulated chromatographic peaks exhibiting very close but 
partial coelution (c) as indicated by the shifted means (10% of the standard 
deviation of the peaks). Bottom: The corresponding scatterplots with the p-values 
of the x2-statistics of each data-point indicated by colour-code. Low counts for 
which the distribution of the x2-statistics may deviate substantially from the χ12–
distribution are excluded and these data-points are indicated in black. While the 
correlations are about the same in either scenario, the p-value of the pooled X2-
statistic is highly significant under partial coelution (p = 0.0079), but quite 
moderate under exact coelution (p = 0.1489).  
 
Figure 3.5 illustrates the same scenarios of exact and partial coelution using real 
metabolic data. As with the simulated data, the X2-statistic results in a moderate p-
value under exact coelution (p = 0.4426) but a highly significant one under partial 
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coelution (p < 10-7). In practice, when analysing metabolic samples, the total number 
of partially coeluting peaks, and the closeness of their coelution, may vary 
considerably depending on the nature of the sample and on the experimental setup. 
The coelution test is likely to be most valuable when the coelution is very close.  
 
 
Figure 3.5 – Similar to Figure 3.4, but in this case using real LC-TOFMS data 
derived from a sample of synthetic urine, which will be described below. On the 
left is shown the chromatographic peaks (a) and scatterplot (b) of a pair of 
isotopologues, which, like related fragments, may be expected to exhibit exact 
coelution. On the right is shown the chromatographic peaks (c) and scatterplot 
(d) of two presumably unrelated compounds. The difference in the estimated 
means is 6.34 times the estimated standard deviation.  
3.4 Experimental details 
The validity of the theory described above rests on two fundamental assumptions: 
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1. That the recorded ion counts are approximately Poisson distributed. 
2. That the ratio of the rate functions at the two m/z values investigated is 
approximately constant when there is exact coelution. 
 
It is only if these two assumptions hold that we would expect the x2- and the X2-
statistics obtained from the observed ion counts of exactly coeluting compounds to 
adhere to the distributions predicted under the null hypothesis. Any departure from 
the two assumptions, due to detector saturation, interference from unrelated ions, or 
indeed, errors in the theoretical framework, would likely result in inflated statistics. 
Therefore the validity of the test may be evaluated by applying it to pairs of 
compounds known to exhibit exact coelution and by comparing the distributions of 
the resulting test statistics to the predicted ones. On that basis, the validity of the 
coelution test was evaluated on real metabolomic data, derived from synthetic urine.  
  
The validity of the test was examined under varying ranges of ion counts, in order to 
evaluate the effects of detector saturation. Here it should be noted that in LC-TOFMS 
experiments the number of ion counts obtained will depend on the duration of the 
scan time - the longer the scan time is, the more pulses are histogrammed, and the 
higher the final count. However, the only factor affecting detector saturation is the 
rate of ion arrivals, so that a longer scan time does not induce greater detector 
saturation despite the higher count. Consequently ion counts will in the following be 
classified as ‘low’, ‘moderate’ or ‘high’, with these categories corresponding roughly 
to the tertiles of the full ion count range. 
 
Preparation of synthetic urine. Eighty-three of the most abundant endogenous 
mammalian metabolites ranging in molecular weight from 30-625Da were weighed 
into a 1 L bottle and then dissolved in 1 L HPLC grade water (Sigma-Aldrich, St 
Louis, MO). Any remaining solids were removed by vacuum filtration. Approximate 
final metabolite concentrations were targeted to fall between 1 and 20 mM, with 
sodium azide added at 0.05% v/v as a preservative. The normally high levels of 
inorganic salts found in urine were not added in order to eliminate the effect of salt 
suppression in the various sample introduction interfaces. The stock solution was 
stored at -80ºC. 
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Instrumentation. Synthetic urine samples (5µl) were injected onto a 2.1 x 100mm 
(1.7µm) HSS T3 Acquity column (Waters Corporation, Milford, USA) and eluted 
using a 18min gradient of 100% A to 100% B (A = water, 0.1% formic acid, B = 
acetonitrile, 0.1% formic acid). The flow rate was 500µl/min, the column temperature 
40ºC and sample temperature 4ºC. Samples were analysed using a UPLC system 
(UPLC Acquity, Waters Ltd. Elstree, U.K.) coupled online to a Q-Tof Premier mass 
spectrometer (Waters MS Technologies, Ltd., Manchester, U.K.) in positive and 
negative ion electrospray mode with a scan range of 50-1000 m/z and a scan time of 
0.08s. Three technical replicates were run. In order to obtain data that were as raw as 
possible, the spectrometer was run in continuum mode and the detector saturation 
correction was switched off. The Z-focus lens was also switched off. 
 
All of this experimental work was carried out by Elizabeth Want. 
3.5 Analysis 
3.5.1 Selection of test data-sets 
Clusters of isotopologues provide convenient test sets since they can be expected to 
exhibit exact coelution [69]. Eleven prominent clusters of isotopologues were 
investigated in this analysis. In all cases, continuum plots of the mass peaks (Figure 
3.6) were closely inspected in order to reduce the risk of “contamination” from 
closely coeluting compounds with similar mass. While this procedure cannot 
guarantee the resulting data-set to be one made up exclusively of pure 
chromatographic peaks, it is quite conservative since any contamination would tend to 
inflate the resulting x2-statistics which in turn would lead us to reject the validity of 
the coelution test. Heavier isotopologues were excluded if their signal was weak 
enough to be comparable to the background noise. A total of 16 peak pairs were 
included in the final analysis. The masses and scan numbers of their apices are listed 
in Table 1. 
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Figure 3.6 – Continuum plots of a pair of isotopologues. The x-axis indicates the 
scan number while the y-axis indicates each of the individual ticks of the clock 
that measures the time-of-flight of the ions, along with the corresponding m/z 
values. The number of ions counted at each tick is indicated by the colour-code. 
In these two cases there are no apparent signs of interference from other 
compounds of similar masses. 
 
In order to allow for an approximately constant ratio of counts, all the pairs of 
isotopologue mass peaks that were accepted as “pure” were centroided over a 
matching number of mass bins. The binomial probabilities were then estimated and 
the resulting x2-statistics calculated. Given the large number of data-points available 
for each pair of isotopologues, the distribution of each statistic should approximate a 
χ2-distribution with one degree of freedom. Thus, the validity of the algorithm may be 
tested by evaluating whether or not the empirically calculated x2-statistics conform to 
this distribution.  
 
 50 
Cluster  Compound 
Scan number / 
Retention time 
(mins) 
m/z Isotopologue 
857/1.652 188.0426 [M-H]- 
868/1.672 189.0572 [M+1-H]- 1 N-Acetyl-L-glutamic acid 
877/1.690 190.0615 [M+2-H]- 
1096/2.114 243.0537 [M-H]- 2 Uridine 1104/2.129 244.0672 [M+1-H]- 
1677/3.234 193.0507 [M-H]- 
1681/3.241 194.0653 [M+1-H]- 3 4-aminohippuric acid 
1681/3.241 195.0645 [M+2-H]- 
1724/3.323 131.0251 [M-H]- 4 Glutaric acid 1755/3.382 132.0381 [M+1-H]- 
2471/4.763 132.0384 [M+1-H]- 5 Methylsuccinic acid 2414/4.654 133.0376 [M+2-H]- 
2877/5.546 225.0399 [M-H]- 6 3-nitro tyrosine 2871/5.535 226.0579 [M+1-H]- 
2952/5.689 145.0464 [M-H]- 7 Adipic acid 2951/5.687 146.0554 [M+1-H]- 
2971/5.725 211.9924 [M-H]- 
2965/5.714 213.0030 [M+1-H]- 
2975/5.733 213.9970 [M+2-H]- 8 Indoxyl sulphate 
2972/5.727 214.9968 [M+3-H]- 
3635/7.007 173.0707 [M-H]- 
3617/6.973 174.0842 [M+1-H]- 9 Suberic acid 
3623/6.985 175.0832 [M+2-H]- 
4096/7.895 138.0239 [M+1-H]- 10 Salicylic acid 4100/7.903 139.0298 [M+2-H]- 
4615/8.893 202.1097 [M+1-H]- 11 Sebacic acid 4610/8.884 203.1155 [M+2-H]- 
Table 3.1 – Scan numbers and m/z values of the peaks used in the evaluation of 
the coelution test at their apices. This may not correspond to the global maximum 
of the peak, since for many clusters parts of the chromatographic peaks were left 
out in order to avoid “contamination” from distinct compounds of similar 
masses. The type of isotopologue and the ionisation mode is also indicated with 
“[M-H]-” denoting the negatively ionised lowest mass isotopologue of the 
metabolite in question. 
 
In order to evaluate the effects of detector saturation the coelution test was applied to 
the data at various cut-offs. The cut-off was applied to the sum of the paired ion 
counts rather than to each one individually, as this reduces the bias caused to the 
resulting distribution of x2-statistics. In this way, three data-sets were constructed: the 
full data-set (6090 data-points), a data-set consisting of low and moderate paired ion 
counts, namely those of less than 600 (4029 data-points) and one consisting only of 
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low paired ion counts, namely those of less than 300 (2986 data-points). In all cases, 
low ion counts for which the x2-statistics might be unreliable (those with n!ˆ < 5  or 
n 1! "ˆ( ) < 5 ) were excluded. Figure 3.7 shows the resulting GOF scatterplots for one 
pair of mass peaks (derived from 4-aminohippuric acid), with the approximate p-
values of the x2-statistics indicated by colour-code. The effects of detector saturation 
are very clear for the full dataset, where there is a very strong deviation from linearity 
and a correspondingly low GOF p-value. The deviation is difficult to see by eye for 
the data-set of low and moderate counts, though the GOF p-value remains significant. 
The dataset of low counts results in a moderate p-value and only a few data-points 
show possible signs of detector saturation. 
 
Figure 3.7 – Scatterplots for the three datasets derived from 4-aminohippuric 
acid: the full data-set (a), the one of low and moderate counts (b) and the one of 
only low counts (c). The approximate p-values of the x2-statistics are indicated by 
colour-code and the p-values of the pooled X2-statistics are listed.  
3.5.2 Validation 
To determine whether the x2-statistics of the three datasets adhere to the χ12-
distribution, quantile-quantile plots were drawn along with histograms of the 
corresponding p-values (Figure 3.8). The percentage of the x2-statistics that fell within 
the 5% and 1% critical regions of the χ12-distribution were also calculated (Table 2). 
The full dataset clearly shows very strong deviation from the predicted distribution, 
with far more high values than would be expected from a χ12-distribution and 
consequently a distribution of p-values that is strongly biased towards lower values. 
The same is true of the dataset with the cut-off at 600, though here the deviation is 
more moderate. The final dataset however, appears to be consistent with a χ12-
distribution. 
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Figure 3.8 – Histograms of the p-values corresponding to the x2-statistics derived 
from the three datasets (top) and quantile-quantile plots of the x2-statistics 
themselves as compared with the theoretical χ21-distribution (bottom). Only the 
dataset of low counts appears to closely approximate the χ21-distribution. 
 
To test the validity of the X2-statistics of the three datasets, all of the x2-statistics of 
each group were summed, providing three X2-statistics. Their distributions should 
adhere to the χ2-distribution, with a degree of freedom equal to the total sample size 
minus 16 (the number of parameters estimated). As shown in Table 3.2, the two larger 
groups yield extremely low p-values, but the group with a cut-off at 300 yields a p-
value consistent with a uniform distribution. 
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 Full data-set Ion count: 0-600 Ion count: 0-300 
Percentage of x2-
statistics in 5% critical 
region 
31.13% (1896/6090) 6.45% (260/4029) 4.99% (149/2986) 
Percentage of x2-
statistics in 1% critical 
region 
21.51% (1310/6090) 1.51% (61/4029) 0.87% (23/2986) 
GOF p-value for X2-
statistics <10
-7 <10-7 0.5642 
Table 3.2 – The first two rows indicate the percentages of the x2-statistics derived 
from the three datasets that fall within the 5% and the 1% critical regions. The 
last row shows the p-value for the X2-statistic pooled from all of the x2-statistics. 
Again, only the dataset of low counts returns values consistent with the expected 
theoretical distributions. 
 
As was mentioned earlier there are statistical methods for correcting for the effects of 
detector saturation. While these do not restore the Poisson distribution of the data, 
they may extend the range over which the Poisson approximation is valid. In order to 
investigate such an effect, Coates’ correction algorithm [52], which will be discussed 
in Chapter 5, was applied to the continuum data, after which it was centroided and the 
coelution test once more applied. The results are shown on Figure 3.9 and on Table 
3.3.  
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Figure 3.9 – Histograms of the p-values corresponding to the x2 statistics derived 
from the three datasets after they had been corrected for detector saturation 
(top) and quantile-quantile plots of the x2 statistics themselves as compared with 
the theoretical χ21-distribution (bottom). Only for the dataset of low and 
moderate counts does the correction appear to cause the distribution of the x2 
statistics to be substantially closer to the χ21-distribution than it was for the raw 
data, though some deviations remain. 
 
Despite the correction, the distributions of the x2- and X2- statistics for the full dataset 
remain significantly different from the appropriate χ2-distributions. For the dataset of 
low and moderate counts the distribution of x2-statistics is made considerably closer to 
acceptable though the p-value of the X2 statistic remains significant. There is no 
indication that the distributions of the statistics change substantially for the dataset of 
low counts. 
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 Full data-set Ion count: 0-600 Ion count: 0-300 
Percentage of x2-
statistics in 5% critical 
region 
20.89% 
(1183/5662) 5.70% (209/3664) 5.24% (138/2633) 
Percentage of x2-
statistics in 1% critical 
region 
13.49% (764/5662) 1.06% (39/3664) 0.72% (19/2633) 
GOF p-value for X2-
statistics <10
-7 0.0074 0.3190 
Table 3.3 – The first two rows indicate the percentages of the x2-statistics derived 
from the saturation-corrected datasets that fall within the 5% and the 1% 
critical regions. The last row shows the p-value for the X2-statistic pooled from 
all of the x2-statistics. 
 
It is noted that in cases where the ion count ratio is very close to one, the degree of 
detector saturation will be about the same for both counts, which will have the effect 
of preserving the approximate constancy of the ion count ratio even for high counts. 
This can potentially induce a lower than expected X2-statistic for high counts and a 
correspondingly inflated p-value, however the application of Coates’ correction 
algorithm increases the variance of the counts beyond what would be expected for 
Poissonian data, so that this form of bias does not arise. 
 
An important issue regarding the validity of the coelution test is the manner in which 
the rate function of a given fragment may be influenced by the coelution of a distinct 
metabolite through ionisation suppression. If ionisation suppression were to reduce 
the rate functions of all the fragments studied by the same proportion, then the 
coelution test would remain valid, as the linear relationship between the fragments 
would be unaffected1. However if the nature of ionisation suppression is such that the 
rate functions of different fragments are reduced by different proportions then even 
very mild suppression effects might induce the coelution test to return a low p-value 
when it should not. If this is the case and if such suppression effects are common 
under coelution, then the coelution test should only be expected to return a uniformly 
distributed p-value when a single metabolite is eluting, which would limit its value as 
an analytical tool. 
                                                
1 In fact it is for this reason that instabilities in the electrospray itself would likely not 
confound the coelution test – the rate functions of the various fragments would be 
altered by this, but very likely by the same proportion. 
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In order to test for the presence of such suppression effects, the coelution test was 
applied to the chromatographic peaks of a number of known parent-fragment pairs for 
which there was partial coelution with a distinct metabolite. Validating the coelution 
test in this setting is more problematic than for isotopologues because it requires the 
identification of the fragment and because of the risk that the fragment investigated 
may in fact be derived from the coeluting compound. As with the isotopologues, any 
contamination of the mass peaks from unrelated compounds would tend to inflate the 
resulting x2-statistics, which in turn would lead us to reject the validity of the 
coelution test. In addition to validating the coelution test under partial coelution, this 
procedure illustrates how the test would in practice be applied to pairs of ions. 
 
The parent-fragment pairs that were investigated are listed in Table 3.1. As with the 
isotopologues the continuum data were inspected, Coates’ correction was applied and 
three data-sets of differing ion counts constructed. The chromatographic peaks of an 
example parent-fragment pair are shown on Figure 3.10 along with that of the 
coeluting compound. 
 
Compound Chemical structure Isotopologue (parent) 
Neutral 
loss 
Isotopologue 
(fragment) 
Scan 
number 
4-aminohippuric 
acid 
 
[M+2-H]- Carbon dioxide [M-H]
- 1741 
Carbon 
dioxide [M-H]
- 
Glutaric acid  [M+1-H]
- 
Water [M-H]- 
1785 
[M-H]- Carbon dioxide [M-H]
- 3246 
Hippurate 
 [M+H]
+ Glycine [M+H]+ 3266 
N-Acetyl-L-
glutamic acid 
 
[M-H]- Water [M-H]- 4219 
Table 3.4 – The parent-fragment pairs used to test for the presence of ionisation 
suppression effects on the coelution test. In all cases a distinct metabolite was 
coeluting with the above pairs. The scan numbers of the apices of the 
chromatographic peaks used in the evaluation of the coelution test are listed.  
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Figure 3.10 – The ion counts of 4-aminohippuric acid (blue), the fragment 
formed by the loss of Carbon dioxide (black) and a partially coeluting compound 
(red) used in the ionisation suppression test. If the rate functions of 4-
aminohippuric acid and its fragment were reduced by significantly differing 
factors by the partially coeluting compound, we would expect their ratio to start 
shifting at around scan number 1680, but no such effect is observed. 
 
The results are similar to those obtained for the isotopologues. As shown on Figure 
3.11, the resulting x2-statistics for the “low” ion counts below the first tertile are 
consistent with a χ2-distribution and the overall GOF p-value for the X2-statistics is 
consistent with a uniform distribution at 0.3705. Thus there is no evidence that the 
coelution of distinct compounds affects the validity of the coelution test. 
Nevertheless, given that the detailed mechanics of ionisation suppression remain 
poorly understood we cannot decisively exclude the possibility that coeluting 
compounds could interfere in such a manner that the coelution test might be rendered 
biased. Any technique that identifies related fragments based on the degree of 
linearity of their ion count ratios would be adversely affected by such interference. 
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Figure 3.11 – Histogram of the p-values returned by the coelution test when 
applied to the low ion counts of the 6 parent-fragment pairs (left) and quantile-
quantile plot of the corresponding x2-statistics. The results are consistent with 
those obtained for the isotopologues and there is no evidence that the coelution of 
distinct compounds affects the validity of the coelution test. 
3.5.3 Performance comparison 
The false positive and false negative rates of the coelution test and of the Pearson 
correlation were compared using the data derived from the pairs of coeluting 
isotopologues. Since the null hypothesis of the coelution test is that the compounds 
investigated exhibit exact coelution, a false positive will occur when two exactly 
coeluting peaks are deemed to be partially coeluting whereas a false negative is the 
failure to classify two partially coeluting peaks as such. The set of isotopologues 
contains only exactly coeluting peaks, and so allows only for an evaluation of the 
false positive rate. However artificial coelution can be introduced by shifting the 
paired peaks away from each other scan by scan, thus producing semi-empirical data 
to imitate partial coelution, and allowing for the false negative rate of the two tests to 
be evaluated as a function of “increasingly partial” coelution. Although the coelution 
is introduced artificially, this procedure allows for a level of control over the degree 
of coelution that would be impossible to achieve through the use of purely raw data. 
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The significance level of the coelution test was set to 0.05, which is by definition also 
the theoretical false positive rate. Unlike the coelution test the theoretical false 
positive rate of the correlation approach very likely depends on factors such as the 
peak heights and shapes and cannot be straightforwardly linked to its “acceptance 
threshold”. In order to allow for a fair comparison, two values for the acceptance 
threshold of the correlation were investigated: one which resulted in an identical 
number of false positives for the two tests and another which resulted in a closely 
comparable number of false negatives across the retention time shifts. Coates’ 
correction was applied to the data and the cut-off of 300 ion counts was used. The 
retention times of the 16 pairs of exactly coeluting peaks were shifted by up to ten 
scans, giving a maximum retention time difference of one second, which is 
approximately a third of the median full width at half maximum of these 
chromatographic peaks. 
 
The percentages of peak pairs deemed to exhibit partial coelution are shown on Figure 
3.12 as a function of the retention time shift. The empirical false positive rate of the 
coelution test is 6.25% (1/16) and the empirical false negative rate reaches zero after a 
shift of just four scans. When the empirical false positive rate of the correlation is 
fixed to 6.25% its empirical false negative rate is substantially higher than that of the 
coelution test throughout the retention time range investigated and takes over ten 
scans to reach zero. When the false negative rates of the two tests are matched, the 
correlation has a false positive rate of 50% as opposed to the 6.25% for the coelution 
test. Clearly, the results suggest the performance of the coelution test to be 
considerably better than that of the correlation at these low counts. This is in addition 
to the inherent advantages that come with using a test of hypothesis. 
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Figure 3.12 – Plots of the percentage of the isotopologue pairs that are classified 
as exhibiting partial coelution by the coelution test (blue) and the correlation 
(red), as a function of “increasingly partial” coelution. Only the leftmost point 
corresponds to exactly coeluting peaks and thereby indicates the false positive 
rate. False negative rates correspond to 100 minus the ordinate for non-zero 
retention time shifts. Plot (a) standardises the two tests by matching their false 
positive rates, while plot (b) matches their false negative rates. Clearly, the 
performance of the coelution test is considerably better than that of the 
correlation. 
3.6 Discussion  
The results suggest that when the analysis is restricted to low ion counts the coelution 
test provides a good approximation to a genuine test of hypothesis. Owing to detector 
saturation, the distribution of the test statistic used does not adhere exactly to the 
predicted distribution, but for low ion counts the approximation appears to be good 
enough for the p-values produced to be of satisfactory quality and here the test 
compares very favourably to a test based on the Pearson correlation. There is evidence 
that the range of ion counts over which the test is valid may be extended by applying 
Coates’ correction algorithm to the continuum data. 
 
Given the requirement of undistorted Poisson distributed data, the coelution test is 
only expected to work with mass spectrometers employing a TDC to measure the 
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time-of-flight of the ions. It seems likely that a similar type of test based on the 
magnitude of the deviations from the estimated chromatographic peak ratio, might be 
designed for other types of detectors. The fact that low ion counts are required in 
order for the test to be valid represents another important constraint on its use. It is 
however one that can often be overcome by making use of the ion counts of mass 
peaks of less abundant isotopologues, or by restricting the sampling to the edges of 
the chromatographic peaks. Moreover, this constraint is likely to become less severe 
as the technology advances. It should also be noted that the coelution test is a priori 
just as valid as heuristic methods such as the Pearson correlation at higher ion counts. 
The p-value of the coelution test can still be used as a similarity score, only it can no 
longer be assumed to adhere to a uniform distribution under the null hypothesis and so 
its acceptance threshold will have to be chosen in a manner that is as arbitrary as for 
the heuristic methods.  
 
The coelution test addresses one very specific problem in the analysis of LC-MS data. 
There are several software packages, such as XCMS [5] , MetAlign [4], and Mzmine 
[3] that provide much more extensive tools for the analysis of LC-MS data. These are 
based on a rather different philosophy than the coelution test as they are generally 
designed to work with any type of LC-MS data, irrespective of factors such the type 
of detector employed by the mass spectrometer. Nevertheless, the coelution test could 
quite easily be incorporated into software packages such as these, though given its 
requirements it should only be used when detailed knowledge of the instrument is 
available. While the coelution test is expected to become a useful analytical tool, it 
does also, in the opinion of the author, have considerable value as a proof-of-concept 
that the data analytical tasks encountered in the analysis of LC-TOFMS data can, in at 
least some cases, be addressed using a more rigorous mathematical approach.  
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4 Confidence Regions for Isotopic Abundance 
Patterns  
It has long been recognised that estimates of isotopic abundance patterns may be 
instrumental in identifying the many unknown compounds encountered when 
conducting untargeted metabolic profiling using mass spectrometry. This measure is 
especially useful for detecting the presence of bromine or chlorine due to the highly 
characteristic isotopic distributions of those atoms, but even for compounds 
comprised solely of the most biologically abundant elements it provides information 
that can be crucial for effective formula identification. 
 
However, while numerous methods have been developed for assigning heuristic 
scores to rank the degree of fit of the observed abundance patterns with theoretical 
ones, little work has been done to quantify the errors that are associated with the 
measurements made. Thus, it is generally not possible to determine, in a statistically 
meaningful manner, whether a given chemical formula would likely be capable of 
producing the observed data.  
 
In this chapter, a method is presented for constructing confidence regions for isotopic 
abundance patterns that are measured with mass spectrometers employing TDCs and 
which therefore can make use of Poisson statistics. Moreover, a method for doing so 
is developed that makes use of the information from the measurements obtained 
across an entire chromatographic peak, as well as from any adducts, dimers and 
fragments observed in the mass spectra. This greatly increases the statistical power, 
thus enabling the analyst to rule out a potentially much larger number of candidate 
formulae while explicitly guarding against false positives.  
 
                                                
Related publication:  
 
Andreas Ipsen, Elizabeth J. Want and Timothy M. D. Ebbels (2010). Construction of 
Confidence Regions for Isotopic Abundance Patterns in LC/MS Data Sets for 
Rigorous Determination of Molecular Formulas. Analytical Chemistry 82(17): 7319-
7328. 
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In practice, small departures from the model assumptions are possible due to detector 
saturation, and interferences between adjacent isotopologues. While these factors 
form impediments to statistical rigour they can to a large extent be overcome by 
restricting the analysis to moderate ion counts and by applying robust statistical 
methods. Using real data, it is demonstrated that the method is capable of significantly 
reducing the number of candidate formulae, even when no bromine or chlorine atoms 
are present. 
4.1 Background 
The ability of a mass spectrometer to provide reliable estimates of isotopic abundance 
patterns is often regarded as being less critical than its mass accuracy. However a 
highly cited study by Kind & Fiehn [40] has demonstrated that if a hypothetical mass 
spectrometer with an accuracy of 0.1 ppm were available, it would be less successful 
at identifying unknown metabolites than a mass spectrometer capable of only 3ppm 
accuracy, but which were also capable of estimating isotopic ratios with a fixed 
accuracy of 2%. This would suggest that the extensive efforts put into improving the 
mass accuracy of mass spectrometers might be somewhat misplaced if good estimates 
of isotopic abundance patterns could be obtained instead.  
  
Since all mass spectrometers produce errors in their spectral intensity measurements, 
a fundamental question that must be asked when exploiting isotopic abundance 
patterns is whether the deviation of a given theoretical isotopic abundance pattern 
from the observed abundance pattern is sufficiently small that it may realistically be 
attributed to the measurement error. If not, then the chemical formula to which the 
theoretical isotopic abundance pattern corresponds may be deemed to be inconsistent 
with the observed data and excluded from the list of candidate formulae. However, 
rather than addressing this question, most available methods attempt only to rank the 
degree of fit of all the feasible molecular formulae by means of various heuristic 
scores [76-78]. Other procedures simply assume that the observed isotopic ratios are 
accurate to within a few percent [40], but this is somewhat imprecise, as the accuracy 
depends on numerous factors, including the spectral intensity and the type of detector 
system used.  
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Therefore, while these heuristic methods can be extremely useful analytical tools, 
they do not enable the analyst to quantify, in a statistically meaningful manner, the 
range of molecular formulae that could realistically have produced the observed 
isotopic abundance pattern. The preferred method for doing so, according to classical 
frequentist statistical theory, would be through the construction of a confidence 
region, which, by definition, would cover the true parameter values, say, 95% of the 
time. However, the construction of such intervals requires a detailed understanding of 
the fundamental distribution of the data, which will in turn be dependent on the type 
of mass spectrometer used as well as the forms of pre-processing that are applied to 
the data. These issues have not, to the knowledge of the author, been considered in 
detail by any existing algorithms. 
4.2 Theory 
4.2.1 Statistical Model  
The model that will be used is essentially the same as the one developed in the 
previous chapter, but adapted to a different problem. As before, we will work with 
centroided mass peaks and it will be assumed that the peaks studied are comprised of 
only one metabolite, which may be referred to as M. Let us suppose that there are s + 
1 isotopologues of M, so that we may refer to them as M0, M1, ...Ms.  
 
According to the Poisson distribution, the probability of obtaining the count ki, for the 
isotopologue Mi is given by 
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where the parameter, λi, denotes the mean number of ion arrivals of the ith 
isotopologue, Mi, within one scan. Consequently, the probability of obtaining the 
sequence of counts k0, k1, ..., ks, from the full set of isotopologues can be written 
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Each of the λi in the above expression governs the absolute number of ion arrivals of 
the corresponding isotopologue, so that a total of s + 1 parameters are required. 
However, when investigating isotopic abundance patterns, we are interested in the 
relative, rather than the absolute numbers of ion arrivals. We may therefore work with 
the distribution of the ion counts at the various isotopologues, conditional on the total 
number of ion arrivals. If  
n = ki
i=0
s
!     and    " j =
# j
#i
i=0
s
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then the conditional distribution that we seek may be written: 
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which is a multinomial distribution with n trials and probabilities ρ0, ρ1,... ρs where ρi 
is the isotopic abundance of Mi. Since electrospray ionisation involves the addition or 
removal of a proton from the underlying metabolite, a hydrogen ion should be added 
to or removed from the formula from which the ρi are calculated. Adducts may also 
be produced as will be discussed below. 
4.2.2 Confidence Regions  
Confidence regions may be constructed by exploiting the fundamental duality 
between tests of hypotheses and confidence regions, whereby the confidence regions 
is defined as the set of parameter values that are not rejected by the corresponding test 
of hypothesis. Several methods are available for constructing confidence regions 
around multinomial proportions and while no one method is universally accepted as 
being optimal in all circumstances, the one based on Pearson’s χ2 test, also used in the 
previous chapter, is arguably an uncontroversial choice. The statistic which in this 
case must be “inverted” can be written: 
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where the pi indicate the multinomial parameters that are being tested. If, for all i, pi = 
ρi, then x2(M) approximates the χ2-distribution with s degrees of freedom. Thus, given 
the counts k0, k1, ..., ks, a 95% confidence region, can be defined as the set of pi for 
which x2(M) is less than or equal to the 95th percentile of the χ2s-distribution. As 
before, the procedure may be unreliable when the counts are very low, but scans for 
which npi ≤5 for any i can be pooled together. 
 
Note that owing to the dependence between the pi, the confidence region defined 
above cannot be expressed as a set of intervals around each of the estimated 
probabilities. Rather, the shape of the confidence region is ellipsoidal, which can 
make its interpretation rather awkward, depending on the physical nature of the 
multinomial probabilities. A number of procedures have been developed for 
constructing “simultaneous confidence intervals” which can be expressed as a simple 
set of intervals around each of the estimated probabilities [79]. But while this can 
indeed facilitate the interpretation, it also makes the resulting confidence region larger 
than it needs to be, reducing the statistical power of the test. Moreover, when the 
purpose of the study is formula elucidation, where there are a finite number of 
possible multinomial probabilities and the aim is simply to narrow them down as far 
as possible, any extension of the confidence region seems difficult to justify. 
 
It is therefore arguable that the most appropriate method for constructing confidence 
regions for isotopic abundance patterns is the one based directly on the ellipsoid 
described above. In practice, this will entail conducting a test of hypothesis based on 
the x2(M) statistic for all chemically realistic formulae that are consistent with the 
observed mass estimate. The x2(M) statistics must be calculated using the multinomial 
probabilities that correspond to the known isotopic abundance patterns of the 
candidate formulae. While the total number of formulae for which the statistic must 
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be calculated may be large, depending on the mass accuracy, each individual 
calculation requires very little computational power. 
4.2.3 Pooling information  
It has long been understood that improved estimates of both masses and isotopic 
abundance patterns may be obtained by combining the measurements obtained across 
a compound’s chromatographic peak. However, the procedure by which the data are 
pooled must be chosen carefully if a valid confidence region is to be constructed for 
the combined data-set. Moreover, in order to make full use of the information in the 
acquired data-set, the pooling procedure should ideally be generalised to incorporate 
the observed isotopic abundance patterns of any adducts, fragments or dimers of the 
compound of interest. 
 
Since the power of Pearson’s χ2 test increases with the sample size, a higher value of 
n will reduce the volume of the confidence region and allow us to exclude a larger 
number of chemical formulae. However, owing to the risk of detector saturation, we 
cannot apply the test to scans with high counts, as these generally do not adhere to the 
Poisson distribution. Fortunately there are a number of ways of reducing the volume 
of the confidence region without using high counts. 
 
The χ2-distribution has the very useful property that if the statistic X adheres to the 
χ2A-distribution and the statistic Y adheres to the χ2B-distribution, then X + Y adheres 
to the χ2A+B-distribution. We may therefore calculate the x2(M) statistic for each of the 
scans, obtained from the metabolite M, and sum the resulting x2(M) statistics, to obtain 
a pooled statistic, X2(M). If we have a total of N(M) x2(M) statistics, then X2(M) 
approximates the χ2–distribution with N(M)s degrees of freedom, under the null 
hypothesis that the multinomial probabilities p0, p1,..., ps used in calculating the x2 
reflect the true isotopic abundance pattern of M. Scans for which at least one 
isotopologue produces counts that are high enough to induce substantial detector 
saturation, should be left out. The more counts pooled in this manner, the greater the 
power of the test, so this is a rare scenario in which broader chromatographic peaks 
are desirable, although of course this is entirely dependent on them not having any 
overlap with other peaks. 
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There is in fact a rather more straightforward way to pool the data. The multinomial 
interpretation of the ion counts of the isotopologues applies to all of the scans that 
comprise a chromatographic peak. These multinomials differ in the number of trials, 
n, but they all share the same probabilities, which are governed by the same isotopic 
abundance pattern. Therefore the counts derived from each isotopologue may simply 
be summed, reducing the entire data-set to the outcome of a single multinomial 
distribution with a potentially very large number of trials. While this method of 
pooling the data is simpler and has greater statistical power than the one based on 
summing the x2(M) statistics, the latter method has the advantage of being capable of 
providing a p-value associated with each scan. As will be shown below this turns out 
to be very useful when constructing confidence regions that are robust to small 
departures from the model assumptions, as are often encountered in practice. We will 
therefore use this latter procedure in the following. 
 
It is possible to further constrain the confidence region by exploiting the information 
that is contained in the isotopic abundance patterns of “derivatives” of the compound 
being investigated, such as adducts, fragments and polymers, which are frequently 
observed in LC-MS experiments. Consider a derivative, D, which has been 
definitively identified in this manner and which has the isotopologues D0, D1, ...Dt. As 
with the underlying metabolite, M, we may calculate the x2(D) statistic associated with 
a proposed set of multinomial probabilities, q0, q1, ..., qt for a given scan: 
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and we may sum the x2(D) statistics obtained over, say, N(D) scans to obtain X2(D). 
Again, if the qi correspond to the true isotopic abundance pattern of the derivative, the 
distribution of X2(D) will approximate a χ2-distribution with N(D)t degrees of freedom. 
We can therefore easily combine it with the X2(M) statistic to obtain a single final 
statistic: 
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which approximates the χ2–distribution with N(M)s + N(D)t degrees of freedom, under 
the null hypothesis that all of the multinomial probabilities used were correct. 
Therefore, information from a given derivative may easily be pooled by using the X2 
statistic, which may be calculated for all chemically realistic formulae that are 
consistent with the mass estimates of M and D, and which are consistent with the 
neutral loss. It is trivial to generalise the procedure to include an arbitrary number of 
derivatives. 
 
The above theory has assumed that the multinomial probabilities reflect the isotopic 
abundance patterns, but in practice it is rarely possible to make use of the full set of 
isotopologues. This may be because of interference from coeluting compounds, or 
because the observed ion counts are too low. It is straightforward to exclude any 
subset of the isotopologues M0, M1, ...Ms from the analysis, so long as two or more 
remain. Whichever isotopologues are excluded, the degree of freedom of the x2(M) 
statistic will equal the total number of remaining isotopologues minus 1. The 
theoretical isotopic abundance patterns of putative formulae must be normalised when 
evaluating the x2(M) statistic. 
4.2.4 Robustness 
A critical issue that arises when applying this procedure to groups of isotopologues 
stems from the requirement that the centroiding of the mass peaks must in principle be 
carried out over wide enough mass intervals that essentially all ions of each species 
are included. However, as will be demonstrated below, there is evidence to suggest 
that mass peaks have very heavy tails, so that a significant number of ions may be 
detected over mass ranges very distant from the peak apices, and even beyond 1 Da of 
the true mass. Consequently a mild mixture of adjacent isotopologues can arise when 
peak centroiding is applied, which has the effect of inducing an observed isotopic 
abundance pattern that, in general, differs from the theoretical one, somewhat beyond 
what may be attributed to the Poisson statistics. While this contamination appears to 
be very slight, and largely undetectable based on the x2(M) statistics obtained from the 
individual scans, it will inevitably lead us to reject the true chemical formula more 
often than the chosen significance level would indicate. This is a trait that is highly 
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undesirable in a test of hypothesis, as it severely weakens the statistical argument on 
the basis of which a candidate formula is rejected as being “inconsistent with the 
observed data”. Moreover, the larger the sample size, the higher the probability will 
be of falsely rejecting the true chemical formula, so that the pooling of data becomes 
highly problematic. 
 
It may therefore be advisable to employ a more robust version of the test of 
hypothesis described above, that is, a version which is not disproportionately affected 
by small departures from the model assumptions. This may relatively easily be 
accomplished by discarding, or “trimming”, a sufficiently high proportion of the 
largest x2(M) statistics obtained from the individual scans, so that the nominal 
significance level is higher than the actual false positive rate. In other words, we 
ensure that we falsely reject the correct chemical formula less often than is specified 
by the chosen significance level. Therefore, the robust test produces p-values which, 
if they are very low, allow us to reject putative chemical formulae using the argument 
that:  
 
“Assuming the proposed chemical formula is true, the probability of 
obtaining a deviation from its theoretical isotopic abundance pattern 
that is at least as extreme as the one observed, is at most p. The 
proposed formula is therefore not plausible.” 
 
Thus, in rejecting a given chemical formula we have at least the degree of confidence 
that we would for a test whose nominal significance level is exactly equal to the false 
positive rate. The robust nature of this procedure comes at the cost of reduced 
statistical power – the test will be somewhat less effective at rejecting false candidate 
formulae. But as the failure to reject a false chemical formula is arguably a lesser 
concern than falsely rejecting the true chemical formula, such a trade-off will in most 
cases be warranted.  
 
An issue that arises when applying the robust procedure regards the choice of the 
specific proportion of x2(M) statistics that should be “trimmed”, T. Ideally, T, should be 
set as low as possible while ensuring that the false positive rate is consistently less 
than the chosen significance level. In practice it will be advisable to inspect the 
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distributions of the x2(M) statistics, after trimming, for a series of known compounds, 
so as to ensure that their tails are consistently substantially lighter than the appropriate 
χ2-distribution. Clearly, this is not ideal, as it will not guarantee with absolute 
certainty that the test is conservative for the full dataset, although, qualitatively, it 
may be regarded as “very likely” that it is, assuming the sensitivity to these 
interference effects is reasonably uniform. The development of a test of hypothesis 
with a known null distribution would be highly desirable, but for want of a detailed 
mathematical model which can rigorously account for the mixture of isotopologues, 
the procedure outlined above may be close to the best that can currently be achieved. 
 
Note also that it has so far been assumed that the isotopic abundance patterns of the 
elements included in the analysis do not significantly deviate from the standard values 
[80]. While the deviations are usually so slight that they will not be noticeable for the 
measurements made at individual scans, the greater statistical power obtained by 
pooling the data, could potentially make the test sensitive to them. However, any 
substantial deviations from the standard natural abundances would be detectable 
through the inspection of the x2 statistics derived from known compounds, and the 
value of T might be increased accordingly. It has also been assumed that distinct 
isotopologues have the same underlying retention time profiles and that their 
ionisation propensities are identical, although in practice extremely small deviations 
are possible. Again, unless a very large data-set is used and T is very close to zero, 
this is not likely to confound the analysis. 
4.3 Experimental details 
The validity of the methods described may be evaluated by investigating the 
distribution of the x2(M) statistics of known compounds for which the theoretical 
isotopic abundance patterns are known. If these x2(M) statistics were to approximate 
the appropriate χ2-distribution, then the results relating to the construction of the 
simple multinomial confidence region follow immediately. However, owing to the 
distorting effects of the heavy tails of the mass peaks, this is not generally the case, 
and the distribution of the x2(M) statistics has a somewhat heavier tail than the 
appropriate χ2-distribution. It therefore remains to determine whether the robust 
confidence region is sufficiently small to be useful in excluding candidate formulae. 
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The data used for the validation are extracted from the same data-set used in the 
previous chapter. Thus Section 3.4 can be consulted for the instrumental settings and 
the details of the sample preparation. 
4.4 Analysis 
4.4.1 Selection of test data-sets 
The distribution of the x2(M) statistics was examined for Hippurate, Nitrotyrosine and 
Chenodeoxycholic acid, as well as their respective derivatives (see Table 4.1). For 
Chenodeoxycholic acid and its dimer, the three lowest-mass isotopologues produced 
signals of sufficient strength for them to be included in the analysis, for the remaining 
compounds only the two lowest-mass isotopologues were included. 
 
Compound Chemical structure Isotopologues Isotopic abundance Derivatives 
Hippurate 
 
[M+H]+, 
[M+1+H]+ 
90.63% 
9.37% 
Loss of 
Glycine 
Nitrotyrosine 
 
[M-H]-, 
[M+1-H]- 
90.28% 
9.72% Dimer 
Chenodeoxycholic 
acid 
 
[M-H]-, 
[M+1-H]-, 
[M+2-H]- 
76.47% 
20.31% 
3.22% 
Dimer 
Table 4.1 – The three compounds used in the validation of the confidence 
regions. 
 
Since the construction of the confidence regions require that the chromatographic 
peaks used be pure (or comprised only of isomers), continuum plots of all the peaks 
used were closely inspected. No evidence of contamination was found, and while this 
cannot guarantee that the peaks are pure, any interference from compounds that are 
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not isomers would tend to inflate the resulting x2 statistics, which would lead us to 
trim a larger proportion of the x2 statistics, thus reducing the statistical power of the 
test. As before, the validation procedure is therefore quite conservative. 
 
In order to reduce the effects of detector saturation, Coates’ dead time correction 
algorithm was applied to the continuum data. In addition, the scans for which the sum 
of the corrected ion counts were greater than 300 were removed. Scans for which the 
ion counts were too low, that is nρi < 5 for some i, were pooled together before the x2 
statistics were calculated. In order to obtain a relatively unbiased sampling from the 
multinomials, all related isotopologues were centroided over an identical number of 
mass bins.  
4.4.2 Validation 
As for the coelution test, quantile-quantile plots may be used to evaluate the degree to 
which the x2 statistics adhere to the appropriate χ2-distributions. The x2 statistics 
derived from Hippurate, Nitrotyrosine and their derivatives should all adhere to the 
χ2-distribution with one degree of freedom, since they were derived from two 
isotopologues. Similarly the statistics derived from Chenodeoxycholic acid and its 
dimer should all adhere to the χ2-distribution with two degrees of freedom, since they 
were derived from three isotopologues.  
 
The quantile-quantile plots of the x2 statistics obtained for the three compounds are 
shown in Figure 4.1. The distribution of the statistics obtained from 
Chenodeoxycholic acid appears to be consistent with the χ22-distribution. The 
distribution of the statistics obtained from both Hippurate and Nitrotyrosine closely 
approximate the χ21-distribution over much of its central range, but have substantially 
heavier tails as evidenced by the most extreme x2 statistics, which render the quantile-
quantile plots slightly “flatter” than would be expected for χ21-distributed data.  
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Figure 4.1 – Quantile-quantile plots of the x2-statistics obtained from the three 
compounds, against the appropriate χ2-distributions. While the observed fit is 
very good for low quantiles, it is clear that the tails of the distributions obtained 
for Hippurate and Nitrotyrosine are too heavy to be consistent with the χ21-
distribution. 
 
It is possible that the deviations from the χ21-distributions could be explained by mild 
contaminations from unrelated compounds that were not visible on the continuum 
plots or by deviations from the standard natural isotopic abundances. However, a 
more likely explanation is that the tails of the mass peaks of adjacent isotopologues of 
the same molecular species are heavy enough to have been included in the centroiding 
thus distorting the isotopic ratios. Figure 4.2, shows a continuum plot of the two 
lowest mass isotopologues of Nitrotyrosine, where this phenomenon is clearly visible. 
It is not clear whether these heavy tails are due to high variability of the arrival times 
of the ions at the detector plate or whether they are artifacts induced by the 
digitisation electronics. 
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Figure 4.2 – Continuum plot of the two lowest-mass isotopologues of 
Nitrotyrosine. The tails of the mass peaks are heavy enough to reach the apices 
of the mass peaks of adjacent isotopologues, so that it is not possible to construct 
a centroid that is comprised of only one species of isotopologue. While the effect 
is less apparent for scans where the total ion count is lower, the mass-peaks at 
these scans will be all the more sensitive to any contamination. 
 
In order to account for the effects of the heavy tails, the robust procedure described in 
the Section 4.2.4 was applied to the data. When T = 0.05 so that the largest 5% of the 
x2 statistics obtained from the individual scans were removed, the quantile-quantile 
plots of the resulting distributions displayed tails that were slightly lighter than the 
χ21-distribution. However, in order ensure that a cautious approach was taken, the 
value of T = 0.10 was used. The quantile-quantile plots of the resulting distributions 
are shown in Figure 4.3. 
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Figure 4.3 – Quantile-quantile plots of the x2 statistics obtained from the three 
compounds, after the most extreme 10% have been trimmed. The quantiles 
obtained for Hippurate and Nitrotyrosine are now consistently smaller than 
those of the χ21-distribution, as required. The effects are more moderate for the 
x2 statistics obtained from Chenodeoxycholic acid due to the smaller sample size. 
 
As evidenced by the steep trends on their plots, the tails of the distributions of x2 
statistics obtained from Hippurate and Nitrotyrosine are now considerably lighter than 
that of the χ21-distribution. While the value of T = 0.10 is more than sufficient for all 
of the compounds that we have investigated, different mass spectrometers operating 
under different conditions and with different settings, might produce mass peaks with 
heavier tails than have been encountered here. Thus, any analyst employing the 
technique should apply it to known compounds to ensure that the chosen value of T 
makes the test sufficiently conservative. 
 
Considering the many similarities between the test presented in this chapter and the 
coelution test, it is interesting that no trimming was required for the latter. However a 
key difference between the two methods is that the coelution test required the ρi in the 
expression for x2 to be estimated from the acquired data, rather than calculated from a 
theoretical model. It therefore has a degree of flexibility that the current technique 
does not, and this is likely the reason why the latter shows greater sensitivity to the 
heavy tails of the mass peaks. 
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4.5 Results 
As mentioned earlier, the practical procedure for formula elucidation, using the 
confidence regions described above, involves calculating the X2 statistic for all 
chemically realistic formulae that are consistent with the mass error of the mass 
spectrometer. This was done for Hippurate, Nitrotyrosine and Chenodeoxycholic 
Acid. The robust procedure for which the 10% most extreme statistics were discarded 
was applied. The set of chemically realistic formulae was extracted from a list [40] 
compiled by the Fiehn group, which includes all formulae comprised of C, H, S, N, O, 
and P, which are consistent with the LEWIS rule. 
 
It is difficult to determine the range of chemical formulae that are consistent with a 
mass estimate obtained through TOFMS since the uncertainty associated with such 
estimates is not very well understood. Modern TOF mass spectrometers are often said 
to have an accuracy of around 5 ppm, however, it appears that no serious attempt has 
been made at devising a method for constructing proper confidence intervals for them, 
although such a procedure would clearly be extremely valuable. While it is true that 
TOF mass spectrometers are capable of routinely producing mass estimates within 5 
ppm of the theoretical mass, this is dependent on having carefully controlled 
operating conditions, which, in practice, cannot be ensured for all of the compounds 
encountered in high-throughput LC-MS experiments. Thus, mass errors substantially 
higher than 5 ppm are possible. 
 
Therefore, in order to obtain a quite conservative list of candidate formulae, all 
chemically realistic compounds within 30 ppm of the theoretical masses of the 
compounds investigated were regarded as being consistent with the mass estimate of 
the mass spectrometer. In order to provide a broader illustration of the ability of the 
isotopic confidence regions to rule out putative formulae, a second list of all realistic 
chemical formulae within 0.1 Da of the theoretical masses was also compiled.  
 
In an effort to assess the degree to which a standard scan provides information 
regarding the isotopic abundance pattern, the p-values associated with the median x2 
statistics, after trimming, of each of the candidate formulae was calculated. Similarly, 
the median X2 statistics derived from the full chromatographic peaks of both the 
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parent compounds and their respective derivatives were calculated. The results are 
shown in Figure 4.4. 
 
Figure 4.4 – Using the robust approach, the median x2 and X2 statistics were 
evaluated for the data obtained from Hippurate, Nitrotyrosine and 
Chenodeoxycholic Acid. The statistics were calculated for all formulae within 0.1 
Da of the theoretical mass (black), for all formulae within 30 ppm of the 
theoretical mass (green) and for the true formula (magenta). Above each plot is 
listed the number of formulae that may be rejected at the 5% significance level 
(red line) out of the list of formulae within 30 ppm of the theoretical mass. 
 
It is very clear that despite the conservative nature of the robust confidence region, it 
remains a powerful tool for excluding candidate formulae. While the confidence 
regions constructed from a single scan range from being incapable of rejecting a 
single formula, in the case of Nitrotyrosine, to being capable of rejecting 12, for 
Chenodeoxycholic Acid, the confidence regions constructed from the pooled data-sets 
all exclude a substantial number of formulae. Especially in the case of Nitrotyrosine, 
where the proportion of candidate formulae that can be rejected rises from zero to 
around two thirds, the benefit of pooling the data is impressive. For the wider mass 
window of ±0.1 Da the percentage of false candidate formulae that are rejected for all 
three compounds is 26.79% for the single scan and 70.27% for the pooled data. 
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4.6 Future prospects 
It may be worth investigating the upper limits of what might be achieved if 
instrumental developments allowed us to sample from undistorted multinomials 
corresponding to the isotopic abundance patterns. In this scenario we may pool the 
multinomial counts across the chromatographic peaks, as described in the Theory 
section, so that we can construct confidence regions, based on the outcome of a single 
multinomial with a very large number of trials. Chromatographic peaks for which 
detector saturation effects are relatively minor may easily be comprised of 10,000 ion 
counts, under standard operational settings. More intense peaks for which the high ion 
counts induce significant detector saturation may be comprised of over 100,000 ion 
counts.  
 
401 compounds ranging in nominal mass from 100 to 500 and all spaced close to 1 Da 
apart were extracted from the list of chemically realistic compounds. For each of 
these, all compounds within 30ppm of the theoretical masses were considered to be 
consistent with the mass estimate. 10,000 multinomials corresponding to the isotopic 
abundance patterns of the selected compounds were simulated. Confidence regions 
were constructed for each of these simulations and the mean number of false 
candidate formulae within these regions was calculated, when a significance level of 
0.05 was used.  
 
The scenario in which a total of 10,000 counts were obtained was investigated when 
using either the two or the three lowest-mass isotopologues. A more idealised 
scenario in which a count of 100,000 was obtained was also investigated for the three 
lowest-mass isotopologues. In addition, the number of false negatives obtained when 
using only the mass estimate was calculated. The results, shown in Figure 4.5, 
demonstrate that, as anticipated, the strong statistical power achieved through the high 
ion counts, allows for a very substantial reduction in the number of false candidate 
formulae, when isotopic information is exploited. The statistical power achieved in 
the scenario in which 100,000 ions are counted is especially impressive, and it should 
be noted that at such high counts, it will usually be possible to use more than 3 
isotopologues. 
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Figure 4.5 – The mean number of false candidate formulae within the confidence 
regions (false negatives) obtained from the simulated isotopic abundance 
patterns. The probability that a true candidate formula lies outside a given 
confidence region (a false positive) is given by the chosen significance level, 
which was set to 0.05 for these simulations. 
 
Undoubtedly, the assumptions on which the simulations are based are currently highly 
idealised. However, they clearly suggest that the potential utility of isotopic 
abundance estimates could be very considerable. Moreover, even without further 
instrumental developments, it is entirely possible that careful modelling of the 
detailed characteristics of the mass peaks and of the detection system might allow us 
to better account for some of the phenomena that currently impede the analysis, and 
thereby obtain substantially improved estimates of the isotopic abundance patterns. 
 
At the high counts used in the above simulations, it is quite possible that the 
deviations from the standard values of the natural isotopic abundances could 
confound the analysis. However, we may assume, for simplicity, that the standard 
abundances had been confirmed in advance, through separate measurements. This 
supposes a relatively uniform distribution of abundances across the entire sample, but 
if this assumption is false, the results might be even more interesting. Since different 
biological reactions can occur at different rates for different isotopologues [81] they 
tend to leave a weak isotopic signature on the compounds involved. It is conceivable 
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that potentially very interesting lines of research might be opened if isotopic 
abundance patterns could be estimated with sufficient accuracy to allow for the 
detection of these signatures for individual species of molecules. 
4.7 Discussion 
The above analysis suggests that Pearson’s χ2 test provides a reliable method for 
constructing conservative confidence regions for the isotopic abundance patterns 
observed in LC-TOFMS experiments. Thus, it is possible to determine, in a 
statistically rigorous manner, whether or not the theoretical isotopic abundance 
pattern of a given chemical formula is consistent with the observed data, and thereby 
reduce the number of candidate formulae for unknown compounds. This is a 
substantial improvement over alternative methods which attempt only to rank the fit 
of candidate formulae [76-78], or assume, rather imprecisely, that isotopic abundance 
estimates are accurate to within a few percent [40]. The method allows for 
information to be pooled from distinct scans and from distinct derivatives of the same 
underlying metabolite, which significantly increases the statistical power of the 
procedure. 
 
The method is based on the assumption that the ion counts are Poisson distributed, 
and therefore does not apply to scans for which the ion counts are high enough to 
induce significant detector saturation. This constraint reduces the power of the test, 
but it does not affect its validity since even very large chromatographic peaks, which 
are severely saturated near their apices, will have low ion counts near their edges, to 
which the test can be applied. Moreover, the fact that information from distinct scans 
and distinct derivatives of the same underlying metabolite may be pooled has the 
effect of increasing the power of the test.  
 
A more serious constraint stems from the fact that there appears to be a certain degree 
of mixture of the mass peaks of adjacent isotopologues. While the effect is often 
minor, it necessitates the use of robust methods, if a sound statistical argument is to be 
used in declaring candidate formulae to be inconsistent with the observed data. Again, 
the consequence is reduced statistical power, although, as was demonstrated, the test 
remains capable of excluding a substantial number of false candidate formulae. 
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A fundamental requirement of the test is that the detector used must employ a TDC. 
While it seems quite possible that confidence regions may also be constructed for 
mass spectrometers employing ADCs, the procedure may not prove to be as 
straightforward as for TDCs as it is the ability of the latter to block out electronic 
noise and preserve the Poisson distribution of incoming ions that makes the procedure 
particularly simple. Thus, while TDCs are criticised for their relatively limited 
dynamic range, their ability to produce data that approximate a simple and well-
understood distribution constitutes an important advantage. 
 
The application of the test to the three compounds investigated suggests that the 
information contained in the observed isotopic abundance patterns may be extremely 
valuable in identifying unknown metabolites, even when these do not contain bromine 
or chlorine. While we have outlined methods for reducing the size of the confidence 
regions, it is likely that these might be reduced much further if the information from 
the scans with high ion counts could be included in the analysis, or if the mixture of 
the mass peaks of adjacent isotopologues did not arise. Thus it is clear that there is 
scope for improvements in the accuracy with which isotopic abundance patterns can 
be estimated, and such improvements may be as just as important as improvements in 
mass accuracy. Considering the very high cost of mass spectrometers capable of high 
mass accuracy, it is arguable that this line of research is somewhat neglected. 
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5 Prospects for a statistical theory of LC-TOFMS data 
The model used in the previous two chapters was based on the assumption that the ion 
counts were Poisson distributed and that the data were centroided. In this chapter 
these constraints will be lifted – we will attempt to define a probability distribution 
that describes continuum data, including the saturation effects due to the dead time 
and the finite time resolution of the TDC. The model that will be derived in the 
following approximates the true probability distribution (which is extremely complex) 
by means of a series of Binomial distributions. In doing so, it builds on the work of P. 
B. Coates who developed somewhat similar methods for the correction of detector 
saturation, first in the context of radiative lifetime measurements [51] but later also 
applied to TOFMS data [52].  
 
While the model used by Coates is reminiscent of a Binomial distribution it was never 
explicitly defined as such, and the assumptions required for its validity were not 
defined. Moreover it was used strictly to enhance dynamic range – no attempt was 
made at relating the model to the mass and chromatographic peak shapes, or to use it 
to draw broader inferences about the data. While numerous other models of mass 
spectrometry data have been proposed [13, 25, 82, 83] none have been found that are 
developed from the fundamental characteristics of the instrumentation employed. 
Moreover, the author is not aware of any other models whose predictions have been 
validated in a statistically rigorous manner - model validity is typically argued by 
means of simple qualitative comparisons to real data.  
5.1 Coates’ correction 
Although the assumption is not explicitly formulated, Coates assumes that 
chromatographic peaks are approximately constant in the period over which they are 
histogrammed. Thus, all of the pulses constituting the histogram are considered to be 
independent and identically distributed (i.i.d.). In addition, each of the ions hitting the 
detector is assumed to arrive in the centre of a tick of the TDC clock and the dead 
time is assumed to last for an integer number of ticks. This introduces an error in the 
correction method, which, according to Coates, is negligible if the ticks are 
sufficiently narrow that the Poisson rate function varies linearly across each of them.  
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As discussed in Section 2.5, owing to the finite time resolution of the TDC, multiple 
ions that hit the detector within the same tick of the clock cannot be distinguished. 
Thus for a given pulse, the correction algorithm is based on the probabilities of 
obtaining either “at least one ion count”  (p) or “zero ion counts” (1 - p), and these 
must be estimated at every tick. However as discussed below, it is straightforward to 
relate these probabilities to the Poisson rate function. 
 
Suppose that the total number of pulses that are histogrammed over is Np and that the 
dead time lasts for exactly D ticks of the clock. Then an ion arrival in the ith tick will 
only be recorded if it has not been preceded by an ion arrival in the previous D ticks, 
that is, with probability 1! p
j( )j= i!D+1
j= i!1
" . We may therefore expect that the number 
of pulses that are “valid” at the ith tick, that is, that are capable of recording any new 
ion arrivals is given by 
 
( )
1
1
1
j i
i p jj i D
V N p
= !
= ! +
= !" . 
 
Consequently, if the observed ion count at the ith tick is ki, we may estimate the 
probability of detecting at least one ion in the ith tick of a given pulse as2 
 
pˆi =
ki
Vi
=
ki
Np 1! pˆ j( )j= i!D+1
j= i!1
"
. 
 
The product is only taken over positive j and if the correction is applied 
chronologically it will only involve estimates of pj that have already been calculated.  
 
Suppose the expected number of ion arrivals in the ith tick of a given pulse is hi. 
Then, based on Poisson statistics, the probability of recording at least one ion arrival 
is  
                                                
2 Coates in fact lets the product run from j = i - D - 1. This is altered in this discussion 
because a deadtime of length D is interpreted to mean that a pulse blocked at the first 
tick will stay blocked throughout the Dth tick and open at the D + 1th tick assuming it 
is not hit by further ions. 
 85 
pi = P ki > 0( ) = 1! P ki = 0( ) = 1! exp !hi( )  
 
so that 
hi = ! log 1! pi( )  
 
and since all Np pulses are assumed to be i.i.d. we may then use 
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We will henceforth refer to this algorithm as “Coates’ correction”. A somewhat 
different formalism to that used by Coates has been used here in order to make the 
equations more easily comparable to those that will be presented later in this chapter. 
 
The reasoning behind Coates’ correction seems very sensible, but the algorithm is 
derived through what amounts to a plausibility argument and without further 
theoretical backing there is no reason to suppose that the correction is in any way 
“optimal”. It is in fact not difficult to see that Coates’ correction does not exploit all 
of the information available in the system. Note that in estimating pi, it only makes 
use of the current and previous ion counts. But if the ion count at the ith tick were 
higher than the estimated number of valid pulses, we would obtain an estimate of pi 
larger than one, which should serve as an indication that earlier probability estimates 
were too high. Moreover, a method for dead time correction is not inherently useful 
for drawing inferences regarding the data, except at a very qualitative level.  
 
However, statistical theory can provide powerful and very general methods for 
constructing statistical tests for many of the questions that naturally arise in the 
analysis of LC-TOFMS data if the probability distribution of the acquired data is 
known. Additionally, it provides methods for parameter estimation, which in a certain 
sense can be considered “optimal”. Thus, the first step towards developing a 
comprehensive framework for the statistical analysis of LC-TOFMS data lies in 
formulating a probability distribution that approximates that of the acquired data, 
based on our understanding of the detailed workings of the instrument. 
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5.2 Theory 
We consider a molecular species, S, which passes through the chromatographic 
column, is ionised and accelerated onto a detector plate. Our aim is to express the 
probability of recording a given set of ion counts over the specified mass and 
retention time ranges. 
 
5.2.1 The chromatographic dimension 
Owing to the chromatographic separation, the concentration of S at the end of the 
chromatographic column will vary as a function of the retention time, τ, 
corresponding to the familiar chromatographic peak. It is useful to describe this 
varying concentration by means of a normalised function, Γ(τ), that integrates to 1. 
Thus, if n(S) is the total number of molecules of S in the mixture, the number of 
molecules of S that elute between the retention times τa and τb can be expressed as  
 
 
n
S( ) ! "( )d"
"
a
"
b
#  
 
If pionise is the probability that a given molecule of S is ionised, then the probability 
that a total of k such ions are produced between τa and τb, can be written: 
 
 
P k( ) =
pionisen
S( ) ! "( )d"
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"a
"b#
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where we make use of the standard result that a Binomial distribution with a very 
large sample size and a very low probability approximates a Poisson distribution. 
Since Γ varies over time, the technical name for the above distribution is “a non-
homogeneous Poisson process”. It is noted that although pionise can typically be 
assumed to be independent of Γ, this will not be the case for very high concentrations 
of S, or if a coeluting molecular species causes ionisation suppression.  
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A large number of the ions generated are not detected as they are lost on their way to 
the orthogonal accelerator (oa), lost following the orthogonal acceleration, or fail to 
get registered by the detector. However if the process by which the ions are lost can 
be regarded as the outcome of a Binomial distribution, then the distribution of the 
remaining ion count remains Poissonian [84]. 
 
If it is assumed that the ion optics do not significantly distort the distribution of ions, 
so that Γ(τ) may be used to describe the “concentration” of the ions of S in the oa, a 
short time after their formation, then we can express the number of ions in the oa as: 
 
 
 
P k( ) =
poa pionisen
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"a
"b#
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 (5.1) 
 
where poa is the (Binomial) probability that a given ion of S eventually enters the oa, 
and τa now denotes the time at which the ion beam first enters the oa and τb is the time 
at which the electric field is applied. It is reasonable to suppose that poa will be 
independent of Γ unless the ion count is so high that the ions interact significantly 
with each other. 
5.2.2 The time-of-flight dimension 
While we continue to describe the distribution of the ions in time, it is useful to regard 
the time-of-flight as a separate dimension to the retention time, as it relates to the 
mass of S rather than its polarity. Thus, while Γ describes the relative concentration of 
S as a function of retention time, we now require a function, Ω(t) to describe the 
variation in the relative “concentration” of ions at the detector plate as a function of 
time-of-flight, t. In addition to the mass of S, the shape of Ω reflects factors such as 
the initial velocity and spatial distributions of the ions at the time the electric field is 
applied, as well as the strength of the applied field and the length of the flight path. 
However, for the sake of conciseness, it is written only as a function of the time-of-
flight. 
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As discussed in 2.5, the clock that measures the time-of-flight has limited time 
resolution and measures finite time increments of 10s to 100s of picoseconds for 
modern TOFMS systems. If a given such interval runs from ta to tb, then the number 
of ions that arrive at the detector plate over this period remains Poissonian, as 
described below. The absolute number of ions in the oa at t = 0, when the electric 
field is first applied is given by equation 5.1. If ptof is the Binomial probability that a 
given one of these ions strikes an active area of the detector plate, then the probability 
of obtaining k ion arrivals in the interval [ta, tb] can be expressed as 
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where we disregard detector saturation for now. We have again assumed that ptof is 
independent of Γ and also of Ω although this requirement would break down at very 
high ion counts owing to space charge effects [85]. 
5.2.3 Histogramming of binary TDC data 
As explained earlier, once a pulse has been digitised by a TDC it is represented as a 
binary sequence, indicating only whether zero, or one or more ions were detected in 
each of the ticks of the TDC clock. Consequently, these data are not Poissonian, but 
may be regarded as the outcome of Bernoulli trials where the probability of success is 
the probability that one or more ions are detected in the tick. Thus we must make use 
of the mapping that was also involved in Coates’ correction: 
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where ta and tb are chosen such that they define a time-of-flight interval corresponding 
to a tick of the TDC clock. 
 
If Γ is approximately constant across the pulses that are histogrammed, and if the 
length of the flight path and power supply output are sufficiently stable over the 
corresponding period of time that Ω remains approximately constant over matching 
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ticks in distinct pulses, then the Bernoulli trials can be considered to be i.i.d. 
Consequently, the counts obtained by histogramming the pulses may be regarded as 
the outcome of a Binomial distribution. In view of the short period of time involved 
and the comparatively modest slope of Γ, the assumptions required are not 
unreasonable. These assumptions are also required for Coates’ correction. 
 
The relationship between the rate function and the Binomial probability is not entirely 
trivial. The highest duty cycle is achieved by “over-pulsing” the ion beam in the oa, 
that is, by applying the accelerating electric field before the fastest ion has traversed 
the oa [86]. However, this is generally not an attractive option, as a substantial delay 
is required following the application of each pulse in order to ensure that the heaviest 
(and therefore slowest) of the ions has reached the detector plate prior to the 
application of the next pulse. Consequently, Γ is not sampled over contiguous time 
intervals over the course of a scan. However, given the high sampling frequency, the 
ions lost due to the pulse delay may be regarded as a fixed fraction of Γ, which is 
independent of its precise shape. If Np is the total number of pulses histogrammed, ε is 
the period between the application of consecutive pulses, and pscan is the mean 
proportion of ions of S that are accelerated rather than pass through the oa, then this 
assumption can be expressed as 
 
 
! "( )d"
"
A
+ i#1( )$
"
A
+ i#1+ pscan( )$
%
&
'(
)
*+
i=1
N
p
, ! pscan ! "( )d""
A
"
A
+N
p
$
%  
 
where the summation of the integrals is chosen so that pscan corresponds to the 
proportion of the domain of Γ that we integrate over. In other words, rather than 
summing the integrals of all the segments of Γ that are accelerated, we integrate Γ 
over the entire scan and reduce the result by a factor of pscan. 
 
We can now write the total expected ion count, I, over the entire peak in both 
dimensions as 
I = n
S( )
p
ionise
p
tof
p
oa
p
scan  
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and we can write the Poisson rate function more concisely as 
 
 
! " ,t( ) = I# "( )$ t( )  
 
though it is stressed that regarding I as independent from Γ and Ω restricts the range 
of ion counts over which the model can be applied somewhat. 
 
It is furthermore useful to define a discretised rate function, Λi,j, that specifies the 
mean ion count over all the pulses associated with the ith scan at the jth tick: 
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We can then express the Binomial probability, ρ, of obtaining one or more ion counts 
in a given pulse of the ith scan, at the jth time-of-flight tick. Since there are Np such 
pulses and Γ has been assumed to be approximately constant over them, this is 
written: 
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So that the probability of obtaining a count of k, at the ith scan and jth time-of-flight 
tick, is given by 
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5.2.4 Dead time 
As explained in Section 2.6 most pulses will only register the very first ion to reach 
the detector at a given mass peak due to the ensuing dead time. This greatly facilitates 
the modelling problem as it makes it easier for us to account for how many of the Np 
pulses are valid and capable of registering further ion arrivals in each of the time-of-
flight ticks. If ki,j denotes the ion count observed in the ith scan and at the jth tick of 
the TDC, lasting from tj to tj+1, then assuming all Np pulses are valid at time-of-flight 
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ta where the mass peak “starts”, we can write the number of valid pulses at the jth 
tick, Vi,j, as 
Vi, j = Np ! ki,x
x=a
x= j!1
"  
 
Note that this expression is different to the one used by Coates, as his expression 
attempts to account for the possibility that a pulse that is closed may become valid 
again, so that it can register multiple ions over a single mass peak. A more rigorous 
treatment of this scenario will be given in Chapter 6. 
 
If Vi,j is defined as above, then the recorded ion count at the ith interval adheres to the 
following Binomial distribution 
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In practice, when applying the above model to real data it is best to do so over a short 
time-of-flight period of similar length to the dead time period, to help ensure that 
pulses that are rendered “invalid” by ion arrivals remain so. Owing to the rather heavy 
tails of mass peaks (in other words, of Ω), it is not always possible to ensure that the 
value of Va is exactly equal to Np. However, as will be shown, the approximation 
works well for mass peaks of moderate ion counts. 
 
It is straightforward to extend the model to describe multiple scans and time-of-flight 
ticks. Suppose that the ions of S are obtained over N scans and M time-of-flight ticks. 
If k is a matrix3 such that ki,j is the observed ion count in the ith scan and the jth tick 
in which S is observed, that is 
 
                                                
3 Strictly speaking this does not have to be a matrix as we might use different numbers 
of ticks at different scans. 
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then taking these counts to be independent, the probability distribution for the full set 
of ion counts can be written: 
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with Vi,j and ρi,j defined as before. This probability distribution will in the following 
be referred to as the “basic model”. 
5.3 Model limitations  
The most demanding assumptions of the basic model are the requirements that the 
number of valid pulses is equal to Np at the start of the time-of-flight range and that 
the length of the dead time invariably exceeds the remaining time-of-flight range. 
Small deviations from these assumptions do not render the model inapplicable, but it 
is nevertheless an important respect in which it is incomplete and a key reason why it 
breaks down at high ion counts. The construction of a more comprehensive model for 
LC-TOFMS data would require detailed knowledge of the workings of the detector 
system and in particular of the statistical distribution of the dead time. It is also highly 
likely that other components of the detector system would require more attentive 
modelling at extreme ion counts. 
 
In addition, the basic model is incomplete in the sense that the functional forms of Γ 
and Ω have not been specified and neither has the nature of their dependence on I. 
Several papers and patent applications have modelled mass peaks based on a Gaussian 
shape [49, 83, 87-89], however, significant deviations from this functional form have 
been noted at the tails of mass peaks [47, 89]. A number of models have been 
developed for chromatographic peaks [90], but again, no single model has been found 
to be satisfactory under all circumstances [91]. Modeling Γ might be especially 
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difficult since any distortions resulting from the ion optics or the electrospray would 
have to be accounted for. Until these fundamental questions in the theory of 
chromatography and the theory of time-of-flight mass spectrometry have been more 
comprehensively answered, important constraints on the statistical modelling of LC-
TOFMS data are inevitable.  
 
Nonetheless, knowledge of Γ and Ω is not required for the basic model to be of use. 
By working with the discretised rate function, Λi,j, it is possible to obtain estimates of 
the true rate of ion arrivals, irrespective of the functional forms of Γ and Ω. However, 
this requires a total of NM estimates to fully characterise the rate function. For the 
mass spectrometer used in this study, M is typically between ten and twenty, while N 
can range from around ten to several hundred for chromatographic peaks with heavy 
tailing. Whatever the true functional forms of Γ and Ω are, they will undoubtedly 
require far fewer parameters, so that there are effectively more data available for each 
parameter that must be estimated to fully describe the rate function. Note that if either 
Γ or Ω are known, but not both, two further models could be envisaged, which 
estimate the parameters of the known functional form as well as the overall ion count 
at either every scan or at every time-of-flight tick. 
5.4 Applications of the basic model 
Although Γ and Ω are described as being functions of the time-of-flight and the 
retention time, they depend on a larger number of parameters. Some of these are 
likely to be nuisance parameters that provide little information on S, but clearly µΩ - 
the location parameter of Ω - is of great interest as it relates to the mass of S, and we 
may for the moment assume, rather naively, that it does so through the standard time-
of-flight equation 
m / z =
2eU
d
2
µ
!
2  
 
where U is the voltage, e is the elementary charge, and d the length of the flight path. 
Other parameters must include, at a minimum, a scale parameter for Ω, σΩ , and 
location, scale and skewness parameters for Γ - µΓ, σΓ and γΓ respectively. These may 
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be affected by the intensity of the peaks, but this dependence may be close to 
negligible for moderate ion counts. 
 
When the probability distribution of the acquired data is known, the problem of 
parameter estimation may be addressed by means of the widely used method of 
maximum likelihood. Note that the left-hand side of equation 5.3 should strictly 
speaking be written P(k | µΩ , σΩ , µΓ , σΓ , γΓ , I, Np) in order to make explicit the 
dependence of the probability distribution on the full set of parameters of the system. 
However, we can reinterpret this probability distribution as the likelihood function 
L(µΩ , σΩ , µΓ , σΓ , γΓ , I | k , Np), for which we allow the parameters to vary but 
consider k (and Np which is always known) to be fixed. We then find the parameters 
that maximise the likelihood function and use these as our estimates as they are the 
ones that would give rise to the observed data with the highest possible probability. 
Clearly, this approach has a stronger theoretical appeal than a simple centroid, or even 
finding the parameters through a least-squares approach [87]. However, the basic 
model may be used to draw a much broader range of inferences, by means of tests of 
hypotheses, constructed using the likelihood ratio test. 
 
As will be discussed below, the basic model can be used to describe a wide range of 
features of the data acquired in LC-TOFMS experiments, by expanding the likelihood 
function accordingly. Certain hypotheses that the analyst may have regarding the 
acquired data can be expressed very naturally by placing specific constraints on the 
likelihood function, and thereby reducing the total number of parameters of the 
model. The likelihood ratio test can be used to assess whether such hypotheses are 
plausible, by determining whether or not the unconstrained model is significantly 
better at describing the acquired data than the constrained one is. 
 
More specifically, suppose L0 is the supremum of the likelihood function for the 
constrained model, and LA is the supremum of the unconstrained one, and let d be the 
difference in dimensionality of the two models. If the hypothesis is true, and the 
constraint is appropriate, then under certain regularity conditions for the likelihood 
functions, it can be shown [92] that for large sample sizes: 
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That is, the X2 statistic adheres to a χ2–distribution with d degrees of freedom. Thus, 
by comparing X2 to the cumulative distribution function of the appropriate χ2–
distribution, we can determine whether the data are consistent with the hypothesis 
associated with the constrained model, at a given significance level. Since the above 
result is asymptotic, care must be taken to ensure that it applies in practice. 
 
An important practical difficulty in applying the likelihood ratio test lies in finding L0 
and LA in the first place. Since the likelihood functions encountered in this study are 
quite complex, analytical solutions are not generally available and consequently 
numerical methods must be employed. Aside from the inevitable computational 
demands this entails, caution must be exercised to ensure that the errors associated 
with the final approximations are very small relative to values typical of the χ2d 
distribution. 
5.5 Validation 
The basic model may be validated by determining whether its predictions are borne 
out in real LC-TOFMS data. We will assume that Ω is Gaussian, so that  
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where the “intensity factors”, Ii, must be estimated independently for each scan. For 
the purpose of validating the model we will also fit µΩ and σΩ independently at each 
scan. This is primarily to simplify the maximisation of the likelihood function, which 
in turn must be done independently for each scan. However, it also accounts for 
potentially confounding effects, for example that the values of µΩ and σΩ might 
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fluctuate depending on the intensity of the mass peak (so that Ω and I are not 
independent) or that µΩ might drift over time due to temperature fluctuations. The 
discretised rate function of S is then written 
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In fitting the likelihood function to a given chromatographic peak, two parameters are 
required for the Gaussian mass peak and one for the intensity factors. Consequently, 
fitting the model to the ion counts obtained over N scans requires 3N parameters. 
 
As a key test of model validity, we consider again the phenomenon of fragmentation, 
where some molecules of S (the parent molecule) break up into a smaller molecular 
species, R (the fragment) and recall that such peak pairs can be identified by 
determining whether they exhibit exact coelution or partial coelution. If the two peaks 
exhibit exact coelution then Γ(S) = Γ(R) while no such relationship would be expected 
under partial coelution. 
 
In the framework of the likelihood ratio test, the unconstrained model corresponds to 
partial coelution, so that the basic model with the discretised rate function given 
above, must be fitted to S and R independently. Therefore 3 + 3 = 6 parameters are 
required for a single scan and 6N for the full data-set. For exact coelution, the basic 
model must be fitted to S and R with the constraint that the chromatographic peak 
shapes are identical. Consequently, the ratio of their intensity factors can be written 
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which is constant across all scans if, as has been argued in the derivation of the basic 
model, the intensity of the mass peaks is largely independent of the shape of Γ. 
Therefore, the basic model must be fitted to S and R simultaneously, using the 
constraint that Ii(S) = bIi (R) for each scan. Consequently, we require effectively only 5 
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parameters to fit the likelihood function to a single scan, and 5N + 1 for the full data-
set, the extra parameter being b. Provided N is sufficiently large, a satisfactory 
estimate of b can be obtained by taking the median of the ratios provided by the 
estimates of the intensity factors obtained from the unconstrained model. 
 
For a given mass peak, the difference in the number of parameters for the constrained 
and the unconstrained models is effectively 1, and for N scans the difference is N - 1. 
Thus if the basic model provides a good approximation to the true distribution of the 
empirical data then applying the likelihood ratio test to known parent-fragment pairs, 
should give rise to X2 statistics that are distributed according to the χ21-distribution for 
individual scans and the χ2N-1-distribution for the full data-set. By comparing the 
empirical values of the X2 statistics to the cumulative distribution function of the 
appropriate χ2-distribution, a p-value can be obtained, indicating whether or not the 
data are consistent with this null hypothesis. 
  
In addition to testing the validity of the basic model it is worth investigating whether 
the quite considerable level of detail that it includes is even necessary. Therefore the 
same likelihood ratio test was also constructed for the model which assumes the ion 
counts to be purely Poissonian. As in previous chapters, the two tests were applied to 
the data over varying ion count ranges constituting the tertiles of the full ion count 
range.  
 
The data used for the validation were extracted from the same data-set used in the 
previous chapters (see Section 3.4). The compounds investigated were Nitrotyrosine, 
Glutaric acid and Hippurate. The fragments of Nitrotyrosine and Glutaric acid 
correspond to a loss of CO2 and the fragment of Hippurate corresponds to a loss of 
Glycine. 
 
The likelihood functions were maximised by means of a Newton-type algorithm [93] 
implemented by Charles J. Geyer [94] in the R statistical programming language [95]. 
This method requires knowledge of the likelihood function, its gradient (the vector of 
first-order partial derivatives) and its Hessian (the matrix of second-order partial 
derivatives). The gradient of the likelihood function was calculated analytically and 
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was in turn used to obtain numerical estimates of the Hessian. After convergence, 
several of the likelihood functions were visually inspected in all dimensions near the 
maximum likelihood estimates in order to help ensure that a maximum had indeed 
been attained. The results for the pure Poisson model are shown on Figure 5.1 below. 
 
 
Figure 5.1 - Histograms of the p-values associated with the X2 statistics obtained 
from the individuals scans of the three datasets by using the pure Poisson model 
to construct the likelihood ratio test (top) and quantile-quantile plots of the X2 
statistics themselves as compared with the theoretical χ21-distribution (bottom). 
The p-values obtained for the full data-sets are listed above the quantile-quantile 
plots. Only for low ion counts do the statistics conform reasonably well to the χ21-
distribution predicted by the likelihood ratio test. 
 
The results are reminiscent of those obtained for the coelution test in Chapter 3. At 
low ion counts where detector saturation is minimal, the pure Poisson model does a 
reasonable job of explaining the observed data and consequently the X2 statistics 
conform fairly closely to the distribution predicted by the likelihood ratio test. But at 
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higher counts the saturation effects become more substantial and significant 
deviations from the predicted distribution are evident. 
 
The results for the basic model are shown on Figure 5.2 below. It is clear that the fit is 
significantly better than that of the pure Poisson model for these data as the X2 
statistics are consistent with the predicted distributions over the two lower tertiles of 
the ion count range. Thus we have strong evidence that the basic model approximates 
the probability distribution of the acquired data and that the mathematical modelling 
of the saturation effects is not superfluous. In addition we have a direct demonstration 
that the likelihood ratio test can be used in practice to make inferences about the 
sample being analysed. In view of the quite considerable detail with which the basic 
model has been formulated, and the very specific predictions made, these results are 
very encouraging. 
 
It is noted however that the likelihood ratio test for exact coelution based on the basic 
model does not appear to be valid over an ion count range that is significantly greater 
than that obtained with the coelution test from Chapter 3 – so long as Coates’ 
correction is applied as part of the latter test. Therefore, owing to its substantial 
computational demands, the main value of this likelihood ratio test is its 
demonstration of the validity of the basic model rather than its use as a routine 
analytical tool. 
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Figure 5.2 - Histograms of the p-values associated with the X2 statistics obtained 
from the individual scans of the three datasets by using the basic model to 
construct the likelihood ratio test (top) and quantile-quantile plots of the X2 
statistics themselves as compared with the theoretical χ21-distribution (bottom). 
The p-values obtained for the full data-sets are listed above the quantile-quantile 
plots. The fit is substantially better than that obtained for the pure Poisson 
model although the basic model does break down at high ion counts. 
5.6 Extension of Dynamic Range 
One of the most important potential applications of the basic model is the estimation 
of the true ion count, when there is substantial detector saturation. However, this is a 
task that by its definition is most important in the region of very high ion counts, 
when the requirements that Ω is Gaussian, and that Vi,j is known, are not met. Thus, 
until further progress is made at refining these aspects of the model, it will not be 
possible to obtain the maximal extension of dynamic range. We nevertheless believe 
it is important to illustrate the significant improvements in dynamic range that are 
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possible for the basic model in order to demonstrate the potential value of such 
research. 
 
Whether or not Ω and Γ are known, the method of maximum likelihood can be used 
to obtain estimates of the true ion counts. It is when Ω and Γ are known that the 
greatest improvements in dynamic range is possible, since this allows us to 
incorporate extensive prior knowledge into the estimators. However, maximising the 
likelihood turns out to be particularly simple if neither functional form is known, as it 
is then possible to obtain a very simple analytical expression for the maximum 
likelihood estimate. In fact, for systems which meet the requirement that the dead 
time period always exceeds the time-of-flight range investigated, it turns out that this 
maximum likelihood estimate is equivalent to the dead time correction algorithm 
proposed by Coates in [52], although Coates’ derivation was based solely on heuristic 
arguments. 
 
If Ω and Γ are unknown, each ki,j is the outcome of a Binomial distribution with 
sample size Vi,j. and each binomial probability, ρi,j, must be estimated independently. 
The maximum likelihood estimator is 
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which is equivalent to the correction proposed in [51] and generalised in [52], so long 
as all the pulses that have been closed remain so over the time-of-flight range 
investigated. 
 
While this correction algorithm provides substantial improvements in dynamic range 
over the raw recorded counts, it is limited by the fact that any inferences made 
regarding the Binomial probability must be mapped to the Poisson dimension in order 
to provide information on the true rate of ion arrivals. At low ion counts this is 
irrelevant, since the two quantities approximate each other as is seen by taking the 
first two terms of the Taylor expansion of equation 5.2: 
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However, as is shown on Figure 5.3 below, for a fixed sample size the uncertainty 
associated with an estimate of the Binomial probability increases dramatically at high 
ion counts, following its mapping to the Poisson dimension. This effect will be more 
severe on the high-mass side of a mass peak when many of the pulses have been 
closed so that the sample size of the Binomial distribution is small. If the mass peak 
being examined is large enough that all pulses are closed, then the estimate of the 
Binomial probability in the time-of-flight tick in which the last remaining pulses are 
closed will be exactly 1 and the estimate of the Poisson rate will be infinity. This 
deficiency highlights the importance of incorporating prior knowledge of the data into 
the estimator used. 
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Figure 5.3 – The black line indicates the mapping that relates the Binomial 
probability to the Poisson rate. If an estimate is made of the Binomial probability 
(blue) and an associated confidence interval constructed (red) then these must be 
mapped to the Poisson-dimension in order to be properly interpretable. 
Therefore, if the Binomial probability is high, a very high sample size may be 
required to estimate the Poisson rate with any meaningful accuracy. 
 
The performance of the various possible correction methods depends a great deal on 
the parameters of the system. Since the basic model is only a rough approximation to 
the true probability distribution and since the true functional forms of Γ and Ω remain 
unknown, a detailed performance comparison under a wide variety of settings would 
not be very instructive. However, the general characteristics of the correction methods 
are not surprising and can be illustrated with a few examples. 
 
The plots on Figure 5.3 below show the true and the observed ion counts of two 
simulated, heavily saturated, mass peaks. To allow for greater realism, the simulations 
were not based directly on the basic model, but rather all pulses were simulated 
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independently (with distinct rate functions for their mass peaks corresponding to their 
distinct chromatographic retention times) and histogrammed with Np = 915 and a 
TDC time resolution of 278 picoseconds. This is consistent with the settings of the 
mass spectrometer used in this study, which are fairly standard. The mass peak shown 
on the first plot has a total expected ion count of 1.5×106 over the entire peak, 
including other scans. The total expected ion count of the second peak is 3×106 but 
here σΩ is increased by a factor of 3 so that the ions are observed over a larger number 
of ticks meaning that the individual counts tend to be lower and, by the nature of the 
Poisson distribution, have a lower signal-to-noise ratio. 
 
For these simulations, Ω was taken to be Gaussian and Γ skew-normal [96], the latter 
having greater computational stability than other models, such as the exponentially 
modified Gaussian [97], which is important when maximising the likelihood, although 
the exact choice makes little difference for the purposes of these simulations. Three 
correction methods were employed: one with Γ and Ω unknown (Coates’ correction), 
one with only Ω known (the model also used in the likelihood ratio test for exact 
coelution), and one with both Γ and Ω known. For Coates’ correction, Np was set to 
914 in order to avoid the infinities that would inevitably be obtained otherwise. For 
the two other methods, the resulting likelihood functions were maximised using the 
Newton-based method described above. 
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Figure 5.4 - True (red) and observed (black) ion counts, along with the statistical 
corrections obtained when both the functional forms of the mass and 
chromatographic peaks are known (magenta), when only the mass peak is known 
(blue) and when no such prior information is available (green). The rate of ion 
arrivals of the peak on the bottom plot is twice that of the peak on the top plot, 
but partly due to the heavier tail of the former, the correction methods that do 
incorporate prior information nevertheless provide reasonable estimates. The 
peaks shown are representative examples of mass peaks near the modes of the 
chromatographic peaks. 
 
Despite the very heavy saturation, the correction methods that make use of prior 
knowledge provide sensible estimates for both simulations. As anticipated, Coates’ 
correction method performs well at the low-mass side of the peak, where a large 
number of pulses are valid, but poorly at the high-mass end, where most of these have 
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been closed. Clearly this problem is especially pronounced for the second simulation. 
The relatively long tail of the mass peak of the second simulation allows for the 
methods that incorporate knowledge of the peak shapes to sample it quite extensively 
over time-of-flight ticks in which many of the pulses remain valid and thereby 
provide decent estimates despite the overall high ion count. It is of course 
unsurprising that the model which assumes knowledge of both peak shapes would 
perform better than the other methods, as it can pool information from the other scans. 
However, the method for pooling together information from distinct scans that this 
correction procedure implicitly provides is an important and legitimate advantage. 
5.7 Future Applications 
As was demonstrated in the validation section, the expansion of the likelihood 
function may be used to model, and test for, phenomena such as exact coelution, 
through the likelihood ratio test.  Numerous other applications may be conceived of, 
but given the very general nature of the basic model, and the fact that it is only 
partially complete, a detailed discussion of all of these would be premature. However, 
we provide a brief outline of what we would regard as some of the most important 
potential applications of a more complete model, along with rough outlines for their 
use. Since the likelihood ratio test is asymptotic, care would in all cases have to be 
taken to ensure that the null distribution does approximate the predicted χ2 
distribution for all of these applications. 
5.7.1 Deconvolution  
An important practical problem in LC-MS concerns the scenario in which two or 
more compounds elute from the chromatographic column at roughly the same time 
and have very similar masses. If two compounds, R and S, are present, and it is 
assumed that there is no significant ionisation suppression or other interference, the 
resulting discretised rate function may be written 
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If Γ and Ω are known then this rate function may be used in equation 5.3, and all 
parameters of both S and R may be estimated by maximising the resulting likelihood 
function. It is trivial to generalise the procedure to three or more compounds. Of 
course, it is unlikely that the number of compounds, n, to be deconvoluted would be 
known in advance, but it might be estimated by applying the likelihood ratio test 
sequentially to the likelihood functions obtained for consecutive values of n. 
5.7.2 Isotopic abundance patterns  
A procedure very similar to the likelihood ratio test for exact coelution can be used to 
construct a test of hypothesis to determine whether the data derived from a given 
compound are consistent with a putative isotopic abundance pattern. We may use the 
same model used in the validation section, although a model in which Γ is known 
could also easily be designed.  
 
Rather than applying the likelihood ratio test to a molecular species and one of its 
fragments, it is applied to the lowest-mass isotopologue of a molecular species, M, 
and to the adjacent isotopologue, containing one additional neutron, M + 1. If it can be 
assumed that the chromatographic peaks, the ionisation propensity and various other 
Binomial factors of I are identical for the two isotoplogues then the ratio of the 
intensity factors can be written 
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where the final fraction is simply the natural abundance ratio of the isotopologues for 
the compound in question. This fraction can of course easily be calculated 
theoretically for a putative compound, and used as a constraint when fitting the basic 
model simultaneously to both M and M + 1.  
 
Applying the likelihood ratio test to this constrained model and to the one obtained by 
fitting the basic model to the two isotopologues independently, should yield X2 
statistics that are distributed according to the χ21-distribution for individual scans and 
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the χ2N-distribution for the full data-set. A p-value can then be obtained to indicate 
whether the data are consistent with a putative theoretical isotopic abundance pattern. 
Again, the procedure can easily be generalised to accommodate three or more 
isotopologues.  
 
It is quite conceivable that this procedure could be generalised to account for the 
overlapping tails of the mass peaks. This would be particularly straightforward if 
these can be described via a simple superposition of the individual mass peaks. Such a 
procedure would in fact resolve the difficulties encountered in Chapter 4 and could 
thus allow for significantly improved estimates of isotopic abundance patterns, as 
there would be few remaining constraints on the amount of data that could be pooled. 
However, the basic model cannot be used for this task, as it is clear that the time-of-
flight range over which the model would have to be applied would far exceed the 
duration of the dead time. Consequently, a more careful method of accounting for 
how many pulses are valid at a given tick would have to be developed. 
5.7.3 Fine structure isotopic abundance patterns 
More ambitiously, if the mass- and TDC time resolution of TOF mass spectrometers 
were improved, inferences might be made regarding fine structure isotopic abundance 
patterns. Since the mass of the +1 isotopologue will vary slightly depending on which 
element the additional neutron is associated with, all observed isotopologues, aside 
from the lowest-mass one will be mixtures of these species. Fine structure isotopic 
abundance patterns have been observed for FTICR mass spectrometers [98], but 
currently cannot be properly resolved for standard commercial TOF mass 
spectrometers, due to their more limited mass resolution. 
  
However, if Ω were known, a model similar to the one used for deconvolution, but 
with the constraint that all Γ’s are identical, could be fitted to such a mixture to obtain 
estimates of the fine-structure abundances. As part of this study, attempts were made 
at fitting such a model to a +1 isotopolgue comprised of C, H and O, however, owing 
to the limited mass- and TDC time resolution of the mass spectrometer used, a 
meaningful result could not be obtained. While a better mass resolution (i.e. a lower 
value of σΩ) would certainly be helpful to this approach, it is not inconceivable that 
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improvements in the TDC time resolution alone might enable reasonable estimates if 
data were pooled together from a large number of chromatographic peaks. Today, 
TDC-based TOF mass spectrometers are available that have a time resolution roughly 
ten times higher than the one used in this study [99] and while our ignorance of Ω 
would remain a severe impediment to the use of this approach, it is a line of research 
that could yield interesting results. 
5.7.4 Test of hypothesis for mass 
The errors associated with the mass estimates produced by current high-throughput 
mass spectrometers are not very well understood. They are typically quantified with 
descriptive statistics such as the root mean square error, and under varying conditions, 
such as distinct mass ranges and ion intensities. Aside from issues of reproducibility, 
these measures are not very satisfactory, as they do not provide statistically rigorous 
arguments for determining whether or not the theoretical mass of a putative 
compound is consistent with the observed time-of-flight. A test of hypothesis for 
mass, analogous to the test of hypothesis for isotope patterns outlined above, would 
address this problem.  
 
If the standard equation relating time-of-flight to mass applied exactly, that is if 
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it would in principle be straightforward to construct a likelihood ratio test in which the 
unconstrained model involves estimating µΩ while the constrained model has the µΩ 
specified in advance according to the theoretical mass of a putative compound. 
However, the true relationship between time-of-flight and mass is far more 
complicated and involves numerous additional parameters to those listed above [66]. 
Furthermore, since U and d are known only to a rather limited degree of accuracy due 
to nuisance effects such as temperature fluctuations [14], frequent calibration is 
needed.  
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It is conceivable that a model could be constructed which accommodates for further 
terms in the time-of-flight equation and for internal calibration by expanding the 
likelihood function accordingly, but its development would undoubtedly be a highly 
ambitious task. Even so, it is difficult to understate the potential utility of such a 
procedure, as it could essentially resolve the longstanding problem of quantifying the 
uncertainty of mass estimates. In addition, it could enable significantly improved 
mass estimates since we could very likely pool together measurements across scans 
(and derivatives) as was done for isotopic abundance patterns in Chapter 4. 
5.8 Discussion 
This chapter has attempted to establish the core formalism required to conduct a 
rigorous statistical analysis of LC-TOFMS data for mass spectrometers employing 
TDCs. Although demanding simplifying assumptions were made in formulating the 
basic model, the X2 statistics obtained from its application to related fragment pairs 
through the likelihood ratio test conform closely to the predicted distribution so long 
as the ion count is not too high. The basic model’s rather high level of detail does not 
appear to be unwarranted since the fit of the corresponding statistics obtained for the 
more parsimonious pure Poisson model of continuum data deteriorates much faster. 
 
While the basic model can in fact already be applied usefully to LC-TOFMS data, it is 
clear that its uses would be greatly expanded if the functional forms of the mass and 
chromatographic peaks were known, including any dependence they might have on 
the overall ion count. Not only would this allow us to address a potentially very wide 
range of data analytical problems in a statistically rigorous manner, but it could enable 
significant improvements in mass and isotopic abundance estimates through the 
pooling of measurements across distinct scans.  
 
However, even if the shapes of the mass and chromatographic peaks were fully 
understood, the basic model would not be applicable to large mass peaks owing to the 
model’s assumption that pulses that are closed remain so over the “duration” of a 
mass peak. We might, as in previous chapters, restrict ourselves to working with 
heavier isotopolgues or with the tails of chromatographic peaks, but this entails the 
loss of potentially valuable information. Any model aiming to describe mass peaks of 
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arbitrary sizes will have to relax the assumption that closed pulses always remain so, 
which in turn necessitates careful accounting of how many pulses are valid at a given 
tick of the TDC and that is the topic of the following chapter. 
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6 Detailed modelling of dead time effects 
While Coates’ correction is not a rigorous algorithm, it has one important advantage 
over the basic model in that it attempts to account for the possibility that a pulse that 
is closed by an incoming ion may reopen over the course of a mass peak. The fact that 
the basic model doesn’t consider this scenario is likely a key reason why it breaks 
down at high counts when mass peaks are sufficiently wide that they may exceed the 
dead time. In this chapter, we take a strongly theoretical approach. We generalise the 
basic model to accommodate for the possibility that pulses reopen. 
 
The models presented in this chapter are considerably more complicated than the ones 
previously encountered and their mathematical formulation requires some thought and 
effort. In addition the task of obtaining maximum likelihood estimates is much more 
challenging as the models contain a large number of unobserved, discrete-valued 
parameters. For this reason the Newton-type algorithm described in the previous 
chapter is not capable of maximising the likelihood function. Instead, a method for 
doing so by means of the Expectation-Maximisation (EM) algorithm [100] will be 
presented. 
 
The model initially developed will make the exact same assumptions made by Coates’ 
correction, namely that pulses are i.i.d., that incoming ions arrive in middle of a tick, 
and that the dead time is constant and lasts for an integer number of ticks. While these 
assumptions are somewhat demanding, they are also made by a correction method 
proposed in a Waters patent application [48], which is taken as evidence that they are 
not entirely unwarranted. Nevertheless, this model is not sufficiently accurate that we 
can use it to extend the range of ion counts over which we can construct rigorous 
statistical tests, and it is clear that a more complete treatment would rely on a weaker 
set of assumptions. 
 
To illustrate the plausibility of such an approach, we extend the model further to 
describe the scenario where ions may arrive at any point throughout the tick of the 
TDC clock. However, as will be explained, the detailed characteristics of the detector 
system do not yet appear to be sufficiently well understood that we can extend the 
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model to the scenario where the dead time can be of variable duration. This is 
undoubtedly an important constraint, but it is one that can only be overcome through 
careful investigations of the behaviour of the various components of the detector 
system and that is a task that goes beyond the scope of this thesis. 
6.1 Completing the Coatesian model 
For simplicity, we will in the following change our time scale to match the units of 
the TDC clock so that we can refer to the time period corresponding to the ith tick by 
writing t = i. We will begin by describing a single mass peak and introduce the 
chromatographic dimension later. 
 
On removing the assumption that the dead time always exceeds the width of the mass 
peak, it becomes necessary to carefully account for how many of the Np pulses are 
valid at a given tick. We recall that the dead time lasts D ticks and that it is 
“extending” so that if a pulse has been closed by an incoming ion and it is struck by 
an additional ion prior to recovering, its period of dead time will be extended by a 
further D ticks. It is clear that the number of valid pulses at time t = i may be split into 
three components: 
 
• The number of valid pulses at t = i - 1 (Vi-1) 
• The number of pulses closed at t = i - 1 (ki-1) 
• The number of closed pulses that recovered just prior to t = i (Ri-D) 
 
That is, 
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The third term may be written 
 
R
i!D
= the total number of pulses that have been scheduled to open at t  = i[ ]
 ! the number of these that had their dead time further extended prior to t  = i[ ]
= the number of pulses closed or  extended at t  = i ! D[ ]
 ! the number of these that had their dead time further extended prior to t  = i[ ]
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In order to work with these quantities it is helpful to define a “closure matrix”, C, 
which describes the unobserved events of the system, namely the extension of the 
dead time of closed pulses by incoming ions. Define the entry at the ith row and jth 
column (Ci,j) to be the number of pulses, closed or extended at j, that were further 
extended at i. For convenience, we may in addition write the ki on the diagonal of the 
closure matrix, since there is no need for the Ci,j of the diagonal when all ions are 
assumed to arrive exactly in the middle of the ticks. Below is shown the form of the 
matrix with D = 4, and a total of seven ticks, that is M = 7: 
 
k1 0 0 0 0 0 0 
C2,1 k2 0 0 0 0 0 
C3,1 C3,2 k3 0 0 0 0 
C4,1 C4,2 C4,3 k4 0 0 0 
0 C5,2 C5,3 C5,4 k5 0 0 
0 0 C6,3 C6,4 C6,5 k6 0 
0 0 0 C7,4 C7,5 C7,6 k7 
 
Suppose we wish to evaluate the number of pulses that were either closed or extended 
at t = 3 and then extended at t = 5, namely C5,3 (highlighted in blue). We first need to 
add up all of the pulses closed or extended at t = 3 (highlighted in green). Next, 
subtract from this number all of the pulses closed or extended at t = 3 that were 
further extended at t = 4 (red). We now know exactly how many of the pulses closed 
or extended at t = 3 were left undisturbed by incoming ions until the start of t = 5. Let 
ρ5 be the probability that a given one of these pulses is struck by at least one ion in the 
5th tick, i.e. the familiar Binomial probability defined in equation 5.2. We can then 
finally obtain C5,3 through the random variable Bin[C3,1 + C3,2 + k3 - C4,3 , ρ5]. 
 
The ith row of the closure matrix lists all of the pulses that were closed (ki) or 
extended (Ci,i-D+1,…,Ci,i-1) at time t = i. Below the diagonal, the ith column lists the 
times at which pulses, closed or extended at t = i, are further extended. Thus, more 
generally, for all meaningful values of i and j we have 
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Ci, j ! ~ Bin kj + Cj ,k
k= j"D+1
j"1
# " Ck , j
k= j+1
i"1
#
$
%&
'
()
 ,  *i
+
,
-
-
.
/
0
0
,  
 
where φ denotes the values of all other Ci,j and kj in the expression. 
 
Those pulses that are not further extended, but recover (the Ri), can be expressed as 
the sum of the ith row, minus the sum of the ith column below the diagonal: 
 
R
i
= k
i
+ C
i,k
k= i!D+1
i!1
" ! Ck ,i
k= i+1
i+D!1
"  
 
It can also be useful to write the Ri in their respective columns of the closure matrix: 
 
k1 0 0 0 0 0 0 
C2,1 k2 0 0 0 0 0 
C3,1 C3,2 k3 0 0 0 0 
C4,1 C4,2 C4,3 k4 0 0 0 
R1 C5,2 C5,3 C5,4 k5 0 0 
0 R2 C6,3 C6,4 C6,5 k6 0 
0 0 R3 C7,4 C7,5 C7,6 k7 
 
Going back to the expression for Vi: 
 
     V
i
= V
i!1
! k
i!1
+ R
i!D
 
 
we see that, by iteratively rewriting Vi in terms of Vi-1, ki-1 and Ri-D, we obtain 
 
Vi = Np ! kjj=1
i!1
" + Rjj=1
i!D
" .  
 
or to put it more plainly, the number of valid pulses at the ith tick is equal to the total 
number of pulses, minus all of the valid pulses that have been closed at any point so 
far, plus all of the closed pulses that have recovered, at any point so far. 
 116 
 
In evaluating the last sum it is helpful to consider R1 + R2 + R3: 
 
k1 0 0 0 0 0 0 
C2,1 k2 0 0 0 0 0 
C3,1 C3,2 k3 0 0 0 0 
C4,1 C4,2 C4,3 k4 0 0 0 
R1 C5,2 C5,3 C5,4 k5 0 0 
0 R2 C6,3 C6,4 C6,5 k6 0 
0 0 R3 C7,4 C7,5 C7,6 k7 
 
where we note that six terms cancel out (±C2,1, ±C3,1 and ±C3,2). In general we see that 
most Ci,j will cancel out when evaluating this sum so that: 
 
Rjj=1
i!D
" = kjj=1
i!D
" ! Ck , jk= i!D+1
D!1+ j
"j= i!2D+2
i!D
"  
 
and therefore  
 
Vi = Np ! kjj= i!D+1
i!1
" ! Ck , jk= i!D+1
D!1+ j
"j= i!2D+2
i!D
"  
 
Recall that for the basic model, the distribution of a given ki was given by 
 
P ki( ) =
Vi
ki
!
"
##
$
%
&&
'i
ki 1( 'i( )
Vj ( ki  
 
We will in fact continue to work with this distribution, but will now use our new 
expression for Vi, which gives us 
 
P ki !,"i( ) =
Np # kjj= i#D+1
i#1
Â # Ck , jk= i#D+1
D#1+ j$j= i#2D+2
i#D$
ki
%
&
'
'
(
)
*
*
"i
ki 1# "i( )
Np # k j
j=i#D+1
i$ # Ck , jk=i#D+1
D#1+ j$j=i#2D+2
i#D$
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Both the ki and the Ci,j depend on the values of prior entries of C, but we can write out 
the joint distribution of all of these entries by simply taking the product of their 
probability distributions4 
 
P k,C |!( ) =
Np " kjj= i"D+1
i"1# " Ck , jk= i"D+1
D"1+ j#j= i"2D+2
i"D#
ki
$
%
&
&
'
(
)
)
*i
ki 1" *i( )
Np " k j
j=i"D+1
i# " Ck , jk=i"D+1
D"1+ j#j=i"2D+2
i"D#
+
,
-
.-
/
0
-
1-
i=1
M
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kj + Cj ,kk= j"D+1
j"1# " Ck , jk= j+1
i"1#
Ci, j
$
%
&
&
'
(
)
)
*i
Ci , j 1" *i( )
k j + Cj ,k
k= j"D+1
j"1# " Ck , jk= j+1
i#
+
,
-
.
-
/
0
-
1
-j= i"D+1
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2
i=2
M
2
 
where θ  denotes all parameters required to specify the rate function, that is, the total 
rate of ion arrivals and the parameters required to define the chromatographic and 
mass peak shapes. To write this more concisely we define a “cumulative closure 
matrix”, C, whose entries are defined as 
 
 
! i, j = kj + Cj ,k
k= j!D+1
j!1
" ! Ck , j
k= j+1
i
"  
 
so that Ci,j denotes the sample size of the Binomial distribution from which Ci+1,j is 
drawn. Note that Ri = Ci+D-1,i. Our probability distribution can then be expressed much 
more simply as 
 
 
P k,C |!( ) =
Vi
ki
"
#
$$
%
&
''
(i
ki 1) (i( )
Vi ) ki
*
+
,
-,
.
/
,
0,i=1
M
1
! i)1, j
Ci, j
"
#
$
$
%
&
'
'
(i
Ci , j 1) (i( )
! i , j
*
+
,
-,
.
/
,
0,j= i)D+1
i)1
1
i=2
M
1
  
 
And since scans are taken to be independent, it is straightforward to generalise the 
model to describe N scans: 
                                                
4 k is strictly speaking included in C, but we nevertheless write P(k,C) for clarity. 
Any Ci,j for which the indices are non-positive may be left out in the following. 
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where C is now regarded as a three-dimensional array. 
 
Of course, the distribution that we are primarily interested in is not P(k,C|θ) but rather 
P(k|θ), and by the law of total probability this can expressed as 
 
 
P k( ) = P k,C( )!  
 
where the sum goes over all possible permutations of the closure matrix. But given 
the large number of possible permutations, this expression is far too complex to be of 
much practical use. Fortunately it is possible to use P(k,C|θ) to obtain maximum 
likelihood estimates for P(k|θ). 
6.2 Maximum likelihood estimates for the Coatesian model 
We may interpret the expression for P(k,C|θ) as its likelihood function 
 
 
                        L ! | k,C( ) =
V
h,i
k
h,i
"
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h,i
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h ,i 1) (
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h ,i
) k
h ,i
*
+
,
-,
.
/
,
0,
i=1
M
1
!
h,i)1, j
C
h,i, j
"
#
$
$
%
&
'
'
(
h,i
C
h ,i , j 1) (
h,i( )
!
h ,i , j
*
+
,
-,
.
/
,
0,
j= i)D+1
i)1
1
i=2
M
1
*
+
,
,
,
-
,
,
,
.
/
,
,
,
0
,
,
,
h=1
N
1  
 
where θ  denotes the parameters to be estimated and 
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!
h,i, j
= k
h, j
+ C
h, j ,k
k= j!D+1
j!1
" ! Ch,k , j
k= j+1
i
"
V
h,i
= N
p
! k
jj= i!D+1
i!1
" ! Ck , jk= i!D+1
D!1+ j
"j= i!2 D+2
i!D
"
#
h,i
= 1! e
!$
h ,i
N
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If the Ci,j were known, then finding the maximum likelihood estimates would not be 
difficult. In the case where Γ and Ω are known we would be able to apply the same 
Newton-based optimisation method used in the previous chapter. If they are not, and 
all of the ρh,i have to be estimated independently, it turns out that, as was the case with 
the basic model, there is an analytical expression for the maximum likelihood 
estimator which turns out to be quite simple and intuitive: 
 
 !ˆh,i =
kh,i + Ch,i, j
j= i"D+1
i"1
#
Np
 (6.1) 
 
This can then be related to Λh,i by the usual mapping. The derivation is given in 
Appendix A. However, since we cannot observe the Ch,i,j , and since we do not have 
the computational resources to calculate the desired likelihood function, L(θ|k) 
directly, a rather more complicated method must be used to obtain the maximum 
likelihood estimates. 
6.2.1 The EM algorithm 
A method that is often used when discrete unobserved variables are required to write 
the likelihood in a simple form is the EM algorithm. The algorithm is applied 
iteratively and in this case would entail the following two steps 
 
Expectation: calculate 
 
C
i
= E C |! i ,k"#
$
% , where θ  
i is the parameter estimate at the ith 
iteration. 
 
Maximisation: let 
 
!
i+1
= arg
!
max L ! | Ci( )  
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If these two steps are applied until convergence, θ  i will reach a local maximum or 
saddle point [100]. For this particular system the maximisation step can either be 
tackled through the Newton-based method discussed earlier if Γ and Ω are known, or 
simply by means of equation 6.1 if they are not. However, calculating the expectation 
is considerably more challenging, since a simple analytical expression has not been 
found. Note that it would be trivial to calculate E[C,k|θ] as this only involves 
standard, well defined Binomial distributions, but E[C|k,θ] is a much more 
complicated quantity. 
 
The exact value of the expectation is given by  
 
 
E C |! i ,k"# $% = P C | k,!
i( )C&  
 
where, again, the sum goes over all possible permutations of C that are consistent 
with the observed diagonal k. In principle, this sum could be evaluated exactly since it 
is straightforward to calculate the value of any given P(k,C|θ). However, except for 
very small systems, the number of permutations to go through would be prohibitively 
large. 
6.2.2 Rejection sampling for the Coatesian model 
Monte Carlo simulations can provide a satisfactory approximation to the required 
expectation. If we can draw a reasonable number of samples from C|θ  i,k we can 
average them to obtain an approximation to E[C|θ  i,k]. This approach is referred to as 
the Monte Carlo Expectation-Maximisation (MCEM) algorithm and it is not original 
[101]. Note that since the various scans are independent, we need only find a method 
for sampling from the 2-dimensional closure matrix and apply it to each of the scans 
in turn. A Markov Chain Monte Carlo sampler [102] was investigated, but the burn-in 
period (the period of time required for it to converge to the target distribution) was 
found to be far too long for the approach to be practical. Instead a form of rejection 
sampling [103] was used.  
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Suppose we wish to draw samples from a given probability distribution, f(x|θ), 
referred to as the “target distribution”. If we can draw samples from a “proxy 
distribution”, g(x|θ), such that  
 
Hg x |!( ) " f x |!( )   #x  
 
where H is a constant, then we can sample from f(x|θ) by the following procedure: 
 
1. Draw a sample, v, from g(x|θ) 
2. Draw a sample, u, from U[0, Hg(v|θ)] (the uniform distribution) 
3. If u < f(v|θ) we accept v 
4. If not, we reject it and start again 
 
Our expression for the target distribution, f(x|θ), does not have to be properly 
normalised in order for this approach to be valid. So long as f(x|θ) can be evaluated 
everywhere up to a fixed constant of proportionality, for which the above inequality 
holds, the procedure will produce random samples for the proper target distribution. 
 
For the Coatesian system, our target distribution is P(C |θ ,k), but since 
 
 
P C | k,!( ) =
P C,k |!( )
P k |!( )
 
 
we see that the much simpler distribution, P(C,k|θ), is proportional to our target 
distribution and we may therefore use it for the rejection sampling. 
 
We will use the proxy distribution 
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where the diagonal of C is fixed to k, regardless of whether this is consistent with the 
corresponding Vi (the sample will always be rejected if it isn’t). We choose this 
distribution because of its similarity to P(C|k,θ) and its relatively simple Binomial 
nature, which reduces the computational cost of sampling from it. 
 
We now require a constant H, such that  
 
 
H !
P C,k |"( )
Q C | k,"( )
   
for all possible C. Clearly 
 
 
P C,k |!( )
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V
i
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i
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Ideally we would let H equal the global maximum of this expression, as that would 
result in the highest possible acceptance rate. Finding this maximum without 
enumerating every possible C is not an easy task however, so we will restrict 
ourselves to finding an upper bound for it. 
 
Since we know the Vi for the first D bins (before the dead time which started at the 
first tick ends), we need only maximise the product 
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We may find our upper bound by choosing the Vi that maximise each of the terms in 
the above product, with only limited consideration for their consistency with the ki.  
 
We know that Vi ≥ ki and that Vi ≥ Vi-1 - ki-1 which establishes the lower bound, and 
that Vi ≤ Np and Vi ≤ Vi-1 + ki-D which establishes the upper bound. 
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We have 
 
V
D+1
! max k
D+1
,V
D
" k
D( ),min N p ,VD + k1( )#$ %&
V
D+2
! max k
D+2
,min V
D+1( ) " kD+1( ),min N p ,max VD+1( ) + k2( )#$ %&
!
V
D+ i
! max k
D+ i
,min(V
D+ i"1
) " k
D+ i"1( ),min N p ,max VD+ i"1( ) + ki( )#$ %&
 
 
and we may simply choose the Vi that maximise the binomial product, subject to the 
above constraints. It is very likely that a tighter bound could be found, but since high 
efficiency will not be essential until the algorithm is applied to large data-sets, this 
task will be not be considered further here. 
 
The above simulation technique was validated by applying it to the system which has 
k = (4 2 3 3)T, ρ = (0.5 0.5 0.5 0.5)T and D = 2, and which is sufficiently simple that 
the theoretical mean of C2,1 can be calculated without too much difficulty. While this 
system is very small, it requires all of the features of the full Coatesian model and it is 
highly unlikely that the cumulative mean of the simulated values would converge to 
the theoretical mean if the simulation procedure were not valid generally. The result is 
shown on Figure 6.1 below.  
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Figure 6.1 – Validation of the rejection-sampling algorithm described above. 
Samples are generated from C2,1 for the system with k = (4 2 3 3)T, ρ  = (0.5 0.5 
0.5 0.5)T, D = 2 and the empirical mean is calculated as a function of sample size. 
The theoretical mean is also indicated. 
 
Clearly, the mean of the simulated samples appears to be consistent with the 
theoretical value, and as a result all the steps required for the MCEM algorithm to be 
applied are established.  
6.3 A generalised model for arbitrarily timed ion arrivals 
As mentioned earlier, the assumptions required for the Coatesian model are very 
demanding. One could imagine a detector system for which the distribution of the 
dead time has sufficiently low variance that it might be considered roughly constant 
and whose mean value corresponds to an integer number of ticks. However, it is 
difficult to conceive of a system for which the assumption that ions always arrive at 
the centre of a tick can be justified. 
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If it is assumed that ions can arrive at any point in a tick, we must account for the 
possibility that a pulse closed at tick i - D, is reopened during the course of tick i, 
prior to it being struck by another ion in that same tick. Since the probability of such 
an event taking place depends on the shape of the rate function at both the i - Dth and 
ith ticks, it must be modelled rather differently to those recorded ion counts that result 
from an ion striking the detector in a pulse that is valid throughout the ith tick. In the 
following we must regard the observed ion count at the ith tick (ki) as the sum of those 
pulses closed in the latter, conventional fashion (wi) and of those pulses closed in the 
former fashion (fi), that is ki = wi + fi.  
 
The probability distribution of the recorded ion counts derived from the conventional 
legitimate pulses will remain essentially unchanged as 
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The closure matrix will also be modified slightly. The diagonal will be set to w rather 
than k in order to avoid double-counting when calculating the entries of the 
cumulative closure matrix. Furthermore the number of non-zero entries below the 
diagonal will be increased by one for each column, from D - 1 to D. This is to account 
for the pulses that were closed in the i - Dth tick and closed again at the ith tick, either 
before or after they had reopened. If it was after, then the ion would be observed, and 
so this event would count towards fi. In fact the probability distribution of f can be 
written as 
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where the Ci+D,i are the newly added entries to the closure matrix. The qi are defined 
as follows: 
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qi = P
the time from the last ion arrival in [ti!D!1,ti!D ] to the first in [ti!1,ti ] is greater than D
at least one ion arrival in both [ti!D!1,ti!D ] and [ti!1,ti ]
"
#$
%
&'
 
If λ(t) is the rate function for a single pulse in the time-of-flight dimension, it can be 
shown that 
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where ε indicates the length of one tick. The derivation is given in Appendix B. A 
closed form solution to the above integral has not been found and so it must be 
evaluated numerically at present. Note that working with this generalised model is 
rather more difficult than before if Ω is not known, as we must then estimate all of the 
qi in addition to the ρi. 
 
The full likelihood of this new generalised system can then be written5 
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The closure matrices for the Coatesian and the generalised models are shown on 
Table 6.1 below. 
 
                                                
5 It would suffice to write L(f,C|θ) rather than L(w,f,C|θ) as w is given by the 
diagonal of C, however it will be written explicitly here and in the following for the 
sake of clarity. 
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k1 0 0 0 0 0 0  w1 0 0 0 0 0 0 
C2,1 k2 0 0 0 0 0  C2,1 w2 0 0 0 0 0 
C3,1 C3,2 k3 0 0 0 0  C3,1 C3,2 w3 0 0 0 0 
C4,1 C4,2 C4,3 k4 0 0 0  C4,1 C4,2 C4,3 w4 0 0 0 
0 C5,2 C5,3 C5,4 k5 0 0  C5,1 C5,2 C5,3 C5,4 w5 0 0 
0 0 C6,3 C6,4 C6,5 k6 0  0 C6,2 C6,3 C6,4 C6,5 w6 0 
0 0 0 C7,4  C7,5 C7,6 k7  0 0 C7,3 C7,4  C7,5 C7,6 w7 
Table 6.1 - Comparison of the closure matrix for M = 7, D = 4, for the Coatesian 
model (left) and the generalised one (right). The entries highlighted in green, 
indicate the binomial trials that will, with probabilities q5, q6, and q7 result in ion 
counts being observed and which are required only for the generalised model. 
6.4 Maximum likelihood estimates for the generalised model 
As with the Coatesian system, the MCEM algorithm can be used to find the maximum 
likelihood estimates, and as before, the main difficulty lies in estimating the 
conditional expectation through rejection sampling.  
6.4.1 Rejection sampling for the generalised model 
Our target distribution is  
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We will use the proxy distribution 
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where the diagonal of C is fixed to w = k - f, regardless of whether this is consistent 
with the corresponding Vi. If the simulation results in an fi > ki, then it is rejected as 
this would otherwise result in negative wi. As before, the main reason for choosing 
this proxy distribution is its simple nature and its similarity to the target distribution. 
 
We have 
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and as before we must find an upper bound for this expression. For the generalised 
system, we know the Vi for the first D + 1 rather than D bins, so that in order to find 
our upper bound, H, we need to maximise the product 
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This task is rather more difficult for the generalised system as we know neither wi nor 
Vi exactly. Of course we can fix wi to the mode of the binomial distribution which is 
floor(piVi). Vi may be set to the lowest feasible value for each binomial, which 
maximises the above product. Again, though it is very likely that a tighter bound 
might be found, that task will be not be addressed further here. 
 
As for the Coatesian system, the rejection-sampler was validated by comparing the 
empirical mean of the simulated samples with the theoretical mean of C2,1, in this case 
for the system with k = (4 2 3 3)T, ρ  = (0.5 0.5 0.5 0.5)T, q = (0 0 0.1 0.1)T, D = 2. 
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Again, though the system is very simple, it includes all of the features of the 
generalised model. The results are shown on Figure 6.2 below. Since the cumulative 
mean appears to converge to the theoretical value, the sampling procedure is very 
likely valid and we can apply the MCEM algorithm essentially as before.  
 
Figure 6.2 - Validation of the rejection-sampling algorithm as described above. 
Samples are generated from the variable C2,1 for the system which has the 
parameters k = (4 2 3 3)T, ρ = (0.5 0.5 0.5 05)T, q = (0 0 0.1 0.1)T, D = 2 and the 
empirical mean is calculated as a function of sample size. The theoretical mean is 
also indicated. 
6.4.2 Practical implementation issues 
It has been found that the acceptance rate of the sampler is often higher if θ  i is close 
to θ. If the two are very far apart, the acceptance rate may be so low that it takes a 
long time to generate even a single sample. If this is the case and if Γ is known, it may 
be sensible to exclude from the likelihood those scans that are close to the mean of the 
peak and which are therefore more distorted by saturation effects. The version of the 
algorithm that was implemented would generate up to 100000 samples from the proxy 
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distribution for each scan, and if none were accepted the scan was excluded from the 
likelihood for that iteration of the EM algorithm. 
 
The algorithm may also be sped up by initially disregarding the last M - D ticks, so 
that none of the pulses have time to reopen in the data-set used. We can then obtain an 
initial and often quite good estimate of θ by applying the basic model from the 
previous chapter. It is in fact also possible to use the EM algorithm to maximise the 
likelihood of the basic model. When this is done, the expectation step of the EM 
algorithm is extremely simple as we have, for all h,i,j: 
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Thus, there is no need to apply the computationally demanding Monte Carlo 
simulations.  
6.5 Applying the generalised model 
While the generalised model contains features, such as the closure matrix, which 
would very likely have to be included in a truly comprehensive model of the TOFMS 
TDC data, it is not sufficiently detailed that it can extend the ion count range over 
which we can construct statistical tests for real experimental data. In part this is 
because the assumption of Gaussian mass peaks breaks down at high counts, but even 
if the true functional form of the peaks were known, the assumption of constant dead 
time would severely limit the model’s applicability. It nevertheless constitutes an 
important conceptual improvement over the basic model, and as will now be 
illustrated with simulated data, it can also provide better parameter estimates than that 
model when the assumptions on which it relies are met. 
 
Given the already high degree of complexity of the model, a Gaussian shape was used 
for the simulated chromatographic peaks, rather than a skew-normal or exponentially 
modified Gaussian. This is not a major restriction since we are not aiming for 
complete realism with this model and chromatographic peaks can in any case be 
Gaussian under certain conditions. 
 
 131 
For these simulations Np was set to 1440, the duration of a tick of the TDC clock to 
278 picoseconds, the dead time to 18 ticks and a total 21 ticks were included in the 
analysis, for each of the 30 scans. The parameters of the mass peaks, referred to as µx 
and σx below were set to 50 and 1 respectively and the parameters of the 
chromatographic peak, µy and σy were set to 100 and 0.5. The mean ion count over the 
entire peak, I, was set to 10000. As with the simulations carried out in Chapter 5 these 
parameters are representative of real data. 
 
The θ  i/θ , are plotted on Figure 6.3 and Figure 6.4 below, so that convergence to 1 
would indicate convergence to the true values. Also indicated are the maximum 
likelihood estimates that would be obtained if the true entries of C were known. The 
degree of convergence to these estimates is perhaps more telling, as it would be 
unrealistic to expect any estimator based solely on k to perform better. The θ  i are 
plotted for 100 iterations of the deterministic EM-algorithm applied only to the first D 
data-points, followed by 100 iterations of the MCEM algorithm applied to the full 
system. Thus the estimates obtained for i =100 indicate the result we obtain by 
applying the basic model from the previous chapter. 
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Figure 6.3 – Estimates of the entries of θ relative to their true value for the first 
100 iteration of the deterministic EM algorithm (the basic model) followed by 
100 iterations of the MCEM algorithm (the generalised model). Convergence to 1 
would indicate convergence to the true θ, but the degree of convergence to the 
maximum likelihood estimates that would be obtained if the true C was known is 
arguably more relevant. These estimates are indicated by the short horizontal 
bars on the right-hand side of the figure. 
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Figure 6.4 – As above, but focusing on the means of the mass and 
chromatographic peaks. While the estimate of µy (the mean of the 
chromatographic peak) strictly speaking deteriorates when the MCEM 
algorithm is applied, it moves closer to the estimates that would be obtained if C 
were known. 
 
For all parameters we see some improvement in convergence towards  !ˆ
MLE | C  when 
the MCEM algorithm is applied. In general the degree of improvement obtained will 
vary depending on the parameters of the system and is likely to be greatest when the 
dead time is short relative to the width of the mass peak. In practice the decision of 
whether or not to apply a method as computationally demanding as the MCEM 
algorithm would likely depend on the quality of the estimates required and the 
computing power available. 
6.6 Discussion 
The generalised model presented in this chapter accounts for the possibility that a 
pulse that is closed by an incoming ion may reopen over the course of a single mass 
peak, and it does so in a manner that is more rigorous than the method proposed by 
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Coates. However, the generalised model is not sufficiently detailed that it can extend 
the ion count range over which we can address standard analytical problems through 
the likelihood ratio test, as was proposed in the previous chapter.  
 
The model’s primary shortcoming is that for real detector systems the dead time is not 
constant, but rather can be of somewhat variable duration. Based on communications 
with engineers from several different mass spectrometry manufacturers, it appears 
that the distribution of the dead time is not known beyond basic qualitative features. It 
is not sufficient to model it by means of an arbitrary distribution as was done for mass 
and chromatographic peaks in the previous chapter, since this distribution might be 
altered somewhat if a pulse, which is already closed, is struck by an additional ion. 
We might attempt to construct a model for which the distribution of the dead time 
depends in some manner on the time elapsed since each of the previous ion arrivals, 
but it is arguably premature to attempt to model such a high level of detail without a 
better understanding of the system. 
 
But while it is clear that the generalised model is incomplete, it does establish the 
basic framework from which further aspects of the system such as the variable dead 
time can be modelled. For example, it is very likely that the closure matrix would be 
used in such a model, although the Ci,j would have to be extended to the entire lower 
triangle to accommodate for the possibility of the dead time terminating in other ticks. 
Similarly the concept of the qi would be required in much the same way as described 
above to account for closed pulses being struck by further ions in the same tick in 
which their dead time terminates. If a complete model were developed it could be 
used to construct likelihood ratio tests in scenarios where the basic model breaks 
down. This would be extremely valuable if the applications discussed in section 5.7 
were available, though these would of course also require knowledge of the shapes of 
mass peaks and preferably also of chromatographic peaks. 
 
The very heavy computational demands of the generalised model also pose a severe 
problem. Given the size of LC-TOFMS data-sets, it is clearly not realistic to apply 
such a complex model to the entire data-set. However it is conceivable that a less 
rigorous but faster technique might be applied to identify regions of the data that are 
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of high interest to the researcher, at which point the more rigorous but 
computationally demanding algorithms could be used. 
 
This chapter also illustrates how a seemingly minor relaxation in the assumptions 
required by the basic model necessitates a vastly more mathematically and 
computationally demanding treatment. That being the case, it is arguable that, if 
indeed we are to aim for a statistically rigorous analysis of LC-TOFMS data, the 
detector systems of future mass spectrometers might have to be more consciously 
designed to accommodate the statistical analysis of the output data. One might even 
argue that counter to intuition, a detector system with a longer dead time might be 
desirable if it would broaden the applicability of the basic model, as this would make 
it easier for the analyst to appeal to statistically meaningful arguments when seeking 
to draw inferences regarding the data. 
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7 Conclusion 
7.1 Summary 
An investigation was undertaken of the detailed workings of LC-TOFMS in order to 
evaluate the prospects for adopting a rigorous approach to the analysis of the output 
data. A “rigorous approach” is one wherein, ideally, all the aspects of the data 
generation process that are relevant to the eventual analysis are understood and 
accounted for and it should be contrasted with the “heuristic approach”, which 
provides intuitive but poorly understood rules of thumb to data analysis. A second aim 
was to develop specific data analytical techniques based on the rigorous approach, 
with particular emphasis on methods that facilitate the identification of unknown 
metabolites in complex mixtures. Focus was placed on TOF mass spectrometers 
employing TDCs as part of their detector systems. 
 
It was found that if the rate of ion arrivals at the detector plate is relatively low, the 
ion counts could be described as approximately Poissonian in nature, with this 
approximation being best for low or moderate ion counts. Using a Poisson model, a 
“coelution test” for identifying parent-fragment pairs based on the similarity of their 
chromatographic peak shapes was constructed. The same model was used to construct 
a test of hypothesis to determine whether the theoretical isotopic abundance pattern of 
a candidate formula could realistically have produced the observed abundance pattern. 
A method was proposed for increasing the statistical power of this test by pooling 
together measurements from multiple scans and from any observed adducts, dimers or 
fragments. However, owing to the overlapping tails of the mass peaks of adjacent 
isotopologues, the level of statistical rigour attained was not as high as for the 
coelution test. 
 
A much more general “basic model” was developed, which can, to some extent, 
account for detector saturation, although it requires some strong simplifying 
assumptions regarding the duration of the detector dead time relative to the width of 
mass peaks, which therefore renders it inapplicable to large peaks. Through the 
likelihood ratio test, methods were proposed for addressing a potentially very wide 
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range of data analytical problems in a statistically rigorous manner. However the tests 
require knowledge of the functional forms of the mass and preferably also the 
chromatographic peaks and these are currently not very well understood. 
 
An attempt was made at formulating a detailed mathematical description of the data 
when the requirement that the dead time must be longer than the mass peaks was 
removed. One model was proposed which required the same assumptions as the 
method by Coates. This was further generalised by removing the rather implausible 
requirement that ions always arrive in the middle of a tick of the TDC clock. While 
this generalised model is probably the most detailed description of LC-TOFMS data 
that has so far been formulated, it is not sufficiently detailed that it can be used to 
construct valid tests of hypotheses via the likelihood ratio test when applied to real 
data. It nevertheless establishes a basis from which such a model could be developed.  
 
Thus, it clearly is possible to take a more rigorous approach to the analysis of LC-
TOFMS data and given the wide variety of problems that could potentially be quite 
comprehensively addressed by means of likelihood ratio tests it is a line of research 
that warrants further study. Of the data analytical techniques that have been developed 
as part of this thesis, it is arguable that the most practically useful ones are the 
coelution test and the goodness-of-fit test for the fit of isotope patterns, owing to their 
rather minimal computational demands. 
7.2 Future work 
The findings of this thesis suggest several lines of further research. Undoubtedly, one 
of the most important remaining tasks is to develop more accurate models to describe 
the mass and chromatographic peak shapes. In addition to improving the quality of 
dead time corrections this would allow for the application of the likelihood ratio tests 
discussed in Section 5.7, and could furthermore lead to more accurate estimates 
through data pooling.  
 
However, even if we knew the exact functional forms of the peak shapes, the heavy 
tails of larger mass peaks would place substantial constraints on the use of the basic 
model, owing to the increasing likelihood of closed pulses recovering over the course 
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of a mass peak. Unless we resign ourselves to addressing this problem by working 
with heavier isotopologues or with the tails of chromatographic peaks, efforts will 
have to be made at completing the generalised model, which will require more 
attentive modelling of the dead time. 
  
But given the findings of chapter 6, it is all but certain that even if an accurate model 
for the distribution of the data were available, obtaining maximum likelihood 
estimates would be a computationally very demanding task. This is a problem that 
would be greatly compounded by the large size of LC-TOFMS data-sets. Thus, 
substantial efforts would have to be made at reducing the computational requirements 
of fitting such a model as much as possible. In addition to implementing the 
optimisation procedure in a faster programming language, this might be done by 
developing an optimisation algorithm that is more closely tailored to the likelihood 
function and by applying various heuristic tricks as was done in Section 6.4.2. 
 
It would also be instructive to develop a model to describe the data obtained from 
mass spectrometers employing ADCs. Dead time would not be an issue for such 
devices, but the electronic noise would have to be accounted for. In addition, efforts 
would have to be made to characterise the gain of the electron multiplier through 
some form of probability distribution, which would have to be linked to the Poisson 
distribution of the incoming ions. This distribution would in turn have to be linked to 
the distribution obtained following digitisation by the ADC, which discretises the 
electronic signal to one of 256 level, assuming an 8 bit ADC is used. Given these 
obstacles it may not be possible to obtain a simple expression for the approximate 
distribution of the acquired data, analogous to the pure Poisson model or even the 
basic model. 
7.3 Broader implications 
The critical importance of employing sound statistical arguments when seeking to 
draw inferences from inexact measurements is decidedly well-established throughout 
the sciences. It is then perhaps somewhat surprising that more extensive efforts have 
not previously been made at extending statistical rigour to the analysis of LCTOF-MS 
data. However it is plainly the case that most of the statistical methods developed for 
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LC-TOFMS take the heuristic approach, which leaves the details of data generation 
and pre-processing in the black box. This lack of rigour may stem in part from the 
highly interdisciplinary requirements of the rigorous approach, bringing together 
engineering, statistics, and chemistry, as well as the fact that much of the engineering 
is currently consigned to industry and therefore not very accessible to scientists in 
academia. 
 
While the potential benefits of adopting the rigorous approach could be substantial it 
is not yet known whether the required modelling can be properly completed or 
whether the computational demands can be sufficiently reduced that the resulting 
methods can be applied in a routine manner. The only way of definitively determining 
the end utility of this line of research is by pursuing it further, but it is not yet clear 
whether the necessary resources are likely to get allocated to this task in the short 
term, as high statistical rigour remains a somewhat esoteric concept in analytical 
chemistry. It may therefore be constructive to more vigorously communicate to 
analysts the fact that the data-analytical tools that are currently used are not of a very 
high statistical standard and that it is perfectly possible that much better alternatives 
could be developed. 
 
Similarly, it is important to stress to engineers that it is a mistake to regard the 
statistical analysis of the acquired data as a wholly distinct task to the instrumental 
design. In fact if the basic objective of the engineer is to design an instrument that can 
be used by the analyst to draw sound and reliable inferences regarding the sample 
being analysed, it would seem that particular care should be taken to ensure that the 
output data are amenable to an informative statistical analysis. While the convention 
is for the statistician to develop a statistical methodology that can accommodate the 
data output by an instrument that has been designed independently by the engineer, 
taking a more integrated approach is not at all unreasonable and could prove to be 
highly beneficial. Thus, mass spectrometers might be deliberately designed so that the 
data produced can more easily be described by a probability distribution and so that 
the maximum likelihood estimators, or rather, the relevant test statistics can more 
easily be obtained. This applies to mass spectrometers other than time-of-flight and 
indeed to any analytical instruments that produce inexact measurements. 
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This integrated approach may require a slight shift in our conception of what 
constitutes a good mass spectrometer. Currently, heavy emphasis is placed on 
developing mass spectrometers with improved mass accuracy, the improvement 
sometimes being quantified through the mean square error of the mass estimates. 
Similarly, considerable efforts are made at increasing the resolution and dynamic 
range of the instruments. But we are of course not interested in improving these 
measures for their own sake – we care about them only to the extent that they help us 
draw inferences about the sample being analysed. It is therefore important to bear in 
mind that the fundamental measure by which we must judge the quality of mass 
spectrometers is the range of inferences that we can draw from the data they produce 
and the ease with which we can do so. By this measure it is perfectly possible that a 
mass spectrometer which is poor by the conventional measures of mass accuracy, 
dynamic range and resolution, but which has well-defined mass peaks and a 
mathematically well-characterised detector system could be considered superior to a 
mass spectrometer that performs extremely well by the conventional measures, but 
which cannot be properly characterised mathematically.  
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Appendix A  
Taking the logarithm to work with the log-likelihood: 
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We can then maximise for ρα to obtain the desired result: 
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Appendix B  
We wish to calculate the expression 
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We start by defining two probability density functions, Ψ1 and Ψ2, that relate to the 
ion arrivals in the two ticks involved. 
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Note that 
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so that the desired expression can be written 
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