Abstract-In this paper, we propose a cross-layer design approach using perfect prediction-based wireless channel conditions to improve the performance of a multicast packet scheduler over satellite network environments in the downlink transmission. The satellite channels are modeled in single and multi-environments with different values of Rician K factors and its corresponding elevation angle, mean and standard deviation values. From simulation results, the channel state information (CSI) of each user in the multicast group is considered and becomes the condition for the transmission of the multicast packet. We assume the users suffer slow-varying channels such that the CSI update is within the time interval for slot allocation. The result indicates that a positive performance improvement is gained by adopting a cross-layer-design approach in a fading environment. By obtaining the CSI before transmitting multicast flows, the approach reduces unnecessary transmission of background traffic and hence reduces unnecessary resource allocation and retransmission requests.
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Index Terms-cross-layer design, channel-state-information, multicast scheduler, geo-stationary satellite networks I. INTRODUCTION R esearch on cross-layer design has recently attracted significant interest. It is concemed with adapting or haring of information among various layers as specified in the open system interconnection (OSI) protocol layers. There are a number of papers in the literature addressing specific cross-layer issues. In [1] , channel variation and traffic burstiness is exploited to improve the performance of resource allocation. The merging of the two parameters has shown tremendous increase in network performance. Crosslayer design mechanism can be easy and simple to implement, as discussed in [8] . The authors merge the scheduling information in medium access control (MAC) layer with rate selection in physical/link (PHY/LINK) layer. The mechanism is implemented by using one single bit ACK/NACK signal indicating the correct reception/failure of the packet in downlink transmission. Another instance of a cross-layer scheduler that enjoys low-complexity implementation can be found in [5] . The paper develops cross-layer design for multiuser scheduling at the data link layer with each user employing adaptive modulation and coding (AMC) at the PHY layer. The scheduler classifies users in two categories: QoS guaranteed and best-effort. The scheduler has the capability to enable prescribed QoS guarantees and efficient bandwidth utilization simultaneously. Satellite networks offer the advantage of wide geographical coverage. To model the satellite propagation channel, [2] uses two-level Markov state method. The propagation fading is treated as slow fading (shadowing) and fast fading (multipath). Two Markov state transition matrices are used to simulate the variation in the strength of the received signal caused by shadowing or multipath fading. In [7] , channel characterization for mobile satellite communications is presented. The channel model is suitable for quasi-stationary channels, which is implemented in this paper. Quasi-stationary channels are defined as channels characterized by slowly varying environmental conditions.
In [3] , it is indicated that the lack of channel state information in the satellite interface differentiates the packet scheduler in the satellite interface to its terrestrial counterpart. The authors adapt weighted fair queuing (WFQ) and multilevel priority queuing (MLPQ) mechanisms for the timescheduling function. The work has achieved significant results in terms of resource utilization achieved by the scheduler and performance obtained by the flows at the packet level.
In multicast transmission, the delivery mechanism sends a packet to all multicast group users using one resource unit instead of N resource units to N users in unicast transmission. However, in multicast transmission even if one of the users in a multicast group requests a retransmission due to bad channel condition, the retransmission process has to be executed to all users in the group. This scenario will exhaust the network resource. To reduce retransmission requests, we propose to adapt channel state information (CSI) as a conditional decision to resume packet transmission.
In this paper, we propose an adaptation of physical layer channel state information onto the multicast packet scheduler at the MAC layer to improve network performance in a geostationary satellite system. We consider downlink transmission from the satellite to the multicast group users. This paper is organized as follows. In Section II we present the system architecture of the proposed multicast scheduler with cross-layer design approach. The initial simulation results are discussed in Section III. Finally we summarize our current conclusion and propose future research direction in Section IV. The adaptation of the proposed cross-layer design approach is based on sharing the channel status information from physical layer with the multicast packet scheduler at the MAC layer. Having access to this information the scheduler can make the decision as to whether the channel is relatively 'good' or 'bad' prior to resuming transmission. If a 'bad' channel is predicted, the associated packet will be paused until it sees a 'good' channel status.
The system that we address in this paper handles fixed packet size, 1, which is set to 1 25bytes in a TDMA environment and each TDMA slot is 20ms. We characterize two distinct classes of multicast service: streaming and file delivery. Streaming traffic, being non-delay tolerant, will always be allocated slots and transmitted to the users regardless of the channel information. Thus only file delivery services, which are not delay-restricted, will be considered for channel-statedependent scheduling. We summarize our scheduling policy as follows:
Scheduling and Admission Policy 1) For each streaming traffic packet, time slots are allocated at all time.
2) For the remaining slots, if file delivery traffic packets arrive, channel state information (CSI) for the intended multicast group is calculated.
3) If CSI is above a certain threshold, the slot is allocated to that packet. If not, then the slot is allocated to another service such as unicast.
The scheduling policy is illustrated in Figure 1 . Referring to the figure, the channel state information for each receiver is obtained from the physical layer every 20ms for slot allocation. The algorithm to obtain the channel information is as follows: decision is made as to whether the channel is in 'good' or 'bad' condition.
5) The percentage of users in a multicast group, ;5, achieving PER higher than the threshold, 5T, is calculated. 6) If the percentage, 5j, is greater than the specified threshold, 45T, then the packet is selected for transmission 7) If not, then the packet is delayed until percentage of users with 'good' channel condition is achieved. Whilst the packets are delayed, the resource can be utilized by other services such as unicast.
Notice that our scheduler depends on both the queue state in terms of available slots for resource allocation at MAC layer, and the channel state at the physical layer. Hence, it offers cross-layer scheduler facilities.
B. Traffic Modeling
The services considered for scheduling analysis are given in Table 1 . For video streaming model, packet generation rate is 64kbps for file size of 50kB. For background services, which is categorized as best effort traffic, generation rate is 32kbps and the file size is 100kB. The packet error rate (PER) for both services are set to 10-2. [6] . The reference curve uses Turbo coding, where the physical layer adaptation is observed and the performance is reflected in PER employing a Rician channel with K factor of between 0 and 7dB. The system employs time-division multiple access (TDMA) and focuses on downlink transmission, although our results can be extended to the uplink transmission as well. Notably, the Rician channel is representative of rural or suburban environments. In transmitting file delivery services, the desired PER, which is 10-2, can be achieved by Eb/No values below the desired PER.
The entire Eb/No values are partitioned into non-overlapping consecutive intervals such that the range is fixed every 0.25dB.
The signal measured at the user is defined as s(t) which is calculated as s(t) = Srandom(t) + j (1) where ,u is the mean value and Srandom(t) is defined as Srandom(t) = A x Srandom(t-l) + v11A X x Srandm_uncor(t) (2) assume that all users experiences the same environment, that is Rician distribution with K factor of 7dB.
It is seen that high success rate is achieved by low retransmission requests by users which is an advantage for multicast service delivery as well as preserving the network resources. Since the scheduler consideration is for non-delay sensitive service, this does not affect the performance of delaysensitive traffic, such as streaming traffic.
where A is the auto-correlation factor and Srandom_uncor is defined as Srandom_uncor = of x wgn(t)
where u is sigma and wgn(t) is white Gaussian noise random coefficient.
Referring to [11] 
I1I. PERFORMANCE EVALUATIONS AND CONCLUSION
A. Single Environment Our goal here is to reduce the number of retransmission due to bad channel conditions. The initial result shown in Fig. 2 depicts the scheduler's performance for delay-tolerant traffic from file delivery service both with and without the employment of cross-layer design. The figure is meant for validation and verification of the simulator as to whether the simulator giving the correct result or not.
Here, failure rate is calculated in terms of fraction of multicast users in a multicast group requesting retransmission. The failure rate is directly related to packet loss rate (PLR) due to bad channel condition. The packet loss rate is plotted over the number of users in a multicast group. For cross layer scheduling the threshold fraction of users to resume transmission, 5T, is 0.9 and 0.8. It is observed that by deploying channel state information on a multicast packet scheduler, the packet loss rate is reduced significantly. This is because in the scheduler with channel information, the chosen packet has relatively high percentage of 'good' channel condition. Thus packet loss due to bad channel condition is higher in scheduler without channel information compared to scheduler with channel information. The behavior of PLR is almost constant with multicast group size because the fraction of multicast users in a group having bad channels is the same ratio and directly related to the target packet error rate. Furthermore, we To verify the expected packet loss rate (PLR), equation (13) in [9] is used: PLR=]-(1-Pa)(J-Po) (4) Where Pd denotes packet dropping due to overflow or blocking probability and P0 is the target PER which is set to 10-2 in this paper. Since we focus on the impact of shadowing in physical layer, we assume there is no packet to be dropped due to overflow, i.e., Pd is 0. Now extending the investigations in the scope of cross-layer scheduling, the percentage threshold is varied to observe the performance of the scheduler. Again in Fig. 2 , it is observed that lower value of ST (zeta), experiences higher packet loss rate. Increasing the threshold is not harmful since the transmission is more guaranteed in this group than in groups with low percentage threshold. As we take the probability of at least one user request retransmission due to bad channel condition, it is observed in Fig.3 that larger multicast group sizes suffer high probability of retransmission. The probability is defined as fnRtx> -=I)= nbad (5) where nbad is the number of bad channel events and N is the total number of events.
The increase of probability of retransmission with respect to multicast group size occurs because the fraction of users in bad channel conditions is linearly related to a multicast group size. From Fig. 3 , it is shown that by increasing XT (zeta), the probability can be substantially reduced. Thus 5 becomes a control parameter to monitor failure rate in certain multicast group size.
However, by increasing 5T (zeta), the average packet delay is increased. This is depicted in Fig. 4 . The higher the percentage, the longer a multicast group has to wait for packets to be transmitted to them. Fig. 4 considers average packet delay due to both delays waiting for slots as well as delay due to waiting for good channel condition, T= TCh +Tq (6) However, we assume the number of slots is infinite as we want to show the impact exclusively on delay due to waiting for achieving high fraction of users with good channel condition only.
B. Multi-channel Environment Next, we model different channel conditions to represent different environments experienced by users in a multicast group. For each considered environment, by means of empirical models from [11] , the optimum values for Rician factor, K, mean, p, and standard deviation, a, as functions of elevation angle, a, are K=Ko+K1a+K2a2+K3a3 , = , O+ / 1a+ ,u 2a2+ t 3a3 o = uo+ ula+ u2.2±+ S f (7) (8) (9) The coefficients are provided in Table II for considered environmental conditions. The polynomial empirical formulas are valid in the range 20°< a <900. In this scenario, the percentage of users in suburban and urban area is stated in Table 1I . The Rician K factor is measured in dB and defined as the ration of power in constant part and power in random part of Rician distribution. The mean, ,u, and standard deviation, a, are parameters of Rician probability density function (pdf). The values of each parameters are presented in Table III , calculated from empirical models in equations (7)- (9) . (10) where yref is the reference Eb/No from the AWGN channel reference model to achieve target PER of 10-2 and F1(t) is the calculated received signal, s(t), for each user i in the multicast group using ,u and a values stated in Table III. IWSSC05, SIENNA, ITALY, 8-9 SEPTEMBER 2005 In this scenario, the packet size is set to 125 bytes and multicast group size is 1000 users. The algorithm for multienvironment is the same as in single environment except that instead of comparing the achieved PER with the target PER, we now compare the achieved operating point, y i(t), with Eb/No threshold, y TWith the mixture of environments in the scenario, the probability of at least one user request retransmission is plotted vs. YT. The result is compared over fraction of users in relatively good channel, ST (zeta). From Fig. 5 , as YT increases, the probability of retransmission decreases due to the high threshold that each user has to meet in order to be considered for transmission. Furthermore, higher 6T (zeta) experiences lower failure rate, reflecting a second threshold that the multicast group has to meet prior to obtaining a slot from multicast scheduler for downlink transmission.
As opposed to low probability of retransmission enjoyed in higher values of YT, high average packet delay is expected as the price to pay for waiting for a good fraction of users in the group, X;, having good channels, as depicted in Fig. 6 . This is because, the packet intended for multicast group which does not meet ;T in the first attempt, is retracted (back-off) and repeated until it reaches gi higher than ;T.. The repeat mechanism increases the waiting time of the multicast packet. 
CONCLUSIONS
This paper assumes single and multi-environment satellite channels for downlink transmission of multicast packets with cross layer design mechanism. Channel state information (CSI) of each user in the multicast group is considered and becomes the condition for the transmission of the multicast packets. The observations are sustained in best effort traffic though the scenario simulates real-time traffic as well. The result indicates that a positive performance improvement is gained by adopting a cross-layer-design approach in fading environments.
By obtaining the CSI before transmitting multicast flows, the approach reduces unnecessary transmission of background traffic and hence reduces unnecessary resource allocation and retransmission requests. However, to achieve a relatively good channel condition for a multicast group, higher average packet delay is expected. For further work, more accurate channel estimation to depict real-environments will be investigated for scheduling and transmission of multicast packets. 
