Abstract. The radical of the Brauer algebra B
Introduction
The Brauer algebras first arose in Invariant Theory (cf. [Br] ) in connection with the study of invariants of the action of the orthogonal or the symplectic group -call it G(U ) -on the tensor powers of its standard representation U . More precisely, the centralizer algebra End G(U) U ⊗f of such an action can be described by generators and relations: the latter depend on the relation among two integral parameters, f and x -the latter being related to dim(U )-but when x is big enough (what is called "the stable case") the relations always remain the same. These "stable" relations then define an algebra B (x) f of which the centralizer one is a quotient, obtained by adding the further relations, when necessary. The abstract algebra B (x) f is the one which bears the name of "Brauer algebra". and assigning the multiplication rules for elements in this basis. When studying this more general algebra, the problem again arises of finding out its radical. The most general result about Rad B (x) f was found in [Wz] : for "general values" -i.e., non-integral values, or even integral values out of a finite range depending on f (yielding the stable case) -of x the Brauer algebra is always semisimple. So the problem only remained of computing Rad B (x) f when x is an integer and we are not in the stable case. In this framework, the first contributions came from Brown, who reduced the task to the study of the radical of "generalized matrix algebras" (cf. ). In particular, this radical is strictly related with the nullspace of the matrix of structure constants of such an algebra. Later authors mainly followed the same strategy: see in particular . Further results were recently obtained using new techniques: see [DHW] , [CDM] , [KX] , [Hu1] .
In the present paper we rather come back to the Invariant Theory viewpoint. The idea we start from is a very naïve one: as the algebra End G(U) U ⊗f is semisimple, we have Rad B . Indeed, using the Second Fundamental Theorem of classical invariant theory we find a set of linear generators for it: they are explicitly written in terms of the basis of diagrams, and called (diagrammatic) minors or Pfaffians, depending on the sign of x . As Ker π U contains the radical Rad B is a linear combination of these special elements (minors or Pfaffians). As a last step, a simple analysis of Brown's work reveals some information on the structure of the semisimple quotient of B (x) f ; eventually, this allows us to determine exactly which ones among minors, or Pfaffians, belong to Rad B , and eventually we conjecture that this part in fact is all of the radical. We then find a similar result and conjecture for the generic irreducible B (x) f -modules too. Our approach applies directly only in case x is an integer which is not zero nor odd negative; but a posteriori, we find also similar results for x = 0 , via an ad hoc approach.
Finally, we provide some more precise results for the module of pointed chord diagrams, and the Temperley-Lieb algebra -realised as a subalgebra of B
(1) f -acting on it.
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The author wishes to thank Jun Hu, Allen Knutson, Olivier Mathieu, Georges Papadopoulo, Paolo Papi and Claudio Procesi for several useful discussions. §1 The Brauer algebra 1.1 f -diagrams. Let f ∈ N + be fixed. Denote by V f the datum of 2f spots in a plane, arranged in two rows, one upon the other, each one of f aligned spots. Then consider the graphs with V f as set of vertices and f edges, such that each vertex belongs to exactly one edge. The picture below shows an example of such a graph for f = 6 .
We call such graphs f -diagrams, denoting by D f the set of all of them. In general, we shall denote them by bold roman letters, like d. These f -diagrams are as many as the pairings of 2f elements, hence
We shall label the vertices in V f in two ways: either we label the spots in the upper row with the numbers 1 + , 2 + , . . . , f + , in their natural order from left to right, and the spots in the lower row with the numbers 1 − , 2 − , . . . , f − , again from left to right, or we label them by setting i for i + and f +j for j − (for all i, j ∈ {1, 2, . . . , f }). Thus an f -diagram can also be described by specifying its set of edges: for instance, the 6-diagram above is given by
When looking at the edges of an f -diagram, we shall distinguish between those which link two vertices in the same row (upper or lower), which we call horizontal edges or simply bars, and those which link two vertices in different rows, to be called vertical edges. Clearly, any f -diagram d has the same number of bars in the upper row and in the lower row: if this number is k, we shall say that
1.2 Bar structure and permutation structure of diagrams. Let d be an fdiagram. With "bar structure of the upper row", resp. "lower row", of d we shall mean the datum of the bars in the upper, resp. lower, row of d, in their mutual positions. To put it in a nutshell, we shall use such terminology as "upper bar structure", resp. "lower bar structure", of d -to be denoted with ubs(d) , resp. lbs(d) -and "bar structure of d" -to be denoted with bs(d) -to mean the datum of both upper and lower bar structures of d, that is bs(d) := ubs(d), lbs(d) . Note that any upper or lower bar structure may be described by a one-row graph of vertices, arranged on a horizontal line, and some edges (the bars) joining them pairwise, so that each vertex belongs to at most one edge. Following Kerov (cf. [Ke] ), such a graph will be called a k-bar f -junction, or (f, k)-junction, where f is its number of vertices and k its number of edges. For instance, here below you find the 1-bar 6-junctions which represent the upper (on left hand side) and lower (on right hand side) bar structure of the 6-diagram in §1.1:
We denote the set of (f, k)-
Any d ∈ D f,k has exactly f − 2k vertices in its upper row, and f − 2k vertices in its lower row which are pairwise joined by its f − 2k vertical edges. Let us label with 1, 2, . . . , f − 2k from left to right the vertices in the upper row, and do the same in the lower row. Then there exists a unique permutation σ = σ(d) ∈ S f −2k -to be called the "permutation structure", or "symmetric (group) part", of d -such that σ(i) is the label of the lower row vertex of the vertical edge whose upper row vertex is labelled with i .
The outcome is that the mapping
and patching together these maps for all k gives a bijection
1.3 The Brauer algebra. Let k be a field, and take x ∈ k . Later results will require some restrictions on k , but on the other hand one can also generalise, replacing k with any commutative ring with 1 -see (4.1) and the subsequent remark.
Let B
(x)
f be the k-vector space with basis D f ; we introduce a product in B f by defining the product of f -diagrams and extending by linearity. So for all a, b ∈ D f define the product a · b = ab as follows. First, draw b below a; second, connect the i-th lower vertex of a with the i-th upper vertex of b; third, let C(a, b) be the number of cycles in the new graph obtained in (2) and let a * b be this graph, pruning out the cycles; then a * b is a new f -diagram, and we set a b := x C(a,b) a * b . The following is an example:
It is well-known that such a definition endows B (x) f with a structure of unital associative k-algebra: this is the Brauer algebra, in its "abstract" form (see for instance [KX] ). The centralizer algebra originally considered by Brauer in the framework of invariant theory is related to this one as explained in §4 later on.
Note that for a, b ∈ D f , the upper, resp. lower, bar structure of a * b "contains" that of a, resp. b . In particular, if a ∈ D f,a and b ∈ D f,b this gives a * b ∈ D f,max(a,b) .
One can endow B (x) f with several additional structures; here we recall some of them. The upside down reversing of f -diagrams uniquely defines an algebra antiinvolution Ω :
f . The symmetric group S 2f acts on V f , once a numbering of the spots in V f is fixed; then it acts on D f too, and linear extension gives a k-linear action on B (x) f (which is not product-preserving, though). This action is studied in depth in [Hu1] .
By the very definitions, D f,0 is a subset of B (x) f which is closed under the product, i.e. it is a subsemigroup. Now, for any f . Moreover, the restriction of Ω :
1.4 Presentation by generators and relations. Besides the construction above, we can give the Brauer algebra a presentation by generators and relations. From §1.3 we know that B (x) f contains a copy of the symmetric group on f elements. Moreover, for any pair of distinct indices i, j ∈ {1, 2, . . . , f } we define h i,j to be the f -diagram with a bar joining i + with j + , a bar joining i − with j − , and one vertical edge joining k
is the associative k-algebra with generators d σ , in bijection with elements of S f , and h i,j , for all i, j = 1, 2, . . . , f and i = j, and relations
for all i, j, h, k = {1, 2, . . . , f } such that {i, j, h, k} = 4 and for all σ, τ ∈ S f .
1.6 Remark. Similar presentations are also available, which use a proper subset of the generators involved in Theorem 1.5: see for instance [BW] , Section 5.
1.7 The sign of a diagram. Theorem 1.5 above means that B (x) f is generated by D f,0 and D f,1 ; even more, since D f,1 is a single D f,0 -orbit (i.e. S f -orbit), it is enough to take only one 1-bar f -diagram, so B (x) f is generated, for instance, by D f,0 {h 1,2 } . In particular, for any
moreover, we can choose such σ and ρ so that they do not invert any of the pairs (1, 2), (3, 4), . . . , (2k − 1, 2k). Then given such a factorization of d we define the sign of d to be 
the vector subspace spanned by
f (k)'s form a chain of subspaces (which we call "standard series")
f (k + 1) the (k +1)-th factor (a quotient space) of this series, setting also B
The very definitions imply that each B
f -module, and one of right B
f (k + 1), serves as basis for the quotient algebra B
f -bimodules too. The B [KX] 
itself -is an iterated inflation algebra. In next section we recall some of Brown's results.
The structure of
Let us fix some more notation. Given h ∈ N , we write λ ⊢ h to mean that λ is a partition of h ; then for λ ⊢ h we denote by λ t the dual partition. Also, if λ ⊢ h we denote by M λ the unique associated simple S h -module, with the assumption that M (h) is the trivial S h -module and M (1,1,...,1 h ) is the alternating one. Now let k ∈ {1, 2, . . . [f /2]} be fixed. Consider the set J f,k of (f, k)-junctions defined in §1.2, and define H f,k to be the k-vector space with basis J f,k . In particular, one has
Now, inverting (1.1) and extending by linearity we define two linear isomorphisms
More precisely, given any z ∈ k S f −2k we can express it as a linear combination of permutations: attaching to all of them the same bar structure we get a linear combination of k-bar f -diagrams, which all share the same bar structure. By Young's theory,
I µ . Hereafter, each I µ is a two-sided ideal of k S f , and a simple algebra, namely the algebra of linear endomorphisms of the simple S f −2k -module M µ , which is a full matrix algebra over k . Then we set
From Brown's work we recover another important notion:
Definition 2.4 (cf. [Bw1] ). We call generalized matrix algebra any associative algebra A which has a finite basis { e ij } i,j∈I for which the multiplication table is given by formulas
and we denote by Φ(A) := { σ * ij } i,j∈I the matrix of its structure constants.
Generalized matrix algebras enjoy the special properties listed below:
Theorem 2.5 (cf. [Bw1] ). Let A be a generalized matrix algebra of dimension h 2 . Then:
(1) either A is simple, or A has non-zero radical Rad (A) and A Rad (A) is simple; (2) A is simple if and only if it has an identity element;
) the nilpotence degree of Rad (A) is at most 3; (5) A is simple if and only if Φ(A) is non-singular.
The most general result of Brown about the structure of B
is the next one:
A further fact, which is not mentioned explicitly in [Bw2] but is very easy to deduce from the analysis therein, is the following:
Representations of B (x)
f . Let 0 ≤ k ≤ f 2 , and let H f,k be the vector space defined in §2.2. For any
f -module, following Kerov (cf. [Ke] , [HW] , [GP] 
The following are two, simple examples: in the non-trivial case.
Proposition 2.9 (cf. [Ke] , [HW1] ).
(a) Linear extension of the rule d. 
The modules H µ f,k have been thoroughly studied also by various authors dealing with Brauer algebras (see, in particular, [HW1] and [DHW] ). We shall need later a closer description of the relation between B
The following statement (whose proof is trivial) eventually provides the expected description. 
We finish this section with an aside result which occurs only in the case x = 0 .
Lemma 2.11. Let f ∈ N be even, and x = 0 . Let (0) denote the trivial partition of 0 . There exists a natural epimorphism of
f,f /2 such that σ.j − → σ.j + , for every σ ∈ S f : this is clearly an S f -epimorphism, and one easily checks that it is a morphism of B In this section we present some results about the semisimple quotients of the Brauer algebra and of its representations introduced in §2. Many of these facts are more or less known among specialists (see, for instance, [DHW] and references therein). Nevertheless, we (re)formulate them for the sake of completeness and clarity, and -more importantto fill in some gaps regarding the case x = 0 . We mostly base on Brown's work.
Splitting the semisimple quotient of
to denote respectively the radical of B (x) f , its semisimple quotient, and the canonical epimorphism. By general theory, S (x) f has a direct sum decomposition
in which the S i 's are two-sided ideals which are simple algebras. Of course S
is also a
f -left/right/bi-module, so that the S i 's are left/right/bi-submodule over B
f , and each S i is simple as a B (x) f -bimodule. In this section we shall find some information about this splitting of S
f , namely what the index set I has to be and what the simple blocks S i 's arise from.
Define S
Thus the algebra S
[f /2] + 1 := 0 ) is well defined, and splits -up to isomorphisms -into a direct sum of simple algebras S
The definitions imply that there is an algebra epimorphism π *
(where p S and p S are the canonical projections) is commutative. Finally, define also S
The next result gives us the required information about the splitting of S
f . Notein particular -that we prove it basing upon Brown's results, hence in a way independent of , and still valid for x = 0 as well. 
where every S
is a non-zero simple algebra, unless f is even and (x, k) = 0, f /2 : in this case, S
is a generalized matrix algebra (Theorem 2.6), the same is true for S
is semisimple -by construction -hence (Theorem 2.5) it must be simple. Second, from the construction in §3.1 we get also
. The summands in left hand sides are two-sided simple ideals, and the same is true on right hand side: but the sum on the left is direct, and this easily implies that each S
is one of the S i and viceversa, so that S
, we conclude that (3.3) holds. Now we show that S (x) f [k ; µ] = 0 for all k and µ when (x, k) = 0, f /2 . By definitions, Theorem 2.5, Theorem 2.6 and Theorem 2.9, we have that The previous proof, by the way, showed also the following:
Indeed, this also follows easily when remarking that -by the very definitionsthe algebra B
is nothing but the k-vector space of dimension (f − 1)!! 2 , endowed with the trivial multiplication.
3.4 The semisimple quotients of the H µ f,k 's. We begin with a result which refines Proposition 2.9. Namely, the semisimple quotient of H µ f,k is always non-zero and simple: indeed, it is the unique simple B Proof. Let R A be the radical of A (we know that it is the same if we take it to be the radical of A as a left or a right A-module). Also, since the left and right structures of A-module on M are isomorphic, the left and right radicals of M are equal; then we denote this "common" radical by R M . Now consider the epimorphism
-as an A-bimodule -this epimorphism factors through A R A ; by hypothesis the latter is simple, thus the same is true for M R M ⊗ M R M , hence in turn for M R M , too.
We are now ready to conclude: We begin with some wellknown facts of Classical Invariant Theory; the general source is [We] , but we shall also mention more specific -and more recent -references.
Let f ∈ N + and n ∈ N . Let V be a k-vector space of dimension n, endowed with a non-degenerate symmetric bilinear form ( , ) , and let O(V ) be the associated orthogonal group. On the other hand, let W be a k-vector space of dimension 2n, endowed with a non-degenerate skew-symmetric bilinear form , , and let Sp(W ) be the associated symplectic group. In this setting, we have canonical isomorphisms
−→W * , w → w, · ; in addition, the latter yield also isomorphisms
Finally, we define
In addition, the symmetric group S f acts on V ⊗f or W ⊗f by
These constructions are strictly connected with the Brauer algebras. The connection comes from a classical result over C, which has later been generalized to a greater extent in [DP] . The technical condition required there, for a given, fixed f ∈ N + , is the following:
of degree f which vanishes on k is identically 0. (4.1) From now on, we assume that the field k and f ∈ N + verify condition (4.1). Actually, basing on [DP] we can even assume k to be just a commutative ring with unit.
The first relevant result to resume is the following: [Br] , [DP] )
The operators τ p,q (p = q) and σ (∈ S f ) generate the whole centralizer algebra, namely
Let P X ⊕f denote the space of polynomial functions on X ⊕f , for any vector space X. (v i , v j ) is generated by the minors of order (n + 1) of the f × f symmetric matrix
Theorem 4.4. (II Fundamental Theorem for O(V ) and Sp(W ): cf. [DP]) (a)
P V ⊕f O(V ) = k (v i , v j ) .
Moreover, the ideal of relations between the generators
Moreover, the ideal of relations between the generators v i , v j is generated by the Pfaffians of order 2(n + 1) of the f × f skew-symmetric matrix w i , w j i,j=1,...,f . Now consider the polynomial rings (in the symmetric or antisymmetric variables x ij )
For X ∈ {O, Sp}, define A X f (the space of multilinear elements in A X ) to be the kspan of all monomials (of degree f )
is a permutation of 1, 2, 3, 4, . . . , 2f . Clearly, A X f is an S 2f -module, described by the statement below (hereafter, notations for partitions and modules over symmetric groups are as established in §2.2). Note that we are citing [LP] , where an overall assumption char(k) = 0 is required: however, the results we are quoting do hold in any characteristic. Now let i := (i 1 , i 2 , . . . , i f ) , j := (j 1 , j 2 , . . . , j f ) be such that (i 1 , j 1 , . . . , i f , j f ) is a permutation of {1, 2, . . . , 2f − 1, 2f }. We define η i, j ∈ V ⊗2f * and η i, j ∈ W ⊗2f * , by
. Remark that both V ⊗2f * and W ⊗2f * are S 2f -modules and, since the action of S 2f centralizes that of the form-preserving group, also V ⊗2f * O(V ) and W ⊗2f * Sp(W )
are S 2f -modules. Similarly, we shall use the notation x i, j :
Proposition 4.6 ( [LP] , Theorem 3.8; [DP] , Theorems 5.7, 6.7). The linear map Theorem 4.8 (cf. [Br] , [DP] ). Let n ∈ N + , and let V and W respectively be an ndimensional orthogonal vector space and a 2n-dimensional symplectic vector space over k . Then there exist well-defined k-algebra epimorphisms
The previous theorem concerns the cases when the parameter x is either positive or even negative. The case of odd negative parameter can be somehow reduced to the odd positive case: see [Wz] , Corollary 3.5. Finally, we shall cope with the case x = 0 through a direct approach. Therefore, our strategy now is to "capitalize" upon Theorem 4.8 above.
Our main task is to describe the kernels of the epimorphisms π V and π W in the nontrivial cases. To this end, we introduce some new objects.
4.9 Diagrammatic minors and diagrammatic Pfaffians. A simple reformulation of Proposition 4.6 will answer the question of what is the kernel of the epimorphisms of Theorem 4.8. To begin with, define vector space isomorphisms
W . This action is studied in depth in [Hu1] .
Getting through the various maps involved, one finds that the following diagrams of linear maps are commutative
Let us consider the orthogonal case. By Proposition 1.6, the kernel of α V is the intersection of A O f with the ideal M in n+1 of A O f generated by the minors of order n + 1 of the symmetric matrix x ij 2f i,j=1
. To be precise, the last part of the statement ensures that Ker (α V ) is just the k-span of the elements of type µ n+1 x i n+2 j n+2 x i n+3 j n+3 · · · x i f j f , where µ n+1 stands for any minor of x ij 2f i,j=1 of order n + 1 such that all involved rows have indices different from those of the involved columns. The explicit expression of the determinant implies that Ker (α V ) is the k-span of the elements of type
Similarly, in the symplectic case Proposition 1.6 tells us that Ker (α W ) is the k-span of the elements of type ̟ n+1 x i n+2 j n+2 x i n+3 j n+3 · · · x i f j f , where ̟ n+1 is any Pfaffian of
of order 2(n + 1) such that all involved rows have indices different from those of the involved columns. Using the explicit expression of the Pfaffian, we find that Ker (α W ) is the k-span of the elements of type
with {h 1 , . . . , h n+1 } ∪ {k 1 , . . . , k n+1 } ∪ {i n+2 , . . . , i f } ∪ {j n+2 , . . . , j f } = {1, 2, 3, . . . , 2f } .
All this leads us to set the following We denote by Min
which is the image through Φ W of an element of type (4.3) with r instead of n + 1 .
We denote by Pf
f . (c) If X is any given (diagrammatic) minor or Pfaffian, we call fixed edge of X any edge which occurs the same in all diagrams occurring in the expansion of X . We call fixed vertex of X any vertex (in V f ) belonging to a fixed edge of X . We call fixed part of X the datum of all fixed edges and all fixed vertices of X .
(d) If X is any given (diagrammatic) minor or Pfaffian, we call moving vertex of X any vertex (in V f ) which is not fixed in X. We call moving part of X the datum of all vertices which are not fixed in X.
Remarks 4.11. (a) By definitions and Proposition 1.6, any diagrammatic minor of order r is an alternating sum of f -diagrams: to be precise, it is an S r -antisymmetric sum of f -diagrams. Instead, due to the sign entering in the definition of α W , all diagrams occurring in the expansion of a diagrammatic Pfaffian appear there with the same sign. Thus, each diagrammatic Pfaffian is -up to sign -just a simple sum of f -diagrams.
(b) Let δ r be a minor of order r . Its moving vertices may be partitioned into two sets I, J (each of r elements) so that, looking at all the diagrams occurring in the expansion of δ r , no vertex in one of these sets is ever joined to a vertex in the same set, but it is joined to each of the vertices in the other set. These I and J correspond, via Φ V , to the set of rows and the set of columns (or viceversa) in the matrix x ij 2f i,j=1
on which the minor corresponding to δ r is computed. Therefore, in the sequel with expressions like "v is a row vertex and w is a column vertex" we shall mean in short that v and w are moving vertices which belong one to I and the other to J . Similarly, by "v and w are both row vertices" or "column vertices" we shall mean that they are moving vertices which both belong to I or both belong to J. Indeed, the minor δ r is determined, up to sign, by: (i) assigning its fixed part; (ii) assigning the sets I and J , each endowed with a labelling of its vertices by {1, 2, . . . , r}; (iii) joining every vertex in one set -say I -to a vertex in the other setsay J -according to a permutation σ ∈ S r , so to get an f -diagram d(σ); (iv) adding up the diagrams d(σ) with coefficient sgn(σ), for all σ ∈ S r : this eventually gives ±d r (the sign depends on the choice of the labelling of the vertices in I and in J ).
(c) The step (iii) above may be better understood as follows. First, join every vertex in I with the vertex in J labelled with the same number: this gives the diagram d(id) which, outside the fixed part, is given by the r edges {i 1 , j 1 }, . . . , {i r , j r } (where {i 1 , . . . , i r } = I , {j 1 , . . . , j r } = J ). Second, let S r act on J, and let d[σ] be the diagram which is equal to d(id) in the fixed part and outside it is given by the r edges i 1 , σ(j 1 ) , . . . , i r , σ(j r ) :
. Then we can also write δ r as an S r -antisymmetric sum
The counterpart for Pfaffians of (b) and (c) above is that every Pfaffian of order 2r is the sum of all diagrams obtained by assigning the fixed part and joining the 2r vertices in the moving part with r edges in all possible ways.
Examples 4.12. (a) In the picture below we represent the diagrammatic minor
, where µ 3 is the minor (of size 3) of the matrix x ij 10 i,j=1
on the rows 2, 4, 8 and the columns 6, 3, 5, making use of the identifications i = i + , j + 5 = j − for all i, j = 1, . . . , 5.
The fixed part of this minor is the set of edges {1 + , 2 − }, {4 − , 5 − } and the set of vertices {1 + , 2 − , 4 − , 5 − }; the moving part is given by the vertices 2 + , 4 + , 3 − -corresponding to rows (or columns) -and 1 − , 3 + , 5 + -corresponding to columns (or rows).
(b) The next picture represents the (unique, up to sign) Pfaffian of order 6 in B
3 ; here again we used the identifications i = i + , j + 3 = j − for all i, j = 1, . . . , 3. Note that here there is no fixed part because the order of the Pfaffian equals 2f .
The importance of diagrammatic minors and Pfaffians lies in the following reformulation of Proposition 4.6 (via §4.9). Although coming as direct consequence of the above, straightforward analysis, this result is even very interesting in itself (cf. also [Hu1] ): We finish this section with a couple of technical results on diagrammatic minors and Pfaffians. They are combinatorial in nature, and do not need condition (4.1) to be verified.
The first result gives a way to write a minor or a Pfaffian in a "compact" form:
Lemma 4.14. (cf. [Ga] , Lemma 3.8) (a) Let δ r ( ∈ B (x) f ) be a diagrammatic minor of order r . Let I ℓ , resp. I t , be the set of moving row, resp. column, vertices in {1 + , 2 + , . . . , f + } (the upper row of δ r ) and assume ℓ + t ≥ r (that is, the moving part of δ r is not larger down than up). Then δ r may be written as The second result, which holds over any ground ring, concerns the behaviour of minors or Pfaffians with respect to the product in B 
, is a power of (−2n) times a Pfaffian of order 2(n + 1) .
Similarly, if j ∈ J f,k is an (f, k)-junction (for some k) having a bar r s , and r − and s − are moving vertices in
. Proof. Lemma 3.9 in [Ga] proves almost all of the present claim. What is missing is only the parts which start with "Otherwise". Now, checking also these facts is immediate from definitions. Here we just mention explicitly that a coefficient n will pop up (so that its exponent will increase to give a power of n) whenever a bar in d matches a fixed bar in the minor δ n+1 -for claim (a) -or in the Pfaffian ̟ n+1 -for claim (b).
4.16
Comparison with Hu's work. The problem of describing Ker (π V ) and Ker (π W ) (cf. Theorem 4.13) is addressed, and solved, also by Jun Hu in [Hu1] . In his work, Hu studies the permutation action of S 2f onto the set D f of f -diagrams, and hence also the S 2f -module structure of the Brauer Z-algebra B f (Z) itself. In addition, he gives an explicit, characteristic free description of Ker (π W ), thus proving that it is an S 2f -submodule of B (x) f (Z). Hu's approach is essentially combinatorial; the one we follow instead is more representation theoretical. Also, Hu's interests move in a somewhat different direction. Nevertheless, some of his results are perfectly comparable with ours, as they concern the same issues.
In particular, the description of Ker (π W ) in [Hu1] is given by Theorem 3.4 therein: this result perfectly coincides with the last part of our Proposition 4.6 (in the symplectic case).
Another, more technical and interesting point, regards Lemma 3.3 in [Hu1] , his key step to achieve his description of Ker (π W ). Namely, in that lemma Hu proves that certain sums of diagrams -namely D∈Bd n (a,b) D , in Hu's notation -do belong to Ker (π W ) : well, definitions imply that any such sum is nothing but (a special type of) a diagrammatic Pfaffian -of order 2(a+b) -in the sense of our Definition 4.10(b) (see Remarks 4.11 too). Therefore, Lemma 3.3 in [Hu1] is nothing but a special case of our Theorem 4.13(b).
Note that [Hu1] gives only a description of Ker (π W ). Nevertheless, a similar solution for Ker (π V ) was recently announced as well (cf. [Hu2] were already known to be semisimple. Additional information are due to Brown, which improves the previous observation (actually, he dealt only with the orthogonal case, but his arguments apply to the symplectic case as well) as follows:
The main result about semisimplicity of Brauer algebras is due to Wenzl (cf. [Wz] , §3). Roughly speaking, he proves that Brauer algebras are semisimple "for generic values" of the parameter x : the algebra B (y) f over k := F(y) , where F is a characteristic zero field, and y is an indeterminate, is semisimple. The same holds for B (x) f for all but a finite number of integral values (depending on f ) of the parameter x ∈ F : for such y and x one has B
(with y acting as x ), so the structure of these algebras is the same. In general, Wenzl's work -see [Wz] , §3 -provides a description of an important semisimple quotient of B (x) f , for any f and x, which also specifies when this quotient coincides with B (x) f itself, so that the latter is semisimple. This considers also all integral values of x . Together with Rui's results (see [Ru1] , Theorems 1.2-3, and [Ru2] , Corollary 2.5), the final outcome reads as follows:
Some counterexamples for the cases when Brauer algebras may fail to be semisimple can be found in [HW1] . More in general, a deep analysis of the "radical problem" was carried out in , mainly starting from Theorem 2.6.
From Invariant Theory to
. In the present work, relying on the results of Invariant Theory in § §3-4, we locate a large family of elements in Rad B (x) f , namely diagrammatic minors or Pfaffians, when x is an integer which is not odd negative.
Let us step back to the the framework of §4, assuming that condition (4.1) is verified. By general theory of centralizer algebras, we know that End O(V ) V ⊗f is semisimple. Therefore, the epimorphism π V : B Let p, resp. q, be the number of row, resp. column, moving vertices (cf. Remarks 4.11(b)) in the upper row of the minor δ ′ n+1 (with p + q = n + 1 ); in the lower row of course these numbers are interchanged. Among the f -diagrams in the expansion of δ ′ n+1 , we collect those attached to permutations in S p × S q ( ⊆ S p+q = S n+1 ), i.e. those in which the edges in the moving part are all vertical, and we call ∆ their sum (with -alternating -signs). Thus we find that δ ′ n+1 = ∆ + Γ , where Γ is an algebraic sum of diagrams which all have the same fixed part as ∆, and moving part having at least one bar more than ∆. Namely, we have ∆ ∈ B (n) f h and Γ ∈ B -then clearly π * 1 ∆ = 0 , so it is enough to show that the latter cannot occur. By construction, the "symmetric group part" (i.e. the one made of vertical edges) of ∆ is just a product of some σ ( ∈ S f ) times a product of antisymmetrizers Alt p · Alt q , so ∆ generates the whole B (c) The proof is similar to that of case (a). Let ̟ n+1 be a Pfaffian of order 2(n + 1) in B (−2n) f (h) \ B (−2n) f (h + 1) , for some h < k ; then ̟ n+1 is a sum of diagrams d i (i = 1, 2, . . . , (n + 1)! ), and at least one of them -say d 1 -has h bars, hence it has at least n + 1 vertical edges. Let v 1 , v 2 , . . . , v 2(n+1) be the moving vertices of ̟ n+1 : then some of them, say v 1 , v 2 , . . . , v r , lay on the upper row, and the others, namely v r+1 , v r+2 , . . . , v 2(n+1) , lay on the lower row (with 0 ≤ r ≤ 2(n + 1) , s := 2(n + 1) − r ). Exactly as in (a), we can reduce to the case s = r (= n + 1) . Now the Pfaffian ̟ has n+1 moving vertices up and n+1 down. Hence among the diagrams in the sum expressing ̟ there are some whose moving edges are all vertical: namely, those corresponding to the terms in (4.3) with {h i | i = 1, 2, . . . , n + 1} ⊆ {1, 2, . . . , f } (the upper row) and {k 1 , k 2 , . . . , k n+1 } ⊆ {f + 1, f + 2, . . . , 2f } (the lower row). But h 1 , h 2 , . . . , h n+1 are fixed by the condition h 1 < h 2 < · · · < h n+1 , whilst there is no condition on the ordering of k 1 , k 2 , . . . , k n+1 . Thus all diagrams of the previous type are obtained by fixing the sets {h 1 , h 2 , . . . , h n+1 } and {k 1 , k 2 , . . . , k n+1 } and joining h i to k σ(i) for all i = 1, 2, . . . , n + 1, for all σ ∈ S n+1 . We call Π the sum of these diagrams, and we notice that the S n+1 -action on {h 1 , h 2 , . . . , h n+1 } or on {k 1 , k 2 , . . . , k n+1 } turns ̟ into itself.
So far we found that ̟ n+1 = Π + Γ , where Γ is a sum of diagrams which all have the same fixed part as Π and moving part having at least one bar more than Π . That is, we 6.4 Remark. We would better point out that the proof of claim (a) of Theorem 6.3 actually does not make use of Theorem 5.6 -that is, the fact that R In addition, we have also proved in another way, independent of Brown's result (cf. Theorems 2.5-6), that the nilpotence degree of Rad B
(1) f f /2 is at most 3.
Similarly, we do not need Theorem 5.14 to prove claim (b), and we gave instead another, alternative proof -independent of Proposition 3.6 -of the fact that the semisimple quotient of H (0) f,f /2 be simple.
