We introduce a parameter of indexing functions and show its relation to lower bounds for sorting algorithms on mesh-connected computers that follow from the Chain Theorem. We give lower and upper bounds for the parameter. Conclusions from our results are: (1) no matter what indexing function is used, any sorting algorithm must execute $2.27n+O(1)$ steps; (2) the best lower bound true for all indexing functions that we can hope to prove by the Chain Theorem argument is $2.5n+O(1)$ .
Introduction
In this paper we study a combinatorial problem that arises in considerations of sorting problems on a mesh-connected computer. As usual in such cases, it is of main concern to design fast algorithms and to prove lower bounds for the complexity of the problem to get an idea how good designed algorithms are.
Sorting on a mesh-connected computer has received much attention lately ([HII, HI2,  Kl,$K2,MSS$ , SS]). It turns out that the efficiency of a sorting algorithm depends on the indexing function used (see [HI1] ). For a snake-like row-major indexing scheme an algorithm running in $3n+o(n)$ steps is known (Schnorr and Shamir [SS] ), and it is also known to be optimal (Kunde [K1] , Schnorr and Shamir [SS] ). So far, no sorting algorithm is known that would run in $(3-\epsilon)rt+o(n)$ steps, for some $\epsilon>0$ The element whose final location is in the processors in a corner of the mesh may be ini ially stored in the processor in the opposite corner, and it takes at least $2n$ steps merely to move it to its proper final destination. This "structure based" lower bound is too weak. Only recently, a more powerful lower bound technique, known as joker-zone method, was discovered by Kunde [K1] and Schnorr and Shamir [SS] . Their method was subsequently refined by Han and Igarashi [H1] . They developed an argument based on the so called Chain Theorem, and proved that $(1+\sqrt{6}/2)n+\Theta(1)$ is a lower bound for the running time of any sorting algorithm, no matter what indexing function is used.
The main goal of this paper is to study the power of the Chain Theorem of [HI1] in proving lower bounds for sorting algorithms. To this end, for an indexing function $I$ we define a combinatorial parameter called stretch $s(I)$ , and show that lower bounds implied by the Chain Theorem directly depend on this parameter. Our first main result provides a lower bound for $s(I)$ ; this allows to prove that independent of an indexing function, every sorting algorithm requires at least 2. $27n$ steps, an improvement over the old bound of $(1+\sqrt{6}/2)n+\Theta(1)$ of [HI1] . Our second result exhibits an indexing function $I$ with $s(I)=0.5n+\Theta(1)$ .
Preliminaries and problem formulation
We consider a general model of a synchronous $n\cross n$ mesh-connected processor array as given in [SS] for some real $x,$ $0\leq x\leq 2m$ . Let $c$ be the length of a longest chain contained in $R$ , and let $t(R)$ be the smallest real number
is defined as $s(I)= \sup s(R)$ , where the supremum is taken over all corner regions $R$ . The next theorem has been derived in [HI1] and is called the Chain Theorem.
Theorem 2.1 (Chain Theorem [HI1] ) Let I be an indexing function. Then, every algorithm for sorting $n^{2}$ items into the order specified by I takes at least $2n+s(I)+\Theta(1)$ steps.
In this paper we study the parameter $s_{n}= \min s(I)$ , where the minimum is taken 3 over all possible indexing functions on an $n\cross n$ mesh of processors. We show that 0. $27n\leq s_{n}$ (hence, every sorting algorithm must require at least 2. $27n$ steps), and that $s_{n}\leq 0.5n$ (hence, the best universal lower bound that can be obtained using the Chain Theorem only is 2. $5n$ ).
Lower bounds
In this section we will show two theorems each giving a lower bound for $s_{n}$ . The first one gives the lower bound initially presented in [HI1] . We present here a different proof of that result which is simpler than the original one and helps better understand the approach behind the proof of the improved lower bound for $s_{n}$ (Theorem 3.3). Maximizing the right hand side with respect to $a$ we get $s(I)\geq(\sqrt{6}/2-1)n+\Theta(1)$ , as claimed.
$\square$ Next, we present an improvement on this result. We first prove an auxiliary lemma. In this section we study the power of the chain argument. It turns out that the best lower bound we can hope to obtain using this type of an argument is $2.5n+\Theta (1) (1) Processors in $A_{0,0}$ (resp. $A_{0,m}$ ) will be assigned odd (resp. even) integers from $\{1, \ldots, 2a\}$ , processors in $C$ will be assigned elements from $\{2a+1,2a+2,$ $\ldots,$ $n^{2}-$ $2a\}$ , and processors in $A_{m,0}$ (resp. $A_{m,m}$ ) will be assigned odd (resp. even) integers from $\{n^{2}-2a+1,n^{2}-2a+2, \ldots, n^{2}\}$ . Recently Kunde also showed a lower bound of 0. $25n$ on $s_{n}$ [K3] . However, our lower bound of 0. $27n$ on $s_{n}$ is still the best one known. Using a more complicated indexing scheme we can show an upper bound of 0. $46n$ on $s_{n}$ [HIT2] .
