ABSTRACT Synthetic aperture radar (SAR) image classification aims at labeling pixels with different categories and this is both, a fundamental step for automatic target recognition (ATR) and a prerequisite for further interpretation. In the past decades, various methods have been proposed for the classification of SAR targets and among them are discriminative dictionary learning (DDL) methods. These DDL methods have recently gained attention from researchers' community due to the fact that they are very powerful on both, representation and discrimination during the classification process of SAR images. However, most of the existing DDL methods adopt l 0 -norm or l 1 -norm to ensure the sparsity, but in general, these DDL methods suffer from a high computational burden. Furthermore, it is important to minimize the execution time in the phase of online testing for the scenario of onboard real-time or near real-time SAR automatic target recognition such as modern unmanned aerial vehicle SAR platforms. That said, on reducing execution time, we are confronted with the problem of enhancing recognition efficiency while maintaining its accuracy. In order to solve this problem, our paper proposes a fast DDL method (named as FaDDL) based on a nonlinear analysis co-sparse model by adopting an l 1,∞ -norm ball as a constraint to replace l 0 -norm or l 1 -norm on the coding coefficient matrix. The experimental results show that our proposed method significantly reduces execution time, without losing the classification accuracy.
I. INTRODUCTION
Synthetic aperture radar (SAR) is used to obtain highresolution images from broad areas of terrain and is capable of operating under harsh weather conditions, day or night, and its characteristics of coherent imaging make SAR images contain various information such as phase, amplitude and polarization. SAR image classification aims at labeling pixels with different categories and this is both, a fundamental step for automatic target recognition and a prerequisite for further interpretation.
Over the past few decades, many algorithms have been proposed to solve the SAR image classification problem. Early works used statistical-based methods, such as the parametric
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Bayesian method [1] . The Bayesian method follows the maximum posterior criterion and with a well-designed SAR image statistical model it can achieve relatively satisfactory results. Nevertheless, statistical-based methods always rely heavily on the accuracy of SAR image statistical models, which tends to be difficult sometimes, and without considering the valuable spatial and contextual information always makes the solution inadequate.
Another typical method is the feature-based method. The feature-based method classifies images according to suitable designed features. Various feature extraction approaches have been developed to represent spatial features of SAR images. Gray level co-occurrence matrix (GLCM) calculates the distribution of co-occurring pixel values at a given offset, where statistical relationships can then be inferred, such as the variance, homogeneity, mean, entropy, contrast, and correlation [2] . Dai et al. [3] constructed the multilevel local pattern histogram (MLPH) as a texture descriptor, to capture the primary properties of SAR image texture. Yuan et al. [4] computed a local gradient ratio pattern histogram (LGRPH) to reduce the dimension and then utilized symmetry Kullback-Leibler divergence (SKLD) [45] to obtain the similarity. In order to learn complex structures in a local region, there are several transform domain filters that have been proposed. For example, wavelet transform filter [5] and Gabor transform filter [6] have been applied to extract local features of SAR images. In addition, model-based analysis, such as Fisher discriminant analysis [7] , [8] and Markov random field [9] , has been applied to capture spatial information among neighboring pixels. These well-designed features are subsequently applied to train a classifier such as K-nearest neighbor (K-NN) and support vector machine (SVM) [6] , [10] , random forest (RF) [11] . Besides, many SAR ATR systems based on convolutional neural network (CNN) [26] , [42] have been proposed. Chen and Wang [26] used a single layer of CNN as a preliminary study to learn features from SAR images. Wagner [42] used CNN as a feature extractor and SVM as a classifier instead of the fully connected multi-layer perceptron. Although these CNN-based SAR ATR systems can achieve a relatively high accuracy, however, training a deep learning network always spends too much time and requires more labeled samples.
For the past few years, sparse representations based classification (SRC) has gained researchers' attention, and recent publications show that sparse representation has been successfully applied to different kinds of images classification tasks including SAR automatic target recognition [12] - [14] . Furthermore, we briefly introduce SRC [24] , [46] : Let X = [X 1 , · · · , X k , · · · , X c ] ∈ R m×n be a collection of n training samples drawn from c classes, where m is the dimension, X k = x k,1 , x k,2 , · · · , x k,n k ∈ R m×n k is the subset containing n k samples from the k-th class, and n = n k . Assume y ∈ R m stand for a test sample from class k. According to the assumption that the training samples from a single class do lie on a subspace [24] , y will approximately lie in the linear span of training samples from class k, which can be described as y ≈ X k α k , where
is the coefficient vector whose entries are the weights of the corresponding training samples in X k . However, in practical applications, the membership k of the test sample is initially unknown. It is essential to attempt to represent y as a linear combination of all training samples, which can be described as y = Xα,
It is observed that a valid test sample y can be sufficiently represented using only the training samples from the same class. Thus, if the number of object classes is reasonably large, the representation of y is naturally sparse. Motivated by this observation, SRC attempts to seek the sparsest solution to y = Xα. The sparsest solution of y can be obtained by solving the following optimization problem:
where
, γ ≥ 0 is a scalar constant, · 0 denotes the l 0 -norm, which counts the number of nonzero entries in α. The problem in (1) is NP-hard and difficult even to approximate [47] . Some theoretical and empirical studies [48] - [50] have shown that if the solution sought is sparse enough, α 0 in (1) can be replaced with α 1 . Then the problem can be solved in polynomial time by standard linear programming methods [51] .
Ideally, the nonlinear entries of α are all related to the training samples from the same class as the test sample y. Then we can easily classify y by assigning it to the object class that minimizes the residual e k = y − X k α * k 2 . The classification is defined as follows:
where identity (y) represents the class label of y, and α * k is a vector whose entries are zeros except those associated with class k. Accordingly, SRC utilizes the reconstruction error associated with each class to do object recognition.
Inspired by the pattern of signal reconstruction via minimizing the error from SRC, a number of discriminative dictionary learning (DDL) methods have been proposed. Zhang and Li [15] extended the original K-SVD algorithm by simultaneously learning a linear classifier. Julien et al. [16] proposed a supervised dictionary learning scheme by exploiting logistic loss function and further presented a general task-driven dictionary learning (TDDL) framework [17] . Yang et al. [18] proposed a Fisher discrimination dictionary learning (FDDL) method, where the category-specific strategy is adopted for learning a structural dictionary and the Fisher discrimination criterion is imposed on the coding vectors to enhance class discrimination.
In addition, we denote D ∈ R m×p as the learned dictionary that contains p atoms, and let Z ∈ R p×n be the coding coefficient matrix of X over D. We can write
where Z k is the sub-matrix containing the coefficients of X k over D. Furthermore, the general DDL model can be described as follows:
where R (X, D, Z) = X − DZ 2 F is the reconstruction error to ensure the representation ability of D, λ 1 and λ 2 are the tradeoff parameters, Z denotes certain norm for Z, and g(Z) stands for some discrimination promotion function which ensures the discrimination power of Z.
Generally, Z 1 or Z 0 is usually used in a discriminative dictionary learning to ensure the sparsity due to the fact that sparser coefficients are more likely to produce better classification results [19] . Thus a sparse coding step is necessary in the iterative DDL process.
Nevertheless, the l 1 -norm or l 0 -norm sparse coding generally suffers from high computation burden, especially when the number of atoms or training samples is high. Furthermore, in order to properly describe Z, which is defined as g(Z) in (3), a series of regularization operators are required, leading to tedious iteration. As we know, the execution time in the phase of online testing is quite important for the scenario of onboard real-time or near real-time SAR automatic target recognition, especially in modern unmanned aerial vehicle SAR platform. So how to enhance the recognition efficiency without sacrificing its accuracy becomes a challenging issue.
To solve this problem, this paper proposes a fast DDL classification method (FaDDL) for SAR images that constructs an efficient feature model to make use of a simple l 1,∞ [20] ball as a constraint instead of a complicated l 1 -norm or l 0 -norm sparse coding. Furthermore, our method takes advantage of a nonlinear sparse model to describe the relationship between Z and X, replacing the role of a series of sophisticated regularization operators and this leads to an accelerated learning process.
The main contributions of this paper are as follows: (3) is set to be Z 1 or Z 0 to ensure the sparsity of coding vectors, which tends to produce better classification results. However, solving a l 1 -norm or l 0 -norm sparse coding is always complex and timeconsuming due to its inherent characteristics, thus it is not applicable for real-time or near real-time SAR automatic target recognition absolutely. Aiming at this problem, this paper provides a new method to take advantage of a l 1,∞ [20] ball as a soft thresholding to replace the role of a l 1 -norm or l 0 -norm. We will experimentally show that this constraint is effective to ensure its accuracy and reduce execution time simultaneously.
2) Nonlinear sparse model As addressing optimization of (3) is time-consuming, our method generates a nonlinear co-sparse feature vector f η (PX) [21] , where P is a linear feature selector, f η is a nonlinear operator and serves as a nonlinear feature extractor. So, this model performs feature extraction and selection via merely two explicit feed-forward operations, and it remarkably reduces computational complexity than conventional sparse recovery iterative algorithms.
The remainder of this paper is organized as follows. In Section II, we briefly introduce the related work about fast DDL methods, l 1,∞ regularization and nonlinear sparse model. Then we propose our FaDDL method, together with the corresponding optimization method and classification scheme in Section III. Section IV gives a concrete analysis on computing complexity and convergence. Experimental results of the proposed method are presented and analyzed in Section V. More contents are discussed in Section VI, such as advantage, limitation, more application and future improvement. Finally Section VII concludes this paper. 
II. RELATED WORK
In this section, we briefly review the fast discriminative dictionary learning methods and provide details of some related work about the l 1,∞ regularization and nonlinear sparse model. For convenience, the notations used throughout the paper are listed in Table 1 .
A. FAST DISCRIMINATIVE DICTIONARY LEARNING
Since the use of multiple regularization operators always leads to a big computation burden, it is interesting to investigate how to learn a discriminative dictionary without the costly sparse coding manner. For fast discriminative dictionary learning, some improved algorithms have been proposed.
Poultney et al. [29] used both, the linear encoder and the linear decoder to minimize the distance between the input patch and the output of the decoder. Owing to requiring no preprocessing and no expensive sampling, the inference and learning are very fast. Lee et al. [30] presented an efficient sparse coding algorithm based on iteratively solving two convex optimization problems: an l 1 -regularized least squares problem and an l 2 -constrained least squares problem, and as a result, it can speed up optimization process and provide a feasibility to learn larger sparse codes. Hale et al. [31] took advantage of operator-splitting to lead to a fixed-point algorithm and constructed a continuation framework to approximately follow the path traced by the optimal value of sparse coding. Gregor and Lecun [32] trained a feed-forward, nonlinear, predictor with a specific architecture and a fixed depth, and after training, the encoder function would have a pre-determined complexity, which can be used to compute approximated sparse codes with a fixed computational cost and a prescribed expected error in a fixed amount of time.
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Kong et al. [33] introduced a novel criterion for selecting meaningful and discriminative exemplar patches and optimized the function using a greedy submodular optimization framework that provided a near-optimal solution with a bound approximation error. This method presented a relaxed form that used spatially-aware soft-thresholding to accelerate the coding process. In most of the approaches mentioned above, a sparse coding step is essential for the learning of a discriminative dictionary and leads to much more computational burden. To alleviate this problem, Gu et al. [22] proposed a projective dictionary pair learning (DPL) framework and used functions to predict the representation coefficients. Different from the conventional DDL models, which aim to learn only a synthesis dictionary D to sparsely represent the signal X, DPL creatively seeks a matrix P to analytically code X as Z = PX, then the representation of X would become very efficient. To be specific, DPL trained a synthesis dictionary and an analysis dictionary jointly to ensure that the representation coefficients can be approximated by a simple linear projection function. This projective dictionary pair learning framework utilized an analytical coding mechanism and largely improved the efficiency in both, the training and the testing phases.
Let
be a structured synthesis dictionary, where D k ∈R m×p×n k is the classspecified sub-dictionary associated with class k, and n = n k . n is the number of the whole samples, n k is the number of samples in class k. (3) can be rewritten as:
Suppose a structured analysis dictionary
Here the code Z can be analytically obtained as Z = PX. Recent researches on sparse subspace clustering [23] have proved that a sample can be described by its corresponding dictionary if signals satisfy certain incoherence condition.
Here we make a relaxation, enforce P k X i 2 F , ∀k =i nearly zero, then P k can project the samples from X i , ∀i =k to a nearly null space, here we expect D k can well reconstruct the data matrix X k from its projective code matrix P k X k , which can be derived by the constraint P k X i 2 F ≈ 0 . Then we can readily have the following DPL model in contrast with (4):
≤ 1 aims to prevent D k from being arbitrarily large because it would cause the value of P k to be very small. Similar to SRC, DPL also utilizes the reconstruction error associated with each class to do object recognition.
B. l 1,∞ BALL CONSTRAINT
In recent years, the l 1,∞ -norm has been widely applied as a penalty in many algorithms [34] - [41] . As one example, Quattoni et al. [38] used an l 1,∞ -norm to promote feature sharing and discover solutions where only a few features are non-zero in a multi-task learning. Another application of l 1,∞ regularization is a simultaneous sparse signal approximation, such as Turlach et al. [39] and Tropp and Joel [40] presented. Furthermore, an l 1,∞ regularization can be also used as a penalty in learning data structure [37] , [41] .
The l 1,∞ -norm is a matrix norm that penalizes the sum of maximum absolute value of each row, which involves two steps: first does l ∞ regularization for each row, and then performs l 1 regularization over the resulting elements. This regularizer encourages entire rows of the matrix to have zero elements to ensure row sparsity and it is defined as:
max j Z i,j . Tropp and Joel [40] demonstrated that under certain conditions the l 1,∞ -norm is a convex relaxation of a l 0 pseudo-norm. Especially, numerous experiments [20] , [37] have proved l 1,∞ regularization performs significantly better than both independent l 2 regularization and independent l 1 regularization in multi-task image annotation and some other applications. Accordingly, in this paper, we use l 1,∞ -norm to ensure the sparsity, and (3) is rewritten as follows:
Even so, it is not an easy task to optimize an l 1,∞ regularization. Next, we show an efficient yet simple method to tackle this problem.
Here set l 1,∞ regularization as a constraint, then the regularization problem is set as a constrained convex optimization:
where C is a bound on Z 1,∞ (an l 1,∞ ball), and serves a role analogous to that of λ 1 . Then the solution to this constraint convex optimization can be simply computed via projected gradient algorithm by introducing an auxiliary variable Z for Z [20] (details refer to (19) ).
C. NONLINEAR SPARSE MODEL
As aforementioned, the DPL model learns a synthesis dictionary D in collaboration with an analysis dictionary P. For each signal x∈R m , the regularized linear model describes it with the linear combinations of some atoms in D, i.e. x ≈ Dz. For P, which serves as the analysis operator, we have z = Px. In fact, D and P form a dictionary pair [22] , where the synthesis dictionary D is used to reconstruct X, and the analysis dictionary P is used to analytically encode Z. When the synthesis dictionary D and the analysis operator P are both square nonsingular matrices, and D = P −1 , these two processes are absolutely invertible. However, with only a simple analysis operator, this model cannot capture the nonlinear structure of data points. Moreover, the linear operator P will not increase the separability of training samples and indices corresponding to zero feature response will be sensitive to slight variations [21] . To tackle this problem, a nonlinear operator f η is introduced.
Considering the sparsely selection preference, nonlinear operator f η is designed as a sign function:
where [−T , T ] is a feature collapsar, and the feature will not be selected if it falls into this interval. Details are shown in Fig. 1 .
III. FAST DDL CLASSIFICATION WITH l 1,∞ CONSTRAINT
In this section, we present a novel fast DDL classification method for SAR images with l 1,∞ constraint. We start by formulating an optimization problem and then propose an efficient algorithm to solve this problem. Furthermore, in the last subsection we will briefly describe the classification scheme.
A. FRAMEWORK PROPOSTION
Inspired by the idea of using functions to predict the representation coefficients, the proposed method, as an extension to DPL, learns a synthesis dictionary D in collaboration with an analysis dictionary P. D is trained to achieve class-specific discriminative reconstruction, P is trained to generate discriminative codes, and with a nonlinear transform operator, nonlinear information of the input samples can be captured for higher classification efficiency. To reduce computation complexity and at the same time ensuring the sparsity, we use an l 1,∞ -ball as a soft constraint. Combining Eqs. (5)- (8), our objective function can be written as follows:
corresponding to the k-th class, and τ is a trade-off parameter to prevent from overfitting. The learning algorithm is performed by minimizing the reconstruction error, and forces P k to project the samples excluding class k to a nearly null space.
To be specific, the term
is involved to encourage the inter-class dissimilarity to remedy the deficiency of the classifier model. The corresponding coefficient matrix Z = PX is restricted in a l 1,∞ -ball to ensure sparsity, which tends to produce a better classification performance. To make our proposed model more intuitive, we use 3-class SAR data as an example and visualize P, D in Fig. 2 .
B. OPTIMIZATION SCHEME
In order to make it easier to handle, Z for PX and another auxiliary variable F for f η (PX) are introduced to optimize (9), such that, (9) can be rewritten as follows:
F , then the final augmented Lagrangian function is given by:
where ρ > 0 is a penalty parameter, U 1 , U 2 are two dual lagrangian multipliers. The corresponding dual problem with respect to U 1 , U 2 is as follows: The minimization can be conducted according to the following scheme: 1) Fix P, F, Z and η, update D:
To tackle the D problem, we introduce an auxiliary variable S:
The optimal solution of (14) can be obtained by exploiting alternating direction method of multipliers (ADMM) [52] schemes as [22] does:
where β is a penalty parameter, T is a dual lagrangian multiplier. This paper obtains the optimal solution of D in an iterative manner, and as a result, we can reduce the iteration number to speed up the whole learning process. 1) Fix P, D, Z and η, update F:
This is a standard least squares problem and we have the closed-form solution:
3) Fix P, F, D and η, update Z:
Due to the l 1,∞ ball constraint, we can introduce an auxiliary variable Z as (14):
where γ is a penalty parameter, is a dual lagrangian multipliers. The optimal solution of (19) can be also obtained by the ADMM algorithm as (15) does:
Due to the nonlinear function, the optimization for Z is relatively sophisticated. Actually, f is a piecewise linear function of which we can handle the sub-problems when Z i,j falls into different intervals.
Algorithm 1 FaDDL Input: Training samples for c classes
regularization parameter α, τ , C, penalty parameter ρ, residual , the number of iterations 1: 
It is also a quadratic function, similar to the optimization above, the optimal solution of η can be obtained easily.
5) Fix D, F, Z and η, update P:
The closed-form solutions of P can be obtained as:
The overall algorithm is summarized in Algorithm 1 and it converges when the relative variation of loss function between two adjacent iterations is below a predefined threshold or the total iterations exceed its maximum.
C. CLASSIFICATION SCHEME
In our proposed model, constraint P k X i 2 F ≈ 0, ∀k =i enforce P k to produce small coefficients for samples from classes other than k. And since f is a piecewise linear function, we have f η k (P k X i ) 2 F ≈ 0, ∀k =i. D k is trained to reconstruct samples of class k from the corresponding projective coefficients f η k (P k X i ) due to the optimization strategy by minimizing the residual
, ∀k =i will be much larger than
Denoted by y, a query sample in the testing phase, and suppose y is from class k. Then y − D k f η k (y) 2 F will be much smaller than y−D i f η i (y) 2 F , ∀k =i. Then we can have the following classifier rule:
IV. THEORETICAL ANALYSIS
In this section, we provide a theoretical analysis to our FaDDL algorithm, including complexity analysis and convergence analysis.
A. COMPLEXITY ANALYSIS
In the training phase of our model, D k , F k , Z k , η k and P k are updated alternatively. For each iteration and each class, updating D k is required to compute an inverse of p×n k matrix, and the complexity of achieving this process is O max p 3 , n 3 k . Updating F k relies on solving a linear equation, in which we have a closedform solution 2D
k , and on achieving this the computational complexity is O max p 3 , m 3 + pmn k . Three sub-problems with respect to Z k , η k is separated due to the use of f . But, because f is a piecewise linear function, then the sub-problems are actually quadratic function as well. Thus, the complexity of updating
which may lead to some extra iterations, but in fact, we experimentally proved that the iteration number is less than 20 in most cases, signifying that, there's not much time to be consumed at all. Since the number of atoms p and the number of training samples for each class n k is much smaller than the dimension m, the major computational burden is on updating P k , which involves an inverse of an m×m matrix αX k X k T + ρX k X T k + τ I , and the complexity to achieving this process is O m 3 + m 2 (n − n k ) . X k is the sub-set from the k-th class, X k is the set of X i , ∀i =k. pre-computed and the whole training time will be greatly accelerated.
In the test phase, our classification scheme is simple and efficient. With a complexity of merely O (mp). Hence, our model achieves satisfactory classification results.
Let K be the iteration number, the total computational complexity is O Kc m 3 + m 2 n . There are two reasons why our method performs faster than other state-of-the-art models: (1) Our method takes the form of a decomposition-coordination procedure, in which the solutions to small local subproblems are coordinated to find a solution to a large global problem. With the mechanism of ADMM, time complexity is greatly reduced. (2) This paper takes an l 1,∞ as a soft thresholding to ensure sparsity replacing the use of l 0 -norm or l 1 -norm, which always suffers from big computational burden. Furthermore, inspired by the idea of learning in collaboration with two dictionaries, we construct a simple feedforward nonlinear model to capture discriminative information of the input data, thus making some extra regularization operators used in the general model obsolete in our framework, which avoids quite a lot of redundant computing.
B. CONVERGENCE ANALYSIS
The objective function in (10) is convex and the corresponding subproblems associated to each variable are all closed, proper, and convex. Thus the subproblems arising in the D-update, F-update, η-update, Z-update, and P-update are solvable. Assume the Lagrangian function L ρ has a saddle point D * , F * , η * , Z * , P * , then L ρ D * , F * , η * , Z * , P * will be finite. Let J be the value of our objective function in (10) , and J r represents the value in the r-th iteration. If J r →J * as r → ∞, then the model can be demonstrated as convergent. Fig.3 plots the objective function values and classification accuracy of our method on 3-class SAR data versus different number of iterations, and Fig.4 shows that on 10-class SAR data. Here we record 30 iteration results respectively. The curve shows a monotone decreasing trend, and with the increase of iterations, the value is getting smaller and smaller. Especially, we can clearly see our algorithm converges very fast within 15 iterations.
V. EXPERIMENTAL RESULTS
In this section, we evaluate our proposed method on the Moving and Stationary Target Acquisition and Recognition (MSTAR) database via several experiments. Except for the classification accuracy of SAR images, we will pay more attentions on the training and testing time of our method and competing algorithms to validate its efficiency for realtime or near real-time SAR ATR. Our experiments are conducted on a desktop PC with 3.2GHZ Intel CPU and 12 GB memory. The testing time is computed in terms of the average time of processing a single query sample.
A. DATABASE
In this paper, we evaluate our method on the MSTAR public data set. The data set, which is collected by the Sandia National Laboratory (SNL) SAR sensor platform, consists of about seventeen military ground SAR images and background clutters taken from different aspect angles and depression angles, and only a small subset is public available on the website. The public released datasets include 10 different types of targets and the resolution for each target image is 0.3m × 0.3m. In this paper, we conduct the experiments on both 3-class target data and 10-class target data, among which the SAR data at depression angle 17
• are taken as the training samples and the SAR data at depression angle 15
• are taken as the test samples. The viewing angles of all samples range from 0 • to 360
• . The 3-class target data consist of the targets of BMP2, BTR70, and T72. In detail, they have 7 subtypes in all: BMP2 contains BMP9563, BMP9566, BMPC21; BTR70 contains BTRC71; T72 contains T72132, T72S7, T72812. The details of the selection of the training data and test data are summarized in Table 3 .
The 10-class target data consist of the data from another 7 ground vehicles, and their optical images are showed in Fig. 5 . The details of the selection of the training data and test data are summarized in Table 4 . 
B. COMPETING METHODS
To validate the effectiveness of our method, we compare it with several state-of-the-art SAR image classification approaches.
1) Fisher discrimination dictionary learning (FDDL) [18] : The category-specific strategy is adopted for learning a structural dictionary and the Fisher discrimination criterion is imposed on the coding vectors to enhance class discrimination.
2) Sparse representations based classification (SRC) [13] : Classification via sparse representation on Grassmann manifolds is presented for target recognition in SAR images.
3) ATR based on dictionary learning and joint dynamic sparse representation (DL-JDSR) [25] : It performs classification via three steps, i.e., extract the image domain amplitude feature and SIFT feature; apply the label-consistent K-singular value decomposition to train samples; and finally, it performs the test step via the JDSR algorithm.
4) Combination of convolution feature extraction and support vector machines for radar SAR (CNN+SVM) [42] : It performs feature extraction with the use of CNN, and applies SVM in the decision stage. 5) Projective dictionary pair learning for pattern classification (DPL) [22] : It is a discriminative dictionary learning framework where both a synthesis dictionary and an analysis dictionary are jointly learned.
C. INITLALIZATION AND PARAMETER SETTING
In our experiments, the analysis dictionary P and the synthesis dictionary D will be initially drawn from Gaussian distribution with rand (·), and η will be initially drawn from uniform distribution with rand (·). The number of dictionary atoms is set as p = 40, and the penalty parameter ρ = 1. The regularization parameters are set at τ = 10 −2 , α = 10 −5 , C = 400 for both 3-class and 10-class SAR data. All input SAR images are cropped to 64 × 64 target chip and then each 64 × 64 dimensional vector is normalized with an l 2 -norm to obtain the final input data. 
D. PERFORMANCE EVALUATION
The algorithms are tested on two classification experiments. The first one is classifying three types of military targets. We recorded the mean value and standard deviations of 50 time experiments as 0.9941 ± 0.0028. The recognition accuracies of different ATR algorithms are plotted in Fig. 6(a) and the detailed confusion matrix is shown in Table 5 . Besides the classification accuracy, we also report the training time and testing time of all methods for comparison, which are summarized in Table 7 . From the results, we deduce that, our proposed method achieves better in terms of accuracy and less training time. The accuracy resulted from CNN + SVM seems only slightly different from FaDDL, but in training, our method FaDDL is 5070 times faster than CNN + SVM. Furthermore, the training and testing time of FaDDL is basically the same compared with DPL, however, the classification accuracy has improved significantly.
The second one is classifying ten types of military targets. We recorded the mean value and standard deviations of 50 time experiments as 0.9338±0.0026. The classification results of all algorithms are plotted in Fig.6 (b) and the detailed confusion matrix is shown in Table 6 . For 10-class SAR data, our method also achieves higher performances than other algorithms. The training time and testing time of all methods are summarized in Table 8 . To be specific, the classification accuracy of FaDDL improves up to 11.30%. Moreover, in training, FaDDL is 132 times faster than DL-JDSR, 2120 times faster than FDDL, and 4200 times faster than CNN + SVM. And in testing, FaDDL is 36 times faster than SRC and 7425 times faster than FDDL. Especially, compared with DPL, our proposed method has achieved 10.3% improvement in accuracy and 29.2% in training time.
E. PARAMETER SENSITIVITY
This subsection will evaluate the effect of parameters in our FaDDL model, including τ , α, C. Firstly, we fix C = 400, and then exploit the grid search to tune τ and α in cross validation. The effects with respect to the classification accuracy are plotted in Fig.7 . It can be seen that α is not sensitive when it is small enough. Consider an extreme case, and we set α = 0. The classification accuracies will be 95.04% and 89.17% for 3-class data and 10-class data, respectively. This phenomenon indicates that the constraint
≈ 0 contributed little to the whole algorithm. Even so, it is still meaningful to seek for an optimal value for α to achieve the best performance. Also, as shown in Fig. 7 , the classification accuracies will be stable when τ <0.1 and achieve its best when τ = 10 −2 . Next, we fix τ = 10 −2 , α = 10 −6 , and vary C from 50 to 950. The effects with respect to the classification accuracy are plotted in Fig. 8 . We can see too small a value of C will disturb the loss function so that the performance will be degraded greatly. When C > 200, the classification accuracies will be stable and gradually reach the peak. Besides, from experiment results, we find that, the number of dictionary atoms has a great influence on both training time and testing time. With the increase of dictionary atoms, time cost grows significantly. Fig. 9 shows the convergence curve and time cost of our proposed method with different number of dictionary atoms on 3-class MSTAR data, from which we can find that, larger dictionary tends to converge faster and consume more time.
F. CROSS-VALIDATION
Since a small test set generally implies statistical uncertainty around the estimated average test error, then some over-fitting could occur. To make the experimental results above more persuasive, it may be necessary to keep aside the original test set, and use only the training set to validate the robustness of our proposed model. To be specific, we take the 3-class SAR data as representative and use 5-fold cross-validation. Given the training set K, first split it into 5 equal-sized subsets K 1 ,K 2 , · · · ,K 5 , then estimate the effects of parameters on each subset, using the remaining 4 subsets as the training data.
Similar to the process above, we first fix α = 10 −6 , τ = 10 −2 , and then vary C from 50 to 950. The effects with respect the classification accuracy are plotted in Fig.10 (c) . It can be seen, when C > 200, the classification accuracies will be stable and reach the peak at C = 400. This result is consistent with that on the test set. Secondly, we fix C = 400, α = 10 −6 , and vary τ from 10 −8 to 100. Similarly, our proposed model achieves the best performance when τ is between 10 −3 and 10 −2 . Finally, we fix C = 400, τ = 10 −2 , and vary α from 10 −8 to 100. Details are shown in Fig. 10(a) . The effects of α with respect the classification accuracy is also consistent with that on the test set above. So we can conclude that our FaDDL model is robust and trustworthy.
In addition, we use K\K t as the training set, K t as the test set and perform all the compared algorithms. Then we average the 5 times results as the final accuracy, respectively. The average recognition results and running time are summarized in Table 9 . Compared with the results in Table 7 , there is no obvious variation, and it reinforces the evidence of the superiority of our proposed FaDDL model.
VI. DISCUSSION
In this section, we discuss more details about out proposed method, including the advantage, limitation, more application except for SAR images and provide our idea about further improvement based on this work.
A. ADVANTAGE
This paper presents a fast SAR classification framework, named as FaDDL. We have experimentally demonstrated that, this framework is effective to ensure its accuracy and reduce execution time simultaneously. There are three reasons why our method achieves superior performances: (1) Our method takes advantage of an l 1,∞ ball as a constraint by replacing the use of an l 1 -norm or l 0 -norm, which reduces computation complexity significantly. (2) Our method, jointly learns a synthesis dictionary and an analysis dictionary. The synthesis dictionary is trained to achieve class-specific discriminative reconstruction and the analysis dictionary is trained to generate discriminative codes. With these two dictionaries generated, our method can further capture sparsity information of SAR data. (3) A nonlinear operator is introduced to capture the nonlinear structure of data points, which can better preserve the original structure to improve classification accuracy.
B. LIMITATION
From the experiment results, we can find that, the classification accuracy of our proposed method achieves up to 99.41% for 3-class SAR data, however, for 10-class SAR data, it only ensures a 93.38% classification rate. Obviously, enough labeled samples are very necessary for our framework, in other words, the number of training samples has a great influence on the corresponding classification performance, and this is an important issue that needs to be improved on our proposed FaDDL model.
C. MORE APPLICATIONS
In this subsection, we further extend our proposed model to deal with face recognition and evaluate our algorithm on two widely face datasets: Extended YaleB [43] and AR [44] .
1) The Extended YaleB database contains 2414 frontal face images from 38 classes and each class contains 64 images taken under different illumination conditions and expressions. Some sample images are shown in Fig. 11 (a) . We randomly select half of the images from each class for training and the other half for testing, which has been normalized with the an l 2 -norm as preprocessing. The parameters are set at τ = 10 −5 , α = 10 −4 , C = 110, p = 30 respectively. Fig. 12(a) plots the convergence curve of our proposed method on the Extended YaleB database and the recognition results and running time are summarized in Table 10 . Our FADDL algorithm achieves the best accuracy and takes relatively less time in training and testing. Comprehensively, the performance of our method is still superior to other algorithms on the Extended YaleB database.
2) The AR database includes more occlusion images such as wearing sunglass and scarf, as illustrated in Fig 11 (b) . There are 2600 images of 50 male and 50 female subjects that are extracted. For each class, 20 images are used for training and the remaining 6 images are used for testing, which follows the common setting. The parameters are set at τ = 10 −4 , α = 10 −3 , C = 80, p = 20. Fig. 12 (b) plots the convergence curve of our proposed method on the AR database and the recognition results and running time are summarized in Table 11 . The experiment results show, our proposed framework still achieves the best classification rate. Although the advantage seems to be just a little, but taking into consideration the execution time, our FaDDL model provides advantages in efficiency when compared with other algorithms.
D. FURTHER IMPROVEMENT
In the future work, we will extend the proposed model with the use of Kronecker product to further reduce the computational complexity over quadratic. Moreover, since the SAR data in this paper is converted into vectors as preprocessing, which damages the original structure of input data, we will try to process 2D data with retaining spatial information to improve classification accuracy.
VII. CONCLUSION
In this paper, we presented an efficient method for SAR classification, which constructs a nonlinear operator using an l 1,∞ constraint instead of a complicated l 1 -norm or l 0 -norm sparse coding to reduce computation complexity and ensure sparsity.
Our experiments have clearly validated its effectiveness in terms of accuracy and efficiency, and this trend puts our method among others as a better and effective approach for real-time or near real-time SAR ATR.
