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Abstract
Covariances play a fundamental role in the theory of stationary processes and they can naturally be
estimated by sample covariances. There is a well-developed asymptotic theory for sample covariances of
linear processes. For nonlinear processes, however, many important problems on their asymptotic behaviors
are still unanswered. The paper presents a systematic asymptotic theory for sample covariances of nonlinear
time series. Our results are applied to the test of correlations.
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1. Introduction
Let (X i )i∈Z be a stationary process with E(X2i ) < ∞; let µ = E(X i ) be the mean and
γi = E[(X0 − µ)(X i − µ)], i ∈ Z, be the covariance function. Covariances characterize
second order properties of the process (X i )i∈Z and they play a fundamental role in the theory
of time series. They are critical quantities that are needed in both spectral and time domain
analysis. Estimation of µ and γk helps understand the first and second order characteristics of the
process. A typical estimate for µ is X¯n = n−1∑ni=1 X i and there is a rich asymptotic theory for√
n(X¯n − µ); see [8].
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A natural estimate for γi is the sample covariance. For an integer 0 ≤ k < n let
γˆk = 1n
n∑
i=k+1
(X i − X¯n)(X i−k − X¯n)
and γˆ−k = γˆk . There exists some variants. For example, the factor 1/n may be replaced by
1/(n − |k|). Arguably, the asymptotic problem of γˆk is of fundamental importance in time series
analysis. The latter problem has been discussed in many classical time series textbooks; see for
example [6,15,1]. For other contributions see [14,17,20,23,33]. However, many of those results
require that the underlying processes are linear. A challenging problem is to extend those results
to nonlinear processes. In his Reflections [28], John Tukey commented:
My feeling – not necessarily correct, but . . . – is that our current frequency/time techniques
are quite well developed (at least so far as the present cycle goes), so that the most difficult
questions are not “how to solve it” but rather either “how to formulate it”, or “how do we
extend applicability to less comfortable conditions”.
The goal of the current paper is to present a systematic asymptotic theory for γˆk for nonlinear
time series that are traditionally less comfortable to work with. There are many important open
problems regarding the asymptotic behavior of γˆk . For example, is there a central limit theorem
(CLT) for γˆk with k = kn → ∞ for nonlinear processes? Can we construct simultaneous
confidence intervals for γ1, . . . , γk with k → ∞? What is the asymptotic distribution of
maxi≤kn |γˆi−γi |? The latter can be used to test the hypothesis of white noises γ1 = γ2 = · · · = 0.
Those problems will be discussed in the paper. We will compare the performances of our test
for white noises with the classical Ljung–Box test. Some open problems are also posed. The rest
of the paper is organized as follows. Our main results are stated in Section 2. Some of the proofs
are given in Section 3.
2. Main results
We shall work with a very general class of stationary processes which assumes the form
Xn = g(. . . , εn−1, εn), (1)
where εi are independent and identically distributed (i.i.d) innovations or shocks that drive
the system [4], Fn = (. . . , εn−1, εn) is the input, g(·) is a real-valued function which can be
interpreted as a filter or a transform and Xn = g(Fn) is the output or response. The process (Xn)
is causal in the sense that Xn only depends on Fn , the innovations up to n, and it does not depend
on future innovations. As argued in [30,24,27,31], the class of processes that follow within the
framework of (1) is huge. It includes linear processes and a large class of nonlinear time series;
see Section 5 in [26]. For discussions on non-causal two-sided processes see Remark 3.
To work with processes of form (1), we need to introduce appropriate dependence measures.
Following [31], we adopt the physical dependence measure: let (ε′i )i∈Z be an i.i.d copy of (εi )i∈Z
and let
δp(n) = ‖g(Fn)− X ′n‖p, where X ′n = g(F ′n), F ′n = (F−1, ε′0, ε1, . . . , εn). (2)
Here we write Z ∈ Lp, p > 0, if ‖Z‖p := [E(|Z |p)]1/p < ∞, and ‖Z‖ = ‖Z‖2. Another
coupling scheme is to use X∗n = g(F∗n ), where F∗n = (. . . , ε′−1, ε′0, ε1, . . . , εn); see Remark 2.
Let κp = ‖X i‖p. Note that δp(n) measures the functional dependence of Xn on ε0 and it is
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directly related to the data generating mechanism of the underlying process. In many applications
it is convenient to work with δp(n); see Remarks 1 and 2. All our results below are based on the
physical dependence measure δp(n).
2.1. CLT with bounded lags
To state central limit theorems for γˆk , we need the following stability condition:
∞∑
i=0
δp(i) <∞. (3)
The above condition means that the cumulative impact of innovation ε0 on future values (X i )i≥0
is finite, thus suggesting short-range dependence. Theorem 1 provides a central limit theorem for
γˆk with bounded lags, while Theorem 2 concerns unbounded lags.
Theorem 1. Let k ∈ N be fixed and E(X i ) = 0; let Yi = (X i , X i−1, . . . , X i−k)T and
Γk = (γ0, γ1, . . . , γk)T. Assume X i ∈ L4 and (3) holds with p = 4. Then
1√
n
n∑
i=1
(X i Yi − Γk)⇒ N [0,E(D0 DT0 )] (4)
where D0 =∑∞i=0 P0(X i Yi ) ∈ L2 and P0 is the projection operator defined by
Piξ = E(ξ |Fi )− E(ξ |Fi−1), i ∈ Z.
Proof of Theorem 1. We shall apply the coupling argument and [16] CLT for stationary
processes. Observe that X ′i = X i if i ≤ −1. Since ε′0, ε j , j ∈ Z, are i.i.d,
E(X i X i−k |F−1) = E(X ′i X ′i−k |F−1) = E(X ′i X ′i−k |F0).
Since δ j = 0 if j ≤ −1, by Jensen’s and the triangle inequalities and (3),
∞∑
i=0
‖P0(X i X i−k)‖ =
∞∑
i=0
‖E(X i X i−k − X ′i X ′i−k |F0)‖
≤
∞∑
i=0
‖X i X i−k − X ′i X ′i−k‖
≤
∞∑
i=0
(‖X i − X ′i‖4‖X i−k‖4 + ‖X ′i‖4‖X i−k − X ′i−k‖4)
≤
∞∑
i=0
[δ4(i)+ δ4(i − k)]κ4 = 2κ4
∞∑
i=0
δ4(i) <∞. (5)
Hence
∑∞
i=0 ‖P0(X i Yi )‖ <∞ and, by the Cramer–Wold device, (4) follows from Theorem 1 in
[16]. 
As an immediate consequence of Theorem 1, we have the following corollary which gives
a central limit theorem for sample correlations. Let ρˆk = γˆk/γˆ0, ρk = γk/γ0 and Sn =
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X1 + · · · + Xn . Assume µ = 0. By Theorem 1 in [32], for p ≥ 2,
‖Sn‖p ≤ C p
√
n
∞∑
i=0
δp(i) = O(
√
n), (6)
where C p is a constant only depending on p. By the triangle inequality,∥∥∥∥∥ n∑
i=k+1
X i X i−k − nγˆk
∥∥∥∥∥
p
≤ 2‖X¯n‖p‖Sn−k‖p + (n − k)‖X¯n‖2p = O(1). (7)
We omit the proof of Corollary 1 since it easily follows from the Cramer–Wold device, the
Slutsky theorem, and (7).
Corollary 1. Under conditions of Theorem 1, we have for some nonnegative definite matrix W
that
√
n[(ρˆ1, . . . , ρˆk)T − (ρ1, . . . , ρk)T] ⇒ N (0,W ). (8)
Remark 1. For a linear process X t =∑∞j=0 a jεt− j with εt ∈ L4, we have δ4(i) = |ai |‖ε0−ε′0‖4
and (3) reduces to
∑∞
i=0 |ai | < ∞, a classical condition for linear processes to be short-range
dependent. In this case, for fixed k ∈ N,
1√
n
n∑
i=1
(X i X i−k − γk)⇒ N (0, σ 2k ),
where σ 2k can be computed from the Bartlett formula; see [2] and Section 7.2 in [6]. However, the
argument in the latter book heavily depends on the linearity assumption and it can not be easily
generalized to nonlinear time series. For example, the argument does not seem to work well for
the nonlinearly transformed process G(X t ) = |X t |−E|X t |. In comparison, for the latter process
our Theorem 1 is also applicable and (3) similarly reduces to
∑∞
i=0 |ai | <∞. 
Remark 2. Shao and Wu [26] provided examples of nonlinear time series that satisfy the
geometric-moment contraction (GMC) property: let (ε′i )i∈Z be an i.i.d copy of (εi )i∈Z; let
X∗n = g(F∗n ), where F∗n = (. . . , ε′−1, ε′0, ε1, . . . , εn). The GMC property says that there exists
ρ ∈ (0, 1) such that
‖Xn − X∗n‖p = O(ρn). (9)
It is easily seen that (9) implies δp(n) = O(ρn). So Theorem 1 is applicable. A simple example
of nonlinear time series for which (9) holds is the autoregressive process
Xn = R(Xn−1, εn), (10)
where εn are i.i.d and R(·, ·) is a bivariate measurable function such that, for some x0,
R(x0, εk) ∈ Lp and max
x 6=x ′
‖R(x, εk)− R(x ′, εk)‖p
|x − x ′| < 1. (11)
Using the technique in [34], we conclude that (11) implies (9). Many nonlinear processes are of
form (10); see [34,31]. 
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Remark 3. A careful check of the proof of Theorem 1 is that it also holds for two-sided non-
causal processes. Specifically, let the two-sided process
Xn = g(. . . , εn−1, εn, εn+1, . . .) =: g(Fn), where Fn = (. . . , εn−1, εn, εn+1, . . .).
As in (2), we can similarly define F ′n = (F−1, ε′0, ε1, . . . , εn, εn+1, . . .) by replacing ε0 in Fn by
ε′0. Let δp(n) = ‖g(Fn) − g(F ′n)‖p. Under the condition
∑
i∈Z δ4(i) < ∞, (4) still holds with
D0 = ∑i∈Z P0(X i Yi ) ∈ L2. The key step in the proof is that, instead of using Hannan’s [16]
CLT for causal processes, one can apply Voln´y’s [29] CLT for non-causal processes. The details
are omitted since it does not involve essential extra difficulties. Theorem 2 in Section 2.2 is also
valid for two-sided processes. I would like to thank a referee for clarifying this. Since many time
series encountered in practice are causal, we decide to state our theorems in the setting of causal
processes. 
Remark 4. A careful check of the proof of Theorem 1 suggests that it can be easily generalized
to higher order moments and the same argument is applicable. Let g j (u1, . . . , uk) be polynomials
with degree d ∈ N, 1 ≤ j ≤ J , and g = (g1, . . . , gJ )T. Let
g¯n = 1n
n−1∑
i=0
g(X i+1, . . . , X i+k). (12)
Assume that (3) holds with p = 2d. Following the proof of Theorem 1, we have by the delta
method that the CLT
√
n[g¯n − E(g¯n)] ⇒ N (0,Σg) holds, where Σg is a covariance matrix. As
a special case, the latter result can be applied in the estimation of joint cumulants. For example,
let µ = 0 and consider the estimation of the fourth order joint cumulant
c0 = E(X1 X2 X3 X4)− E(X1 X2)E(X3 X4)− E(X1 X3)E(X2 X4)− E(X1 X4)E(X2 X3),
we can let g1(u1, . . . , u4) = u1u2u3u4, g2(u1, . . . , u4) = u1u2, g3(u1, . . . , u4) = u1u3 and
g4(u1, . . . , u4) = u1u4. Consequently c0 can be estimated by the plug-in rule in view of (12).
The CLT for the estimate follows from Slutsky’s Theorem. 
Remark 5. In Theorem 1, (3) is a short-range dependence condition. If (3) fails, then the process
(X i ) is long-range dependent and the limiting distribution of γˆk − γk , with possibly non-√n
normalization, may no longer be Gaussian; see [25]. 
2.2. CLT with unbounded lags
Theorem 1 states a CLT for
√
n(γˆk − γk) with bounded k. It turns out that, for unbounded
k, the asymptotic behavior is quite different. By Theorem 3.1 in [21], one can have a CLT for
strong mixing processes with kn = o(log n). An open problem was posed in the latter paper that
whether the severe restriction kn = o(log n) can be relaxed. The latter restriction excludes many
important applications. Harris, McCabe and Leybourne [18] considered linear processes with
larger ranges of kn . Theorem 2(ii) gives a CLT for short-range dependent nonlinear processes
under a natural and mild condition on kn : kn →∞ and kn/n→ 0.
Theorem 2. Let Zi = (X i , X i−1, . . . , X i−h+1)T, where h ∈ N is fixed. Let kn →∞, E(X i ) = 0
and assume (3) with p = 4. Then we have (i)
1√
n
n∑
i=1
[X i Zi−kn − E(Xkn Z0)] ⇒ N (0,Σh), (13)
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where Σh is an h × h matrix with entries
σab =
∑
j∈Z
γ j+aγ j+b =
∑
j∈Z
γ jγ j+b−a =: σ0,a−b, 1 ≤ a, b ≤ h, (14)
and (ii) if additionally kn/n→ 0, then
√
n[(γˆkn , . . . , γˆkn−h+1)T − (γkn , . . . , γkn−h+1)T] ⇒ N (0,Σh). (15)
An interesting observation of Theorem 2 is that the asymptotic covariance matrix Σh in (13)
does not depend on the speed of kn →∞. As an immediate corollary, we have
1√
n
n∑
i=1
(X i X i−kn − γkn )⇒ N (0, σ00)
and σ00 = ∑ j∈Z γ 2j does not depend on kn . The latter property is quite different from the one
in which k is bounded. It turns out that, as expected, limk→∞ ‖∑∞i=0 P0(X i X i−k)‖2 = σ00; see
Remark 6 in Section 3.
The covariance matrix Σh in (14) has an interesting structure. Let ηi , i ∈ Z, be i.i.d standard
Gaussian random variables and
Gi =
∑
j∈Z
γ jηi− j . (16)
Then the covariance matrix of the Gaussian vector (G1, . . . ,Gh)T is Σh . Theorem 2 describes
an interesting fact that, asymptotically, n−1/2
∑n
i=1[X i Zi−kn − E(Xkn Z0)] behaves like
(G1, . . . ,Gh)T. For the special case of linear processes, a similar claim was made in Section
7.2 of [6].
2.3. Supremum of sample covariances
Assume kn → ∞ and kn/n → 0. The problem of obtaining the asymptotic distribution of
max1≤k≤kn |γˆk − γk | is very difficult and, on the other hand, is extremely important since the
result can be used to construct simultaneous confidence intervals of {γk, k ≥ 1} and can be
used to test the hypothesis of white noises: γ1 = γ2 = . . . = 0. Here, with [12,13] martingale
moderate deviation results and a [32] martingale approximation scheme, we are able to obtain
an asymptotic upper distributional bound for max1≤k≤kn |γˆk − γk |. However, the asymptotic
distribution of the latter is still unknown (cf Conjecture 1). Let
γ˘ j = 1n
n∑
i=1
X i− j X i . (17)
Let φ = Φ′ the standard normal density function and let Φ−1 be the inverse of Φ.
Theorem 3 asserts the speed of normal approximation in the form of moderate deviation for√
n(γ˘ j − γ j ). For x ≥ 1 let ιx be the solution to the equation
x = (1+ ιx )9 exp(ι2x/2). (18)
As x →∞, one has the expansion ι2x = 2 log x − (18 + o(1)) log(1 +
√
2 log x); see [12]. The
proof of Theorem 3 is given in Section 3.2.
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Theorem 3. Assume that δ8(i) = O(i−β) with β > 3/2, k = o(n), and that there exists a
constant c0 > 0 such that σk = ‖∑∞i=0 P0 X i−k X i‖ ≥ c0. Let bn = k/n + n−2/3. Then∣∣∣∣P(√n|γ˘k − γk |/σk > ιx )2[1− Φ(ιx )] − 1
∣∣∣∣ ≤ θ0(xbn)1/5 (19)
uniformly over x ∈ [1, 1/bn], where θ0 is a constant independent of k and n.
Corollary 2. Assume that kn = o[n1/2(log n)−2], mink≤kn σk > c0 for some c0 > 0, δ8(i) =
O(i−β) with β > 3/2. Let 0 < α < 1. Then
lim sup
n→∞
P
[√
n max
k≤kn
|γˆk − γk |
σk
> Φ−1(1− α/(2kn))
]
≤ α. (20)
Proof of Corollary 2. Let Sm =∑mi=1 X i , ∆n,k =∑ni=1+k X i X i−k − (n − k)γk and
Rn,k = nγˆk −
n∑
i=1+k
X i X i−k = (n − k)X¯2n − X¯n Sn−k − X¯n(Sn − Sk)− kγk .
Since δ8(i) = O(i−β), β > 3/2, Xk =∑ j∈Z P j Xk and P j are orthogonal, for k ∈ N,
|γk | =
∣∣∣∣∣∣E
∑
j, j ′∈Z
P j X0P j ′Xk
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
j∈Z
E(P j X0P j Xk)
∣∣∣∣∣∣
≤
∑
j∈Z
‖P j X0‖‖P j Xk‖ ≤
0∑
j=−∞
δ2(− j)δ2(k − j) = O(k−β).
So supk≥1 |kγk | <∞. By (6), we have ‖Rn,k‖ = O(1). Let tn = n1/4, un = Φ−1(1− α/(2kn))
and u′n = (1 − kn/n)−1/2un ± tn(n − kn)−1/2/σk . Elementary calculations show that, for
either sign in u′n , we have Φ(−u′n)/Φ(−un) → 1 and, for all large n, (1 + u′n)9 exp(u′2n /2) ≤
n2/(nkn + n4/3). Applying Theorem 3 to ∆n,k and ιx = u′n , we have
P(
√
n|γˆk − γk | > σkun) = P(|Rn,k +∆n,k | > σkunn1/2)
≤ P(|∆n,k | > σkunn1/2 − tn)+ P(|Rn,k | > tn)
= k−1n α(1+ o(1))+ O(t−2n ) = k−1n α(1+ o(1)).
So (20) easily follows. 
Recall (14) for σab. In Section 2.2, for large k, (16) gives an asymptotic probabilistic
representation for
√
n(γˆk − γk) in terms of the Gaussian process Gk . We conjecture that (20)
in Corollary 2 can be improved to (21) below.
Conjecture 1. Assume that kn = o[n1/2(log n)−2], kn → ∞, and δ8(i) = O(i−β) with
β > 3/2. Let 0 < α < 1. Then for every x ∈ R,
lim
n→∞P
[√
n max
k≤kn
|γˆk − γk | ≤ σ 1/200 (akn x + bkn )
]
= exp(−2 exp(−x)), (21)
where bk = (2 log k − log log k − log(4pi))1/2 and ak = 1/bk .
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The intuition is that the appropriately normalized maximum of the stationary Gaussian process
Gi/σ
1/2
00 , i = 1, . . . ,m, is the same as that of independent standard Gaussian random variables
under the assumption that E(G0Gm) log m → 0; see [19] and [3]. Here ak and bk come from the
extreme value theory of Gaussian processes.
2.4. Inference of covariances
Corollary 2 can be used to construct simultaneous confidence intervals for covariances. Given
X1, . . . , Xn , we can construct Bonferroni-type conservative simultaneous confidence intervals
for γ1, . . . , γkn with kn = o[n1/2(log n)−2] by
γˆk ± σˆk Φ
−1(1− α/(2kn))√
n
, k = 1, . . . , kn, (22)
where σˆk are estimates of σk . Proposition 1(i) below asserts L1 consistency of an estimate of σk ,
and Proposition 1(ii) is for
∑ln
j=−ln γˆ
2
j , an estimate for
∑
j∈Z γ 2j . Its proof is given in Section 3.3.
The imposed conditions are not the weakest possible. The problem of choosing an optimal lag ln
using data-driven approaches is beyond the scope of the paper.
Proposition 1. Let ln ∈ N satisfy ln → ∞ and ln = o(√n). (i) Let k ∈ N be fixed. Assume (3)
with p = 8. Define L i = X i X i−k − γk , Li = (X i − X¯n)(X i−k − X¯n) − γˆk , νi = cov(L0, L i ),
νi = (n − i − k)−1
∑n+i
l=1+k Ll L

l+i , and ς = ν0 + 2
∑ln
i=1 ν

i . Then limn→∞ E|ς − σ 2k | =
0. (ii) Assume (3) with p = 4. Then limn→∞ E|∑lnj=−ln γˆ 2j −∑ j∈Z γ 2j | = 0.
The simultaneous confidence intervals (22) are conservative in the sense that, by (20) of
Corollary 2, the asymptotic coverage probability is no less than 1−α. The latter conservativeness
issue does not seem to be overly severe. Let α = 0.05 and kn = 10. As an idealization, assume
that
√
n(γˆk − γk) are asymptotically independent. Then 100% minus the probability in the left
hand side of (20) is {2Φ[Φ−1(1 − α/(2kn))] − 1}kn = (1 − α/kn)kn = 0.95111, which is quite
close to the nominal level 1− α = 0.95.
An important problem in the inference of stochastic processes is to test whether a process is
a white noise sequence. For example, after a model is fitted to some observed data, one would
like to inspect the residuals and perform model diagnostics. If the residuals do not behave like a
white noise sequence, then one may need to find a better model which can capture more structural
information from the data.
Various tests for white noise have been proposed in the literature and they include Fisher’s test,
generalized likelihood ratio test, χ2-test and Neyman test; see Section 7.4 in [10]. Let X i , i ∈ Z,
be a stationary sequence. The null hypothesis is
H0 : γ1 = γ2 = . . . = 0. (23)
Here we shall compare the performance of [5] portmanteau test and the one based on Corollary 2.
The Ljung–Box test statistic has the form
QL B = n(n + 2)
kn∑
k=1
ρˆ2k
n − k , where ρˆk =
γˆk
γˆ0
. (24)
Let α ∈ (0, 1). If QL B > χ2kn ,1−α , the (1 − α)th quantile of χ2 distribution with kn degrees of
freedom, then at least one of the γks is different from zero at level α. The simultaneous confidence
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intervals (22) suggest a natural test for H0: if 0 is within every interval, then we accept H0 at level
α, otherwise we reject it.
To compare the powers of the two tests, consider the simple example X i = (1 − θ)1/2εi +
θεi−1, where θ ∈ (−1, 1) and εi are i.i.d standard normal random variables. Then γ1 = (1 −
θ)1/2θ and γk = 0 for k ≥ 2. Let kn = bn1/3c. If θ = θn → 0 satisfies [(log kn)/n]1/2 = o(θn),
or equivalently θ−2n log θ−2n = o(n), then the power of our test approaches 1. In comparison, the
Ljung–Box test requires the stronger condition (kn/n)1/2 = o(θn), or θ−3n = o(n), to ensure that
the power goes to 1. In other words, for a given θ 6= 0 which is close to 0, the sample size n
needed in the Ljung–Box test to reject the independence hypothesis is much larger than the one
needed in our test. So our test has a better power. Similar conclusions hold for the AR process
X i = θX i−1 + εi .
3. Proofs
Recall (2) for F ′i , X ′i = g(F ′i ) and κp = ‖X i‖p. This section provides proofs for Theorems 2
and 3 and Proposition 1.
3.1. Proof of Theorem 2
(i). We first prove (13) with h = 1. Let X˜ i = E(X i |Fi−l,i ), where l ∈ N and Fm,n =
(εm, εm+1, . . . , εn), and τl = ‖X i − X˜ i‖4. By the triangle and the Schwarz inequalities,
‖X i X i−kn − X˜ i X˜ i−kn‖ ≤ ‖X i X i−kn − X i X˜ i−kn‖ + ‖X i X˜ i−kn − X˜ i X˜ i−kn‖
≤ ‖X i‖4‖X i−kn − X˜ i−kn‖4 + ‖X i − X˜ i‖4‖X˜ i−kn‖4 ≤ 2κ4τl .
By (5), ‖P0 X i X i−kn‖ ≤ [δ4(i) + δ4(i − kn)]κ4. Clearly, ‖P0 X˜ i X˜ i−kn‖ = 0 if i < 0. Since
kn → ∞ and X˜ i and X˜ i−kn are independent if kn > l, ‖P0 X˜ i X˜ i−kn‖ = 0 if i ≥ kn > l. Note
that P0 X˜ i = E(P0 X i |Fi−l,i ). Then if 0 ≤ i < kn , ‖P0 X˜ i X˜ i−kn‖ = ‖X˜ i−knP0 X˜ i‖ ≤ κ4δ4(i).
So, for all large n,
‖P0(X i X i−kn − X˜ i X˜ i−kn )‖ ≤ min(‖X i X i−kn − X˜ i X˜ i−kn‖, ‖P0 X i X i−kn‖ + ‖P0 X˜ i X˜ i−kn‖)
≤ min{2κ4τl , 2[δ4(i)+ δ4(i − kn)]κ4}.
Let Qn =∑ni=1 X i X i−kn − nγkn and Q˜n =∑ni=1 X˜ i X˜ i−kn − nE(X˜0 X˜kn ). Then
lim sup
n→∞
‖Qn − Q˜n‖√
n
≤ lim sup
n→∞
∞∑
i=0
‖P0(X i X i−kn − X˜ i X˜ i−kn )‖
≤ lim sup
n→∞
∞∑
i=0
min{2κ4τl , 2[δ4(i)+ δ4(i − kn)]κ4}
≤
∞∑
i=0
4κ4 min(τl , δ4(i))→l→∞ 0. (25)
Here we have applied the inequality min(|a|, |b| + |c|) ≤ min(|a|, |b|) + min(|a|, |c|), and the
Lebesgue dominated convergence theorem since τl → 0 as l →∞. By (25), it remains to show
that, for fixed l ∈ N, Q˜n/√n ⇒ N (0, s2l ) for some s2l <∞. Let 3l < kn and
D˜ j =
j+l∑
i= j
X˜ i−knP j X˜ i =
l∑
q=0
X˜q+ j−knP j X˜q+ j and M˜n =
n∑
j=1
D˜ j .
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Then D˜ j , j = 1, . . . , n, are martingale differences with respect to F j . Since X˜ i = ∑ij=i−l
P j X˜ i ,
‖M˜n − Q˜n‖ =
∥∥∥∥∥ n∑
j=1
j+l∑
i= j
X˜ i−knP j X˜ i −
n∑
i=1
i∑
j=i−l
X˜ i−knP j X˜ i
∥∥∥∥∥ = O(1). (26)
We shall apply the martingale central limit theorem (cf [7]) for M˜n/
√
n. Since ‖P j X˜ i‖ ≤
δ4(i − j), ‖D˜ j‖4 ≤ κ4∑∞i=0 δ4(i), the Lindeberg condition is satisfied. We now show that
n−1
∑n
i=1 E(D˜2j |Fi−1) converges. For 0 ≤ q, q ′ ≤ l, let
A j = X˜q+ j−kn X˜q ′+ j−kn and B j = (P j X˜q ′+ j )(P j X˜q+ j ).
Since 3l < kn , A j and B j are independent, and A j and P j−t B j (1 ≤ t ≤ l) are also independent.
For t = 1, . . . , l, we have, by the orthogonality of A j (P j−t B j ),∥∥∥∥∥ n∑
j=1
A j (P j−t B j )
∥∥∥∥∥ = √n‖A1(P1−t B1)‖ = O(√n). (27)
Since E(B j |F j−l−1) = E(B j ) and E(B j |F j−1)− E(B j |F j−l−1) =∑lt=1 P j−t B j , by (27),
E
∣∣∣∣∣ n∑
i=1
A jE(B j |F j−1)− nE(A j )E(B j )
∣∣∣∣∣
≤ E
∣∣∣∣∣ n∑
i=1
A j [E(B j |F j−1)− E(B j |F j−l−1)]
∣∣∣∣∣+ |E(B1|F−l)|E
∣∣∣∣∣ n∑
i=1
A j − nE(A j )
∣∣∣∣∣
= O(√n)+ o(n)
by the ergodic theorem and (27). Hence
1
n
n∑
j=1
E(D˜2j |F j−1)→ s2l :=
l∑
q,q ′=0
γ˜q−q ′E[(P0 X˜q ′)(P0 X˜q)] in probability.
By the martingale central limit theorem, M˜n/
√
n ⇒ N (0, s2l ). Observe that
s2l =
∑
q,q ′∈Z
γ˜q−q ′E[(P0 X˜q ′)(P0 X˜q)] =
∑
q∈Z
∑
i∈Z
γ˜iE[(P0 X˜q)(P0 X˜q+i )]
=
∑
i∈Z
γ˜i
∑
q∈Z
E[(P−q X˜0)(P−q X˜ i )] =
∑
i∈Z
γ˜ 2i . (28)
With elementary manipulations, we have s2l →
∑
i∈Z γ 2k as l → ∞. Hence, by (25) and (26),
Qn/
√
n ⇒ N (0, σ00).
Using the Cra´mer-Wold device, one can apply the above argument and obtain (13) for the
general case h ≥ 2. We omit the details.
(ii). It easily follows from (i) in view of (6) and (7), Slutsky’s Theorem and the fact that√
n/
√
n − kn → 1. 
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Remark 6. For a fixed integer k ≥ 0, by Theorem 1, we have√n(γˆk − γk)⇒ N (0, σ 2k ), where
σk = ‖∑∞i=0 P0(X i X i−k)‖. The proof of Theorem 2 implies that
lim
k→∞ σ
2
k =
∑
j∈Z
γ 2j . (29)
To this end, recall X˜ i = E(X i |Fi−l,i ). Let σ˜k = ‖∑∞i=0 P0 X˜ i X˜ i−k‖. By (25), we have
|σk − σ˜k | ≤
∞∑
i=0
‖P0(X i X i−kn − X˜ i X˜ i−kn )‖ ≤
∞∑
i=0
2κ4 min{τl , δ4(i)+ δ4(i − kn)}
≤
∞∑
i=0
4κ4 min(τl , δ4(i))→l→∞ 0. (30)
For k with k > 3l, we have σ˜k = ‖∑li=0 P0 X˜ i X˜ i−k‖ = ‖D˜0‖. Since ‖D˜0‖2 = s2l =∑i∈Z γ˜ 2i ,
by (30), we have (29). 
3.2. Proof of Theorem 3
To prove Theorem 3, we need Lemma 1 which concerns moderate deviations of stationary
processes. The argument in the proof of Theorem 1 in [35] can be modified to show Lemma 1,
which is a consequence of Theorem 2.1 in [12] (see also [13]). Since there are no essential
difficulties involved, we omit the details.
Lemma 1. Let Di , i ∈ Z, be stationary martingale differences with respect to the filter Fi .
Assume Di ∈ L4 and σ = ‖D0‖ > 0. Let Mn =∑ni=1 Di , Vn =∑ni=1 E(D2i |Fi−1) and
In :=
n∑
i=1
‖Di‖44
n2
+ ‖Vn/n − σ 2‖22 = ‖Di‖44/n + ‖Vn − nσ 2‖22/n2. (31)
Let bn > 0 be a sequence such that In = O(bn) and let Rn be a random sequence such that
‖Rn‖44/n2 = o(bn). (32)
Then there exists a constant C, independent of x and n, such that∣∣∣∣P(Mn + Rn ≥ √nσrx )1− Φ(rx ) − 1
∣∣∣∣+ ∣∣∣∣P(Mn + Rn ≤ −√nσrx )Φ(−rx ) − 1
∣∣∣∣ ≤ C(xbn)1/5 (33)
holds uniformly in x ∈ [1, b−1n ].
Proof of Theorem 3. Let (ε′i )i∈Z be an i.i.d copy of (εi )i∈Z. Let
ηp(n) = ‖Xn − X∗n‖p, where X∗n = g(F∗n ) and F∗n = (. . . , ε′−1, ε′0, ε1, . . . , εn). (34)
By Theorem 1(iii) in [31],
η28(n) ≤ 64
0∑
i=−∞
δ28(n − i) = O(n1−2β). (35)
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By Jensen’s inequality, since E(X∗n |F0) = E(X∗n) = 0, ‖E(Xn|F0)‖8 = ‖E(Xn − X∗n |F0)‖8 =
O(n1/2−β). Note that 1/2− β < −1. Hence
k−1∑
i=0
‖X i−kE(X i |F0)− γk‖ ≤
k−1∑
i=0
‖X i−k‖4‖E(X i |F0)‖4 = O(1)
and, since E(X∗i−k X∗i |F0) = γk ,
∞∑
i=k
‖E(X i−k X i |F0)− γk‖ ≤
∞∑
i=k
‖E(X i−k X i − X∗i−k X∗i |F0)‖
≤
∞∑
i=k
(η8(i − k)‖X i‖4 + ‖X∗i−k‖4η8(i)) = O(1).
Observe that the preceding two inequalities hold uniformly over k ≥ 0. So
sup
k≥0
∞∑
i=0
‖E(X i−k X i |F0)− γk‖ = O(1). (36)
We now apply the argument in [11] to approximate n(γ˘k−γk) by a martingale. For m ∈ Z define
Hm =
∞∑
i=m
[E(X i−k X i |Fm)− γk] and Dm = Hm − E(Hm |Fm−1).
Then D1, . . . , Dn are martingale differences and Xm−k Xm = Hm − E(Hm+1|Fm). Let Mn =∑n
i=1 Di , Vn =
∑n
i=1 E(D2i |Fi−1) and Rn = n(γ˘k − γk)− Mn . So
‖Rn‖4 = ‖n(γ˘k − γk)− Mn‖4 ≤ 2‖Hm‖4 = O(1). (37)
Next we shall apply Lemma 1 to prove (19). To this end, a key step is to obtain a bound for
‖Vn − nσ 2k ‖. Since E(D2i |Fi−1) =
∑2k−1
j=1 Pi− j D2i + E(D2i |Fi−2k), we have
‖Vn − nσ 2k ‖ ≤
2k−1∑
j=1
∥∥∥∥∥ n∑
i=1
Pi− j D2i
∥∥∥∥∥+
∥∥∥∥∥ n∑
i=1
E(D2i |Fi−2k)− nσ 2k
∥∥∥∥∥ =: Kn + Jn .
For Kn , since Pi− j D2i , i = 1, . . . , n, are martingale differences, by Schwarz’s inequality,
Kn = √n
2k−1∑
j=1
‖P1− j D21‖ ≤
√
2kn
(
2k−1∑
j=1
‖P1− j D21‖2
)1/2
≤ √2kn‖D21‖.
The treatment for the second term Jn is more complicated. For i ≥ 0 let
λi := ‖X i X i−k − X ′i X ′i−k‖4 ≤ ‖X i‖8‖X i−k − X ′i−k‖8 + ‖X ′i−k‖8‖X i − X ′i‖8 (38)
and
Λi := ‖X i X i−k − X∗i X∗i−k‖4 ≤ ‖X i‖8‖X i−k − X∗i−k‖8 + ‖X∗i−k‖8‖X i − X∗i ‖8. (39)
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By Proposition 3 in [32], for 1 ≤ i ≤ n,
‖E(D2i+2k |F0)− σ 2k ‖ ≤ 8‖D0‖4Λi+2k + 8‖D0‖4
∞∑
j=i+2k
min(2Λ j+1, 2λ j+1−(i+2k))
≤ 8‖D0‖4Λi+2k + 16‖D0‖4
∞∑
j=1
min(Λ j+i+2k, λ j ).
Choose d ∈ N such that 2d−1 < n ≤ 2d . By Proposition 2.3 in [22], there exists an absolute
constant c such that
Jn =
∥∥∥∥∥ n∑
i=1
E(D2i+2k |F0)− nσ 2k
∥∥∥∥∥
≤ c√n‖D20‖ + c
√
n
n∑
i=1
i−1/2‖E(D2i+2k |F0)− σ 2k ‖
= O(√n)+ O(√n)
n∑
i=1
i−1/2
[
Λi+2k +
∞∑
j=1
min(Λi+2k, λ j )
]
.
Note that λ j ≤ ‖X0‖8δ8( j) if 1 ≤ j < k, and λ j = O(( j − k + 1)−β) if j ≥ k. Elementary
calculations show that, as  ↓ 0, ∑k−1j=1 min(, λ j ) = O(1−1/β), and also ∑∞j=k min(, λ j ) =
O(1−1/β). By (35) and (39), since β > 3/2, we have
Jn = O(√n)+ O(√n)
n∑
i=1
i−1/2 O(Λ1−1/βi+2k )
= O(√n)+ O(√n)
n∑
i=1
i−1/2(i + k)(1/2−β)(1−1/β) = O(n2/3).
Hence ‖Vn − nσ 2k ‖ = O((kn)1/2 + n2/3). We now apply Lemma 1 with bn = k/n + n−2/3. For
In in (31), we have In = O(bn). By (37), (32) trivially holds. So (33) implies (19). 
3.3. Proof of Proposition 1
We first prove (ii). Assume without loss of generality that µ = 0. For j ≥ 0 let γˆ ◦j =
n−1
∑n
i= j+1 X i X i− j and γˆ ◦− j = γˆ ◦j . Then by (5),
n‖γˆ ◦j − Eγˆ ◦j ‖/
√
n − j ≤
∞∑
i=0
‖P0(X i X i− j )‖ = O(1).
By (7), n‖γˆ ◦j − γˆ j‖ = O(1). Since |Eγˆ ◦j − γ j | = | jγ j/n| = O(ln/n), we have ‖γˆ j − γ j‖ =
O(n−1/2) and hence E|γˆ 2j − γ 2j | = O(n−1/2). So (ii) follows since
∑
j≥|ln | γ
2
j → 0.
Now we prove (i). Let νˆi = (n − i − k)−1∑n+il=1+k Ll Ll+i . Similarly as (5), we have∑
l∈Z
‖P0(Xl Xl−k Xl+i Xl+i−k)‖ ≤ 4κ38
∞∑
l=0
δ8(l) <∞.
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Since (3) holds with p = 8. Hence by (5) we have uniformly in i = 0, . . . , ln that
√
n − i − k‖νˆi − νi‖ ≤
∞∑
l=−i
‖P0Ll Ll+i‖ = O(1). (40)
By (6), ‖X¯n‖4 = O(n−1/2). So ‖L i − Li ‖ ≤ 2‖X¯n‖4‖X i‖4 + ‖X¯2n‖ + ‖γˆk − γk‖ = O(n−1/2)
and hence E|νi − νˆi | = O(n−1/2). By (40), E|ς − (ν0 + 2
∑ln
i=1 νi )| = O(lnn−1/2) = o(1).
By (5) and Corollary 1 in [9], σ 2k =
∑
i∈Z νi . So (i) follows since ln →∞ and
∑
i∈Z |νi | <∞.
To see the latter, since L i =∑h∈Z Ph L i , by the orthogonality of Ph ,
νi = E(L0L i ) = E
∑
h,h′∈Z
(Ph L0)(Ph′L i ) =
∑
h∈Z
E(Ph L0)(Ph L i )
and hence by (5)
∑
i∈Z |νi | ≤
∑
h∈Z ‖Ph L0‖
∑
i∈Z ‖Ph L i‖ <∞. 
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