Brief and sustained neuronal activity patterns can have opposite effects on synaptic strength that both require activity-regulated gene (ARG) expression. However, whether distinct patterns of activity induce different sets of ARGs is unknown. In genome-scale experiments, we reveal that a neuron's activity-pattern history can be predicted from the ARGs it expresses. Surprisingly, brief activity selectively induces a small subset of the ARG program that that corresponds precisely to the first of three temporal waves of genes induced by sustained activity. These first-wave genes are distinguished by an open chromatin state, proximity to rapidly activated enhancers, and a requirement for MAPK/ERK signaling for their induction. MAPK/ERK mediates rapid RNA polymerase recruitment to promoters, as well as enhancer RNA induction but not histone acetylation at enhancers. Thus, the same mechanisms that establish the multi-wave temporal structure of ARG induction also enable different sets of genes to be induced by distinct activity patterns.
INTRODUCTION
Neurons induce expression of hundreds of activity-regulated genes (ARGs) in response to elevations of neuronal activity (Flavell and Greenberg, 2008) . This gene induction is required for many forms of long-lasting synaptic plasticity, including, intriguingly, both synaptic strengthening and weakening. Brief, high frequency activity strengthens synapses through LTP (Abbott and Nelson, 2000) , whereas sustained activity weakens synapses through homeostatic scaling (Turrigiano, 2008) . The fact that LTP and homeostatic scaling both require activity-regulated transcription (Ibata et al., 2008; Nguyen et al., 1994) suggests that different patterns of neuronal activity may induce sets of ARGs with opposite functions. Consistent with this idea, different patterns of neuronal activity differentially induce the expression of several individual ARGs (Douglas et al., 1988; Greenberg et al., 1986; Sheng et al., 1993; Worley et al., 1993) . Because induced mRNAs remain in the cell for hours to days (Schwanhausser et al., 2011) , these observations hint at the possibility that a neuron's activity pattern history might be predictable from its gene expression state (i.e., set of expressed genes). Given that there are hundreds of ARGs, neurons have the potential to encode a vast number of activity patterns in gene expression states. However, the lack of genome-scale comparisons of ARG expression between even two distinct activity patterns has precluded an understanding of how neuronal activity patterns are coupled to ARG expression.
The ARG expression program is likely structured temporally into two major waves of gene induction that are well characterized in non-neuronal cells (Fowler et al., 2011; Herschman, 1991) . The first of these waves comprises primary response genes (PRGs, often called immediate-early genes), which do not require de novo translation for their induction. The second major wave of gene induction comprises secondary response genes (SRGs), which require de novo translation for their induction and are regulated by PRG protein products (Fowler et al., 2011; Herschman, 1991; Yamamoto and Alberts, 1976) . Given that neurons also induce at least two temporally distinct waves of transcription (Flavell and Greenberg, 2008; West and Greenberg, 2011) , the ARG program is likely also divided into PRGs and SRGs. However, it is not known how this multi-wave structure relates to the ability of the ARG program to distinguish different activity patterns.
Neuronal activity induces ARGs via calcium influx and activation of calcium-dependent signaling pathways, but it is not known how these signaling pathways mediate activity-pattern-specific gene expression. The many calcium-dependent signaling pathways and hundreds of associated signaling molecules (Fields et al., 2005; Flavell and Greenberg, 2008) provide, in principle, enough complexity to couple many distinct neuronal activity patterns to corresponding gene expression states. Indeed, calcium-dependent signaling pathways respond differentially to different patterns of calcium influx as well as to different patterns of neuronal activity (De Koninck and Schulman, 1998; Dolmetsch et al., 1998 Dolmetsch et al., , 1997 Dudek and Fields, 2001; Eshete and Fields, 2001; Fields et al., 1997; Fujii et al., 2013; Ma et al., 2011; Wu et al., 2001 ). An intriguing possibility for how different calcium-dependent signaling dynamics might induce distinct sets of genes is suggested by experiments in cancer cell lines. Brief signaling pathway activation is sufficient to induce PRGs, but sustained signaling pathway activation is required to stabilize PRG protein products, presumably allowing them to persist for long enough to induce SRGs (Murphy et al., 2004 (Murphy et al., , 2002 . In this way, signaling pathway activation and the temporal structure of ARG transcription could intersect to couple distinct activity patterns to expression of different subsets of genes.
We performed a genome-scale comparison of ARG induction in response to two neuronal activity patterns: brief activity and sustained activity. Using this simplified model, we were able to predict the duration of a neuron's elevated activity from its ARG gene expression state, a formal demonstration that specific patterns of neuronal activity are indeed encoded in ARG expression. As expected, sustained activity induces both PRGs and SRGs. Surprisingly, we found that brief activity induces only a small subset of PRGs, rapid PRGs, which we show correspond to the first of three distinct temporal waves of ARG induction. Rapid PRGs are distinguished from genes in subsequent waves by a requirement for MAPK/ERK signaling for their induction. Abolishing MAPK/ERK signaling blunts and delays rapid PRG induction, altering the temporal structure of the ARG program. It also blocks gene induction in response to brief activity. Thus, a signaling mechanism that helps create the multi-wave temporal structure of the ARG program also enables distinct activity patterns to generate different gene expression states.
RESULTS

Rapid but not delayed PRGs are induced by brief activity
We investigated the possibility that neuronal activity pattern histories are encoded in ARG expression states by focusing on two activity patterns: brief and sustained activity. To determine whether brief and sustained neuronal activation induce different subsets of genes, we activated neurons either briefly (1-5 minutes) or continuously (up to six hours) ( Figure 1A ). Our primary method of neuronal activation was KCl-mediated membrane depolarization of mouse cortical neurons. This method enables cell-to-cell consistency and control over activity patterns that are difficult to achieve in vivo. Sustained KCl-mediated depolarization elevates intraceullular calcium for a minimum of 20 minutes, but likely indefinitely (Dolmetsch et al., 2001; Evans et al., 2013) . In contrast, brief KCl-mediated depolarization elevates intracellular calcium only during the period of elevated KCl (Kingsbury et al., 2007) . To ensure that our observations would not be unique to a specific stimulation method or mammalian species, we also used bicucullinemediated synaptic stimulation of rat cortical neurons. Sustained bicuculline/4AP treatment maintains an elevated firing rate of neurons in culture for at least twenty minutes (Arnold et al., 2005; Li et al., 2007) . To elicit a brief increase in neuronal firing rate, we added a voltage-gated sodium channel blocker (TTX) shortly after bicuculline/4AP stimulation.
We assessed ARG expression in a time course following activation using digital hybridizationbased counting (NanoString) and two RNA-sequencing (RNA-seq) approaches. The RNA-seq approaches included total RNA-seq and targeted sequencing (Mercer et al., 2011) of 251 ARGs that previously showed >3.5 fold induction in response to KCl treatment (Table S1 ). We confirmed that this targeted ARG-sequencing (ARG-seq) produced results that correlate with our total RNA-seq results (r 2 = 0.9, Figure S1A ). ARG-seq resulted in a ~76-fold enrichment of reads in targeted regions compared to total RNA-seq ( Figure S1A ). This allowed us to quantify ARG induction with as few as 3 million reads per sample, enabling us to perform RNA-seq from a total of 123 samples across all of the experiments in our study.
We used these methods to ask whether the ARGs induced by brief and sustained activity patterns differ in composition or dynamics. We hypothesized that PRGs but not SRGs would be induced by brief neuronal activity because of the time required to synthesize and stabilize the PRG protein products that regulate SRGs. Because PRGs and SRGs had not been previously defined based on de-novo-translation-dependence in neurons, we first classified ARGs as PRGs or SRGs by performing ARG-seq on neurons treated with sustained KCl in the presence of the translation inhibitor cycloheximide (CHX) (processed ARG-Seq data provided in Table  S2 ). We observed significant induction of 173 high-confidence ARGs in response to membrane depolarization using ARG-seq ( Figure 1B ). The majority of these ARGs (135) show little CHX sensitivity (<2 fold change), and we therefore classified them as PRGs ( Figure S1B ). The remaining 38 show a >2 fold reduction in expression in the presence of CHX, and we thus classified them as SRGs. In agreement with our hypothesis, brief activity was not sufficient to induce SRGs ( Figure 1B) . Surprisingly, however, brief activity significantly induced only a small subset (15/135) of PRGs (FDR<0.05, fold change>1.4, Figure 1B ), indicating that de-novotranslation-independence is not the only requirement for induction in response to brief activity. Moreover, the distribution of mRNA expression levels of the brief-activity-insensitive genes was not shifted in response to brief activity at any time point, suggesting that this failure to observe induction was not merely due to insufficient sensitivity to detect small changes in individual genes ( Figure S1C ). Given that brief and sustained activity induce different gene sets, we asked whether it would be possible to predict whether neurons had undergone brief or sustained activity solely by assessing their gene expression states. Indeed, a nearest-neighbor classifier was able to correctly identify samples as having been stimulated with brief or sustained KClmediated depolarization using normalized expression values from all significantly induced genes (100% correct identification) or all genes captured by ARG-seq (92% correct identification), but not constitutively active captured genes (50% correct identification). This high-confidence prediction indicates that a neuron's activity history is indeed encoded in its ARG expression state.
We next asked what distinguishes the few PRGs induced by brief neuronal activity from the remaining PRGs. We hypothesized that the PRGs induced by brief activity might be those most rapidly induced by sustained activity. To address this hypothesis, we divided PRGs into rapid and delayed PRGs based on their relative induction at one and six hour time points, similar to a previous classification of inducible genes in human cell lines (Tullai et al., 2007) . We found that only 13% of PRGs are rapid PRGs, defined as those that show greater induction following one compared to six hours of sustained activity. In contrast, 87% of PRGs are delayed PRGs, defined as those that have induction kinetics similar to SRGs, showing greater induction at six compared to one hour of sustained activity ( Figure 1B ). An unsupervised method, principal component analysis, showed clear separation between rapid PRGs and other ARGs (i.e., delayed PRGs and SRGs), reinforcing our classification ( Figure S1D ). Moreover, a higher resolution time course using high-throughput qPCR on the Fluidigm platform both validated our ARG-seq findings and revealed that delayed PRGs are induced after rapid PRGs but before SRGs ( Figure 1C , S1E). Therefore, activity-dependent transcription in neurons in response to sustained activity consists of at least three kinetically and mechanistically distinct waves of gene induction: a first, de-novo-protein-synthesis-independent wave (rapid PRGs); a second, de-novo-protein-synthesis-independent wave (delayed PRGs), and a third, de-novo-proteinsynthesis-dependent wave (SRGs). In addressing our hypothesis, we found impressively that rapid PRGs were much more likely to be induced by brief activity than delayed PRGs or SRGs (p < 10 -13 , Fisher's exact test), and 14 of the 15 genes significantly induced by brief activity are rapid PRGs. Thus, of the 19 rapid PRGs, only 5 are not significantly induced by brief activity, and four of these five exhibit a trend toward induction by brief activity (mean fold change >1.5, Figure 1B ). Analysis of pre-mRNA expression using total RNA-seq reads aligning to introns, a proxy for transcriptional activity (Gaidatzis et al., 2015; Gray et al., 2014) , recapitulated our findings with mRNA analysis ( Figure S1G ), suggesting that the differences in induction kinetics and responsiveness to brief activity that we observed between rapid and delayed PRGs are due to transcriptional rather than post-transcriptional mechanisms. We also confirmed that the selective induction of rapid but not delayed PRGs by brief activity is not specific to KCl-mediated depolarization or to mice, as it also occurs following brief bicuculline-induced activity in rat primary cortical neurons ( Figure S1F ). These findings suggest that rapid PRGs are distinguished from delayed PRGs by as-yet-unknown transcriptional mechanisms that allow them to respond both rapidly and to brief activity. We next investigated whether the genes in each of the three waves of ARG induction differ in their known or annotated gene function. Most (14 of 19) rapid PRGs that we identified in mouse cortical neurons are involved in regulation of transcription (e.g. Fos, Npas4, Btg2) . Rapid PRGs are also more likely than delayed PRGs or SRGs to be stimulus-induced in macrophages (p = 0.0004, Fisher's exact test) (Escoubet-Lozach et al., 2011) and human cancer cell lines (p=0.0001, Fisher's exact test) (Tullai et al., 2007) , consistent with the idea that transcription factors are re-used in many cell types. Of the five rapid PRGs that do not directly regulate transcription, three, Ppp1r15a (a.k.a. Gadd34), Dusp5, and Dusp1, are components of signaling pathways that could regulate either transcription or other activity-dependent cellular processes (Bollen et al., 2010; Kholodenko et al., 2010) . Thus, only two of the rapid PRGs, Amigo3 and Arc, have no known direct or indirect role in transcriptional regulation. Amigo3, mediates cell-to-cell interactions (Kuja-Panula et al., 2003) , but is relatively weakly induced by activity. Arc is a well-characterized gene that mediates activity-dependent AMPA receptor recycling and synaptic plasticity (Chowdhury et al., 2006; Plath et al., 2006) . In contrast to rapid PRGs, delayed PRGs include many effector (i.e. non-transcription factor) genes, including neurotrophins (e.g. Bdnf, Nrn1), G-protein coupled receptors (e.g. Gprc5a, Chrm2), potassium channels (e.g. Kcnf1, Kcnj3, Kcns2), cell adhesion molecules (e.g. Bves, Pcdh20), and transporters (e.g. Slc6a17, Slc40a1). SRGs are more similar in function to delayed PRGs than to rapid PRGs, and they also include several potassium channels (e.g. Kcna1, Kcna4, Kcnh8, Kcnj4) and G-protein coupled receptors (e.g. Gper1, Gpr3, Gpr63) . Because most of the effector ARGs are not induced by brief activity, we predict that the transcription-dependent synaptic changes caused by brief activity are driven by the protein products of only a few genes, including Arc. Importantly, we found that brief activity induced ARC protein in a de-novotranscription-dependent manner ( Figure S1H ), consistent with the idea that ARC could mediate the synaptic changes driven by brief activity. The induction of transcription factors could also play a functional role in responding to brief neuronal activity by priming the neuronal genome to respond more quickly to future activity.
Rapid PRG promoters are distinguished by open, active chromatin and the presence of pre-bound transcription regulators
Given that rapid PRGs are unique in their abilities both to be induced rapidly and to be induced by brief activity, we investigated what might enable these abilities. We noticed that rapid PRGs have a median gene length that is ~13 kb shorter than delayed PRGs and SRGs ( Figure S2A ).
While this difference could contribute to the rapidity of rapid PRG induction, it is unlikely to account for the delay in induction of delayed PRGs and SRGs, given that we observe no increase in transcription even at the first exons of delayed PRGs or SRGs at early time points ( Figure S2B ). We next hypothesized that an open chromatin state at rapid PRG promoters in unstimulated neurons might facilitate their rapid induction and ability to be induced in response to brief elevations in neuronal activity. We found that rapid PRG promoters, compared to the promoters of other ARGs, have higher CpG and GC content ( Figure 1D, S2C) , which is associated with nucleosome depletion and increased transcription (Fenouil et al., 2012) . To investigate chromatin state more directly, we assessed DNaseI hypersensitivity, a measure of chromatin accessibility, using data from embryonic mouse whole brain and 8 week mouse cerebrum (ENCODE Project Consortium et al., 2012) . We found that rapid PRGs and constitutively active genes have higher DNaseI hypersensitivity, indicative of more open chromatin, compared to delayed PRGs and SRGs ( Figure 1D , S2E). We next assessed the presence of active chromatin marks at ARG promoters in unstimulated neurons, using chromatin immunoprecipitation sequencing (ChIP-seq) data from cultured cortical neurons Telese et al., 2015) . Compared to delayed PRGs and SRGs, we found that rapid PRG promoters have more of the active chromatin marks H4K16ac, H3K4me2, and H3K27ac ( Figure 1D , S2C). These histone marks also extend across a wider promoter-proximal region and are more bimodal at rapid PRGs, indicative of reduced nucleosome occupancy at or near transcription start sites (TSSs). These results indicate that in unstimulated neurons, rapid PRG promoters are in a relatively open chromatin state and may therefore be poised for rapid activation in response to brief activity.
The relatively open chromatin state at rapid PRG promoters in unstimulated neurons prompted us to ask whether these promoters might be selectively pre-bound to transcriptional activators, co-activators, or transcription machinery prior to neuronal activation. Consistent with the idea that pre-bound, paused Pol2 can maintain an open chromatin state to facilitate rapid transcriptional activation (Gilchrist et al., 2010; , we found that Pol2 occupancy in unstimulated neurons is higher at the promoters of rapid PRGs and constitutively active genes compared to delayed PRGs and SRGs, using both published ) ( Figure  S2E ) and newly generated ( Figure S5E ) data. We next used published ChIP-seq data from unstimulated cultured cortical neurons to examine binding of transcriptional activators and coactivators Telese et al., 2015) . We found that compared to delayed PRG and SRG promoters, rapid PRG promoters have greater binding of the neuronal activity-regulated transcription factors SRF and MEF2, as well as the Mediator subunits MED23 and MED1 ( Figure 1E , S2D). In contrast, the transcription factor CREB is pre-bound to a similar extent to rapid and delayed PRGs, but is not pre-bound to SRGs ( Figure 1E , S2D). However, delayed PRG and SRG promoters eventually become accessible to transcription factors, as the activityinducible transcription factor NPAS4 is similarly recruited to promoters of all three gene classes upon two hours of neuronal activation ( Figure S2D ). Interestingly, despite the open chromatin and binding of transcriptional activators at rapid PRG promoters, these genes have less transcription in unstimulated neurons than constitutive genes and no more than delayed PRGs or SRGs ( Figure S2E ). It is therefore possible that rapid PRGs are actively repressed in unstimulated neurons. Indeed, we observed greater binding of the NCoR repressor complex at rapid PRG promoters compared to delayed PRG or SRG promoters ( Figure 1E , S2E). These data suggest that in addition to an open chromatin state, pre-binding of Pol2, SRF, MEF2, and Mediator may uniquely poise rapid PRGs for rapid induction, possibly creating a need for NCoRmediated repression in unstimulated conditions.
The MAPK/ERK pathway is required for the first wave of gene induction
We next asked whether rapid PRGs could respond quickly and to brief activity because they are targeted by a signaling pathway with these same response properties. In evaluating this possibility, we compared rapid and delayed PRGs, but we excluded SRGs to eliminate the confounding possibility of altered PRG induction affecting SRG induction. We hypothesized that the MAPK/ERK pathway might mediate rapid PRG induction based on its functions in transcription-dependent late-phase LTP and learning (Thomas and Huganir, 2004) , which can be driven by brief neuronal activation. We first assessed MAPK/ERK pathway activation by western blotting for the pathway's terminal kinase, phospho-ERK (pERK). We found that in response to both brief and sustained activity, pERK levels reached the same peak magnitude by five minutes after the start of the stimulus (Figures 2A-D) , suggesting that the MAPK/ERK pathway is fully activated by brief activity, at least in the cytoplasm. Because many of the mechanisms by which MAPK/ERK signaling activates transcription require it to be active in the nucleus (Thomas and Huganir, 2004) , we assessed nuclear pERK. We observed pERK the nucleus within 2 minutes of the initiation of either brief or sustained neuronal activity ( Figure 2E ), suggestive of rapid nuclear MAPK/ERK activation. Interestingly, upon brief stimulation, ERK activity in both the nucleus and the cytoplasm remains elevated for at least fifteen minutes after the removal of stimulus. This persistence of ERK activation suggests that MAPK/ERK pathway activity may retain the memory of brief activity long enough to activate the transcription of rapid PRGs.
We therefore hypothesized that the MAPK/ERK pathway is required for rapid PRG induction. To test this hypothesis, we measured ARG induction in the presence of MAPK/ERK pathway inhibition using the potent and highly specific allosteric MEK inhibitor, U0126 (Favata et al., 1998) . We first confirmed that U0126 blocked KCl-induced ERK phosphorylation ( Figure S3A ). Next, we assessed ARG expression in U0126-treated neurons exposed to brief or sustained activity. Strikingly, we found that MEK inhibition dramatically blunted induction of rapid PRGs but not delayed PRGs, with 95% of rapid PRGs but only 17% of delayed PRGs sensitive to MEK inhibition ( Figure 3A -C, based on > 40% decrease in maximum expression). In contrast, we confirmed that MEK inhibition had no effect on the basal, pre-stimulation ARG expression ( Figure 3B ) that could arise from activity-independent expression. This blunting of gene induction is unlikely to be due to off-target effects of U0126, since the MEK inhibitor PD184352 and the ERK inhibitor 11e had similar effects ( Figure S3F -G). Analysis of pre-mRNA using intron reads from total RNA-seq revealed that inhibition of MAPK/ERK signaling also blunts rapid PRG expression more than delayed PRG expression at the level of transcription ( Figure  S3B ). We also noticed that while rapid PRG mRNA induction was almost completely blocked by MEK inhibition at 20 minutes of neuronal activation, it was merely blunted at 60 minutes ( Figure  3C ) and barely affected at 4 or 6 hours ( Figure 3C , S3D-E). Therefore, inhibition of MAPK/ERK signaling both blunts and delays the induction of first-wave genes, such that their kinetics more closely resemble those of second wave genes.
We next asked whether MAPK/ERK signaling is also required for gene induction in response to brief activity. Impressively, MEK inhibition with U0126 substantially decreased mRNA and pre-mRNA induction in response to brief activity ( Figure 3D -F, S3C), blunting mRNA induction of all but one of the induced ARGs. Again, we observed similar results using the ERK inhibitor 11e ( Figure S3F ), suggesting that the U0126-mediated decrease in gene induction in response to brief activity is due to MAPK/ERK pathway inhibition. Thus, the MAPK/ERK pathway establishes the first wave of ARG induction, and it is required both for gene induction by brief neuronal activity and for rapid induction upon sustained neuronal activation.
MAPK/ERK signaling is required for the first wave of gene induction in vivo
We next sought to test whether brief activity selectively induces rapid PRGs, but not other ARGs in vivo. We chose to use brief visual stimulation because it is sufficient for the formation of a long-term associative fear memory (Shi and Davis, 2001) , a process that is generally transcription-dependent. We therefore exposed dark-housed mice to a brief (1 min) or sustained (up to 2.5 hr) visual stimulus and measured gene expression in the visual cortex ( Figure 4A ). Upon sustained stimulation, ARG-seq revealed induction of rapid PRGs, delayed PRGs, and SRGs, as expected based on these genes having been previously shown to be induced by light (Mardinly et al., 2016; Spiegel et al., 2014 ) ( Figure 4B ). These genes appeared to be specifically responding to visual stimulation rather than generalized stress, as we did not observe induction of the rapid PRG, Fos, in the prefrontal cortex in response to the same stimulus ( Figure S4A ). In contrast to sustained visual stimulation, brief visual stimulation induced rapid PRGs better than delayed PRGs (p=0.03, Fisher's exact test, Figure 4B ). Therefore, in vivo as well as in vitro, brief activity generally induces rapid PRGs but not delayed PRGs or SRGs.
We next asked whether rapid PRGs in vivo have similar chromatin characteristics as they do in vitro, as suggested by the DNaseI hypersensitivity data from 8-week cerebrum ( Figure 1D ). We assessed histone acetylation using ChIP-seq data from mouse hippocampus (Telese et al., 2015) , since ARG induction in the hippocampus and cortex is similar (Cho et al., 2016) . Compared to delayed PRG promoters, rapid PRG promoters in vivo exhibit higher levels of the active chromatin marks H4K16ac and H3K27ac, in mice not exposed to specific hippocampal activation ( Figure S4B ). Histone acetylation at rapid PRG promoters also occurs across a wider swath of DNA and is more bimodal in shape, suggesting lower nucleosome occupancy at rapid compared to delayed PRG promoters, as we observed in vitro. These findings suggest that rapid PRGs are primed for rapid induction by an open chromatin state in vivo.
We next investigated whether the MAPK/ERK pathway is required for rapid gene expression in vivo. We inhibited MEK by intraperitoneally injecting the blood-brain-barrier-crossing SL327, a structural analogue of U0126 (Atkins et al., 1998) , into dark-housed mice 30 minutes before light exposure. Because handling or stress from the IP injection could cause gene expression on its own, we compared these mice to littermates injected with corn oil vehicle. We used western blotting to confirm that SL327 blocked ERK activation in each mouse ( Figure S4C ). ARG-seq of the visual cortex revealed that MAPK/ERK inhibition had a larger effect on rapid compared to delayed PRG expression when mice were exposed to sustained visual stimulation ( Figure 4C -D), and it blocked nearly all ARG induction in mice exposed to brief visual stimulation ( Figure  4E -F). We therefore conclude that both in vivo and in vitro, the MAPK/ERK pathway is a fast pathway necessary for ARGs to be induced rapidly or in response to brief activity.
The MAPK/ERK pathway mediates fast Pol2 recruitment to rapid PRG promoters
Given the importance of the MAPK/ERK pathway for rapid PRG induction, we sought to understand how MAPK/ERK signaling mediates this rapid induction. We first focused specifically on the function of MAPK/ERK in regulating promoter activity. Promoters are activated in a series of steps (Adelman and Lis, 2012) , each of which could be regulated by MAPK/ERK signaling. Pol2 is first recruited to promoters, followed by transcription initiation. At some promoters, transcription then pauses after a few dozen base pairs and must be released from this promoter-proximal pause into productive elongation (Adelman and Lis, 2012; . To understand how these steps are regulated by neuronal activation, we performed Pol2 ChIP-seq in a time course following neuronal stimulation. We observed a rapid increase in Pol2 occupancy at rapid PRG promoters within 10 minutes, suggesting rapid Pol2 recruitment to these promoters ( Figure 5A-B, S5A-B) . At a subset of rapid PRG promoters, this recruitment occurred as soon as one minute following activation ( Figure S5G ). We further found that rapid PRG mRNA induction is almost completely abolished by pharmacological blockade of new initiation ( Figure S5F ), suggesting that initiation of newly recruited Pol2, rather than solely release of pre-bound paused Pol2, is essential for rapid PRG induction. Surprisingly, despite the slow transcriptional induction of delayed PRGs (we detect pre-mRNA only after 60m of stimulus), we observed recruitment of Pol2 to many of their promoters after 10 minutes of neuronal activation ( Figure 5D -E, S5C-D), suggesting that the subsequent initiation or pauserelease steps may be rate limiting for delayed PRG induction. Activity-dependent regulation of the rate of pause-release could be critically important for both rapid and delayed PRGs, but our ChIP-seq data does not enable us to detect it with confidence. These experiments indicate that the fast induction of rapid PRGs is dependent on fast recruitment and initiation of new Pol2.
To assess the contribution of MAPK/ERK to the rapid recruitment of Pol2 to promoters, we performed Pol2 ChIP-seq in the presence or absence of MEK inhibition. We found that MEK inhibition does not alter Pol2 occupancy at ARG promoters in unstimulated neurons ( Figure 5A -C, S5A-B), suggesting that Pol2 recruitment and pause-release at rapid PRGs is MAPK/ERKindependent in the absence of activity. In contrast, the increased Pol2 occupancy that we observed at rapid PRG promoters after ten minutes of neuronal activation is blunted by MEK inhibition ( Figure 5A -C, S5A-B), suggesting that MAPK/ERK facilitates fast activity-dependent Pol2 recruitment. This dependence on MAPK/ERK for inducible Pol2 recruitment is only evident at early time points following neuronal activation ( Figure 5A -C, S5A-B), suggesting that other pathways recruit Pol2 at later time points. In contrast to rapid PRGs, the relatively modest recruitment of Pol2 to delayed PRG promoters is not reproducibly affected by MEK inhibition at early or late time points for both the full set of delayed PRGs ( Figure 5D -F, S5C-D) or a restricted set with greater Pol2 occupancy (FDR > 0.01, rank-sum test, see methods). These results are consistent with a model in which MAPK/ERK signaling facilitates rapid Pol2 recruitment at promoters that are primed by pre-bound transcription factors or paused Pol2 (Gilchrist et al., 2010) .
The MAPK/ERK pathway is required for eRNA transcription but not H3K27 acetylation at rapid enhancers
One mechanism by which Pol2 could be recruited to the promoters of rapid PRGs in a MAPK/ERK-dependent manner is via delivery from genomic enhancers (Szutorisz et al., 2005) . We therefore asked whether enhancer activation might be dependent on MAPK/ERK signaling. We used H3K27 acetylation (H3K27ac) as a proxy for enhancer activity (Creyghton et al., 2010; Rada-Iglesias et al., 2011) and performed ChIP-seq throughout a time course of neuronal activation using an antibody against H3K27ac. We specifically focused on measuring H3K27ac levels at 940 putative ARG enhancers, defined as neuronal-transcription-factor-bound loci that are within 100kb of an ARG TSS . We chose this 100 kb threshold because 80% of enhancers regulate transcription start sites (TSSs) within 100kb (Chepelev et al., 2012) . H3K27ac ChIP-seq revealed that 248 of the putative enhancers reproducibly gain H3K27ac within the first hour of stimulation in two biological replicates (>1.3 fold change, Figure 6A-C) . Surprisingly, 70% of these 248 enhancers gain H3K27ac within the first 10 minutes of sustained activity and 85% within the first 30 minutes ( Figure 6B , >1.3 mean fold change). We observed this rapid increase in H3K27ac at enhancers positioned near both rapid and delayed PRGs ( Figure 6A-B ). H3K27ac ChIP-seq performed in the presence of U0126 revealed that MEK inhibition had no effect on activity-dependent H3K27ac at these putative ARG enhancers, including those near MEK-dependent rapid PRGs ( Figure 6D ). Although MEK inhibition slightly reduces basal enhancer acetylation near rapid PRGs ( Figure S6A ), this relatively modest reduction is unlikely to confound our ability to assess MEK inhibition on inducible acetylation. Thus, H3K27ac is neither MAPK/ERK-dependent nor kinetically distinguishes enhancers near rapid versus delayed PRGs.
We next considered the possibility that H3K27ac may occur before or in parallel with other enhancer-activating mechanisms that might differentiate rapid and delayed PRGs. We therefore assessed another proxy of enhancer activity, enhancer RNA (eRNA) transcription . Surprisingly, total RNA-seq revealed that eRNA is induced more rapidly at enhancers near rapid PRGs than at enhancers near delayed PRGs, thus mirroring mRNA expression kinetics more closely than H3K27 acetylation ( Figure 6E ). Furthermore, in contrast to our finding that H3K27ac accumulation was not affected by MEK inhibition, MEK inhibition attenuated eRNA induction at enhancers near rapid PRGs ( Figure 6F ), mirroring the MAPK/ERK dependence of mRNA induction. These results indicate that rapid PRGs are distinguished by their proximity to rapid enhancers whose eRNA induction but not H3K27 acetylation is MAPK/ERK-dependent.
The finding that eRNA induction is more rapid at enhancers near rapid PRGs than at those near delayed PRGs led us to ask whether this rapidity is inherent to the enhancers or a by-product of promoter activity. To answer this question, we needed to assess enhancers individually rather than in groups based on the kinetics of nearby promoters, as we did above. However, total RNA-seq does not enable accurate classification of individual enhancers based on their eRNA expression due to the relatively small number of sequencing reads that align at each enhancer. We therefore developed an eRNA targeted capture method, eRNA-seq. eRNA-seq enriches total RNA-seq libraries for eRNAs using probes to pull down transcripts synthesized within 500 base pairs of putative ARG enhancers ( Figure 7A , Table S1 ). Whereas in total RNA-seq, these targeted eRNAs accounted for 0.012% of aligned reads, they accounted for 6% in eRNA-seq, a 500-fold increase ( Figure 7B ). Of the 940 putative enhancers analyzed, 351 had quantifiable eRNA transcripts, and 89 showed a significant increase eRNA expression levels upon neuronal activation (FDR<0.1). eRNA-seq confirmed our findings from total RNA-seq: enhancers near rapid PRGs generally exhibit faster eRNA induction than enhancers near delayed PRGs ( Figure  S6B ). These results gave us confidence that eRNA-seq provides reliable quantification of eRNA dynamics.
We next applied eRNA-seq to assess eRNA dynamics at individual enhancers. We defined rapid enhancers as those with significant eRNA induction at 20 minutes of sustained activity and delayed enhancers as those with significant induction only at 60 minutes (FDR<0.1, Figure 7C ). We found that 79% of enhancers near rapid PRGs are rapid enhancers ( Figure 7D-E) , consistent with the idea that rapid enhancers may contribute to rapid PRG induction. However, 21% of enhancers near rapid PRGs exhibit delayed kinetics, consistent with an observation in Drosophila embryos that enhancers regulating a single gene may independently control distinct phases of promoter activation (El-Sherif and Levine, 2016) . Surprisingly, half of the activityregulated enhancers near delayed PRGs are rapid enhancers ( Figure 7D) , again supporting the idea that enhancers are regulated independently of their nearby promoter. Consistent with a possible role for rapid enhancers in regulating the rapidity of rapid PRG induction, we found that rapid enhancers exhibit greater induction in response to brief activity than delayed enhancers ( Figure 7H ). This greater induction of rapid enhancers by brief neuronal activation was observed even when comparing only the rapid and delayed enhancers that are located near delayed PRG loci (p<10 -4 , rank-sum test, see methods). This dissociation of enhancer kinetics with mRNA kinetics suggests that the rapid induction and sensitivity to brief stimulus characteristic of rapid enhancers is intrinsic to the enhancers themselves.
Having found that enhancers show enhancer-intrinsic induction kinetics, we asked how rapid enhancers are activated more quickly than delayed enhancers. Compared to delayed enhancers, we found that rapid enhancers have significantly higher CpG content, higher levels of active chromatin marks, greater DNAse hypersensitivity, and greater binding of the transcription regulators SRF, MEF2 and Mediator in unstimulated neurons ( Figure 7F -G, S6C-D). In addition, rapid but not delayed enhancers bind the transcriptional repressor NCoR in unstimulated neurons ( Figure 7G, S6F ), suggesting active repression. Consistent with the suggestion of active repression by NCoR, rapid and delayed enhancers in unstimulated neurons have similar levels of eRNA expression ( Figure S6E ) despite the more active chromatin state at rapid enhancers. The more active chromatin state at rapid enhancers appears to be intrinsic to the enhancers rather than an indirect effect of their associated promoters, since a comparison of just those rapid and delayed enhancers near delayed PRGs revealed the same differences in CpG content, active chromatin marks and transcription factor pre-binding in unstimulated neurons (p<0.01, rank-sum test, see methods). Despite these differences between rapid and delayed enhancers in unstimulated neurons, after two hours of neuronal activation, rapid and delayed enhancers showed similar increases in Pol2 occupancy ( Figure S6C ), consistent with our observation that both classes of enhancers are transcribed at later time points. Using eRNAseq in the presence of a MEK inhibitor, we also found that rapid enhancers are more MAPK/ERK dependent than delayed enhancers ( Figure 7E,I) . These results indicate that rapid enhancers are primed for rapid MAPK/ERK-dependent activation whether they are near first-or second-wave genes.
Given our finding that rapid enhancers require MAPK/ERK signaling for eRNA induction, we asked whether rapid enhancers also require MAPK/ERK signaling to enhance promoter transcription. We paired a previously characterized Fos enhancer ("e5") with a minimal Fos promoter driving luciferase gene expression. As expected, the enhancer was able to enhance promoter activity in an activity-dependent manner ( Figure 7J ). Interestingly, MEK inhibition blocked this e5-dependent induction of promoter activity. These results suggest that for a subset of enhancers, MAPK/ERK signaling is required to drive mRNA expression from their target promoters.
DISCUSSION
Using genome-scale technology, we find that a neuron's activity pattern history is encoded in its gene expression profile. Sustained neuronal activity induces three temporal waves of gene induction: rapid PRGs, delayed PRG, and SRGs. In contrast, brief activity induces only the first of these waves, i.e., rapid PRGs. Rapid PRGs are distinguished from delayed PRGs and SRGs by a constitutively open chromatin state at their promoters and pre-binding of transcription factors and Pol2. Rapid PRGs are also uniquely dependent on MAPK/ERK signaling for their induction (Figure 8 ). MAPK/ERK signaling can activate rapid PRG promoters via activation of rapid enhancers. eRNA-seq reveals that the fast eRNA induction at these rapid enhancers distinguishes them from delayed enhancers, similar to the distinction between rapid and delayed PRGs. Surprisingly, at rapid enhancers, MAPK/ERK signaling is required for eRNA but not H3K27ac induction. MAPK also mediates the fast recruitment of Pol2 to rapid PRG promoters. Abolishing MAPK/ERK signaling not only alters the multi-wave structure of the ARG response by blunting and delaying rapid PRG induction, but it also abolishes rapid PRG induction in response to brief activity. In this way, MAPK/ERK both establishes the multi-wave structure of ARG transcription and enables activity-pattern-specific gene induction. This shared mechanism suggests that a biological advantage of the multi-wave structure of activity-regulated gene expression is to enable different activity patterns to induce distinct subsets of genes.
MAPK/ERK establishes the first wave of gene induction
Our results indicate that the MAPK/ERK pathway is a key structural determinant of the first wave of gene induction. Our identification of MAPK/ERK as a fast pathway for gene induction could inform studies of the many human neurodevelopmental disorders caused by mutations in genes that are part of or interact with this pathway (Jindal et al., 2015; Thomas and Huganir, 2004) . We show that MAPK/ERK signaling is most important for rapid PRG transcription and Pol2 recruitment at early time points and in response to brief activity. This finding is in contrast to previous studies that suggested the MAPK/ERK pathway could be a relatively slow regulator of transcription that does not respond to brief activity (Hardingham et al., 2001; Murphy et al., 1994; Toettcher et al., 2013; Wu et al., 2000) . MAPK/ERK is slow to phosphorylate the transcription factor CREB in studies that detected CREB phosphorylation in bulk using immunocytochemistry (Wu et al., 2000) or western blotting (Hardingham et al., 2001 ). However, it is possible that CREB phosphorylation may occur quickly at rapid PRGs but be detectable in bulk only later, when it occurs more broadly. Alternatively, MAPK/ERK may instead activate rapid PRGs via SRF (Ramanan et al., 2005) and Elk-1 (Xia et al., 1996) . Despite its slow phosphorylation of CREB, others have found that the MAPK/ERK pathway can be rapidly activated in the nucleus in response to transient stimulation (Dudek and Fields, 2001; Zhai et al., 2013) and is required for induction of several genes that we can now classify as rapid PRGs (Davis et al., 2000; Eriksson et al., 2006; Zheng et al., 2009) . MAPK/ERK signaling is also required for late-phase LTP, a transcription-dependent process that occurs in response to brief activity (Huang et al., 2000) . Finally, the MAPK/ERK pathway architecture is well suited to inducing the first wave of transcription: the multiple kinases as well as the potential for positive feedback in the pathway (Kholodenko et al., 2010) are ideal for amplifying transient signals. This ability could explain both the rapidity of the MAPK/ERK response and its responsiveness to brief activity and may be the foundation for its ability to store a memory of neuronal activity for long enough to activate transcription.
There are at least two non-mutually-exclusive ways that MAPK/ERK could specify which genes are included in the first wave. In a passive model, rapid PRG promoters could be uniquely sensitive to MAPK/ERK signaling solely due to their open chromatin state. This model is similar to the observation in macrophages that the a subset of PRGs have open chromatin and prebound Pol2 at their promoters, obviating the need for chromatin remodeling, which is required at other PRGs and SRGs (Hargreaves et al., 2009; Ramirez-Carrozzi et al., 2009 . Because MAPK/ERK signaling is most active in early stages of the response to neuronal activity, it may selectively act only on promoters and enhancers that have open chromatin at these early time points. In an active model, MAPK/ERK signaling could activate rapid PRGs due to specific binding of MAPK/ERK-dependent transcriptional activators at these genes. Indeed, we observed that rapid PRG promoters, but not delayed PRG or SRG promoters, bind the MAPK/ERK-regulated transcription factor SRF (Treisman, 1996) . SRF is required in vivo for the transcription of genes we classify here as rapid PRGs (Ramanan et al., 2005) . SRF often acts in concert with another transcription factor, Elk-1, which is directly phosphorylated by MAPK/ERK (Gualdrini et al., 2016; Marais et al., 1993; Sgambato et al., 1998; Sharrocks, 1995; Xia et al., 1996) . Elk-1 has been shown to facilitate Pol2 recruitment via interactions with the same Mediator subunit MED23 (Allen and Taatjes, 2015; Besnard et al., 2011; Wang et al., 2005) that we found selectively pre-bound to rapid PRG promoters and rapid enhancers. A third function for MAPK/ERK signaling that could apply to either model is phosphorylation of histone tails either directly, via its downstream kinase MSK (Josefowicz et al., 2016) , or via interactions with Elk-1 (Esnault et al., 2017) .
Separable mechanisms of enhancer activation revealed by MAPK/ERK
Surprisingly, we find that the MAPK/ERK pathway regulates eRNA induction but not H3K27ac accumulation at rapid enhancers, suggesting that enhancer activation occurs in multiple mechanistically separable steps. H3K27ac is a commonly used mark for enhancer activity (Creyghton et al., 2010) , but we find H3K27ac accumulates at enhancers even in the presence of MAPK/ERK inhibition, which blocks eRNA (and mRNA) induction. Enhancer activation may begin with rapid acetylation and be followed by MAPK/ERK-dependent eRNA transcription and promoter activation. Alternatively, acetylation and eRNA induction might occur independently and contribute to distinct mechanisms by which enhancers activate promoters. Either of these models appear discrepant with a recent study suggesting that eRNA transcription is required for acetylation at non-inducible gene loci (Bose et al., 2017) . This apparent discrepancy could be a consequence of eRNA being important for H3K27ac maintenance rather than initiation. Indeed, in other contexts histone acetylation has been shown to accumulate despite blocking eRNA transcription, Pol2 recruitment, or initiation of transcription (Hah et al., 2013; Kaikkonen et al., 2013; Wang et al., 2005) . These, as well as other analyses (Zhu et al., 2013) also suggest that eRNA transcription may be a better marker for enhancer activation than H3K27ac, more accurately reflecting an the extent to which an enhancer is activating transcription at a nearby promoter. Given these findings, eRNA-seq may be a particularly useful technique for reliably assaying enhancer activation genome wide, as it was previously impractical, laborious, or costly to quantify eRNA expression at many enhancers using total RNA-seq, GRO-seq, or NET-seq (Churchman and Weissman, 2011; Core et al., 2008) .
Regulation of delayed PRGs and SRGs
While the MAPK/ERK pathway establishes the first wave of gene expression, our results suggest that other pathways must establish later waves of gene induction. This idea is in contrast to the dominant role of the MAPK/ERK pathway in PC12 cells, where differences in MAPK activity are sufficient to drive distinct cellular outcomes: brief activation causes proliferation while sustained activation causes differentiation (Gotoh et al., 1990; Marshall, 1995; Santos et al., 2007) . In contrast, our results suggest that in neurons the cell biological effects of the later waves of transcription require a different cell-signaling pathway that is activated in response to sustained activity. It is possible that this pathway is the CaMKIV pathway given that it is required for synaptic scaling, which only occurs response to sustained neuronal activity (Ibata et al., 2008) . A late-wave-regulating pathway could be important for histone turnover (Maze et al., 2015) or chromatin remodeling at the promoters and enhancers of late-wave genes. A role for chromatin remodeling is supported by the observation that in macrophages, PRGs with closed promoters, unlike those with open promoters, require SWI/SNF remodelers for their induction (Hargreaves et al., 2009; Ramirez-Carrozzi et al., 2009 . Chromatin opening is also a key step in enhancer activation not only during neuronal development (Frank et al., 2015) but also in response to neuronal activity (Su et al., 2017) . Our finding that delayed enhancers have relatively inactive chromatin prior to neuronal activation makes them similar to "latent" macrophage enhancers that are slowly activated and are not pre-bound by transcription factors (Ostuni et al., 2013) . Chromatin remodeling at delayed enhancers and the promoters of delayed PRGs and SRGs could be dependent on the accumulation of acetylation at these regions upon neuronal activation, either via recruitment of histone acetytransferases or removal of histone deacetylases (Guan et al., 2009) . This possibility is supported by the finding in neurons and in macrophages that the induction of slowly induced genes is selectively dependent on bromodomain-containing proteins that both recognize histone acetylation (Nicodeme et al., 2010; Sullivan et al., 2015) and are important for learning (Korb et al., 2015) . Despite this function for histone acetylation in delayed gene induction, our results suggest that histone acetylation itself is a fast process at enhancers. However, we also find that histone acetylation is MAPK/ERK-independent, and it could instead be mediated by rapid CREB phosphorylation driven by a CaMK pathway (Wu et al., 2000) . In this model, late-wave gene induction would be delayed not due to the speed of the signaling pathway that regulates it, but rather due to the energy-intensive, time-consuming requirement for chromatin remodeling.
Role of rapid PRG protein products
The protein products of rapid PRGs are likely to be required for the cell biological changes that occur following a single occurrence of brief neuronal activity. In one potential example, the maintenance of LTP, a MAPK/ERK-dependent process (Huang et al., 2000) , requires transcription within a brief critical window immediately following stimulation (Saha and Dudek, 2013) , during which our data suggest that only rapid PRGs are induced. In another example, multiple electrode array (MEA) recordings of cultured hippocampal neurons have shown that just seven minutes of bicuculline treatment (similar to our five-minute treatment) is sufficient to induce long-lasting synchronous bursting, and this synchronization of bursting is dependent on both MAPK/ERK and transcription (Arnold et al., 2005) . The 19 rapid PRG protein products classified here are likely candidates for mediating the synaptic changes that underlie both bicuculline-induced synchronous bursting and LTP. However, the notion that rapid PRGs are sufficient to induce changes in synaptic plasticity is somewhat puzzling given that the majority of rapid PRGs are transcription factors. On possibility is that these transcription factors prime the neuronal genome, making it easier to induce late-wave gene induction in response to subsequent brief activity. However, we hypothesize that the immediate cell biological effect of this gene program in response to brief activity is due in large part to the effect of just a few genes that are not transcription factors, such as Arc, which is required for LTP , and Amigo3. Our results therefore suggest that Arc plays a large role in the transcriptionand activity-dependent changes in synaptic plasticity underling memory consolidation, and future studies might benefit from furthering understanding of this role rather than searching for new roles for other ARGs. We also identified genes that require sustained activity for their transcription, and these delayed PRGs may be key regulators of the homeostatic plasticity that occurs selectively in response to sustained activity. 
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Mouse primary neuronal cultures and stimulation
Cortical neurons were dissected from embryonic day 16 (E16) CD1 embryos of mixed gender. They were dissociated with papain (Worthington, (L)(S)003126) and plated on plates coated for at least one hour with poly-ornithine (30mg/mL, Sigma) in water and then washed three times with water. They were maintained in neurobasal media (Invitrogen) supplemented with B27 (Invitrogen), Glutamax (Invitrogen), and penicillin/streptomycin (Invitrogen). At 6 or 7 days in vitro (DIV) neurons were silenced with APV (100uM, Tocris) and NBQX (10uM, Tocris). 14-16 hours later neurons were stimulated with a final concentration of 55mM potassium chloride using KCl depolarization solution (170mM KCl, 10mM Hepes pH 7.4, 1mM MgCl 2 , 2mM CaCl 2 ). For sustained stimulation, KCl was left on neurons for up to 6 hours, whereas for brief stimulation, it was added for one minute, and then removed and replaced with conditioned neurobasal supplemented with APV and NBQX until RNA collection. 10μM U0126 (Tocris), 625nM 11e (Tocris), 30μMcycloheximide (Cell Signaling) or DMSO (equal volume) were added 30 minutes before stimulation and left on the neurons throughout the experiment.10μM Triptolide (Tocris) was added 5 minutes before stimulation.
Rat cell culture and stimulation
Cultures of cortical neurons were prepared from embryonic day 18 Sprague Dawley rats of mixed gender (NIEHS Animal Study Proposal #01-21). Dissociated cortical neurons were plated in Neurobasal medium (Invitrogen) supplemented with 25 mM glutamate (Sigma-Aldrich) and 0.5 mM L-glutamine (Sigma-Aldrich) and either B27 (Invitrogen) or NS21 and maintained in a similar medium without the glutamate. NS21 was prepared in the laboratory as previously described (Chen et al., 2008) . Neurons were used routinely between 10-14 days in vitro. To induce gene transcription under basal conditions using synaptic circuits, we triggered neuronal activity by co-treating neurons with 50µM Bicuculline (Sigma-Aldrich) and 7.5µM 4-Aminopyridine (Acros Organics) (Papadia et al., 2005) . Activity was ceased at the desired time point using 2µM TTX.
Mice
For in vivo experiments, male P70-P90 C57/BL6 mice were used.
METHOD DETAILS
Visual stimulation
Adult mice were housed in the dark for three days. On the day of the experiment, they were intraperitoneally injected with 100mg/kg of SL327 (Tocris) in corn oil or with a corn oil vehicle. Injections started 30 minutes before visual stimulus and continued once per hour for the duration of the experiment to maintain the effects of the drug. SL327 was solubilized first in 100% ethanol, then this was added to corn oil and vortexed for 30 minutes. The ethanol was then removed from the mixture using a speed vac. For the visual stimulation, the overhead room lights were turned on for one minute and then turned off (brief stimulus) or were turned on continuously for up to 2.5 hours. Mice were sacrificed before the stimulus or either 30 minutes or 2.5 hours after turning on the lights. Their visual cortices were immediately dissected. One hemisphere from each mouse was homogenized in Trizol (Invitrogen) for subsequent ARG-seq, and the other was homogenized in cold lysis buffer (see Western Blotting) for western blotting to confirm ERK activation.
RNA extraction from rat neurons and qPCR
Total RNA was isolated from dissociated neurons using the RNeasy Mini Kit (Qiagen) with incolumn DNase (Qiagen) digestion. cDNA was synthesized using MuLV reverse transcriptase (Promega), random primers (Promega), oligo dT primers (Promega), and RNase inhibitors (Thermo Scientific). qPCR was performed using iTaq Universal Sybr Green Supermix (BioRad) and the BIO-RAD CFX Connect realtime PCR Detection System. Pre-mRNA was estimated as described . Rat PCR primers used in this study have been previously described .
RNA extraction from mouse neurons and qPCR
Neurons were collected in Trizol (Invitrogen), and total RNA was extracted using the RNeasy kit (Qiagen) with in-column DNase treatment (Qiagen) according to the instructions of the manufacturer. The RNA was then either used for RNA sequencing (see below) or converted to cDNA using the High Capacity cDNA Reverse Transcription kit (Applied Biosystems). For standard qPCR experiments, we used SsoFast Evagreen supermix (BioRad) with the following primers: Fos: GGCTCTCCTGTCAACACACA, TGTCACCGTGGGGATAAAGT, Egr1: GGGATAACTCGTCTCCACCA, CCTATGAGCACCTGACCACA, Pcsk1: TGCAGGTGAAATTGCCATGC, GGCCAGGGTTGAATCCAATTG; Rasgrp1: TGACAACTGTGCTGGCTTTC, TGCACTGTTTGTGGCAGTTC, Gapdh: CGTCCCGTAGACAAAATGGT, TCGTTGATGGCAACAATCTC or eRNA primers as in . For high-throughput qPCR, we used Taq-man qPCR probes (designed by Invitrogen) using the Fluidigm microfluidics system.
NanoString
NanoString probes were designed for indicated pre-mRNAs by NanoString technologies and assays were performed following the manufacturer's protocol.
RNA sequencing
Before library preparation, for capture experiments, ERCC spike-in RNA (Ambion) was added to RNA samples according to the instruction of the manufacturer. Libraries were prepared using the High Throughput Total RNA TruSeq kit (Illumina), following the instructions of the manufacturer but scaling down all volumes to 1/3 of the recommended volumes. Libraries were sequenced on a NextSeq (Ilumina) to a depth of at least 30 million reads per library for total RNA-seq. We aligned reads to the mm9 genome using the STAR aligner (Dobin et al., 2013) , and then made the resulting SAM files into BED files using SAMtools and BEDtools (Li et al., 2009; Quinlan and Hall, 2010) . We used UCSC-tools (Kuhn et al., 2013) to make bigWig files for viewing on the genome browser. We used bedtools map to count reads in both exons and introns. We then analyzed the raw count data using R, including edgeR (Robinson et al., 2009) .
Capture RNA sequencing
For ARG-seq, capture probes were designed as oligonucleotides tiling activity-regulated exons and control exons. Genes to be captured were 229 ARGs that showed a reproducible 3.5 fold increase in transcription at either 1 or 6 hours of KCl treatment in two replicates of published RNA-seq data and 47 genes that showed no change with KCl but spanned a range of expression values (controls). Synthesized probes were 100 base pairs in length, with each probe overlapping the previous probe by 76 base pairs. Probes had PCR primer binding sites and IVT promoters added. These oligonucleotides were ordered from Custom Array, PCRamplified, and transcribed in vitro into biotinylated RNA baits using the Megascript SP6 In Vitro Transcription kit (ThermoFisher).
For eRNA-seq, capture probes were designed as oligonucleotides tiling putative activityregulated enhancers, which were identified based on their location relative to ARGs and their transcription factor binding. To identify these putative enhancers, we started with all CREB, SRF, CBP, Npas4 or Pol2 binding sites from a previous study . We then took only those sites that were within 100kb of a transcription start site of one of the ARGs used in our ARG-seq experiment. We eliminated intragenic enhancers and those located within 1kb from the transcription end site or 500bp from the transcription start site of a gene. We designed probes to span the entire TF-bound putative enhancer, plus 500 bp on each side. This oligonucleotide library was ordered from Twist Biosciences. We amplified and in vitro transcribed the RNA baits as described above for the ARG-seq baits.
For ARG-seq and eRNA-seq, samples were treated in the same manner as with total RNA-seq, except that after library preparation, 250ng of pooled libraries were heated to 95C to denature DNA and then incubated with 250ng ARG-seq or eRNA-seq RNA baits overnight at 65C in hybridization buffer (2.5ug Cot1 DNA (ThermoFisher), 2.5ug Salmon Sperm DNA (ThermoFisher), 15mM p5 blocking primers, 15mM p7 blocking primers, 5X SSPE (ThermoFisher), 5X Denhardt's Solution (ThermoFisher), 0.133% SDS). Blocking primers are: p5-AATGATACGGCGACCACCGAGATCTACAC, ACACTCTTTCCCTACACGACGCTCTTCCGATC/3InvdT/ p7-CAAGCAGAAGACGGCATACGAGAT, GTGACTGGAGTTCAGACGTGT GCTCTTCCGATC/3InvdT/ Primers for amplification are: p5-AATGATACGGCGACCACCGAGA, p7-CAAGCAGAAGACGGCATACGAG.
Hybridized samples were incubated with MyOne Streptavadin T1 Dynabeads (Invitrogen) in binding buffer (1M NaCl, 10mM Tris-HCl pH 7.5, 1mM EDTA). Beads were washed once in 1x SCC, 0.1% SDS at room temperature and three times in 0.1x SCC 0.1% SDS at 65C. Captured libraries were eluted with 0.1M NaOH and neutralized with 1M Tris-HCl pH 7.5. Libraries were then purified using the Qiagen MinElute PCR cleanup kit and re-amplified using Herculase II Fusion polymerase (Agilent). Sequencing for mRNAseq was at a depth of 3-5 million reads per library and for eRNAseq, 20-30 million reads per library on a NextSeq. Reads were aligned and processed as with total RNA-seq, and raw count data was analyzed using R, including edgeR (Robinson et al., 2009) . Data was also normalized by the geometric mean of the reads from control genes or enhancers. Control regions were identified as regions that do not change with KCl in published RNA-seq data .
Western blotting
To detect protein expression in mouse cortical neurons, neurons were collected in cold lysis buffer: 1% Triton X-100, 50 mM HEPES, pH 7.4, 150 mM NaCl, 1.5 mM MgCl 2 , 1 mM EGTA, 10% glycerol, and freshly added protease and phosphatase inhibitors from Roche Applied Science Cat. # 05056489001 and 04906837001, respectively. Lysed neurons were treated with 4X sample buffer (40% glycerol, 8% SDS, 0.25M Tris-HCL, pH 6.8, 10% 2-mercaptoethanol) and boiled for 5 minutes. Samples were centrifuged at full speed for 3 minutes before loading on NuPage 4-12% Bis-Tris Gels (Invitrogen). Gels were run at 140V for 55 minutes. We transferred onto nitrocellulose membranes using the BioRad transfer system at 114V for 1h and 7min. Membranes were blocked in 5% milk-TBST for 1 hour. They were treated with primary antibody in 5% milk-TBST for at least one hour at room temperature or overnight at 4C. To visualize protein, blots were incubated with secondary antibody in TBST in the dark for 45 minutes. Blots were imaged using a LiCor Odyessy and quantified using ImageJ. Primary antibodies used were: rabbit anti-phosphoERK1/2 (Cell Signaling Technology 4370, 1:1000), mouse anti-GAPDH (Pierce, GA1R, 1:10000), rabbit anti-ARC (Synaptic Systems, 156-003, 1:1000). Secondary antibodies used were: IDR dye 680 goat anti-rabbit (LiCor, 1:10000), IDR dye 800 goat anti-mouse (LiCor, 1:10000).
To detect protein expression in rat cortical neurons, neurons were disrupted by brief sonication (three cycles of 30 sec in low setting in Bioruptor at 4 degrees C) and then cleared of debris by high-speed centrifugation (14500 RPM for 1 minute). The supernatant was collected in separate tubes and resolved by gel electrophoresis on 4-20% pre-cast gels (Life technology) and transferred to a nitrocellulose membrane using the iBlot gel transfer apparatus (Life technology). Immunoblots were incubated with primary antibody overnight. Blots were visualized with a LiCor Odyssey infrared scanner after immunolabeling primary antibodies with infrared fluorophoretagged secondary antibody (Molecular Probes). Images were processed using the Odyssey 2.1 software. Primary antibodies used were: rabbit anti-phosphoERK1/2 (Cell Signaling Technology 4370), H4 (Cell Signaling Technology 2935), Actin (Millipore, AM4302).
Nuclear isolation for western blotting
Nuclear lysate was prepared from treated neurons by first liberating the nuclei in a non-ionic detergent buffer [10mM HEPES (pH 7.9), 10mM KCl, 2mM MgCl 2 , 0.5mM dithiothretol, 0.1% NP-40] for precisely 30 seconds and subsequently lysing them in NETN buffer [0.5% NP-40, 1mM EDTA, 50mM Tris, 120mM NaCl, pH 7.5] freshly supplemented with 0.5% protease inhibitor cocktail (Sigma) and phosphatase inhibitor cocktails (Sigma). Nuclear liberation was confirmed under the microscope before the released nuclei was scraped and dissolved in the NETN buffer (Saha et al., 2009) .
Chromatin immunoprecipitation (ChIP)
Media on the neurons was removed and neurons were fixed in crosslinking buffer (10 mM HEPES pH 7.5, 100 mM NaCl, 1 mM EDTA, 1 mM EGTA, 1% formaldehyde) for ten minutes at room temperature, and this reaction was quenched using 125mM glycine for 5 minutes. For H3K27ac ChIP, 250,000 neurons were used per ChIP sample. For Pol2 ChIP, 2 million neurons were used per sample. Neurons were then washed with cold PBS and then collected in PBS with 0.25% BSA and pelleted by centrifuging at 700 x g for 15 minutes. Cell pellets were stored at -80C. Neurons were sonicated using a Covaris E3 sonicator in lysis buffer (10 mM Tris pH 8.0, 1mM EDTA, 1 mM EGTA, 1X Roche complete EDTA-free protease inhibitors, 0.15% SDS). Sonication was done for 8 minutes per samples with 200 cycles/burst, a 2% duty cycle at power level 3. This reliably produced fragments between 100 and 700bp in length. Samples were then supplemented with ChIP Buffer to make SDS-ChIP buffer (10 mM Tris pH 8.0, 0.1% SDS,1% Triton X-100, 150 mM NaCl, 1 mM EDTA, 0.3 mM EGTA, 1X Roche complete EDTA-free protease inhibitors). For H3K27ac ChIP, Protein A beads (Dynabeads) were washed with 1% BSA/TBST and added to the fragmented DNA for a pre-clear and rotated at 4C for one hour. A different set of protein A beads was pre-treated with .48ug of antibody (Abcam, ab4729)/experiment for H3K27ac ChIP. The same procedure was followed for Pol2 ChIP, but with Protein G Dynabeads and 4ug antibody (Abcam, ab817) per crosslinked input. Following the pre-clear, pre-clear beads were removed, an aliquot of fragmented DNA was set aside as the input, and antibody-treated beads were incubated with the fragmented DNA overnight at 4C. were washed twice with cold low salt wash buffer (0.1% SDS, 20 mM Tris pH 8.0, 1% Triton X-100, 150 mM NaCl, 2 mM EDTA), twice with cold high salt wash buffer (0.1% SDS, 20 mM Tris pH 8.0, 1% Triton X-100, 500 mM NaCl, 2 mM EDTA), twice with cold LiCl wash buffer (1% NaDOC, 10 mM Tris pH 8.0, 1% NP40, 250 mM LiCl, 1 mM EDTA), and once with room temperature TE. Crosslinks were reversed by incubating samples in TE+1%SDS at 65C overnight. Samples were then treated with RNAse A and Proteinase K, and DNA was eluted using MinElute Columns (Qiagen) according to the instructions of the manufacturer.
Chromatin immunoprecipitation sequencing (ChIP-seq)
For H3K27ac ChIP-seq, libraries were prepared using 5ug of immunoprecipitated DNA or input DNA with the NuGen Ultralow V2 1-96 library prep kit. Libraries were sequenced on an Illumina NextSeq to a depth of at least 30 million reads per library. Reads were aligned to mouse genome mm9 using bowtie2 (Langmead and Salzberg, 2012) . The resulting SAM files were made into BED files using SAMtools and BEDtools, with reads extended to 300 base pairs (Li et al., 2009; Quinlan and Hall, 2010) and then into bigWig files using UCSC-tools (Kuhn et al., 2013) . Reads were assigned to individual enhancers or promoters using bedtools map and data was analyzed using R.
For downstream analysis, H3K27ac ChIP-seq data was input-normalized and then normalized by dividing by the geometric mean of control enhancers identified based on their location near the same control genes used for ARG-seq (control enhancer selection described in Capture RNA sequencing section). We confirmed using the Tukey HSD test in conjunction with ANOVA that read-depth-normalized signal at control enhancers was not affected by stimulation or by addition of U0126. We also performed one replicate using Drosophila spike-in chromatin (Active Motif #61686, #53083) according to the instructions of the manufacturer and observed that U0126 treatment did not result in global H3K27ac changes. The data plotted in the figures shows the mean input-normalized and control-normalized signal from the same regions targeted by eRNA-seq of each enhancer for two biological replicates, averaging each enhancer across replicates prior to plotting, and including only enhancers captured in eRNA-seq.
For Pol2 ChIP-seq, reads were aligned to mouse genome mm9 using the STAR aligner (Dobin et al., 2013) . The resulting SAM files were made into read-extended (200 bases per fragment) BED files using SAMtools and BEDtools (Li et al., 2009; Quinlan and Hall, 2010) and then into bigWig files using UCSC-tools (Kuhn et al., 2013) . For analysis, the metaseq (Dale et al., 2014), numpy (Van Der Walt et al., 2011) , and matplotlib (Hunter, 2007) python packages were used to process aligned bam files, extend reads to 200 bases, and to produce read-depth-and inputnormalized data. Additional analysis was performed in R. Given across-sample variability in read-depth-and input-normalized data, the samples were further normalized to RNAPII ChIPseq density measured at constitutively active, non-activity-regulated control gene promoterssimilar to the across-sample ChIP-seq normalization methods adopted by others for quantitative analysis of peaks (Shao et al., 2012) . Specifically, data from each sample was normalized to the median value of a distribution of RNAPII density values occurring at ~800 constitutively active TSSs (-300 to +300bp) with unchanging mRNA levels under KCl as measured by RNAseq (Kim, et al. 2011 ).
For analysis of published data, data from was used as aligned and processed by the authors. Data from Telese et al. 2014 was downloaded from GEO as fastq files, re-aligned to mm9, and processed as above. Data from ENCODE was downloaded as processed by authors. Signal was binned across TSSs and enhancers using the Python package metaseq (R. K. Dale et al., 2014) . Plots were made using R, smoothing with the lowess function.
Luciferase assays
The sequences for enhancer e5 was amplified using PCR from genomic DNA extracted from wildtype (C57BL/6J) mice, utilizing primers that included flanking KpnI and XhoI sites (ATACGGTACCCGAGACTACGTCA, ATGTCTCGAGATTAAAAAGGCCC). These amplified sequences were cloned into pTAN02, an ITR-containing AAV screening vector containing minimal human pFos upstream of the Firefly luciferase gene (Nguyen at al., 2016) with the KpnI and XhoI sites. Additionally, pTAN02 without an enhancer insert was included as a "no enhancer" control. Primary cortical neuron cultures (see above) were transfected using PEI (4:1 PEI:DNA mass ratio) on DIV5. These cultures were co-transfected with an internal control Renilla luciferase construct, pTK-RN, at a fixed mass ratio of 9:1, Firefly construct:Renilla construct. Each experiment was run in triplicate. 30 minutes prior to depolarization, 10uM U0126 in DMSO or a DMSO vehicle was added to the culture media. Cultures were depolarized by changing media to complete neurobasal with 55mM KCl and were incubated for 12 hours. A non-depolarized control received a media change with no additional KCl. Cultures were collected on the night of DIV7 and prepared using the Dual-Luciferase Reporter Assay System (Promega) according to the manufacturer's protocol. The lysate was assayed over a 10 second period using the GloMax 20/20 Single Tube Luminometer (Promega), and the luciferase activity was calculated as a ratio of the Firefly to Renilla output values.
QUANTIFICATION AND STATISTICAL ANALYSIS
We have included most statistical details in our Figure legends, including p-values, statistical tests used, 'n's for each experiment, and a description of to what 'n' refers. Biological replicates refer to biological material from different mice (all experiments), with biological replicate samples also collected on a different day (in vitro experiments only).
Classification of rapid PRGs, delayed PRGs and SRGs
In experiments in mouse cortical neurons, We classified genes as rapid PRGs, delayed PRGs, or SRGs based on a comparison of expression at 6h of sustained KCl depolarization with and without cycloheximide treatment, as well as the kinetics of induction (main text). We eliminated four PRGs from our analysis due to ambiguity in our classification scheme, which exclusively relied upon kinetics of induction to distinguish rapid from delayed PRGs. We eliminated two genes (Vgf and Homer1) because their expression peaked at 6 hours of KCl stimulus, but they showed robust and significant pre-mRNA induction at 20 minutes. We also eliminated two genes (Gadd45b and Nfkbid) because while their mRNA induction peaked at 1h, they did not show a trend towards pre-mRNA or mRNA induction at 20 minutes of KCl. For significance testing in the classification, we used edgeR's glmFit and glmTreat functions (Robinson et al., 2009) . PCA was performed using the prcomp function in R using normalized mRNA expression values. Specifically, to better assess expression kinetics, each gene was normalized such that its lowest expression value was set at 1 and its highest at 10.
For in vivo data, gene classification was based on in vitro mouse data. However, we eliminated delayed PRGs with higher induction at 30 minutes compared to 150 minutes of visual stimulus.
Nearest-neighbor classifier
Our classifier for post-hoc determination of activity pattern based on gene expression used the maximum expression at any time point for each gene, such that the kinetics of gene induction did not contribute to the classifier. It compared each replicate in a testing set to all replicates in a training set using Euclidean distance, and classified based on the minimum distance. It was run with both separate testing and training sets (6 biological replicates each) and leave-one-out cross validation.
RNA-seq
For ARG-seq and total RNA-seq figures, we plotted a mean of the control-normalized expression levels for each gene from several biological replicates. All p-values reported in the figure legends for comparisons between two groups of genes are from a non-parametric two-tailed Wilcoxon rank-sum test (unless otherwise noted). A paired test was used when comparing between the same set of genes in two conditions. We confirmed significance using a two-tailed Student's T-test. We also confirmed that the differences observed via analysis of the mean expression levels were replicated in each biological replicate individually (p<0.05, rank-sum test).
For ARG-seq and eRNA-seq, we confirmed using the Tukey HSD test in conjunction with ANOVA that expression from control genes or control enhancers in read-depth-normalized samples and spike-in-normalized samples is not affected by membrane depolarization, visual stimulation, or addition of U0126/SL327.
Enhancer transcription factor and modified histone binding
For the enhancer data, in addition to the data shown in the figures, we also compared only those rapid and delayed enhancers near delayed PRGs. In unstimulated neurons, for SRF, CREB, MEF2, MED23, MED1 and NCoR we compared binding -6kb to +6kb from the centers of rapid enhancers compared to delayed enhancers and as reported in the main text found greater binding at rapid enhancers (p<0.009, rank-sum test, including only enhancers within 100 kb of delayed PRGs). Active histone marks H3K27ac, H3K4me2, H3K4me1, and H4K16ac were also higher in a comparison of the same rapid compared to delayed enhancers in unstimulated neurons (p<0.01, rank-sum test, only enhancers within 100 kb of delayed PRGs).
H3K27ac ChIP-seq
For the H3K27ac ChIP-seq, all p-values reported are from the two-tailed non-parametric Wilcoxon rank-sum test, but we confirmed significance using the Student's t-test. We also performed a Student's t-test comparing the mean signal across all enhancers from each replicate for each gene class without U0126 to the mean signal across enhancers from each gene class with U0126 and found no significant difference (p>0.6). We also compared each enhancer individually, and again found no significant change in H3K27ac signal at any enhancer with U0126 (p>0.9, Bonferroni corrected).
Pol2 ChIP-seq
Additional analysis was performed in R. Given across-sample variability in read-depth-and input-normalized data, the samples were further normalized to RNAPII ChIP-seq density measured at constitutively active, non-activity-regulated control gene promoters-similar to the across-sample ChIP-seq normalization methods adopted by others for quantitative analysis of peaks (Shao et al., 2012) . Specifically, data from each sample was normalized to the median value of a distribution of RNAPII density values occurring at ~800 constitutively active TSSs (-300 to +300bp) with unchanging mRNA levels under KCl as measured by RNAseq (Kim, et al. 2011) . As a separate analysis, early and delayed TSS lists were filtered for TSS's with mean Pol2 ChIPseq density greater than a threshold condition defined as two standard deviations above the mean value of un-expressed (Kim, et al. 2011 ) negative control TSS'.
DATA AND SOFTWARE AVAILABILITY
The RNA-Seq and ChIP-Seq data generated in this work are in-process for GEO submission. In the meantime, processed data for RNA-Seq is available Table S2 .
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(C) Three kinetically distinct temporal waves of gene induction, consisting of rapid PRGs, delayed PRGs, and SRGs, as detected by high-throughput microfluidic qPCR on the Fluidigm platform. For each gene, average expression values were determined from n=6 biological replicates and plotted with dots and solid lines representing the median from each gene class and shading covering the middle quartiles (25%-75%). Each wave is kinetically distinct from the other waves (rapid PRG induction is higher than delayed PRG or SRG induction at 1h, delayed PRG induction is greater than SRG induction at 2h, p<0.003, rank-sum test). There are 15, 37, and 9 genes from waves 1-3 respectively. (D) Chromatin state in unstimulated neurons at rapid PRGs, delayed PRGs, and SRGs shown in metaplots of the geometric mean signal for all genes in each category. CpG content, DNaseI hypersensitivity, H4K16ac and H3K4me2 are significantly different between rapid PRGs and delayed PRGs or SRGs (p<0.009, rank sum test on the area under the curves shown). ChIP signal is input-normalized read density. H4K16ac and H3K4me2 ChIP-seq data are from Telese et al., 2015 . DNaseI hypersensitivity data is from the ENCODE Project (ENCODE Project Consortium et al., 2012) . (E) Transcription factor binding in unstimulated neurons from ChIP-seq, shown in metaplots as in (D). SRF, MEF2, MED23, and NCoR are significantly different between rapid PRGs and delayed PRGs or SRGs (p<0.009, rank sum test on the area under the curves shown). CREB is not significantly different between rapid and delayed PRGs (p=0.2), but is different between rapid PRGs and SRGs (p=0.007, rank sum test). Binding is calculated from input-normalized ChIP-seq read density. Data from Telese et al., 2015. Related to figures S1 and S2.
