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ON THE ACTION OF MULTIPLICATIVE CASCADES ON MEASURES
JULIEN BARRAL AND XIONG JIN
Abstract. We consider the action of Mandelbrot multiplicative cascades on the probability
measures supported on a symbolic space, especially the case of ergodic measures. For general
probability measures, we obtain almost a sharp criterion of non degeneracy of the limiting
measure; it relies on the lower and upper Hausdorff dimensions of the measure and the
entropy of the weights generating the cascade. We also obtain sharp general bounds for the
lower Hausdorff and upper packing dimensions of the limiting random measure when it is
non degenerate. When the original measure is a Gibbs measure associated with a measurable
potential, all our results are sharp. This improves on results previously obtained by Kahane
and Peyrie`re, Ben Nasr, and Fan, which considered the case of Markov measures. We exploit
our results on general measures to derive dimensions estimates for some random measures
on Bedford-McMullen carpets, as well as absolute continuity properties, with respect to their
expectation, of the projections of some random statistically self-similar measures.
1. Introduction
Multiplicative chaos theory [30] was set up by J.-P. Kahane to unify various models of
random measures occurring in the study of random Fourier series, random coverings prob-
lems, as well as modeling of intermittent phenomena (see [12, 28, 37, 38]). As particularly
remarkable models, one finds the multiplicative cascades on the boundary of a regular tree
and their geometric realisations on unit cubes considered by B. Mandelbrot [38]. This model
was considered as a simplification of a model of energy dissipation he introduced in his in-
vestigations of the log-normal hypothesis in Kolmogorov’s work on Turbulence [32, 37]. This
model led Kahane to elaborate Gaussian multiplicative chaos theory [27], which turns out to
play a central role at the interface of probability theory and theoretical physics [16, 33, 9].
More generally, log-infinitely divisible multiplicative chaos have been considered [21, 3, 6, 41].
In the general theory, one defines operators on Radon measures on a locally compact metric
space (T, d). Since in this paper T will be compact, let us assume now that it is so. To define a
multiplicative chaos on T , consider a sequence of nonnegative measurable functions (Qn)n∈Z+ ,
called T -martingale, defined on the product of a probability space (Ω,A,P) with (T,B(T )),
and such that for each t ∈ T , the sequence (Qn(·, t))n∈N is a martingale with respect to the
filtration (σ(Qk(·, t) : 0 ≤ k ≤ n, t ∈ T ))n≥1. For each t ∈ T , define q(t) = E(Qn(·, t)),
where n is any nonnegative integer. The sequence (Qn)n∈Z+ defines an operator Q on the
set M+,q(T ) of Radon measures on (T,B(T )) such that
∫
T q(t) ν(dt) < ∞. For simplicity in
this paper we will take q ≡ 1 and denote M+,1(T ) by M+(T ). The total mass of an element
µ ∈ M+(T ) is denoted by ‖µ‖. The operator Q is then defined in the following way:
If ν ∈ M+(T ), due to the assumption made on (Qn)n∈Z+ , the sequence of measures
(νn)n∈Z+ obtained by taking νn(dt) = Qn(t) · ν(dt) is a M+(T )-valued martingale of ex-
pectation ν(dt), which almost surely converges weakly to a random measure denoted by Q · ν
as n→∞. Then, one sets
Q(ν) = E(Q · ν),
where the previous equality means that for any real valued continuous function defined on T ,∫
T f dQ(ν) = E
∫
T f d(Q·ν). By Fatou’s lemma, one has ‖Q(ν)‖ ≤ lim infn→∞ E(‖νn‖) = ‖ν‖,
with equality if and only if the martingale (‖νn‖)n≥1 is uniformly integrable. In this case,
Kahane says that ν is Q-regular, or that Q acts fully on ν. If ever Q(ν) = 0, i.e., Q · ν = 0
almost surely, he says that ν is Q-singular, or that Q kills ν. Of course, the intermediate
situation where Q · ν 6= 0 with positive probability but ν is not Q-regular can occur.
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To finding sharp results characterising when a multiplicative chaos fully acts on a given
measure is an essential question in this theory. This has been done for some infinitely divisible
multiplicative chaos (starting with the log-normal case) acting on Lebesgue measure restricted
to compact domains of Rd [27, 3, 5], as well as for the Mandelbrot multiplicative cascades on
the boundary of a regular tree when they act on the uniform measure [31], and more generally
on so-called Markov measures [22] (see also [8]), as well as in the context of martingale
convergence in branching random walks [10, 35] . Results, not sharp but quite precise, also
exist for general measures, in connection with estimates for their lower Hausdorff dimension
[22, 4, 20].
In this paper, we strengthen the existing results on Q-regularity/Q-singularity for the action
of a Mandelbrot multiplicative cascade on general measures on the boundary of a regular tree,
and in case of regularity, we give a sharp estimate of the lower Hausdorff dimension and upper
packing dimension of the limit measure when it is non degenerate. Also, we enlarge the class
of measures for which we have a full characterisation of Q-regularity, by considering the class
of ergodic probability measures when the boundary of the tree is interpreted as a symbolic
space endowed with the left shift operation. Specifically, for such a measure, we first notice
that it is either Q-regular or Q-singular, and then for ergodic measures satisfying some Gibbs
property, we completely characterise the Q-regularity in term of the value of the entropy of
the measure. Our results make it possible to treat the case of some invariant measures by
inspection of their ergodic decomposition. Also, they yield new applications of multiplicative
chaos to the computation of the Hausdorff dimension of some random measures on Bedford-
McMullen carpets, as well as the absolute continuity, with respect to their expectation, of the
orthogonal projections to subspaces of Rd of some random statistically self-similar measures
defined on Rd.
2. Results
We first consider an abstract model of multiplicative chaos defined as a multiplicative cas-
cade, and obtain a criterion for its action on a given probability measure ν to be full. This
criterion links the chaos and the measure in quite an intricate way (see Section 2.1). Next,
in Section 2.2.1, we consider the so-called Mandelbrot multiplicative cascades (Mandelbrot
called them “canonical cascades”). When ν is exact dimensional, we can partially reformu-
late the criterion in terms of the comparison between a kind of entropy associated with the
multiplicative cascade, and the dimension of ν. When ν is σ-ergodic and satisfies some Gibbs
property, the criterion for non degeneracy can be completely reformulated in terms of this
comparison (see Section 2.2.2). The simplification of the criterion extends to a slightly more
general class of multiplicative cascades also considered by Mandelbrot, see Section 2.2.3.
The sharp bounds for the lower Hausdorff dimension and upper Hausdorff dimension of
Q · ν for a general measure ν whenever Q is a Mandelbrot multipicative cascade and Q · ν is
not degenerate are presented in Section 2.2.1. The applications of the results of Section 2.2.1
to the geometry of some classes of random measures are presented in Section 2.3.
2.1. An abstract criterion of non degeneracy.
Let Λ = {0, . . . , b− 1} be an alphabet of b ≥ 2 letters. Denote by Λ∗ = ∪n≥0Λ
n the set of
finite words over Λ, with the convention that Λ0 = {∅}. If u ∈ Λn for n ≥ 0, we denote by |u|
the length of u, defined to be equal to n.
Let Σ = ΛZ+ be the one sided symbolic space over the alphabet Λ. Let B be the discrete
product topology on Σ. It is is metrisable, with the standard distance d((xn)
∞
n=1, (yn)
∞
n=1) =
e−min{n≥0:xn 6=yn}. We also endow Σ with the left shift operation denoted by σ.
For u ∈ Λ∗, denote by [u] the set of elements of Σ with common prefix u. For x = x0x1 · · ·
denote by x|0 the empty word and by x|n the word = x1x2 · · · xn for n ≥ 1.
Let (Ω,A,P) be a probability space. Let {Xu : u ∈ Λ
∗} be a sequence of random variables
on (Ω,A,P) indexed by the set of finite words. For v ∈ Λ∗, n ≥ 1 and u = u1 · · · un ∈ Λ
n
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denote by
Y [v]u = Xvu1Xvu1u2 · · ·Xvu1···un .
When v = ∅ we shall write Y
[∅]
u = Yu. We set X∅ ≡ Y
[v]
∅ ≡ 1. Assume that
(M) Y
[v]
u ≥ 0 and E(Y
[v]
u |Xx|k : 0 ≤ k ≤ |v|) = 1 for all u, v ∈ Λ
∗ and x ∈ Σ.
Let ν be a Borel probability measure on (Σ,B) (since Σ is compact this is not a restriction
with respect to working with Radon measures). Consider the product space
(Ω˜, A˜, P˜) = (Ω× Σ,A⊗ B,P× ν).
For n ≥ 1 define a random variable Wn on Ω˜ by
Wn(ω, x) = Xx|n(ω).
For n ≥ 1 define the random variable Qn on Ω˜ by
Qn =W1W2 · · ·Wn.
For n ≥ 1 define the σ-field
F˜n = σ{W1, · · · ,Wn}
and denote by F˜ = σ(
⋃
n≥1 F˜n). Let Q˜ be the probability measure on (Ω˜, F˜) such that for
any n ≥ 1 and F˜n-measurable function f ,
(2.1)
∫
Ω˜
f(ω, x) Q˜(dω,dx) =
∫
Ω˜
f(ω, x)Qn(ω, x) P˜(dω,dx).
By (M), the existence and uniqueness of Q˜ is granted by Kolmogorov consistency theorem.
For n ≥ 1 define
Zn =
∑
u∈Λn
Yu · ν([u])
and
Fn = σ{Xu : |u| ≤ n}.
Denote by F = σ(∪n≥1Fn). Then, by (M), {Zn,Fn}n≥1 is a non-negative martingale on
(Ω,F ,P) with expectation 1, therefore it converges P-almost surely. Denote by
Z(ω) = lim sup
n→∞
Zn(ω)
and
Y (ω, x) = sup
n≥1
Yx|n(ω)ν([x|n]).
We now state and prove the following general criterion about the non-degeneracy of the
martingale (Zn)n≥1, or equivalently the non Q-singularity of ν.
Theorem 2.1. We have
(i) EP(Z) = 0 if and only if Q˜(Y < ∞) = 0. In other words, ν is Q-singular if and only
if Q˜(Y <∞) = 0.
(ii) EP(Z) = 1 if and only if Q˜(Y <∞) = 1. In other words, ν is Q-regular if and only if
Q˜(Y <∞) = 1.
In order to relate this result to the existing literature, it is worth providing its proof
immediately.
Proof. For n ≥ 1 denote by P˜n and Q˜n the restrictions of P˜ and Q˜ on F˜n respectively. From
(2.1) we get
(2.2) Q˜n(dω,dx) = Qn(ω, x) P˜n(dω,dx).
Let π be the projection from Ω˜ to Ω. Denote by Q = Q˜ ◦ π−1. For n ≥ 1 denote by Pn and
Qn the restrictions of P and Q on Fn respectively. By (2.2) we get
(2.3) Qn(dω) = Zn(ω)Pn(dω).
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which implies that Qn ≪ Pn with Radon-Nikodym derivative Zn. Hence {Zn,Fn}n≥1 is a
P-martingale and {1/Zn,Fn}n≥1 is a Q-martingale. By [17, Theorem 4.3.5] we have for any
A ∈ F ,
(2.4) Q(A) =
∫
A
Z(ω)P(dω) +Q(A ∩ {Z =∞}).
In particular, when A = Ω,
EP(Z) = 1−Q(Z =∞) = Q(Z <∞).
For each x ∈ Σ we may rewrite Zn as
(2.5) Zn(ω) =
n∑
k=0
Yx|k(ω)ν([x|k])
∑
u∈Λn−k :u1 6=xk+1
Y [x|k]u (ω)
ν([x|k · u])
ν([x|k])
.
Firstly we have for n ≥ 1 and x ∈ Σ,
(2.6) Zn(ω) ≥ Yx|n(ω)ν([x|n]).
By (2.6), if Y (ω, x) = ∞, then we have Z(ω) = ∞. Hence if Q˜(Y = ∞) > 0 then
Q(Z =∞) > 0 and therefore EP(Z) < 1. In particular, if Q˜(Y =∞) = 1 then Q(Z =∞) = 1
and EP(Z) = 0.
Secondly we can get from (2.5) that for arbitrary x ∈ Σ,
(2.7) Zn(ω) ≤ Yx|n(ω)ν([x|n]) +
(
max
k=0,...,n−1
Yx|k(ω)ν([x|k])
)
·Mn(ω, x),
where
Mn(ω, x) =
n−1∑
k=1
∑
u∈Λn−k:u1 6=xk+1
Y [x|k]u (ω)
ν([x|k · u])
ν([x|k])
.
Define Hx = σ{Xx|n : n ≥ 1}. Since {1/Zn,Fn}n≥1 is a positive Q-martingale, Zn converges
to Z, Q-almost surely. Then by Fatou’s lemma and (M) we have that
EQ(Z |Hx)(ω)
= EQ( lim
n→∞
Zn |Hx)(ω)
≤ lim inf
n→∞
EQ(Zn |Hx)(ω)
≤ lim inf
n→∞
EQ
(
Yx|nν([x|n]) +
(
max
k=0,...,n−1
Yx|kν([x|k])
)
·Mn(·, x)
∣∣∣Hx)(ω)
= lim inf
n→∞
{
Yx|n(ω)ν([x|n]) +
(
max
k=0,...,n−1
Yx|k(ω)ν([x|k])
)
· EQ
(
Mn(·, x)
∣∣∣Hx)(ω)}
≤ lim inf
n→∞
{
Yx|n(ω)ν([x|n]) +
(
max
k=0,...,n−1
Yx|k(ω)ν([x|k])
)}
≤ 2Y (ω, x).
Hence if Q˜(Y < ∞) > 0 then Q(Z < ∞) > 0 and therefore EP(Z) > 0. In particular if
Q˜(Y <∞) = 1 then Q(Z <∞) = 1 and therefore EP(Z) = 1. 
Remark 2.2.
1. The probability measure Q˜ was first introduced in [31] by Peyrie`re in the case of Man-
delbrot multiplicative cascades acting on the uniform measure, and when the action of
the chaos is known to be full. The version used in this paper is due to Waymire and
Williams [43], which use Kolmogorov extension theorem to get Q˜ without requiring
EP(Z) = 1.
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2. The proof of Theorem 2.1 is similar to that provided in [43], [35] and [11] to character-
ize the non-deneneracy of the so-called additive martingale associated with a branching
random walk . In [43] the random variables {Xu : u ∈ Λ
∗} are independent and there-
fore Mn is a positive supermartingale under Q˜ hence it converges Q˜-almost surely.
This is not the case if we do not assume that the Xu indexed by words of the same
generation are independent. The approach consisting in considering EQ(Z |Hx) is
borrowed from [35, 11].
In the next section we consider the specific class of Mandelbrot multiplicative cascades and
simplify the criterion of non degeneracy provided by Theorem 2.1. We also give a sharp result
regarding the lower Hausdorff and upper packing dimensions of the limit measure.
2.2. Results for Mandelbrot multiplicative cascades. We need a few additional defini-
tions.
The lower and upper local dimensions of a positive Radon measure ν on Σ at a point x of
the topological support of ν are respectively defined by
dimloc(ν, x) = lim infn→∞
− log ν([x|n])
n
and dimloc(ν, x) = lim sup
n→∞
− log ν([x|n])
n
,
and in case of equality, the common value is called local dimension of ν and denoted by
dimloc(ν, x).
The lower and upper Hausdorff dimensions, as well as the upper packing dimension of ν
are respectively defined by
dimH(ν) = inf{dimH E : E Borel set, ν(E) > 0} = ess infν dimloc(ν, ·),
dimH(ν) = inf{dimH E : E Borel set, ν(Σ \ E) > 0} = ess supν dimloc(ν, ·),
and
dimP (ν) = inf{dimP E : E Borel set, ν(Σ \E) > 0} = ess infν dimloc(ν, ·),
where dimH and dimP stand for the Hausdorff and packing dimensions respectively. If there
exists D > 0 such that dimH(ν) = dimP (ν), or equivalently dimloc(ν, x) = D ν-almost
everywhere, one says that ν is exact dimensional with dimension D, and we write dim(ν) = D.
In the case when property (M) is strengthened into
(M1) {Xu : u ∈ Λ
∗ \ {∅}} are i.i.d. random variables with a common law X, where X ≥ 0
is a positive random variable with E(X) = 1,
the sequence (Qn)n∈Z+ is called a Mandelbrot multiplicative cascade.
This model of multiplicative chaos has been first considered in a model for Turbulence in
[38] when it acts on the uniform measure µ on Σ, i.e. the unique probability measure on Σ,
which assigns mass b−n to each cylinder of generation n. Note that µ is exact dimensional
with dimH(µ) = log(b). A necessary and sufficient condition for this measure to be Q-regular
was obtained in [31]. Specifically, setting
hX = E(X logX) ∈ [0,∞],
(the above expectation is well-defined since x log x ≥ −e−1 on R+) then µ is Q-regular or Q-
singular according to whether hX < log b = dimH(µ) or not. Also, it is proved in [31, 29] that,
conditional on Q·µ 6= 0, Q·µ is exact dimensional with dimension log(b)−hX = dimH(µ)−hX .
Such optimal results were extended to Markov measures in [22, Theorem A], i.e. σ-ergodic
Gibbs measures associated with a potential constant over the cylinders of generation ℓ for
some ℓ ∈ Z+. Results, less sharp, valid for general measures are obtained in [22, Theorem B].
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2.2.1. Action of multiplicative cascades on general measures under (M1).
Theorem 2.3. Let ν be a Borel probability measure on Σ.
(a) If for ν-almost every x ∈ Σ,
(2.8) dimloc(ν, x) > hX ,
then ν is Q-regular. This holds in particular if dimH(ν) > hX .
(b) If for ν-almost every x ∈ Σ,
(2.9) dimloc(ν, x) < hX ,
then ν is Q-singular. This holds in particular if dimH(µ) < hX .
(c) Under the assumption of (a), with probability 1, conditional on Q · ν 6= 0,
dimH(ν)− hX ≤ dimH(Q · ν) ≤ dimP (Q · ν) ≤ dimP (ν)− hX .
Corollary 2.4. Let ν be a Borel probability measure on Σ. Assume that ν is exact dimensional
with dimension D > hX . With probability 1, conditional on Q·ν 6= 0, Q·ν is exact dimensional
with dimension D − hX .
Theorem 2.3 improves significantly Theorem B in [22]. Indeed, define the Lq-spectrum of
ν as
(2.10) τν(q) = lim inf
n→∞
−
1
n
log
∑
u∈Λn
ν([u])q, q ≥ 0.
It is a concave non decreasing function. The following inequalities, which can be strict, hold:
τ ′ν(1+) ≤ dimHν ≤ dimP (ν) ≤ τ
′
ν(1−) (see [39]). In [22, Theorem B(a)] it is assumed
that EP(X
q) < ∞ for some q > 1, and in place of condition (2.8) one finds τ ′ν(1+) > hX ,
while in [22, Theorem B(b)], in place of condition (2.9) one finds τ ′ν(1−) < hX . Also, the
proof of [22, Theorem B(c)] yields the weaker estimates τ ′ν(1+) − hX ≤ dimH(Q · ν) ≤
dimP (Q · ν) ≤ τ
′
ν(1−) − hX (in fact the statement of [22, Theorem B(c)] gives these bounds
only for dimH(Q · ν)).
For any probability measure ν on Σ we may consider the sets
Σ+hX ,ν = {x ∈ Σ : dimloc(ν, x) > hX}.
and
Σ−hX ,ν = {x ∈ Σ : dimloc(ν, x) < hX}.
Items (a) and (b) of Theorem 2.1 can then be precised as follows:
Corollary 2.5. Let ν be a Borel probability measure on Σ.
(1) If ν(Σ+hX ,ν) > 0 then EP (Z) > 0 and if ν(Σ
+
hX ,ν
) = 1 then EP (Z) = 1.
(2) If ν(Σ−hX ,ν) > 0 then EP (Z) < 1 and if ν(Σ
−
hX ,ν
) = 1 then EP (Z) = 0.
The critical case when
ν({x ∈ Σ : dimloc(ν, x) = hX}) > 0
is much more delicate. Indeed if α = hX ∈ (0, log(b)), there may exist exact dimensional
measures ν1 and ν2 of Hausdorff dimension α such that ν1 is Q-regular while ν2 is Q-singular.
This is the case if P (X = eα) = e−α and P (X = 0) = 1 − e−α; denote then Q by Qα. In
this case, according to [29], it is enough that ν has a finite energy with respect to the Riesz
kernel d(x, y)α for ν to be Qα-regular, and that ν be supported by a set of finite α-dimensional
Hausdorff measure for ν to be Qα-singular.
We are going to give a sufficient condition for Q-singularity in the critical case when ν is
σ-ergodic. When Q = Qα, this condition will differ from that given by Kahane.
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2.2.2. Action of multiplicative cascades on ergodic measures under (M1). Let us
denote by M(σ) and E(σ) the sets of σ-invariant and σ-ergodic Borel probability measures
on Σ. They are endowed with the weak-∗ topology. We start with a preliminary observation,
whose proof we give immediately.
Proposition 2.6. If ν ∈ E(σ), then it is either Q-regular or Q-singular.
Proof. The measure E(Q · ν) is both σ-invariant and absolutely continuous with respect to
ν. Since σ is ergodic, there exists c ∈ [0, 1] such that E(Q · ν) = cν. Moreover, the operator
µ 7→ E(Q · µ) is a projection (see [30, Theorem 4]). Consequently c ∈ {0, 1}. 
Now let ν ∈ E(σ). By Shannon-McMillan-Breiman theorem, for ν-almost every x ∈ Σ,
dimloc(ν, x) = hν(σ),
where
hν(σ) = lim
n→∞
1
n
∑
u∈Λn
−ν([u]) log ν([u])
is the measure-theoretic entropy of ν. Due to our choice for the metric on Σ, we have dim(ν) =
hν(σ), hence Theorem 2.3 already shows that if hν(σ) > hX then ν is Q-regular, while if
hν(σ) < hX it is Q-singular.
It is natural to raise the following question:
Q1: if P(X 6= 1) > 0 and ν ∈ E(σ), does hν(σ) = hX imply that ν is Q-singular?
Indeed, as we already recalled it, this is the case when ν is the measure of maximal entropy
[31, The´ore`me 1], and more generally when µ is a Markov measure [22, Theorem A], as was
shown by Kahane and Fan respectively. However, when a general ergodic measure ν is involved
this is not clear. According to Theorem 2.1, one has to study the behavior of Y (ω, x) (this is
not the approachs followed by Kahane and Fan, who used functional equations which cease to
exist in the general case). This amounts to understand the fluctuations of the summation of
a centered random walks associated with the multiplicative cascade only, with a term which
must thought of as a centered Birkhoff sum depending on ν only:
n∑
k=1
logWk(ω, x)− hν(σ) + (nhν(σ) + log ν([x|n])) .
When hX 6= hν(σ), the random walk is not centered anymore and it is not hard to derive the
conclusion of Theorem 2.3(a) and (b). Otherwise, to go beyond Kahane’s and Fan’s results,
we need to make some additional assumptions.
For instance, assume that EP(X(logX)
2) < ∞. By the almost sure invariant principle
(see [42] for example), one can find a probability space over which simultenaously with the
random walk
(
Sn(ω, x) =
∑n
k=1 logWk(ω, x) − hν(σ)
)
n≥0
there exists a Brownian motion
B such that almost surely |Sn − Bn| = O(n
α) for some α < 1/2. Then, we may meet the
following situation: There exists a Brownian motion B′ defined on the same space as B and
(Sn)n≥0 (and necessarily independent of B), such that (S
′
n(ω, x) = nhν(σ) + log ν([x|n]))n≥0
can also be approximated by B′ in the sense that almost surely |S′n −B
′
n| = O(n
α′) for some
α′ < 1/2. Then, by the law of the iterated logarithm applied to Brownian motion, we would
know that Y x|n(ω) = +∞ Q˜-almost surely. This situation holds when ν is a Gibbs measure
associated with a Ho¨lder potential (see [40]).
However, we want both to avoid additional moment assumptions on the law of X, and to
consider a wider class of ergodic measures, though this class already covers that of Markov
measures considered by Fan.
In order to control the fluctuation on the nhν(σ)+log ν([x|n]) part, we will assume a Gibbs
like property for ν, in the following weak sense:
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(G) There exist measurable functions C ≥ 1 and f defined on (Σ,B), finite ν-almost
everywhere, and such that for ν-almost every x ∈ Σ, for all n ≥ 1:
C(x)−1e
∑n−1
k=0 f(σ
kx) ≤ ν([x|n]) ≤ C(x)e
∑n−1
k=0 f(σ
kx).
For x ∈ Σ and n ≥ 1 we may define gn(x) =
ν([x|n])
ν([σx|n−1])
, then by measure differentiation theo-
rem or martingale convergence theorem, we have that for ν-almost every x, gn(x) converges
to a measurable function g. Then we may take
f(x) = log g(x) and C(x) = exp
(
sup
n≥1
{∣∣∣∣∣
n−1∑
k=0
log g(σkx)− log(gn−k(σ
kx))
∣∣∣∣∣
})
,
provided C(x) is finite ν-almost everywhere. But in general it is very hard to analyse the
convergence speed of gn to g, or in other words, the convergence speed in Shannon-McMillan-
Breiman theorem.
Let us mention that at the moment, in the examples of ergodic measures at our disposal and
which satisfy (G), one has ‖C‖∞ < ∞. This implies that the measure ν is quasi-Bernoulli,
namely there exists a constant K ≥ 1 such that for all finite words u and v, one has
K−1 ν([u])ν([v]) ≤ ν([u · v]) ≤ K ν([u])ν([v]).
Our result is the following.
Theorem 2.7. Suppose that P(X 6= 1) > 0 and ν is an ergodic measure satisfying (G). If
hν(σ) = hX , then ν is Q-singular.
Corollary 2.8. Suppose that P(X 6= 1) > 0 and ν is an ergodic measure satisfying (G).
Then, ν is Q-regular if and only if hX < hν(σ).
Remark 2.9. (1) One necessarily has hX > 0 since E(X) = 1 and P(X 6= 1) > 0. Thus
necessarily hν(σ) > 0 in Theorem 2.7.
(2) Our proof will use, among other arguments, a combination of the size biasing approach
introduced in the context of multiplictative cascades by Waymire and Williams [43], with the
so-called filling scheme, and we will also need to use the natural extension of ν to the two
sided symbolic space ΛZ.
(3) Property (G) holds for any Gibbs measure associated with a continuous potential satisfying
Walters’ condition [44], which garanties the so-called bounded distorsion property to hold. Note
that Walters’ condition strictly covers the class of potentials for which the aforementioned
invariance principle is known to hold. In particular, Theorem 2.7 combined with Theorem 2.3
improves [22, Theorem A] which deals with the Markov measures, which are Gibbs for a
potential φ(x) depending on the ℓ first letters of x for some integer ℓ ≥ 0 (the previous
observation using the invariance principle provides a second alternative proof).
Note also that due to the bounded distorsion property, the function C(x) can be taken equal
to a constant.
(4) Property (G) also holds for the Gibbs states associated to the norm of certain cocycles
of SL2(R), for which the potential f is ν-almost everywhere continuous, and proven to be in
L1(ν); also C(x) can be taken equal to a constant in these examples (see [7, Theorem 2.8]).
We have no example illustrating condition (G) in full generality, i.e. with ‖C‖∞ = ∞.
In particular, an inspection of the examples of non unique equilibrium states considered by
Hofbauer in [26] (see also [34]) shows that they do not satisfy (G).
(5) Recall the discussion started just after Corollary 2.5. Theorem 2.7 shows that any Gibbs
measure ν in the sense of (G) and entropy hν(σ) = α ∈ (0, log(b)) is an exemple of Qα-
singular measure. In particular, ∫∫
Σ×Σ
ν(dx)ν(dy)
d(x, y)α
= +∞.
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When ν is quasi-Bernoulli, this result can be checked directly since the almost multiplicativity
property of ν implies that the α-energy of ν is bounded from below by a constant times the
series
∑
n≥1 e
n(α−τν(2)), and α = hν(σ) ≥ τν(2). Indeed, the L
q-spectrum of ν is concave and
differentiable with τν(1) = 0 and τ
′
ν(1) = hν(σ) (see [25]).
Moreover, such a measure is not carried by a set of finite α-dimensional Hausdorff measure
in general. This is for instance the case when ν is the equilibrium state of a Ho¨lder continuous
potential non cohomologous to a constant (see for instance [36]).
(6) It would be interesting to answer the following question:
Q2: does any σ-ergodic measure with positive entropy have infinite energy in its dimension?
Indeed, a positive answer would imply that at least Kahane criterion for Q-regularity never
applies in the case of ergodic measures. Note that a positive answer to Q1 implies the same
for Q2.
We end this section with a consequence of Theorem 2.3 for the action of Q on invariant
measures.
For α ∈ [0, log(b)] let
Eα(σ) = {ν ∈ E(σ) : hν(σ) > α} and Eα(σ) = {ν ∈ E(σ) : hν(σ) < α}.
These sets are Borel sets in M(σ) endowed with the topology of weak convergence, since the
measure-theoretic entropy is semi-continuous (σ is expanding).
Corollary 2.10. Suppose that P(X 6= 1) > 0. Let ρ be a probability measure on E(σ). The
measure
∫
EhX (σ)
ν ρ(dν) is Q-regular, while the measure
∫
EhX (σ)
ν ρ(dν) is Q-singular.
Moreover,
(2.11) Q ·
∫
EhX (σ)
ν ρ(dν) =
∫
EhX (σ)
Q · ν ρ(dν),
P-almost surely.
Remark 2.11. (1) The previous result could be sharpened if one could answer Q1 positively.
Indeed, in this case, setting E˜α(σ) = {ν ∈ E(σ) : hν(σ) ≤ α}, the measure
∫
E(σ)
ν ρ(dν) would
decompose as a sum of the Q-regular measure
∫
EhX (σ)
ν ρ(dν) and the Q-singular measure∫
E˜hX (σ)
ν ρ(dν). By [30, Theorem 4], we know that such a decomposition would be unique.
(2) Of course, if ρ({ν ∈ E(σ) : hν(σ) = hX}) = 0, the previous decomposition holds.
The next section provides an extension of the previous results on the action of Mandelbrot
multiplicative cascades on ergodic measures.
2.2.3. The action of independent multiplicative cascades on ergodic measures. Now
we make a slightly weaker assumption:
(M2) {(Xuj)j∈Λ : u ∈ Λ
∗} are i.i.d. random vectors with a common law V ,
where V = (V0, . . . , Vb−1) is a random vector with Vj ≥ 0 and E(Vj) = 1 for j = 0, . . . , b − 1.
Note that Vj , j = 0, . . . , b− 1, are not necessarily independent.
Define
hV,ν =
∑
j∈Λ
E(Vj log Vj)ν([j]).
Theorem 2.1 has the following corollary.
Corollary 2.12.
(i) If hV,ν < hν(σ) then EP(Z) = 1, i.e., ν is Q-regular.
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(ii) If hV,ν > hν(σ) then EP(Z) = 0, i.e., ν is Q-singular.
In the critical case hV,ν = hν(σ) we have the following extension of Theorem 2.7.
Theorem 2.13. Suppose that P(V 6= (1, . . . , 1)) > 0. Assume that ν is an ergodic measure
satisfying (G). If hV,ν = hν(σ), then EP(Z) = 0, i.e. ν is Q-singular.
2.3. Applications to the geometry of some random measures. Generalising the non-
degeneracy criteria from Lq-spectra to local dimension has a big advantage in some applica-
tions, especially in projection theory when dealing with disintegration of measures. Indeed,
in general one works with measures whose dimension properties can be controlled, though
their Lq-spectrum seems out of reach. We shall show two applications of Theorem 2.3 in this
context.
2.3.1. Absolute continuity properties of projections of random statistically self-
similar measures. Let I = {fi}i∈Λ be an iterated function system (IFS) consisting of simi-
larities on Rd (d ≥ 2) of the form
fi(x) = riOix+ ti, x ∈ R
d
where ri ∈ (0, 1) is the contraction ratio, Oi ∈ SO(d) is the rotation component and ti ∈ R
d
is the translation. Once such an IFS is given, there exists a unique compact set E in Rd such
that
E =
⋃
i∈Λ
fi(E).
The set E is called the self-similar set of I. One says that I satisfies the strong separation
condition (SSC) if the above union is disjoint. Furthermore, given a probability vector p =
{pi}i∈Λ there exists a unique probability measure µp supported on E such that
µp =
∑
i∈Λ
piµp ◦ f
−1
i .
This measure is called the self-similar measure associated with I and p. One way of seeing
such a measure is to consider it as the push-forward measure of the Bernoulli measure νp on Σ
w.r.t. p via the canonical mapping Φ : Σ→ E given by
Φ((xn)
∞
n=1) = limn→∞
fx1 ◦ · · · ◦ fxn(z),
where z ∈ Rd can be chosen arbitrarily, that is µp = νp ◦ Φ
−1.
Let P = {[i] : i ∈ Λ} denote the partition of Σ by its first generation cylinders. For a
continuous function ϕ : Σ→ Rd, denote by Bϕ the σ-field generated by ϕ
−1B(Rd). Define the
conditional information
Ip(P, ϕ) =
∑
B∈P
−χB logEνp(χB |Bϕ)
and the conditional entropy
hp(P, ϕ) = Eνp(Ip(P, ϕ)) =
∫
Σ
Ip(P, ϕ)(x) νp(dx).
Finally, denote hνp(σ) =
∑
i∈Λ−pi log pi by hp, and define χp,r =
∑
i∈Λ−pi log ri the Lya-
punov exponent associated with νp and I. It is proved in [23] that µp = νp ◦ Φ
−1 is exact-
dimensional with dimension
hp − hp(P,Φ)
χp,r
.
Furthermore, we have the following result for its projections and fibres: For 1 ≤ k ≤ d − 1
denote by Πd,k the set of orthogonal projections from R
d to its k-dimensional subspaces. Let
G = 〈Oi : i ∈ Λ〉 be the closure in SO(d) of the subgroup generated by the isometries Oi. Let
ξ denote the normalised Haar measure on G. For π ∈ Πd,k, define
hp,π(P,Φ) =
∫
G
hp(P, πgΦ) ξ(dg).
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It is proved in [19] (the case when G = {Id} is a singleton is proved by Furstenberg in [24])
that for π ∈ Πd,k and for ξ-a.e. g ∈ G,
(i) νp ◦ (πgΦ)
−1 is exact-dimensional with dimension
hp − hp,π(P,Φ)
χp,r
;
(ii) For νp ◦ (πgΦ)
−1-a.e. y ∈ πg(Rd), (µp)πg,y is exact-dimensional with dimension
hp,π(P,Φ) − hp(P,Φ)
χp,r
,
where (µp)πg,y is the fibre measure obtained by disintegrate µp w.r.t. µp ◦ (πg)
−1.
Note that (µp)πg,y can be interpreted as the push-forward measure through Φ of the condi-
tional measure (νp)πgΦ,y on Σ with respect to the measurable partition {[y]π = (πgΦ)
−1(y) :
y ∈ πgΦ(Σ)}. Moreover, for νp-a.e. x ∈ Σ, the measure (νp)πgΦ,πgΦ(x) is exact-dimensional
with dimension
dimH((νp)πgΦ,πgΦ(x)) = hp,π(P,Φ).
One can see this from the proof of Theorem 3.2 (iii) in [19]: while computing the local dimen-
sion of (µp)πg,y = (νp)πgΦ,y ◦Φ
−1, one uses the pull-back balls BΦ(x, n) := Φ
−1(B(Φ(x), rx,n))
on the symbolic space, where x ∈ Σ and rx,n is a suitably chosen decreasing sequence of
radii. As the canonical mapping Φ : Σ→ Rd is not necessarily one-to-one, the pull-back balls
BΦ(x, n) may be quite different comparing to cylinders, this is reflected in the diminution of
the entropy by the amount hp(P,Φ) in the dimension formula. But when computing the local
dimension of (νp)πgΦ,y, one can directly use the cylinders, or in other words, one can use the
canonical mapping Φ˜ of arbitrary IFS with strong separation condition so that B
Φ˜
(x, n) is
exactly the cylinder [x|n]. This results in that the entropy hp(P, Φ˜) = 0 as P ⊂ B = BΦ˜.
One can see that for the fibre measures, either (µp)πg,y or (νp)πgΦ,x, it is really hard to say
anything beyond their dimensions, or their multifractal spectrum. But our new theorem makes
it possible to determine whether these fibre measures are Q-regular, and their Q-regularity
has some nice implications.
We shall only consider the case where (M1) holds. The case of (M2) would be similar but
it requires further works to determine that all typical fibre measures have the same entropy
after performing the Q-action. Recall that hX = E(X logX).
Theorem 2.14. For arbitrary π ∈ Πd,k, if hX < hp,π(P,Φ), then, with probability 1, condi-
tional on Q · νp 6= 0, for ξ-a.e. g ∈ G, (Q · νp) ◦ (πgΦ)
−1 is absolutely continuous with respect
to νp ◦ (πgΦ)
−1 with the Radon-Nikodym derivative
πgΦ(Σ) ∋ y → ‖Q · (νp)πgΦ,y‖.
Furthermore, if the IFS I satisfies the SSC, then (Q · νp) ◦ Φ
−1 is exact-dimensional with
dimension
hp − hX
χp,r
.
The claim regarding the absolute continuity of the projections with respect to their expec-
tations is an extension of [1, Theorem 3.1(1)] to arbitrary self-similar IFSs and to arbitrary
projections (composed with Haar measure almost every rotations). Also, in the SSC case, the
fact that the Hausdorff dimensions of the measure (Q ·νp)◦Φ
−1 is obtained without additional
moment assumption on X is an improvement with respect to [19, Theorem 3.1(i)].
2.3.2. Hausdorff dimension of some random measures on Bedford-McMullen car-
pets. The results of Section 2.2 can also be used to compute the Hausdorff dimension of some
Mandelbrot measures on Bedford-McMullen carpets. This approach, alternative to that used
in [2], makes it possible to remove a moment assumption required in [2] to get the Hausdorff
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dimension. In fact, we are going to study a wider class of random measures obtained as limit
of the action of multiplicative cascades on ergodic measures.
We fix two integers b1 > b2, Λ1 = {1, . . . , b1}, Λ2 = {1, . . . , b2}, as well as the product
symbolic space Λ
Z+
1 ×Λ
Z+
2 , π2 the canonical projection from Λ
Z+
1 ×Λ
Z+
2 to Λ
Z+
2 , and σ = (σ1, σ2)
the shift operation on the product space Λ
Z+
1 × Λ
Z+
2 . Endow the space Λ
Z+
1 × Λ
Z+
2 with the
metric
d(b1,b2) =
(
(xn, yn)
∞
n=0, (x
′
n, y
′
n)
∞
n=0
)
= max
(
b
− inf{n≥0:xn 6=x′n}
1 , b
− inf{n≥0:yn 6=y′n}
2
)
.
Fix a subset Λ of Λ1 × Λ2 of cardinality at least 2, and let ν be an ergodic measure on
(Λ
Z+
1 × Λ
Z+
2 , σ), supported on Λ
Z+ . We identify ν with its restriction to ΛZ+ , and denote by
π2∗ν its projection to Σ2.
It is know that ν disintegrates as π2∗ν(dy)ν
y(dx), where for π2∗ν-almost every y, the condi-
tional measure νy(dx) is supported on Λ∩ (Λ
Z+
1 ×{y}), and the relativized Shannon-Breiman-
McMillan theorem ([13, Lemma 4.1]) states that νy is exact dimensional with dimension
hν(σ)− hπ2∗ν(σ2) with respect to the metric induced on Λ
Z+
1 × {y} by the metric d.
Theorem 2.15. Consider a Mandelbrot multiplicative cascade (Xu)u∈Λ∗ satisfying (M1) as
in Section 2.2.3. Suppose that hX < hν(σ) − hπ2∗ν(σ2). Then ν is Q-regular, and with
probability 1, conditional on Q ·ν 6= 0, π2∗(Q ·ν) is absolutely continuous with respect to π2∗ν,
and Q · ν is exact dimensional with
dim(Q · ν) =
1
log b1
(hν(σ)− hX) +
( 1
log b2
−
1
log b1
)
hπ2∗ν(σ2)
with respect to the metric d(b1,b2).
When ν is a Bernoulli product measure, it is easy to see that Q · ν is a special case
of statistically self-affine Mandelbrot measure as considered in [2]. The previous theorem
improves the result obtained in [2] on the computation of dimH(Q · ν) by removing the
moment assumption E(Xq) < ∞ for some q > 1. However, under this moment assumption,
[2] computes dimH(Q · ν) in all the cases where Q · ν is non degenerate, with ν a Bernoulli
product measure.
Organisation of the rest of the paper. Theorem 2.3 and Corollary 2.5 are proved in
Section 3, while the proofs of Corollaries 2.10 and 2.12 are given in Section 4, and that of
Theorem 2.13 (which implies Theorem 2.7) in Section 5. Finally, Theorems 2.14 and 2.15 are
proved in Section 6.
3. Proofs of Theorem 2.3 and Corollary 2.5
Since Corollary 2.5 implies Theorem 2.3(a) and (b), we first prove Corollary 2.5 and then
Theorem 2.3(c).
Proof of Corollary 2.5. For n ≥ 1 define the random variable Un on Ω˜ by
Un(ω, x) = logXx|n(ω).
ON THE ACTION OF MULTIPLICATIVE CASCADES ON MEASURES 13
Given any finite sequence of non-negative measurable functions f1, . . . , fk and any increasing
sequence of integers 1 ≤ n1 < n2 < · · · < nk, we have
E
Q˜
(f1(Un1)f2(Un2) · · · fk(Unk)) =EP∗
(∫
Σ
nk∏
i=1
Xx|i
k∏
j=1
fj(logXx|nj ) ν(dx)
)
=
∫
Σ
EP∗
( nk∏
i=1
Xx|i
k∏
j=1
fj(logXx|nj )
)
ν(dx)
=
∫
Σ
k∏
j=1
EP∗
(
Xx|nj fj(logXx|nj )
)
ν(dx)
=
∫
Σ
k∏
j=1
EP
(
Xfj(logX)
)
ν(dx) =
k∏
j=1
EP
(
Xfj(logX)
)
.
This implies that the random variables Un, n ≥ 1, are i.i.d. under Q˜, and their common law
is given by
E
Q˜
(f(Un)) = EP(Xf(logX))
for all non-negative measurable functions f . Consequently, the negative part of U1 is Q˜-
integrable, and
E
Q˜
(U1) = EP(X logX) = hX ∈ [0,∞].
Then, using the strong law of large numbers we obtain that for Q˜-almost every (ω, x) ∈ Ω˜,
(3.1) lim
n→∞
1
n
(U1 + · · ·+ Un) = hX .
By (3.1), for Q˜-almost every (ω, x) ∈ Ω× Σ+hX ,ν, we have
lim sup
n→∞
1
n
log[Yx|n(ω)ν([x|n])] < 0.
This implies that Y (ω, x) < ∞ for Q˜-almost every (ω, x) ∈ Ω × Σ+hX ,ν. Note that Q˜(Ω ×
Σ+hX ,ν) = ν(Σ
+
hX ,ν
). Hence, by Theorem 2.1, if ν(Σ+hX ,ν) > 0 then EP (Z) > 0 and if ν(Σ
+
hX ,ν
) =
1, then EP (Z) = 1.
By (3.1) we also have for Q˜-almost every (ω, x) ∈ Ω× Σ−hX ,ν ,
lim sup
n→∞
1
n
log Yx|n(ω)ν([x|n]) > 0.
This implies that Y (ω, x) = ∞ for Q˜-almost every (ω, x) ∈ Ω × Σ−hX ,ν. Note that Q˜(Ω ×
Σ−hX ,ν) = ν(Σ
−
hX ,ν
). Hence, by Theorem 2.1, if ν(Σ−hX ,ν) > 0 then EP (Z) < 1 and if ν(Σ
−
hX ,ν
) =
1 then EP (Z) = 0. 
Proof of Theorem 2.3(c). Once Theorem 2.3(a) is known, the first inequality is proven by
using the same approach as Kahane in [29] in the case that ν is the uniform measure and Fan
to get [22, Theorem B(a)] when ν is an ergodic σ-invarient Markov measure. It consists in
using the composition principle of multiplicative chaos actions to prove that conditional on
Q ·ν 6= 0, this measure is Qα regular for all α ∈ (0,dim(ν)−hX ) (recall that the multiplicative
chaos Qα was defined just after Corollary 2.5).
For the second inequality, denote dimP (ν) by β, and β − EP(X log(X)) by βX . Fix ǫ > 0.
For n ∈ N set Eǫ,N = {x ∈ Σ : ∀n ≥ N, ν([x|n]) ≥ e
−n(β+ǫ)}. Then let E˜ǫ,N a compact
subset of Eǫ,N of measure larger than (1− 2
−N )ν(Eǫ,N ). Then, for any integer p ≥ N define
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Fǫ,N,p = {x ∈ E˜ǫ,N : Q · ν([x|p]) < e
−p(βX+2ǫ)}. For any q ∈ (0, 1), we have, using Markov
inequality
Q · ν(Fǫ,N,p) ≤
∑
u∈Λp
ν([u])≥e−p(β+ǫ)
1Q·ν([u])>0
(
(e−p(βX+2ǫ)(Q · ν([u]))−1
)(1−q)
Q · ν([u]).
Taking expectation, and using that
E((Q · ν([u])q) ≤ lim inf
n→∞
E((Qn · ν([u])
q)
= lim inf
n→∞
E(Y qp (Q
u
n−p · ν([u]))
q)
≤ E(Xq)p lim inf
n→∞
(E(Qun−p · ν([u]))
q = E(Xq)pν([u])q,
we get
E(Q · ν(Fǫ,N,p)) ≤
∑
u∈Λp
ν([u]≥e−p(β+ǫ)
E(Xq)pe−p(βX+2ǫ)(1−q)ν([u])q−1ν([u])
≤ E(Xq)pe−p(βX+2ǫ)(1−q)+p(β+ǫ)(1−q) = e−p(1−q)(βX(q)+ǫ),
where βX(q) = βX +
logE(Xq)
q−1 − β =
logE(Xq)
q−1 − EP(X log(X)) = o(1) as q → 1. Consequently
we can choose q ∈ (0, 1) such that E(Q · ν(Fǫ,N,p)) ≤ e
−p(1−q)ǫ/2. By the Borel-Cantelli
lemma, this implies that with probability 1, conditional on Q · ν 6= 0, for Q · ν-almost every
x ∈ E˜ǫ,N , dimloc(Q ·ν, x) ≤ βX + ǫ. However, by definition of β, we have limN→∞ ν(Eǫ,β) = 1,
so limN→∞ ν(E˜ǫ,β) = 1. Setting Gǫ =
⋂
N∈N∗ E˜
c
ǫ,N , we have Q · ν(Gǫ) ≤ Q · ν(E˜
c
ǫ,N) ≤
lim infn→∞Qn ·ν(E˜
c
ǫ,N ) since E˜
c
ǫ,N is open. Hence by Fatou’s Lemma, E(Q ·ν(Gǫ)) ≤ ν(E˜
c
ǫ,N)
for all N ≥ 1 and finally, Q · ν(Gǫ) = 0 almost surely.
Since the previous properties hold for all ǫ > 0, we can get that, with probability 1,
conditional on Q · ν 6= 0, dimloc(Q · ν, x) ≤ βX for Q · ν-almost every x ∈ Σ \
⋃
j≥1G1/j , which
is a set of full Q · ν-measure. 
Remark 3.1. If we assume that E(Xq) <∞ for some q > 1, the above approach can also be
used to get the first inequality in (c).
4. Proofs of Corollaries 2.10 and 2.12
Proof of Corollary 2.10. First, by definition, for any n ≥ 1, setting µn := Qn ·
∫
EhX (σ) ν ρ(dν),
for any non negative continuous function f defined on Σ, one has been using Fubini-Tonelli’s
Theorem: ∫
Σ
f dµn =
∫
EhX (σ)
(∫
Σ
f d(Qn · ν)
)
ρ(dν).
We know from Theorem 2.3 that for all ν ∈ EhX (σ), P-almost surely, ν is Q-regular. Conse-
quently, an application of the Fubini-Tonelli theorem yields that this holds P-almost surely,
for ρ-almost every ν ∈ EhX (σ). This implies that E(
∫
Σ f Q · dν) =
∫
Σ fdν for ρ-almost every
ν ∈ EhX (σ). Thus,
(4.1) E
(∫
EhX (σ)
∫
Σ
f d( lim
n→∞
Qn · ν) ρ(dν)
)
=
∫
Σ
f dν = E
(∫
EhX (σ)
∫
Σ
f d(Qn · ν) ρ(dν)
)
.
On the other hand, Fatou’s lemma implies
E
(∫
EhX (σ)
∫
Σ
f d( lim
n→∞
Qn · ν) ρ(dν)
)
≤ E
(
lim
n→∞
∫
EhX (σ)
∫
Σ
f d(Qn · ν) ρ(dν)
)
≤ lim
n→∞
E
(∫
EhX (σ)
∫
Σ
f d(Qn · ν) ρ(dν)
)
.
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From this and (4.1) we deduce that the non-negative martingale (
∫
Σ fdµn)n≥1 is uniformly
integrable, hence the measure
∫
EhX (σ) ν ρ(dν) is Q-regular. Moreover, since
(4.2)
∫
EhX (σ)
∫
Σ
f d( lim
n→∞
Qn · ν) ρ(dν) ≤ lim
n→∞
∫
EhX (σ)
∫
Σ
f d(Qn · ν) ρ(dν)
P-almost surely (by Fatou’s lemma again), we conclude that (4.2) is an equality P-almost
surely. This yields (2.11).
Let us next consider µ =
∫
EhX (σ)
ν ρ(dν). This time, using (4.2) and the fact that each
ν ∈ EhX (σ) is Q-singular yields the Q-singularity of µ. 
Proof of Corollary 2.12. It is almost the same as the proof of Corollary 2.5. The only differ-
ence is that the sequence
{Un(ω, x) = logXx|n(ω)}n≥1
is now, instead of i.i.d., ergodic under Q˜. One can check this easily by using the ergodicity
of ν and the independence of the random vectors in different generations. We shall prove a
more general case in Lemma 5.3. Hence, by Birkhorff ergodic theorem, Q˜-almost surely,
lim
n→∞
1
n
(U1 + · · ·+ Un) = EQ˜(U1) =
∑
j∈Λ
E(Vj log Vj)ν([j]) = hV,ν .
On the other hand, by Shannon-McMillan-Breiman theorem, ν-almost surely,
lim
n→∞
− log ν([x|n])
n
= hν(σ).
Then the conclusion easily follows from Theorem 2.1. 
5. Proof of Theorem 2.13
We first define a larger product probability space associated with the natural extension of ν
to ΛZ.
5.1. Natural extension of ν and associated cascade probability space. In order to
prove the theorem we need to consider the natural extension of ν to the bilateral symbolic
space ΛZ that we still denote by Σ. We still denote by B the discrete product topology on Σ,
and by σ the left shift. We denote by Λ∗ = ∪n≥0Λ
n the set of finite words, with the convention
that Λ0 = {∅}. If u ∈ Λn for n ≥ 0 then we write |u| = n as the length of the word u.
For x = · · · x−1x0x1 · · · denote by x|0 = ∅ and
x|n = x1x2 · · · xn
for n ≥ 1 and
x|n = xn+1xn+2 · · · x0
for n ≤ −1. For u, v ∈ Λ∗, set
[u, v] = {x ∈ Σ : x|−|u| = u, x||v| = v}
the cylinder rooted at uv. We shall use the convention that [∅, v] = [v] and [u, ∅] = [u]−.
Property (G) still holds if we redefine f by f(x) := f(x0x1 · · · ) and C(x) := C(x0x1 · · · ).
For convenience we may define the probability space more precisely:
(Ω,A,P) =
⊗
u∈Λ∗
(Ωu,Au,Pu),
where for each u ∈ Λ∗ the probability space (Ωu,Au,Pu) are the same one on which the
random vector V is defined. For u ∈ Λ∗ define the projection
θu : Ω ∋ ω = (ωv)v∈Λ∗ → ωu ∈ Ωu.
Then {(Xuj)j∈Λ = V ◦ θu : u ∈ Λ
∗} forms an i.i.d. sequence of random vectors on (Ω,A,P).
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For n ≥ 1 define the σ-field
F˜n = σ{χ[u,v]Xv : u, v ∈ Λ
∗, |v| ≤ n}
and set F˜ = σ(
⋃
n≥1 F˜n).
5.2. Proof of the theorem. First we need the following result on the recurrence of Birkhoff
sums with zero mean essentially due to Dekking [14]: Let (X,B, T, µ) be an ergodic dynamical
system. Let f : X 7→ R be a measurable function. For n ≥ 1 denote by Snf(x) =
∑n−1
k=0 f ◦
T k(x) the nth-Birkhoff sum of f . For b > 0 and x ∈ X define
τb(x) = inf{n ≥ 1 : Snf(x) ∈ [−b, b]}.
Proposition 5.1. Suppose that
lim
n→∞
1
n
Snf(x) = 0 for µ-a.e. x ∈ X.
Then for all b > 0, τb(x) <∞ for µ-a.e. x ∈ X.
Remark 5.2. Note here that we do not require f to be in L1(µ). By ergodicity the condition
is certainly satisfied when f ∈ L1(µ) with
∫
X f dµ = 0.
By (G), for ν-a.e. x ∈ Σ we have
− logC(x) ≤ log ν([x|n])−
n−1∑
k=0
f(σkx) ≤ logC(x).
Let F = hν(σ) + f . Then, due to the Shannon-McMillan-Breiman theorem applied to ν, for
ν-a.e. x ∈ Σ,
lim
n→∞
1
n
n−1∑
k=0
F (σkx) = 0.
Consider the skew product ϕ on Σ× R:
ϕ(x, u) = (σx, u+ F (x)).
It is easy to see that ϕ is invertible and µ = ν × λ is ϕ-invariant, where λ is the Lebesgue
measure on R. The issue here is that λ is an infinite measure. Therefore we need to consider
an induced dynamical system.
Let A = Σ× [−1/2, 1/2], BA = B ⊗ B([−1/2, 1/2]), µA = ν × λ|[−1/2,1/2] and
τA(x, t) = inf{n ≥ 1 : ϕ
n(x, t) ∈ A} for (x, t) ∈ A.
By Proposition 5.1, for all 0 < ǫ < 1/2 and t ∈ [−ǫ, ǫ] we have
τA(x, t) = inf{n ≥ 1 : t+ SnF (x) ∈ [−1/2, 1/2]}
≤ inf{n ≥ 1 : SnF (x) ∈ [−1/2 + ǫ, 1/2 − ǫ]}
<∞
for ν-a.e. x ∈ Σ. This implies that for µA-a.e. (x, t) ∈ A, τA(x, t) <∞. Define
ϕA(x, t) = ϕ
τA(x,t)(x, t), (x, t) ∈ A,
with the convention that ϕA(x, t) = (x, t) if τA(x, t) =∞.
It is easy to check that the measure µA is ϕA-invariant. It is not necessarily ergodic; this
depends on the function F . But we can consider its ergodic decomposition and write it as
µA =
∫
E(ϕA)
ξ ρ(dξ), where E(ϕA) stands for the set of ergodic Borel probability measures on
(A,BA, ϕA). For the simplicity of notations, in the following we pick an ergodic measure ξ
according to the probability measure ρ. Now consider the product space
Ω̂ = Ω×A, B̂ = F˜ ⊗ B(R)|Ω̂
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and define a probability measure Q̂ on Ω̂ similar to Q˜ by∫
Ω̂
f(ω, x, t) Q̂(d(ω, x, t)) =
∫
Ω̂
f(ω, x, t)Qn(ω, x)P(dω)ξ(d(x, t)),
for all bounded measurable functions f on (Ω̂, B̂) that are F˜n-measurable when restricted to
Ω˜. For v ∈ Λ∗ define ηv : Ω→ Ω by
ηv((ωu)u∈Λ) = (ωvu)u∈Λ∗ .
For (ω, x, t) ∈ Ω̂ define
Tϕ(ω, x, t) = (ηx|1ω,ϕ(x, t))
and T̂ (ω, x, t) = T τA(x,t)ϕ (ω, x, t) = (ηx|τA(x,t)
ω,ϕτA(x,t)(x, t)),
with the convention that T̂ (ω, x, t) = (ω, x, t) if τA(x, t) =∞.
The following two lemmas will be proved in Sections 5.3 and 5.4 respectively.
Lemma 5.3. (Ω̂, B̂, T̂ , Q̂) is ergodic.
Define
W (ω, x, t) =
τA(x,t)∑
k=1
(
logXx|k(ω)− hν(σ)
)
.
We have
Lemma 5.4.
Q̂
(
−∞ = lim inf
n→∞
n−1∑
k=0
W ◦ T̂ k < lim sup
n→∞
n−1∑
k=0
W ◦ T̂ k = +∞
)
= 1.
We can now end the proof of the theorem. Define
V (x, t) =
τA(x,t)−1∑
k=0
F ◦ σk(x)
and for n ≥ 1, define
Nn(x, t) = τA(x, t) + τA(ϕA(x, t)) + · · ·+ τA(ϕ
n−1
A (x, t)).
Then for n ≥ 1,
log Yx|Nn(x,t)(ω) + log ν[x|Nn(x,t)] ≥
n−1∑
k=0
W ◦ T̂ k(ω, x, t) +
n−1∑
k=0
V ◦ ϕkA(x, t)− C(x).
Since, by the definition of τA, for µA-a.e. (x, t), for all n ≥ 1,
n−1∑
k=0
V ◦ ϕkA(x, t) ∈ [−t− 1/2,−t + 1/2].
Together with Lemma 5.4 we deduce that for Q˜-a.s.,
Y (ω, x) = +∞.
By Theorem 2.1 we deduce that EP(Z) = 0. 
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5.3. Proof of Lemma 5.3. First we show that Q̂ is T̂ -invariant. Consider a Borel set B in
[−1/2, 1/2], a cylinder [u, v] in Σ with |v| = k ≥ 1 and a set
B′ ∈ σ{Xw : w = v1 · · · vj for some j = 1, . . . , k}.
Then f = χB′×[u,v]×B is an elementary function, and it is enough to show that∫
Ω̂
f(ω, x, t) Q̂ ◦ T̂−1(d(ω, x, t)) =
∫
Ω̂
f(ω, x, t) Q̂(d(ω, x, t)).
For n ≥ 1, define An = {(x, t) ∈ A : τA(x, t) = n}. Then define A∞ = A \ (∪n≥1An). We
decompose Ω̂ into the disjoint union
Ω̂ =
∞⋃
n=1
Ω×An.
Then, on Ω̂n, we have
T̂ (ω, x, t) = (ηx|nω, σ
nx, u+ SnF (x)),
with the exception that T̂ (ω, x, t) = (ω, x, t) on Ω̂∞. Since µA(A∞) = 0, we get∫
Ω̂
f(ω, x, t) Q̂ ◦ T̂−1(d(ω, x, t)) =
∑
n≥1
∫
Ω̂n
f(ηx|nω, σ
nx, u+ SnF (x)) Q̂(d(ω, x, t)).
For each n ≥ 1, the mapping (ω, x) → χB′×[u,v](ηx|nω, σ
nx) is F˜k+n-measurable. Therefore
by (2.1),
In :=
∫
Ω̂n
f(ηx|nω, σ
nx, u+ SnF (x)) Q̂(d(ω, x, t))
=
∫
An
∫
Ω
f(ηx|nω, σ
nx, u+ SnF (x))Qn+k(ω, x)P(dω)ξ(d(x, t))
=
∫
An
∫
Ω
Yx|n(ω)f(ηx|nω, σ
nx, u+ SnF (x))Qk(ηx|nω, σ
nx)P(dω)ξ(d(x, t))
=
∫
An
∫
Ω
f(ω, σnx, u+ SnF (x))Qk(ω, σ
nx)P(dω)ξ(d(x, t)),
where we have used the facts that for x ∈ Σ, Yx|n has mean 1, the random variable
ω → f(ηx|nω, σ
nx, u+ SnF (x))Qk(ηx|nω, σ
nx)
is independent of Yx|n , and it has the same law as
ω → f(ω, σnx, u+ SnF (x))Qk(ω, σ
nx)
under P. By Fubini’s theorem,
In =
∫
Ω
∫
An
f(ω, σnx, u+ SnF (x))Qk(ω, σ
nx) ξ(d(x, t))P(dω)
=
∫
Ω
∫
An
f(ω, x, t)Qk(ω, x) ξ ◦ ϕ
−n(d(x, t))P(dω)
=
∫
Ω
∫
An
f(ω, x, t)Qk(ω, x) ξ ◦ ϕ
−1
A (d(x, t))P(dω).
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Summing over n we get∫
Ω̂
f(ω, x, t) Q̂ ◦ T̂−1(d(ω, x, t)) =
∫
Ω
∫
A
f(ω, x, t)Qk(ω, x) ξ ◦ ϕ
−1
A (d(x, t))P(dω)
=
∫
Ω∗
∫
A
f(ω, x, t)Qk(ω, x) ξ(d(x, t))P(dω)
=
∫
A
∫
Ω∗
f(ω, x, t)Qk(ω, x)P(dω)ξ(d(x, t))
=
∫
Ω̂
f(ω, x, t) Q̂(d(ω, x, t)),
where we have used the fact that ξ is ϕA-invariant.
To check the ergodicity of Q̂, let B̂′ be the semi-algebra of B̂ consisting of sets of the form
{(ω, x, t) : x ∈ [v, u], Xu1···uj (ω) ∈ Iu1···uj , j = 1, . . . , |u|, t ∈ J}
for u, v ∈ Λ∗, {Iu1···uj}1≤j≤|u| Borel subsets of [0,∞) and J ∈ B([−1/2, 1/2]). It is clear that
B̂′ generates B̂, so it is enough to show that for B1, B2 ∈ B̂
′ with Q̂(B1) > 0, Q̂(B2) > 0, there
exists n0 ∈ N such that Q̂(T̂
−n0B1 ∩B2) > 0.
The above claim follows from the fact that for n large enough, the events in T̂−nB1 and
B2 on the Ω
∗ side are independent for n large enough. More precisely, for i = 1, 2 write
Bi = {(ω, x, t) : x ∈ [v
i, ui], Xui1···uij
(ω) ∈ Iui1···uij , j = 1, . . . , |u
i|, t ∈ Ji}.
Then for all n > |u2|, the events related to {Xu}u∈Λ∗ in T̂
−nB1 and B2 are independent. This
implies that
Q̂(T̂−nB1 ∩B2) =
( ∏
i=1,2
ki∏
j=1
EP(X1{X∈I
ui1···u
i
j
})
)
· ξ(ϕ−nA U1 ∩ U2),
where Ui is the projection of Bi to A. From Q̂(B1) > 0, Q̂(B2) > 0 we know that∏
i=1,2
|ui|∏
j=1
EP(X1{X∈I
ui
1
···ui
j
}) > 0
and ξ(Ui) > 0 for i = 1, 2. Since ξ is ergodic, there exists n > |u
2| such that ξ(ϕ−nA (U1∩U2) >
0, which gives the conclusion. 
5.4. Proof of Lemma 5.4. We shall use the filling scheme, see [15] for example. For n ≥ 1
define
Gn = max
1≤m≤n
m−1∑
k=0
W ◦ T̂ k.
For a function g denote by g+ = max(g, 0) and g− = max(−g, 0). Then for n ≥ 1 we have
W = −G−n+1 +G
+
n+1 −G
+
n ◦ T̂ .
Let G = limn→∞Gn. Obviously G ≥ W > −∞. Now assume that Q̂(G < ∞) = 1 (By
ergodicity this event has Q̂-mass 0 or 1). Then this leads to
W = −G− +G+ −G+ ◦ T̂ .
By construction, since P(X 6= 1) > 0, it holds that Q̂({W > 0}) > 0. By Poincar’e recurrent
theorem, this implies that Q̂-a.s.,
κ = inf{n ≥ 1 :W ◦ T̂ n−1 > 0} <∞.
Since W ◦ T̂ κ−1 > 0, we have G ◦ T̂ κ−1 ≥W ◦ T̂ κ−1 > 0, therefore G− ◦ T̂ κ−1 = 0, and
W ◦ T̂ κ−1 = G+ ◦ T̂ κ−1 −G+ ◦ T̂ κ.
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Denote by Q̂(x,t) the disintegration of Q̂ w.r.t. ξ, which is a probability measure on Ω. For
u ∈ R and ξ-a.e. (x, t) denote by
φu(x, t) = EQ̂(x,t)
(eiuW◦T̂
κ−1(·,x,t))
and
Φu(x, t) = EQ̂(x,t)
(eiuG
+◦T̂κ−1(·,x,t)).
Note that under Q̂(x,t), κ(·, x, t) is a stopping time of the filtration
{F (x,t)n = σ(W ◦ T̂
k(·, x, t) : 0 ≤ k ≤ n− 1)}n≥1.
Since G+ ◦ T̂ κ(·, x, t) depends only on the random variables {W ◦ T̂ k(·, x, t) : k ≥ κ}, it is
independent of the stopped σ-field
F (x,t)κ = {B ∈ ∪n≥1F
(x,t)
n : B ∩ {κ(·, x, t) ≤ n} ∈ F
(x,t)
n for all n ≥ 1}.
Therefore,
Φu(x, t) =EQ̂(x,t)
(eiuW◦T̂
κ−1(·,x,t)eiuG
+◦T̂κ(·,x,t))
=E
Q̂(x,t)
(eiuW◦T̂
κ−1(·,x,t)e
iuG+◦T̂κ−1(ηx|τA(x,t)
·,ϕA(x,t))
)
=E
Q̂(x,t)
(eiuW◦T̂
κ−1(·,x,t)E
Q̂(x,t)
(e
iuG+◦T̂κ−1(ηx|τA(x,t)
·,ϕA(x,t))
|F (x,t)κ )
=φu(x, t)Φu ◦ ϕA(x, t),
where the last equality comes from the fact that ξ is ϕA-invariant and all random variables
Xu involved are independent in different generations with expectation 1. Taking the modulus
then logarithm we obtain
log |Φu(x, t)| − log |Φu ◦ ϕA(x, t)| = log |φu(x, t)|.
This implies that log |φu(x, t)| is a co-boundary of (A,BA, ϕA, ξ). Since |Φu(x, t)|∨|φu(x, t)| ≤
1, by Birkhoff ergodic theorem we have∫
A
log |φu(x, t)| ξ(d(x, t)) = 0.
Since log |φu(x, t)| ≤ 0, we deduce that log |φu(x, t)| = 0 for ξ-a.e. (x, t), which means that
W ◦ T̂ κ−1 is a constant. This is a contradiction by considering the case when W > 0 (and
therefore κ = 1). Thus Q̂(G = ∞) = 1. Using similar argument one can also show that
Q̂(infn≥1
∑n−1
k=0W ◦ T̂
k = −∞) = 1.
6. Proofs of Theorems 2.14 and 2.15
Proof of Theorems 2.14. For any continuous function f from Σ to R one has∫
Σ
f(x) νp(dx) =
∫
πgΦ(Σ)
(∫
Σ
f(x)(νp)πgΦ,πgy(dx)
)
νp ◦ (πgΦ)
−1(dy).
Thus, for all n ≥ 1, we have∫
Σ
f(x)Qn(ω, x) νp(dx) =
∫
πgΦ(Σ)
(∫
Σ
f(x)Qn(ω, x) (νp)πgΦ,πgy(dx)
)
νp ◦ (πgΦ)
−1(dy).
Since we have hX < dimH((νp)πgΦ,πgΦ(x)) = hp,π(P,Φ), the same arguments as those used in
the proof of Corollary 2.10 (see Section 4) imply that∫
Σ
f(x)Q · νp(dx) =
∫
πgΦ(Σ)
(∫
Σ
f(x)Q · (νp)πgΦ,πgy(dx)
)
νp ◦ (πgΦ)
−1(dy)
This implies the claim about absolute continuity.
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For the exact dimensionality, again since hX < dimH((νp)πgΦ,πgΦ(x)), by Corollary 2.4
we have that Q · (νp)πgΦ,πgΦ(x) is exact-dimensional with dimension hp,π(P,Φ) − hX . If I
satisfies SSC, one can easily deduce that Q ·(νp)πgΦ,πgΦ(x) ◦Φ
−1 is also exact-dimensional with
dimension
hp,π(P,Φ)− hX
χp,r
.
Note that the Lyapunov exponent remains the same since
E(
∑
i∈Λ
−piWi log ri) =
∑
i∈Λ
−pi log ri.
Now together with the fact that Q · νp ◦ (πgΦ)
−1 is absolutely continuous with respect to
νp ◦ (πgΦ)
−1, and that νp ◦ (πgΦ)
−1 is exact-dimensional with dimension
hp − hp,π(P,Φ)
χp,r
,
we deduce that Q · νp ◦ Φ
−1 is exact-dimensional with dimension
hp − hp,π(P,Φ)
χp,r
+
hp,π(P,Φ)) − hX
χp,r
=
hp − hX
χp,r
.

Proof of Theorems 2.15. Since hX < dim ν
y for π2∗ν-almost every y, it follows from Theo-
rem 2.3 that for π2∗ν-almost every y, the action of Q on ν
y is full, and consequently, using the
disintegration of ν as π2∗ν(dy)ν
y(dx), and the same lines as in the proof of Corollary 2.10,
we see that Q acts fully on ν, and π2∗(Q · ν) is absolutely continuous with respect to its
expectation π2∗ν, with density the total mass of Q · ν
y for π2∗ν-almost every y. Moreover,
conditional on Q · νy 6= 0, Q · νy is exact dimensional with dimension hν(σ)− hπ2∗ν(σ2)− hX
with respect to d.
The result about the exact dimensionality of Q · ν is now a direct consequence of the
following lemma.
Lemma 6.1. Let m be a Borel probability measure on (ΛZ+ , d). Suppose that m is exact
dimensional with dimension δ with respect to the metric d. Denote by δ2 the lower Hausdorff
dimension of π2∗m with respect to the metric induced by d, and let δ1 and δ1 be the essential
infimum and the essential supremum of the lower Hausdorff dimensions of the conditional
measures my with respect to d again, where my is obtained from the disintegration of m with
respect to π2∗m. Then, with respect to the metric d(b1,b2), for m-almost every point z, we have
(6.1)
δ1
log(b1)
+
δ2
log(b2)
≤ dimloc(m, z) ≤ dimloc(m, z) ≤
δ
log(b2)
−
( 1
log(b2)
−
1
log(b1)
)
δ1.
So, if δ1 = δ1 and δ = δ1 + δ2, then measure m is exact dimensional.
The first inequality in (6.1) follows from a result of Marstrand (see [18, Theorem 5.8]),
while the second one can be deduced from the proof of Theorem 2.11 in [23]. 
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