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Die Arbeit befaßt sich mit der Bestimmung kostengünstiger Versuchspläne
zur Prüfung der Zuverlässigkeit von Elementen. Untersucht werden die
Versuchspläne vom Typ (n,oo,r), (n,l,r), (n,oo,T) und (n,1,T). Zur statis-
tischen Auswertuno des Experiments werden Alternativtests, Parameterbe-
reich- und Parameterpunktschätzungen betrachtet.
Das Ziel der Arbeit ist es, einen Versuchsplan so zu bestimmen, daß für
ein optimales statistisches Verfahren bei vorgegebener Güte der statis-
tischen Aussage die zu erwartenden Experimentkosten möglichst gering sind.
Die Untersuchung wird fiir ein Kostenmodell gemacht, das die wesentlichen
Kosten erfaßt, die bei der Durchführung eines Experiments auftreten, näm-
lich: Versuchsanlage-, Element-, Betriebskosten und ein Bonus- bzw. Malus
Pönale für Unter- bzw. überschreitung der vereinbarten Experimentdauer.
Contribution to determine cost optimal life tests for components with
exponentially distributed life times.
Abstract:
This work reports the determination of cost optimal plans for life tests.
Plans of the type (n,oo,r), (n,l,r), (n,oo,T) and (n,l,T) are considered. For
drawing statistical inference on the basis of the gathered data, the method
of testing hypotheses, interval estimates and the determination of estimators
is used.
The aim of this work is to determine a plan in such a way that for an optimal
statistical decision procedure the expected experimental cost is as low as
possible for a given degree of efficiency for the statistical inference. The
investigation is done with a cost model, which considers the investment and
operating costs of the test facility, the cost for the component to be tested













Die vorliegende Arbeit befaßt sich mit der Bestimmung kostengünstiger Ver-
suchspläne zur Prüfung der Zuverlässigkeit von Elementen. Prinzipiell muß
man, um Aussagen über die Zuverlässigkeit zu erhalten, ein oder mehrere
gleichartige Elemente einem Experiment unterziehen und das Beobachtungs-
material dann mit einem passenden statistischen Verfahren auswerten ent-
sprechend der Fragestellung, die zu klären ist. Dazu hat man sich zunächst
zu überlegen, wie das Experiment am günstigsten durchzuführen ist.
In der Arbeit werden die vier wichtigsten Typen von Versuchsplänen unter-
sucht, die man üblicherweise für die Prüfung der Zuverlässigkeit von Ele-
menten benutzt, nämlich: Es werden im Experiment n Elemente geprüft,
während des Experiments ausgefallene Elemente werden erneuert bzw. nicht
erneuert (symbolisch mit 00 bzw. 1 bezeichnet), das Experiment wird nach
einer vorgegebenen Anzahl r von Ausfällen oder nach einer vorgegebenen
Experimentdauer T abgebrochen. Die Versuchspläne lassen sich dann jeweils
charakterisieren durch ein Tripel der Form (n,oo,r),(n,l,r),(n,oo,T),(n,l,T);
z.B. bedeutet (n,oo,r): n Elemente werden in einem Experiment, in dem aus-
gefallene Elemente erneuert werden, geprüft, und das Experiment wird
nach r Ausfällen abgebrochen. Zur statistischen Auswertung des Experi-
ments werden Alternativtests, Parameterbereich- und Parameterpunkt-
schätzungen betrachtet. Die Aufgabe lautet dann, einen Versuchsplan
so zu bestimmen, daß für ein optimales statistisches Verfahren bei vor-
gegebener Güte der statistischen Aussage die zu erwartenden Experiment-
kosten möglichst gering sind. Es wird stets angenommen, daß sich ein
Element nur im Zustand "funktioniert" und "ausgefallen" befinden kann,
und die Lebensdauer (d.h. die Übergangszeit vom Zustand "funktioniert"
in den Zustand "ausgefallen") exponentiell verteilt ist.
Im Abschnitt 1 der Arbeit wird für jeden betrachteten Typ von Versuchs-
plänen ein Wahrscheinlichkeitsmodell aufgestellt und die Wahrscheinlich-
keitsverteilung auf dem jeweils interessierenden Ergebnisraum des Experi-
ments (dem Stichprobenraum) bestimmt. Im Anschluß daran (Abschnitt 2)
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werden zunächst zur Bereitstellung der Notation die statistischen Verfahren
für die Auswertung der Experimente in Anlehnung an ~Iitting [-19-1 und
ßeljajew L 2-1 kurz besprochen und für die betrachteten Typen von statisti-
schen Verfahren jeweils ein Maß für die Güte der statistischen Aussage
eingeführt. Dadurch soll erreicht werden, daß für die Aussagekraft der
statistischen Aussagen bei den verschiedenen statistischen Verfahren ein
einfaches Maß zur Verfügung steht. Es wird daher für jedes der betrachte-
ten Verfahren eine Maßzahl gewählt, die sich jeweils aus der Gütefunktion
des Verfahrens ableitet.
Es zeigt sich, daß diese Maßzahl für die Güte der statistischen Aussage für
Versuchspläne vom Typ (n,oo,r) und (n,l,r) unabhängig vom gewählten Typ
des statistischen Verfahrens ist und nur von der Anzahl r der beobachteten
Ausfälle bis zum Abbruch des Experiments abhängt. Dagegen hängt für Ver-
suchspläne vom Typ (n,oo,T) die Güte der statistischen Aussage für Alter-
nativtests von nT ab und für Parameterbereich- bzw. Parameterpunkt-
schätzungen von AnT, wobei A der unbekannte Parameterwert ist (vergl.
Bemerkung (2.a)).
Das Problem der Bestimmung der Zuverlässigkeit von Elementen mit exponentiell
verteilter Lebensdauer wurde U.a. bereits von Epstein, Sobel in [-4-1, [-5-7,
Epstein in [-6J, [-7-7, L-a-1, [-9J, L-10J, Lloyd, Lipow in [-14J und
Beljajew in [-2J untersucht. Für die hier betrachteten Versuchspläne und
statistischen Verfahren geben beispielsweise Epstein in L-10J, Lloyd,
Lipow in L-14J und Beljajew in [-2J Verfahren zur Bestimmung der Zuver-
lässigkeit an. In Ergänzung zu diesen Arbeiten wird hier auch auf das zu-
grundeliegende Wahrscheinlichkeitsmodell näher eingegangen.
Der Abschnitt 3 der Arbeit befaßt sich schließlich mit der Ermittlung
kostengünstiger Versuchspläne. Es wird ein Kostenmodell eingeführt, das
die wesentlichen Kosten erfaßt, die bei der Durchführung eines Experiments
auftreten, nämlich: Versuchsanlage- und Elementkosten (in Abhängigkeit von
der Anzahl der geprüften Elemente und der Experimentdauer), Betriebskosten
(in Abhängigkeit von der Betriebszeit der Elemente) sowie ein Bonus- bzw.
Malus-Pönale für Unter- bzw. überschreitung der vereinbarten Experiment-
- 3 -
dauer. Eine Abschreibung in exponentieller Form (abhängig von der Experi-
mentdauer) für die Versuchsanlage und die geprüften Elemente ist in dem
Modell enthalten. Die Versuchspläne werden nach den zu erwartenden Kosten
beurteilt. Ein Versuchsplan heißt optimal, wenn er die zu erwartenden
Kosten gleichmäßig bezüglich A minimiert und eine vorgegebene Güte der
statistischen Aussage einstellt. Dabei wird angenommen, daß der Typ des
zu verwendenden statistischen Verfahrens durch die Problemstellung impli-
ziert wird. Zur Konkurrenz werden dann nur solche Versuchspläne zugelassen,
die eine optimale statistische Auswertung des Beobachtungsmat~rials ge-
statten, d.h. es ist möglich, bei gegebener Schadensfunktion und vorgege-
benem Optimalitätskriterium ein optimales statistischen Verfahren auszu-
wählen. Dies hat zur Folge, daß die Versuchspläne vom Typ (n,l,T) nicht
zulässig sind (vergl. Bemerkung (2.2)), und somit die konkurrierenden Ver-
suchspläne vom Typ (n,oo,r),(n,l,r) und (n,oo,T) sind.
Man kann für Versuchspläne vom Typ (n,oo,r) und (n,l,r) zeigen, daß für
monoton in der Experimentdauer steigende Kostenfunktionen die Versuchs-
pläne vom Typ (n,oo,r) kostengünstiger sind, während sich dagegen die Ver-
suchspläne vom Typ (n,l,r) für monoton in der Experimentdauer fallende
Kostenfunktionen als kostengünstiger erweisen (vergl. Satz(3.2)).
Dies trifft nicht mehr zu für den folgenden Spezialfall des Kostenmodells,
der im Hinblick auf Anwendungen von besonderem Interesse ist: Die be-
trachteten Kosten sind bis auf die von der Experimentdauer abhängigen
Kosten linear. Die von der Experimentdauer abhängigen Kosten sind von
exponentieller Gestalt. Hier läßt sich nicht mehr zeigen, daß einer der
beiden Typen von Versuchsplänen (n,oo,r) bzw. (n,l,r) besser ist. Falls
man zusätzlich eine obere Schranke für die Zahl der im Experiment ein-
gesetzten Elemente hat, wie es bei Anwendungen im allgemeinen der Fall
ist, so kann man zeigen, daß Versuchspläne vom Typ (n,oo,r) bzw. (n,l,r)
zwar nicht gleichmäßig bezüglich A, aber für gewisse Parameterbereiche
geringere Experimentkosten verursachen (vergl. Satz (3.8) und Bemerkung
Seite 42). In Fortsetzung dieser Untersuchungen wird im letzten Teil die-
ses Abschnitts der Fall behandelt, daß nur Versuchspläne eines Typs je-
weils zur Auswahl zugelassen sind. In einigen Fällen kann dann für gege-
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benen Parameterwert A ein Plan explizit Gestimmt werden, der die zu erwar-
tenden Experimentkosten minimiert (vergl. Satz (3.12) und Folgerung (3.13)).
Verfügt man nun über ein Vorwissen derart, daß man eine untere Schranke für
den Parameter A hat, so lassen sich für Versuchspläne vom Typ (n,oo,r) und
(n,l,r) leicht mittels der in Satz (3.12) und Folgerung (3.13) gewonnenen
Aussagen Minimax-Versuchspläne angeben, d.h. Pläne, die die maximal zu er-
wartenden Kosten minimieren (vergl. Folgerung (3.14)). Für Versuchspläne
vom Typ (n,oo,T) läßt sich aus den Aussagen von Satz (3.12) und Folgerung
(3.13) sofort ein Versuchsplan angeben, der die zu erwartenden Kosten
gleichmäßig bezüglich A minimiert (vergl. Folgerung (3.14)). Dabei kann
für Parameterbereich- und Parameterpunktschätzungen ein gleichmäßig
bester Versuchsplan nur dann angegeben werden, wenn man ein Vorwissen
in Form einer unteren Schranke für den Parameter A hat (vergl.ßemerkung (2.9)).
Das Problem der Bestimmung kostengünstiger Versuchspläne wurde für Spezial-
fälle der hier betrachteten Modelle bereits von Lloyd, Lipow L-14-7, Taub
L-18-7 sowie Nägele und dem Autor L-16-7 untersucht. So betrachteten Lloyd,
Lipow in L-14-7 Versuchspläne vom Typ (n,oo,r) und (n,1,r) und bestimmten
unter der Nebenbedingung r = const. den Typ von Versuchsplänen, der die ge-
ringeren zu erwartenden Kosten gleichmäßig bezüglich A verursacht. Diese
Untersuchung basiert auf einem von Epstein in L-10-7 angegebenem linearen
Kostenmodell , das die Betriebskosten (in Abhängigkeit von der Experiment-
dauer) und die Elementkosten (in Abhängigkeit von der Anzahl der geprüften
Elemente) für die Durchführung eines Experiments erfaßt. Das bis auf einen
Fixkostenterm gleiche Kostenmodell benutzt Taub in L-18-7 zur Bestimmung
eines Versuchsplans, der für Versuchspläne vom Typ (n,. ,T) die zu erwarten-
den Kosten gleichmäßig bezüglich A minimiert. Die Nebenbedingung dafür ist
nT = const., die im Zusammenhang mit der statistischen Auswertung des Experi-
ments durch Parameterbereichschätzungen gewählt wurde. Nägele und der Autor
behandeln in L-16-7 Versuchspläne vom Typ (n,00,r),(n,1,r) ,(n,00,T),(n,1,T)
und Parameterbereichschätzungen zur statistischen Auswertung des ßeobachtungs-
materials.Es wird für jeden Typ von Plänen der Versuchsplan bestimmt, der die
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zu erwartenden Kosten für einen gegebenen Parameterwert A minimiert und
eine vorgegebene wie hier definierte Güte der statistischen Aussage ein-
stellt. Das benutzte Kostenmodell erfaßt die hier betrachteten Kosten für
die Durchführung eines Experiments, jedoch ist der Kostenansatz im Unter-
schied zu dem Modell hier durchweg linear, und es wird keine Abschreibung




Ein Element sei ein Teil eines technischen Systems, das sich nur in
zwei Zuständen befinden kann, nämlich im Zustand "funktioniert" und
im Zustand "ausgefallen". Der übergang von einem Zustand in den anderen
soll zufällig erfolgen. Wird ein Element einem Experiment unterworfen,
so meint man, daß es entsprechend seiner Funktion im System betrieben
wird. Dabei soll das Element zu Beginn eines Experiments immer im Zu-
stand "funktioniert ll sein, gelangt es einmal in den Zustand lIausge-
fallenlI, dann bleibt es in diesem Zustand. Man nennt die übergangs-
zeit, d.h. die Zeit, die vergeht, bis das Element vom Zustand "funktio-
niert" in den Zustand "ausgefallen" übergeht, die Lebensdauer des Ele-
ments. Die so definierte Lebensdauer muß nicht unbedingt mit dem übli-
chen Begriff Lebensdauer identisch sein, da die Zustände 'Ifunktioniert"
und "ausgefa11enll unter Umständen systembezogen definiert sind. Den




Es sei A > 0, (0, ~ ,P) ein Wahrscheinlichkeitsraum (WR) und
T : 0 -+ \R+ eine G(1,>..)1) verteilte Zufallsvariable (ZV) auf die-
sem WR. Dann heißt (IR+, a5'dR+)2), P ) ein einfaches Lebensdauerex-
T
periment.
1) Eine ZV mit der Verteilungsfunktion (VF) G(xlv,a) =
(v,a > 0) heißt G(v,a) verteilt.
2) ~p ist die cr-A1gebra der Bore1schen Mengen auf IRP,
tBp(lRP+) := {B" IRP+ I BE tBp} •
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Bemerkung:
Man kann T als die Lebensdauer eines Elements auffassen. Die Annahme
der exponentiell verteilten Lebensdauer ist eine sehr strenge Forderung.
Denn diese Vorschrift bedeutet, daß die Wahrscheinlichkeit eines Aus-
falls in einem bestimmten Zeitintervall unabhängig davon ist, wie lange
das Element schon vor diesem Zeitintervall funktioniert hat. Aus der
Praxis weiß man jedoch, daß beispielsweise elektronische Elemente fast
immer diese Forderung erfüllen und dies auch für eine ganze Reihe me-
chanischer Elemente zutrifft (vgl. Deutsche Lufthansa AG. L-12-7).
Definition (~
Es sei (R+, ~l(R+), PT) ein einfaches Lebensdauerexperiment, A > O.
Dann heißt die Abbildung R R+ + /-0, 1 7 mit R(t) = P (t, ~) = e- At
- - T
Zuverlässigkeitsfunktion.
Für die Ermittlung der Zuverlässigkeit eines Elements genügt es also,den
Parameter A zu ermitteln.
Lebensdauere)(perimente nach Plänen
Das zentrale Problem ist die Bestimmung (näherungsweise) der Lebensdauer
bzw. der Zuverlässigkeit von Elementen. Eine solche Bestimmung wird im
allgemeinen 5.0 durchgeführt, daß einfache Lebensdauerexperimente in ge-
eigneter Weise kombiniert werden und ein kombiniertes Experiment durchge-
führt wird.
Um ein Experiment dieser Art in konkreten Fällen durchführen zu können,
hat man daher Vorschriften anzugeben, die den Ablauf des Experiments fest-
legen. Die Vorschriften werden zusammengefaßt als Plan bezeichnet. Im fol-
genden werden Pläne der Form (n, N, a) betrachtet, wobei
die Anzahl der in einem Experiment gleichzeitig zu prüfenden
Elemente angibt;
gibt an, ob in dem Experiment Erneuerungen (~) durchgeführt
werden oder nicht (1);
a E {r,T}
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gibt die Abbruchregel des Experiments an mit
r,~ Abbruch des Experiments nach rAusfällen
T > 0: Abbruch des Experiments nach der Zeit T.
Durch Kombination erhält man die vier wichtigsten Typen von Plänen,
nämlich die Pläne (n, 00, r), (n, 1, r), (n, 00, T), (n, 1, T), die
im folgenden besprochen werden.
Bei einem Experiment mit Erneuerung soll nach jedem Ausfall eines Ele-
ments dieses augenblicklich durch ein neues (bzw. repariertes altes)
Element ersetzt und damit das Experiment fortgefUhrt werden. Man er-
hält also für jedes zu prUfende Element eine Folge zeitlich hinterein-
anderfolgender einfacher Lebensdauerexperimente, die als stochastisch
unabhängig angenommen werden. Hat man n zu prüfende Elemente, so hat
man n solcher Folgen, die ebenfalls voneinander stochastisch unabhän-
gig angenommen werden.
Bei einem Experiment ohne Erneuerung soll kein Element nach dem Aus-
fall erneuert werden. Hat man n Elemente zu prüfen, so hat man gleich-
zeitig neinfache Lebensdauerexperimente durchzuführen, die wieder von-
einander stochastisch unabhängig angenommen werden.
Diese Annahmen führen zu folgenden wahrscheinlichkeitstheoretischen Mo-
dellen.
Wahrscheinlichkeitsmodell
Zur Beschreibung eines Experiments ohne Berücksichtigung von Abbruchs-
bedingungen kann man den mit einfachen Lebensdauerexperimenten gebil-
deten Produktraum betrachten.
Definition (1.3)
Es sei nE~,NE{1,ClO}, A,t>O.




= IRn= X n. mit n. Vin · 1 1 +1:: 1
~N
N
=tBn(IR~)= ·c~ t1l; mit öli Vin 1 :: 1
pN
N .
pi n l-e -At= lT p1 mit = 'Ir P. Vi, Pj(O,t) = fü r j d 1, ... ,n} .n · n n j= 1 J1:: 1




;, P~) heißt ein Lebensdauerexperiment mit n Elementen
ohne Erneuerung (ohne Abbruch).
Definition (1.4L
Es sei t > 0, i = 1 für N = 1 bzw. i.dN für N = 00, jE{1, ... , n}.
( 1) D· ZV i N IR+ . i ( ) f"le T.: n -+ ml t T. W = w.. ur
J n J Jl
• e • ,




= l T~ heißt i-ter Ausfallzeitpunkt
k= 1 J
in der j-ten Folge von einfachen Lebensdauerexperimenten.













für w(n~ heißt Anzahl der Ausfälle in L-O,t ) in der j-ten Folge
von elnfachen Lebensdauerexperimenten.
Folgerung (1.5)
Es sei >..,t>O, i = 1 für N = 1 bzw. iEf~ für N = 00, jE{1, ... ,n}.
(1) Die ZV .j ist G(l,>..) verteilt.
(2) Die ZV Tj ist G(i ,>..) verteilt.
(3) Die ZV Dj(t) ist p(At)I) bzw. 6(1,1-e- At )2) verteilt für N=oo bzw. N=l.
Beweis:
Es sei >..,t>O.
Zu (1): Ist nach Definition (1.3) und (1.4) trivial.
Zu (2): G(k,>..) ist die k-fache Faltung der G(l,>..) Verteilung (vergl.
W. Feller, Bd. 11 /-11 7). Damit folgt nach Definition (1.4) und
wegen der stochastisch;n Unabhängigkeit der .} d.B.
Zu (3): Nach Definition (1.4) und (2) gilt
fü r k~lN;
x
1) Eine ZV mit der WV iP(xta) = -IT e-a(a>O, XE~O) heißt ~(a) verteilt.
~ I n x n-x ) h 'ß2) Eine ZV mit der WV IO(X n,p) = (x)p (l-p) (p~(O,l) ,XE{O, ... ,n} el t
t:8( n,p) vertei lt.
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damit f. d. B.
Definition (1.6)
Es sei t>O, k('{1, ... ,n} für N = 1 bzw. kEIN für N = CD.
(1) Die ZV D(t) : g~ ~~o mit D(t) = ~ D.(t) heißt die Anzahl der
J=1 J
Ausfälle in einem Lebensdauerexperiment in {-O,t).
(2) Die ZV Tk : g~ ~ ~+ mit
i I iTk(w):: sup {Tj(w) D(Tj(w»)(w)<k, iE{1, ..• ,k}, jE{1, ... ,n}}
für wEn~ heißt k-ter Ausfallzeitpunkt in einem Lebensdauerexperiment.
Satz (1. 7)
Es sei 1,t:.O, kE{1, •.. ,n} für N = 1 bzw. ktlN für N = CD.
(1) D(t) ist d'(nAt) bzw. l8(n, 1-e-At ) verteilt für N =CD bzw. N = 1.
(2) Tk ist G(k,nl) verteilt für N = CD und besitzt für N = 1 die VF
Fk(t) = ~ (~)(1_e-lt)i e-1t(n-i) mit der Wahrscheinlichkeits-
. k 11=
dichte (WD)
fk(t) = n(~:t)(1-e-lt)k-1 e-(n-k)lt le-1t .
Beweis:
Zu (1): Es sei a>O, p~(O,1), nE~. '(na) bzw. ~(n,p) ist die n-fache
Faltung der P(a) bzw. ~(1,p) Verteilung (vergl. W. Feller, Bd. I,
{-l1J). Ferner ist Dj(t) nach Folgerung (loS) tP(At} bzw.43(1, l-e- At }
verteilt für N = CD bzw. N = 1. Damit folgt nach Definition (1.6) und
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wegen der stochastischen Unabhängigkeit der Dj(t) d.S.
Zu ~2): Es sei A,t>O, kt{1, ... ,n} für N = 1 bzw. kEIN für N = "",
WEnn' Nach Definition (1.6) folgt D(t)(w)<k ~ Tk(w»t, also gilt
p~ ({wITk(w)<t}) = p~ ({wID(t)(w»k}). Es folgt mit (1)
Es gil t
-At= nAe
n-1 -At k-1 -(n-k)At -At= n(k_1)(1-e ) e Ae.
Nach W. Feller Bd. 11 L-11-1 gilt ferner
Folgerung (1.8)
Es sei k~{1, ... ,n} für N = 1 bzw. k'~ für N = "", Yk : n~ + R+ mit
Yk = {T k : k=1. Dann ist die ZV Yk G(1,nA) bzw. G(1,(n-k+1)A) ver-Tk-T k- 1 sonst
teilt für N = "" bzw. N = 1 und die Yk sind stochastisch unabhängig.
Definition (1.9)
- 13 -
nach einem Plan (n,N,r), wenn gilt
X =11(, dabei r"n für N = 1
r
~ =a3 r (IR+)
X : n~ -+-)( mit X(w) = (T 1(w) , ••• , Tr (w) ), WE n~
PX(B) = P~ ( X-1 (B)) 'dBE8.
(2) Ein 7-TuPI~1 (~,a3,PX;X; (n,N,T)) heißt ein Lebensdauerexperiment
nach einem Plan (n,N,T), wenn gilt
nN . k
')( = U nk mit n° ={O}, nk = X n. Vk, n. = (O,T) Vi
k=O i=1"
nN k
?13 ist die von U8k erzeugte o-Algebra mit So =11(nO), tB k = ®~. Vk,
k=O i =1 '
N= 0, WEnn
~i =~l((O,T)) Vi
X : nN -+- X mit
X(W~={O k
(T1(w), ••• ,\(W))En




Man interessiert sich für den Ausgangsraum eines Lebensdauerexperiments,
das bis zur Zeit T läuft. Beobachtet werden die Ausfallzeitpunkte der
geprüften Elemente. Wurden k Ausfälle in der Zeit T beobachtet, so hat
man den Ausgang des Experiments in der Form eines Elements x aus nk ge-
geben. Der Ausgangsraum eines solchen Experiments besteht somit aus der
Vereinigung der möglichen nk.
Fa1gerung (1. 10)
Es sei 1..>0.
(1) Es sei (~,~,PX;X;(n,N,r)) ein Lebensdauerexperiment nach einem
Plan (n,N,r), (t1, ... ,tr)El". Dann ist Px gegeben durch die WO
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: N=oo, 0<tl~t2~ ~tr
: N=l, 0<tl't2~ 'tr
sonst.
: N=oo, 0<tl't2~ ..• ~tk<T
: N=l, 0<tl~t2~ ..• 'tk<T
sonst
: N=a>, y.>O(iE{l, ... ,r})
1
: N=l, y.>0(id1, ... ,r})
1
sonst
(2) Es sei (~'~'PX;X;(n,N,T)) ein Lebensdauerexperiment nach einem
Plan (n,N,T), k€{1, ... ,n} für N = 1 bzw. keiN für N = 00,
(tl"" ,tk)~nkc~. Dann ist Px auf n
k gegeben durch die WO
fx,nk(tl,· .. ,tk) =
{
(nA)ke-AnT k
= ~(n-l) ... (n_k+l)Ake-A(~lti+(n-k)T)
und Px(nO) = e- AnT .
Beweis:
Zu (1): Es sei Y"IN, Yi(i"r) ZV auf (n~,~,p~) definiert wie in Folge-
rung (1.8), Y = (Yl, ... ,Y r ). Nach Definition (1.9) ist X = (Tl' ... ,T r ).
Nach Folgerung (1.8) folgt damit YI = AX I mit A = (a ij )· . - 1 r '
{
I : j = i 1,J - , ••• ,
aij = -01 : j = i-I, und es ist detA = 1.
sonst
Nach Folgerung (1.8) lautet wegen der stochastischen Unabhängigkeit
der Yi die WO von Y
f Y(y 1 , ••• ,Yr) =
f(nA{e-nA(Y l+... +Y r )
=l~(n-l) ... (n-r+l)Are-A(nYl+(n-l)y.+ ..•+(n-r+l)Yr)
I
Cl (y 1 ' ••• 'Yr) I
Man erhält fX(X) = fy((Ax')I_)J mit J = für
Cl(tl,···,tr )
x = (tl, ... ,tr ), Y = (yl, ... ,yr ). Es ist J = IdetAI = 1, also
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fX(t1, ... ,t r ) = fy(tl,t2-tl, ... ,tr-tr_l)' Setzt man in fy(') ein, so
erhält man






Zu (2): Es sei kE{1, ... ,n} für N=l bzw. kEIN für N=oo, O<tl~t2" ... ~tk<T,
Ak = {(XI'''''Xk)Hlklxl<tl'''''Xk<tk}' Nach Definition (1.6) folgt
D(T)(oo)<k ~ Tk(oo))T, also D(T)(oo»k ~ Tk(oo)<T. Daraus folgt D(T)(oo) =
= k ~ Tk(oo)<T<Tk+l(oo). Damit gilt nach Definition (1.9) PX(Ak) =
= P~({ooITl(oo)<tl, ... ,Tk(oo) <tk,Tk+l(oo»T}). Sei Xk = (TI" .. ,Tk+I ), dann
hat Xk nach (1) mit r = k+1 die WO
fXk(X1, .. ·,Xk+l ) ::
{
(nA)k+le-nAXk+1 ~l : N=oo, O<xl~x2~" ,~Xk+l




o t t sonst.
I 2 tl< CXl
Damit kann man schreiben PX(A
k
) = J J ... J f fXk(XI"",xk+I)dxI···dxk+l·
o Xl xk_1foo





= :ln-l) ... ln-k+l)ake- a(t=lXt +(n-k)T)
Nach Definition (1.9) gilt PX(nO) = P~({ooID(T)(oo) = O}). Damit folgt
nach Satz (1.7) d.S.
Definition (1.11)
Es sei (X,~,PX~X;(Il,N,r)) ein Lebensdauerexperiment nach einem Plan
(n,N,r), x = (xl",.,Xr)E~.









heißt summarische Betriebszeit für einen Plan (n,N,r).
Für eine Realisation XE~ gibt SN(x) die summarische Betriebszeit der n
Elemente an, die in einem Lebensdauerexperiment nach einem Plan (n,N,r)
geprüft wurden.
Definition (1.12)
Es sei (X'~'PX;X;(n,N,T)) ein Lebensdauerexperiment nach einem Plan
(n,N,T), kE{O, ... ,n} für N = 1 bzw. kEIN/ür N = 00, s/c:)( definiert
wie in Definition (1.9), x = (X 1 , ••• ,xk)en
k für k~l.
(1) Die ZV ON : K~ IN o mit DN(x) = k für XEg
k heißt Anzahl der Aus-
fälle im Lebensdauerexperiment.
(2) Die ZV SN : K ~ R+ mit
{
nT N = 1, XE gO; N = 00
SN(x) = k
.l xi+(n~k)T N = 1, xEnk(k~l)
1=1
heißt summarische Betriebszeit für einen Plan (n,N,T).
Satz (1.13)
Es sei A,t>O.
(1) TN ist G(r,nA) verteilt für N = 00 und besitzt für N = 1 die VF
F(t) = 1(~)(I_e-At)ie-At(n-i) mit
i =r 1
E(TN) ={:;, : N=oo, Var(TN) ={(n~)2
1 r 1 1 r 1
Ii~ln-i+l : N=l i2 i~1(n-i+l)2 N=l.
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(2) SN ist G(r,A) verteilt mit E(SN) = I' Var(sN) = {z für N =00 bzw.
N = 1.
(3) ON ist t9(nAT) bzw. t8(n,l-e- AT ) verteilt für N=CX1 bzw. N = 1 mit
N {nAT : N=oo N { nAT N=CX1
E(D ) = n(l-e- AT ).. ' Var(D ) = -AT -ATN=l n(l-e)e N=l.
Beweis:
r A
Für N = 1 gilt nach Definition (1.11) SloX = .l Ti+(n-r)Tr =:S.
A 1=1
Dies kann man umschreiben:S = nTl+(n-1)(T2-Tl)+ •.• +(n-r+1)(Tr-Tr_l)
und nach Folgerung (1.8) gilt S = nY l+(n-l)Y 2+•.. +(n-r+1)Y r . Nach
Folgerung (1.8) gilt ferner P~({wIYk(w)<t}) = G(tI1,(n-k+1)A) =
= 1_e-A(n-k+1)t. Damit folgt (n-k+1)Y k ist G(l,A) verteilt für
k~{O, •.. ,n}. Wegen der stochastischen Unabhängigkeit der Yk ist die
Zu (1): Nach Definition (1.9) und (1.11) folgt TNoX = Tr . Also gilt
Px({XEXITN(>l}<t}) = P~({wEo~ITr(w)<t}), damit ergibt sich nach Satz (1.7)
die WV von TN. Eine G(v,a) verteilt ZV hat den Erwartungswert ~ und
a




) = :A I' Var(T
oo
) = (n~)2 , damit folgt d.B. für N = 00. Nach Fol-
gerung (1.8) folgt Tr = Yl+ •.• +Y r . Also gilt E(Tl) = E(Y l )+· .. + E(Y r )
und wegen der stochastischen Unabhängigkeit der Yk Var(Tl) =
= Var(Yl)+ ... +Var(Y r ). Damit gilt nach Folgerung (1.8) E(Tl) =_1 1 1 _ 1 1
- An + ... + A(n- r+1) , Var (T ) - (An)2 +... + (A(n- r+1))2 .
Zu ~2): Nach Definition (1.9) und (1.11) gilt PX({xISN(x)<S}) =
= Pn({w\SNoX(w)<S}). Für N = 00 gilt somit nach Definition
Px({xISoo(x)<S}) = P~({wlnTr(w)<S}) und nach Satz (1.7) gilt
00 r~l(nAt)k -nAt 00Pn({w\Tr(w)<t}) = 1- L e . Damit gilt Px({xIS (x)<s}) =
r-l k k=o
1- \ ~s E,,-AS = G(slr,\) d E(Soo) r V (Soo) r d f d BL 1\ un = "\, ar = \2' . . . .
k=o . 1\ 1\
für N = 00.
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...
Verteilung von S die r-fache Faltung der G(l,A) Verteilung, also ist
S1 G(r,A) verteilt und E(S1) =f ' Var(S1) = Ai •
Zu (3): Nach Definition (1.9) und (1.11) folgt DNoX = D(T). Also gilt
Px({XEXIDN(x) = k}) = P~({wEQ~ID(T)(w) = k}). Damit ist ON nach
Satz (1. 7) tP( nAT) bzw. c:8( n, 1-e-AT) vertei lt für N = OD bzw. N = 1.
Eine ?(a) bzw. ~(n,p) verteilte ZV hat den Erwartungswert a bzw. np
und die Varianz a bzw. np(l-p) (vergl. W. Feller Bd. I L-11-!). Da-
mit erhält man
N {nATE(D ) = -AT
n(l-e )
N = OD N { nH : N = OD
, Var (0 ) =
N = 1 n(l_e- AT )e- AT : N = 1.
Nach Definition (1.11) bzw. (1.12) und Folgerung (1.10) folgt mit
dem Neyman-Kriterium und dem Satz über die Vollständigkeit der













ist (0 ,S ) suffiziente Statistik für AE(O,oo).
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2. Statistische Auswertung
Die Auswertung des Beobachtungsmaterials aus einem Lebensdauerexperiment
kann nach verschiedenen statistischen Verfahren erfolgen, wobei die Wahl
eines Verfahrens im wesentlichen von der jeweiligen Problemstellung ab-
hängt. Im folgenden soll nicht das Problem der Auswahl einer geeigneten
Auswertungsmethode belhandelt, sondern die üblicherweise benutzten stati-
stischen Verfahren zur Auswertung des Beobachtungsmaterials dargestellt
werden. Zur Bestimmung der Zuverlässigkeit kommen für praktische Problem-
stellungen im allgemeinen nur Alternativtests, Parameterbereichsschätzun-
gen und Parameterpunktschätzungen zur Anwendung.
Im konkreten Fall hat man zur Bestimmung der Zuverlässigkeit einen Plan
zur Durchführung eines Lebensdauerexperiments und ein statistisches Ver-
fahren zur Auswertung desselben anzugeben. Hat man sich für ein statisti-
sches Verfahren vom gE!eigneten Typ entschieden, so ist es zweckmäßig, für
die Auswahl eines günstigen Plans nur solche Pläne zur Konkurrenz zuzu-
lassen, die eine optimale statistische Auswertung des Beobachtungsmaterials
gestatten, d.h. es soll möglich sein, bei vorgegebener Schadensfunktion
und vorgegebenem Optimalitätskriterium ein optimales statistisches Ver-
fahren auszuwählen.
Bei praktischen Problemstellungen hat man für die Auswahl eines geeigneten
Plans zur Durchführung eines Lebensdauerexperiments häufig noch weitere
Forderungen zu berücksichtigen. Eine davon ist die Forderung einer be-
stimmten Güte der statistischen Aussage, die aus ökonomischen oder aus
Sicherheitsgründen von Interesse ist. Dabei soll die Güte der statisti-
schen Aussage nicht zur Bewertung von statistischen Verfahren dienen, son-
dern zur Beurteilung von Plänen für die Durchführung eines Lebensdauerex-
periments herangezogen werden in dem Sinne, daß durch die Güte der stati-
stischen Aussage ein praxisrelevantes Maß für die Aussagekraft der, bei ei-
nem gegebenen Plan und dem dazugehörigen optimalen statistischen Verfahren,
zu erwartenden statistischen Aussage gegeben ist. Im Fall von Kernkraftwer-
ken ist man beispielsweise daran interessiert, daß die Zuverlässigkeit
innerhalb eines vorgegebenen Intervalls liegt oder eine bestimmte Mindest-
dH Annahme von Ho und dHo 1
wäh lt man:
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zuverlässigkeit erreicht wird. Darf man nun davon ausgehen (was hier unter-
stellt werden soll), daß sich die Zuverlässigkeit des Systems aus der Zu-
verlässigkeit der einzelnen Elemente des Systems ermitteln läßt, so kann
man aus einer Forderung für die Zuverlässigkeit des Systems die entsprechen-
den Zuverlässigkeitsforderungen für die einzelnen Elemente bestimmen. Man
wird dann die Elemente in einem Lebensdauerexperiment testen und an Hand
der erhaltenen statistischen Aussage prüfen, ob die gestellten Forderungen
erfüllt sind. Hat man sich z.B. im Hinblick auf die Auswertung für Kon-
fidenzintervallschätzungen zu einem vorgegebenen Niveau entschieden, so
kann man die Zuverlässigkeitsforderung in Form eines zulässigen Konfidenz-
intervalls angeben. In diesem Fall ist es zweckmäßig, die zu erwartende
Länge des Konfidenzintervalls als Maß für die Güte der statistischen Aus-
sage zu betrachten. Für den Nachweis der Zuverlässigkeitsforderung durch
ein Lebensdauerexperiment wird man nur solche Pläne zur Konkurrenz zu-
lassen, für die die zu erwartende Länge des Konfidenzintervalls bei ge-
gebenem Konfidenzniveau kleiner (oder gleich) ist als die des zulässigen
Konfidenzintervalls.
Im folgenden werden Alternativtests, Parameterbereichsschätzungen und
Parameterpunktschätzungen besprochen und für jedes Verfahren ein praxis-
relevantes Maß für die Güte der statistischen Aussage eingeführt.
Hat man ein Lebensdauerexperiment nach einem Plan (~'~'PX;X;(n,. ,.))
durchgeführt, so ist das Beobachtungsmaterial in der Form eines Elements
x ausX und das Vorwissen über Px in der Form W := {Px'AIA~(O,<X»)} gege-
ben.
Alternat i vtest:
Im folgenden werden nur Hypothesen der Form
Ho PX,AEWO:= {PX,A\A40A O}
H1 PX,AEWl:= {PX,A\A>A O}





S(PX,i,dll)) • { :
d(x) = dH ' PX,AEWO; d( x) = dH ' PX,AEWII 0
d(x) = dH ' PX,AtWO; d(x) = dH ' PX,/W I ·0 I
Die Risikofunktion lautet dann für einen Test d mit kritischem Bereich Kd
Satz (2.1)
Es sei C€IR+, k~INo' d ein Test für Ho gegen HI mit
SN(x)<C
N ' für Pläne vom Typ (n,N,r);
S (x)~c
(1 ) __ {dH1d(x)
dHo
(2) { d Doo(x»k
d(x) = HI , für Pläne vom Typ (n,oo,T).
dH Doo(x)"k
o jPA (SN<c) : (n,N,r)
Dann ist d ein Test zum Niveau 0 00 ' der die
p~ (0 >k): (n,-,T)
o
Fehlerwahrscheinlichkeiten 1. und 2. Art gleichmäßig minimiert.
Beweis:
Es sei AE(O,oo), fA(x) die WO von X für ein Lebensdauerexperiment




(2.30), genügt es zu zeigen, daß der Likelihoodquotient f I(X) für
Ao
O<AO<A I monoton ist. Nach Definition (1.6) und Definition (1.9) hat
eine Realisation xEXdie Gestalt
{
(xI, ... ,xr)' O<xI"x2~... ,xr (n,N,r)
x - • Damit gi lt
o bzw. (Xl , ... ,xk), O<XI~X24;:•.. ~xk<T, kE.IN (n,oo,T)
nach Folgerung (1.10), Definition (1.11) und Definition (1.12)
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(nA{e-ASoo(x) N = ;}:r - AS 1 (x) (n,N,r)fA(x) = n(n-1 )... (n- r+ 1) I. e N =
(nA)DOO(X)e- AnT (n,oo,T). Also gilt
fA (x)
Al N








)nT (n,oo,T). Damit folgt d.B., da
f A (x)
0
1 monoton fallend in SN(x) bzw. monoton steigend in Doo(x) ist.f A (x)
0
Bemerkung (2.2):
Im Unterschied zu Lebensdauerexperimenten nach Plänen vom Typ (n,N,r)
und (n,oo,T) gibt es für Lebensdauerexperimente nach Plänen vom Typ (n,1,T)
keinen Test, der die Fehlerwahrscheinlichkeiten 1. und 2. Art gleichmäßig
minimiert (vergl. J.K. Beljajew e.a. L-2-!, Kapitel 6). Analoge Aussagen
gibt es auch bezüglich der anderen hier betracbteten statistischen Ver-
fahren.
Da jedoch im folgenden Pläne verschiedenen Typs miteinander verglichen werden
sollen, die statistischen Verfahren für Pläne vom Typ (n,1,T) aber nicht
die gleichen Optimalitätskriterien erfüllen wie die der Pläne der anderen
Typen und somit ein größeres Risiko ergeben, sollen die Pläne vom Typ
(n,1,T) nicht weiter untersucht werden.
Fol gerung (2.3)




<00, d ein Test für Ho gegen H
1
zum Niveau a
definiert wie im Satz (2.1) mit kfilN o:
PA (Doo>k) = a'~a<PA (Doo>k-1) für Pläne vom Typ (n,oo,T), Gd Güte-
















Nach Satz (1.13) gilt ferner SN ist G(r,A) verteilt bzw. Dm ist
P( AnT) verteil t.
Also gi lt
C r r 1 r-l i
J














fUr (n,N,r), 2A onTeF 2(k+l)(a)
Al A
F2r(~ F2r (a)) (n,N,r)o
(n,m,T)
fUr (n,m,T). Damit folgt
d.S.
---- JX ~ - 1 t
1) Eine ZV mit der VF Fm(x) = t2 m e-"2 dt (mEIN,xE(O,m)) heißt
o f(W)22
Fm bzw. x2 verteilt mit m Freiheitsgraden. Fm(.) ist die Umkehrfunktion
Fm(a) ~ - 1 t





Durch die Steigung der Gütefunktion eines Tests im Bereich der "Naht-
stelle" zwischen den beiden Hypothesen wird beschrieben, wie gut der
Test die Hypothesen trennt. Im Idealfall ist die Gütefunktion eine
Sprungfunktion: Gd(A) = f 0 : A~AO . Um die Betrachtung von Gütefunktio-
1 : A>A O
nen bzw. ihrer Steigungen zu vermeiden und auf einfache Art Tests ver-
gleichen zu können, benutzt man in vergröbernder Weise die Länge des
Intervalls I-Ao' Al 7 (s. Fig. 1) als Maßzahl für die Steigung der Güte-
- - A -A
funktion. Im folgenden wird daher die normierte Länge IA 0 als Maß für
die Güte der statistischen Aussage eines Tests benutzt. 0
Gd
1 - - - - - - - r-'"""'---r--=====--
Fi g. 1
Parameterbereichschätzung:
Der zu dem Vorwissen Wgehörige Parameterbereich ist A := {AIA~(O,m)}.
Als Entscheidungsbereich wird 8 :='1(A) betrachtet.
Nach J.K. Beljajew e.a. L-2_7, Kapitel 5, (vergl. auch H. Witting L-19-!,
Satz 2.32, bzw. Beispiel 2.17) gilt:
Satz (2.4)
(n,N,r)
, I( x) =
(n,GO,T)
Es sei aE(O,1), C(x) = L-~(x),I(x)-7 eine









Dann ist C(x) ein Konfidenzintervall für A zum Niveau 1-a.
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Folgerung (2.5)
Es sei r>1, L~(x),I(x)-7 ein Konfidenzintervall für A zum Niveau




Nach Satz (1.13) gilt: SN ist G(r,A) verteilt bzw. Doo ist?(AnT)
verteilt. Damit gilt nach Satz (2.4)







Es ist naheliegend, für Parameterbereichsch~tzfunktionendie zu erwarten-
de L~nge des Konfidenzintervalls bei vorgegebenem Konfidenzniveau als Maß
für die Güte der statistischen Aussage der Schätzung zu wählen. Im folgen-
den wird daher die auf den wahren Parameterwert A normierte Länge der
Konfidenzintervallschätzung, also EA(~X)~A(X)), als Maß für die Güte der
statistischen Aussage einer Parameterbereichschätzung benutzt.
Parameterpunktschätzung:
Der zu dem Vorwissen Wgehörige Parameterbereich ist A := OIAE(O,OO)}.
Als Entscheidungsbereich wird ß := A betrachtet. Als Schadensfunktion
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wird gewählt S(PX,A'ö) = (A-ö)2. Die Risikofunktion für eine Parameter-
" ""punktschätzfunktion A für A lautet dann R(PX,A,A) = E(A-A(x))2 =
" "(E(A)-A)2+Var(A).
Satz (2.6)







ist eine erwartungstreue Parameterpunktschätzung für A mit gleich-
mäßig kleinster Varianz.
Beweis:
Nach Satz (1.13) gilt: SN ist G(r,A) verteilt, D
oo
ist ~(AnT) ver-




L i (AnT)i e- AnT = A.°nT ; 11=
Vollständigkeit von SN und D
oo
nach Folgerung (1.14) folgt nach dem
Satz von Lehmann-Scheffe (vergl. H. Witting L-19-!, Satz 3.24) d.B.
Folgerung (2.7)
Es sei r>l, aE(O,l), A die in Satz (2.6) definierte Schätzfunktion,
L-i(A), I(A)_7 ein Toleranzintervall für ~ zum Niveau 1-a mit
i(A) = SUP{YE(O,oo)IPA(~<Y)'I} und I(A) = inf{YE(o,oo)IPA(~>Y)'I}'
Dann gilt
2(r-1)( " 1 1 (n ,N ,r)




. Es gilt ferner nach Satz (1.13): S ist
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Beweis:






G(rtA) verteilt und 0
00
ist P(AnT) verteilt. Also gilt
r-l
A N r-1 Y
J
,rtr- 1 - 't 1
PA(A<Y) = PA(S > -y-) = 1 - fr-I)! e A dt = 1 - F2r (2A r~ )
o
A k =k~l {AnT)i -AnTP, (A< '7:"l""n) = P, (Doo<k) L. 'j e = 1 - F2k (2AnT)
A 111 A i =0 ' •
(n tN tr)
Damit folgt wegen i(A) = ~A(r-~)
F2r (1-2)
,. A
FUr Pläne vom Typ (n,N,r) erhält man somit A(A),A(A) als Lösung von
PA(~<i(A» = PA(~>~(A» = I bzw. 1 - F2r (2A!-1) = F2r(2A~-1)
!(A) i(A)
~(A) = ~A(r~1) d.B.
F2r (I)
wählt man fUr Pläne vom Typ (n,oo,T) k1t k2E IN o derart, daß gilt
A k1 ,. k2 ,. a ,. a
PA(A< nr)~ I' PA(A> nT)~ 7 bzw. F2k1 (1- 2)~2AnT~F2(k2+1)(2)' so ist
k k ,.
/---T1 t T2 7 ein Toleranzintervall fUr A zum Niveau 1-a. Damit folgt
- n n -
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Bemerkung:
Bei praktischen Problemstellungen ist man für eine gegebene Parameter-
punktschätzfunktion an einer Aussage über deren Streuung als einem Maß
für die Güte der statistischen Aussage der Schätzung interessiert und
verwendet diese auch als Gütemaß. Daneben ist es jedoch häufig zweck-
mäßig, die Länge des Toleranzintervalls der Schätzung als Gütemaß zu
betrachten (was hier unterstellt werden soll). Im folgenden wird die
auf den zu erwartenden Parameterwert A normierte Länge des Toleranzin-
tervalls, also ~(A)~i(A) , als Maß für die Güte der statistischen Aussa-
ge einer Parameterpunktschätzung benutzt.
Bemerkung (2.8):
Es sei QE(O,l) fest gegeben. A -A
(1) Nach Folgerung (2.3) ist 1 0 , das Maß für die Güte der statisti-AO
schen Aussage eines Alternativtests, von r bzw. nT abhängig, je nach-
dem, ob das Lebensdauerexperiment nach einem Plan vom Typ (n,N,r) bzw.
(n,oo,T) durchgeführt wird.
(2) ~ach Folgerung (2.5) und Folgerung (2.7) sind EA(I(x)~A(X)) und
~(A)~~(A) , Maße für die Güte der statistischen Aussage einer Para-
meterbereichschätzung und einer Parameterpunktschätzung, von r bzw.
AnT abhängig, je nachdem, ob das Lebensdauerexperiment nach einem
Plan vom Typ (n,N,r) bzw. (n,oo,T) durchgeführt wird.
D.h. die Güte der statistischen Aussage einer Parameterbereich- und einer
Parameterpunktschätzung hängt bei Lebensdauerexperimenten nach Plänen vom
Typ (n,oo,T) vom unbekannten Parameterwert A ab. Da man sich für Pläne
interessiert, die es gestatten, eine vorgegebene Güte für die statistische
Aussage einzustellen, hat man sich nun zu überlegen, ob dies für alle
Parameterwerte AE(O,oo) möglich ist.
Bemerkung (2.9):
Hat man ein Vorwissen der Form, daß man eine untere Schranke A für den=
Parameter A angeben kann (d.h. man kennt die maximal zu erwartende Lebens-




Fall ist, so ist es für Pläne vom Typ (n,oo,T) durch geeignete Wahl von
nT möglich, eine geforderte Güte der statistischen Aussage für Parameter-
bereich- und Parameterpunktschätzungen für alle A~L-~,oo) einzustellen.
Die Mindestgüte erhält man für A=~, da man zeigen kann, daß die Güte
der statistischen Aussage für Schätzungen monoton steigend in AnT ist;
d.h. EA(1(X)~A(X)) und 1(A);1(~ ist monoton fallend in AnT (vergl.
Folgerung (2.5) und Folgerung (2.7)).
Im folgenden wird für Parameterbereich- und Parameterpunktschätzungen
die Abhängigkeit der Güte der statistischen Aussage von Parameterände-
rungen untersucht. Nach Folgerung (2.5) und Folgerung (2.7) gilt:
Folgerung (2.10)
Es sei ßAE:IR, HßA€(O,OO), g(A) := EA(A(X)~1.(Xl) definiert wie in Folge-
rung (2.5), g(A) := I(A)~~(>') def"iniert wie in Folgerung (2.7),
ßg = Ig(A)-g(HßA)I, ßg = Ig(A)-g(HßA)I. Dann gilt
( 1)








Man ist an einem optimalen Plan für die Durchführung eines Lebensdauer-
experiments interessiert, und zwar für jeden betrachteten Typ des statisti-
schen Verfahrens zur Auswertung des Experiments. O.h., es sind in Abhängig-
keit vom gewählten statistischen Verfahren Pläne gesucht, die die zu er-
wartenden Experimentkosten gleichmäßig bezüglich A minimieren und eine vor-
gegebene Güte der statistischen Aussage einstellen. Zur Konkurrenz sind
dabei nur solche Pläne zugelassen, die eine optimale statistische Auswer-
tung des ßeobachtungsmaterials (bezüglich der gegebenen Schadensfunktion)
gestatten. Dies hat zur Folge, daß die Pläne vom Typ (n,l,T) nicht zu-
lässig sind (vergl. demerkung (2.2)) und somit die konkurrierenden Pläne
vom Typ (n,N,r) und (n,oo,T) sind. Berücksichtigt man weiter, daß eine vor-
gegebene Güte der s~atistischen Aussage eingestellt werden soll, so hat
man für die Durchführung eines Experiments nur die Pläne vom Typ (n,N,r)
mit vorgegebenem r€m und die Pläne vom Typ (n,oo,T) mit vorgegebenem nT~R+
(vergl. Bemerkung (2.8)) zur Auswahl. Da für Pläne vom Typ (n,oo,T) bei
Parameterbereich- bzw. Parameterpunktschätzungen eine vorgegebene Güte der
statistischen Aussage nicht für den ganzen Parameterbereich eingestellt wer-
den kann, unterstellt man dabei, daß man ein Vorwissen in Form einer unte-
ren Schranke für den Parameter A hat (vergl. Bemerkung (2.9)).
Die Lösung dieser Aufgabe ist in vollem Umfang nicht möglich, daher werden
die Untersuchungen auf die folgenden Probleme eingeschränkt:
- Angabe von Bedingungen an Kostenfunktionen,für die bestimmte Typen von
Plänen gleichmäßig besser bezüglich A sind;
Bestimmung von Typen von Plänen, die für spezielle Kostenfunktionen zu-
mindest auf einem Teil des Parameterbereichs für A gleichmäßig besser
sind;
- Bestimmung von Plänen, die die zu erwnrtenden Kosten für gegebenen
Parameterwert A minimieren, und zwar für jeden zulässigen Typ von Plänen.
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Aus den Aussagen dieser Untersuchungen kann man dann für Pläne vom Typ
(n,oo,T) bzw. (n,N,r) Pläne angeben, die die zu erwartenden Kosten gleich-
mäßig bezüglich A minimieren bzw. die maximal zu erwartenden Kosten mini-
mieren (Minimax-Plan) (vergl. Folgerung (3.14)). Da für Pläne vom Typ
(n,N,r) die zu erwartenden Kosten für A~O gegen unendlich streben (vergl.
Folgerung 3.7)), wird für die Anwendbarkeit des Minimax-Kriteriums unter-
stellt, daß man ein Vorwissen in Form einer unteren Schranke für den Para-
meter A hat (d.h. man kennt eine obere Schranke für die zu erwartende
Lebensdauer des zu prüfenden E..l ements), was im all gemei nen bei prakti schen
Anwendungen eine zulässige Annahme sein dürfte.
Im folgenden sollen zunächst für Pläne vom Typ (n,N,r) verschiedene Klassen
von Kostenfunktionen untersucht werden. Man nimmt an, daß die Kosten zur
Durchführung eines Experiments von der Experimentdauer TN und der summari-
schen Betriebszeit SN abhängen.
Notation (3.1)
CN:;t~1R Kosten für ein Lebensdauerexperiment (X,tB'PX;X;(n,N,r)) mit
N N N N N N + .C = 1/J1o T + ~)20 S , I/Ji : IR ~ IR (lE{1,2}).
Satz (3.2)
Es sei i~{1,2}, NE{l,oo}, I/J~ positiv, stetig und beschränkt.
Dann gil t für A € IR+
{
< 0: 1/J7 monoton steigend, I/JC:O(t)'I/J!(t) \It~IR+, \Ii~{1,2}
00 1 1
EA(C )-EJC1) = 0: I/Ji(t) = I/J~(t) = const. \IiE{1,2}
> 0: 1/J7 monoton fallend, l/Ji(t)~l/Ji(t) \ItEIR+, \IiE{1,2}.
Beweis:
Es sei fN WO von TN, gN WO von SN. Nach Notation (3.1) gilt dann für Ne{l,oo}
00 00
E~CN) = E~I/J~oTN)+E)I/J~oSN) = f 1/J~(t)fN(t)dt+fl/J~(t)gN(t)dt. Setzt man
o 0




E1 C"")-Ej C1) = J ~7(t)f(t)dt+J~1(t)f1(t)dt+J(~;(t)g""(t)-~~(t)gl(t))dt.
000
Nach Satz (1.13) gilt g""(.) = gl(.), damit gilt
00 00 ""
EjC"")-EjC1) = J ~7(t)f(t)dt+J~1(t)f1(t)dt+J~2(t)g""(t)dt. Wegen
000
f1(.)~0 und g""(.)~O folgt
Nach Satz (1.13) gilt
r t r- 1 -Ant
(nA) (r-l)! e N = ""
Also gilt f(t) = nA e-xnt((Ant)r-1_~ (eAt _l)r-1). Es gilt
(r-l)!
,. ,.
weiter f(t)-+-O für t-+-O bzw. t....... und f(t) = 0 für t = t, wenn t Lösung
r-1 . 1
der Gleichung At = (lr(l- l))r-1 (eH-I) ist. Da die Steigung von
i=l n
At stets kleiner ist als die von (eAt _l) gilt
{
<O: t<t<"" ""I ""ff(t) ,., Ferner ist f(t)dt = (f""(t)-f1(t))dt = 0,
> 0 : 0 < t < t o 0
damit kann man schreiben
,. ,.
"" t t "" ""
I~7(t)f(t)dt = I~7(t)f(t)dt-~7(t)If(t)dt+I~7(t)f(t)dt-~7(t)Jf(t)dt











~~(.) monoton fallend, damit folgt d.S.
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Für die weiteren Untersuchungen werden nun die Kostenfunktionen in spezieller
Gestalt angesetzt, und zwar wird folgendes Kostenmodell betrachtet:
Notation (3.3)
(Kosten für ein Lebensdauerexperiment nach einem Plan (n,N,.))
a(t) = n(aO-ale-a2t) Kosten der Versuchsanlage pro Experiment, dabei
ao>O, O~al~aO' a2)0.
b(t) = boS(t) Betriebskosten pro Experiment, dabei bo~O.
c(t) = n(CO-cle-c3t)+nkc2e-c3t+C4(D(t)-nk)
Kosten der geprüften Elemente pro Experiment, dabei
co>O, 0~C2'Cl~CO' C3~0, c4>0.
d(t) Bonus-Malus-Pönale für Unter- bzw. Oberschreitung
der vereinbarten Experimentdauer do' dabei
do)O, d1>0, d2 €n~; (bzw. Betriebskosten pro Ex-
periment, wenn bo = do = d2 = 0).
Dabei gibt
D( t) E IN o
S(t)EIR+
nk E IN o
Anzahl der ausgefallenen Elemente in der Experimentdauer t,
Summarische Betriebszeit der in t geprüften Elemente,
Anzahl der geprüften Elemente, die sich zum Zeitpunkt t im
{
I: (n,oo,r)
Zustand lIausgefallenll befinden, dabei nk = r: (n,l,r)
o : (n,oo,T)
für ein Lebensdauerexperiment an.
Bemerkung:
Für die Kosten der Versuchsanlage (a(t)) und der geprüften Elemente (c(t))
wird eine exponentielle Abschreibung angenommen. Dabei kann eine erhöhte
Abschreibung (c 2>0) für ausgefallene Elemente festgelegt werden. Die
Kosten für eine Erneuerung, bzw. Reparatur eines ausgefallenen Elements
(c 4) werden als konstant angenommen.
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Für die Kosten der Versuchsanlage wird weiter angenommen, daß nur ein
Element zur gleichen Zeit in einer Versuchsanlage geprüft werden kann.
Diese Forderung ist speziell auf die Prüfung von Reaktorbauelementen ab-
gestellt und kann deshalb für andere Elemente eine starke Einschränkung
darstellen.
Die Betriebskosten für ein Lebensdauerexperiment (b(t)) werden proportio-
nal zur summarischen Betriebszeit der geprüften Elemente angenommen. Die-
se Forderung ist wieder speziell auf die Prüfung von Reaktorbauelementen
abgestellt. Im allgemeinen werden die Betriebskosten proportional zur Ex-
perimentdauer angenommen (vergl. B. Epstein L-10-!). Verzichtet man jedoch
in dem betrachteten Modell auf die Berücksichtigung eventueller Straf-
kosten und setzt ba = da = dz = 0, so hat man ein Kostenmodell, in dem
die Betriebskosten (d(t)) proportional zur Experimentdauer sind.
Für die Berücksichtigung von Strafkosten (d(t)) wird angenommen, daß
diese in Form eines Bonus- bzw. Malus-Pönales bei Unter- bzw. Oberschreitung
tung einer vereinbarten Experimentdauer da zur Anwendung kommen. Dabei
sind bei gleich großer Unter- bzw. überschreitung für dz>O bzw. dz<O
die Bonus- bzw. Maluskosten gräßer.
Die Kosten für ein Lebensdauerexperiment nach einem Plan erhält man als
Summe der verschiedenen Kostenterme. Es gilt:
Folgerung (3.4)
Es seien C~(n,.) die Kosten für ein Lebensdauerexperiment nach einem
Plan (n,N,.). Dann gilt
(1) (n,N,r) Pläne:
CN(n r) =
r' -a Too 00 -c Too -c Too 00 -d Too
_!n(aa-a1e z )+baS +n(ca-c1e 3 )+cze 3 +c 4 (r-1)+d 1(T -do)e z :N=oo
- n(aa-ale-aZTl)+baSl+n(Ca-Cle-C3Tl)+rcze-C3Tl+dl(Tl-da)e-dzT1 :N=l.
(2) (n,oo,T) Pläne:
00 -a T -c T 00 -d TCT(n,T) = n(aa-a1e z )+bonT+n(ca-c1e 3 )+c 4D +d1(T-do)e z .
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Das Modell von B. Epstein L-10-!, das von D.K. Lloyd, M. Lipow in L-14-!
untersucht wurde, ergibt sich als Spezial fall
(al = a2 = bo = cl = c2 = c3 = do = d2 = 0, c4 = c2 )
des hier betrachteten Modells. Ferner ergibt der Spezialfall
(al = a2 = c3 = d2 = 0, Co = Cl' c2 = c4 )
das von G. Nägele und dem Autor in [-16-! untersuchte Kostenmodell.
Zur Bestimmung des Erwartungswertes der Kosten werden im folgenden zu-
nächst zwei Lemmata bewiesen.
Lemma (3.5)
Es sei Nd1,oo}, r,nEIN, r"n für N = 1, \lE'IR, >"E(O,oo),
N= 00













(2) 1 n r r-(-) ->.. n+v n+v
1 r-1 n-i r-1 1
"\ 1r ." L ."




Zu (1): Nach Definition (1.9) und (1.11) gilt Tr = TNoX. Aus Folgerung
(1.8) folgt Tr = Yl+ ..• +V r • Also gilt Eje-\lTN) = Ele-\l(Vl+···+Vr)).
Wegen der stochastischen Unabhängigkeit der Vk(k = 1,2, .•. ) nach Fol-
-\lTN -\IV -\IV .gerung (1. 8) gil t somit E~ e ) = E.* e l) ... E~ e r). Außerdem g' lt
nach Folgerung (1.8) : Vk ist G(l,n>..) bzw. G(1,(n-k+1)>..) verteilt für
N = 00 bzw. N = 1. Also gilt für k = 1,2, .•.
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co
JnAe- (nHv )tdt =~ für v> -nAnHv
o
co





Zu (2): Nach Satz (1.13) gilt:T"" ist G(r,nA) verteilt. Also gilt
co ""
E(T""e- vT"") = J te-vt (nA)rt~-l e-nAtdt = (nA)r r
A 0 (r-l). (nHV)r(r-1)!6
= (n~~v)r n{+v für v>-nA, damit folgt d.~. für N = "".
Nach Teil (1) des Beweises gilt: f).{TNe- vT ) = Ej(Y1+"'+Yr)e-V(Y1+"·+Yr)).
Nach Folgerung (1.8) sind die Yk(k = 1,2, ... ) stochastisch unabhängig und
G(1,(n-k+1)A) verteilt für N = 1. Also gilt
"" ""




= Arn(n-1) (n-r+1) J J( ) (( 1) )(nA+v)((n-l)A+v) ((n-r+I)A+v) ... nA+V ... n-r+ A+V
o 0
( +) -((nA+v)Y1+···+((n-r+1)A+v)Yr)dY dy =y1+ .. ·yre 1'" r
""
= Arn(n-1) (n-r+1) (J( 1.+) -(nA+v)Y1d +






= Arn(n-1) (n-r+1) ~ ~1~~
(nA+v)((n-I)A+v) ((n-r+I)A+v) i~l (n-i+I)A+v




V{x) = 1r i
i =1 1- n+x
1 r-l n+x
(x>-{n-r+l)), W{x) = r i~O n-;+x (x>-{n-r+l)).






"" 1 )( ... 0 ,
V{x) = 1 : x = 0
~ 1 x ~ 0 ~ 1 : x ) O.
(2) Es sei v E IR, >..E{O,oo), >..>~ für v<O, v= viA. Dann gilt
U{v)V{v) = E{e- vT1 ).
(3) Es sei v€lR, >"E{O,oo) , >..>~ für v<O, v = v/>... Dann gilt
A AAr _ 1 -vT 1
U{v)V{v)W{v) >..(n+O) - E{T e ).





Zu (2): Es sei x>-{n-r+l). Dann gilt
i
n r ~ 1- n _---nin-l) •.• (n-tr-l)~
U{x)V(x) = (n+x) i~1 1- -i- - Tn+x)(n+x-l) ••. n+x- r-l)) =
n+x
damit folgt nach Satz (3.5) d.B.
Zu (3): Es sei x>-(n-r+l). Dann gilt
r-l 1- .:!. r-l
n r 1f n i !. \' n+x =U{x)V{x)W{x) = (n+x) . ---~1~ r L n-;+x




r-l ,r-l r-l, r-l
_ '11"' n-1 1 '\ n+x n+x '"11 n-1 '\ 1
- 1,"0 n-;+x r ,LO n-;+x = -r- '''0 n-;+x ,LO n-;+x ' damit folgt nach= 1= 1= 1=
Satz (3.5) d.B.
Zu (4): Es gi 1t
ir-l 1--
( ) 1r n = r n+x r-l (n-1}(n-2) (n-(r-1))rV x = r i=1 1- -i- (n) (n+x-I)(n+x-2) (n+x-(r-I))
n+x
) (n-l?t"-2) (n-(r-1~) °rV(x ~ r (n+x-l n+x-2) (n+x- r-l)) wegen x~
(n-1)(n-2) •.. (n-(r-1)) = r(1- r-1) wegen x~1
~ r n(n-l) ... (n-(r-2)) n
~ 1 wegen n~r.
Zu (5): Es gilt
W(x) _ 1 r~1 n+x »1 + r-1 n+x) =- r ,L n-;+x'" r( 1 ( )n-l+x
1=0
wegen -(n-r+1)<x,0.
1+ r-l 1 »1+ r-l 1
r n-l+x? r n=T
W(O) = 1 r~1 ~~1(1+ n$BT-ln) = 1+ (r-1)2" 1+ (r-l)2 wegen n~r.
r ,L n-1 r n- r- r (n- r+1) r1=0
Nach Lemma (3.5), Lemma (1.6) und Satz (1.13) erhält man für die Erwartungs-
werte der in Folgerung (3.4) definierten Kosten:
Folgerung {l:ll
Es sei r, nEIN, TE IR+, >. E (°,ClO ), v= 'J / >. fü r ,"{a2,c 3,d2} , U(. ) ,V(. ) ,W ( . )
definiert wie in Lemma (3.6).
Id2 \(1) Es sei >. > -n- für d2<0. Dann gi lt
E>.(C;(n,r)) =
=n(aO-a 1U(a2))+bo f +n(CO-CIU(C3))+C2U(C3)+C4(r-l)+dl(>.(n:d2) -dO)U(a2)·





+d 1 ( A W(d 2)-do)U(d2)V(d2).(n+d2 )>.
(3) E>.(C~(n,T)) =
-a T -c T -d T=n(a -a e 2 )+b nT+n(c -c e 3 )+c >.nT+d (T-d)e 2.o 1 0 0 1 LI 1 0
Bemerkung:
Für Pläne vom Typ (n,N,r) ist es im Fall d2<O nicht möglich Pläne anzugeben,
die die zu erwartenden Kosten gleichmäßig bezüglich>. minimieren (vergl.
Folgerung (3.7) und Lemma (3.5)).
Es wird nun für die Pläne vom Typ (n,oo,r) und (n,l,r) untersucht, ob man
für das vorliegende Kostenmodell zumindest Wertebereiche für den Parameter >.
angeben kann, für die einer der beiden Typen gleichmäßig besser ist.
Satz (3.8)
Es sei r,n E.IN, l<r"n, >'E(O,oo). Dann gilt
Beweis:
Nach Folgerung (3.7) gilt
(*) E>.(C~(n,r))-E>.(CF(n,r)) = nalU(a2)(V(a2)-1)+nclU(c3)(V(C3)-1)+









= nalu(a2)(V(a2)-1)+(c4-c2)(r-l)+dlU(d2)( A -d o-( A W(d 2)-do)V(d 2))A(n+d2) A(n+d2)A r rAA A '"
~ d
1
U(d 2)( A -do-( A W(d 2)-do)V(d2)) wegen U(a2»0, V(a2),1 nachA(n+d2) A(n+d2)
Lemma (3.6) für a2~0 und C2~C4;
< 0 wegen U(a2)~1, V(d2)~1, W(a2)~1 + r~l n~l nach Lemma (3.6) für d2,O




in diesem Fall mit A'drn gilt
o
Id21 r d1
(2) Es sei d2'0, n-r+l < A,min('([ll , --), A~ c3 •o c n2
4
Nach Lemma (3.6) ist U(a2»0, V(a2)~1 für a2)0
U(c 3»0, V(c 3)'1 für C3~0
rV(c3)~1 für C3)0, A~C3'
Daher folgt nach (*):
EA(C;(n,r))-EA(C~(n,r))









wegen ( rA -do»O für A~-hwenn do>O und U(d )~l,
A(n+d ) uon 2
2
A r-l 1
W(d2)~1+ --r--~ nach Lemma (3.6)
< ° wegen d2,0.
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I d2 1 . r d 1
(3) Es sei c2 = 0, d2'0, n-r+l < >.." m1n(<f:Yj , -- ).o c n2
4
Nach Lemma (3.6) ist u(a2»0, V(a2)'1 für a2~0
U(c 3»0, V(c3)~1 für C3~0.
Daher folgt nach (*) und c2 = 0:
E>..(C;(n,r»-E>..(C~(n,r»
,(r-l)c4+d 1U(d2)( r~ -do-( r A W(d 2)-do)V(d2»>..(n+d2) >..(n+d2)
d




(4) Es sei a2 = c2 = c3 = d2 = 0, tri'>'"
4
a2 = c3 = d2 = 0. Daher folgt nach (*) und mit c2 =°:
E>..(C;(n,r»-E>..(C~(n,r»
= (r-l)c4+d 1(1-W(0» >..~
~ (r-l)C4-d1(r~~)2 wegen W(O)"l+ (r-;)2 nach Lemma (3.6)
(r-l)2 d1 r
~ (r-l)c4- - r- c4 wegen >..~-­c 4 n
> 0.
Bemerkung:
Hat man für die Anzahl n der in einem Experiment eingesetzten Elemente
eine obere Schranke no~IN gegeben, was bei Anwendungen - insbesondere
bei den zum Teil sehr teuren Reaktorbauelementen - meist der Fall ist,




Id21 2< A ~ cr:n::-on o
I d21 < A ~ min
2 d l ) , A ;;. c3~' --2c4nO
I d21 < A ~ min
2 dl
dono ' --2c4nO
sind die Pläne vom Typ (n,oo,r) gleichmäßig besser, während für den
Parameterbereich
d l
A ~- mit a2 = c2 = C3 = d2 = 0c4
die Pläne vom Typ (n,l,r) gleichmäßig besser sind.
Bemerkung:
(i) C2~0, C2~C4' a2~0, c3~0:
Die Forderung c2>0 bedeutet, daß Elemente geprüft werden sollen,
die durch die Prüfung einen Wertverlust erleiden, der davon
abhängt, ob ein Element nach der Prüfung noch funktionsfähig oder
ausgefa11 en ist.
Die Forderung C2~C4 bedeutet, daß für ein Element, das sich nach
der Prüfung im Zustand "ausgefallen" befindet, der dadurch bedingte
zusätzliche Wertverlust (c 2) größer oder gleich ist als die Kosten
für eine Erneuerung bzw. Reparatur des Elements (c 4).
Im allgemeinen werden Reaktorbauelemente die Forderung C2~C4 erfüllen,
da es sich dabei meist um sehr teure Elemente handelt, deren Ausfall
durch kleinere, reparierbare Defekte eintritt. Dagegen erfüllen
elektronische Bauelemente diese Forderung im allgemeinen nicht, da
solche Elemente, gleichgültig ob sie noch funktionsfähig oder ausge-
fallen sind, nach der Prüfung meist nicht mehr verwendet werden (c2 = 0)
und außerdem sich eine Reparatur meist nicht lohnt bzw. unmöglich ist
(c4 : Neuwert ei nes Elements).
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Die Bedingungen a2>ü und c3>ü bedeuten, daß durch die Prüfung be-
dingte Wertverluste für die Versuchsanlage und die Elemente mit der
Prüfzeit wachsen.
(ii) Beschränkter Parameterbereich für A:
Häufig ist es möglich, für die zu prüfenden Elemente eine untere
Schranke l für A anzugeben (d.h. man hat eine Abschätzung für die
maximal zu erwartende Lebensdauer vorliegen). Ferner unterzieht man
im allgemeinen Elemente erst dann einer aufwendigen Prüfung, wenn
die Entwicklung des Elements bereits so weit fortgeschritten ist,
daß eine obere Schranke r für A (d.h. minimal zu erwartende Lebens-
dauer) garantiert werden kann. Daher ist bei Anwendungen häufig nur
ei n ei ngeschränkter Parameterberei ch von Interesse, etwa A E L-A .rJ.
Für die Anwendbarkeit von Satz (3.8) hat man somit im konkreten Fall
zu prüfen, ob der tatsächlich interessierende Parameterbereich
L-~,rJ eine Teilmenge des Bereichs für A ist, der durch die Kosten-
parameter bestimmt wird.
Betrachtet man das Intervall L-~,rJ als gegeben, so erhält man für
die Anwendbarkeit von Satz (3.8) Forderungen, die wie folgt zu inter-
pretieren sind:
C3~~' Id21 <~ :
c
3
gibt den Grad des durch die Prüfung bedingten Wertverlustes pro
Zeiteinheit an, d2 den Zuwachs des Bonus- bzw. Maluspönales pro
Zeiteinheit bei Unter- bzw. überschreiten der vereinbarten Experi-
mentdauer (siehe Notation (3.3)). Damit die Bedingungen C3~~ bzw.
Id21<~ erfüllt sein können, müssen d~~se Werte klein sein, da ~
im allgemeinen klein ist, z.B. ~=5.1ü für Na-Pumpen in Reakto-
ren.
do gibt die vereinbarte Experimentdauer an, die als Bezugspunkt für
das Bonus- bzw. Maluspönale dient (siehe Notation (3.3)). Damit die
Forderung k~>:' erfüllt ist, muß do kleiner oder gleich der mini-
o 0 2 r




Dies ist eine sehr einschränkende Forderung; sie wird z.B. erfüllt
sein, wenn zur Unterbietung der Konkurrenz ein Angebot unterbreitet
wird, das ohne Bezahlung von Strafkosten nicht eingehalten werden
kann.
dl = dl
--~ A bzw. - ~ 1" bo = do = d22 c4c4nO
c4 gibt die Kosten pro Erneuerung bzw. Reparatur eines ausgefallenen
Elements an, d
l
die Betriebskosten pro Zeiteinheit (siehe Notation
d
(3.3)). Damit die Forderung _l_~r erfüllt ist, darf die Anzahl no
c n2











sein, damit die Forderung ~~ 1, erfüllt
ist, da ~ im allgemeinen klein ist. 4
- d_
Die Forderung _l_~ I wird im allgemeinen von Reaktorbauelementen
c n2
erfüllt, da für deg Betrieb dieser Elemente meist sehr kostspielige
Versuchsanlagen und damit hohe Betriebskosten erforderlich sind, die
Kosten für die Reparatur der meist kleineren, für den Ausfall verant-
wortlichen Defekte dagegen gering sind und die Anzahl der zu prüfen-
den Elemente aus Kostengründen klein sein muß. Elektronische Elemen-
d
te werden dagegen im allgemeinen die Forderung ~~ 1 erfüllen, da
für diese Elemente eine Reparatur meist nicht lo~nt bzw. unmöglich
ist und somit die Erneuerungskosten (Neuwert des Elements) groß
gegenüber den meist sehr geringen Betriebskosten sind.
Es wird daher nach den Aussagen von Satz (3.8) im allgemeinen kosten-
günstiger sein, Reaktorbauelemente nach einem Plan vom Typ (n,oo,r)
zu prüfen, während elektronische Bauelemente kostenkünstiger nach
einem Plan vom Typ (n,l,r) zu prüfen sind.
d l =
-- ~ A, b0..0 , d0,..0, d2:+=0 :
c4n~
In diesem Fall gibt d l das Bonus- bzw. Maluspönale pro Zeiteinheit
bei Unter- bzw. überschreiten der vereinbarten Experimentdauer an
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d
(siehe Notation (3.3)). Ob die Forderung -1-~rerfüllt ist, hängt
c n2
nicht allein vom Typ des zu prüfenden Elem~n%s ab, sondern auch von
der jeweils zu treffenden Vereinbarung über d1•
Hat man beispielsweise nach Satz (3.8) einen gleichmäßig besten (bzgl.
eines entsprechend eingeschränkten Parameterbereichs) Typ von Plänen er-
halten, so interessiert man sich nun für den gleichmäßig besten Plan die-
ses Typs. Für die Pläne vom Typ (n,oo,r) und (n,l,r) kann man jedoch im
Unterschied zu den Plänen vom Typ (n,oo,T) im allgemeinen - auch für einen
eingeschränkten Parameterbereich für A - keinen gleichmäßig besten Plan
angeben (vergl. Satz (3.12) und Folgerung (3.14)). Es liegt deshalb nahe,
für die Pläne vom Typ (n,oo,r) und (n,l,r) als besten Plan den zu bezeich-
nen, der die maximal zu erwartenden Kosten minimiert (Minimax-Plan).
Zur Bestimmung des besten Plans eines Typs ist es nun - unabhängig vom
gewählten Entscheidungskriterium - zweckmäßig, für jeden Typ von Plänen
zunächst den Plan zu ermitteln, der für einen gegebenen Parameterwert A
die zu erwartenden Experimentkosten minimiert. Für die analytische Be-
handlung ist es dabei von Vorteil, in den Kostenfunktionen die Exponential-
funktion in Reihendarstellung zu wählen. Nach Folgerung (3.4) erhält man:
Folgerung (3.9)
Es gil t
(1) c~(n,r) = AN+ I A~(TN)i mito. 11=1




(_qi+l ( i i i i-I. N i1! n(ala2+clc3)-C2c3+dld2 (1+d od2)) = 00, = 1,2, ...
A~ = (_l)i+l1 (( i -j i i-I.
1! n ala2+clc3}-rc2c3+dld2 (1+dod2}) N = 1, = 1,2, ... .
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Zur Bestimmung der Erwartungswerte der Kosten wird zunächst ein Lemma be-
wiesen.
Lemma (3.10)
Es sei NE{1t oo}, rtntkE:IN t r~n für N = 1,AE(Ot oo ). Dann gilt
(r+k-1) !
(r-1 ) ! (nA) k
~ ~ --L 1,... __1---.....-
A i 1t i 2t' .. ti r=0 n'l (n-1)'2 (n-r+1)i
r




Nach Satz (1.13) gilt: T
oo
ist G(rtnA) verteilt. Also gilt
E((Too)k) = ooJ tk(nA)r t r -
1
e-nAtdt = 1 ooJ (nAt)r+k-le-nAtdt =
A 0 (r-l)! (nA/- 1(r-1)! 0
= (r+k-1)! k . Andererseits folgt aus Definition (1.9) und (1.11)
(r-1 ) ! (nA)
TNoX = Tr und nach Folgerung (1.8) folgt Tr = Y1+Y 2+.•. +Y r • Damit gilt
insbesondere für N = 1
k
= E( L
i 1t i 2t •.. t i r=0
i 1+i 2+···+i r =k
Wegen der stochastischen Unabhängigkeit der Yi (iE{l t•.. tr}) nach Folge-
rung (1.8) gilt somit
Folgerung
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~ "I" ~I 'I E(V'1·1)E(V2i2) ... E(V~r). Nach
.. . 0'1 '2····'r·'1 ' '2 '... ,,r=
i 1+i 2+···+i r =k




Also gilt E(V~) = J t k(n-i+1)Ae-(n-i+1)Atdt = .kl k k (i€{l, .. .,r}).
o (n-,+1) A
Somit gilt
k kl 1 1
il'i 2) .. ,i r =O 0~ (n-1);2 ...
i 1+i 2+···+i r =k
Es werden nun die Erwartungswerte der Kosten in der Darstellung von Fol-
gerung (3.9) bestimmt.
Fo'l gerung (3.111
Es sei r,nEIN, TEIR+, AE(O,oo), Ii = nT, Al(i=1,2, ••• ) definiert wie
in Folgerung (3.9), E = sup{a2,c3,ld21}.
{
> E: N=oo
(1) Es sei A -n- ,r,n für N = 1. Dann gilt




EA(c~(n,r)) = n(aO-a1+cO-c1)+bo~ +rc 2-d od1+
lJO (-1) i+1 1 i 1 1 1
\' ,A.( \' -- ••• )
• L. , ,.. L. • 0 '1 ( 1) , 2 ( +1), r,=1 A '1"2''''''r= n n- n-r





qo = ((a1aZ+c1c3+bo)+ AC 4 )ß-dod1,
q1 = (a0- a1+c 0- C1) I::. ,
(_1~i+1 i -1 . ßp. = (d1 dz (1+dodz)-1 1! T+T
mit
Beweis:
Zu (1): Es sei YEIR,IYI{:~(n-r+1)~~:i' f)YTN)=1'~O(-1)i ~cr~)i für v=0,1, ....
- N
Offensichtlich konvergiert f (yTN) dem Maß nach gegen e-yT . Außerdemv
NI N
ist If (YTN)I~eIYT (v~O) und e lyT I ist eine integrierbare ZV (vergl.v
Satz (3.5)). Deshalb gilt nach dem Satz von Lebesgue (Satz von der
majorisierten Konvergenz):
E(lim f (yTN)) = lim E(f (yTN)). Nach Folgerung (3.9), Lemma (3.10)
\l'+"" v \l'+"" v
und Satz (1.13) folgt daraus durch Einsetzen d.B.
Zu (2): Folgt nach Folgerung (3.9) und Satz (1.13) unmittelbar durch
Einsetzen.
Zur Bestimmung des Plans, der die zu erwartenden Experimentkosten für
einen gegebenen Parameterwert ~ minimiert, wird zunächst der folgende
Satz bewiesen.
Satz (3.12)
Es sei r 4' IN, x, ß E. IR+, ~ E ( 0, 00 ), E:, ql' , q., p., p. (iE. {0,1}, j = 1, 2, • .. )
1 J J
definiert wie in Folgerung (3.11), Ai(i = 1,2, ... ) definiert wie in Fol-
00 00 Pi 1) E: q1 00 i
gerung (3.9), K (x) = qO+q1x + L -r ([x] >-;:-), K(x)=qo+-+ I P'X (x>O),
i=1 xl A X ;=1 1
1) [x] größte ganze Zahl" x
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00 i Pi [I d
A
_2 I] +1.Xo Lösung der Gleichung ql = L ~,x = -. 1 1+11= X










aO-a 1+c O-c l
a = c = d = 0232
(2) Es sei a2 = c3 = d2 = O. Dann besitzt Kl(X) genau ein Minimum
= ~ ~ 1fur x=n1,wenn n1 Lösung der Gleichung aO-a1+c O-c l l -------
~ i=1 (x-i+l)2
ist.
(3) Es sei a2=c 3=d 2=O bzw. al,cl,c2.,;dl,do~1,d2<O,O<a2,c3~ld21 <ftcVl+4i-l).
Dann besitzt K(x) genau ein Minimum fUr x = T, wenn T Lösung der Gleichung
00
ip.xi+lq1 = .L ist. Es gil t1=1 1




aO-a 1+c O-c l
t:,<
d1(1+dod2)- ~ (a1a~+clc~)
a = C = d = 0232
Beweis:
-Zu (1): Nach Folgerung (3.11) gilt für A = A
qo = (a1a2+clc3+bo)~ +c 2+c 4(r-1)-d od1
A
ql = aO-a 1+c O-c l '
(_1)i+l r (r+1)• . . (r+ i - 1) i-I . ip. = , (d 1d2 (1+dod2)-C2C3-1 ~1 . I1.
r+i i+1 i+l ( i 1,2, •.. )(a 1a2 +C 1C3 )) = .
~(i+1)
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Es soll zunächst gezeigt werden, daß gilt:
p1>0, Pi = 0 (i = 2,3, ••• )
Pi>O (i = 1,2, ••• )
az = c 3 = dz = 0




Für den Fall az = c3 = dz = 0 folgt d.B. durch Einsetzen. Für den Fall
a1,c1,cz~d1,dod,dz<0,0<aZ,c3d'ldzl< r~3 ist Pi>O für i=2k(kEIN) wegen
dz<O, (i-do\dzl »0. Damit genügt es zu zeigen, daß gilt
d1Idzli-1(i-doldzl»czc~+_r.+i (a1a~+1+c1c;+1) für i=2k-1(kEIN). Es gilt
1.(1+1)
c i+ r+i ( ;+1 i+1)
zC 3 _. a laZ +C 1C31.(1+1)
"d (c i + _ r+ i (a i +1+c i +1) ) d




-i (r+2) ;~1"d I. wegen1
"d 11dzl ; -1 ~ (r+2) wegen ~:!>Idzl
<d Id Ii-I r+2 - 1
1 Z r+3 wegen I. < r+3
<d1Idzli-l(1-\dzl) 1wegen Idz l<r+3
i-I .
wegen hol, do:!> 1.<d1ldz l (l-doldzl)
a = c = d = 0 undz 3 z _ 1
al'cl'cZ~dl'do"1,dz<0,0<aZ,c3~A~ld2\ < r+3' da für x~x mit
_ [Id z\]. E: Idzl
x = ---_- +1 gllt:[x]> 7 = ---_- wegen az ' c3~ldzl.
A A A
Wegen q1 = ao - a1 + Co - Cl > 0 nach Voraussetzung (3.3) gilt:
Kco(x)-+co für X-+ co und für x-+O im Fall u2 = c3 = dz = O. Außerdem giltco( co p. co p.a\/) = q1 -.l: -\-. Ist Xo Lösung der Gleichung q1 =.L i-,h-,1=1 x1+ 1=1 X
so gilt:
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00 lnlonoton fallend in x : x<x o
~:1~1 =0 'x=xoX . 0
P'lOnoton s tei gend in x: x>x .
o
Somit hat Koo(x) genau ein Minimum an der Stelle ~t mit
erhält man
a1tCl tC2~dl ,do~Ld2<0,0<a2 ,C3~~~ Id21 < r~3 tXo>x
für i = 2,3, ••. , damit folgt d.B.
p = dl~ • Für den Fall
g: 1t n,~~~:' wegen Pi'O
Zu (2): Nach Folgerung (3.9) erhält man A~ = d
1
, A~ = 0 (i = 2,3, .•• )
für a2 = c3 = d2 = O. Damit erhält man
d1 r 1
Kl(X) = x(aO-al+cO-cl)+bof +rc 2-dod1+ ~.L x-i+l (x>r-1).
A A 1=1
Wegen (a O-a 1+cO-c 1»O, d1>O nach Voraussetzung (3.3) gilt:
K1(X) + 00 für x + r-l bzw. x + 00.
Außerdem gilt
a K1(x) = a _a +c - c - ~ I 1
ax 0 1 0 1 i ;=1 (x-;+1)2
a2K1(x) = 2d 1 f 1
ax2 ~ i=l (x-i+1)3
Wegen a
2
K1(x) > 0 für alle XEIR+ hat K1(X)
ax 2
(x-i+1)2




aO-a 1+c O-c 1 =~ .LA 1=1
1 ist.
Zu (3): Nach Folgerung (3.11) gilt fur A = A,
qo = ((a1a2+c1c3+bo)+Xc4)~-dod1'
q1 = (a O-a l+cO-c 1)t"
(_1\i+ 1 i-l. i+1 i+1 t,
Pi = {I (d 1d2 (1+d od2)-(a 1a2 +C 1C3 ) i+1 ) (; = 1,2, ... ).
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Es soll zunächst gezeigt werden, daß gilt:
p >0, p. = 0 (i = 2,3, ••. )1 ,
p.>O (i = 1,2, ... ),
Für den Fall a2 = c3 = d2 = 0 folgt d.B. durch Einsetzen. Für den Fall
a1,c1,c2~d1,do~l,d2<0,0<a2,c3~ld21< 2~ (~1+4t:-1) ist Pi>O für i=2k(kE IN) wegen
d2<0, (i-dold21)?0. Damit genügt es zu zeigen, daß gilt:
d1Id2Ii-1(i-dold21» -!- (a1a~+1+c1C~+1) für f=2k-l(keIN). Es gilt
1+1
2d 16. .
Id21 1+ 1~ --riT
d Id l i+1~ 1 2 11
< d11d21i-1 (,'-d Id I)o 2





K(x) + w für x + 0 bzw. x + w.
q w •




K(x) > 0 für all e XE IR+ hat
ax2
wenn T Lösung
K(x) genau ein Minimum für x = f,
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a2 = c3 = d2 = 0 gilt wegen Pi = 0 (i = 2,3, ... ) T = (fql- ,p außer-





.l d2 1<L ("JI+4b'-I) gilt T<~~l' wegen P;>O fUr i = 2.3 ..... damit
folgt d.B. Pl
Bemerkung:
Es sei a2 = c3 = d2 = 0, Kl(X) definiert wie in Satz (3.12). Für die
numerische Bestimmung der Minimalstelle nl von Kl(x) erhält man gute
r-1 x+ }
Ergebnisse, wenn man für.I x~i ~ln 1 (x > r-l) setzt. Man
1=0 x+ ~ -r
- r-1 r 2 d l r
erhält nll'::'2 + ("2) + a -a +c -c ::-.
o 1 0 1 A
Beschränkt man sich nun auf Pläne, für die der Erwartungswert der Kosten
endlich ist und außerdem r = const. für Pläne vom Typ (n,N,r) bzw. nT = const.
für Pläne vom Typ (n,oo,T) - r = const. bzw. nT = const. ist erforderlich, um
eine geforderte Güte der statistischen Aussage einzustellen (vergl. Bemerkung
(2.8) und Bemerkung (2.9)) - so kann man nach Satz (3.12) Pläne angeben, die
die zu erwartenden Experimentkosten für bestimmte ParametervIerte ~ minimie-
ren. Man erhält:
Folgerung (3.13)
- " " - +Es sei AE'(O,OO), NEO,oo}, r,n,nN,nE IN,xo,nN T€IR definiert wie in" + - t:. 'Satz (3.12), ß,T,T E IR , n == .
T Id I
(1) Es sei E~(C~(nN,r))=min{E~(C~(n,r))lr=const.,n>~für N = 00,
n> [;21 + r-I fUr :'1 = I). x = [1;2 1]+1. Dann 9il:
E{ [nN] ,[nN]+1}: a2 = c3 = d2 = 0 _ 1 }: N=oo
" al ,cl 'C2,d l ,do'1 ,d2<O ,O<a2 ,C3'A' Id21< r+3 ,xo>X
nN a2 = c3 = d2 = 0 N=1
=x al ,cl ,c2~dl ,do~1 ,d2<O ,O<a2 ,C3'~' Id21< r~3 ,xo'X N=oo.
"
(2) Es sei E~(C~(n,T)) = min{E~(C~(n,T))lnT = ß}. Dann gilt




Nach Satz (3.12) und Folgerung (3.13) kann man nun für Pläne vom Typ (n,N,r)
einen Minimax-Plan bzw. einen gleichmäßig besten Plan bezüglich A für Pläne
vom Typ (n,oo,T) angeben.
Folgerung (3.14)
Es sei nN,n,T definiert wie in Folgerung (3.13), ~ eine untere Schranke
für den Parameter A, r=const. für (n,N,r) Pläne, nT=const. für (n,oo,T) Pläne.
(1) Es sei a2 = c3 = d2 = 0, AcL-~,oo). Dann ist (Y1N,N,r) ein Minimax-
Plan für Pläne vom Typ (n,N,r), wenn nN für A = ~ bestimmt wird.
(2) Es sei a = c = d = °bzw.
2 3 2 1 i
al,cl,c2,dl,dod,d2<0,0<a2,c3,ld21 <u (/1+4ß-1),
AE (0,00) für Alternativtests bzw. At: L-~,oo) für Parameterbereich-
bzw. Parameterpunktschätzungen. Dann ist (n,oo,T) ein gleichmäßig
bester Plan bezüglich A für Pläne vom Typ (n,oo,T).
Beweis:
Zu (1): Für a2 = c3 = d2 = 0 ist EA(C~(n,r)) nach Folgerung (3.11)
monoton fallend in A. Damit folgt nach Satz (3.12) und Folgerung
(3.13) d.B.
Zu (2): Da n und f in Folgerung (3.13) nach Satz (3.12) vom Parameter-
wert für A unabhängig ist, folgert man d.B.
Bemerkung:
Die Einschränkung des Wertbereichs für den Parameter A ist für Pläne vom
Typ (n,N,r) notwendig, um das Minimax-Kriterium anwenden zu können, denn
nach Folgerung (3.11) streben die zu erwartenden Kosten für A+O gegen un-
endlich. Für Pläne vom Typ (n,oo,T) ist bei Schätzungen die Einschränkung
des Wertbereichs für A dagegen notwendig, da man für alle A aus (0,00)
die geforderte Güte der statistischen Aussage für Parameterbereich- und
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