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Abstract
We define a Rohlin property for Z2-actions on UHF algebras and show
a non-commutative Rohlin type theorem. Among those actions with the
Rohlin property, we classify product type actions up to outer conjugacy.
We consider two classes of UHF algebras. For UHF algebras in one class
including the CAR algebra, there is one and only one outer conjugacy class
of product type actions and for UHF algebras in the other class, contrary
to the case of Z-actions, there are infinitely many outer conjugacy classes
of product type actions.
1 Introduction
A non-commtative Rohlin property was introduced by A. Connes for classifi-
cation of (single) automorphisms of von Neumann algebras ([3, 4]), and this
property was generalized for example by A. Ocneanu ([20, 21]) to systems of
commuting automorphisms and further to actions of discrete amenable groups.
On the other hand, this notion has also proved useful in the framework of
C∗-algebras ([1, 6, 7, 12, 13, 15, 16]), and in [15, 16] Kishimoto established
a non-commutative Rohlin type theorem for automorphisms of UHF algebras
(and some AF algebras) and classified automorphisms (i.e., Z-actions) with the
Rohlin property up to outer conjugacy.
The purpose of the paper is to extend Kishimoto’s work to Z2-actions. Mo-
tivated by [15, 16], in Section 2 we introduce notions of Rohlin property and
uniform outerness to ZN -actions on unital C∗-algebras. In the UHF algebra
case and N = 1, the uniform outerness was shown to be the same as the ordi-
nary outerness of the relevant automorphism on the GNS von Neumann algebra
obtained via the trace ([15]). Our main theorem here says that for Z2-actions
on UHF algebras the Rohlin property characterizes the uniform outerness. The
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main idea of the proof is similar to the one in [16], but to avoid additional tech-
nical problems we make use of the stability i.e., the vanishing of 1-cohomology
obtained in [12].
In Section 3 we introduce three notions of conjugacy to Z2-actions, i.e, ap-
proximate conjugacy, cocycle conjugacy, and outer conjugacy. Using the gen-
eralized determinant introduced by P. de la Harpe and G. Skandalis ([14]), we
show that approximate conjugacy implies cocycle conjugacy when a (unital)
C∗-algebra is simple and possesses a unique trace.
In Section 4 we consider product type Z2-actions on UHF algebras, i.e., pairs
(α, β) of commuting automorphisms
α ∼=
∞⊗
k=1
Aduk, β ∼=
∞⊗
k=1
Advk.
Considering the case when the nk × nk matrices uk, vk commute at first, we
show that the Rohlin property in this case is characterized by the property of
uniform distribution of the joint spectral set Sp(⊗nk=muk,⊗
n
k=mvk) (m ≤ n).
From this we show that any such pairs are approximately conjugate.
We then investigate two special classes of UHF algebras. The first one is of
the form ⊗∞k=1Mpik
k
, where pk (k ∈ N) are primes and non-negative (finite) inte-
gers ik (k ∈ N) satisfy
∑∞
k=1 ik =∞. The second one is of the form ⊗k∈KMq∞k
with primes qk (k ∈ K) (where #K ≤ ∞) andMq∞
k
of course means the infinite
tensor product of Mqk . For algebras in the first class we construct infinitely
many non-cocycle conjugate product type Z2-actions with the Rohlin property.
We would like to emphasize that for Z-actions this phenomenon does not oc-
cur. On the other hand, for algebras in the second class we show that all the
product type Z2-actions with the Rohlin property are mutually approximately
conjugate. Combining these results we get the classification of product type
Z2-actions with the Rohlin property on UHF algebras up to outer conjugacy.
2 Rohlin type theorem
Let N be a positive integer . We first define the Rohlin property for ZN -actions
on unital C∗-algebras. As mentioned above this is a simple generalization of
that in the case of N = 1 [15]. Let ξ1, . . . , ξN be the canonical basis of Z
N i.e.,
ξi = (0, . . . , 0, 1, 0, . . . , 0),
where 1 is in the i-th component, and let I = (1, . . . , 1) throughout this section.
For m = (m1, . . . ,mN) and n = (n1, . . . , nN) ∈ Z
N , m ≤ n means mi ≤ ni for
each i = 1, . . . , N . We define
mZN = {(m1n1, . . . ,mNnN)|(n1, . . . , nN) ∈ Z
N}
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for m = (m1, . . . ,mN) ∈ Z
N and let ZN act on ZN/mZN by addition modulo
mZN .
Definition 1 Let α be a ZN -action on a unital C∗-algebra A i.e., α is a
group homomorphism from ZN into the automorphisms Aut(A) of A. Then α
is said to have the Rohlin property if for any m ∈ NN there exist R ∈ N and
m(1), . . . ,m(R) ∈ NN with m(1), . . . ,m(R) ≥ m and which satisfy the following
condition: For any ε > 0 and finite subset F of A, there exist projections
e(r)g
(
r = 1, . . . , R, g ∈ ZN/m(r)ZN
)
in A satisfying
R∑
r=1
∑
g∈ZN/m(r)ZN
e(r)g = 1 ,
‖[x, e(r)g ]‖ < ε , (1)
‖αξi(e
(r)
g )− e
(r)
ξi+g
‖ < ε
for any x ∈ F , r = 1, . . . , R, i = 1, . . . , N , and g ∈ ZN/m(r)ZN .
Remark 2 When A is a UHF algebra, using Christensen’s perturbation argu-
ment ([5, Theorem 5.3.]), we can restate the definition of the Rohlin property
as follows. For any n,m ∈ N with 1 ≤ n ≤ N there exist R ∈ N and posi-
tive integers m(1), . . . ,m(R) ≥ m which satisfy the following condition: For any
ε > 0 and finite subset F of A there exist projections
e
(r)
0 , . . . , e
(r)
m(r)−1
(r = 1, . . . , R)
in A satisfying
R∑
r=1
m(r)−1∑
j=0
e
(r)
j = 1 ,
‖[x, e
(r)
j ]‖ < ε
for each r = 1, . . . , r, j = 0, . . . ,m(r) − 1 and x ∈ F , and
‖αξn(e
(r)
j )− e
(r)
j+1‖ < ε ,
‖αξn′ (e
(r)
j )− e
(r)
j ‖ < ε
for each n′ = 1, . . . , N with n′ 6= n, r = 1, . . . R and j = 0, . . . ,m(r) − 1, where
e
(r)
m(r)
≡ e
(r)
0 .
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For automorphisms of C∗-algebras a notion of uniform outerness was intro-
duced in [15]. That is, an automorphism α of a unital C∗-algebra A is said to be
uniformly outer if for any a ∈ A, any nonzero projection p ∈ A and any ε > 0,
there exist projections p1, . . . , pn in A such that
p =
n∑
i=1
pi ,
‖piaα(pi)‖ < ε (i = 1, . . . , n) .
It was shown that this notion for automorphisms of UHF algebras is equiva-
lent to the usual outerness for the automorphisms of the von Neumann algebras
obtained through the GNS representations associated with the traces ([15, The-
orem 4.5]). Based on this fact and the Rohlin type theorem for automorphisms
of von Neumann algebras due to A. Connes ([4, Theorem 1.2.5]), a C∗-algebraic
version of the theorem (for the UHF algebras) was shown by A. Kishimoto ([16,
Theorem 1.3]). We extend Kishimoto’s work to Z2-actions.
Theorem 3 Let α be a Z2-action on a UHF algebra A. Then the following
conditions are equivalent:
(1) α has the Rohlin property.
(2) αg is uniformly outer for each g ∈ Z
2 \ {0}.
Once we establish this theorem, we have immediately
Corollary 4 Let α be a Z2-action on a UHF algebra A. Then the following
conditions are equivalent:
(1) α has the Rohlin property as a Z2-action on A.
(2) αg has the Rohlin property as an automorphism of A for each g ∈
Z2 \ {0}.
In Theorem 3 it is obvious that (1) implies (2). We devote the rest of this
section to prove the converse in several steps.
Lemma 5 Let α be a Z2-action on a UHF algebra A. If the condition (2) in
Theorem 3 holds then for any m = (m1,m2) ∈ N
2, ε > 0 and any unital full
matrix subalgebra B of A, there exists an orthogonal family ( eg | g ∈ Z
2, 0 ≤
g ≤ m− I ) of projections in A ∩B′ such that
‖αξi(eg)− eξi+g‖ < ε
for any i = 1, 2 and g ∈ Z2 with 0 ≤ g, ξi + g ≤ m− I, and furthermore,
1 < (|m|+ 1)τ(e0) ,
where τ is the unique tracial state of A and |m| ≡ m1 ·m2.
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Proof. Let (πτ , Hτ ) be the GNS representation associated with τ . By the
uniqueness of a trace we can extend each αg (g ∈ Z
2) to an automorphism of
the AFD II1 factor πτ (A)
′′ (⊆ B(Hτ )) and we use the same symbol αg for this
extension. Since αg is outer on πτ (A)
′′ for g ∈ Z2 \ {0} by [15, Theorem 4.5], it
follows from [20, Theorem 2] that for any m ∈ N2 there exists a strongly central
sequence (
(E(j)g | g ∈ Z
2, 0 ≤ g ≤ m− I ) | j ∈ N
)
of orthogonal families of projections in πτ (A)
′′ such that∑
g∈Z2
0≤g≤m−I
E(j)g = 1
for each j ∈ N and
αξi(E
(j)
g )− E
(j)
ξi+g
−→ 0
strongly as j → ∞ for each i = 1, 2 and g ∈ Z2 with 0 ≤ g ≤ m − I, where
(m1, k) ≡ (0, k), (k,m2) ≡ (k, 0).
From this central sequence we shall construct a uniformly central sequence(
( f (j)g | g ∈ Z
2, 0 ≤ g ≤ m− I ) | j ∈ N
)
of orthogonal families of projections in A such that
πτ
 ∑
g∈Z2
0≤g≤m−I
f (j)g
 −→ 1
strongly as j →∞ and
‖αξi(f
(j)
g )− f
(j)
ξi+g
‖ −→ 0
as j →∞ for each i = 1, 2 and g ∈ Z2 with 0 ≤ g, g + ξi ≤ m− I. To do this,
let (Aj | j ∈ N ) be an increasing sequence of unital full matrix subalgebras of
A such that ∪jAj is dense in A. From [15, Lemma 4.7] we find a uniformly
central sequence ( ej | j ∈ N ) of projections in A such that
πτ (ej)− E
(j)
0 −→ 0
strongly as j → ∞. Changing ej slightly and taking a subsequence, we may
assume that ej ∈ (∪kAk) ∩ A
′
j for each j. Let ε > 0. From [5, Corollary 6.8],
by taking inner perturbations, there are α1, α2 ∈ Aut(A) such that
‖αi − αξi‖ < ε ,
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αi
⋃
j∈N
Aj
 ⊆ ⋃
j∈N
Aj
for i = 1, 2. Set
hj = ej
 ∑
g=(g1,g2)∈Z
2\{0}
−(m−I)≤g≤m−I
(α1)
g1(α2)
g2 (ej)
 ej ,
kj = ej
 ∑
g∈Z2\{0}
−(m−I)≤g≤m−I
αg(ej)
 ej ,
ηj = τ(hj) and κj = τ(kj). Then it follows that
‖hj − kj‖ < ε(m1 +m2 − 2){(2m1 − 1)(2m2 − 1)− 1} .
Furthermore, limj κj = 0 since
lim
j→∞
κj = lim
j→∞
τ
ej ∑
g∈Z2\{0}
−(m−I)≤g≤m−I
αg(ej)

≤ lim
j→∞
∑
g, h∈Z2, g 6=h
0≤g, h≤m−I
τ(ejαg−h(ej))
≤ lim
j→∞
∑
g, h∈Z2, g 6=h
0≤g, h≤m−I
τ(αh(ej)αg(ej))
= lim
j→∞
∑
g, h∈Z2, g 6=h
0≤g, h≤m−I
τ(E
(j)
h E
(j)
g ) = 0 .
Let pj be the spectral projection of hj corresponding to (0, η
1
2
j ). Then pj ∈ A
since Sp(hj) is finite. pj ≤ ej and ηj
1
2 (ej−pj) ≤ hj because ηj
1
2χ
[ηj
1
2 , ∞)
(t) ≤ t
(t ∈ [0, ∞)), hence
τ(ej)− ηj
1
2 ≤ τ(pj) ≤ τ(ej) .
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In addition
‖pj
 ∑
g=(g1,g2)∈Z
2\{0}
−(m−I)≤g≤m−I
(α1)
g1(α2)
g2 (pj)
 pj‖ ≤ ‖pjhjpj‖ ≤ ηj 12 .
So for any g, h ∈ Z2 with 0 ≤ g, h ≤ m− I and g 6= h, we have
‖αg(pj)αh(pj)‖
2 = ‖αg(pjαh−g(pj))‖
2 = ‖pjαh−g(pj)‖
2
= ‖pjαh−g(pj)pj‖
≤ ‖pj
 ∑
g∈Z2\{0}
−(m−I)≤g≤m−I
αg(pj)
 pj‖
≤ ε′ + ηj
1
2 ,
where ε′ = ε(m1 + m2 − 2){(2m1 − 1)(2m2 − 1) − 1}. Here lim ηj = 0 since
limκj = 0 and lim ‖hj−kj‖ = 0. Therefore taking a sufficiently large j for each
ε > 0, we obtain the required f
(j)
g near αg(pj) by slight modification.
Noting that
∑
0≤g≤m−I τ(f
(j)
g )→ 1 and τ(f
(j)
g ) = τ(f
(j)
h ), we have
τ(f (j)g ) −→
1
|m|
.
Furthermore for any unital full matrix subalgebra B of A, taking a sufficiently
large j, we may assume that f
(j)
g ∈ A ∩B′ for any g. This concludes the proof.
In Ocneanu’s result [20, Theorem 2], applied in the above proof, we have
the cyclicity condition (under the action) of the projections (E
(j)
g | g ∈ Z2, 0 ≤
g ≤ m− I ) in the von Neumann algebra πτ (A)
′′. However when approximating
these projections by the projections ( f
(j)
g | g ∈ Z2, 0 ≤ g ≤ m − I ) in the C∗-
algebra A, we lose the cyclicity condition. It is our next problem to restore
this cyclicity condition. To do this we need a technical lemma from [16]. Let
K(l2(Z)) be the compact operators on l2(Z) and let (Ei,j | i, j ∈ Z ) be the
canonical matrix units for K(l2(Z)). On K(l2(Z)) we define an automorphism
σ by σ(Ei,j) = Ei+1,j+1 (i, j ∈ Z). For any n, k, l ∈ N with 1 < k < l, define
N = n(2k + l − 1) ,
f =
k−1∑
i=1
(
i
k
Eni,ni +
k − i
k
En(k+l+i),n(k+l+i) +
√
i(k − i)
k
Eni,n(k+l+i)
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+√
i(k − i)
k
En(k+l+i),ni
)
+
k+l∑
i=k
Eni,ni , (2)
ei = σ
i−n(f) (i = 0, . . . , n− 1) .
Then ( ei | i = 0, . . . , n− 1 ) is an orthogonal family of projections in K(l
2(Z)).
Hence for any ε > 0, there exist k, l with 1≪ k ≪ l such that
n−1∑
i=0
ei ≤ PN (PN ≡
N−1∑
i=0
Ei,i) ,
‖σ(ei)− ei+1‖ < ε (i = 0, . . . , n− 1, en ≡ e0) ,
n dim e0
N
> 1− ε
(see [16, Lemma 2.1] for the detail). Using these estimates we have the next
lemma.
Lemma 6 Let α be a Z2-action on a UHF algebra A. If αg is uniformly outer
for any g ∈ Z2 \ {0}, then for any m ∈ N, ε > 0 and any unital full matrix
subalgebra B of A there exists an orthogonal family ( ei | i = 0, . . . ,m − 1 ) of
projections in A ∩B′ such that
‖αξ1(ei)− ei+1‖ < ε ,
‖αξ2(ei)− ei‖ < ε ,
τ(1 −
m−1∑
i=0
ei) ≤ ετ(e0)
for i = 0, . . . ,m− 1, where em ≡ e0.
Proof. Let m ∈ N, ε1 > 0 and let B1 be a unital full matrix subalgebra of
A. By the above statement there exist k1, l1 ∈ N with 1 ≪ k1 ≪ l1 and an
orthogonal family ( ei | i = 0, . . . ,m− 1 ) of projections in K(l
2(Z)) such that
m−1∑
i=0
ei ≤ PN1 ,
‖σ(ei)− ei+1‖ < ε1 (i = 0, . . . ,m− 1) ,
m dim e0
N1
> 1− ε1 , (3)
where N1 ≡ m(2k1+ l1−1) and em ≡ e0. Similarly by the above statement (for
n = 1, ε1 and B1), there exist k2, l2 ∈ N with 1≪ k2 ≪ l2 and a projection e
in K(l2(Z)) such that
e ≤ PN2 ,
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‖σ(e)− e‖ < ε1 ,
dim e
N2
> 1− ε1 , (4)
where N2 ≡ 2k2 + l2 − 1.
Next by applying Lemma 5 to (N1, N2) ∈ N
2, any ε2 > 0 and B1, there exists
an orthogonal family ( pg | g ∈ Z
2, 0 ≤ g ≤ (N1 − 1, N2 − 1) ) of projections in
A ∩B′1 such that
‖αξi(pg)− pξi+g‖ < ε2 ,
1 ≤ (N1N2 + 1)τ(p0) (5)
for any i = 1, 2 and g ∈ Z2 with 0 ≤ g, ξi + g ≤ (N1 − 1, N2 − 1).
If we put
x1 =
1
N2
N2−1∑
j=0
{
N1−2∑
i=0
p(i+1,j)αξ1(p(i,j))
+ (1−
N1−1∑
i=1
p(i,j))(1 −
N1−2∑
i=0
αξ1(p(i,j)))
}
,
then we have
x1αξ1(p(i,j)) = p(i+1,j)x1
for any i = 0, . . . , N1 − 2, j = 0, . . . , N2 − 1 and
x1 − 1 =
1
N2
N2−1∑
j=0
{
N1−2∑
i=0
p(i+1,j)
(
αξ1(p(i,j))− p(i+1,j)
)
+ (1 −
N1−1∑
i=1
p(i,j))(−
N1−2∑
i=0
αξ1(p(i,j)))
}
.
Noting that ‖αξ1(p(i,j)) − p(i+1,j)‖ < ε2, we have ‖x1 − 1‖ < 2(N1 − 1)ε2. So
taking the polar decomposition u1|x1| of x1 for a sufficiently small ε2 > 0, we
obtain a unitary u1 with ‖u1−1‖ < 4(N1−1)ε2. By the uniqueness of the polar
decomposition we have
Adu1 ◦ αξ1(p(i,j)) = p(i+1,j)
for i = 0, . . . , N1 − 2, j = 0, . . . , N2 − 1. Similarly for αξ2 , we obtain a unitary
u2 in A such that
‖u2 − 1‖ < 4(N2 − 1)ε2 ,
Ad u2 ◦ αξ2(p(i,j)) = p(i,j+1)
for i = 0, . . . , N1 − 1, j = 0, . . . , N2 − 2. Let α1 = Adu1 ◦ αξ1 and let α2 =
Adu2 ◦αξ2 . Since [p(0,0)] = [p(1,0)] it follows that there exists a partial isometry
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v1 of A ∩B
′
1 such that v
∗
1v1 = p(0,0) and v1v
∗
1 = p(1,0). Similarily there exists a
partial isometry v2 of A ∩ B
′
1 such that v
∗
2v2 = p(0,0) and v2v
∗
2 = p(0,1). Then
Adv∗2 ◦α2(p(0,0)) = p(0,0), so Adv
∗
2 ◦α2 ∈ Aut(p(0,0)Ap(0,0)). On the other hand
αξ2 ∈ Aut(A) has the Rohlin property as a single automorphism, and hence
so does Adv∗2 ◦ α2 . Therefore Adv
∗
2 ◦ α2 is stable by [12, 7]. More precisely
for any ε3 > 0, any unital full matrix subalgebra B2 of A and the unitary
v∗2α2(v1)
∗α1(v2)v1 ∈ p(0,0)Ap(0,0), if B1 is taken sufficiently large in advance,
we have a unitary w in A ∩B′2 such that
‖v∗2α2(v1)
∗α1(v2)v1 − (Adv
∗
2 ◦ α2(w)) · w
∗‖ < ε3.
Let w1 = v1w and let w2 = v2. Then w1 and w2 are partial isometries in A∩B
′
2
such that w∗1w1 = w
∗
2w2 = p(0,0), w1w
∗
1 = p(1,0), w2w
∗
2 = p(0,1) and
‖α1(w2)w1 − α2(w1)w2‖ = ‖v
∗
2α2(v1)
∗(α1(v2)v1w − α2(v1w)v2)w
∗‖ ≤ ε3 (6)
Define
E
(k)
i,j =

αi−12 (α
k
1(w2))α
i−2
2 (α
k
1(w2)) · · ·α
j
2(α
k
1(w2)) ( i > j )
p(k,i) ( i = j )
αi2(α
k
1(w2))
∗αi+12 (α
k
1(w2))
∗ · · ·αj−12 (α
k
1(w2))
∗ ( i < j )
for k = 0, 1, i, j = 0, . . . , N2 − 1. Then we can easily see that (E
(k)
i,j | i, j =
0, . . . , N2−1 ) is a system of matrix units. For any unital full matrix subalgebra
B3 of A, by taking a sufficiently large B2 including B3, we may assume that
{E
(k)
i,j | k = 0, 1; i, j = 0, . . . , N2− 1 } ⊆ A∩B
′
3. Let C
(k) be the C∗-subalgebra
of A generated by {E
(k)
i,j | i, j = 0, . . . , N2 − 1 } and let Φk be the canonical
isomorphism from C(k) onto PN2K(l
2(Z))PN2 . Define
e(k) = Φ−1k (e) .
Since σ ◦ Φk = Φk ◦ α2⌈C
(k), we have from (4) that
e(k) ≤
N2−1∑
i=0
p(k,i) ,
‖α2(e
(k))− e(k)‖ < ε1 ,
τ(e(k)) > (1 − ε1)N2τ(p(0,0)) . (7)
Furthermore define
W1 =
(
N2−1∑
i=0
αi2(w1)
)
e(0) ,
e(1)′ =W1W
∗
1 ≤
N2−1∑
i=0
p(1,i) .
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Again for any unital full matrix subalgebra B4 of A, by taking a sufficiently
large B3 including B4, we may assume that W1 ∈ A ∩ B
′
4. Then recalling the
formula (2), we have
e(1)′ =
(
N2−1∑
i=0
αi2(w1)
)
X
(
N2−1∑
i′=0
αi
′
2 (w1)
)∗
, (8)
where X denotes
k2−1∑
j=1
{
j
k2
E
(0)
j,j +
k2 − j
k2
E
(0)
k2+l2+j,k2+l2+j
+
√
j(k2 − j)
k2
E
(0)
j,k2+l2+j
+
√
j(k2 − j)
k2
E
(0)
k2+l2+j,j
}
+
k2+l2∑
j=k2
E
(0)
j,j .
On the right hand side of (8), the nonzero terms are calculated as follows:
αj2(w1)E
(0)
j,j α
j
2(w1)
∗ = αj2(w1)p(0,j)α
j
2(w1)
∗
= p(1,j)
= E
(1)
j,j ,
αj2(w1)E
(0)
j,k2+l2+j
αk2+l2+j2 (w1)
∗
= αj2(w1)α
j
2(w2)
∗ · · ·αk2+l2+j−12 (w
∗
2α2(w1)
∗)
ε3
≈ αj2(w1)α
j
2(w2)
∗ · · ·αk2+l2+j−12 (w
∗
1α1(w2)
∗) ,
where x
ε
≈ y means ‖x− y‖ < ε. Applying (6) repeatedly we have
αj2(w1)E
(0)
j,k2+l2+j
αk2+l2+j2 (w1)
∗
(k2+l2)ε3
≈ E
(1)
j,k2+l2+j
.
We estimate the other nonzero terms similarly and obtain
‖e(1)′ − e(1)‖ ≤
k2−1∑
j=1
√
j(k2 − j)
k2
(k2 + l2)ε3 .
Let c1(k2, l2, ε3) be the right hand side of the above inequality. Then we have
‖α2(e
(1)′)− e(1)‖ ≤ 2‖e(1)′ − e(1)‖+ ‖α2(e
(1))− e(1)‖
≤ 2c1(k2, l2, ε3) + ε1 .
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For any ε4 > 0 and any unital full matrix subalgebra B5 of A, applying [15,
Lemma 3.5] and taking a sufficiently large B4 including B5, we have a partial
isometry W ′1 of A ∩B
′
5 such that (W
′
1)
∗W ′1 = e
(0), W ′1(W
′
1)
∗ = e(1)′ and
‖α2(W
′
1)−W
′
1‖ ≤ ‖α2(e
(0))− e(0)‖+ ‖α2(e
(1)′)− e(1)′‖+ ε4
≤ ε1 + 2c1(k2, l2, ε3) + ε1 + ε4 . (9)
Of course we can make the last quantity very small. By using this W ′1, let D be
the C∗-subalgebra of A generated by
{αi−11 (W1)α
i−2
1 (W
′
1) · · ·α
j
1(W
′
1) | N1 − 1 ≥ i > j ≥ 0 } .
Here again for any unital full matrix subalgebra B6, by taking a sufficiently
large B5 including B6, we may assume that D ⊆ A ∩ B
′
6. As D is isomor-
phic to PN1K(l
2(Z))PN1 , let Ψ be the canonical isomorphism from D onto
PN1K(l
2(Z))PN1 and let
fi ≡ Ψ
−1(ei)
for i = 0, . . . ,m − 1. Then ( fi | i = 0, . . . ,m − 1 ) is an orthogonal family of
projections in A ∩B′6 such that
‖α1(fi)− fi+1‖ < ε1 ,
mτ(f0) > (1 − ε1)N1τ(e
(0)) (10)
for i = 0, . . . ,m− 1, where fm ≡ f0. Thus we have for i = 0, . . . ,m− 1,
‖αξ1(fi)− fi+1‖ ≤ ‖αξ1(fi)− α1(fi)‖+ ‖α1(fi)− fi+1‖
≤ 2‖u1 − 1‖+ ε1
≤ 2 · 4(N1 − 1)ε2 + ε1 .
Using the formula (2), the formula (9) and
‖α1α2 − α2α1‖ ≤ 2(‖α1 − αξ1‖+ ‖α2 − αξ2‖)
≤ 4(‖u1 − 1‖+ ‖u2 − 1‖) ,
we can also make ‖αξ2(fi)− fi‖ very small. Finally we want to estimate τ(f0).
We have already three inequalities from (5),(7) and (10)
1 ≤ (N1N2 + 1)τ(p(0,0)) ,
τ(e(0)) > (1 − ε1)N2τ(p(0,0)) ,
mτ(f0) > (1− ε1)N1τ(e
(0)) .
From these we obtain
mτ(f0) > (1 − ε1)
2N1N2
1
N1N2 + 1
(
mτ(f0) + τ(1 −
m−1∑
i=0
fi)
)
.
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Since 1≪ ki ≪ li, ( fi | i = 0, . . . ,m− 1 ) satisfies the desired conditions.
Proof of Theorem 3.
Let α be a Z2-action on a UHF algebra A which satisfies the condition (2).
For any m ∈ N we take m0, m1 ∈ N such that m ≪ m1 ≪ m0 and m0 is
divided by m1. Furthermore for any ε1 > 0 and finite subset F of A, we take
a unital full matrix subalgebra B1 of A such that for any x ∈ F there exists
y ∈ B1 with ‖x− y‖ < ε1. If we apply Lemma 6 to any n ∈ N and ε2 > 0 then
we have an orthogonal family ( ei | i = 0, . . . ,m− 1 ) of projections in A ∩B
′
1
satisfying
‖αξ1(ei)− ei+1‖ < ε2 ,
‖αξ2(ei)− ei‖ < ε2 ,
τ(e0) ≥ nτ(1 −
m0−1∑
i=0
ei)
for i = 0, . . . ,m0 − 1, where em0 ≡ e0. This is not sufficient because the sum∑m−1
i=0 ei of the projections (ei) may not be 1. We will cope with this problem
now. Put
x1 =
m0−1∑
i=0
ei+1αξ1(ei) +
(
1−
m0−1∑
i=0
ei
)(
1−
m0−1∑
i=0
αξ1(ei)
)
,
x2 =
m0−1∑
i=0
eiαξ2(ei) +
(
1−
m0−1∑
i=0
ei
)(
1−
m0−1∑
i=0
αξ2(ei)
)
and let u1|x1| and u2|x2| be the polar decompositions of x1 and x2 respectively.
As in the proof of Lemma 6 we can show that u1 and u2 are unitaries in A
satisfying
‖u1 − 1‖ < 4m0ε2 ,
Ad u1 ◦ αξ1(ei) = ei+1
for i = 0, . . . ,m0 − 1, where em0 ≡ e0, and
‖u2 − 1‖ < 4m0ε2 ,
Ad u2 ◦ αξ2(ei) = ei
for i = 0, . . . ,m0 − 1. Let α1 = Adu1 ◦ αξ1 and let α2 = Adu2 ◦ αξ2 . Then
αm01 and α2 are automorphisms of e0Ae0. By Lemma 6 there are an orthogonal
family ( pj | j = 0, . . . , n− 1 ) of projections in A ∩ B
′
1 and a positive number
c1(m0, ε2) which decreases to zero as ε2 → 0 such that
n−1∑
i=0
pi ≤ e0 ,
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‖αm01 (pi)− pi+1‖ < c1(m0, ε2) ,
‖α2(pi)− pi‖ < c1(m0, ε2)
for i = 0, . . . , n− 1, where pn ≡ p0, and
τ(pi) = τ(1 − e) ,
where e ≡
∑m0−1
i=0 ei. We have used the fact τ(e0) ≥ nτ(1 − e) here. For any
ε3 > 0 and any unital full matrix subalgebra B2 of A, by taking a sufficiently
large B1 and by applying [15, Lemma 3.5], there exists a partial isometry v ∈
A ∩B′2 such that
v∗v = 1− e, vv∗ = p0 ,
‖α2(v)− v‖ ≤ ‖α2(p0)− p0‖+ ‖α2(1 − e)− (1− e)‖+ ε3
≤ c1(m0, ε2) +m0ε2 + ε3 .
As before there also exists a unitary u′1 ∈ A satisfying that ‖u
′
1−1‖ < 4c1(m0, ε2)
and
Adu′1 ◦ α
m0
1 (pi) = pi+1
for i = 0, . . . , n− 1. Let β = Adu′1 ◦ α
m0
1 and let w = n
− 12
∑n−1
i=0 β
i(v). Then
we have
w∗w = 1− e, ww∗ ≤ e0 ,
‖β(w)− w‖ < n−
1
2 · 2 , (11)
‖α2(w) − w‖ < c2(m0, n, ε2, ε3)
for some positive number c2(m0, n, ε2, ε3) which we can make very small. Fur-
thermore by taking B2 very large we may assume that w ∈ A∩B
′
3 for any unital
full matrix subalgebra B3 of A. Let
Ei,j =

αi−11 (w)α
i−2
1 (w) · · ·α
j
1(w) (if i > j)
αi−11 (ww
∗) (if i = j)
αi1(w)
∗αi+11 (w)
∗ · · ·αj−12 (w)
∗ (if i < j)
for 0 ≤ i, j ≤ m0 and let C be the C
∗-subalgebra of A generated by {Ei,j | 0 ≤
i, j ≤ m0 − 1 }. Then C is isomorphic to Mm0+1 and we may assume that C
is a subalgebra of A ∩B′4 for any unital full matrix subalgebra B4 of A if B3 is
very large. Let
U =

1
0 · · · · · 0 1
1 0 · · · · 0
0 1 · ·
...
. . .
. . .
...
· 0 1 0 0
0 0 1 0

∈Mm0+1 .
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By simple calculation α1⌈C = AdU and
Sp(U) = {1} ∪ { e
2piik
m0 | k = 0, . . . ,m0 − 1 } .
Define orthogonal families ( e
(1)
i | i = 0, . . . ,m1 − 1 ), ( e
(2)
j | j = 0, . . . ,m1 ) of
projections in A ∩B′4 as follows:
e
(1)
i ≡
m0
m1
−2∑
k=0
Em1+i(m0m1−1)+k, m1+i(
m0
m1
−1)+k ,
e
(2)
j ≡ Ej,j .
Since (Ei,j | 0 ≤ i, j ≤ m0 − 1 ) is a system of matrix units in A ∩B
′
4, there are
canonical systems ( e
(1)
k,l | 0 ≤ k, l ≤ m1 − 1 ), ( e
(2)
k,l | 0 ≤ k, l ≤ m1 ) of matrix
units associated with ( e
(1)
k ) and ( e
(2)
k ) respectively. Define a partial isometry
V in A ∩B′4 by
V =
m1−1∑
i=0
e
(1)
i+1,i +
m1∑
j=0
e
(2)
j+1,j ,
where e
(1)
m1,m1−1
≡ e
(1)
0,m1−1
and e
(2)
m1+1,m1
≡ e
(2)
0,m1
. Then
m1−1∑
i=0
e
(1)
i +
m1∑
j=0
e
(2)
j = 1C
(
=
m0∑
i=0
Ei,i
)
,
Ad V (e
(1)
i ) = e
(1)
i+1 ,
Ad V (e
(2)
j ) = e
(2)
j+1
for i = 0, . . . ,m1 − 1 and j = 0, . . . ,m1 where e
(1)
m1 ≡ e
(1)
0 and e
(2)
m1+1
≡ e
(2)
0 . By
a simple calculation
Sp(V ) = { e
2piik
m0−m1 | k = 0, . . . ,m0 −m1 − 1 } ∪ { e
2piil
m1+1 | l = 0, . . . ,m1 } .
Therefore Sp(V ) is very close to Sp(U) if m0 and m1 are very large, i.e., V is
almost unitarily equivalent to U . Consequently we can find orthogonal families
( f
(1)
i | i = 0, . . . ,m1 − 1 ), ( f
(2)
j | j = 0, . . . ,m1 ) of projections in A ∩ B
′
4 and a
small enough positive number c3(m0,m1, ε2, ε3) in such a way that
m1−1∑
i=0
f
(1)
i +
m1∑
j=0
f
(2)
j = 1C ,
‖α1(f
(1)
i )− f
(1)
i+1‖ < c3(m0,m1, ε2, ε3) ,
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‖α2(f
(1)
i )− f
(1)
i ‖ < c3(m0,m1, ε2, ε3) ,
‖α1(f
(2)
j )− f
(2)
j+1‖ < c3(m0,m1, ε2, ε3) ,
‖α2(f
(2)
j )− f
(2)
j ‖ < c3(m0,m1, ε2, ε3)
for i = 0, . . . ,m1 − 1 and j = 0, . . . ,m1, where f
(1)
m1 ≡ f
(1)
0 and f
(2)
m1+1
≡ f
(2)
0 .
Then by considering (11), if n is very large,
( f
(1)
i | i = 0, . . . ,m1 − 1 ),
( f
(2)
j | j = 0, . . . ,m1 ),
( ei − α
i
1(ww
∗) | i = 0, . . . ,m0 − 1 )
satisfy the conditions appearing in Remark 2 (for n = 1). Hence α has the
Rohlin property.
3 Conjugacy
In this section we introduce three notions of conjugacy for ZN -actions on C∗-
algebras and discuss their relationship. First we prepare some notations. For
ZN -actions α, β on a unital C∗-algebra A, we write α
γ,ε
≈ β when
‖αξi − γ ◦ βξi ◦ γ
−1‖ ≤ ε (i = 1, . . . , N)
for ε ≥ 0 and γ ∈ Aut(A). For simplicity
γ,0
≈ will be denoted by
γ
∼= or ∼=. Recall
that a 1-cocycle for α means a mapping u from ZN into the unitaries U(A) of
A satisfying ug+h = ugαg(uh) for each g, h ∈ Z
N .
Definition 7 Let α and β be ZN -actions on a unital C∗-algebra A.
(1) α and β are approximately conjugate if for any ε > 0 there exists an auto-
morphism γ of A such that α
γ,ε
≈ β.
(2) α and β are cocycle conjugate if there exist an automorphism γ of A and a
1-cocycle u for α such that
Adug ◦ αg = γ ◦ βg ◦ γ
−1
for each g ∈ ZN .
(3) α and β are outer conjugate if there exist an automorphism γ of A and
unitaries u1, . . . , uN in A such that
Adui ◦ αξi = γ ◦ βξi ◦ γ
−1
for i = 1, . . . , N .
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Cocycle conjugacy of course implies outer conjugacy, and we have
Proposition 8 Assume that A is a simple separable unital C∗-algebra with a
unique tracial state. Then approximately conjugate ZN -actions on A are cocycle
conjugate.
Our proof is based on the generalization of the determinant introduced by
P. de la Harpe and G. Skandalis (see [14] for details) and the famous 2 × 2
matrix trick due to A. Connes (see [2]). We quickly review basic facts on the
former. For a unital C∗-algebra A, we let GLn(A) the group of the invertible
elements in the n × n matrices Mn(A) over A (equipped with the C
∗-norm).
The inductive limit of topological groups (GLn(A) |n ∈ N ) with the usual
embeddings GLn(A) →֒ GLn+1(A) is denoted by GL∞(A) and the connected
component of the identity by GL0∞(A). Suppose that τ is a tracial state on A.
If ξ is a piecewise continuously differentiable mapping from [0, 1] into GL0∞(A),
we define
∆˜τ (ξ) =
1
2πi
∫ 1
0
τ
(
ξ˙(t)ξ(t)−1
)
dt
(note that the range of ξ is contained in GLn(A) for some n since [0,1] is compact
and that τ actually means τ ⊗ tr on A ⊗ Mn = Mn(A)). The determinant
∆τ ([14]) associated with a tracial state τ is the mapping from GL
0
∞(A) into
C/τ∗(K0(A)) defined by
∆τ (x) = p(∆˜τ (ξ)) .
Here p is the quotient mapping from C onto C/τ∗(K0(A)), and ξ is a piecewise
continuously differentiable mapping from [0,1] into GL0∞(A) with ξ(0) = 1 and
ξ(1) = x.
A crucial fact here is that ∆τ is a group homomorphism. For a unitary
x ∈ A with ‖x − 1‖ < 1, the logarithm h = i−1 log(x) (with the principal
branch) makes sense and we can consider the path ξ(t) = exp(iht) from 1 to x.
Since ξ˙(t)ξ(t)−1 = ih, we have
∆τ (x) =
1
2πi
p
(∫ 1
0
τ(ih)dt
)
=
1
2πi
p(τ(log(x))) .
Proof of Proposition 8
Let α and β be approximately conjugate ZN -actions on A. In general, if
an automorphism of a simple unital C∗-algebra is close to the identity in norm
then it is inner, and furthermore it is implemented by a unitary which is also
close to the unit of the algebra. Hence for a sufficiently small ε > 0 there exist
unitaries u1, . . . , uN in A and an automorphism γ of A such that
Adui ◦ αξi = γ ◦ βξi ◦ γ
−1 ,
‖ui − 1‖ < ε
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for i = 1, . . . , N . We want to show
ukαξk(ul) = ulαξl(uk) (12)
for any k, l = 1, . . . , N . From the commutativity of αξk , and the simplicity of
A, there exists λ ∈ T such that
(ulαξl(uk))
∗ukαξk(ul) = λ1 .
Since uk, ul are close to 1, we can set
hk =
1
2πi
log(uk), hl =
1
2πi
log(ul)
and
H(s) =
1
2πi
log {(uslαξl(u
s
k))
∗uskαξk(u
s
l )}
for s ∈ [0, 1]. Applying ∆τ to the both sides of the equality
e−2piiαξl (shk)e−2piishle2piishke2piiαξk (shl) = e2piiH(s) ,
we have
−p(τ(αξl(shk)))− p(τ(shl)) + p(τ(shk)) + p(τ(αξk (shl))) = p(τ(H(s))) .
The uniqueness of a trace shows that the left hand side of the above equality is
zero, i.e., τ(H(s)) ∈ τ∗(K0(A)) for any s ∈ [0, 1]. Since τ∗(K0(A)) is discrete in
C and τ(H(0)) = 0, we obtain H(1) = τ(H(1)) = 0 i.e., λ = 1. Using these
unitaries u1, . . . , uN , we construct a desired 1-cocycle by the method in [2]. We
consider the ZN -action σ on M2(A) defined by
σξi = Ad
[
1 0
0 ui
]
◦ αξi .
Since σξ1 , . . . , σξN commute with each others from (12), σ is indeed well-defined.
Note that
σg
([
x 0
0 y
])
=
[
αg(x) 0
0 γ ◦ βg ◦ γ
−1(y)
]
for any g ∈ ZN and x, y ∈ A. The identity[
0 0
0 x
]
=
[
0 0
1 0
] [
x 0
0 0
] [
0 1
0 0
]
shows
γ ◦ βg ◦ γ
−1(x) = Adug ◦ αg(x) ,
where ug is the desired 1-cocycle defined by[
0 0
ug 0
]
= σg
([
0 0
1 0
])
(see [22, Lemma 8.11.2]) .
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Remark 9 If α and β are outer conjugate automorphisms of a UHF algebra
with the Rohlin property, then they are approximately conjugate by the stability
property. Hence the three notions of conjugacy defined above are the same for
those automorphisms. However outer conjugacy does not imply approximate
conjugacy for ZN -actions. See Remark 18 for a counter-example.
4 Product type actions
In this section we discuss product type Z2-actions on UHF algebras. As in the
case of single automorphisms, the Rohlin property for these actions is closely
related to a notion of uniform distribution of points in T2. First we say the
N -dimensional version of [1, Lemma 4.1]. This can be shown as in the one-
dimensional case, so we omit the proof.
Proposition 10 Let (Sk | k ∈ N ) be a sequence of finite sequences in T
N
i.e.,
Sk = ( sk,p | p = 1, . . . , nk ) ,
sk,p ∈ T
N
for each k ∈ N and p = 1, . . . , nk. Then the following conditions on (Sk | k ∈
N ) are equivalent.
(1)
lim
k→∞
1
nk
nk∑
p=1
f(sk,p) =
∫
Tn
f(s)ds
for any f ∈ C(TN ), where ds denotes the normalized Haar measure on TN .
(2)
lim
k→∞
1
nk
nk∑
p=1
slk,p = 0
for any l = (l1, . . . , lN ) ∈ Z
N \ {0}, where sl denotes sl11 · · · s
lN
N for each s =
(s1, . . . , sN ) ∈ T
N .
(3)
lim
k→∞
1
nk
νk
(
N∏
i=1
[ θ
(i)
1 , θ
(i)
2 )
)
= (2π)−N
N∏
i=1
(θ
(i)
2 − θ
(i)
1 )
for any 0 ≤ θ
(i)
1 ≤ θ
(i)
2 < 2π, where νk is defined by
νk(S) = ♯{ p | 1 ≤ p ≤ nk and arg(sk,p) ∈ S }
for each subset S of
∏N
i=1[ 0, 2π) and ♯F denotes the cardinality of the set F .
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These conditions necessarily imply that nk →∞. Moreover suppose that (nk | k ∈
N ) has the following asymptotic factorization into large factors: For any n ∈ N
there exists positive integer k0 such that for any positive integer k ≥ k0 one has
n
(1)
k , . . . , n
(N)
k ≥ n where n
(i)
k are the components of nk, i.e., nk = n
(1)
k · · ·n
(N)
k .
Then the above conditions are also equivalent to
(4) For any ε > 0 there exist positive integers k0 and n0 such that for any
k, n
(1)
k , . . . , n
(N)
k ∈ N satisfying k ≥ k0, n
(1)
k , . . . , n
(N)
k ≥ n0 and nk = n
(1)
k · · ·n
(N)
k ,
there exists an bijection ϕ from {1, . . . , nk} onto {1, . . . , n
(1)
k }×· · ·×{1, · · · , n
(N)
k }
such that∣∣∣∣∣ sk,p − (exp
(
2πi ·
(ϕ(p))1
n
(1)
k
)
, . . . , exp
(
2πi ·
(ϕ(p))N
n
(N)
k
)
)
∣∣∣∣∣ < ε (13)
for any k and p, where |s| ≡ max{ |sp| : 1 ≤ p ≤ N } for each s ∈ T
N and
(ϕ(p))i denotes the i-th component of ϕ(p).
If Sk satisfies the estimate (13) for some ϕ as above, then Sk is said to be
(n
(1)
k , . . . , n
(N)
k ; ε) -distributed. If one of the conditions of the above proposition
holds then (Sk | k ∈ N ) is said to be uniformly distributed.
Definition 11 Let α be a ZN -action on a UHF algebra A. Then α is said to
be a product type action if there exists a sequence (mk | k ∈ N ) of positive
integers such that A ∼= ⊗∞k=1Mmk and
αg(Ak) = Ak
for any g ∈ ZN and k ∈ N, where Ak denotes the C
∗-subalgebra of A corre-
sponding to Mmk ⊗ (⊗l 6=kC1ml).
Remark 12 In the situation above, if N = 2, then one finds unitaries u
(1)
k , u
(2)
k
in Ak and λk ∈ T such that
α(p,q)⌈Ak = Adu
(1)
k
p
u
(2)
k
q
,
u
(1)
k u
(2)
k = λku
(2)
k u
(1)
k
for any p, q ∈ Z. Since u
(1)
k , u
(2)
k are unique up to a constant multiple, λk is
unique. In addition λmkk = 1. For if µ1 is an eigenvalue of u
(2)
k with multiplicity
r1 then µ1λ
−p
k is also an eigenvalue of u
(2)
k with multiplicity r1 for each p ∈ N.
Since Mmk is finite-dimensional, there exists p0 ∈ N such that λ
p0
k = 1 and
λpk 6= 1 for any p = 1, . . . , p0 − 1. If {µ1λ
−p
k | p = 0, . . . , p0 − 1 } does not
exhaust all the eigenvalues of u
(2)
k then we take an eigenvalue µ2 of u
(2)
k not
belonging to {µ1λ
−p
k | p = 0, . . . , p0 − 1 } and repeat the same process. Thus
there exist eigenvalues µ1, . . . , µs of u
(2)
k with multiplicity r1, . . . , rs respectively.
Since mk = (r1 + · · ·+ rs)p0, it follows that λ
mk
k = 1.
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For n × n unitary matrices U and V with UV = V U , we define Sp(U)
to be a sequence consisting of the eigenvalues of U , each repeated as often
as multiplicity dictates and Sp(U, V ) is a sequence consisting of the pairs of
eigenvalues of U and V with a common eigenvector, each repeated as often as
multiplicity dictates. Then the Rohlin property for the product type Z2-actions
on A with λk = 1 can be characterized as follows.
Proposition 13 Let α be a product type Z2-action on a UHF algebra A with
(mk | k ∈ N ), (u
(1)
k | k ∈ N ), (u
(2)
k | k ∈ N ), (λk | k ∈ N ) as above. If λk = 1
for each k ∈ N then the following conditions are equivalent:
(1) α has the Rohlin property.
(2) ( Sp(⊗nk=mu
(1)
k ,⊗
n
k=mu
(2)
k ) | n = m, m+1, . . . ) is uniformly distributed
for any m ∈ N .
Proof. By Corollary 4, (1) is equivalent to the condition: αpξ1α
q
ξ2
has the Rohlin
property as a single automorphism of A for each (p, q) ∈ Z2 \ {0}. By [16,
Lemma 5.2] this condition is equivalent to the condition:
( Sp
(
n⊗
k=m
u
(1)
k
p
u
(2)
k
q
)
| n = m, m+ 1, . . . )
is uniformly distributed in T. By Proposition 10 for N = 1, the last condition
is equivalent to the condition: for any m ∈ N
lim
n→∞
1
N(m,n)
∑
(λ1,λ2)∈Sp
(
⊗n
k=m
u
(1)
k
,⊗n
k=m
u
(2)
k
)λp1λq2 = 0 ,
where N(m,n) ≡
∏n
k=mmk. Finally by Proposition 10 for N = 2, the last
condition is equivalent to (2).
In [16] A.Kishimoto showed the following for a UHF algebra A.
(1) Any two product type Z-actions on A with the Rohlin property are ap-
proximately conjugate.
(2) For any Z-action α on A with the Rohlin property and ε > 0, there
exist a product type Z-action β on A with the Rohlin property and an
automorphism γ of A such that α
γ,ε
≈ β.
In particular there is one and only one approximate conjugacy class of Z-actions
on A with the Rohlin property. In the case of N = 2 we do not know whether
(2) is valid or not. In the rest of this section we state several versions of (1) for
Z2.
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Theorem 14 Let α and β be product type Z2-actions on a UHF algebra A
with the Rohlin property. Let α be determined by (mk | k ∈ N ), (λk | k ∈ N )
as in Definition 11 and Remark 12, and β by (nl | l ∈ N ), (µl | l ∈ N ). If
λk = µl = 1 for each k, l ∈ N, then α and β are approximately conjugate.
Proof. By patching several parts of the Mmk ’s and the Mnl ’s respectively there
exist a sequence (Nk | k ∈ N ) of integers satisfying N0 = 0 and Nk > 0 (k ≥ 1)
and sequences (U
(1)
k | k ∈ N ), (U
(2)
k | k ∈ N ) of unitary matrices such that
U
(i)
k ∈ U(MNk ⊗MNk+1) ,
U
(1)
k U
(2)
k = U
(2)
k U
(1)
k (i = 1, 2, k ∈ N) ,
(A,αξ1 , αξ2)
∼=
(
∞⊗
k=0
MNk ,
∞⊗
k=0
AdU
(1)
2k ,
∞⊗
k=0
AdU
(2)
2k
)
,
(A, βξ1 , βξ2)
∼=
(
∞⊗
k=0
MNk ,
∞⊗
k=0
AdU
(1)
2k+1,
∞⊗
k=0
AdU
(2)
2k+1
)
.
Let ε > 0. Since ( Sp
(
⊗nk=0AdU
(1)
2k+1,⊗
n
k=0AdU
(2)
2k+1
)
|n ∈ N ) is uniformly
distributed by Proposition 13 and U
(1)
0 U
(2)
0 = U
(2)
0 U
(1)
0 , for a sufficiently large
n there exist a unitary W1 in ⊗
2n+2
k=0 MNk and unitaries V
(1)
2 , V
(2)
2 in ⊗
2n+2
k=2 MNk
such that
‖W1
(
n⊗
k=0
U
(1)
2k+1
)
W ∗1 − U
(1)
0 ⊗ V
(1)
2 ‖ < 2
−2ε ,
‖W1
(
n⊗
k=0
U
(2)
2k+1
)
W ∗1 − U
(2)
0 ⊗ V
(2)
2 ‖ < 2
−2ε .
Then replace MN2 by
⊗2n+2
k=2 MNk and U
(i)
1 by
⊗n
k=0 U
(i)
2k+1, U
(i)
2 by
⊗n+1
k=1 U
(i)
2k
(i = 1, 2) respectively, and further replace MNk−2n by MNk (k ≥ 2n + 3) and
U
(i)
2(k−n)+1 by U
(i)
2k+1, U
(i)
2(k−n)+2 by U
(i)
2k+2 (i = 1, 2, k ≥ n + 1) respectively.
Thereby W1 ∈ U(MN1 ⊗MN2) and V
(1)
2 , V
(2)
2 ∈ U(MN2), which satisfy
‖AdW1(U
(1)
1 )− U
(1)
0 ⊗ V
(1)
2 ‖ < 2
−2ε ,
‖AdW1(U
(2)
1 )− U
(2)
0 ⊗ V
(2)
2 ‖ < 2
−2ε .
In the same way, after replacing MN3 , U
(i)
2 , U
(i)
3 etc. suitably, there exist a
unitary W2 in MN2 ⊗MN3 and unitaries V
(1)
3 , V
(2)
3 in MN3 such that
‖AdW2(U
(1)
2 )− V
(1)
2 ⊗ V
(1)
3 ‖ < 2
−3ε ,
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‖AdW2(U
(2)
2 )− V
(2)
2 ⊗ V
(2)
3 ‖ < 2
−3ε .
By repeating the above procedure for k = 3, 4, . . ., we can construct a unitary
Wk in MNk ⊗MNk+1 and unitaries V
(1)
k+1, V
(2)
k+1 in MNk+1 in such a way that
‖AdWk(U
(1)
k )− V
(1)
k ⊗ V
(1)
k+1‖ < 2
−(k+1)ε ,
‖AdWk(U
(2)
k )− V
(2)
k ⊗ V
(2)
k+1‖ < 2
−(k+1)ε .
Thus
(A,αξ1 , αξ2)
∼=
(
∞⊗
k=0
MNk ,
∞⊗
k=0
AdU
(1)
2k ,
∞⊗
k=0
AdU
(2)
2k
)
γe,
1
3 ε
≈
(
∞⊗
k=0
MNk ,
∞⊗
k=0
AdV
(1)
k ,
∞⊗
k=0
AdV
(2)
k
)
,
where γe ≡ ⊗
∞
k=1AdW2k and
(A, βξ1 , βξ2)
∼=
(
∞⊗
k=0
MNk ,
∞⊗
k=0
AdU
(1)
2k+1,
∞⊗
k=0
AdU
(2)
2k+1
)
γo,
2
3 ε
≈
(
∞⊗
k=0
MNk ,
∞⊗
k=0
AdV
(1)
k ,
∞⊗
k=0
AdV
(2)
k
)
,
where γo ≡ ⊗
∞
k=0AdW2k+1. This completes the proof.
As mentioned in the introduction, we discuss product type actions for two
classes of UHF algebras. Let ( pk | k ∈ N ) be the prime numbers in the in-
creasing order. For a sequence ( ik | k ∈ N ) of nonnegative integers with∑∞
k=1 ik = ∞, put qk = p
ik
k and let A = ⊗
∞
k=1Mqk . We regard Mqk as a
C∗-subalgebra of A. We consider the class of product type Z2-actions α on this
A. Assume that α looks like
α(p,q)⌈Mqk = Adu
(1)
k
p
u
(2)
k
q
(14)
on Mqk with unitaries u
(1)
k , u
(2)
k in Mqk and λk ∈ T satisfying u
(1)
k u
(2)
k =
λku
(2)
k u
(1)
k . Since λ
qk
k = 1, we may regard λk as an element of Gk ≡ Z/qkZ.
We let [α] be the sequence (λk | k ∈ N ) in
∏∞
k=1Gk. We define an equivalence
relation in
∏∞
k=1Gk by: g ∼ h if there is an n such that gk = hk for all k ≥ n.
Let 0 be the trivial sequence ( 0, 0, . . . ). We note that for every g ∈
∏∞
k=1Gk
there is an action α in the above class with [α] = g.
Theorem 15 (1) If α is an action in the above class and [α] 6∼ 0, then α has
the Rohlin property.
(2) If α and β are actions in the above class and satisfy the Rohlin property,
then the following are equivalent:
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(2.1) [α] ∼ [β].
(2.2) α and β are outer conjugate.
Before proving Theorem 15 we introduce some notations and prepare a
lemma. For a positive integer n and λ ∈ T with λn = 1, we define the n × n
unitary matrices S(n) and Ω(n, λ) by
S(n) =

0 · · · 0 1
1
. . . 0
. . .
. . .
...
1 0
 , Ω(n, λ) =

1
λ
. . .
λn−1
 .
Lemma 16 Suppose that U and V are n× n unitary matrices such that
UV = exp (2πik/n)V U
for some k ∈ N. Let q/p be the irreducible form of k/n. Then there exist
ωi, µi ∈ T (i = 1, . . . , n/p) such that (U, V ) is conjugate to (U1 ⊗ U2, V1 ⊗ V2),
where
λ = exp(2πik/n)
U1 = S(p) , V1 = Ω(p, λ
−1) ,
U2 =
n/p⊕
i=1
ωi , V2 =
n/p⊕
i=1
µi .
Moreover each ωi, µi are unique up to multiples of powers of λ.
Proof. Since UpV = V Up we have a complete orthonomal system of Cn consist-
ing of the common eigenvectors of Up and V . We take such a system (ξ(κ,µ)|κ, µ)
i.e.,
Upξ(κ,µ) = κξ(κ,µ) ,
V ξ(κ,µ) = µξ(κ,µ).
Then if ωp = κ, the space spanned by
ξ(κ,µ), ωUξ(κ,µ), . . . , ω
p−1Up−1ξ(κ,µ)
is invariant under U, V , and the matrix representation of (U, V ) with respect
to the above basis is (ωU1, µV1). Thus (U, V ) is conjugate to the direct sum of
(ωiU1, µiV1) for some sequences ωi, µi in T. Since (ωU1, µV1) is conjugate to
(ωλkU1, µλ
jV1) for all k, j, the last statement is obvious.
Proof of Theorem 15 (1)
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Let α be given as in the theorem. Take unitaries u
(1)
k , u
(2)
k in Mqk and
λk ∈ T as in (14). By Corollary 4 it suffices to prove that α(p,q) has the
Rohlin property as a single automorphism for each (p, q) ∈ Z2 \ {0}. From
the assumption there is a subsequence ( pkn |n ∈ N ) of ( pk | k ∈ N ) such that
λkn 6= 1 for any n. Applying Lemma 16 to u
(1)
kn
, u
(2)
kn
we have a decomposition
(u
(1)
kn,1
⊗ u
(1)
kn,2
, u
(2)
kn,1
⊗ u
(2)
kn,2
) of (u
(1)
kn
, u
(2)
kn
) up to conjugacy, where
u
(1)
kn,1
≡ S(pjnkn) , u
(2)
kn,1
≡ Ω(pjnkn , λ
−1
kn
)
for some 1 ≤ jn ≤ ikn . Then it is easy to see that
( Sp
(
u
(1)
kn,1
p
u
(2)
kn,2
q)
|n ∈ N )
is uniformly distributed in T. This ensures that
( Sp
(
l⊗
k=k0
u
(1)
k
p
u
(2)
k
q
)
| l ≥ k0 )
is also uniformly distributed for all k0. Hence α(p,q) = ⊗
∞
k=1Adu
(1)
k
p
u
(2)
k
q
has
the Rohlin property by [16, Lemma 5.2].
To prove Theorem 15 (2) we introduce an invariant as a slight generalization
of that in [9].
Definition 17 For n × n unitary matrices U, V and λ ∈ T with λn = 1,
if ‖λUV − V U‖ < 2 then the closed complex path γ(t) = det((1 − t)λUV +
tV U) (t ∈ [0, 1]) does not go through zero. We define ωλ(U, V ) as the winding
number of the path γ around zero.
From ‖λUV − V U‖ < 2 we can define log(λ−1V UV ∗U∗), with log the prin-
cipal branch of the logarithm. As is shown in [10, Lemma 3.1]
ωλ(U, V ) =
1
2πi
Tr(log(λ−1V UV ∗U∗))
with the nonnormalized trace Tr on Mn.
Proof of Theorem 15 (2).
Take u
(1)
k , u
(2)
k ∈ U(Mqk), λk ∈ T as in (14) for α, and v
(1)
k , v
(2)
k ∈ U(Mqk),
µk ∈ T for β similarly, i.e.,
β(p,q)⌈Mqk = Adv
(1)
k
p
v
(2)
k
q
,
v
(1)
k v
(2)
k = µkv
(2)
k v
(1)
k .
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First we show that (2.2) implies (2.1). To get a contradiction we assume that
outer conjugate α, β satisfy [α] 6∼ [β]. Outer conjugacy means
AdWi ◦ αξi = γ
−1 ◦ βξi ◦ γ (i = 1, 2)
for some unitaries W1,W2 ∈ A and an automorphism γ of A. For any ε > 0 we
have a positive integerM and unitariesW ′1,W
′
2 in ⊗
M
k=1Mqk with ‖Wi−W
′
i‖ < ε
(i = 1, 2) so that
‖AdW ′i ◦ αξi − γ
−1 ◦ βξi ◦ γ‖ < 2ε .
By the assumption there exists a positive integer K > M with λK 6= µK .
Further take a suffciently large N > K such that
γ(MqK ) ⊆ε Mq1 ⊗ · · · ⊗MqN ,
where X ⊆ε Y means that for any x ∈ X there is y ∈ Y satisfying ‖x − y‖ ≤
ε‖x‖. Here we use the perturbation theorem [5, Corollary 6.8], that is, for a
sufficiently small ε > 0 we have a unitary w1 in A such that
Adw1 ◦ γ(MqK ) ⊆Mq1 ⊗ · · · ⊗MqN
and ‖w1− 1‖ < 28ε
1
2 . Set γ1 = Adw1 ◦γ, B1 = γ1(MqK ) and B2 =Mq1 ⊗· · ·⊗
MqN ∩B
′
1. Then
Mq1 ⊗ · · · ⊗MqN = B1 ⊗B2 ,
γ1 ◦AdW
′
i ◦ αξi ◦ γ
−1
1 (B1) = B1 ,
γ1 ◦AdW
′
i ◦ αξi ◦ γ
−1
1 ⌈B1 = Adγ1(u
(i)
K )
for i = 1, 2. Since ‖AdW ′1 ◦ αξ1 − γ
−1
1 ◦ βξ1 ◦ γ1‖ ≤ C1ε
1
2 for some positive
constant C1 independent of ε we have
βξ1(B1) ⊆C1ε
1
2
B1 .
Noting that B1, βξ1(B1) ⊆Mq1⊗· · ·⊗MqN , we can use [5, Corollary 6.8] again.
So we have a unitary w2 in Mq1 ⊗ · · · ⊗MqN such that
Adw2 ◦ βξ1(B1) ⊆ B1 ,
‖w2 − 1‖ < C2ε
1
4
for some positive constant C2. As Mq1 ⊗ · · · ⊗MqN is finite-dimensional and
Adw2 ◦ βξ1(B1) = B1 ,
Adw2 ◦ βξ1(Mq1 ⊗ · · · ⊗MqN ) =Mq1 ⊗ · · · ⊗MqN ,
we have unitaries U1 in B1 and U2 in B2 such that
Adw2 ◦ βξ1⌈B1 = AdU1 ,
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Adw2 ◦ βξ1⌈B2 = AdU2.
For these unitaries we have the following estimates:
‖(Adγ1(u
(1)
K )−AdU1)⌈B1‖ = ‖(γ1 ◦AdW
′
1 ◦ αξ1 ◦ γ
−1
1 −Adw2 ◦ βξ1)⌈B1‖
≤ ‖γ1 ◦AdW
′
1 ◦ αξ1 ◦ γ
−1
1 −Adw2 ◦ βξ1‖
≤ C4ε
1
4 ,
‖Ad(U1 ⊗ U2)−
N⊗
k=1
Adv
(1)
k ‖ ≤ ‖Adw2 ◦ βξ1 − βξ1‖
≤ C4ε
1
4
for some positive constant C4. Thus we obtain scalars η1, η2 of T such that
‖γ1(u
(1)
K )− η1U1‖ < 4C4ε
1
4 ,
‖U1 ⊗ U2 − η2
N⊗
k=1
v
(1)
k ‖ ≤ 4C4ε
1
4 .
Consequently we have
‖γ1(u
(1)
K )⊗ U2 − η
N⊗
k=1
v
(1)
k ‖ < C5ε
1
4
for some η ∈ T and positive constant C5. Similarly for the direction of ξ2 we
obtain a unitary V2 in B2 such that
‖γ1(u
(2)
K )⊗ V2 − ζ
N⊗
k=1
v
(2)
k ‖ < C6ε
1
4
for some ζ ∈ T and positive constant C6. To use an invariant in Definition 17,
we set µ =
∏N
k=1 µk. Then there is a λ ∈ T such that λ
q1···qN = 1 and
|λµ− 1|+ 2(C5 + C6)ε
1
4 < 2 .
Note that ωλ is invariant under homotopy of unitaries for which ωλ is defined.
From the above estimates we have
ωλ(γ1(u
(1)
K )⊗ U2, γ1(u
(2)
K )⊗ V2) = ωλ(η
N⊗
k=1
v
(1)
k , ζ
N⊗
k=1
v
(2)
k )
for a sufficiently small ε > 0. We now evaluate the both sides to get a contra-
diction. Let
λk = exp(2πi ·
sk
qk
), µk = exp(2πi ·
tk
qk
),
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λ = exp(2πi ·
s
q1 · · · qN
)
for some sk, tk ∈ {0, . . . , qk − 1} and s ∈ {0, . . . , (q1 · · · qN − 1)}. Then
λ−1(γ1(u
(2)
K )⊗ V2)(γ1(u
(1)
K )⊗ U2)(γ1(u
(2)
K )⊗ V2)
∗(γ1(u
(1)
K )⊗ U2)
∗
= 1qK ⊗ exp
{
2πi
(
−s
q1 · · · qN
+
−sK
qK
)}
V2U2V
∗
2 U
∗
2
= exp
2πi

qK⊕
j=1
((
−s
q1 · · · qN
+
−sK
qK
)
1q1···qK−1qK+1···qN +H2
)

for some H2 ∈Mq1···qK−1qK+1···qN with Tr(H2) ∈ Z. Thus
ωλ(γ1(u
(1)
K )⊗ U2, γ1(u
(2)
K )⊗ V2)
= Tr

qK⊕
j=1
((
−s
q1 · · · qN
+
−sK
qK
)
1q1···qK−1qK+1···qN +H2
)
= −s− sKq1 · · · qK−1qK+1 · · · qN + qKTr(H2).
On the other hand
ωλ
(
η
N⊗
k=1
v
(1)
k , ζ
N⊗
k=1
v
(2)
k
)
=
(
−s
q1 · · · qN
+
N∑
k=1
−tk
qk
+ n
)(
N∏
l=1
ql
)
= −s−
N∑
k=1
tkq1 · · · qk−1qk+1 · · · qN + nq1 · · · qN
for some n ∈ Z. Therefore
(sK − tK)q1 · · · qK−1qK+1 · · · qN = qKTr(H2) +
N∑
k=1
k 6=K
−tk
qk
+ nq1 · · · qN .
Noting that sK − tK 6= 0 and sK − tK is not divided by qK , we have a contra-
diction.
Next we show that (2.1) implies (2.2). We assume [α] ∼ [β]. Then we may
also assume that λk = µk for any k since inner perturbation does not change
outer conjugacy classes. If there is a k0 ∈ N such that λk = 1 for any k ≥ k0,
then we have the result from Theorem 14. If there is no such k0, we pick up all
the k’s with λk 6= 1 and make the subsequence ( pkn |n ∈ N ) of ( pk | k ∈ N ).
Let λk = exp(2πisk/qk) as before. Then for any N
kN∏
k=1
λk = exp
(
2πi ·
N∑
n=1
skn
qkn
)
.
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By noting that skn 6= 0 and qkn ’s are relatively prime to the each others,∑N
n=1 skn/qkn equals to
SN
pj1k1 · · · p
jN
kN
in the irreducible form for some positive integers j1, . . . , jN and SN . Here we
apply Lemma 16 to two pairs (⊗kNk=1u
(1)
k ,⊗
kN
k=1u
(2)
k ), (⊗
kN
k=1v
(1)
k ,⊗
kN
k=1v
(2)
k ) of uni-
taries. Then for any ε > 0, if we take a sufficiently largeN , these pairs are almost
conjugate i.e., there is a unitary w1 in ⊗
kN
k=1Mqk such that
‖Adw1
(
kN⊗
k=1
u
(i)
k
)
−
kN⊗
k=1
v
(i)
k ‖ < 2
−1ε
for i = 1, 2. We adopt the same method for ⊗∞k=kN+1Mqk and 2
−1ε in place of
ε. Repeating this procedure as in the proof of Theorem 14, we have the result.
Remark 18 Let A =M3⊗M2∞ and let ωn = exp(2πi/n) for each n ∈ N. We
define Z2-actions α, β on A by
αξ1 = AdΩ(3, ω3)⊗
(
∞⊗
k=1
AdΩ(2k, ω2k)
)
, αξ2 = AdS(3)⊗
(
∞⊗
k=1
AdS(2k)
)
,
βξ1 = idM3 ⊗
(
∞⊗
k=1
AdΩ(2k, ω2k)
)
, βξ1 = idM3 ⊗
(
∞⊗
k=1
AdS(2k)
)
.
Then the same arguments as in the first part of the above proof show that α, β
have the Rohlin property and they are not approximately conjugarte. However
they are clearly outer conjugate.
Let { qk | k ∈ K } be a finite or infinite set of prime numbers. We next
consider product type Z2-actions on the UHF algebra⊗
k∈K
Mq∞
k
,
where Mq∞
k
is understood as ⊗∞n=1Mqk .
Theorem 19 For the above UHF algebra, any two product type Z2-actions with
the Rohlin property are approximately conjugate.
Proof. From Theorem 14 it is enough to prove that for any product type Z2-
action α on A with the Rohlin property and ε > 0, there exist an automorphism
γ of A and a product type action β with the Rohlin property such that α
γ,ε
≈ β
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and β has the same form as in Theorem 14 i.e., there exist a sequence (nl | l ∈
N ) of positive integers and sequences ( v
(1)
l | l ∈ N ), ( v
(2)
l | l ∈ N ) of unitary
matrices such that
v
(1)
l , v
(2)
l ∈Mnl ,
v
(1)
l v
(2)
l = v
(1)
l v
(2)
l ,
(A, βξ1 , βξ2)
∼=
(
∞⊗
l=1
Mnl ,
∞⊗
l=1
Adv
(1)
l ,
∞⊗
l=1
Adv
(2)
l
)
.
Let ( pk | k ∈ N ) be the prime numbers in the increasing order. By definition
we find a sequence (Nk | k ∈ N ) of positive integers in such a way that each
k ∈ N there are nonnegative integersm
(1)
k , . . .m
(Nk)
k , unitaries uk, vk and λk ∈ T
satisfying
(A,αξ1 , αξ2)
∼=
(
∞⊗
k=1
M
p
m
(1)
k
1 ···p
m
(Nk)
k
Nk
,
∞⊗
k=1
Aduk,
∞⊗
k=1
Advk
)
,
uk, vk ∈ U(M
p
m
(1)
k
1 ···p
m
(Nk)
k
Nk
), ukvk = λkvkuk,
m
(1)
k + · · ·+m
(Nk)
k 6= 0 .
Set Qk = p
m
(1)
k
1 · · · p
m
(Nk)
k
Nk
. By Remark 12, λQkk = 1 for each k. If λk = 1
for any k, we are done, so we assume that λk 6= 1 for some k ∈ N. Take
k1 ≡ min{ k ∈ N |λk 6= 1 }. For n ≥ k1 + 1 we define
N(n) =
n∏
k=k1+1
Qk, λ(n) =
n∏
k=k1+1
λk
and relatively prime integers M(n) and K(n) by
λ(n) = exp
(
2πi ·
K(n)
M(n)
)
,
M(n) ≤ N(n), K(n) ∈ {0, . . . ,M(n)− 1}.
If we set m(i)(n) = max{m
(i)
k | k1 + 1 ≤ k ≤ n } (i = 1, . . . , Nk1) then for
each i the exponent of the factor pi in M(n) is less than or equal to m
(i)(n).
Hence taking a sufficiently large n, we can make the exponent of the factor pi
in N(n)M(n)−1 as large as we like if m(i)(n) 6= 0. In particular N(n)M(n)−1
is divided by Q2k1 and N(n) is much larger than M(n).
We want to show that for any δ > 0, which is much smaller than ε, there
exist positive integers n, m1, m2 and unitary matrices Ui, Vi (i = 1, 2, 3) and
W such that
n ≥ k1 + 1, m1,m2 ≥ δ
−1,
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m1m2 = N(n)M(n)
−1Q−2k1 ,
U1, V1 ∈MQk1 , U2, V2 ∈MM(n)Qk1 ,
U3, V3 ∈MN(n)M(n)−1Q−2
k1
, W ∈MN(n),
U1V1 = λ
−1
k1
V1U1, U3V3 = V3U3,
Sp(U3, V3) is (m1,m2; δ)− distributed (15)
and (
n⊗
k=k1+1
MQk ,
n⊗
k=k1+1
Aduk,
n⊗
k=k1+1
Advk
)
AdW,2−1ε
≈
( MQk1 ⊗MM(n)Qk1 ⊗MN(n)M(n)−1Q−2k1
,
Ad(U1 ⊗ U2 ⊗ U3), Ad(V1 ⊗ V2 ⊗ V3 )) .
Suppose that we have shown this statement, then we can construct the required
γ and β as follows. Set
n1 = (Q1Q2 · · ·Qk1) ·Qk1 ·N(n)M(n)
−1Q−2k1 ,
v
(1)
1 =
(
k1⊗
k=1
uk
)
⊗ U1 ⊗ U3 ,
v
(2)
1 =
(
k1⊗
k=1
vk
)
⊗ V1 ⊗ V3 ,
W1 =W .
Then v
(1)
1 , v
(2)
1 ∈ U(Mn1). Applying the same method to(
MM(n)Qk1 ⊗
(
∞⊗
k=n+1
MQk
)
, AdU2 ⊗
(
∞⊗
k=n+1
Aduk
)
,
Ad V2 ⊗
(
∞⊗
k=n+1
Advk
) )
and 2−1ε in place of (
∞⊗
k=1
MQk ,
∞⊗
k=1
Aduk,
∞⊗
k=1
Advk
)
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and ε, we get n2, v
(1)
2 , v
(2)
2 ,W2. Repeating this procedure as in the proof of
Theorem 14, we obtain an automorphism γ as the infinite product of AdWi
(i = 1, 2, . . .) and an action β as
βξi =
∞⊗
l=1
Adv
(i)
l (i = 1, 2) .
This β also has the Rohlin property due to (15). Hence we have the required γ
and β.
Now we show the remaining part of the proof, that is, the existence of
n,m1,m2 ∈ N, unitary matrices Ui, Vi (i = 1, 2, 3) and W satisfying the pre-
scribed conditions. By Lemma 16 we can decompose (up to conjugacy)(
n⊗
k=k1+1
MQk ,
n⊗
k=k1+1
uk,
n⊗
k=k1+1
vk
)
into (
MM(n) ⊗MN(n)M(n)−1 , U
(n)
1 ⊗ U
(n)
2 , V
(n)
1 ⊗ V
(n)
2
)
,
where U
(n)
1 = S(M(n)), V
(n)
1 = Ω(M(n), λ(n)
−1) and U
(n)
2 , V
(n)
1 are some
commuting unitary matrices. Furthermore we see(
Sp(U
(n)
2 , V
(n)
2 ) |n ≥ k1 + 1
)
is uniformly distributed. Actually note that Sp(U
(n)
2 , V
(n)
2 ) is unique up to
piecewise multiples of (λ(n)k, λ(n)l) for any k, l ∈ N. So if sup{M(n) |n ≥ k1+
1 } =∞ then it is clearly uniformly distributed. If sup{M(n) |n ≥ k1+1 } <∞
then there is a positive integer M such that M is divided by M(n) for any
n ≥ k1 + 1. Noting that(
n⊗
k=k1+1
uk
)(
n⊗
k=k1+1
vk
)
= exp
(
2πi ·
K(n)
M(n)
)( n⊗
k=k1+1
vk
)(
n⊗
k=k1+1
uk
)
we have (
n⊗
k=k1+1
uMk
)(
n⊗
k=k1+1
vMk
)
=
(
n⊗
k=k1+1
vMk
)(
n⊗
k=k1+1
uMk
)
for any n ≥ k1 + 1. This implies u
M
k v
M
k = v
M
k u
M
k for any k ≥ k1 + 1. Hence by
Proposition 13
( Sp
(
n⊗
k=k1+1
uMk ,
n⊗
k=k1+1
vMk
)
| n ≥ k1 + 1 )
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is uniformly distributed. Since
Sp
(
n⊗
k=k1+1
uMk ,
n⊗
k=k1+1
vMk
)
= Sp
(
1⊗ U
(n)
2
M
, 1⊗ V
(n)
2
M
)
,
it follows that
( Sp
(
U
(n)
2 , V
(n)
2
)
| n ≥ k1 + 1 )
should be uniformly distributed. Using this distribution of the joint spectrum,
we can make for a sufficiently large n(
MN(n)M(n)−1 , U
(n)
2 , V
(n)
2
)
close to (up to conjugacy)(
MQk1 ⊗MQk1 ⊗MN(n)M(n)−1Q−2k1
, U ′3 ⊗ U
′
4 ⊗ U
(n)
5 , V
′
3 ⊗ V
′
4 ⊗ V
(n)
5
)
in norm, where
U ′3 = V
′
4 = S(Qk1), U
′
4 = V
′∗
3 = Ω(Qk1 , λk1)
and Sp(U
(n)
5 , V
(n)
5 ) is (m1,m2; δ)-distributed for some m1,m2 ∈ N satisfying
m1,m2 ≥ δ
−1, m1m2 = N(n)M(n)
−1Q−2k1 .
Since U ′4V
′
4 = λ
−1
k1
V ′4U
′
4, we obtain desired unitaries in such a way that
U1 = U
′
4 , V1 = V
′
4 ,
U2 = U
(n)
1 ⊗ U
′
3 , V2 = V
(n)
1 ⊗ V
′
3 ,
U3 = U
(n)
5 , V3 = V
(n)
5 .
We complete the proof.
Now we sum up the results we have shown so far. Let ( pk | k ∈ N ) be the
prime numbers in the increasing order. By Glimm’s theorem ([11]), for any UHF
algebra A there exists one and only one sequence ( ik | k ∈ N ) of nonnegative
integers or∞ such that A ∼= ⊗∞k=1Mpik
k
, whereMp∞
k
is understood as ⊗∞n=1Mpk .
Then our classification of Z2-actions on A is as follows:
Theorem 20 Let A be a UHF algebra with the invariant ( ik | k ∈ N ) as above.
(1) If ♯{ k ∈ N | 1 ≤ ik < ∞} = ∞ then there are infinitely many outer conju-
gacy classes of product type Z2-actions on A with the Rohlin property.
(2) If ♯{ k ∈ N | 1 ≤ ik < ∞} < ∞ and A is infinite-dimensional then there is
one and only one outer conjugacy class of product type Z2-actions on A with
the Rohlin property.
(3) If A is finite-dimensional then there is no Z2-action on A with the Rohlin
property.
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