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Chapitre 1
Introduction
The english version of this introduction is in the appendix.
Dans cette introduction, je m’attacherai à présenter les travaux effectués durant ces trois années
de thèse. Ils portent principalement sur le spectre des graphes (ou des matrices) aléatoires. Une idée
importante qui sous-tend de nombreux chantiers de la recherche moderne est que les plus grandes
valeurs propres d’une matrice sont celles qui apportent le plus d’informations sur cette matrice. Il
est donc d’un grand intérêt de disposer de descriptions fines de ces valeurs propres. J’essaierai de
présenter autant que possible cette importance à travers les travaux présentés.
Le premier travail de cette thèse est inspiré de la prépublication The spectral gap of sparse random
digraphs ([62]). On y étudie la deuxième valeur propre de la matrice de transition sur les graphes de
configurations dirigés : dans ce modèle, on spécifie le degré entrant d´i et sortant d
`
i de chaque sommet
et on prend un multi-graphe dirigé G uniformément au hasard parmi les graphes qui ont ces degrés. La
deuxième valeur propre de la matrice de transition possède une borne elle-même fonction des degrés ;
au passage, cela nous permet de résoudre la conjecture dirigée d’Alon sur les graphes réguliers dirigés.
De façon générale, une question importante de la théorie des graphes consiste à relier un graphe
à sa suite des degrés ; on peut en premier lieu se demander si, étant donnés des entiers pd1, . . . ,dnq, il
est possible de construire un graphe G ayant ces degrés. Ce n’est pas toujours le cas : la question fut
entièrement résolue par Erdo˝s et Gallai dans les années 1960, et a généré tout un champ de recherches
sur la possibilité de reconstruire des graphes à partir d’informations locales comme les degrés. Dans le
deuxième travail présenté ici, inspiré d’un article en collaboration avec Charles Bordenave ([41]), on
s’intéresse à l’existence de graphes ayant des voisinages donnés, la question ayant récemment émergé
dans le cadre de travaux sur la convergence locale des graphes.
Ces deux premières parties sont relativement proches par leur objet, les graphes et leurs degrés.
La troisième partie, fruit d’une collaboration avec Justin Salez ([63]), diffère un peu des deux pre-
mières ; l’objet principal reste les grands graphes aléatoires avec peu d’arêtes, mais on y étudie la
nature du spectre, et en particulier l’existence d’une partie continue, qui correspond à la notion d’états
étendus venue de la mécanique quantique. On démontre notamment un critère permettant de déter-
miner l’existence ou l’absence d’états étendus dans le spectre d’un modèle très général, les arbres de
Galton-Watson unimodulaires. Cela nous a permis de répondre entre autres à une question posée par
les physiciens Bauer et Golinelli en 2001.
Enfin, dans la dernière partie, issue d’un travail en collaboration avec Charles Bordenave et Raj
Rao Nadakuditi, je présente un résultat sur les grandes valeurs propres des matrices. On considère
un graphe d’Erdo˝s-Rényi dirigé sur n sommets, dans le régime dilué où le degré moyen est d, indé-
pendant de n. On pondère chaque arête pi, jq du graphe par un poids Pi, j. L’objectif est d’obtenir des
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informations sur la matrice P à partir de l’observation de la matrice d’adjacence pondérée A ; c’est
le problème de la complétion de matrice, extrêmement étudié depuis une quinzaine d’années. Nous
démontrons une transition de phase spectaculaire : sous des hypothèses naturelles sur la matrice P,
il existe un seuil ϑ “ ϑpP,dq tel que les plus grandes valeurs propres de pn{dqA convergent vers les
valeurs propres de P plus grandes que ϑ. Toutes les autres valeurs propres de pn{dqA sont contenues
dans Dp0,ϑq. Nous démontrons également que les vecteurs propres de A associés à ces valeurs propres
sont corrélés avec les vecteurs propres correspondants de P. Ce résultat est inattendu, car il montre
que la reconstruction (faible) de P ou d’une partie de P est possible même dans le régime où d est fixé.
Cette introduction donne une description complète de ces résultats, ainsi que des éléments de
contexte sur chacun des domaines abordés. En premier lieu (§1.1), je donne quelques généralités sur
le spectre des matrices et des graphes, avant de décrire la théorie de la convergence locale qui est
sous-jacente à tous les travaux présentés ici. Les autres chapitres (§1.2-1.5) sont chacun consacrés aux
travaux mentionnés ci-dessus et sont relativement indépendants.
Enfin, je donne en conclusion (§1.6, page 32) deux idées qui émanent de cette thèse : le régime
dilué (où est d est vraiment petit) est le régime intéressant du point de vue des applications, et parfois
il vaut mieux dé-symétriser des problèmes qui sont naturellement symétriques, un programme qui
semble assez prometteur au vu de certains résultats récents de la littérature.
1.1 La convergence du spectre
On rappelle quelques notions classiques d’algèbre linéaire et de théorie des graphes, puis on décrit la
convergence des graphes au sens de Benjamini-Schramm.
Les valeurs propres
Toute matrice symétrique A PMn,npRq possède une décomposition spectrale, au sens où elle s’écrit
A“ λ1ϕ1ϕ1˚ `¨¨ ¨`λnϕnϕn˚ , (1.1.1)
avec λ1 ě ¨¨ ¨ ě λn ses valeurs propres, et ϕi la famille orthonormée des vecteurs propres associés.
Les valeurs propres capturent une grande quantité d’informations sur la matrice A, et disposent de
caractérisations classiques très utiles, par exemple
λi “ max
VPVi,n
min
xPV|x|“1
xx,Axy (1.1.2)
où Vi,n est l’ensemble des sous-espaces vectoriels deRn de dimension i. L’étude des valeurs propres de
matrices symétriques aléatoires, initiée avec les travaux de Wigner, s’est révélée extrêmement fertile
en développements venus de la combinatoire, des statistiques, de la physique ou même de la théorie
des nombres.
Lorsque la matrice A n’est plus symétrique, elle possède tout de même n valeurs propres com-
plexes, mais il n’y a pas forcément de décomposition de la forme (1.1.1). Une variante populaire et
utile est la décomposition en valeurs singulières : pour toute matrice A PMm,npRq, il existe des σ1 ě
¨¨ ¨ ě σr ą 0, avec r “ rangpAq, et deux familles orthonormales pφ1, . . . ,φrq dans Rm et pψ1, . . . ,ψrq
dans Rn, telles que
A“ σ1φ1ψ1˚ `¨¨ ¨`σrφrψr˚ .
Des caractérisations variationnelles similaires à (1.1.2) existent pour les σi. Dans beaucoup d’applica-
tions, les valeurs singulières des matrices se sont révélées extrêmement utiles, jouant a priori le rôle
des valeurs propres pour les matrices symétriques. Ce n’est pourtant pas exactement le cas, et dans
plusieurs problèmes naturellement non-symétriques, les valeurs singulières se sont révélées moins in-
formatives que les valeurs propres. L’un des objectifs de cette thèse est d’étudier les valeurs propres
de certaines matrices non-hermitiennes.
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Spectre des graphes
Commençons par rappeler un peu de terminologie des graphes : un graphe G “ pV,Eq est la donnée
d’un ensemble de sommets V , toujours dénombrable dans cette thèse, et d’une partie E de V ˆV . Les
éléments pu,vq dans E sont les arêtes du graphe. Les graphes simples sont les graphes sans boucles
pv,vq et dont les arêtes sont symétriques, au sens où pu,vq P E si et seulement si pv,uq P E ; on dit aussi
graphe non-orienté ou non-dirigé, par opposition au cas où des arêtes pu,vq peuvent exister sans que
l’arête pv,uq ne soit dans E. Les travaux présentés dans cette thèse se rapportent aux graphes dilués,
c’est-à-dire les graphes dont le nombre d’arêtes est comparable au nombre de sommets.
Tout graphe G“ pV,Eq est entièrement caractérisé par sa matrice d’adjacence A. Cette matrice est
indexée par V et se définit par
Au,v “ 1pu,vqPE .
La matrice A est hermitienne si et seulement si le graphe correspondant est non-orienté. La théorie
algébrique des graphes consiste à étudier G via le spectre de sa matrice d’adjacence — pour des
manuels de référence, on renvoie à [51, 64]. L’un des avantages de cette vaste idée est qu’il existe
de nombreuses procédures numériques pour approcher numériquement le spectre, en temps Opn3q
dans le pire des cas, et que la connaissance du spectre permet d’obtenir des bonnes approximations de
quantités très difficiles à calculer, voire souvent NP-complètes, comme la constante isopérimétrique ou
le nombre chromatique — nous y reviendrons dans la section 1.2. De nombreux problèmes statistiques
ou informatiques qui se posent en termes de graphes peuvent ainsi être résolus par des algorithmes
spectraux ; voir par exemple [134, 90, 10].
Graphes aléatoires
La théorie classique des graphes s’est attachée à étudier les propriétés de graphes particuliers : étant
donné un graphe, quelles relations peut-on donner entre, par exemple, son nombre chromatique, son
nombre d’arête, sa planarité, etc. C’est souvent nécessaire dans les applications, où l’on dispose d’un
graphe précis (par exemple le graphe de Facebook) duquel on veut tirer des informations.
Pourtant, dans beaucoup d’autres applications, on ne dispose pas d’un seul graphe, mais de plu-
sieurs graphes qui vérifient certaines propriétés communes (comme les graphes des liens entre utili-
sateurs de divers réseaux sociaux). Plutôt que d’étudier ces graphes individuellement, on étudie donc
des classes entières de graphes, et on essaie de déterminer des propriétés globalement vraies sur ces
classes. Mathématiquement, il s’agit évidemment d’identifier une classe particulière, par exemple l’en-
semble G pnq des graphes simples sur n sommets, et d’étudier les propriétés d’une variable aléatoire
(uniforme ou non) G sur cet ensemble. Dans cette thèse, on étudie plusieurs modèles classiques de
graphes aléatoires : les graphes d’Erdo˝s-Rényi, les arbres uniformes et les graphes avec degrés pres-
crits.
La plupart des résultats sont énoncés sous le régime asymptotique dans lequel la taille n des
graphes tend vers l’infini. On étudiera donc des suites de graphes aléatoires de plus en plus grands.
Dans ce régime, les modèles que nous étudions peuvent être vus comme des approximations finies
d’objets-limites infinis, à l’aide de la convergence locale faible. Ce point de vue est à la fois une heu-
ristique fertile pour comprendre certains problèmes (en particulier, ceux exposés dans la première), et
une théorie puissante pour en résoudre d’autres (comme dans la troisième partie).
Convergence de Benjamini-Schramm
L’idée principale de la convergence locale faible des graphes est d’étudier l’aspect typique du graphe
autour d’un sommet quelconque. On présente dans cette section les grandes lignes et résultats de cette
théorie ; on renvoie à [8, 34] pour des introductions complètes, ainsi qu’à [27].
Pour décrire la théorie, on a besoin de définir quelques termes d’usage courant : signalons pour
commencer que tous les graphes étudiés auront pour sommets un même ensemble V (ou une partie
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de V ), supposé dénombrable, et que tous les graphes considérés auront tous leurs degrés finis (on dit
aussi qu’ils sont localement finis).
‚ Un graphe enraciné est un couple pG,vq où G est un graphe connexe et v P V est un sommet
particulier de G, appelé racine.
‚ Lorsque pG,vq est un graphe enraciné, on notera pG,vqt l’ensemble des sommets de G à distance
inférieure ou égale à t de la racine v.
‚ Un isomorphisme entre deux graphes enracinés pG1,v1q et pG2,v2q est un isomorphisme de
graphes ϕ : G1 Ñ G2 qui conserve la racine, c’est-à-dire tel que ϕpv1q “ v2.
‚ Lorsqu’il existe un tel isomorphisme entre deux graphes enracinés pG1,v1q et pG2,v2q, on écrit
pG1,v1q » pG2,v2q.
‚ On note enfin G˚ l’ensemble des (classes d’isomorphismes) des graphes connexes enracinés
localement finis.
On peut munir G˚ d’une distance, dite « locale », en posant dppG1,v1qpG2,v2qq “ p1`T q´1, où T “
suptt ě 0 : pG1,v1qt » pG2,v2qtu. L’espace métrique ainsi obtenu est polonais. Il est donc possible de
munirPpG˚q, l’ensemble des mesures de probabilités sur G˚, de la topologie de la convergence faible.
Concrètement, cela veut dire que µn Ñ µ si et seulement si pour toute fonction f : G˚Ñ R continue
bornée, on a
ş
f dµn Ñ
ş
f dµ . On dira qu’une suite de graphes enracinés aléatoires pGn,vnq converge
vers un graphe pG8,v8q si les lois de pGn,vnq convergent vers la loi de pG8,v8q. En pratique, on a
Gn Ñ G8 si et seulement si pour tout graphe enraciné fixé pg,vq, on a
@t P N, PppGn,vnqt » pg,vqtq Ñ PppG8,v8qt » pg,vqtq.
L’idée centrale de la convergence de Benjamini-Schramm est que n’importe quelle suite de graphes
finis pGnq donne naissance à une suite de graphes connexes enracinés aléatoires par enracinement
uniforme : il suffit de prendre la racine vn uniformément au hasard sur Vn, et de considérer le graphe
pGnpvnq,vnq, où la notation Gpvq désigne la composante connexe de G contenant v.
Cette idée très puissante permet d’étudier des suites de graphes finis d’un point de vue purement
local : la convergence d’une suite de graphes a lieu si les voisinages de ses points ressemblent (en loi)
aux voisinages de la racine du graphe limite.
De nombreux modèles de graphes convergent presque sûrement au sens de Benjamini-Schramm.
C’est le cas des modèles étudiés dans cette thèse, que nous présentons (entre autres) maintenant. La
littérature sur chacun de ces modèles occupe des pages entières de bibliographies ; les trois premiers
modèles sont extensivement décrits dans [32].
(1) Erdo˝s-Rényi. On note ERpn, pq la loi d’Erdo˝s-Rényi de paramètres d{n ; l’ensemble des som-
mets est de taille n et chacune des npn´ 1q{2 arêtes possibles est indépendamment mise dans
le graphe G avec probabilité p. Si p “ d{n avec d un réel positif fixé, alors Gn Ñ PGWpdq,
l’arbre de Galton-Watson avec loi de reproduction poissonienne de paramètre λ . On renvoie à
[34] pour une démonstration.
(2) Graphes avec degrés prescrits. Soit dpnq “ pd1, . . . ,dnq une suite graphique1, et soit Gn pris
uniformément au hasard sur G pn,dpnqq. On suppose que la loi empirique des degrés converge
vers une mesure pi sur N, en loi et dans L2. Si pipt0uq ă 1, alors Gn Ñ UGWppiq, l’arbre de
Galton-Watson unimodulaire avec loi des degrés pi . Cet objet sera défini rigoureusement dans la
dernière partie. Pour les démonstrations, voir [34, Chapitre 3].
1Une suite pd1, . . . ,dnq est graphique s’il existe effectivement un graphe simple à n sommets dans lequel le degré du
sommet i est di. Toutes les suites ne sont pas graphiques : cela fait l’objet de toute la section 1.3.
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(3) Graphes réguliers. C’est un cas particulier du précédent : en effet, dans ce cas on a dpnq “
pd, . . . ,dq, le graphe Gn est uniforme parmi tous les graphes d-réguliers à n sommets ; dans ce
cas, pi “ δd et l’arbre limite UGWpδdq n’est autre que Td , l’arbre infini d-régulier2 (en particu-
lier, la limite est déterministe).
(4) Arbres uniformes. Soit Tn un arbre choisi uniformément parmi l’ensemble des nn´2 arbres éti-
quetés sur n sommets. La suite Tn converge au sens de Benjamini-Schramm vers l’arbre squelette
d’Aldous, noté Tsquel, défini de la manière suivante : on commence par le graphe de N, enraciné
en zéro, appelé colonne vertébrale ; puis, à chaque noeud i de cette colonne vertébrale, on colle
un arbre ti qui est aléatoire et de loi PGWp1q — les arbres t0, t1, t2, . . . sont indépendants ; voir
figure 1.1b. Pour la démonstration de la convergence Tn Ñ Tsquel, voir [85].
(5) Arbre canopée. On note Td,n “ pTn,oqd l’arbre infini d-régulier dont a gardé uniquement les n
premières générations. Contrairement au cas des graphes réguliers, cet arbre possède un bord :
une proportion asymptotiquement égale à pd´ 2q{pd´ 1q des sommets sont des feuilles. La
limite n’est donc pas Td , mais un bel objet récursif, pCd ,oq, appelé arbre canopée : voir la
figure 1.1a. L’identification du bon modèle limite entre Td et Cd est une question intéressante
en physique du modèle d’Anderson, où elle reflète la prise en compte des effets de bord ([5],
[122]).
x0
x1
x2
x3
x4
(a) Arbre canopée C3
(b) Arbre-squelette Tsquel.
FIGURE 1.1 – Deux exemples d’arbres unimodulaires. Dans l’arbre-squelette, les ti sont iid de loi
PGWp1q.
2Aussi appelé réseau de Bethe.
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Continuité du spectre
Soit Gn une suite de graphes finis, qui converge au sens de Benjamini-Schramm vers un graphe pG,vq.
La matrice d’adjacence An de Gn a pour spectre λ1pAnq ě ¨ ¨ ¨ ě λnpAnq et on notera
µAn “ 1n
nÿ
i“1
δλipAnq
la mesure spectrale empirique de Gn. Un des grands intérêts de la convergence de Benjamini-Schramm
est de garantir que µAn converge vers une mesure limite, définie à partir de pG,vq (voir [1, 126] ou
encore [34, Proposition 2.5]). Plus précisément, si Gn converge au sens de Benjamini-Schramm vers
un graphe limite pG,vq de loi ρ , alors
sup
tPR
|FAnptq´Fρptq| Ñ 0 (1.1.3)
où FAn est la fonction de répartition de µAn , et Fρ est la fonction de répartition d’une mesure µρ sur
G˚ qui est définie à partir de ρ . La convergence (1.1.3) équivaut en fait à la convergence de tous les
atomes (i.e. µAnptλuqÑ µρptλuq pour tout réel λ ) plus la convergence faible de µAn vers µρ . Toute la
difficulté est évidemment d’identifier la mesure limite µρ , et ici intervient une propriété importante :
l’unimodularité. Nous donnerons une définition explicite de µρ à la page 19, ainsi qu’une description
de l’unimodularité.
Telle quelle, la convergence (1.1.3) ne permet pas d’élucider le comportement exact de certaines
valeurs propres particulières, comme λ1pAnq par exemple, car le comportement d’un nombre fini ou
négligeable devant n de valeurs propres est perdu dans la convergence locale faible. L’étude du com-
portement asymptotique des plus grandes valeurs propres ne peut donc pas entièrement se fonder sur
la continuité du spectre (même si cette dernière permet d’obtenir quelques informations), et nécessite
des méthodes ad hoc comme la méthode de la trace. C’est ce genre de méthodes qui gouverne l’étude
de la deuxième valeur propre de certains graphes avec des degrés prescrits, que je présente maintenant.
1.2 Valeurs propres des graphes réguliers
On s’intéresse dans cette partie aux graphes avec une suite de degrés fixés, et à la deuxième valeur
propre de leur matrice de transition ; les résultats et les démonstrations sont rassemblés dans le chapitre
1 de cette thèse, qui reprend la prépublication [62].
Pour commencer, on donne un bref aperçu des motivations autour de cette question, notamment à
travers le théorème d’Alon. Pour fixer les idées, je commence par présenter ce dernier dans le cadre
des graphes simples (non orientés, sans boucles) et d-réguliers.
Spectre des graphes réguliers et expansion
Donnons-nous un graphe d-régulier G. La marche aléatoire sur ce graphe a pour matrice de transition
Pu,v “ 1d 1pu,vqPE . Il est clair que P“ 1d A, où A est la matrice d’adjacence ; dans ce cadre, le spectre de
P et le spectre de A sont identiques à une dilatation près. Les résultats de cette section sont formulés
en termes de la matrice de transition P.
Il n’est pas difficile de vérifier que la plus grande valeur propre de P est 1, et la multiplicité de 1
est égale au nombre de composantes connexes de G ; d’autre part,´1 est valeur propre si et seulement
si le graphe est biparti (voir par exemple [31, Section VIII.2]). Le comportement de la plus grande
valeur propre est donc finalement assez peu informatif. La question de connaître le comportement de
la seconde plus grande valeur propre est autrement plus riche et difficile. Notons
λ‹ “maxt|λ | : λ valeur propre de P avec |λ | ă 1u
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le module de la plus grande valeur propre non triviale. Il existe de nombreux résultats qui relient cette
quantité à des propriétés importantes du graphe liées à son expansion : l’idée générale est que si λ‹
est petite, le graphe est un bon « expanseur », au sens où ses arêtes sont très bien distribuées dans le
graphe et où la suppression de quelques-unes d’entre elles ne provoque pas de changement majeur
dans sa géométrie. Plusieurs outils permettent de quantifier cette intuition.
Inégalité de Cheeger. Pour tout graphe d-régulier G, on a
dp1´λ‹q
2
ďΦpGq ď d
a
1´λ‹ (1.2.1)
où ΦpGq “minAĂV,|A|ď|V |{2 |BA||A| est la constante isopérimétrique3 du graphe. Lorsque λ‹ est petite, cet
encadrement entraîne que ΦpGq est grande : pour chaque partie A, il y a beaucoup d’arêtes qui sortent
de A.
Expander-mixing lemma. Un autre lien entre λ‹ et les propriétés de G est le célèbre expander mixing
lemma : si G est un graphe d-régulier, alors pour tous X ,Y ĂV , on aˇˇˇˇ
EpX ,Y q´ d|X ||Y |
n
ˇˇˇˇ
ď dλ‹
a|X ||Y | (1.2.2)
où EpX ,Y q “ tpu,vq P E : u P X ,v P Yu est le nombre d’arêtes entre X et Y . Le nombre d’arêtes
possibles entre X et Y est |X ||Y |{2 et la densité des arêtes est d{pn´ 1q, approximativement d{n si n
est grand. Par conséquent, si les arêtes de G étaient mises au hasard dans G avec cette densité (ce qui
revient à prendre un graphe d’Erdo˝s-Rényi de paramètres pn,d{nq), le nombre moyen d’arêtes entre X
et Y devrait être d|X ||Y |{n. L’expander-mixing lemma donne donc l’écart entre ce nombre moyen et
le nombre effectif d’arêtes entre X et Y .
Ces deux inégalités sont des outils extrêmement efficaces pour obtenir des informations sur G à
partir d’une simple borne sur λ‹ ou λ2. Citons par exemple des bornes sur le nombre chromatique ou
le diamètre ; on renvoie à [87, Chapitre 4] pour de nombreux développements autour de ce thème.
Les deux inégalités (1.2.1) et (1.2.2) ne sont vraies stricto sensu que pour les graphes d-réguliers,
mais elles possèdent une infinité de variantes dans le cadre de graphes orientés, ou encore lorsque le
graphe n’est pas régulier.
Chaînes de Markov. Dans un autre cadre, λ‹ donne la vitesse de convergence en temps long des
chaînes de Markov. En règle générale, la matrice de transition P d’une chaîne de Markov n’est ni
symétrique, ni même diagonalisable. Ses valeurs propres ne sont donc pas nécessairement réelles, et
on les ordonne par module décroissant : λ1 “ 1ě |λ2| ě ¨ ¨ ¨ ě |λn|. Lorsque la chaîne est irréductible
apériodique, la théorème de Perron-Frobenius entraîne que 1 est valeur propre simple, donc on a
|λ2| “ λ‹.
PROPOSITION 1.2.1 ([104], [117]). Soit P la matrice de transition d’une chaîne de Markov irréduc-
tible apériodique sur un espace d’états finis S “ t1, . . . ,nu, de loi invariante pi‹. Soient 1 “ |λ1| ě
|λ2| ě ¨ ¨ ¨ ě |λn| les valeurs propres de P ordonnées par taille décroissante, et soit dptq la distance à
l’équilibre au temps t, définie par dptq “maxxPS }Ptpx, ¨q´pi‹}TV, où } ¨}TV est la distance en variation
totale. Alors,
lim
tÑ8dptq
1
t “ |λ2|. (1.2.3)
Là encore, si |λ2| “ λ‹ est petite, la chaîne de Markov sur le graphe G va rapidement converger
vers son équilibre. Le calcul de |λ2| en fonction des propriétés de G est donc crucial pour étudier des
propriétés fines de la marche aléatoire sur le graphe. C’est ce qui a motivé de nombreux travaux sur
l’étude de λ‹ pour divers modèles de graphes, le plus simple — mais déjà difficile — étant celui des
graphes réguliers.
3Aussi appelée constante de Cheeger, conductivité, constante d’expansion, etc.
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Borne d’Alon-Boppana
La célèbre borne d’Alon-Boppana exprime que λ‹ est plus grande que 2
?
d´1{d ; la formulation la
plus précise, à ma connaissance, est la suivante : si P est la matrice de transition d’un graphe d-régulier
G, alors
λ2pPq ě 2
?
d´1
d
cos
ˆ
pi
diampGq`2
˙
(1.2.4)
et en particulier λ‹ ě λ2pPq est également plus grand que le terme de droite. En substance, si r “
diampGq est grand, on a
λ‹pPq ě 2
?
d´1
d
ˆ
ˆ
1´O
ˆ
1
r2
˙˙
.
La première démonstration est dûe à Alon ([120]), et cette version là est due à Mohar ([116]) ; toutes
deux utilisent les formulations variationnelles (1.1.2) propres aux matrices symétriques.
Dans le cadre de la matrice d’adjacence des graphes simples, de nombreuses généralisations
existent (voir notamment [125] et ses références). Si Gn est une suite de graphes d-réguliers dont
le diamètre tend vers l’infini, on a donc
liminfλ‹pPnq ě 2
?
d´1
d
. (1.2.5)
Toute suite de graphe d-réguliers dont le diamètre tend vers l’infini a un diamètre qui tend aussi vers
l’infini, et vérifie donc l’inégalité (1.2.5).
Le nombre 2
?
d´1{d
L’apparition du nombre 2
?
d´1{d n’est pas fortuite, et résulte notamment de l’approximation de
la mesure spectrale empirique de G par la loi de Kesten-McKay (voir figure 1.2). Plus précisément,
soient Gn “ pVn,Enq des graphes réguliers dont la taille |Vn| tend vers l’infini, et dont le diamètre tend
vers l’infini.
On a vu plus tôt que si Gn est pris uniformément au hasard sur G pn,dq alors Gn converge vers
l’arbre infini d-régulier Td au sens de Benjamini-Schramm, et donc la mesure spectrale4 µPn converge
([113]) vers le spectre de l’opérateur de transition sur Td , connue sous le nom de loi de Kesten-
McKay. C’est une mesure absolument continue par rapport à la mesure de Lebesgue, de support
r´2?d´1{d,2?d´1{ds, et dont la densité est donnée par
ρdpxq “ d1”´ 2?d´1d , 2?d´1d ı
d
a
4pd´1q´pdxq2
2pipd2´pdxq2 . (1.2.6)
4Stricto sensu, la convergence (1.1.3) s’applique à la mesure spectrale de la matrice d’adjacence de Gn, mais ici la
renormalisation P“ d´1A est triviale, donc µPn converge vers la mesure µTd ˝d, qui est bien entendu le spectre de l’opérateur
de la marche aléatoire sur Td .
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FIGURE 1.2 – Histogramme des valeurs propres de la matrice d’adjacence P d’un graphe 3-régulier
avec 10000 sommets ; la mesure limite de Kesten-McKay ρ3 est en rouge.
Comme nous avons déjà mentionné, la convergence faible µGn Ñ ρdpxqdx ne donne aucune infor-
mation précise sur le comportement de certaines valeurs propres particulières comme λ2. Cependant,
le lemme du porte-manteau entraîne que pour tout ouvert OĂ R fixé, on a liminfµGnpOq ě
ş
Oρd . En
prenant O“s2?d´1{d´ ε,`8r, on a donc
|tvaleurs propres de Pn telles que λ ą 2
?
d´1
d ´ εu|
n
Ñ
ż 8
2
?
d´1{d´ε
ρdptqdt :“ cpd,εq ą 0.
La proportion de valeurs propres de Gn qui sont plus grandes que 2
?
d´1{d´ ε est donc stricte-
ment positive (un résultat dû à Jean-Pierre Serre, [130]), ce qui est beaucoup plus fort que λ‹ ą
2
?
d´1{d´ε . Pour autant, la convergence (1.1.3) ne permet pas d’en dire plus : on pourrait très bien
avoir λ‹pPnq Ñ 1, par exemple. On verra que ce n’est pas le cas.
Graphes de Ramanujan et théorème d’Alon-Friedman
Étant donnée l’importance de la deuxième valeur propre sur la structure des graphes et la borne infé-
rieure d’Alon-Boppana, il est naturel de s’intéresser aux graphes qui sont extrémaux pour λ2, ceux qui
ont une deuxième valeur propre plus petite que 2
?
d´1{d. Un graphe d-régulier connexe est appelé
graphe de Ramanujan lorsque les valeurs propres de P sont soit de module 1, soit de module inférieur
à 2
?
d´1{d, comme dans la figure suivante.
1−1
0
2
√
d−1
d−2
√
d−1
d
FIGURE 1.3 – En rouge, le spectre d’un graphe de Ramanujan. Lorsque ´1 est valeur propre, on parle
souvent de graphe de Ramanujan biparti.
Ces graphes constituent des expanseurs optimaux au vu de la section précédente, et on ne s’étendra
pas sur l’ampleur incroyable de leurs applications, pour laquelle on renvoie aux excellentes synthèses
[66] et [87], ou plus récemment [124]. Signalons cependant que la question de leur existence s’est
révélée hautement non-triviale.
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La construction de familles de graphes de Ramanujan est un problème difficile, qui fut d’abord
résolu pour certaines valeurs de d ([111, 107], pour les cas où d´ 1 est premier) : il est possible de
construire des graphes de Ramanujan comme graphes de Cayley de PSL2pFqq à partir d’un ensemble
bien choisi de générateurs5 ; voir [66] pour une présentation accessible. L’existence de familles de
graphes de Ramanujan d-réguliers a finalement été montrée pour tous les d ą 2 ([108, 109, 110],
constructions de graphes de Ramanujan bipartis) ; signalons cependant que ces derniers travaux ont
une nature purement existentielle et ne permettent pas de construire explicitement ces graphes de
Ramanujan.
Ces “constructions" représentent un tour de force, mais ici la méthode probabiliste a permis de
court-circuiter le problème de façon spectaculaire. En effet, vers la fin des années 1980, Alon conjec-
ture que presque tous les graphes réguliers sont presque des graphes de Ramanujan. Plus précisément,
il conjecture ([9]) que si Gn est choisi uniformément au hasard sur G pn,dq, alors
λ‹
PÝÝÝÑ
nÑ8 2
?
d´1
d
. (1.2.7)
Évidemment, (1.2.7) ne résout pas la question de la construction des graphes de Ramanujan, dans
la mesure où on peut avoir des suites Gn qui satisfont λ‹pGnq Ñ 2
?
d´1{d tout en n’étant pas de
Ramanujan. Cependant, du point de vue des applications, il n’y a pas tant de différence, puisqu’une
telle suite est asymptotiquement optimale au sens où elle atteint la borne inférieure d’Alon-Boppana.
La première démonstration de (1.2.7) date de 2004 ([79]), dans un article désormais célèbre ;
une seconde démonstration, due à Bordenave [33], a introduit une méthode puissante pour étudier les
grandes valeurs propres de certaines matrices. C’est sur cette méthode que se fonde le premier chapitre
de cette thèse.
Graphes dirigés réguliers
Un graphe dirigé est dit régulier lorsque tous les sommets ont les mêmes degrés, entrants et sortants :
d`i “ d´i “ d.
Comme mentionné au début de cette introduction, il serait illusoire de croire que les graphes
dirigés sont simplement une variante des graphes simples. Toute la section précédente se fonde sur
deux outils : d’abord, la borne d’Alon-Boppana, et ensuite la convergence de µPn . Or, à ce jour, on
n’a pas d’équivalent satisfaisant ni de l’une, ni de l’autre, dans le cadre des graphes dirigés. Une des
raisons est que la matrice de transition Pn n’est plus symétrique : ses valeurs propres sont des nombres
complexes, et on n’a plus de caractérisations variationnelles. La théorie des expanseurs dirigés attire
pourtant une attention croissante dans divers domaines, comme en témoigne la récente synthèse [124].
Commençons par examiner un éventuel analogue dirigé de la borne d’Alon-Boppana. La théorie
de la convergence de Benjamini-Schramm est encore valable pour les graphes dirigés, et il n’est pas
difficile de se convaincre que si Gn est un graphe d-régulier dirigé uniforme, alors Gn Ñ ~Td , l’arbre
d-régulier dirigé : chaque sommet possède d sommets entrants et d sommets entrants. Le problème
réside dans la définition de la mesure spectrale sur ~Td , puisque l’opérateur de transition sur cet arbre
n’est pas auto-adjoint. On sait malgré tout que le spectre de cet opérateur, calculé dans [67], est égal à
t|z| ď 1{?du. En fait, la forme de la mesure spectrale limite pour µAn est encore à l’état de conjecture ;
on suppose que la mesure limite, supportée sur Dp0,1{?dq, est donnée par ([40, page 70]) :
1
pi
d2pd´1q
pd2´|z|2q2 1|z|ă
?
ddz. (1.2.8)
Cette distribution est radiale mais n’est pas la radialisée de la mesure de Kesten-Mckay (1.4).
5La démonstration du fait que ces graphes sont de Ramanujan utilise des outils de théorie des nombres dus notamment à
Ramanujan, d’où leur nom.
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FIGURE 1.4 – Un aperçu de la densité de la « loi orientée de Kesten-McKay » pour d “ 13. Lorsque
d Ñ 8, cette loi converge (après renormalisation par ?d) vers la loi du cercle, c’est-à-dire la loi
uniforme sur Dp0,1q. Lorsque Gn est uniforme sur G pn,dnq et que dn Ñ8, la convergence de µAn
vers la loi du cercle est démontrée ([58]).
Une telle convergence impliquerait immédiatement un analogue dirigé de la borne (1.2.5) (elle-
même plus faible qu’Alon-Boppana), mais il y a peu de chances que cette méthode soit généralisable
à d’autres modèles — le calcul de la mesure spectrale d’opérateurs sur des arbres de Galton-Watson
orientés n’est pas évident (la bonne notion de spectre pour les opérateurs non auto-adjoint est alors la
mesure de Brown), et de même la convergence du spectre de graphes dirigés vers la mesure de Brown
de leur limite au sens de Benjamini-Schramm semble pour l’instant hors de portée.
Digraphes de Ramanujan
Un graphe d-régulier dirigé est appelé digraphe de Ramanujan si sa matrice de transition P vérifie
λ‹ ď 1{
?
d. L’analogue du théorème de Friedman et de la convergence (1.2.7) s’énonce de la manière
suivante (eq. 5.4 dans [124]) : pour toute suite pGnq de graphes uniformes sur G pn,dq de matrice de
transition Pn, on a
λ‹pPnq Ñ 1?
d
(1.2.9)
en probabilité lorsque nÑ8. Noter qu’avec grande probabilité, Gn est connexe, donc λ‹ “ |λ2|. Le
premier chapitre de cette thèse démontre la borne supérieure, analogue du théorème d’Alon-Friedman
dans le cadre dirigé.
Théorème 1. Soit d ě 3, et soit G un graphe uniformément distribué sur G pn,dq, de matrice de
transition P. Alors, pour tout ε ą 0 on a
λ‹pPnq ď 1?
d
` ε (1.2.10)
avec une probabilité qui tend vers 1 lorsque nÑ8.
La borne inférieure, analogue dirigé d’Alon-Boppana, reste à ce jour non démontrée. Comme ex-
pliqué dans le paragraphe précédent, un analogue probabiliste semble vrai ; en revanche, un analogue
strict de (1.2.7) ne peut pas être vrai : certains digraphes d-réguliers non triviaux, comme le graphe de
De Bruijn, ont toutes leurs valeurs propres non nulles de module 1 ([68]).
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Le résultat que j’ai démontré dans ce premier article est en réalité considérablement plus général
que le théorème 1, car il s’applique à tous les graphes dirigés ayant une suite de degrés prescrits.
Graphes avec degrés prescrits
Les graphes réguliers ont une forme d’homogénéité très forte, au sens où chaque sommet a un com-
portement identique au vu des degrés. Dans de très nombreuses applications, notamment celles qui
étudient des graphes issus de réseaux réels, les sommets ont des degrés différents, et souvent ces de-
grés sont accessibles : il est plus facile de disposer de la liste des degrés d’un réseau, que de toutes
les connections dans le réseau. Pour modéliser de tels réseaux, on utilise les modèles de graphes à
degrés prescrits ; on renvoie à [119, 60] et à leur bibliographie pour de nombreux exemples issus des
mathématiques appliquées.
Dans un tel modèle, les degrés (entrants et sortants) de chaque sommet sont donnés : on connaît
la liste d “ pd`1 ,d´1 , . . . ,dn` ,dn´ q des degrés, et on choisit G uniformément au hasard sur l’ensemble
G pn,dq des digraphes qui ont cette suite de degrés. La question de savoir si G pn,dq n’est pas vide,
c’est-à-dire de savoir s’il existe vraiment des graphes avec cette suite de degrés6, est une question
ancienne et intéressante, sur laquelle nous reviendrons dans la deuxième partie de ce travail. Cette
question est en réalité secondaire en raison d’un artifice célèbre, le modèle de configurations (voir
[32], pour une présentation dans le cadre des graphes non dirigés).
Le problème du modèle uniforme sur G pn,dq (mais aussi sur G pn,dq) est qu’on ne dispose pas
d’une méthode facile et maniable pour générer une variable uniforme sur ces ensembles7. Plutôt que de
faire cela, on préfère prendre non plus des graphes, mais des multi-graphes, au sens où les boucles pi, iq
et les arêtes multiples sont autorisés. Pour n’importe quelle suite d’entiers d vérifiant d`1 `¨¨ ¨`dn` “
d´1 `¨¨ ¨` dn´ :“ m, un tel multigraphe existe, et il y a une façon simple de la générer : on colle d´i
demi-arêtes entrantes au sommet i et d`i demi-arêtes sortantes, puis pour chacune des m demi-arêtes
sortantes, on la recolle au hasard à une des demi-arêtes entrantes disponibles. Le digraphe G est alors
obtenu en identifiant chaque couple de demi-arêtes collées à une arête dirigée.
Or, le modèle uniforme surM pn,dq vérifie une forme d’absolue continuité par rapport au modèle
uniforme G pn,dq. Plus précisément, il est possible de montrer deux choses :
i) il existe une constante c ą 0 dépendant uniquement de maxd (et pas de n) telle que si n est
suffisamment grand, PpG P G pn,dqq ě c,
ii) la loi de G conditionné à être dans G pn,dq est la loi uniforme sur G pn,dq.
Par conséquent, si l’on se donne une suite pdpnqq de listes de degrés, avec dpnq de longueur n, et
maxdpnq ď ∆ pour un certain entier ∆ ne dépendant pas de n, alors on dispose de la propriété suivante :
pour tout événement E, on a
lim
nÑ8PM pn,dqpG P Eq “ 0 ùñ limnÑ8PG pn,dqpG P Eq “ 0.
Autrement dit, toutes les propriétés asymptotiquement vraies pour le modèle de multigraphes seront
vraies pour le modèle de digraphes correspondant. Le modèle sur les multigraphes est donc beaucoup
plus général que le modèle sur les graphes, au moins au vu du comportement asymptotique.
Forme générale du théorème d’Alon
Le résultat principal du premier chapitre de cette thèse est le théorème suivant, qui est l’analogue
dirigé de (1.2.7) lorsque Pn est la matrice de transition d’un digraphe avec une suite de degrés fixée.
6Dans ce cas, on dit que d est une suite digraphique.
7On ne connaît même pas leur cardinal en général, et il y a peu de chances pour que celui-ci s’exprime sous une forme
fermée ou explicite.
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Théorème 2 ([62]). Soit dpnq “ pd`1 , . . . ,dn` ,d´1 , . . . ,dn´ q une suite d’entiers avec d´1 ` ¨¨ ¨ ` dn´ “
d`1 `¨¨ ¨` dn` :“ m, et soit Gn le multigraphe obtenu via le modèle de configuration sur M pn,dpnqq.
On suppose qu’il existe deux constantes 3ď δ ď ∆ă8 telles que pour tout n,
δ ďmindpnq ďmaxdpnq ď ∆. (1.2.11)
Alors, pour tout ε ą 0,
|λ‹pPnq| ďmax
$&% 1δ ,
gffe 1
m
nÿ
i“1
d´i
d`i
,.-` ε (1.2.12)
avec une probabilité qui tend vers 1 lorsque nÑ8.
En vertu des remarques précédentes, le résultat est le même lorsque d est digraphique et G est
pris uniformément sur G pn,dq. Lorsque la suite des degrés est constante, on retrouve bien le théorème
1, puisqu’alors d˘i “ d pour tout i. Notons que si d`i “ d´i pour tout i (le graphe est alors eulérien),
la borne obtenue est
a
n{m “ 1{admoy, la racine inverse du degré moyen, un résultat à mettre en
relation avec une borne similaire dans le modèle ERpn,d{nq démontrée dans [43]).
La présence d’une éventuelle valeur propre de module proche de δ´1 reste incertaine ; la démons-
tration ne permet pas de se passer du maximum dans (1.2.12) et les simulations numériques semblent
indiquer que dans le régime où ce maximum est 1{δ , il existe effectivement une valeur propre de
module proche de 1{δ avec probabilité a priori non nulle, comme dans la figure 1.5b. La question de
savoir si la mesure limite possède effectivement un atome en δ´1 reste ouverte.
1.3 Digression : la suite des degrés
Dans la partie précédente, nous avons étudié les propriétés spectrales de certains graphes ayant une
suite de degré fixée, disons d1, . . . ,dn. La question de savoir s’il existe effectivement un graphe avec
cette suite de degré était secondaire, dans la mesure où le modèle de configuration permettait de se
passer de cette hypothèse. Cependant, la question en elle-même est intéressante : quelles sont les
conditions pour qu’une suite d’entiers soit la suite des degrés d’un graphe simple ? De telles suites
sont dites graphiques.
La caractérisation d’Erdo˝s-Gallai
La question fut résolue par Erdo˝s et Gallai dans un célèbre article de 1960 :
Théorème 3 (Erdo˝s-Gallai, [73]). Soit d “ pd1, . . . ,dnq une suite d’entiers, que l’on supposera triés
par ordre décroissant. Alors, il existe un graphe simple G dont les degrés sont donnés par cette suite
si et seulement si les deux conditions suivantes sont réunies :
d1`¨¨ ¨`dn est pair, (1.3.1)
et si pour tout k P t1, . . . ,nu on a
d1`¨¨ ¨`dk ď kpk´1q`
nÿ
i“k`1
minpdi,kq. (1.3.2)
Il existe de nombreuses démonstrations de ce théorème, la plus courte étant due à Tripathi et Vijay
([138]) ; il existe aussi d’autres caractérisations des suites graphiques, toutes équivalentes à celle-ci,
dont on trouvera une liste dans [131]. Dans le cadre des graphes orientés, il existe également des
critères semblables, que l’on trouvera dans la synthèse [28]. Le deuxième résultat présenté dans cette
thèse est une généralisation de ces résultats, et une extension de la notion de ‘suite des degrés’ à des
voisinages entiers.
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(a) Un exemple du cas où ρ˜ “ δ´1.
(b) Un exemple du cas où ρ˜ “ ρ .
FIGURE 1.5 – Deux réalisations du spectre de P pour un graphe G issu du modèle de configurations
dirigées. Le cercle rouge a pour rayon ρ et le cercle vert a pour rayon 1{δ . Le point isolé à droite est
1, la valeur propre de Perron-Frobenius.
‚ Dans la figure (a) il y a n“ 1600 sommets, dont 700 de degré p2,2q et 800 de degré p9,9q, de sorte
que dans ce cas ρ˜ “ δ´1 “ 1{2.
‚ Dans (b), on a n “ 1800 sommets, dont 600 de degré p5,6q, 600 de degré p3,7q et 600 de degré
p9,4q. Dans ce cas, on a ρ˜ “ ρ .
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La couverture universelle d’un graphe
On peut voir le degré d’un sommet x comme une caractérisation de son voisinage immédiat : plus pré-
cisément, le degré de x est d si et seulement si x possède d voisins. Or, dans le cadre de la convergence
de Benjamini-Schramm, on a besoin d’étudier des voisinages d’une profondeur supérieure à 1 ([35]).
Pour cela, il est nécessaire d’introduire la notion de couverture universelle.
Soit G“ pV,Eq un graphe fini. Un graphe G1 “ pV 1,E 1q est un recouvrement8 de G s’il existe une
surjection p : V 1Ñ V qui est un isomorphisme local, au sens où pour tout sommet x, l’application p
est une bijection entre les arêtes de G incidentes à x et les arêtes de G1 incidentes à ppxq. Il s’agit de
l’analogue de la notion de relèvement venue de la topologie.
Un graphe connexe possède un relèvement particulier, qui est en un sens canonique : le recouvre-
ment universel. Il s’agit de l’unique recouvrement de G qui est un arbre ; on le note TG. Ce recouvre-
ment possède deux propriétés essentielles :
i) il est unique à isomorphisme près,
i) c’est un recouvrement de tous les recouvrements de G.
Le recouvrement universel d’un graphe peut être vu comme le graphe G déplié, c’est-à-dire
dans lequel chaque cycle est oublié tout en conservant l’adjacence des sommets. Donnons quelques
exemples pour éclaircir les idées.
FIGURE 1.6 – Un exemple de recouvrement universel : le peigne infini de droite est le recouvrement
universel du graphe de gauche.
‚ Le recouvrement universel de n’importe quel graphe d-régulier (avec d ą 1) est Td ;
‚ le recouvrement universel d’un cycle est une ligne bi-infinie ;
‚ le recouvrement universel du graphe à gauche de la figure 1.6 est le « peigne infini » à gauche
de 1.6.
Le recouvrement universel d’un graphe porte en lui de nombreuses informations sur ce graphe,
car il en donne une bonne approximation locale — d’autant meilleure que le graphe G ne possède
pas beaucoup de petits cycles. En informatique théorique, le recouvrement universel a donné lieu à
de nombreuses avancées sur le calcul parallèle ([13], [14]). En probabilités, il est d’une importance
capitale pour étudier des processus sur des graphes qui sont localement des arbres ([84], [12]).
Les h-voisinages
Soit donc G un graphe connexe et T son recouvrement universel. Soit x un sommet de G. Son h-
voisinage universel est la (classe d’isomorphisme de) la boule BT py,hq où y est n’importe quel antécé-
dent de x par p ; on vérifiera facilement qu’elle ne dépend pas de l’antécédent choisi. Ce h-voisinage
doit être vu comme le (vrai) voisinage de x dans G, dans lequel les cycles ont été dépliés. La donnée de
T permet donc de connaître la liste pt1, . . . , tnq des h-voisinages universels du graphe G. L’inverse est-il
possible ? Autrement dit, si l’on dispose d’une suite t“ pt1, . . . , tnq d’arbres enracinés non étiquetés de
8On trouve parfois les termes relèvement ou couverture.
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profondeur ď h, comment décider si cette suite correspond effectivement à la suite des h-voisinages
d’un vrai graphe G ?
Lorsque h “ 1, cette question est parfaitement équivalente au problème d’Erdo˝s-Gallai. En effet,
la donnée d’un arbre enraciné de profondeur 1 est équivalente à la donnée du nombre de ses feuilles.
Si l’on note tpdq l’arbre à d` 1 sommets ayant d feuilles, alors la donnée d’un graphe G dont les
1-voisinages sont ptpd1q, . . . , tpdnqq est parfaitement équivalente à la donnée d’un graphe dont la suite
des degrés est pd1, . . . ,dnq, comme dans la figure 1.7.
FIGURE 1.7 – Cette collection d’arbres de profondeur 1 est-elle la collection des 1-voisinages d’un
graphe simple à 8 sommets ? Cela revient à chercher si la suite d “ p3,1,2,3,5,2,3,1q est une suite
graphique.
La donnée des h-voisinages universels d’un graphe permet de générer des graphes aléatoires ayant
ces voisinages. Par exemple, supposons que pt1, . . . , tnq soit une suite d’arbres. Dans [35], les au-
teurs créent une variante du modèle de configurations, permettant de construire des multi-graphes
ayant cette suite comme suite des h-voisinages universels ; leur construction est similaire à celle des
graphes de configurations, avec des demi-arêtes qui sont recollées ensemble. Nous avons généralisé
cette construction, afin de répondre à la question de l’existence de vrais graphes ayant cette suite de
voisinages universels.
Une caractérisation
La question qui se pose est donc la suivante. On noteTh l’ensemble des arbres enracinés non-étiquetés
de profondeur maximale h.
QUESTION 1.3.1. Soit t“ pt1, . . . , tnq un n-uplet d’éléments de Th. Est-ce le n-uplet des h-voisinages
universels d’un graphe simple G ?
Avant de répondre à la question, nous avons besoin de quelques définitions — la chose sera plus
claire si l’on se réfère à la figure 1.8.
Soit t un arbre de racine ‚ et soit e “ p‚,xq une arête adjacente à la racine. La suppression de e
sépare t en deux composantes connexes, l’une contenant la racine notée r1, et l’autre ne la contenant
pas, notée s. On supprime de r1 les sommets à profondeur h. L’arbre obtenu, enraciné en ‚, est un
élément de Th´1 que l’on notera r. L’autre arbre, s, enraciné en x, est également un élément de Th´1.
On dira alors que le type de l’arête e est le couple τ “ pr,sq, et le type opposé de l’arête e est défini
comme étant ps,rq “ τ´1. Il est possible de décomposer l’ensemble des types des arêtes de t adjacentes
à la racine en trois ensembles disjoints, ∆,A,B :
• ∆ est l’ensemble des types diagonaux, c’est-à-dire de la forme pr,rq ;
• AYB est l’ensemble des types non diagonaux, et les ensembles A et B sont choisis de sorte que
si le type τ est dans A, alors τ´1 est dans B.
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e
r s
x
r s
FIGURE 1.8 – Construction de τpeq “ pr,sq pour l’arête e dans l’arbre t.
Si τ est le type d’une des arêtes d’un des arbres de t, on note dτi le nombre d’arêtes e incidentes à la
racine dans ti et telles que τpeq “ τ , c’est-à-dire le « degré en τ de ti ». On pose enfin Nτ “ dτ1`¨¨ ¨`dτn .
Le théorème suivant est le principal résultat de [41], travail en collaboration avec Charles Bordenave.
Les indices entre parenthèses signifient que la double suite pdτi ,dτ´1i q a été ordonnée dans l’ordre
lexicographique décroissant.
Théorème 4. Soit t“ pt1, . . . , tnq un n-uplet d’éléments de Th. Il est graphique si et seulement si
(1) pour tout τ P ∆, le nombre Nτ est pair et si pour tout k on a
kÿ
i“1
dτpiq ď kpk´1q`
nÿ
i“k`1
minpdτpiq,kq (1.3.3)
(2) pour tout τ P A, on a Nτ “ Nτ´1 , et pour tout k on a
kÿ
i“1
dτpiq ď
kÿ
i“1
minpdτ´1piq ,kq. (1.3.4)
Problèmes de reconstruction
Le théorème 4 a été démontré dans le cas particulier h “ 2 par [19, 16]. Une des motivations des
auteurs est le problème général de la reconstruction des graphes : soit G un graphe possédant une
propriétéP . Est-il possible de reconstruire G à partir de la simple donnée deP ? Plus généralement,
est-il possible de déterminer s’il existe un graphe vérifiantP , et si oui, un tel graphe est-il unique ?
LorsqueP est la propriété d’avoir une suite de degrés donnée, le théorème d’Erdo˝s-Gallai résout
la question de l’existence ; la question de l’unicité a été résolue plus tard (voir [16], théorème 4.2 et
références).
Si la question 1.3.1 peut être résolue, c’est notamment parce que l’on considère uniquement des
voisinages dans le recouvrement universel, c’est-à-dire que l’on oublie les cycles. La même ques-
tion dans laquelle on remplace ces voisinages universels par les vrais voisinages, où les cycles sont
conservés, semble réellement hors de portée. Citons, à titre d’exemple, la célèbre conjecture de la re-
construction de Kelly-Ulam : partant d’un graphe G à n sommets, on note gi la classe d’isomorphisme
du graphe G privé de son sommet i. Est-il possible de retrouver G à partir de la donnée de pg1, . . . ,gnq ?
Cette question simple d’apparence a été posée par Ulam dans les années 1940 ; elle reste non résolue.
1.4 Spectre des arbres
Nous revenons dans cette dernière partie au modèle le plus simple de graphes aléatoires : le graphe
d’Erdo˝s-Rényi non-orienté et sa matrice d’adjacence. Comme mentionné plus haut, si Gn„ERpn,d{nq,
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alors Gn converge au sens de Benjamini-Schramm vers PGWpdq et de plus la mesure spectrale em-
pirique de la matrice d’adjacence An de Gn, notée µAn , converge au sens de (1.1.3) vers une mesure
limite µPGWpdq. L’objectif de cette section est d’étudier la nature du spectre (partie continue, atomes)
de cette mesure, pour laquelle on énoncera deux résultats nouveaux et quelques questions.
Comme promis, on commence par donner une définition précise de µPGWpdq, et plus générale-
ment µρ lorsque ρ est la mesure de certains arbres enracinés. Une notion importante pour cela est
l’unimodularité.
Unimodularité
Dans la convergence au sens de Benjamini-Schramm, l’enracinement uniforme des graphes finis est
une idée profonde et a des conséquences importantes. En prenant une racine uniforme, on étudie
les graphes finis du point de vue de leur sommet typique, en négligeant d’éventuels sommets peu
nombreux au comportement déviant. Si une suite de graphes finis pGnq converge vers pG,vq, sa limite
devra donc donner une forme d’homogénéité au comportement des sommets : en particulier, il faut
s’attendre à ce que la loi du graphe enraciné pG,vq ne change pas par réenracinement du graphe. Ce
phénomène est appelé unimodularité ([8, 7, 27, 34]).
Introduisons d’abord l’ensemble G˚˚ des (classes d’isomorphismes de) graphes bi-enracinés, c’est-
à-dire des triplets pG,v,wq où v,w sont deux sommets de G. On le munit de la topologie induite par la
distance locale, comme pour G˚. On dit qu’une loi de probabilité sur G˚ est unimodulaire si pour toute
fonction f : G˚˚Ñ R mesurable,
Eρ
«ÿ
wPV
f pG,v,wq
ff
“ Eρ
«ÿ
wPV
f pG,w,vq
ff
, (1.4.1)
où la notation Eρ signifie que la variable aléatoire pG,vq a pour loi ρ sous Eρ . Lorsque G“ pV,Eq est
un graphe fini, la variable aléatoire pGpvq,vq avec v uniforme sur V , est unimodulaire, et les limites
de Benjamini-Schramm de lois unimodulaires sont encore unimodulaires, par passage à la limite dans
(1.4.1). Ainsi, toute loi ρ sur G˚ qui est limite au sens de Benjamini-Schramm d’une suite de graphes
finis9 est unimodulaire. L’inverse est une question non résolue à ce jour (voir [7, 27] pour des déve-
loppements sur cette question et ses conséquences).
Un arbre de Galton-Watson unimodulaire de loi de reproduction pi “ ppinqně0 est un arbre
aléatoire enraciné, dans lequel le nombre d’enfants de la racine a pour loi pi , et le nombre d’enfants de
tout autre sommet a pour loi pˆi , qui est la loi pi biaisée par sa taille :
pˆin :“ pn`1qpin`1ř8
k“0 kpik
.
Les seules lois telle que pˆi “ pi sont les lois de Poisson, et donnent naissance au prototype classique
des arbres de Galton-Watson, les arbres de Galton-Watson poissoniens PGWpdq, qui apparaissent
naturellement comme limites des graphes d’Erdo˝s-Rényi ERpn,d{nq.
Lorsque pi “ δd , on a pˆi “ δd´1 et dans ce cas, l’arbre UGWpδdq n’est autre que l’arbre infini
d-régulier Td , limite des graphes uniformes d-réguliers.
Mesure spectrale des arbres unimodulaires
Soit G “ pV,Eq un graphe localement fini sur un ensemble de sommets V que l’on prendra toujours
dénombrable. Son opérateur d’adjacence A est l’opérateur linéaire sur l’espace de Hilbert
H “ `2pV q “
#
f : V Ñ C,
ÿ
vPV
| f pvq|2 ă8
+
9De telles lois sont dites sophiques.
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défini par
xex,Aeyy “ 1px,yqPE (1.4.2)
où pex : x P V q est la base canonique de H . Le domaine DA de A est l’ensemble dense des vecteurs
à support fini : DA “ vectpex : x P V q. Lorsque le graphe G est fini, A est une matrice symétrique, et
le spectre ne pose aucun problème de définitions. En revanche, lorsque G est infini, des difficultés
apparaissent. Si les degrés de G sont uniformément bornés par un nombre même d, alors A est un
opérateur borné et auto-adjoint, et peut donc s’étendre en un opérateur borné et symétrique sur H
tout entier : il n’y a pas de difficultés à définir son spectre.
Cependant, beaucoup des graphes que nous étudions (en particulier les arbres de Galton-Watson
poissoniens) n’ont pas des degrés bornés ; signalons également qu’il existe des arbres qui ne sont pas
auto-adjoints ([118]).
Fort heureusement, les mesures unimodulaires sont concentrées sur les arbres qui sont essentielle-
ment auto-adjoints ([34, Prop. 2.2]), pour lesquels l’analyse fonctionnelle classique permet de définir
efficacement le spectre. Plus précisément, le théorème spectral montre que pour tout graphe enra-
ciné pG,oq dont l’opérateur d’adjacence est essentiellement auto-adjoint, il existe une unique mesure
borélienne de probabilité µpG,oq sur R telle que
@z P CzR xeo,pA´ zq´1eoy “
ż
R
1
z´ t dµpG,oqptq. (1.4.3)
Le membre de droite, spzq, est la transformée de Stieltjes de la mesure µpG,oq et elle caractérise cette
dernière. Il est donc possible de retrouver µpG,oq par la formule d’inversion de Stieltjes ; même lorsque
ce calcul inverse est impossible, on peut tout de même obtenir des informations supplémentaires. Par
exemple, les atomes sont donnés par
µpG,oqptλuq “ lim
tÑ0
1
pi
Im tspλ ` itq.
Si pG,oq est un arbre enraciné aléatoire de loi ρ unimodulaire, la mesure µρ est alors définie par
µρ “ Eρ rµpG,oqs. (1.4.4)
On renvoie à [54] pour vérifier que tous les objets se comportement bien, notamment vis-à-vis de
la mesurabilité.
Nous avons déjà vu que UGWpδdq “ δTd : dans ce cas, pG,oq n’est pas aléatoire, il est toujours
égal à l’arbre infini d-régulier Td . Le membre de gauche dans (1.4.3) peut alors se développer en
série de Laurent dont les coefficients sont les nombres de marches fermées à la racine de Td , lesquels
sont calculables explicitement par des arguments combinatoires ([113]). Cela donne une expression
explicite pour la transformée de Stieltjes de µρ , et le calcul de la transformée inverse permet de voir
que la mesure µρ est précisément la loi de Kesten-McKay déjà évoquée précédemment.
On trouvera dans [29] d’autres exemples de limites de spectres d’arbres, comme l’arbre récursif.
La mesure limite des graphes d’Erdo˝s-Rényi dilués
On se donne un nombre réel dą 0, et on va étudier le spectre d’un graphe G de distribution ERpn,d{nq.
On a vu dans la section 1.1 que Gn converge au sens de Benjamini-Schramm vers PGWpdq. En vertu
de la continuité du spectre (1.1.3), la loi empirique des valeurs propres de la matrice d’adjacence An
de Gn,
µAn :“ 1n
nÿ
i“1
δλi ,
converge vers une mesure de probabilité µPGWpdq que l’on notera simplement µd , mesure spectrale
moyenne de l’arbre de Galton-Watson comme définie en (1.4.4). Cette convergence peut être établie
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sans l’aide de la convergence de Benjamini-Schramm ([143, 94]), mais c’est cette dernière qui permet
de disposer de la représentation de µPGWpdq comme en (1.4.3)-(1.4.4). Si l’on note Fn,FPGWpdq les
fonctions de répartition de µAn ,µd , alors
sup
tPR
|Fnptq´FPGWpdqptq| Ñ 0. (1.4.5)
Comme déjà observé, cette convergence implique la convergence des atomes, au sens où pour tout
nombre réel λ , on a limµGnptλuq “ µdptλuq. En particulier, comme
µGnpt0uq “ dimkerpAnq{n,
on connaît le comportement asymptotique du noyau de An, à condition d’être capable de calculer
µPGWpdqpt0uq.
Les physiciens Bauer et Golinelli, en s’intéressant au noyau de G, ont formulé plusieurs conjec-
tures frappantes sur le comportement de µd autour de zéro ([23, 21]). Grâce à la méthode des répliques
symétriques, ils ont pu formuler la valeur exacte de l’atome en zéro, à savoir
µPGWpdqpt0uq “ e´dx`dxe´dx` x´1 (1.4.6)
où x est la plus petite solution dans s0,1r de l’équation x“ e´de´dx . Cette formule fut rigoureusement
démontrée plus tard dans [44], notamment à l’aide de formules de récursion sur la transformée de
Stieltjes de µPGWpdq.
Bauer et Golinelli ont finement remarqué que le membre de droite dans (1.4.6) est analytique
en d lorsque d ă e, et possède une singularité en d “ e ; ils ont interprété ce phénomène comme
une transition dans la nature de la mesure spectrale, remarquant sur leurs simulations numériques
l’apparition d’une partie continue non nulle autour de zéro lorsque d ą e.
Décomposition spectrale et modèle d’Anderson
Toute mesure borélienne µ sur R se décompose en
µ “ µac`µpp`µsc (1.4.7)
où µac est absolument continue par rapport à la mesure de Lebesgue, µpp est purement atomique et µsc
est singulière par rapport à la mesure de Lebesgue, mais n’a aucun atome.
Cette décomposition est centrale dans la théorie physique des opérateurs : si H est un opérateur
auto-adjoint sur un espace de Hilbert, cette décomposition porte en elle des propriétés essentielles de
H liées au comportement de la dynamique quantique t ÞÑ e´itHφ , notamment via le théorème RAGE
(voir ([54, 135] ou plus spécifiquement [101]).
Les physiciens ont porté une attention considérable à ces propriétés spectrales dans le modèle
d’Anderson, pour lequel l’hamiltonien est donné H “ A`λV avec A est un opérateur laplacien et V
un opérateur diagonal ; lorsque A est l’opérateur d’adjacence surZd , on a le modèle d’Anderson discret
classique. L’existence d’une partie ponctuelle dans le spectre d’un tel opérateur est liée au phénomène
de localisation, et c’est la raison pour laquelle la décomposition (1.4.7) est tant étudiée, y compris
lorsque A est l’opérateur d’adjacence d’un arbre ([4], [95], [2]). Dans le langage des physiciens, on dit
qu’une mesure µ ne possède pas d’états étendus en un réel λ lorsque
lim
εÑ0
µpsλ ´ ε,λ ` εrq´µptλuq
2ε
“ 0. (1.4.8)
Dans le cas contraire, on dit qu’elle possède des états étendus en λ ; par exemple, si µ “ f pxqdx avec
f mesurable, la limite ci-dessus est égale à f pλ q pour presque tout λ .
On a déjà vu que la mesure spectrale de Td était absolument continue, avec pour mesure la loi de
Kesten-McKay ; il existe cependant des arbres infinis dont la mesure spectrale est
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• purement atomique : l’arbre canopée ([5, Proposition A.2]) en particulier, sur lequel on reviendra
plus loin ;
• ou au contraire, purement singulière continue ; on trouvera dans [49, 48] pour une construction
explicite de tels arbres à partir de Td et dans [5, section 6] des exemples d’arbres semi-infinis.
Dans le cadre du modèle d’Anderson, on renvoie aussi à [133, 132].
Lorsque l’arbre en lui-même est aléatoire (Galton-Watson par exemple), la question est plus dé-
licate. Une condition nécessaire et suffisante pour que µPGWpdq ait une partie continue, et donc des
états étendus, est simplement d ą 1, et plus généralement ([46]) la mesure µUGWppiq possède une par-
tie continue si et seulement si pi est sur-critique. La raison pour cela est le fait qu’avec probabilité 1,
des sous-graphes isomorphes à Z apparaissent dans UGWppiq. Cependant, ce résultat ne donne aucune
information sur le support de la partie continue lorsqu’elle existe, et encore moins sur sa forme.
La transition de Bauer-Golinelli
Les simulations numériques précises de Bauer et Golinelli [23, Section 5.1] les ont conduit à supposer
que la partie continue de PGWpdq vérifie une transition en d “ e :
CONJECTURE 1. La mesure µPGWpdq possède des états étendus en 0 si et seulement si d ą e.
On pourra constater ce phénomène sur les figures 1.9a-1.9b-1.9c.
Une telle transition de phase n’est pas en soi étonnante ; on sait déjà que si d est suffisamment petit
(inférieur à 1), la mesure µPGWpdq est purement atomique et qu’il n’y a donc pas d’états étendus en
zéro. Or, lorsque dÑ8, les mesures µPGWpdq convergent vers la célèbre loi du semi-cercle de Wigner
([89, 137], voir figure 1.10), qui est absolument continue par rapport à la mesure de Lebesgue et dont
la densité ρptq “ 1|t|ď2
?
4´ t2 est non nulle sur tout son support. Cela ne permet pas de prouver
rigoureusement l’apparition d’états étendus en zéro, mais cela donne tout de même une intuition sur
le résultat. Ce qui est étonnant est plutôt la localisation exacte de cette transition au point e« 2,718.
Dans la prépublication [63] en collaboration avec Justin Salez, nous avons démontré la conjecture
1. Ce résultat n’est pas propre à la mesure spectrale des arbres de Galton-Watson poissoniens, mais
il s’énonce dans le cadre général des arbres de Galton-Watson unimodulaires UGWppiq (avec pi sur-
critique). Pour formuler les résultats, on a besoin de la fonction génératrice de pi , que l’on notera
ϕpzq :“
8ÿ
n“0
pinzn.
De façon similaire, on note ϕˆ la fonction génératrice de pˆi . Posons Mptq “ ϕptq`p1´ tqϕ 1ptq`ϕp1´
ϕˆptqq´ 1, pour t P r0,1s. Un élément clé dans la démonstration de (1.4.6) dans [44] était l’identité
µPGWpdqpt0uq “ maxM et le fait qu’il existe un unique nombre z‹ dans s0,1r tel que z‹ “ 1´ ϕˆpz‹q.
Les deux hypothèses sur M qui interviennent dans notre théorème principal sont les suivantes :
(1) La fonction M possède un unique maximum en z‹.
(2) M2pz‹q ‰ 0.
Les conditions d’apparition d’états étendus en zéro sont décrites par le théorème suivant.
Théorème 5. Soit pi une mesure sur N, avec pi0 ă 1.
• Si M ne vérifie pas la condition 1, alors µUGWppiq a des états étendus en zéro.
• Si M vérifie 1 et 2, alors µUGWppiq n’a pas d’états étendus en zéro.
L’existence d’une partie continue ou d’états étendus en zéro est donc réglée, au moins dans le cas
des arbres de Galton-Watson poissoniens. La question de l’existence de tels résultats à d’autres arbres
unimodulaires se pose.
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(a) d “ 2
4 2 0 2 4
(b) d “ e
4 2 0 2 4
(c) d “ 3
FIGURE 1.9 – Histogrammes des valeurs propres de G „ ERpn,d{nq avec n “ 1000 (sur 100 échan-
tillons). La partie ‘continue’ est nulle en zéro lorsque d ă e, conformément à la prédiction de Bauer-
Golinelli.
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(a) d “ 5
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(b) d “ 8
6 4 2 0 2 4 6
(c) d “ 10
10 5 0 5 10
(d) d “ 30
FIGURE 1.10 – Histogrammes des valeurs propres de G „ ERpn,d{nq avec n “ 1000 (100 échan-
tillons). Lorsque d Ñ`8 on a µd Ñ µWigner.
La nature du spectre dans les arbres semi-infinis
La démonstration de l’existence d’une partie continue dans le spectre des arbres de Galton-Watson
([46]) reposait sur le fait que, lorsque la loi de reproduction pi est sur-critique, l’arbre contient un
bi-rayon10, c’est-à-dire un sous-graphe isomorphe à Z. Ce n’est pas le cas pour d’autres arbres uni-
modulaires comme l’arbre squelette Tsquel, qui sont infinis presque sûrement, mais qui ne contiennent
qu’un rayon, c’est-à-dire un sous-graphe isomorphe àN : de tels arbres sont appelés arbres semi-infinis
(ou single-infinite trees par Aldous ([6, Section 4]). On peut identifier n’importe quel arbre semi-infini
avec une suite pTnq d’arbres enracinés finis, la racine de tn étant reliée à celle de tn`1, comme dans la
figure 1.1b.
On peut vérifier facilement que la mesure spectrale de N est précisément la loi du semi-cercle ;
on pourrait donc s’attendre à ce que la mesure spectrale des arbres semi-infinis possède toujours une
partie continue. Ce n’est pas le cas, comme le montre l’exemple de l’arbre canopée pCd ,oq, d ą 3
entier.
LEMMA 1.4.1 (Aizenman, Warzel, [5]). La mesure spectrale EµpCd ,oq est purement atomique. Ses
atomes sont toutes les valeurs propres des arbres finis Tn,d :“ pTd ,oqn.
Les arbres semi-infinis peuvent être vus comme des généralisations des matrices de Jacobi. Dans le
modèle d’Anderson surN, chaque sommet n deN est doté d’un poids V pnq, et on dispose de nombreux
critères pour relier la nature du spectre de H “ A`V avec les propriétés d’ergodicité de la suite pV pnqq
([54], [102]). Dans le cas des arbres semi-infinis, on peut donc se poser la question suivante :
QUESTION 1.4.2. Quelle relation y a-t-il entre la nature du spectre des arbres semi-infinis et les
propriétés de croissance ou d’ergodicité de leur suite pTnq ?
L’arbre squelette
L’arbre squelette, que l’on notera Tsquel, est la limite au sens de Benjamini-Schramm des arbres uni-
formes. Plus précisément, si Tn est uniformément distribué parmi les nn´2 arbres étiquetés à n som-
mets, alors Tn Ñ Tsquel, une convergence établie dans [85].
10Invariant line ensemble, dans la terminologie de [46].
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FIGURE 1.11 – Histogramme des valeurs propres du spectre d’un arbre aléatoire sur 1000 sommets,
qui donne une idée approchée de l’allure de µsquel.
En vertu de la continuité du spectre pour la convergence locale faible, on a bien la convergence
de la mesure spectrale empirique µTn vers la mesure µsquel. Cette mesure est aussi mal connue que
µUGWppiq ; en fait, les seules informations intéressantes sur µsquel sont obtenues en passant à la limite
dans µTn . Donnons deux exemples.
Atomes. Par des arguments élémentaires, il est possible de voir que toutes les valeurs propres d’arbres
finis sont des atomes de µsquel ; cet ensemble est une partie dense de R et il est égal à l’ensemble A des
nombres algébriques totalement réels11, un résultat de [127]. Dans les simulations (voir figure 1.11),
on voit la présence des atomes en 0, ˘1 (le spectre de l’arbre avec une seule arête), ˘?2 (le spectre
de l’étoile à deux branches).
La valeur précise de µsquelpt0uq est connue ; ce calcul résulte d’une analyse purement combinatoire
de Tn. Le lien entre la dimension du noyau d’un arbre T et les feuilles de cet arbre est connu depuis
longtemps : pour tout arbre fini T , on a dimkerT “ mintk : Mn´2k ‰ 0u où M j est le nombre de
couplages parfaits dans T qui contiennent j arêtes. Bauer et Golinelli ont exploité ce lien pour obtenir
une formule exacte de l’espérance du noyau de Tn. Plus précisément, ils démontrent dans [21] que
ErdimkerpTnqs “ n
˜
1´2
nÿ
m“2
p´1qm
m
´m
n
¯mˆn
m
˙¸
. (1.4.9)
En utilisant des outils de combinatoire analytique, ils ont également calculé la fonction génératrice de
dimkerpTnq et ont obtenu l’asymptotique de ErdimkerpTnqs sous la forme :
lim
nÑ8µTnpt0uq “ µsquelpt0uq “ 2x‹´1
11Un nombre est algébrique totalement réel s’il est racine d’un polynôme à coefficients entiers, dont toutes les racines
sont réelles.
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où x‹ « 0,56714 ¨ ¨ ¨ est l’unique solution de l’équation x “ e´x. Cela réglait donc le problème du
calcul de l’atome en zéro pour l’arbre squelette, comme (1.4.6) réglait ce problème pour les arbres de
Galton-Watson poissonniens. Les simulations indiquent l’absence d’états étendus en zéro pour µsquel
(voir figure 1.11. Dans une courte section du chapitre 3, non publiée, j’ai démontré ce résultat :
Théorème 6. La mesure spectrale µsquel ne possède pas d’états étendus en zéro.
Les arguments sont une adaptation des techniques déjà utilisées pour démontrer la conjecture 1.
Il reste à résoudre la question de l’existence d’une partie continue ; les simulations semblent indiquer
que µsquel possède effectivement une partie continue.
1.5 Valeurs propres de matrices aléatoires diluées
L’objet de cette section est l’étude de certains graphes pondérés, c’est-à-dire de graphes dont les arêtes
sont munies de poids.
Formellement, on se donne une matrice de poids W PMn,npRq, et la matrice d’adjacence M d’un
graphe quelconque, et on veut étudier la matrice P“MdW où d est le produit de Hadamard terme à
terme : Pi, j “Mi, jWi, j. De tels modèles ont été très étudiés lorsque le graphe sous-jacent est relative-
ment peu dense (typiquement lorsque le nombre d’arêtes de G est d’ordre n lnpnq— on verra la raison
pour laquelle ce cadre est plus étudié) ou encore lorsque tout le problème est hermitien, c’est-à-dire
lorsque W est hermitienne et le graphe sous-jacent G est un graphe simple non dirigé ; un très ré-
cent article de Tikhomirov et Youssef ([136]) décrit entièrement le comportement des grandes valeurs
propres de P lorsque W est issue du GOE et G est un graphe d’Erdo˝s-Rényi de paramètre d{n avec
d Ñ8.
Les auteurs posent notamment les questions suivantes, que nous reprenons verbatim de [136, page
3] :
1) Y a-t-il un seuil (en fonction de d) pour l’apparition de valeurs propres détachées du spectre de
W (outliers) ?
2) Y a-t-il une expression explicite pour ce seuil ?
3) A-t-on une explication pour l’apparition de ces outliers ?
4) Quelle est l’asymptotique exacte de ces outliers ?
Dans le chapitre IV de cette thèse, fondé sur une collaboration avec Charles Bordenave et Raj Rao
Nadakuditi, nous répondons à ces quatre questions dans le cadre difficile des graphes dilués dirigés, la
principale motivation pratique venant du problème statistique de la complétion des matrices, que nous
exposerons ci-dessous. Les résultat principal (Théorème 7 en page 28) semble étonnant, parce qu’il
dit en substance que les valeurs propres de matrices non-symétriques sont en réalité plus intéressantes
que les valeurs singulières des matrices symétriques — la sagesse populaire12 voulant plutôt que les
valeurs propres de matrices non-symétriques soient très instables. Nous reviendrons dans la dernière
section sur cette idée récente de la recherche sur les matrices aléatoires.
Reconstruction
Les problèmes de reconstruction ont pour objectif de reconstruire un objet en général complexe (un
graphe, une matrice, un tenseur, une fonction périodique) à partir d’une petite quantité d’informations
sur cet objet, typiquement quelques entrées de la matrice, quelques coefficients de Fourier. Ces pro-
blèmes sont devenus extrêmement populaires en mathématiques appliquées notamment via l’essor des
systèmes de recommandation.
12. . . dans le monde des mathématiques numériques.
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Nous nous intéresserons plus particulièrement aux problèmes de reconstruction des matrices. Le
problème est le suivant : une matrice W est cachée. On sait qu’elle possède certaines propriétés struc-
turelles (sa taille nˆm est connue, parfois des informations sur son rang ou ses entrées). Cependant,
l’observateur n’a accès qu’à l’observation de certaines entrées Wi, j pour un petit ensemble d’indices
pi, jq P E Ă rnsˆ rms et cherche à utiliser au mieux cette information pour retrouver (partiellement,
avec une faible erreur, ou même exactement) cette matrice W .
La littérature sur le sujet est gigantesque et on renvoie à [65] et ses références pour une synthèse
assez complète ; citons tout de même les articles de Candès, Tao et Candès, Recht[53, 52], l’article de
Keshavan, Montanari et Oh [92] et celui de Chatterjee [55].
Obstructions au problème et hypothèses nécessaires
Il n’est pas toujours possible de reconstruire une matrice W à partir d’un faible nombre d’observation
de ses entrées. Les deux obstacles principaux sont le nombre trop faible de données, et la complexité
intrinsèque de W .
Manque de données. Prenons un exemple de reconstruction très simple, dans lequel la matrice à re-
trouver est de rang 1 et de norme 1, c’est-à-dire de la forme W “ xy˚ avec x,y P Rn deux vecteurs
unitaires. Retrouver W revient à retrouver x et y, à un signe ou une phase près ; or, supposons que la
ligne i de W ne soit pas du tout observée. Il n’y alors aucune manière d’accéder à xi. Autrement dit,
il est nécessaire que l’observateur dispose au moins d’une observation par ligne et d’une observation
par colonne s’il veut espérer reconstruire sa matrice originale W aussi précisément que possible. Sup-
posons que les entrées révélées le soient au hasard, uniformément parmi toutes les entrées possibles
de la matrice ; par le principe du collectionneur, pour avoir au moins une entrée révélée par ligne, il
est nécessaire de disposer d’au moins lnn observations sur chaque ligne et donc n lnn observations en
tout, autrement dit toute densité d ! lnn laissera nécessairement des lignes ou des colonnes entières
inobservées.
La littérature sur la complétion de matrices s’est ainsi concentrée sur ce régime d ě lnn. L’un des
apports de ce travail est de démontrer que tout n’est pas perdu lorsque d ď lnn ou même lorsque d est
fixé, et qu’au contraire il est possible d’obtenir un estimateur de W bien corrélé avec W .
Difficulté intrinsèque du problème. Toutes les matrices ne peuvent pas être facilement reconstruites
à partir d’une observation aléatoire de leurs entrées. Par exemple, supposons que la matrice W ait
toutes ses entrées non nulles, sauf éventuellement une ou deux, comme dans l’exemple
W “ e1e1˚ ` e1e2˚ “
¨˚
˚˝˚1 1 0 ¨ ¨ ¨ 0 00 0 0 . . . 0 0
...
...
0 ¨ ¨ ¨ 0
‹˛‹‹‚.
Si les entrées révélées sont peu nombreuses et si leur localisation est suffisamment aléatoire, il n’y a
aucune chance pour que les deux seules entrées non nulles de la matrice ci-dessus soient observées.
On ne verra que des zéros. Il faut donc que les entrées de W soient suffisamment étalées dans la
matrice. Mathématiquement, cela revient par exemple à demander à ce que la plus grande entrée de W
soit d’ordre Op1{nq, de sorte que la masse L2 (norme de Frobenius) soit équitablement répartie entre
les entrées de la matrice. Ceci est parfaitement équivalent au fait de demander à ce que la masse des
vecteurs singuliers soit suffisamment répartie entre les entrées, une condition fréquemment appelée
condition d’incohérence.
Dans toute la suite, nous adopterons donc des hypothèses sur W qui rendent au moins le problème
accessible. On va pour cela définir une large classe de matrices dont les paramètres de complexité
26
1.5. Valeurs propres de matrices aléatoires diluées
sont contrôlés. Signalons que ces hypothèses sont standard dans la littérature ; voir par exemple les
conditions A0-A1 dans [52] ou encore A1-A2 dans [92]. On renvoie à la synthèse [65] sur ce sujet.
On commencera par s’intéresser exclusivement à des matrices hermitiennes positives ; ceci n’est
une restriction qu’en apparence, nous y reviendrons plus tard. Notons
W “
rÿ
i“1
µiϕiϕi˚ (1.5.1)
où µ1 ě ¨¨ ¨ ě µr sont les valeurs propres classées dans l’ordre décroissant, l’entier r est le rang, et les
ϕi sont des vecteurs propres unitaires orthonormaux.
(i) Le rang de W est inférieur à r.
(ii) Les valeurs propres de W sont positives.
(iii) Il existe un réel bě 1 tel que
max
iPrrs
|ϕi|8 “ b?n . (1.5.2)
Enfin, conformément au thème général de cette thèse, nos résultats sont valables à d fixé, sans
aucune restriction ; il s’agit donc des premiers et seuls résultats sur les valeurs propres de matrices
réellement diluées. Toutes nos démonstrations s’étendent au cas où d croît lentement avec n, typique-
ment d “ nop1q.
Méthodes spectrales
En règle générale, la matrice observée P est de rang élevé avec grande probabilité ; cependant, une
idée fructueuse pour reconstruire W à partir de P consiste à calculer sa décomposition en valeurs
singulières, disons
P“
rangpPqÿ
i“1
σipPqxiyi˚
avec les σi décroissants, et à couper toutes les valeurs singulières et vecteurs singuliers au-delà du
véritable rang r de W , c’est-à-dire prendre
Wˆ “
rÿ
i“1
σipW qxiyi˚ .
Le théorème d’Eckhart-Young dit que Wˆ est précisément la meilleure approximation de P par une
matrice de rang r (au sens de la norme de Frobenius) ; le problème est qu’en règle générale, les va-
leurs singulières des matrices non-hermitiennes et les valeurs propres des matrices hermitiennes sont
« polluées » par les plus grands degrés ([136, 24, 25, 96, 139]).
Une idée étonnante déjà exploitée par Feige et Ofek ([77]) et popularisée par Keshavan, Monta-
nari et Oh dans leur célèbre article [92] consiste à régulariser le spectre en supprimant les hauts de-
grés, c’est-à-dire les lignes de P avec trop d’entrées révélées, obtenant ainsi une matrice P˜, et ensuite
seulement à effectuer la troncation au rang r de la nouvelle matrice, disons TrpP˜q. Un des résultats
importants de [92] est que cette opération permet de retrouver les valeurs singulières de la matrice
originale ; plus précisément, sous des hypothèses simples13, les auteurs démontrent que
1
n
}W ´TrpP˜q} “ Op
a
r{dq. (1.5.3)
13Cf infra.
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Les inégalités de Weyl permettent alors de voir que si d Ñ8, on retrouve la matrice W , et que les r
plus grandes valeurs singulières de P˜ sont alignées avec celles de W ; l’équation (1.5.3) est valable à d
fixé, mais dans ce cas elle ne permet pas de déterminer l’asymptotique en nÑ8 des grandes valeurs
singulières de P˜.
L’aspect le plus intéressant de cette méthode est l’étape d’émondage, où l’on supprime certaines
données pour régulariser le spectre de la matrice observée et faire apparaître certains paramètres de W .
L’idée qui sous-tend les sections suivantes est qu’il ne fallait pas regarder les valeurs singulières de
la matrice non hermitienne P, mais justement ses valeurs propres, qui sont directement alignées
avec les grandes valeurs propres de W . Cette idée neuve, selon laquelle la non-symétrie conserve
plus d’informations que la symétrie, semble prometteuse et a récemment émergé dans un article de
Chen et al ([56]). Nous reviendrons sur ce point dans la conclusion.
Asymptotique des grandes valeurs propres et détection des vecteurs propres
Le résultat principal que nous avons obtenu est une description exacte du comportement des valeurs
propres de la matrice P “ pn{dqMdW , avec M la matrice d’adjacence d’un graphe d’Erdo˝s-Rényi
dirigé de paramètres n et d{n — la normalisation par pn{dq est prise de sorte que ErPs “W .
Nous démontrons une transition de phase spectaculaire : il existe un seuil ϑ tel que toutes les
valeurs propres de P plus grandes que ce seuil sont asymptotiquement égales aux valeurs propres de
W plus grandes que ce seuil.
Pour expliciter ce résultat, nous introduisons la matrice X “ nW dW , ou encore
Xx,y “ nW 2x,y. (1.5.4)
Nous notons ρ “ }X} sa norme d’opérateurs, qui est du même ordre de grandeur que celle de
W sous l’hypothèse d’incohérence 1.5.2. On pose également L “ nmaxx,y |Wx,y|. Sous les hypothèses
précédentes sur W , le réel L est d’ordre Op1q. Le seuil dont il est question plus tôt est défini par
ϑ“max
"c
ρ
d
,
L
d
*
.
Notons s le nombre de valeurs propres de W plus grandes que ϑ :
µ1 ě ¨¨ ¨ ě µs ą ϑě µs`1 ě ¨¨ ¨ ě µr. (1.5.5)
On note |λ1| ě ¨ ¨ ¨ ě |λn| les valeurs propres de la matrice A. Le premier résultat est une asympto-
tique exacte des grandes valeurs propres de P.
Théorème 7. Soit d ą 1 un réel et W une matrice réelle de taille nˆ n vérifiant les hypothèses
mentionnées plus haut. Si n est assez grand, pour tout i P t1, . . . ,su on a
|µi´λi| “ op1q. (1.5.6)
Par ailleurs, pour tout ią s on a
|λi| ď ϑ`op1q. (1.5.7)
Signalons que le seuil ϑ est défini comme un maximum : c’est le même phénomène que celui
déjà noté dans la première partie de cette thèse, où la seconde valeur propre était asymptotiquement
inférieure à ρ _ δ´1. Le nombre δ´1 était d’ailleurs égal au maximum des entrées de la matrice de
transition, comme ici L{d est le maximum des entrées de P avec grande probabilité.
Lorsque d est suffisamment grand (plus précisément lorsque d ą L2{ρ) c’est le premier terme
qui l’emporte dans la définition de ϑ ; on peut vérifier facilement que L2{ρ est une mesure de la
délocalisation de la matrice W , au sens où pour une matrice très délocalisée (typiquement, avec toutes
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les entrées égales) on a L2{ρ “ 1. Il y a donc un phénomène de compétition entre la délocalisation de
la matrice et la densité d.
Notre second résultat est une description du comportement des vecteurs propres de P. Le résultat
n’est pour l’instant démontré que pour les matrices de rang 1 (un cadre déjà très intéressant, voir [56])
mais il sera étendu à tous les faibles rangs dans de prochains travaux.
Théorème 8. Supposons que W “ µϕϕ˚ avec ϕ un vecteur localisé. Si d ą n|ϕ|44, alors λ1 Ñ µ1, et
si ψ est le vecteur propre de P associé à λ1, alors avec probabilité 1´op1q,
|xψ,ϕy| “ p1`op1qq
d
1´ n|ϕ|
4
4
d
. (1.5.8)
Le seuil n|ϕ|44 provient simplement du calcul de ρ dans ce cas précis. Noter que plus ϕ est déloca-
lisé, plus ce nombre est petit, autre exemple de la compétition évoquée plus haut entre délocalisation
de W et densité d.
Il est donc possible d’obtenir une corrélation strictement positive avec le véritable vecteur propre
ϕ ; en l’absence totale d’informations, le meilleur estimateur possible pour ϕ consiste simplement à
prendre un vecteur uniforme u sur Sn´1 et la corrélation xu,ϕy tend alors vers 0.
Non-orthogonalité
Nos travaux ont mis en évidence un phénomène étonnant : les vecteurs propres de la matrice P associés
aux valeurs propres au-dessus du seuil ϑ possèdent une structure de covariance non-triviale. Plus
précisément, il existe une matrice Γ de taille s, dépendant uniquement de W et de d, telle que si ψi,ψ j
sont les vecteurs propres de P associés à λi„ µi et λ j „ µ j, alors xψi,ψ jy«Γi, j (pour un énoncé précis,
on renvoie au dernier chapitre du manuscrit). En règle générale, la matrice Γ n’est pas diagonale :
Γi, j “
8ÿ
k“0
x1,Xkϕ i, jy
pµiµ jdqk (1.5.9)
où X a été définie en (1.5.4) et ϕ i, j :“ ϕidϕ j est le produit terme à terme des vrais vecteurs propres.
Dans certains cas (par exemple, si la masse `2 de chaque ligne de W est constante), on peut facilement
voir que Γ est diagonale, mais il est possible de construire des exemples simples pour lesquels ce
n’est pas le cas. Une des difficultés dans la démonstration de ces résultats provient de cette non-
orthogonalité (qui disparaît lorsque d Ñ8).
Erdo˝s-Rényi dirigé
Une conséquence immédiate des théorèmes précédents concerne le spectre du graphe d’Erdo˝s-Rényi
dilué, obtenu en prenant tout simplement Wi, j “ 1{n, dont le spectre est 1 et 0 avec multiplicité n´1.
Comme nW dW “W , on obtient ρ “ 1 et ϑ“ 1{?d.
Ces graphes sont pour l’instant relativement peu étudiés du point de vue spectral, surtout compa-
rés à leurs homologues non-dirigés : pour ces derniers, très bien connus maintenant, les résultats de
Komlos et Füredi [81] et Krievelevitch et Sudakov [96] complétés par les récents travaux de Benaych-
Georges, Bordenave et Knowles ([24, 25], Tikhomirov et Youssef [136] et Alt, Ducatez et Knowles
[11] élucident entièrement le comportement des grandes valeurs propres pour tous les régimes de d.
Pour les graphes d’Erdo˝s-Rényi dirigés, notre résultat est le suivant.
CONSÉQUENCE 1.5.1. Soit d un nombre réel fixé et soit A la matrice d’adjacence d’un graphe
d’Erdo˝s-Rényi ERpn,d{nq dirigé. Les assertions suivantes sont vraies avec probabilité 1´op1q lorsque
nÑ8 :
1. Si d ď 1, toutes les valeurs propres de A sont de module plus petit que 1`op1q.
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FIGURE 1.12 – Représentation (en vert) du vecteur propre ψ associé à la plus grande valeur propre de
A pour un graphe d’Erdo˝s-Rényi sur 1000 sommets avec d “ 7. Toutes les entrées de ψ sont positives
(théorème de Perron) et la corrélation entre ψ et le véritable vecteur propre 1{?n (en violet) est proche
de
a
1´1{7« 0.9258.
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FIGURE 1.13 – Représentation de |xψ,1{?ny| pour plusieurs valeurs de d, avec n“ 1000. Pour chaque
d “ 2, . . . ,20, on a généré 20 réalisations de ERp1000,dq et calculé |xψ,1{?ny| (petits tirets verts).
La moyenne est en rouge et la limite théorique
a
1´1{d est en noir.
2. Sinon, d ą 1 ; dans ce cas, λ1pAq Ñ d et toutes les autres valeurs propres sont de module plus
petit que
?
d`op1q.
Si ψ désigne le vecteur propre de A associé à λ1pAq, alors
|xψ,ϕy| Ñ
c
1´ 1
d
. (1.5.10)
Ces points sont illustrés dans les figures 1.12-1.13.
L’énoncé précédent démontre ainsi une observation bien connue et souvent mentionnée par les
physiciens, à savoir que la mesure empirique spectrale a son support dans Dp0,?dq y compris dans
le cas dilué ; on renvoie à l’excellente synthèse [114] (venue de la physique), et en particulier aux
sections 4.2 et 4.3, qui mentionnent ces faits sans les démontrer rigoureusement toutefois.
Notons ~µAn la mesure empirique spectrale de la matrice d’adjacence d’un graphe d’Erdo˝s-Rényi
dirigé de paramètre d{n ; à ce jour et à ma connaissance, il n’existe strictement aucun résultat rigoureux
sur ces mesures dans le cadre dilué. Seul un article de Basak et Rudelson [18] démontre que si d “
Ωplnpnq2q, alors la mesure empirique spectrale converge vers la loi du cercle. Il n’est à ce jour pas
démontré que ~µAn converge vers une mesure sur C, et une éventuelle forme limite n’est même pas
conjecturée, au contraire de la conjecture de Kesten-McKay orientée déjà mentionnée (Figure 1.4).
Reprenons enfin une remarque déjà faite dans la première section de cette introduction : nous
ne démontrons qu’une borne supérieure. La borne inférieure correspondante, à savoir |λ2| ě
?
d´
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FIGURE 1.14 – Trois réalisations de spectres de graphes d’Erdo˝s-Rényi dirigés à n“ 10000 sommets,
pour trois valeurs de p“ d{n. On a coupé l’outlier et renormalisé par 1{?d. Lorsque d “ 1, le graphe
limite est fini presque sûrement et le spectre se trouve concentré sur les valeurs propres des graphes
dirigés finis.
op1q, n’est pas démontrée, mais semble vraie (voir en particulier la figure 1.14). Les démonstrations
classiques de telles bornes inférieures (comme la démonstration de la borne d’Alon-Boppana) ne se
transposent pas au cas dirigé.
Cas typique : vecteurs propres uniformes.
Nos résultats sont valables pour n’importe quelle matrice initiale fixée W vérifiant les hypothèses
mentionnées. On pourrait penser que ces hypothèses sont restrictives, mais ce n’est pas le cas. En
un sens, presque toutes les matrices vérifient ces hypothèses. En effet, étant donné un spectre Σ “
diagpµ1, . . . ,µrq, on peut choisir la matrice des vecteurs propres U PMn,rpRq distribuée selon la me-
sure de Haar sur l’ensemble des matrices orthonormales de taille nˆ r ; la matrice
W “U˚ΣU
est alors uniforme parmi toutes les matrices ayant Σ comme spectre, et il est bien connu que U vérifie
l’hypothèse de délocalisation au sens où }U}8 “ Op
a
lnn{nq avec grande probabilité. Un tel modèle
est populaire dans la littérature de la complétion de matrices, et déjà utilisé dans [53, 92].
Les théorèmes énoncés plus hauts seront donc valables pour « la plupart » des matrices de rang r
ayant un spectre fixé. On trouvera dans les figures 1.15 et 1.16 des illustrations du phénomène décrit
dans le théorème 8 pour une matrice de rang 1.
Ces résultats complètent bien ceux obtenus dans [56], qui se placent toutefois dans le régime
d Ñ8 (voir en particulier [56, Page 10]) et n’obtiennent pas la transition en ϑ ou les asymptotiques
exactes ; en effet, notre méthode n’utilise pas de théorème de perturbation des vecteurs propres comme
Davis-Kahan ou l’identité de Neumann (voir [142, 71, 56]), qui sont souvent optimaux dans le pire
des cas mais assez mauvais dans les cas typiques.
Nos démonstrations intègrent directement des approximations de vecteurs propres, et permettent
ainsi d’obtenir des informations fines sur ces derniers : un élément clé dans nos démonstrations est que
si `“ c lnpnq, où c est une constante judicieusement choisie, alors le vecteur A`ϕi est asymptotiquement
aligné avec le i-ème vecteur propre de A lorsque i P rr0s.
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FIGURE 1.15 – On a pris P “ ϕϕ˚ avec ϕ „ UnifpSn´1q, n “ 1000. Les entrées de ϕ ont été triées
par ordre croissant. Les entrées du vecteur ψ sont en vert. La corrélation théorique est proche deb
1´n|ϕ|44{d «
a
1´3{d avec grande probabilité.
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FIGURE 1.16 – Représentation de |xψ1,ϕy| pour différents d. On a d’abord généré W “ ϕϕ˚ avec
ϕ uniforme sur Sn´1. Ensuite, pour chaque d “ 2, . . . ,20, on a effectué 20 simulations de A avec W
comme matrice sous-jacente, puis on a calculé xψ1,ϕy. La moyenne est en rouge et la valeur limiteb
1´n|ϕ|44{d est en noir.
1.6 Deux remarques pour finir
Cette dernière section présente deux idées nées des résultats de cette thèse.
‘Diluted’ is the new ‘sparse’
Dans la littérature sur les réseaux ou les matrices peu denses, on observe plusieurs interprétations sur
ce que signifie « peu dense ». Le consensus général est que le degré moyen des connections d’un agent,
disons d, doit être négligeable devant la taille n du système : d “ opnq. Cependant, deux régimes sont
peu denses en ce sens : le régime que nous appellerons dilué, où d “Op1q est borné indépendamment
de n, et le régime épars où d “ opnq mais tend vers l’infini, typiquement d “ plnnqc ou d “ nα , avec
α ă 1. Signalons que cette terminologie n’est pas fermement établie, et que les deux termes ont été
rencontrés l’un pour l’autre dans la littérature.
L’étude « moderne » des réseaux peu denses a commencé dans les années 1960 avec les travaux
sur la transition de phase dans le modèle d’Erdo˝s-Rényi, puis elle a véritablement explosé depuis les
années 1990 avec l’émergence de réseaux informatiques ou sociaux, dans lesquels les agents possèdent
un nombre relativement faible de liens avec les autres agents. Or, du point de vue des applications, les
deux régimes dilué et épars sont identiques. Les ingénieurs, statisticiens ou physiciens ne seront jamais
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confrontés à des réseaux de taille supérieure à, mettons, 1080 (le nombre d’atomes dans l’univers
observable), et en pratique les régimes dilués ou épars seront strictement indiscernables (on a ln1080«
184). Pour ces applications, on peut donc a priori se contenter de résultats sur les cas épars, où dÑ8
lentement, car ces derniers se sont révélés plus simples à traiter.
La différence entre les régimes dilué et épars n’est pourtant pas artificielle, bien au contraire, et
révèle une transition de phase profonde et à mon sens sous-estimée dans la littérature : le régime
épars se situe naturellement dans la classe d’universalité spectrale « dense », celle du semi-cercle
pour les modèles hermitiens, et celle du cercle pour les modèles non-hermitiens. Dans les principaux
modèles de graphes (d-réguliers, Erdo˝s-Rényi d{n) avec densité d Ñ8, la mesure spectrale converge
systématiquement vers ρsc ou vers ρcercle, et ce y compris aux échelles microscopiques ([18, 57, 17,
59, 75, 47, 75, 74]). Or, une partie des réseaux réels étudiés par les ingénieurs ou les statisticiens ne fait
pas partie de la classe d’universalité de Wigner ([76, 129]), comme les graphes des réseaux sociaux,
dont le spectre ne ressemble visiblement pas à un semi-cercle (figure 1.17).
Le bon critère pour les modèles de réseaux réels ne semble donc pas être uniquement le faible
nombre de liens entre les agents du système, mais aussi la structure spectrale assez éloignée des lois
de référence comme la loi du semi-cercle ou du cercle : présence d’atomes, supports non bornés,
états étendus et non étendus. Le lecteur pourra s’en convaincre en observant les quelques exemples de
spectres de réseaux réels dans la figure 1.17 page 34 (les réseaux en question sont décrits à la fin du
paragraphe). Ce sont ces aspects là des modèles réels que l’on devrait retrouver dans les modèles des
mathématiques appliquées. De ce point de vue, même des modèles de graphes dilués ne conviennent
pas forcément : les résultats obtenus pour un graphe d’Erdo˝s-Rényi avec paramètre d fixé mais grand,
par exemple d “ 1045, seront certainement plus éloignés de la réalité que ceux obtenus pour tout n et
pour tout d ď lnn.
Les données des réseaux de la figure 1.17, page 34, sont en accès libre, voir la base de donnée [99]
et l’article [140] et les références ci-dessous. Les quatre jeux de données dont j’ai représenté le spectre
sont les suivants.
(a) La Bible du roi Jacques (King James Bible, 1611) est une version anglaise de la Bible, encore
aujourd’hui référence dans l’Église Anglicane. Elle contient de nombreux noms (de villes ou
de personnes), qui sont les 1773 sommets du graphe. Deux noms sont reliés par une arête s’ils
apparaissent dans le même verset ; chaque arête est pondérée par le nombre de versets dans
lequel apparaissent les deux noms (ce sont donc des multi-arêtes). Il y a en tout 9131 arêtes et
16401 multi-arêtes ; le degré moyen est 18,5 et le degré maximal est 364 — il s’agit du nom
Israël. Ces données ont été compilées par Chris Harrisson.
(b) PGP (PrettyGoodPrivacy) est un algorithme populaire de cryptage, utilisé en particulier pour les
échanges de courriers. Les noeuds du réseau sont les utilisateurs (10680) dans la composante
connexe géante, et deux utilisateurs sont connectés s’ils ont échangé des informations sécurisées
par PGP. Il y a 24316 arêtes, le degré moyen est 4,55 et le degré maximal est 205 (voir [30]).
(c) Le réseau électrique des États-Unis (un des réseaux étudiés dans le célèbre article [140]) est
composé de 4941 unités (en règle générale, des transformateurs ou des centrales) ; les arêtes
représentent les lignes électriques et il y en a 6594. Le degré moyen est 2,66 et le degré maximal
est 19.
(d) En 2003, le réseau de courrier électronique de l’université Rovira i Virgile à Tarragone ([86])
contenait 1133 utilisateurs (composante géante). Deux utilisateurs sont reliés s’ils se sont en-
voyés un mail. Il y a 5451 arêtes, le degré moyen est 9,6 et le degré maximal est 71.
33
1.6. Deux remarques pour finir
−30 −20 −10 0 10 20 30
(a) Noms dans la Bible du roi Jacques
−10 −5 0 5 10
(b) Utilisateurs de PGP
−6 −4 −2 0 2 4 6
(c) Réseau électrique des ÉU
−10 −5 0 5 10
(d) Courriels de l’université RiV
FIGURE 1.17 – Quelques spectres de réseaux réels dilués.
Moins de symétrie, plus de valeurs propres
On trouvera dans la plupart des manuels d’algèbre des descriptions de l’instabilité des valeurs propres
des matrices non symétriques. Par exemple, il est facile de construire deux matrices non symétriques
très proches dans plusieurs normes, mais dont les valeurs propres sont parfaitement dissemblables.
Pourtant, la remarquable et omniprésente loi du cercle semble indiquer que les valeurs propres de cer-
taines matrices aléatoires non symétriques sont en fait très stables (voir [40, Figure 2 et commentaire]),
comme si l’aléa dans la matrice régularisait suffisamment le spectre.
Des résultats récents semblent en effet montrer que les matrices non-symétriques possèdent des
propriétés spectrales bien plus fines qu’on aurait pu l’imaginer, et reflètent même les statistiques des
réseaux sous-jacents mieux que leurs équivalents symétriques. Par exemple, dans le problème de la
détection de communautés, ce n’est pas la matrice d’adjacence qu’il fallait étudier, mais une de ses va-
riantes non-symétriques, la matrice non-backtracking ([97, 43]), parce que les grandes valeurs propres
de cette dernière reflètent mieux la structure interne du graphe.
Récemment, un article de Chen et al ([56]) a franchi le pas, en suggérant qu’il serait parfois
bénéfique de dé-symétriser des problèmes symétriques. Les auteurs remarquent et démontrent un phé-
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nomène tout à fait similaire à celui exposé dans la dernière partie de cette thèse : si M est une matrice
symétrique de faible rang perturbée par un bruit H non-symétrique, il est plus efficace et plus facile de
retrouver la structure de M à partir des valeurs propres de M1 “M`H qu’à partir des valeurs singu-
lières de M1 ; de plus, même si la matrice sous-jacente M est symétrique, il est sous-optimal d’utiliser
cette information en symétrisant M1.
C’est également la conclusion de nos travaux : y compris lorsque la matrice sous-jacente est sy-
métrique, dé-symétriser les observations revient à les réorganiser pour mieux faire apparaître leur
structure, et ce
• sans supprimer d’informations, contrairement à d’autres procédures déjà utilisées, par exemple
l’émondage des hauts degrés dans [77] ou [92],
• sans perdre en dimension, comme c’était le cas avec la matrice non-backtracking dont le passage
de la dimension n à la dimension dn pouvait s’avérer pénalisant en pratique, même lorsque
d “ 10.
Une telle dé-symétrisation peut ne pas être optimale ; les auteurs de [56] notent par exemple que leurs
procédures de dé-symétrisation entraînent une augmentation de la variance du bruit. Deux perspec-
tives semblent prometteuses : premièrement, les résultats théoriques que nous avons exposés dans la
dernière partie de cette thèse ouvrent la voie à des calculs de seuils très précis, qui permettront souvent
de résoudre entièrement des problèmes statistiques malgré l’augmentation du bruit ; et deuxièmement,
d’autres procédures de dé-symétrisation moins élémentaires permettront certainement de mieux tirer
parti de cette nouvelle philosophie.
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Chapter 2
The spectral gap of sparse random
digraphs
This chapter is drawn from the prepublication [62].
2.1 Introduction and statement of the results
2.1.1 Directed configurations
Given two n-tuples of positive integers, say pd`1 , . . . ,dn` q and pd´1 , . . . ,dn´ q, we build a sequence of
directed multigraphs G1, G2, . . . using the configuration model: at each of the n vertices (labeled from
1 to n), we glue tails and heads. The vertex i has d`i heads and d
´
i tails. For consistency we ask the
total number of tails to be equal to the total number of heads:
nÿ
i“1
d`i “
nÿ
i“1
d´i :“M. (2.1.1)
We then choose uniformly at random a matching of the tails into the heads, that is a random
permutation σn P SM. If e is a head attached to vertex x, we glue it to the tail σnpeq “ f. If f is
attached to vertex y, this gives rise to an oriented edge from x to y. The whole construction leads to
a directed multigraph Gn (we will often say digraph) on n vertices called the directed configuration
graph associated with the so-called degree sequence d`1 ,d
´
1 , . . . ,dn` ,dn´ . The permutation σn will
sometimes be called the environment.
The random graph Gn will simply be noted G, the n-dependence being implicit through all this
paper. We are interested in properties of G in the asymptotic regime n Ñ8: we say that an event
depending on n holds with high probability if its probability tends to 1 as nÑ8.
If u is a vertex, we will adopt the following notations: E`puq is the set of all heads attached to u,
and E´puq is the set of all tails attached to u. Therefore, #E`puq “ du` and #E´puq “ du´ . Through
all this paper, and unless specified otherwise, heads will be denoted by the bold letter e and tails by f.
2.1.2 Statement of the theorem and illustrations
The transition probability matrix P on the graph G is defined as follows:
Ppu,vq “ #te P E
`puq : σpeq P E´pvqu
du`
. (2.1.2)
The matrix P is thus a random stochastic matrix. The eigenvalues of P are the n complex roots
(counted with multiplicity) of its characteristic polynomial detpP´ zIq. We order them by decreasing
modulus:
|λn| ď |λn´1| ď ¨ ¨ ¨ ď |λ2| ď λ1 “ 1.
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Recall that all those eigenvalues are random variables depending implicitly on n and on the degree
sequence pd`i ,d´i qiďn. We will impose that all the degrees are bounded independently on n, meaning
that there are two constants δ ě 2 and ∆ě δ such that for every n,
δ ďmintd`1 ,d´1 , . . . ,dn` ,dn´ u and maxtd`1 ,d´1 , . . . ,dn` ,dn´ u ď ∆. (H1)
Under the first assumption, the minimal degree is greater than two (which means there are no dead-
ends) and the graph G is strongly connected with high probability as shown in [61]. Let us introduce
a central parameter of this model:
ρ :“
gffe 1
M
nÿ
i“1
d´i
d`i
. (2.1.3)
Our goal is to link the modulus of the second eigenvalue with ρ . The main result is the following
theorem.
Theorem 1. Let P be the transition matrix (2.1.2) of the random digraph associated with the degree
sequence pd`1 ,dn´ , . . . ,dn` ,dn´ q satisfying (H1). Let ρ be as in (2.1.3) and define ρ˜ “ ρ_ δ´1. Then,
as n goes to infinity, we have for every ε ą 0:
lim
nÑ8Pp|λ2| ą ρ˜` εq “ 0. (2.1.4)
Hence, for every ε ą 0, with high probability as n goes to infinity, the second eigenvalue satisifies
|λ2| ďmax
$&% 1δ ,
gffe 1
M
nÿ
i“1
d´i
d`i
.
,.-` ε.
This theorem only provides an upper bound for |λ2|; knowing if the bound is optimal and having
a symmetric lower bound are questions not adressed in this paper. The following figure shows an
illustration of (2.1.4).
REMARK 2.1.1. When δ´1 is smaller than ρ , the bound of theorem 1 is equal to ρ . This happens
when
δρ ą 1 (2.1.5)
and this is not always verified as shown in the following example:#
d`i “ d´i “ 2 @i P t1, ...,100u
d`i “ d´i “ 8 @i P t101, . . . ,200u.
This degree sequence satisfies ρ “an{M “a200{1000» 0.45 and in this case we have δρ ă 1. In
fact, using Jensen’s inequality, one can give a slightly stronger form of (2.1.5). Let pi´ be the so-called
in-degree distribution on vertices t1, . . . ,nu, that is pi´piq “ d´i {M. Let U be a random variable with
probability distribution pi´: we have
ρ2 “ E
„
1
d`U

.
Using Jensen’s inequality for the convex function x ÞÑ 1{x, we get Erd`U s´1 ď ρ2. A direct conse-
quence of hypothesis (H1) is δ ďErd`U s ď ∆, so (2.1.5) is fulfilled when Erd`U s ă δ 2. This hypothesis
can be interpreted as a concentration hypothesis in the sense that the out-degree of a pi´-distributed
random vertex has an expectation not far from the minimum out-degree.
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(a) Case with ρ˜ “ δ´1.
(b) Case with ρ˜ “ ρ .
Figure 2.1 – Two spectra of the transition matrix on a random configuration digraph. We drew in
red the circle with radius ρ; in green, the circle with radius δ´1. The rightmost outlier is the Perron
eigenvalue λ1 “ 1.
‚ In figure (a) there are n “ 1600 vertices: 700 of them have type p2,2q and 800 have type p9,9q. In
this case we have ρ˜ “ δ´1 “ 1{2. Notice that there are very few outliers outside the circle of radius
ρ: only one in this case.
‚ In figure (b), there are n“ 1800 vertices, 600 of them have type p5,6q, 600 of type p3,7q and 600 of
type p9,4q. Here we have ρ˜ “ ρ .
2.1.3 Ramanujan digraphs and the Alon conjecture
A d-regular undirected graph is said to be Ramanujan if every eigenvalue λ of its transition matrix
has |λ | “ 1 or |λ | ď 2?d´1{d. Those graphs have been very well studied, notably for their optimal
expansion properties ([66, 87]). The reason why the value 2
?
d´1{d appears here is because the
universal cover of every d-regular graph is the infinite d-regular tree Td , and its transition operator
has spectrum r´2?d´1{d,2?d´1{ds, a classical result of Kesten [93]; Ramanujan graphs are the
regular graphs whose non-trivial eigenvalues are included in the spectrum of their universal cover.
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A recent line of research generalized this to digraphs, as recently1 surveyed in [124]: the universal
cover of a d-regular digraph is the infinite d-regular tree ~Td obtained from the infinite 2d-regular tree
T2d by assigning a direction for d edges at every vertex and the other direction for the d other edges
at this vertex. The spectrum of the transition operator ~Td is precisely tz P C : |z| ď 1{
?
du as proven
in [67]. By analogy, a d-regular digraph is called Ramanujan if every eigenvalue λ of its adjacency
matrix has |λ | “ 1 or |λ | ď 1{?d.
Explicit constructions of Ramanujan graphs have been a challenging problem with a rich history,
but one of the most striking phenomenon in the domain is that most regular graphs are nearly Ra-
manujan. More precisely, Alon conjectured in [9] that for every d,ε , the second eigenvalue λ2 of the
transition matrix of a uniform d-regular graph on n vertices is smaller than 2
?
d´1{d` ε with high
probability when nÑ8. The question remained open for two decades and was solved by Friedman
in his celebrated 2004 paper [79]. In fact, the bound was optimal due to a simple inequality already
shown by Alon, sometimes referred to as the Alon-Boppana inequality ([120]). This is now called
Friedman’s second eigenvalue theorem:
Theorem 2 ([79, 33]). Fix an integer d ą 2. For every ε ą 0, as nÑ8 we have
P
ˆˇˇˇˇ
|λ2|´ 2
?
d´1
d
ˇˇˇˇ
ą ε
˙
Ñ 0. (2.1.6)
This solved the first-order asymptotic behaviour of the second eigenvalue for regular graphs; we
refer the reader to the introductions of [9, 33, 66, 87] for further reference. When it comes to regular
digraphs, our main theorem settles the Alon conjecture for digraphs (see [124, section 5.5]). In fact,
in a d-regular digraph, we have d`i “ d´i “ d, hence ρ˜ is equal to 1d _ 1?d “ 1?d . We state this as a
corollary.
COROLLARY 2.1.2. Let d ě 2 be a fixed integer and P be the transition matrix of a random d-regular
digraph. Note |λn| ď ¨ ¨ ¨ ď |λ2| ď λ1 “ 1 the eigenvalues of P, ordered by decreasing modulus. Fix
ε ą 0. Then, as n goes to infinity, the following holds with high probability:
|λ2| ď 1?
d
` ε. (2.1.7)
2.1.4 Motivation, background and related work
Random digraphs
In this paper, we consider random directed (multi)graphs with a specified sequence of in-degrees and
out-degrees; when all the degrees are equal to d, this model reduces to the directed d-regular case.
Our construction with half-edges is a directed variant of the classical configuration model (see [32]).
When the degrees are bounded independently of the size of the graph, such multigraphs are sparse,
meaning they have few edges. Even if digraphs are much more difficult to handle than undirected
graphs, they are also one step closer to reality when modelling real-life situtations: see [119, 60] and
references for (many) examples of graph-modelling that go beyond the Internet graph.
Eigenvalues of Markov chains
Many strong connections exist between the second eigenvalue of a transition matrix and the conver-
gence properties of the corresponding Markov chain. The following proposition is the most known
result:
1The survey [124] appeared on the ArXiv after the first version of this paper.
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PROPOSITION 2.1.3 ([104], [117]). Let P be the transition matrix of an irreducible, aperiodic
Markov chain on the finite state space S “ t1, . . . ,nu with stationary distribution pi‹. Let 1 “ |λ1| ě
|λ2| ě ¨ ¨ ¨ ě |λn| be the eigenvalues of P ordered by decreasing modulus and dpnq be the distance to
equilibrium at time n, defined as dpnq “maxxPS }Pnpx, ¨q´pi‹}TV, with } ¨ }TV the usual total variation
distance. Then,
lim
nÑ8dpnq
1
n “ |λ2|. (2.1.8)
In other words, large values of the spectral gap γ‹ :“ 1´ |λ2| are linked with fast convergence.
For random walks on graphs, λ2 is also known to be strongly linked with expansion properties of the
underlying graph (see [87] for an excellent survey). It is thus of special interest to study the spectrum
of transition matrices; however, instead of focusing on a fixed chain P, researchers now study “generic"
models of transition matrices. Most of the time, the transition matrix is chosen at random among a
certain type of matrices and its properties are studied in a probabilistic setting. In this line, random
walks on random graphs have attracted an extraordinary attention during the last decades.
Another very important aspect of Markov chains linked with |λ2| is mixing, and especially the
cutoff phenomenon ([69, 104]). Proving cutoffs for large classes of random walks is an active line
of research. In the context of random graphs, cutoff had been proven with high probability in the d-
regular model ([106]), but it was recently shown by Lubetzky and Peres in their influential paper [105]
that every Ramanujan graph exhibits cutoff, suggesting that optimality of the second eigenvalue is
linked with optimal mixing. Our paper gives the first upper bound for the second eigenvalue for a non-
reversible model of Markov chains. The cutoff phenomenon for our model has been established whp
in the inspiring paper [39], with a logarithmic mixing time (see Theorems 1 and 2 in [39]). Note that
our main result (Theorem 1) immediately implies Theorem 3 in [39], as a consequence of Proposition
2.1.3.
Random transition matrices
While we are interested in the spectral gap of a special kind of those matrices, some serious advances
on global asymptotics of the spectrum have recently been made. In a series of papers [57, 58, 17],
Nicholas Cook and coauthors established convergence towards the circular law of the empirical spec-
trum of matrices related to the adjacency matrix of d-regular directed graphs, when d grows to infinity
with n. In another series of papers ([37, 36, 38]), Bordenave, Caputo and Chafaï considered the spectra
of a transition matrix P constructed by row-normalizing a random matrix with nonnegative iid entries
Xi, j, that is Ppi, jq :“ Xi, jρpiq´1 where ρpiq :“ Xi,1` ¨¨ ¨ `Xi,n. A key result is formulated in [38]
where the authors prove the convergence towards the circular law in the sparse case where the Xi, j are
heavy-tailed with index α Ps0,1r. They also conjecture ([38, Remark 1.3]) that in this case, whp the
second eigenvalue |λ2| will be smaller than
?
1´α . We believe that our method could be adapted to
tackle this conjecture.
Non-reversible chains
A key feature of random walks on random unoriented graphs is reversibility of the Markov chain.
When the walk is reversible, the transition matrix P has a known stationary distribution pi‹ and is
self-adjoint relatively to the hilbert product x¨, ¨y‹ defined by
xx,yy‹ “
ÿ
xPV
xiyipi‹piq px,y P Rnq.
In this reversible case, all the classical tools from hermitian algebra can be used to study the
spectrum of P. When P is not reversible but when its stationary distribution pi‹ is known, we can
still use the reversibilization trick introduced by Fill ([78]; see also [117]): if P˚ denotes the time-
reversibilization of P, defined as P˚pi, jq “ Pp j, iqpi‹p jqpi‹piq´1, then PP˚ is self-adjoint for x¨, ¨y‹. All
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the eigenvalues 1“ µ1 ě µ2 ě ¨¨ ¨ ě µn ě 0 of PP˚ are real and positive, and µ2 ě |λ2|2, thus giving
informations about |λ2|. However, in any model where pi‹ is not explicitly known, those techniques
are useless.
Our method is the first one to efficiently deal with the top eigenvalue of non-hermitian matrices
with no information on the eigenvectors; we strongly believe this method could prove extremely useful
in other problems within the random matrix theory, especially in the non-hermitian setting.
In fact, after the first version of this paper was put on the ArXiv, other results on the spectral gap
of random matrix models have been proven with this method, such as the spectral gap for random
biregular bipartite graphs [50], and for sparse bistochastic matrices [45].
We finally mention some related questions and conjectures.
1. What is the link between |λ2| and the cutoff phenomenon for the Markov chain ? Do all graphs
in our model having |λ2| ď ρ exibit cutoff ?
2. Is the upper bound (2.1.4) optimal ? In the Friedman theorem, the difficult part was to prove the
upper bound while the lower bound had been proven very early ([120]) using the full strength of
the symmetric nature of P. We have proven an upper bound for our model, but no lower bound
is known yet.
3. This paper deals with the second eigenvalue of random digraphs in general. In the specific
case of d-regular digraphs, it is conjectured in [40, Section 7] that the whole empirical spectral
measure of the adjacency matrix of a d-regular digraph converges almost surely in distribution
to µOKMC, a complex version of the Kesten-McKay distribution, namely
µOKMCpdzq “ pi´1 d
2pd´1q
pd2´|z|2q2 1|z|ď
?
ddz.
2.1.5 Conventions and notations
The operator norm of a real square matrix A PMnpRq is
}A} “ sup
x‰0
}Ax}
}x}
where }x} “ px21 ` ¨¨ ¨ ` x2nq 12 is the standard euclidean norm. If M is any matrix, AJ is its usual
transpose. We will also note 1 the column vector 1 “ p1, . . . ,1qJ. If panq and pbnq are two real
sequences, we use the classical Landau notations an „ bn,an “ opbnq and an “ Opbnq.
We will also adopt the following notations for half-edges in our model. Formally, a half-edge will
be coded by a triple pu, i,εq, where
• u is a vertex,
• ε P t´,`u is a sign indicating the nature of the half-edge: a ` symbol denotes a head, a ´
denotes a tail,
• i is an integer in t1, . . . ,dεuu.
With this notation, we have E`puq “ tpu, i,`q : i “ 1, . . . ,du` qu and also E´puq “ tpu, i,´q : i “
1, . . . ,du´ qu. These notations will specifically be used in the combinatorial section 2.6. In general,
it will be more convenient to adopt the following conventions, much easier to read: heads will be
denoted by the bold letter e and tails will be denoted by the bold letter f. If a half-edge e is attached to
vertex u, we will write de˘ instead of du˘ .
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For example, a 2-step path in the graph between vertices a and b is a sequence of the form
pe1, f1,e2, f2q with e1 attached to a, f2 attached to b, e2 and f1 attached to the same vertex and
σpe1q “ f1,σpe2q “ f2. We will give a complete and precise definition of paths further in the pa-
per.
In the rest of the paper, we will denote all universal constants by C ą 0.
2.1.6 Acknowledgements
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2.2 Proof of the main theorem
2.2.1 Outline
We give a motivated sketch of the main difficulties in the proof of our theorem and the core ideas to
overcome them.
As mentionned in the beginning of [79] or [33], the standard trace method for bounding |λ2| is
doomed to fail: the main obstruction comes from the fact that with small probability, some very small
graphs with many cycles (“tangled graphs") are present in the graph, and they drastically perturb the
expectation of the trace of Pt . To tackle the problem, a powerful idea is to use a selective trace.
Recall that the coefficient pi, jq of Pt is the sum over all paths of length t from i to j of the
probability that the simple random walk follows this path. Instead of taking all those paths, we are
going to select only those that are not “too much tangled" and replace the matrix Pt with a “tangle-
free" matrix Pptq — all proper definitions will be stated in Section 2.2.2 — and use the fact that with
high probability, when t is not too large, there are no tangles in the original graph (Proposition 2.2.3).
This idea was introduced in [79] for the proof of the Friedman theorem and was refined in [33] and
[43].
In the models studied in these papers, it was easier to study paths that are non-backtracking, i.e.
that do not take the same edge twice in a row. In our own model of directed graphs, no edge can
be crossed twice in a row except self-loops — which are rare — hence we can concentrate on the
transition matrix Pt or its tangle-free analog Pptq instead of resorting to non-backtracking matrices.
The next step will be to relate the second eigenvalue of Pptq with the matrix norm of different other
related matrices, namely Pptq and Rt,`, defined in 2.2.2. Those matrices are easier to study, because
their components are nearly centered. Their norms are given in Propositions 2.2.6 and 2.2.7.
The key difficulty of our model, compared to the regular case studied in [33], lies in the fact that
the stationary distribution is unknown. In the regular case, the stationary distribution — i.e., the top
left-eigenvector — is known to be p1{n, . . . ,1{nq, which could be used in Lemma 3 of [33] for deriving
a Courant-Fisher-like variational formulation of |λ2|. This is no longer the case here and we had to
perform different algebraic manipulations and to approximate the stationary distribution; this will be
done in the proof of Proposition 2.2.8 (Section 2.3).
2.2.2 Definitions: tangles and variants of P
This subsection introduces the main tools for our proof of Theorem 1.
Paths
Even though the graph G is a multigraph, its construction with half-edges described in Section 2.1.1
is extremely useful and will be of paramount importance in the paper. This is why we do not define
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paths as a usual path in a graph (or multigraph), but as a sequence of half-edges that could be paired
through σ . Through all the sequel, t ą 0 is an integer.
DEFINITION 2.2.1. A path of length t between two vertices i and j is a sequence of half-edges
pe1, f1, . . . ,et , ftq such that
1. for every sď t, es is a head and fs is a tail,
2. for every să t, fs and es`1 are attached to the same vertex,
3. e1 is attached to i and ft is attached to j.
We note P tpi, jq the set of paths of length t connecting i to j. Usually, we will denote paths by
the bold letter p, meaning p“ pe1, f1, . . . ,et , ftq.
Keep in mind that our definition of a path does not depend on σ or G: it is a potential path in G.
The path itself is a purely combinatorial object and is not random; it will become a true path in the
random graph G if in addition, σpesq “ fs for every s P t1, . . . , tu. In this setting we have the following
useful expression for powers of the matrix P:
Ptpi, jq “
ÿ
pPPtpi, jq
tź
s“1
1σpesq“fs
de`s
(2.2.1)
where de` is in fact du` if the half-edge e is attached to the vertex u (see notation 2.1.5). When
t “ 1, this expression reduces to
Ppi, jq “
ÿ
ePE`piq
ÿ
fPE´p jq
1σpeq“f
d`i
.
Taking expectations on both sides yelds the following identity:
ErPpi, jqs “ d
´
j
M
:“ pi´p jq. (2.2.2)
The probability distribution pi´ is also called the out-degree distribution.
Tangles and cycles
In an oriented multigraph, we say that two vertices u and v are adjacent if there is an edge between
them, regardless of its orientation. A cycle is a sequence of vertices px1, . . . ,xnq such that for every
i‰ n, xi and xi`1 are adjacent and xn is adjacent with x1. Loops and multi-edges count as cycles.
If G is an oriented multigraph and x,y are two vertices, a digraph-path from x to y is a sequence
px1, . . . ,xnq such that x1 “ x,xn “ y, and for every i the vertex xi leads to the vertex xi`1. Its length is
n´1. We denote by dpx,yq the length of the shortest digraph-path from x to y. Let x be a vertex and r
a positive integer. The forward ball of center x and radius r, noted B`px,rq, is the oriented multigraph
induced by G on the vertices y such that dpx,yq ď r.
We now give our first definition of tangles, in the context of digraphs:
• Let G be an oriented multigraph. We say that it is tangled if it has at least two cycles. If G is
not tangled, it is tangle-free.
• Let d be a positive integer. If, for every vertex x, the oriented multigraph B`px,dq is tangle-free,
we say that G is d-tangle free. Otherwise, it is d-tangled.
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Some examples of tangle-free digraphs. Some tangled digraphs.
Figure 2.2 – Examples.
We now extend this to paths, as defined in definition 2.2.1. Fix a path p. It induces an oriented
multigraph Gppq with the following construction:
• the vertices of Gppq are the vertices having an half-edge appearing in p,
• the number of edges going from vertex x to vertex y is the number of distinct couples pe, fq
appearing in p, such that e is a head attached to x and f is a tail attached to y.
If pe, fq appears more than once in the path p, then it will only account for one edge in Gppq. The
definition of tangles naturally extends to paths p:
DEFINITION 2.2.2 (tangle-free paths). Let p be a path. It is tangle-free if Gppq is tangle free. The
set of all paths of length t going from i to j that are tangle-free will be noted T tpi, jq.
Note that a path p can be tangle-free and have a cycle crossed many times. For example, fix a head
e and a tail f attached to the same vertex x. Define the path
p“ pe, f,e, f,e, fq.
The corresponding graph Gppq is the simple loop based at x, which has only one cycle, thus p is
tangle-free. However, the loop is explored three times by the path p.
Now take another tail attached to x, say f1. Consider the path
q“ pe, f,e, f1q.
Then Gpqq is simply the multigraph with one vertex and two distinct loops based at x, thus q is tangled.
Variants of P.
We now define:
• the centered analogue of Pt , which is Pt defined by
Ptpi, jq “
ÿ
pPPtpi, jq
tź
s“1
1σpesq“fs ´1{M
de`s
. (2.2.3)
Using (2.2.2), we see that the matrix P1 is centered. This is not true for Pt , but an important step
in this work will be to prove that Pt is nearly centered.
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• the tangle-free analogue of P, defined by
Pptqpi, jq “
ÿ
pPT tpi, jq
tź
s“1
1σpesq“fs
de`s
. (2.2.4)
Here, we just got rid of all the tangled paths. When the underlying graph is t-tangle free, we
obviously have Pt “ Pptq.
• and finally the centered tangle-free analogue of P, defined by
Pptqpi, jq “
ÿ
pPT tpi, jq
tź
s“1
1σpesq“fs ´1{M
de`s
. (2.2.5)
The matrix Pptq is the main tool of the forthcoming analysis, because it is “nearly centered" and the
sum runs over tangle-free paths. A key step in this paper will be to check if the perturbation Pt ´Pptq
is small: to this end, first remark that the sparsity of the graph G implies that tangles are not frequent
if we choose the right scale for the path length t:
PROPOSITION 2.2.3. Let G be the random graph associated with the degree sequence pd`i ,d´i q
satisfying hypothesis (H1). Define t “ rα log∆pnqs. Then, as n goes to infinity, we have
lim
nÑ8PpG is t-tangled q “ 0. (2.2.6)
The proof relies on a classical breadth-first-search exploration argument and can be found in sec-
tion 3.2 of [39]. In particular, under assumption (H1), T s “Ps with high probability for every sď t,
so Ps “ Ppsq. Some related work on cycles in those random digraphs can be found in [61].
For the rest of the paper, we fix t as in the preceding proposition with α ă 1{4, that is
t “ rα log∆pnqs. (2.2.7)
The parameter α can be chosen arbitrarily small, as long as it is strictly smaller than 1{4. This
freedom will be used in Section 2.2.3.
Tangled remainders
We finally define our last ingredient: tangles. We first need a notation for the concatenation of two
paths.
NOTATION 2.2.4 (concatenation). If p“ pes, fsq1ďsďk is a path of length k and if p1 “ pe1s, f1sq1ďsďk1 is
a path of length k1, with fk attached to the same vertex as e11, then the concatenation pp,p1q will be the
path of length k` k1 defined by
pe1, f1, . . . ,ek, fk,e11, f11, . . . ,e1k1 , f1k1q.
This definition obviously extends to the concatenation of three or more paths, provided that the final
tail of each path is attached to the same vertex as the beginning head of the next path.
DEFINITION 2.2.5. Rt,`pi, jq is the set of all tangled paths p going from i to j, but which can be
written in the form p“ pp1,p2,p3q where
• the path p1 belongs to T `´1pi,gq where g is a vertex of the graph,
• p2 “ pe, fq is a path which goes from g to h in only one step, with h a vertex of the graph,
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• the path p3 belongs to T t´`ph, jq.
We also define the tangled rest by
Rt,`pi, jq “
ÿ
pPRt,`pi, jq
`´1ź
s“1
Apes, fsq 1de``
tź
s“``1
Apes, fsq. (2.2.8)
In other words, the set Rt,` is the set of all paths that can be obtained by gluing two tangle-free
paths with a bridge, but which in the end are tangled.
p
Figure 2.3 – An element inRt,`. The two black paths are tangle-free, but when we glue them together
with the “bridge" p, we create a tangle.
2.2.3 Proof of the main theorem
The main algebraic idea of the proof relies on the fact that one can bound |λ2| using the operator norm
of matrices Pptq and Rt,` for ` ď t. The core of the paper will consist in bounds for }Pptq} and }Rt,`}.
Recall that ρ˜ “ ρ_δ´1.
PROPOSITION 2.2.6. Let t be as in (2.2.7). For any cą 1, with high probability, we have
}Pptq} ď lnpnqDpcρ˜qt , (2.2.9)
where D is a positive constant.
PROPOSITION 2.2.7. Let t be as in (2.2.7) and let ` be in t1, . . . , tu. With high probability, we have
}Rt,`} ď n lnpnqDpcρ˜qt`` (2.2.10)
where D is a positive constant.
The proof of those two propositions is an application of the classical trace method and is quite
technical. It will be postponed at Sections 2.4 - 2.9. We now state the central proposition for bounding
the second eigenvalue of P. Its proof is exposed in Section 2.3.
PROPOSITION 2.2.8. With high probability, the second eigenvalue λ2 of the matrix P satisfies the
following inequality:
|λ2|t ď 2lnpnq3
˜
}Pptq}` 1
M
tÿ
`“1
}Rt,`}
¸
. (2.2.11)
We now conclude the proof of Theorem 1 from Propositions 2.2.8, 2.2.6 and 2.2.7. For simplicity,
note
Kt “ }Pptq}` 1M
tÿ
`“1
}Rt,`}. (2.2.12)
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As a direct consequence of the two preceding theorems and the fact Mě δně n, it is clear that with
high probability, Kt ď lnpnqDpcρ˜qt ` δ´1pcρ˜qt lnpnqDřt`“1pcρ˜q` which is equal to lnpnqDpcρ˜qt`1`
δ´1cρ˜ pcρ˜q
t´1
cρ˜´1
˘
. If c is close enough to 1 to ensure that cρ˜ ă 1, then as n goes to infinity the term
1`δ´1cρ˜ pcρ˜qt´1cρ˜´1 is bounded by some absolute constant C. We have proven that, with high probability,
Kt ď lnpnqDpcρ˜qtC. (2.2.13)
We now use Proposition 2.2.8 which states that |λ2|t ď 2lnpnq3Kt , hence
|λ2|t ď 2C lnpnqD`3pcρ˜qt . (2.2.14)
Take powers 1{t on both sides and use t “Θplnpnqq:
|λ2| ď
`
2C lnpnqD`3˘ 1t cρ˜ “ `1`op1q˘cρ˜ (2.2.15)
which finally ends the proof of (2.1.4) and Theorem 1.
2.2.4 Organisation of the rest of the paper
The rest of this paper is mainly devoted to the proof of Propositions 2.2.6-2.2.7. Both are inspired
from [33].
1. Section 2.3 gives the proof of Proposition 2.2.8.
2. In Section 2.4, we state a lemma on correlation functions in the multigraph G that will be used
in the proof of Propositions 2.2.6 and 2.2.7. This section is essentially technical and the proof
of (2.4.1) is postponed to Appendix 2.11.
3. In Section 2.5, we develop the general strategy used to prove Proposition 2.2.6 which is an
adaptation of the trace method. This leads to two subproblems, one purely combinatorial and
one purely probabilistic. The combinatorial part (counting paths) is treated in Section 2.6 and
the probabilistic one (bounding expectations) in Section 2.7.
4. Finally, the asymptotic analysis is done in Section 2.8, thus concluding the proof of Proposition
2.2.6.
5. The exact same steps are adapted to the proof of Proposition 2.2.7 in the last section.
2.3 Proof of Proposition 2.2.8
The method for the bound (2.2.11) is inspired from [112] and was developped in [43] and [33]. The
main steps are as follows:
1. express Pt as a weighted sum of matrix products involving the tangle-free centered matrices Pptq
and the tangled rest Rt,`,
2. use this expression to make Pt appear as a perturbation of a rank 1 matrix,
3. and finally use classical results from linear algebra to link the eigenvalues of Pt with those of
this perturbed matrix.
Notation. If e is a head and f is a tail, then we will adopt the following notations:
Ape, fq “ 1σpeq“f
de`
and Ape, fq “ 1σpeq“f´1{M
de`
. (2.3.1)
With these notations, the matrix Pt has the following expression:
Ptpi, jq “
ÿ
pPPti, j
tź
s“1
Apes, fsq
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2.3.1 Telescoping products of real numbers
If x1, . . . ,xt ,y1, . . . ,yt are arbitrary complex numbers, we have the following “telescopic product-sum"
:
tź
s“1
ys “
tź
s“1
xs´
tÿ
`“1
`´1ź
s“1
yspx`´ y`q
tź
``1
xs. (2.3.2)
Recall Definitions 2.2.3 of Pt and Definition 2.2.5 of Pptq on page 46. We apply (2.3.2) to the
matrix Pptq, with ys “ Apes, fsq and xs “ ys´pMde`s q´1. Note that the choice (2.2.7) for t implies that
Pt “ Pptq with high probability due to Proposition 2.2.3. Hence, with high probability,
Pt “ Pptq “
ÿ
pPT tpi, jq
tź
s“1
Apes, fsq (2.3.3)
“
ÿ
pPT tpi, jq
tź
s“1
Apes, fsq´
ÿ
pPT tpi, jq
tÿ
`“1
`´1ź
s“1
Apes, fsq
´
Ape`, f`q´Ape`, f`q
¯ tź
``1
Apes, fsq. (2.3.4)
By definition (see (2.3.1)), we have Ape`, f`q´Ape`, f`q “ ´pMde`` q´1, so finally
Pt “ Pptq´
tÿ
`“1
1
M
ÿ
pPT tpi, jq
`´1ź
s“1
Apes, fsq 1de``
tź
s“``1
Apes, fsq. (2.3.5)
2.3.2 Gluing paths and gathering the remainders
We now decompose the set T tpi, jq appearing in the sum in the right hand side of (2.3.5). Recall that
the out-degree distribution pi´ was defined in (2.2.2) on page 44.
LEMMA 2.3.1. With high probability,
Pt “ Pptq´
tÿ
`“1
P`´11ppi´qJPt´`` 1
M
tÿ
`“1
Rt,`. (2.3.6)
Proof. We start from (2.3.5): our main task will be to reorganize the sum
1
M
ÿ
pPT ti, j
`´1ź
s“1
Apes, fsq 1de``
tź
s“``1
Apes, fsq. (2.3.7)
We have the following decomposition when `ă t (remind that the union over g,h is taken over all
pairs of vertices):
T tpi, jq “
ď
g,h
tpp1,p2,p3q : p1 PT `´1pi,gq,p2 PT 1pg,hqu,p3 PT t´`ph, jquzRt,`pi, jq. (2.3.8)
Therefore, we have the following symbolic identity between sums:ÿ
T tpi, jq
“
ÿ
g
ÿ
h
ÿ
T `´1pi,gq
ÿ
T 1pg,hq
ÿ
T t´`ph, jq
´
ÿ
Rt,`pi, jq
. (2.3.9)
In the RHS, the sum over Rt,` will be exactly the pi, jq entry of the matrix Rt,` (see (2.2.8)). Note
that, if the path p“ pes, fsqsďt can be written in the form pp1,p2,p3q with p1 in T `´1 and so on as in
(2.3.8), then
`´1ź
s“1
Apes, fsq 1de``
tź
s“``1
Apes, fsq “
˜
`´1ź
s“1
Ape1s , f1s q
¸˜
1
d`e21
¸˜
t´ź`
s“1
Ape3s , f3s q
¸
(2.3.10)
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where we noted p1 “ pe11, f11, ...,e1`´1, f1`´1q and so on. With the same notations, we plug this into the
five sums found above:
1
M
Rt,`pi, jq` 1
M
ÿ
pPT tpi, jq
`´1ź
s“1
Apes, fsq 1de``
tź
s“``1
Apes, fsq “
ÿ
g,h
¨˝ ÿ
p1PT `´1pi,gq
`´1ź
s“1
Ape1s , f1s q‚˛
¨˝ ÿ
p2PT 1pg,hq
1
Md`e2`
‚˛¨˝ ÿ
p3PT t´`ph, jq
t´ź`
s“1
Ape3s , f3s q‚˛ (2.3.11)
This is a matrix product : the first and third parentheses are Pp`´1qpi,hq and Ppt´`qph, jq. The
term in the middle is equal to
ř
ePE`pgq,fPE´phq 1Mdg` which simplifies to d
´
h {M “ pi´phq. We define
Xpg,hq “ pi´phq— note the useful identity X “ 1ppi´qJ. The RHS of (2.3.11) then becomesÿ
g,h
Pp`´1qpi,hqXpg,hqPpt´`qph, jq “ `Pp`´1qXPpt´`q˘pi, jq (2.3.12)
and the whole expression (2.3.7) becomes equal to
`
Pp`´1qXPpt´`q
˘pi, jq´M´1Rt,`pi, jq. Putting it
back in (2.3.5), we get
Pt “ Pptq´
tÿ
`“1
Pp`´1qXPpt´`q` 1
M
tÿ
`“1
Rt,`
which is exactly the claim in the lemma because because (due to Proposition 2.2.3), with high proba-
bility we have Ppt´`q “ Pt´` and P` “ Pp`q.
2.3.3 Expressing P as a perturbation of a rank 1 matrix
We first define two real vectors x,y P Rn by
x“ 1, y“ 1
n
pPtqJx (2.3.13)
and we recall the definition of Kt given in (2.2.12):
Kt “ }Pptq}` 1M
tÿ
`“1
}Rt,`}.
Note the presence of the important M´1 factor in the right. The following lemma is crucial: it quanti-
fies the distance between the matrix Pt and a rank-1 matrix, namely xyJ.
LEMMA 2.3.2. With high probability,
}Pt ´ xyJ} ď Kt . (2.3.14)
Proof. Let f be a vector such that x f ,1y “ 0; multiply (2.3.6) to the left by fJ to get
fJPt “ fJPptq´
tÿ
`“1
fJP`´11ppi´qJPt´`` 1
M
tÿ
`“1
fJRt,`. (2.3.15)
The matrix P`´1 is a Markov matrix, therefore P`´11 “ 1 and the product fJP`´11ppi´qJPt´` van-
ishes. We get the fundamental inequality
}pPtqJ f } “ } fJPt} ď
˜
}Pptq}` 1
M
tÿ
`“1
}Rt,`}
¸
¨ } f } “ Kt} f }. (2.3.16)
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Let us momentarily note Q“ Pt ´ xyJ so that
Pt “ xyJ`Q. (2.3.17)
These choices imply the crucial following observation: xJPt “ xJxyJ` xJQ “ nyJ` xJQ. But as
xJPt “ nyJ we get xJQ “ 0. Hence, Q vanishes when multiplied on the left by 1. Let v be any
unit vector: there is a real number α and a vector f with x f ,xy “ 0 such that v “ f ` αx. The
triangle inequality implies }vJQ} ď } fJQ}`α}xJQ} “ } fJQ}, hence }Q} ď sup} fJQ}{}Q}, where
the supremum is taken over all nonzero vectors f such that x f ,xy “ 0. Moreover, as x f ,xy “ 0 we
have fJPt “ fJxyJ` fJQ “ fJQ. Putting all these observations together with (2.3.16) yelds the
following:
}Q} ď sup
x f ,1y“0
} fJQ}
} f }
ď sup
x f ,1y“0
} fJPt}
} f }
ď Kt
which is exactly the claim in the lemma.
2.3.4 Classical algebra to link the eigenvalues of P with those of xyJ
The main ingredient for the proof of Proposition 2.2.8 will be the following basic algebraic lemma
(see Appendix 2.10 for a complete proof of this result).
LEMMA 2.3.3 (eigenvalue perturbation for rank 1 matrices). Let H,M be two real nˆ n matrices,
with M diagonalizable with rank 1. Let x,y be two vectors such that M “ xyJ. Define µ “ xx,yy.
1. The eigenvalues of M `H lie in the union of the two balls Bp0,εq and Bpµ,εq, with ε “
2}x}2}y}2µ´2}H}.
µ0
ε
2. If Bp0,εqXBpµ,εq “ H, then there is exactly one eigenvalue of M`H inside Bpµ,εq and all
the other eigenvalues of M`H are contained in Bp0,εq.
Proof of Proposition 2.2.8. Let x,y be as in (2.3.13). We apply Lemma 2.3.3 to the matrix Pt “ xyJ`
Q. First of all, note that µ “ xx,yy “ xPtx,x{ny “ xx,x{ny “ 1. All the eigenvalues of Pt lie in the
union of the two balls Bp0,εq and Bpxx,yy,εq where ε is smaller than
2}x}2}y}2
xx,yy2 Kt “ 2}x}
2}y}2Kt .
We clearly have }x} “ ?n. We should now have a control over the norm of y. Note that }y}2 “řn
i“1ppiJ0 Ptq2i where pi0 is the uniform measure over the vertices of the graph (i.e. pi0pvq “ 1{n); hence,
piJ0 Pt can be interpreted as the distribution of the Markov chain after t steps on the directed graph G
when started from a uniform vertex. In particular, for every i the term ppi0JPtq2i is equal to PpXt “
Yt “ iq when X ,Y are two independant Markov chains, each one being independently started from a
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uniform vertex. We will note P1,E1 the probability and expectation of the Markov chain conditionnally
on G. The overall term }y}2 is thus equal to P1pXt “ Ytq. An elegant argument from [39, Section 4]
shows that
PpXt “ Ytq “ O
ˆ
lnpnq2
n
˙
“ o
ˆ
lnpnq3
n
˙
(2.3.18)
where P denotes the so-called annealed probability, that is the probability according to both the en-
vironment and the walk: PpXt “ Ytq “ ErP1pXt “ Ytqs. Using the Markov inequality with P, (2.3.18)
yelds that with high probability,
}y} “aPpXt “ Ytq ďc lnpnq3n .
Finally, with high probability we have }x}2}y}2 ď lnpnq3, hence ε ď 2lnpnq3Kt .
We now use the second part of Lemma 2.3.3. To this end, we have to check that the two balls
Bp0,εq and Bp1,εq are disjoint, at least when n is big. It is easy to see that
ε “ O`lnpnqD`3pcρ˜qt˘ , (2.3.19)
see for instance the short computations on page 48 leading to (2.2.13). As a consequence of (H1), we
also get ρ˜ ă 1 so if c is close enough to 1, then cρ˜ ă 1 and ε goes to 0 as n goes to infinity. The
two balls Bp0,εq and Bp1,εq are thus disjoint. Using the second point of Lemma 2.3.3, exactly one
eigenvalue of Pt is inside the ball Bp1,εq and this eigenvalue is obviously 1 because Pt is a transition
matrix. All the other eigenvalues, and in particular λ2, are in Bp0,εq.
2.4 Expectation of a product of centered random variables
In this technical section, we present a method for obtaining upper bounds on the expectations of
a product having the form
ś
sPIp1Es ´PpEsqq when the events Es are nearly independant for most
of them, and strongly dependent for a few ones. The general setting is the same as before. Such
expectations will appear in the proofs of Propositions 2.2.6 and 2.2.7.
For the sake of clarity in the following sections, we need a definition of “potential paths", i.e.
collections of half-edges that are not paths, but who could give rise to real paths in the graph. Those
are called proto-paths:
DEFINITION 2.4.1. A proto-path is a sequence p “ pe1, f1, . . . ,eN , fNq with N an integer, such that
for every s in t1, . . . ,Nu, es is a head and fs is a tail.
There is no restriction whatsoever on the half-edges of a proto-path. Indeed, a proto-path is meant
to be a path in the graph G, but it is not necessarily a path: some half-edge could appear twice of more
in p, there is no vertex-consistency statement.
We are interested in computing different probabilistic quantities depending on p, the simplest of
them being the probability of the event “for all s, the head es is matched with the tail fs".
Fix some integer p smaller than N. Recall that A and A had been defined in (2.3.1). We define a
function Fp by
Fpppq “ E
«
pź
s“1
Apes, fsq
Nź
s“p`1
Apes, fsq
ff
Most of the times, the index p will be dropped and we will just note F . We introduce several useful
definitions and notations.
• We will note Bpe, fq “ 1σpeq“f´1{M and B1pe, fq “ 1σpeq“f. This implies Ape, fq “ Bpe, fq{de` .
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• An edge of p is a couple pes, fsq appearing in p.
• a is the number of distinct edges appearing in the proto-path p:
a“ #tpes, fsq : 1ď sď Nu.
We will denote those edges by y1, . . . ,ya.
• For each i P t1, . . . ,au, the weight wi of edge yi is the number of times edge yi is visited by the
proto-path before p and w1i is the number of times edge yi is visited after p:
wi “ #tsď p : pes, fsq “ yiu w1i “ #tsą p : pes, fsq “ yiu.
• If yi “ pe, fq, we will note Bpyiq or Apyiq instead of Bpe, fq or Ape, fq.
• The weight of the proto-path p is
ωppq “
Nź
s“1
1
de`s
.
• Call an edge yi consistent if both of its end-half-edges appear only once in the proto-path p. Call
an edge simple if its weight is 1. If an edge is not consistent, it is inconsistent. If the edge pe, fq
is inconsistent, there is another edge pe1, f1q in the proto-path such that te, fuXte1, f1u ‰H.
The main result of this section is the following theorem.
Theorem 3. Let p be any proto-path of length N ď ?M, p an integer smaller than N, and let a1 be
the number of simple, consistent edges of p, before p. Also, let b be the number of inconsistent edges
of p. Then, for every cą 1, there is an integer n0 such that if n is larger than n0, we have
|Fppq| ď 24 ¨ωppq3b
´ c
M
¯aˆ N?
M
˙a1
. (2.4.1)
The proof of Theorem 3 is essentially technical and is a mere adaptation of [33]. The complete
proof can be found in Appendix 2.11.
2.5 General strategy and definitions for the proof of Proposition 2.2.6
In this section, we study the quantity }Pptq} for the choice of t “ tα log∆pnqu as in (2.2.7). For the rest
of the paper, we set
m“
Z
lnpnq
50ln lnpnq
^
. (2.5.1)
2.5.1 A simplified version of Proposition 2.2.6
In order to prove Proposition 2.2.6, we are going to prove the following lemma.
LEMMA 2.5.1. Fix t as in (2.2.7) and m as in (2.5.1). Fix c close to 1 and ρ˜ “ ρ_δ´1. When n is
large enough, we have
E
“}Pptq}2m‰“ op1qn3pcρ˜q2tm. (2.5.2)
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Proof of Proposition 2.2.6 using (2.5.2). For any constant D,
Pp}Pptq} ą lnpnqDpcρ˜qtq ď E
“}Pptq}2m‰
plnpnqDq2mpcρ˜q2tm (2.5.3)
ď op1qn
3
plnpnqDq2m . (2.5.4)
(2.5.5)
Now, the choice of D“ 50ˆ3{2 yields lnpnq2Dm „ n3, and Pp}Pptq} ą lnpnqDpcρ˜qtq “ op1q.
Before going further in the application of the trace method, we gather here some basic conse-
quences of the choice m “ Θplnpnq{ ln lnpnqq as in (2.5.1). They will be used several times in the
forthcoming analysis without necessary reference.
LEMMA 2.5.2. For any m “ Θ
´
lnpnq
ln lnpnq
¯
and any cn ą 0 such that lnpcnq “ opln lnpnqq we have
pcnqm “ nop1q. In particular, for any constant cą 0 we have cm “ nop1q.
For any Aą 0 and m“ A lnpnqln lnpnq and any tn “ Oplnpnqq we have ptnqm ď nA`op1q.
For any Aą 0 and m“ A lnpnqln lnpnq and any tn “ OplnpnqBq we have ptnqm ď nAB`op1q.
2.5.2 Using the classical trace method
The proof of (2.5.2) relies on the trace method. To somewhat lighten the notations, we will note X “
Pptq in this paragraph. From now on we will choose an even integer r “ 2m, so that }X}2m “ }X˚X}m.
As X˚X is symmetric, we have
}X}2m ď tr`pX˚Xqm˘“ ÿ
i1,...,im
mź
s“1
pX˚Xqis,is`1 (2.5.6)
“
ÿ
i1,i2,...,i2m
mź
s“1
Xi2s´1,i2sXi2s`1,i2s (2.5.7)
where we adopted the cyclic notation im`1 “ i1 in the first line and i2m`1 “ i1 in the second line. With
Pptq this becomes
}Pptq}2m ď
ÿ
i1,...,i2m
mź
s“1
Pptqpi2s´1, i2sqPptqpi2s`1, i2sq. (2.5.8)
Developping according to the definition of Pptq, we get
mź
s“1
Xi2s´1,i2sXi˚2s`1,i2s “
ÿ
p1PT tpi1,i2q
ÿ
p2PT tpi3,i2q
. . .
ÿ
p2mPT tpi1,i2mq
2mź
i“1
tź
s“1
Apei,s, fi,sq (2.5.9)
where we noted pi “ pei,s, fi,sqsďt the i-th path in the “path of paths" p“ pp1, . . . ,p2mq (remember the
concatenation notation 2.2.4). We define Cm as the set of “paths of paths" corresponding to the sum,
that is 2m-tuples pp1, . . . ,p2mq such that p1 and p2 have the same endpoint, p2 and p3 have the same
beginning point, and so on. For the following analysis, it will be easier to “reverse" all odd paths in p,
leading to the following central definition:
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i1
i2
i3
i4
i5
i6
i7
i8
Figure 2.4 – A path in C4. The red paths are the "odd" paths, corresponding to "reversed tangle-free
paths". The black ones are "even" paths.
DEFINITION 2.5.3. Cm is the set of 2m-tuples p“ pp1, . . . ,p2mq such that
• for every i, the path p2i´1 is in T t and the “reversed path"
p¯2i “ pf2i,t ,e2i,t , . . . , f2i,1,e2i,1q
is in T t .
• For every i, the last half-edge of pi and the first half-edge of pi`1 are attached to the same vertex
(boundary condition).
Note that there is a little lack of consistency with our convention that e denotes heads and f denotes
tails, for in this case e2i,s denotes a tail and f2i,s denotes a head. For every element p P Cm, we note
f ppq “ E
«
mź
i“1
tź
s“1
Ape2i´1,s, f2i´1,sq
tź
s“1
Apf2i,s,e2i,sq
ff
. (2.5.10)
We have obtained the following fundamental inequality:
E
”
}Aptq}2m
ı
ď
ÿ
pPCm
| f ppq|. (2.5.11)
In the last expression, the probabilistic part, which is contained in the function f , is entirely de-
coupled from the combinatoric part, which is contained in the set Cm. Both parts will be separately
treated in the forthcoming analysis.
2.5.3 Geometry of paths in Cm
We now introduce some definitions that will be commonly used in the sequel. Let p be any element in
Cm. It induces a walk on the vertices of the graph G. We will note V ppq (or generally V if there is no
ambiguity) the set of all visited vertices, and v“ vppq “ #V ppq. Any p P Cm is composed of 2m path
of length t, hence we have vď 2tm.
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DEFINITION 2.5.4. We had already defined an edge of p as any pair of a head followed by a tail
appearing in one of the pi’s (for example pe1,s, f1,sq or pf2,s,e2,sq) A graph edge is the corresponding
(oriented) edge between vertices.
EXAMPLE 2.5.5. Let pe, fq be an edge of p, with e a head and f a tail. If e is attached to vertex u
and f to vertex u1, then the corresponding graph edge will be pu,u1q. Thus, each graph-edge pu,vq
corresponds to at most du` d
´
u1 distinct edges.
We will note Eppq the set of edges. The total number of distinct edges will be noted a “ appq “
#Eppq. Any p P Cm induces an oriented multigraph on the set of vertices V ppq: its edges are just
the graph edges of p, counted with multiplicities. Let us call ~Gppq this oriented multigraph; the
corresponding unoriented multigraph Gppq is connected. We will note χ “ χppq “ a´ v`1 the tree
excess of Gppq. This quantity will be used many times in the sequel.
2.6 Combinatorics of Cm
We split Cm in various disjoints subsets, taking into account the number of visited vertices and also
the number of edges. The counting argument is inspired from [33] which itself stems from the seminal
paper [81].
DEFINITION 2.6.1. Let a,v be integers and let i“ pi1, . . . , ivq be a v-tuple of vertices. We define
Xv,am piq “ Xv,am pi1, . . . , ivq
as the set of all the elements in Cm whose vertex set is precisely pi1, ..., ivq (visited in this order) and
who have a edges.
The aim of this section is to prove the following result on the number of elements in Xv,am piq.
PROPOSITION 2.6.2. Fix v, i and a. Recall that χ “ a´v`1. Then, there is a constant C ą 0 and an
integer n1 such that for every ně n1, we have
#Xv,am piq ď
˜ź
iPi
d`i d
´
i
¸
Cχn
25
50` 1750 χ . (2.6.1)
The core tool for the proof of (2.6.1) will be a simple partition of the elements of #Xv,am piq with the
following notion of equivalence:
DEFINITION 2.6.3. Let p and p1 be two elements in Cm; we note ei,s, fi,s the half-edges of p and
e1i,s, f1i,s those of p1. They are said equivalent if
• they both belong to Xa,vm piq and they visit the same vertices at the same time,
• for every vertex u P i, there are two permutations σu PSdu` and τu PSdu´ such that for every i
and s, if ei,s is a head attached to u and fi,s a tail attached to u, then
ei,s “ σupe1i,sq and fi,s “ τupf1i,sq.
In other words, two elements of Cm are equivalent if they only differ by a permutation of their
half-edges.
The proof is organized as follows:
• In 2.6.1, we prove an upper bound for the number of elements within each equivalence class.
• In 2.6.2, we prove an upper bound for the number of equivalence classes.
• In 2.6.3 we prove Proposition 2.6.2.
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2.6.1 Cardinal of equivalence classes
Let p be an element of Xv,am piq. How many elements of Cm are equivalent to p ? The vertices are fixed
so there is no choice from this part. We have to chose the half-edges. If there is exactly one tail and
one head attached to each of these vertices, we would have d`i1 choices for the first head, then d
´
i2 for
the first tail, and so on until the last head with d`iv choices and the last tail with d
´
1 choices. Thus,
we have at most
ś
iPi d
`
i d
´
i paths equivalent with p in this case. In the general case, there are some
vertices with more than one half-edge visited by p attached to these vertices.
LEMMA 2.6.4. Let p be in Xv,am piq. Note αs the number of heads visited by p attached to the vertex
is, and let βs be the same with tails. Then, we have at most
Cχ
ź
iPi
d`i d
´
i (2.6.2)
elements in Cm equivalents to p, where C ą 0 is a constant.
is
Figure 2.5 – Here, we have di “ 4, but αi “ 2 and βi “ 2.
In the proof we will make use of the Pocchammer symbol: if a is a real number and k and integer,
then paqk “ apa´1q...pa´ k`1q.
Proof. Fix p. When choosing equivalent elements to p, we have at mostź
iPi
pd`i qαipd´i qβi “
ź
iPi
d`i d
´
i
ź
iPi
pd`i ´1qαi´1pd´i ´1qβi´1
choices, with the convention that a product over an empty set is equal to 1. We also have pd`i ´
1qαi´1 ď p∆´ 1qαi´1 and pd´i ´ 1qβi´1 ď p∆´ 1qβi´1, so if we set Kt` “ #ti P i : αi “ tu and Kt´ “
#ti P i : βi “ tu we haveź
iPi
pd`i ´1qαi´1pd´i ´1qβi´1 “
ź
tě1
ź
iPKt`
p∆´1qt´1
ź
iPKt´
p∆´1qt´1
ď
ź
tě1
p∆´1qpt´1qpKt` `Kt´ q
ď p∆´1q
ř
tě1pt´1qKt` `pt´1qKt´ .
Counting edges going out of every vertex yields
ř
t tKt` “ a and counting vertices according
to the number of edges going out this vertex gives
ř
t Kt` “ v (the same holds for Kt´ ), so we getř
tě1pt´1qK`t “
ř
tě1pt´1qKt´ “ a´ v, andź
iPi
pd`i ´1qαi´1pd´i ´1qβi´1 ď p∆´1q2pa´vq ďCχ
where C “ p∆´1q2, thus closing the proof of (2.6.2).
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2.6.2 Number of equivalence classes
Now, we count the number of equivalence classes in Xa,vm piq. The result of this paragraph is:
LEMMA 2.6.5. There is an integer n1 such that for every n ě n1, the total number of equivalence
classes of paths in Cm visiting vertices pi1, . . . , ivq and having a edges is bounded by
n
25
50` 1750 χ . (2.6.3)
We now prove this lemma. The explored vertices are i“ pi1, ..., ivq, in this order. Recall Notation
2.1.5: half-edges are noted pu, i,εq with ε P t´,`u and iď dεu . We first describe a coding pattern for
the equivalence classes (in Paragraphs 2.6.2-2.6.2) and then prove (2.6.3) in Paragraph 2.6.2.
Choice of the path.
In any equivalence class, we choose a p visiting heads and tails in the “alternating lexicographic
order", that is
• vertex u before vertex vą u,
• head pu,s,`q before head pu,s1,`q with s1 ą s and the same for tails,
• and such that
– if i is even, ei,s is a head and fi,s is a tail,
– if i is odd, ei,s is a tail and fi,s is a head.
The chosen p will be called the representative path of the class Xa,vm piq. We will note p “
pei,s, fi,sqi,s. The edge pei,s, fi,sq will be noted yi,s. We see p as a walk on the vertices i. The index
pi,sq in p is seen as a time parameter. At time pi,sq, the walk is located on the vertex u attached to ei,s,
and then moves along the edge yi,s to go to the vertex v to which is attached fi,s.
Creating the spanning tree.
We build a marked graph T on the vertex-set i by adding the graph-edge2 pu,vq with mark yi,s when
vertex v is explored for the first time at time pi,sq. The edge yi,s is called a tree edge. The (unmarked)
graph T is clearly a tree on the vertex set i. The mark over every edge of T keeps track of the half-edges
used to discover for the first time the endvertex of this edge.
Suppose that we are at time pi, tq and the edge we are currently exploring is yi,t “ pei,t , fi,tq and
leads to vertex u. If the vertex u is already part of the tree T then the edge yi,t is called an excess edge
and time pi, tq is called a cycling time for obvious reasons.
Due to the very specific structure of p (a sequence of tangle-free paths with boundary conditions),
such times can easily be understood: either they count as cycling times inside a tangle-free path pi
(which can happen only once for every iď 2m), or they are cycling times between different pi.
We are now going to give an encoding of p: the idea is roughly that if there were no cycling times,
p would perfectly be uncoded without needing anything, due to the choice of lexicographic ordering
of half-edges. Therefore, by noting the different cycling times and giving them a minimal amount of
information on how to decode them, we will be able to explore the non-cycling times as usual and
create the tree T in the process, and when stepping on a cycling time we will use all the previous
information (mainly, T ) and the mark to determine where to go.
2Recall notations from section 2.5. Edges are pairs of half-edges seen in p while graph-edges are pairs of vertices
corresponding to some edge.
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Short cycling times.
Each sub-path pi is tangle-free. Let ri denotes the first time when fi,ri is attached to a vertex already
visited by pi: this time is called a short cycling time. If this cycling time does not exist, we artificially
set it to be the symbol b; thus, ri “b means that pi has no cycles. Also, let σi be the first time when
the path left this vertex after its first visit in pi. If ri “b, we set σi “ 0. If ri ‰b, the cycle Ci in pi is
precisely given by the edges Ci “ tyi,σi ,yi,σi`1, ...,yi,riu and it might be visited more than once. Note
`i the “total time spent in the loop", that is the number of times pi, tq such that yi,t is in Ci. Then, the
knowledge of
1. the cycling time pi,riq
2. the half-edges ei,ri and fi,ri
3. the total time spent “in the loop" `i and the half-edge ei,τi where we’re leaving the cycle,
4. the next vertex ui where we will leave the edges of the tree T ,
are sufficient to reconstruct the path pi up to the visit of vertex ui. Note that in the second step, if
ei,ri “ pvri , jri ,˘q, the vertex vri is already known, and whether ei,ri is a head or a tail is also known
according to the parity of i, so we only need to know jri . Thus, if ri ‰ b, the mark for the i-th short
cycling time pi,riq will be
p ji,ri , fi,ri , `i,ei,τi ,uiq (2.6.4)
and if ri “b this mark is set to beH.
We have at most one short cycling time per pi which is a path of length t. Fix i: if there is no
cycling time, ri “H (one possibility). If there is a cycling time, there are t choices for its location.
Once this time has been chosen, there are at most ∆p∆vqtp∆vqv “ ∆3v3t possible marks as (2.6.4) for
the short cycling time. This bound is extremely crude but will be sufficient for our purpose. Thus, the
total number of possible marks for the short cycling time of pi is 1`∆3v3t.
REMARK 2.6.6. Suppose we are decoding a short cycling time. The last part of the mark is ui; as T
is a tree, this means that the path to follow is perfectly known up to ui. Arriving at ui at a certain time,
say pi1, t 1q, we know that we are going to leave the tree T constructed so far, and this can lead to two
situations.
• The time pi1, t 1q can be another cycling time. In this case, the procedure defined on this paragraph
(if the cycling time is short) or the next paragraph (if it is long) will tell us where to go next.
• The time pi1, t 1q is not a cycling time. If we note v the next vertex after ui, this means that the
edge pui,vq is not in the tree T constructed so far, and that v is not already discovered. Therefore,
the path is just going to explore this new vertex v and we are going to add the edge pui,vq to T .
Note that the use of the lexicographic order clearly tells us which half-edges to use.
Long cycling times.
There are also cycling times that are not “short cycling times": basically, it is when a path pi collides
with another path p j with j ă i. More precisely, let pi, tq be a cycling time leading to the (already
known) vertex u. If u is not one of the vertices discovered by pi, then pi, tq is called a long cycling
time: in this case, u had already been visited by some p j with j ă i. Here again, we are going to
mark long cycling times with different items, so they could be easily deduced from the marks. When
arriving at a long cycling time, we need to know:
1. the head ei,t and the tail fi,t ,
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2. the next vertex ui where we will leave the edges of the tree T (no extra information is needed:
see Remark 2.6.6).
The mark obtained has the form
p ji,t , fi,t ,uiq. (2.6.5)
For every long cycling time, there are at most ∆2v2 marks like (2.6.5).
= long cycling times
= short cycling times
p1
p2
p3
Figure 2.6 – Some examples of vertices generating long and short cycling times.
Superfluous times.
There is another kind of cycling times we have not yet coded: those times are the cycling times
“embedded in the loop" of a short cycling time, that is all the times except for the first one when pi, tq
when fi,t is attached to a vertex already visited by pi. Those times need no special treatment as they
are decoded with the mark of the short cycling time associated with i. For this reason, they will be
called superfluous cycling times and play no role in the coding procedure.
short cycling time
superfluous cycling time
Proof of Lemma 2.6.5.
We now gather the number of different types of marks to get a bound on the number of equivalence
classes in Cm. Recall the definitions given in Subsection 2.5.3 (page 55) and the difference between
edges of p and graph-edges of p. Consider the undirected multi-graph spanned by the unoriented
graph-edges of p on vertices i“pi1, ..., ivq. This graph is connected. Its total number of edges is at most
a (if no edge is visited two times in opposite directions3. Therefore, there are at most χ :“ a´ v`1
excess edges. For each i ď 2m, there are at most χ cycling times, a fortiori there are at most χ long
cycling times. Therefore, we have at most t2mχ choices for the positions for the long cycling times
and we have already seen that we have t2m choices for the positions of the short cycling times. Now
the total count amounts to t2mpχ`1qpp∆vq2q2mχpp∆vq3tq2m possible codings. Organizing termes leads
to t2mχ`4mp∆vq4mχ`6m which (using vď 2tm) is bounded by
p2∆tmq8mχ`12m.
3Observe that it is also at least a{2 if all edges are visited twice, in opposite directions. This will not be used in the proof.
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Using the asymptotic properties exposed in Lemma 2.5.2, this expression can be simplified. Note
for example that there is an integer n1 only depending on ∆ such that for every n ě n1, we have
p2∆tmq8m ď n 1750 , and the same argument gives p2∆tmq12m ď n 2450 . Hence, when n is larger than n1, we
have
p2∆tmq8mχ`12m ď n 2550` 1750 χ
which ends the proof of (2.6.3)
2.6.3 Proof of Proposition 2.6.2
Let us noteN pa,v, iq the set of equivalence classes E inside Xv,am piq. We have
#Xv,am piq “
ÿ
E PN pa,v,iq
#E .
Using Lemmas 2.6.4 and 2.6.5, when n is larger than n1 we get
#Xv,am piq ď
ÿ
E PN pa,v,iq
Cχ
ź
iPi
d`i d
´
i ď n
25
50` 1750 χCχ
ź
iPi
d`i d
´
i
which is the conclusion of Proposition 2.6.2.
2.7 Upper bound for f
Our aim in the next paragraphs will be to bound f ppq (which was defined in (2.5.10)) with an ex-
pression that depends on the variables a,v,m, t, i. We recall a definition from Section 2.4: if p is a
proto-path of length N, then
ωppq “
Nź
s“1
1
de`s
.
Every path is itself a proto-path, so we can extend the definition of the weight ω in a natural way to
p P Cm:
ωppq “
mź
i“1
ωppiqωpp¯iq.
The result of this section is the following proposition which gives upper bounds for | f ppq| depend-
ing on a,χ .
PROPOSITION 2.7.1. Let p be any path with v vertices and a edges. Note χ “ a´v`1. Then, there
is a constant C ą 0 and an integer n2 such that for every ně n2, we have the following inequalities:
• If χ ě v´ tm´1, then
| f ppq| ď n
op1q
δ 2ptm´vq
ź
iPi
ˆ
1
d`i
˙2ˆC
M
˙χ ´ c
M
¯v´1
.
• Else χ ď v´ tm´1 and we have
| f ppq| ď n
op1q
δ 2ptm´vq
ź
iPi
ˆ
1
d`i
˙2ˆC
M
˙χ ´ c
M
¯v´1ˆ 6tm?
M
˙2pv´tm´1´χq
.
The rest of the section is devoted to the proof of this proposition.
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2.7.1 Expressing the weight ωppq with graph-dependant variables
Fix p in Xa,vm piq. For every s ą 0, let Vs be the set of vertices that are visited by p exactly s times and
note vs “ #Vs, so that řsą0 vs “ v and řsą0 svs “ 2tm. A vertex is called a boundary vertex if it is the
endpoint or beginning point of a sub-path of p: if p“ ppiqiď2m (with each of the pi’s being tangle-free
paths of length t) then boundary vertices are those attached to half-edges ei,0 or fi,t . We also recall that
a1 is the number of consistent edges of p visited exactly once: this quantity was introduced in Section
2.4 and appears in the statement of Theorem 3. Also, recall that b is the number of inconsistent edges.
LEMMA 2.7.2. There is a constant C ą 0 such that for every p P Xa,vm piq we have
ωppq ď nop1q
ź
iPi
ˆ
1
d`i
˙2 Cχ`a1
δ 2ptm´vq
. (2.7.1)
Proof. As a consequence of the definition of the sets Vs, we have
ωppq “
ź
są0
ź
iPVs
ˆ
1
d`i
˙s
,
with the usual convention that a product over an empty set is equal to 1. All the products are in fact
finite. Isolating pd`i q2 for each i, we get the following:
ωppq “
ź
iPi
ˆ
1
d`i
˙2ź
iPV1
d`i
ź
są2
ź
iPVs
ˆ
1
d`i
˙s´2
. (2.7.2)
Using hypothesis (H1), this can be bounded by
ź
iPi
ˆ
1
d`i
˙2
∆v1
ˆ
1
δ
˙ř
są2
ř
iPVs ps´2q
. (2.7.3)
We also have ÿ
są2
ÿ
iPVs
ps´2q “
ÿ
są2
svs´2
ÿ
są2
vs
“ 2tm´ v1´2v2´2v`2v1`2v2
“ 2ptm´ vq` v1.
Thus, we have ωppq ďśiPipd`i q´2∆v1δ´2ptm´vqδ´v1 .
We are now going to give a bound on v1, the number of vertices visited once. At most 2m of them
belong to the boundary vertices of p. If i is in V1 but is not a boundary vertex, there are exactly two
simple edges adjacent with i, one entering in i and one going out of i. One simple edge is adjacent
to at most two vertices, so two distinct vertices in V1 can be adjacent to at most one common simple
edge, and we have an injection from the set of non-boundary vertices in V1 into the set of simple
edges, whose cardinal will be denoted by a11: as there are no more than 2m boundary vertices, we have
v1 ď 2m` a11. Those a11 edges might however be inconsistent: if a11 “ a1` z1 with z1 the simple and
inconsistent edges, we have z1 ď b.
LEMMA 2.7.3. With the preceding notations, bď 4χ .
This yelds v1 ď 2m`4χ`a1. As ∆{δ ě 1, we have p∆{δ qv1 ď p∆{δ q2m`4χ`a1 and finally
ωppq ď
ź
iPi
pd`i q´2p∆{δ q2m`4χ`a1
1
δ 2ptm´vq
.
Asymptotics 2.5.2 give ∆2m “ nop1q. Taking C “ p∆{δ q4 ends the proof of (2.7.1).
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Proof of lemma 2.7.3. Fix some inconsistent edge y “ pe, fq. Without loss of generality we can sup-
pose that there is another edge with e as its beginning half-edge (say, pe, f1q with f1 ‰ f) in p. If e is
attached to vertex v, then there are at most 4 excess edges caused by the fact that y is not consistent.
Therefore, the total number of inconsistent edges is at most 4χ .
2.7.2 Expressing f with graph-dependant variables
Let p be in Xa,vm piq. In order to apply Theorem 3 to p, we need a finer knowledge on the number
of consistent or simple edges depending on a and v. The general idea is the following: the more
excess edges, the lesser simple and consistent edges. To apply Theorem 3, we define p to be the
proto-path naturally given by p. All the quantities a,a1 and b appearing in (2.4.1) depend on p. A
plain application of Theorem 3 and (2.7.1) with any n greater than n0, N “ 2tm and p“ 2tm yields the
following inequality:
| f ppq| ď 24nop1q
ź
iPi
ˆ
1
d`i
˙2 Cχ1 3b
δ 2ptm´vq
´ c
M
¯aˆ 6tm?
M
˙a1
. (2.7.4)
We now simplify this expression. The term 24nop1q is still of order nop1q. Let a11 be the number of
simple edges (not necessarily consistent) and a12 be the number of other edges. It is clear that
#
a11`a12 “ a
a11`2a12 ď 2mt
so a11 ě 2pa´mtq. If b is the number of inconsistent edges we have a1 ě a11´b so a1 ě p2pa´ tmq´
bq`. Using Lemma 2.7.3, we get a1 ě
`
2pa´ tmq´4χ˘`. We use again Lemma 2.7.3:
| f ppq| ď nop1q
ź
iPi
ˆ
1
d`i
˙2 p34Cqχ
δ 2ptm´vq
´ c
M
¯aˆ 6tm?
M
˙`2pa´tmq´4χ˘`
. (2.7.5)
Proposition 2.7.1 now follows from (2.7.5) by noting that p2pa´ tmq´ 4χq` “ 0 if and only if χ ě
v´ tm´1.
2.8 Asymptotic analysis
We finally gather all the results from Sections 2.6-2.7 and study their limit as n grows to infinity. More
precisely, we will pick only integers n greater than maxtn0,n1u. We first decompose the sum (2.5.11)
according to v,χ and i:
E
”
}Pptq}2m
ı
ď
2mtÿ
v“2
ÿ
i“pi1,...,ivq
2tm´v`1ÿ
χ“0
¨˝ ÿ
pPXa,vm piq
| f ppq|‚˛“H1`H2`L (2.8.1)
where
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H1 “
mt`1ÿ
v“2
ÿ
i1,...,iv
2tm´v`1ÿ
χ“0
¨˝ ÿ
pPXa,vm piq
| f ppq|‚˛ (2.8.2)
H2 “
2mtÿ
v“mt`2
ÿ
i1,...,iv
2tm´v`1ÿ
χ“v´tm´1
¨˝ ÿ
pPXa,vm piq
| f ppq|‚˛ (2.8.3)
L “
2mtÿ
v“mt`2
ÿ
i1,...,iv
v´tm´2ÿ
χ“0
¨˝ ÿ
pPXa,vm piq
| f ppq|‚˛. (2.8.4)
Each term will be separately bounded by op1qn3pcρ˜q2tm as claimed in (2.5.2).
2.8.1 Bound forH1
In this sum we sum over vď tm`1. We use Proposition 2.7.1 and (2.6.1) with n greater than n0.ÿ
pPXa,vm piq
| f ppq| ď
ÿ
pPXa,vm piq
nop1q
δ 2ptm´vq
ź
iPi
ˆ
1
d`i
˙2ˆC
M
˙χ ´ c
M
¯v´1
(2.8.5)
ď
˜ź
iPi
d`i d
´
i
¸
Cχn
25
50` 1750 χ n
op1q
δ 2ptm´vq
ź
iPi
ˆ
1
d`i
˙2ˆC
M
˙χ ´ c
M
¯v´1
(2.8.6)
ď
˜ź
iPi
d´i
d`i
¸
n
25
50`op1q
δ 2ptm´vq
˜
Cn
17
50
δn
¸χ ´ c
M
¯v´1
(2.8.7)
ď
˜ź
iPi
d´i
d`i
¸
n3
δ 2ptm´vq
pCn´γqχpcM´1qv (2.8.8)
where we noted γ “ 1´ 17{50 Ps0,1r and we chose n large enough to ensure that the term op1q is
smaller than 1{50. Putting (2.8.8) into (2.8.2) yelds
H1 ď
mt`1ÿ
v“2
n3
δ 2ptm´vq
ÿ
i
pcM´1qv
˜ź
iPi
d´i
d`i
¸$&%2tm´v`1ÿ
χ“0
pCn´γqχ
,.- .
The sum in χ (between braces) is a geometric sum started at 2 and the ratio goes to 0 as n goes to
infinity, so the whole term in braces is of order op1q. Recall the definition of ρ: we haveÿ
i
pcM´1qv
˜ź
iPi
d´i
d`i
¸
ď
˜
cM´1
nÿ
i“1
d´i
d`i
¸v
ď pcρq2v. (2.8.9)
Now
H1 ď op1qn
3
δ 2tm
mt`1ÿ
v“2
pcδρq2v. (2.8.10)
Here again, the sum is indeed geometric with ratio cδρ ď cδ ρ˜ where we recall that ρ˜ “ ρ_δ´1.
As δ ρ˜ ě δ´1, we have cδ ρ˜ ě 1, and
mt`1ÿ
v“2
pcδ ρ˜q2v ď pcδ ρ˜q2mt`2. (2.8.11)
After simplifications, we getH1 ď op1qn3pcρ˜q2mt which is the desired bound.
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2.8.2 Bound forH2
In this sum, vą tm`1 and χ ě v´ tm´1. The computations are extremely similar to what was done
in the preceding section, so we omit the details. As in the preceding section we haveÿ
pPXa,vm piq
| f ppq| ď
˜ź
iPi
d´i
d`i
¸
n
25
50`1
δ 2ptm´vq
pCn´γqχpcM´1qv. (2.8.12)
The sum in χ is now started at v´ tm´1. We have
H2 ď
2mtÿ
v“mt`2
Mn
25
50
cδ 2ptm´vq
ÿ
i
´ c
M
¯v˜ź
iPi
d´i
d`i
¸$&% 2tm´v`1ÿ
χ“v´tm´1
ˆ
C
nγ
˙χ,.- (2.8.13)
The sum between braces is geometric and the ratio is op1q, hence it is bounded by the first term
times some constant close to 1. The first term is pCn´γqv´tm´1. We also have (2.8.9) and the fact
Mn25{50{cď n2 when n is large enough. Putting it all together, we get
H2 ď n2
2mtÿ
v“mt`2
pcρq2vpCn´γqv´tm´1
δ 2ptm´vq
. (2.8.14)
This is indeed a geometric sum and the ratio is of order Opn´γq. After quick simplifications left to
the reader, we get H2 ď n2pcρ˜q2tmCn´γ which is also generously bounded by op1qn3pcρ˜q2tm when n
is large.
2.8.3 Bound forL
In this sum, vą tm`1 and χ ď v´ tm´1. The main difference with the two other regions is the extra
term in the bound for f ppq. We use Proposition 2.7.1 and (2.6.1).ÿ
pPXa,vm piq
| f ppq| ď
˜ź
iPi
d`i d
´
i
¸
Cχn
25
50` 1750 χ n
op1q
δ 2ptm´vq
ź
iPi
ˆ
1
d`i
˙2ˆC
M
˙χ ´ c
M
¯v´1ˆ 6tm?
M
˙2pv´tm´1´χq
This can be simplified when n is large enough to´ c
M
¯vź
iPi
d´i
d`i
n
27
50
δ 2ptm´vq
pCn1´γqχ
ˆ
6tm?
M
˙2pv´tm´1q
(2.8.15)
We plug (2.8.15) into the definition ofL and we use (2.8.9):
L ď
2mtÿ
v“mt`2
ÿ
i
v´tm´2ÿ
χ“0
´ c
M
¯vź
iPi
d´i
d`i
n
27
50
δ 2ptm´vq
`
Cn1´γ
˘χˆ 6tm?
M
˙2pv´tm´1q
(2.8.16)
ď
2mtÿ
v“mt`2
pcρ˜q2vn 2750
δ 2ptm´vq
ˆ
6tm?
M
˙2pv´tm´1q$&%v´tm´2ÿ
χ“0
`
Cn1´γ
˘χ,.- . (2.8.17)
As for other regions, the term between braces is a geometric with ratio greater than 1 so it is bounded
by pCn1´γqv´tm´1. We are now left with a sum in v
L ď
2mtÿ
v“mt`2
pcρ˜q2vn 2750
δ 2ptm´vq
ˆ
6tm?
M
˙2pv´tm´1q
pCn1´γqv´tm´1 (2.8.18)
and this is generously bounded by op1qn2pcρ˜q2tm; note thatL is negligible in front ofH1,H2.
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2.9 Proof of Proposition 2.2.7
We now prove Proposition 2.2.7. The strategy is exactly the same as for Proposition 2.2.6 and runs
along the lines of its proof. We omit the details. First, we recall (2.2.8):
Rt,`pi, jq “
ÿ
pPRt,`pi, jq
`´1ź
s“1
Apes, fsq 1de``
tź
s“``1
Apes, fsq
whereRt,`pi, jq had been defined in Definition 2.2.5 on page 46.
2.9.1 Trace method
We note Y ppq “ś`´1s“1 Apes, fsq`de`` ˘´1śts“``1 Apes, fsq when p is in Rt,`. Using the classical trace
method as in Subsection 2.5.2, we find
}Rt,`}2m ď
ÿ
i1,...,i2m
mź
s“1
Rt,`pi2s´1, i2sqRt,`pi2s`1, i2sq. (2.9.1)
ď
ÿ
i1,...,i2m
mź
s“1
¨˝ ÿ
pPRt,`pi2s´1,i2sq
Y ppq‚˛
¨˝ ÿ
pPRt,`pi2s`1,i2sq
Y ppq‚˛ (2.9.2)
ď
ÿ
i1,...,i2m
ÿ
pp1,...,p2mq
2mź
s“1
Y ppiq (2.9.3)
where the sum is over all 2m-tuples pp1, ...,p2mq such that p2s is in Rt,`pi2s´1, i2sq and p2s`1 is in
Rt,`pi2s`1, i2sq; note that we used the cyclic convention i2m`1 “ i1. Now, going back to the definition
of Rt,`, we have
Er}Rt,`}2ms ď
ÿ
pPC 1m,`
|gppq| (2.9.4)
where C 1m,` and g are now defined in the same fashion as Cm and f in Section 2.5.
DEFINITION 2.9.1. C 1m,` is the set of 2m-tuples pp1, ...,p2mq such that
• ps is in Rt,` for every s odd,
• p¯s is in Rt,` for every s even, where p¯s denotes path ps “reversed",
• the beginning vertex of p¯2s is the beginning vertex of p2s`1
• the endvertex vertex of p2s´1 is the endvertex of p¯2s.
Finally, for every p“ pp1, . . . ,p2mq in C 1m,`, we set
gppq “
mź
s“1
Y pp2i´1qY pp¯2iq. (2.9.5)
REMARK 2.9.2. If pi is in Rt,`, then it has at least two cycles. This fact has two consequences: the
number of vertices visited by pi is smaller than t´2, and the tree excess χppiq is greater than 2. When
this is applied to p, we get the following facts:
• p visits no more than 2tm´2m“ 2mpt´1q vertices.
• χppq is greater than 4m.
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Our task is to prove Proposition 2.2.7. To this end, we are going to prove the following lemma:
LEMMA 2.9.3. If n is large enough, then
Er}Rt,`}2ms “ op1qn2m`3pcρ˜q2mpt``q (2.9.6)
with Dą 0 a constant (we can take D“ 100).
Proof of Proposition 2.2.7 using (2.9.6). By the Markov inequality, we have
P
`}Rt,`} ą n lnpnqDpcρ˜qt``q ď Er}Rt,`}2ms
n2m lnpnq2Dmpcρ˜q2mpt``q
ď op1qn
3n2mpcρ˜q2mpt``q
n2m lnpnq2Dmpcρ˜q2mpt``q ď op1qn
3´ 2D50 .
If D is chosen great enough (D “ 100 is sufficient), then the last term goes to zero and we get
P
`}Rt,`} ą n lnpnqDpcρ˜qt``q “ op1q, which is the desired result.
We are now going to prove (2.9.6), first studying the combinatorics of C 1m,`, then bounding gppq
and finally doing the asymptotic analysis.
2.9.2 Combinatorics of C 1m,`
We split C 1m,` into disjoints subsets.
DEFINITION 2.9.4. Let a,v be integers and let i“ pi1, ..., ivq a v-tuple of vertices. We define
Xv,am,`piq “ Xv,am,`pi1, ..., ivq
as the set of all the paths in C 1m,` whose vertex set is precisely pi1, ..., ivq (in this order) and who have a
edges.
Let p and p1 be two paths in C 1m,`; we note ei,s, fi,s the half-edges of p and e1i,s, f1i,s those of p1. Those
paths are said equivalent if
• they both belong to Xa,vm,`piq and they visit the same vertices at the same time,
• for every vertex u P i, there are two permutations σu PSdu` and τu PSdu´ such that for every i
and s, if ei,s is a head attached to u and fi,s a tail attached to u, then
ei,s “ σupe1i,sq and fi,s “ τupf1i,sq.
Indeed, two paths are equivalent if they only differ by a permutation of their half-edges. We state
again Lemma 2.6.4. Its proof remains unchanged, and Lemma 2.7.3 is also true in this case.
LEMMA 2.9.5. Let p be a path in Xv,am,`piq. Then, we have at most
Cχ
ź
iPi
d`i d
´
i (2.9.7)
paths equivalents to p, where C is a constant.
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2.9.3 Number of equivalence classes
Now, we count the number of equivalence classes in Xa,vm,`piq. The explored vertices are i“ pi1, ..., ivq,
in this order.
In any equivalence class, we choose a path p visiting heads and tails in the “alternating lexico-
graphic order" in the same fashion as in 2.6.2. The chosen path p will be called the representative
path of the class Xa,vm,`piq. We build the tree T in the exact same way.
Cycling times are defined in the same way, but now another phenomenon can occur: there can be
more than one cycle inside one subpath pi. However, the path pi is composed of two subpaths, say p1i
and p2i , linked by a single edge4, and inside one of the two paths p1i,p2i , there can be no more than one
cycle. Thus, a small variation of the code for Cm will be sufficient for our purpose. To this end, define
the bridging time
`i :“
#
`´1 if i is even
t´ ` else.
Short cycling times.
Each sub-path p1i,p2i is tangle-free. Let r1i denotes the first time when fi,r1i is attached to a vertex already
visited by p1i, and similarly r2i for p2i . Those are short cycling times.
If these cycling times does not exist, we artificially set them to be the symbol b. Let σ 1i ,σ2i be
the first time when the path p1i,p2i left this vertex after its first visit. Finally, note h1i,h2i the “total time
spent in the loop".
We mark the cycling times r1i,r2i as follows:
p j1i,r1i , fi,r1i ,h1i,ei,τ 1i ,u1iq and p j2i,r2i , fi,r2i ,h2i ,ei,τ2i ,u2i q (2.9.8)
and if r1i,r2i “b this mark is set to beH.
We also have to deal with what happens at the bridge between p1i and p2i . To this end, we simply
mark the bridging time `i with the whole bridge, that is we set
βi “ pei,`i , f`i`1q.
All those informations are enough to reconstruct the short cycling times and the bridge. Note that
we did not fully exploit the Rt,`-structure of the paths pi: in particular, we did not use the fact that in
the end, pi is tangled. This will be used further.
Let us count those codes. We have at most two short cycling time per p1i or p2i . There are `i choices
for the first short cycling time and at most ∆pv∆qtpv∆qv“ t∆2v3 choices for its mark, then there are at
most ∆v choices for the bridge, and finally there are at most t´ `i choices for the second short cycling
time and t∆2v3 choices for its mark.
Long cycling times.
Let pi, tq be a cycling time leading to the (already known) vertex u. If pi, tq is not a short cycling time,
then
1. either u belongs to the verties discovered by some p j with j ă i,
2. either t ą `i and u belongs to the vertices discovered by p1i.
4Which can also be considered as a tangle-free path of length 1.
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In either cases, we say pi, tq is a long cycling time. We mark long cycling times with a triple
p ji,t , fi,t ,uiq. (2.9.9)
where ji,t is the index of the head 5 by which we’re leaving the current vertex, fi,t is the tail we are
going to, and ui is the next vertex when we will be leaving the tree T . For every long cycling time,
there are at most ∆2v2 marks like (2.9.9).
Superfluous times.
Superfluous cycling times are defined as in 2.6.2 and play no role in the sequel.
Total number.
We now gather the number of different types of marks to get a bound on the number of equivalence
classes in C 1m,`.
PROPOSITION 2.9.6. The total number of equivalence classes of paths in C 1m,` visiting vertices
i“ pi1, ..., ivq and having a edges is at most
4´mp2∆tmq4mχ`22m. (2.9.10)
Proof. Recall the definitions of section 2.5 and the difference between edges of p and graph-edges
of p. Consider the undirected multi-graph spanned by the unoriented graph-edges of p on vertices
i “ pi1, ..., ivq. This graph is connected. Its total number of edges is at most a (if no edge is visited
two times in opposite directions6. Therefore, there are at most χ :“ a´ v`1 excess edges. For each
iď 2m, there are at most χ cycling times, a fortiori there are at most χ long cycling times. Therefore,
we have at most t2mχ choices for the positions of the long cycling times. For each i, there are at most
two cycling times, one before `i and one after. The total number of choices for these short cycling
times is thus
ś2m
i“1 `ipk´ `iq “ `2mpt´ `q2m ď 4´mt2m.
For each one of these choices, we have the following number of possibilities for the marks:
pt∆2v3q2ˆ2m for short cyclings, p∆vq4m for bridges, p∆2v2q2mχ for long cyclings. The total number
of codings is at most 4´mt6m∆12m`4mχv16m`4mχ which (using vď 2tm) is largely bounded by (2.9.10).
Using the asymptotic properties exposed in lemma 2.5.2, the reader can check that (2.9.10) is
bounded by n
45
50` 1750 χ when n is large enough. Using Lemma 2.9.5, we get the following variant of
Proposition (2.6.2):
PROPOSITION 2.9.7. Fix `,v, i and a. Then, when n is big enough we have
#Xv,am,`piq ď
˜ź
iPi
d`i d
´
i
¸
Cχn
45
50` 1750 χ . (2.9.11)
2.9.4 Analysis of g
We now bound gppq when p is in C 1m,`, following the ideas in Section 2.7. Recall the definition of g as
in (2.9.5). When developping the terms in Y , if we note pi“ pei,s, fi,sqsďt for i odd and p¯i“ pei,s, fi,sqsďt
for i even, then we have
gppq “
2mź
i“1
1
de`i,`
ˆ
2mź
i“1
ź
să`
Apei,s, fi,sq
ź
są`
Apei,s, fi,sq. (2.9.12)
5Or the head, depending on the parity of i.
6Observe that it is also at least a{2 if all edges are visited twice, in opposite directions. This will not be used in the proof.
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Fix a path p in Xa,vm,`piq. Lemma 2.7.2 remains exactly the same.
LEMMA 2.9.8. There is a constant C such that for every p P Xa,vm,`piq we have
ωppq ď nop1q
ź
iPi
ˆ
1
d`i
˙2 Cχ`a1
δ 2ptm´vq
. (2.9.13)
Now comes the application of Theorem 3 to the second factor in the right of (2.9.12). Let p be a
path in Xa,vm,`piq. In order to apply Theorem 3, we need to define an auxiliary path, say pˆ, by deleting
each `-th edge in a subpath pi. We plug (2.9.13) into the bound given by Theorem 3 to get
|gppq| ď 24nop1q
ź
iPi
ˆ
1
d`i
˙2 Cχ3b
δ 2ptm´vq
´ c
M
¯aˆˆCmpt´1q?
M
˙a1
.
where aˆ is the total number of edges of pˆ, so aˆě a´2m with a the total number of edges of p. Also,
a1 is now the number of simple, consistent edges that appear in the path pˆ:
• in pi, after ` if i is odd,
• in pi, before t´ ` if i is even.
Such edges will be called good edges just for this paragraph. Note a¯1 the total number of simple,
consistent edges in p; as there are no more than 2m` edges that are not good, we have a1 ě pa¯1´
2m`q`.
Let a¯11 be the number of simple edges (not necessarily consistent) of p and a¯12 be the number of
other edges. It is clear that a¯11` a¯12 “ a and a¯11` 2a¯12 ď 2mt so a¯11 ě 2pa´mtq. If b is the number
of inconsistent edges we have a¯1 ě a¯11´ b so a¯1 ě 2pa´ tmq ´ b, and using Lemma 2.7.3, we get
a¯1 ě 2pa´ tmq´ 4χ and finally a1 ě p2pa´ tmq´ 4χ ´ 2`mq`. We also have 24nop1q “ nop1q. Note
that 2pa´ tmq´4χ´2`m“ 2`pv´1q´pt` `qm´χ˘. Using once again Lemma 2.7.3, we get
|gppq| ď nop1q
ź
iPi
ˆ
1
d`i
˙2 Cχ
δ 2ptm´vq
´ c
M
¯a´2mˆCtm?
M
˙2`pv´1q´pt``qm´χ˘`
.
The 2
`pv´1q´pt``qm´χ˘` term is zero if and only if χ ě v´ tm´ t`´1, hence the following
result.
PROPOSITION 2.9.9. Let p be any path in C 1m,` with v vertices and a edges. Note χ “ a´ v` 1.
There is a constant C such that when n is large enough, we have
• If χ ě v´pt` `qm´1, then
|gppq| ď n
op1q
δ 2ptm´vq
ź
iPi
ˆ
1
d`i
˙2ˆC
M
˙χ ´ c
M
¯v´1´2m
.
• Else, χ ď v´pt` `qm´1 and in this case,
|gppq| ď n
op1q
δ 2ptm´vq
ź
iPi
ˆ
1
d`i
˙2ˆC
M
˙χ ´ c
M
¯v´1ˆC2tm?
M
˙2pv´tm´`m´1´χq
.
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2.9.5 Asymptotic analysis
All the computations in this section have already been done in Section 2.8, se we do not write the
details. Go back to (2.9.4) and decompose the sum according to a,v, i:
E
“}Rt,`}2m‰ď 2mtÿ
v“2
ÿ
i“pi1,...,ivq
2tm´v`1ÿ
χ“4m
¨˝ ÿ
pPXa,vm,`piq
|gppq|‚˛“H 11 `H 12 `L 1
where
H 11 “
mpt``q`1ÿ
v“2
ÿ
i1,...,iv
2tm´v`1ÿ
χ“4m
¨˝ ÿ
pPXa,vm,`piq
|gppq|‚˛ (2.9.14)
H 12 “
2mpt´2qÿ
v“mpt``q`2
ÿ
i1,...,iv
2tm´v`1ÿ
χ“v´pt``qm´1
¨˝ ÿ
pPXa,vm,`piq
|gppq|‚˛ (2.9.15)
L 1 “
2mtÿ
v“mpt``q`2
ÿ
i1,...,iv
v´tm´`m´2ÿ
χ“4m
¨˝ ÿ
pPXa,vm,`piq
|gppq|‚˛. (2.9.16)
Each one of those terms can be bounded by the appropriate quantity as requested in Proposition
2.2.7, that is op1qn2m`3pcρ˜q2mpt``q.
For example, inH 11 , we sum over indices such that vď pt` `qm`1. We then haveÿ
pPXa,vm,`piq
|gppq| ď
ÿ
pPXa,vm,`piq
nop1q
δ 2ptm´vq
ź
iPi
ˆ
1
d`i
˙2ˆC
M
˙χ ´ c
M
¯v´1´2m
ď
˜ź
iPi
d`i d
´
i
¸
Cχn
45
50` 1750 χ n
op1q
δ 2ptm´vq
ź
iPi
ˆ
1
d`i
˙2ˆC
M
˙χ ´ c
M
¯v´1´2m
ď
˜ź
iPi
d´i
d`i
¸
n
45
50
δ 2ptm´vq
`
Cn´γ
˘χ `cM´1˘v´1´2m
with γ “ 1´17{50 Ps0,1r. As noted in Remark 2.9.2, if p is in C 1m,`, then χ cannot be less than 4m.
We thus have
H1 ď
mt`m``1ÿ
v“2
ˆ
M
c
˙2m`1 n 4550
δ 2ptm´vq
ÿ
i
`
cM´1
˘v˜ź
iPi
d´i
d`i
¸$&%2tm´v`1ÿ
χ“4m
`
Cn´γ
˘χ,.-
ď
mt`m``1ÿ
v“2
n2m`1`op1q n
45
50
δ 2ptm´vq
ÿ
i
`
cM´1
˘v˜ź
iPi
d´i
d`i
¸`
Cn´γ
˘4m$&%
2mpt´1q´v`1ÿ
χ“0
`
Cn´γ
˘χ,.-
The sum in χ (between braces) is a bounded by 2 if n is large enough and the sum in i is bounded by
pcρq2v, hence
H1 ď 2n2`2m`op1q´4mγ
mt`m``1ÿ
v“2
pcρq2v
δ 2ptm´vq
ď n2m`2´4mγδ´2tm pcδρq
2mt`2m`´2´1
pcδρq´1 pcδρq
2
ď n2m`3´4mγδ 2`mpcρ˜q2mt`2m`.
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To conclude, note that δ 2tm “ n2mα{ lnp∆q; when α is chosen to be strictly smaller than 2lnp∆qγ , the
term n´4mγδ 2m` becomes op1q.
We boundH 12 andL 1 in the same way, adapting the computations already done in the preceding
sections.
‹‹‹
2.10 Algebraic tools
In this section, we prove Lemma 2.3.3. We begin with a classical theorem ([20]) connecting the
eigenvalues of any diagonalizable matrix A with the eigenvalues of any perturbation of A. If M is a
matrix, we note σpMq the set of its eigenvalues.
Theorem 4 (Bauer-Fike). Let A be a diagonalizable matrix, A “ PDP´1 with P invertible and D
diagonal, and let H be any matrix.
1. Define ε “ }P} ¨ }P´1} ¨ }H}. Then,
σpA`Hq Ă
ď
λPσpAq
Bpλ ,εq. (2.10.1)
2. If I is a subset of t1, ...,nu such thatď
iPI
Bpλi,εqX
ď
iRI
Bpλi,εq “H
then the number of eigenvalues of A`H lying in ŤiPI Bpλi,εq is exactly #I.
Hence, the spectrum of the perturbed matrix A`H is entirely contained in the ε-blowup around
the spectrum of A (see also Figure 2.7). Note that whenever A is hermitian, the matrix P is unitary
and }P} “ }P´1} “ 1. Therefore, the “eigenvalue maximal perturbation", namely ε , depends on the
amplitude of the perturbation matrix (i.e. the term }H}) and on the “lack of hermitian-ness" of the
matrix A (since we always have }P} ¨ }P´1} ě 1 ).
Here is the entertaining proof of the Bauer-Fike theorem.
Proof of the first point. Let µ be an eigenvalue of the perturbed matrix A`H; then A`H ´ µId is
singular. Suppose that µ R σpAq; in this case, D´µI is nonsingular, and we have
A`H´µI“ PpD´µIqpI`pD´µIq´1P´1HPqP´1.
This shows that I`pD´µIq´1P´1HP is singular, so´1 is an eigenvalue of M :“ pD´µIq´1P´1HP;
in particular, 1ď }M} ď }pD´µIq´1} ¨ }P´1} ¨ }H} ¨ }P}. It is easy to see that the norm of the diagonal
matrix pD´µIq´1 is |λk´µ|´1, where k is such that |λk´µ| “min |λi´µ|. This proves the inequality
|λk´µ| ď }P´1} ¨ }H} ¨ }P} which is the claim (2.10.1).
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λ1
λ2
λ3
γ

Figure 2.7 – Black dots denote the spectrum of A “ A0. All the eigenvalues of A`H are inside the
circles and the number of eigenvalues of A`H inside the grey zone is equal to exactly 3.
Proof of the second point. Let s be in r0,1s. Note As “ A` sH and pspzq “ detpAs´ zIdq. The eigen-
values of A are the roots of p0 and those of A`H are the roots of p1. Let γ be a simple Jordan curve in
the complex plane and let U be the bounded connected component of Czγ and V the other component;
suppose that YiPIBpλi,εq Ă U and YiRIBpλi,εq Ă V (see figure 2.7). Then, the argument principle
yelds that the number npsq of roots of ps in U is equal to
1
2ipi
¿
γ
p1spζ q
pspζ qdζ .
The polynomial ps depends continuously on the coefficients of As, so the application s ÞÑ npsq is
continuous from r0,1s into N, so by connectedness it is constant. We thus have np0q “ np1q and it is
clear that np0q “ #I.
In order to use the Bauer-Fike theorem, we need a control on the condition number of P, that is
cpPq “ }P} ¨ }P´1}. When A has rank 1 this can be easily done; note that every rank 1 matrix can be
written xyJ with x,y two nonzero vectors.
PROPOSITION 2.10.1. Let A be a diagonalizable matrix with rank 1, A “ PDP´1 with P invertible
and D diagonal, say D“ diagpµ,0, ...,0q with µ the unique non-zero eigenvalue of A. Let x,y be two
vectors such that A“ xyJ. Then, µ is equal to xx,yy and
cpPq ď 2}x}
2}y}2
µ2
. (2.10.2)
Proof. First, note that if A“ xyJ, then by Sylvester’s determinant formula, for every z we have detpzI´
xyJq “ znp1´ z´1yJxq “ zn´1pz´ xx,yyq, so the eigenvalues of A are 0 and xx,yy; indeed, if A is
diagonalizable and has rank 1, then necessarily xx,yy ‰ 0 and µ “ xx,yy.
We first suppose that }x} “ }y} “ 1. The right-eigenvector associated with µ is x, the left-
eigenvector is yJ. Every basis of vectpyqK provides a family of right-eigenvectors for the eigenvalue
0 and every basis of vectpxqK provides a family of left-eigenvectors for the eigenvalue 0. For every
orthonormal basis of vectpyqK, say pe2, ...,enq, define a matrix by P “ px,e2, ...,enq. Then P is a di-
agonalization matrix for A. Now, define X “ py,e2, ...,enq: this matrix is unitary and we can check
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that
X˚P“
¨˚
˚˚˚˚
˚˝˚
µ 0 0 ... 0
xx,e2y 1 0 ... 0
xx,e3y 0 1 ... 0
...
. . .
...
1 0
xx,eny 0 ... 0 1
‹˛‹‹‹‹‹‹‚
We can also choose the basis peiq so that x belongs to vectpy,e2q. Let b be a real number such that
x“ µy`be2. As }x} “ 1 and µ ‰ 0, we have b Ps´1,1r we must have b2 “ 1´µ2 and b Ps´1,1r.
Then,
X˚P“
¨˝
µ 0
b 1
In´2
‚˛.
We thus have proven that if
R“
ˆ
µ 0
b 1
˙
then cpPq “ cpX˚Pq “ cpRq, and the condition number cpRq can be computed; indeed, we find
cpRq “ap1`|b|q{p1´|b|q. Remember that |b| “a1´µ2 ď 1´ µ2{2. Let f be the increasing
function defined on r0,1r by f : t ÞÑap1` tq{p1´ tq. Then cpRq “ f p|b|q ď f p1´ µ2{2q and it
can be quickly checked, using
?
s´1 ď s{2, that f p1´ µ2{2q ď 2{µ2. We thus have proven that
cpPq ď 2{µ2.
Now, suppose that }x} or }y} are not equal to 1 and define x˜ “ x{}x} and y˜ “ y{}y}. Set A˜ “ x˜y˜J
so that }x}}y}A˜ “ A. Note r “ }x}}y}. We have A˜ “ PD˜P´1 with D˜ “ diagpµ{r,0, ...,0q and cpPq ď
2r2{µ2 by the preceding arguments. As we also have A“ PDP´1, this yelds the final conclusion
cpPq ď 2}x}
2}y}2
µ2
.
We now conclude the proof of Lemma 2.3.3 on Theorem 4 and Proposition 2.10.1.
Proof of Lemma 2.3.3. Apply the first point of the Bauer-Fike theorem to the matrix M`H: all the
eigenvalues of M`H lie in the union of the balls Bpλ ,εq with ε “ cpPq}H}. As M has rank 1, apply
Proposition 2.10.1: cpPq ď 2}x}2}y}2µ´2. Now, apply the second part of the Bauer-Fike theorem and
suppose that Bpµ,εq and Bp0,εq are disjoint. There is exactly one eigenvalue of M in Bpµ,εq which is
µ , so there is exactly one eigenvalue of M`H in Bpµ,εq and all other eigenvalues are in Bp0,εq.
2.11 Proof of Theorem 3
In this appendix, we prove Theorem 3 by adapting the arguments of the proof of Proposition 8 of [33]
to our setting. All the required definitions and notations have already been introduced in Section 2.4
(page 52). The proof begins with the simple case where all edges of p are consistent and then goes on
to the general case. We start with a preliminary remark.
REMARK 2.11.1. Remember that c is a constant arbitrarily close to 1. As a ď N ď ?M, we have
pM´aq´1ďpM´Nq´1ďpM´?Mq´1 and when n is large, this is smaller than cM´1. This inequality
will be used multiple times in the proof of Theorem 3.
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2.11.1 Proof, part I: all edges are consistent
Definitions of some useful sets
This section deals with the general case, where some edges might not be simple in the proto-path.
However, we suppose for the moment that no edge is inconsistent. First, define sets T,Tq as follows:
• T is the set of all edges such that w1i ą 0. Those edges appear after p; they can appear both
before and after p. We note d “ #T .
• Tq is the set of all edges such that wi “ q (with qą 0).
The sets Tq are distinct, but T and Tq might have a nonempty intersection. However, we still have
Fppq “ ωppqE
»–ź
qą0
ź
iPTq
Bpyiqq
ź
iPT
B1pyiq
fifl .
We note 1Ω “śiPT B1pyiq. Some of the edges yi with i P T might also appear in the proto-path
before p, and in this case BpyiqB1pyiq “ p1´ 1{MqB1pyiq; we must keep track of these edges. We
define:
• T 1q “ ti : wi “ q,w1i ą 0u and d1q “ #T 1q ,
• Tq˚ “ ti : wi “ q,w1i “ 0u so that T 1qYTq˚ “ Tq and T 1q ,Tq˚ are disjoint.
Through the definition of Tq˚ , we see that |T1˚ | “ a1, the number of simple (and consistent) edges
of the proto-path, before p. Noting ζ “řqą0 qd1q, this yelds
Fppq “ ωppqp1´1{MqζE
»–1Ωź
qą0
ź
iPTq˚
Bpyiqq
fifl . (2.11.1)
The greatest contribution to the expectation (2.11.1) is due to the q“ 1 factor, so we are going to
split the edges into two parts, those matched with another edge in some Tq˚ and those who are not.
• Tˆ1 is the set of all i P T1˚ such that there is a j in Tq˚ for some q ą 0, such that if yi “ pe, fq and
y j “ pe1, f1q, then either σpeq “ f1 or σpe1q “ f (or maybe both).
• For every qą 1, Tˆq is the set of all i P Tq˚ such that there is a j in T1˚ , such that if yi “ pe, fq and
y j “ pe1, f1q, then either σpeq “ f1 or σpe1q “ f (or maybe both).
• Finally, note Sq “ Tq˚ zTˆq. If i is in S1 and yi “ pe, fq, then either σpeq “ f, or σpeq is some tail f
which does not belong to any other edge of the proto-path p.
Those sets are random as they depend on the environment σ . Finally, note Xq “śiPSq Bpyiqq and
ζ 1 “řqě1 q|Tˆq|. Then, we have
1Ω
ź
qą0
ź
iPTq˚
Bpyiqq “
ˆ´1
M
˙ζ 1
1Ω
ź
qą0
Xq. (2.11.2)
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First conditionning
LetF be the sigma-algebra generated by
• the event Ω,
• the matchings σpeq and σ´1pfq for every yi “ pe, fq with i not in S1.
LEMMA 2.11.2. With the notations given above, if n is large enough we have
|ErX1|F s| ď 8
ˆ
3cN
M
?
M
˙|S1|
. (2.11.3)
The proof of this lemma relies on the following remark: |S1| is measurable with respect toF , so
if H is the number of i P S1 such that σpeq ‰ f, then
ErX1|F s “ E
«ˆ
1´ 1
M
˙|S1|´H ˆ 1
M
˙Hff
. (2.11.4)
We first give the law of H conditionnally onF . For simplicity we note r “ |S1|.
LEMMA 2.11.3. GivenF , for every k, we have
PpH “ k|F q “
`r
k
˘pM´aqkřr
k“0
`r
k
˘pM´aqk . (2.11.5)
Proof. Let us count the favorable cases for the event tH “ ku (again, reasonning conditionnally on
F ). We have to choose those k edges among the r that haven’t been matched yet. Once they have
been chosen, all the r´ k remaining ones have to be matched with one tail not belonging to any edge
in the proto-path p, and those edges are exactly M´ a. Thus there are `rk˘pM´ aqk favorable cases.
The sum in the denominator is the sum of all cases.
The reader can check that if aď?M, then if n is large enough, for every kď a, we have pM´aqk ě
pM´aqk{2, so if we note Z “ Zpa,r,Mq “řrk“0 `rk˘pM´aqk then we have
Z ě 1
2
rÿ
k“0
ˆ
r
k
˙
pM´aqk “ 1
2
pM´a`1qr ě 1
2
pM´aqr. (2.11.6)
On the other hand,
ErX |F s “ 1
Z
rÿ
k“0
ˆ
r
k
˙
pM´aqk
ˆ
1´ 1
M
˙kˆ´1
M
˙r´k
. (2.11.7)
“ p´1q
r
Z
E
“pM´aqQp´1qQ‰ (2.11.8)
where Q is a random variable with lawBpr,1{Mq. Note that
pM´aqQp´1qQ “
Q´1ź
n“0
pM´a´nqˆp´1q
“
Q´1ź
n“0
pn´pM´aqq.
We now use ([33], Lemma 9):
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LEMMA 2.11.4. Let z ě 1,r P N˚ and 0 ă p ď q ă 1. Let B a binomial random variable with
parameters r, p. If 8p1´ p{qqq2 ď 2zqr2 ď 1, thenˇˇˇˇ
ˇE
«
Bź
n“1
ˆ
zn´ 1
q
˙ffˇˇˇˇ
ˇď 4pra8zqqr. (2.11.9)
We apply the lemma with
• q“ 1{pM´aq and p“ 1{M (they satisfy pď q),
• the random variable Q as B,
• z“ 1 (we can check that the condition of the lemma is verified).
Then, the lemma yelds
ˇˇ
E
“p´1qQpM´aqQ‰ˇˇď 4˜rc 8M´a
¸r
. (2.11.10)
We now plug this into |ErX1|F s|. Using this and the preliminary remark on n large and using
inequality (2.11.6), we get
|ErX1|F s| ď 4Z
ˆ
3r?
M´a
˙r
(2.11.11)
ď 8pM´aqr
ˆ
3r?
M´a
˙r
(2.11.12)
ď 8
ˆ
3cN
M
?
M
˙r
(2.11.13)
This ends the proof of Lemma 2.11.2. As a consequence, we get
E
»–1Ωź
qą0
ź
iPTq˚
Bpyiqq
fiflď 8E«ˆ 3cN
M
?
M
˙|S1|ˆ 1
M
˙ζ 1
1Ω
ź
qą1
|Xq|
ff
. (2.11.14)
Second conditionning
Let Gi be the σ -algebra generated by
• the event Ω,
• the matchings σpeq and σ´1pfq for every y j “ pe, fq with i‰ j.
The random variables ζ 1, |Sq| are Gi-measurable. Fix i in some Sq. Then, as qą 1 we have
Er|Bpyiq|q|Gis ď Er|Bpyiq|2|Gis
“
ˆ
1´ 1
M
˙2
Ppσpeq “ f|Giq` 1M2 Ppσpeq ‰ f|Giq
Conditionnally on Gi, the head e cannot be matched with a tail belonging to y j for j ‰ i (recall
the definition of Sp). Hence, if Mi is the total number of unmatched tails after the matching of all the
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heads belonging to some y j, we have Ppσpeq “ f|Giq “ 1{Mi. Remember that if n is large enough, we
have 1{pM´aq ď c{M (see the preliminary remark). Hence, we have
Er|Bpyiq|q|Gis ď Er|Bpyiq|2|Gis
ď c
ˆ
1´ 1
M
˙2 1
M
` c 1
M2
ˆ
1´ 1
M
˙
ď c 1
M
ˆ
1´ 1
M
˙
ď c
M
.
By conditionning repeatedly on all the Gi for every i in some Sq, for qą 1, we get
E
»–1Ωź
pą0
ź
iPTp˚
Bpyiqp
fiflď 8E«ˆ 3cN
M
?
M
˙|S1|´ c
M
¯ζ 1`řqą1 q|Sq|
1Ω
ff
.
As ζ 1 “řqą0 q|Tˆq|, we have ζ 1`řqą1 q|Sq| “ |Tˆ1|`řqą1 qp|Tˆq|` |Sq|q “ |Tˆ1|`řqą1 q|Tq˚ |.
Third conditionning
We now condition on the sigma-algebra G generated by the matchings σpeq and σ´1pfq for every
y j “ pe, fq with i R T . Note Ω˜ the event “no half-edge belonging to yi for some i R T has been matched
with a half-edge y j with j in T ". This event is G -measurable, and when n is large enough,
Er1Ω|G s ď 1Ω˜
´ c
M
¯|T | ď ´ c
M
¯|T |
.
Hence,
E
»–1Ωź
qą0
ź
iPTq˚
Bpyiqq
fiflď 8E«ˆ 3cN
M
?
M
˙|S1|´ c
M
¯|Tˆ1|`řqą1 q|Tq˚ |`|T |ff
. (2.11.15)
Endstep
Recall (2.11.1); we have
Fppq “ ωppqp1´1{MqζE
»–1Ωź
qą0
ź
iPTq˚
Bpyiqq
fifl (2.11.16)
ď 8ωppqp1´1{MqζE
«ˆ
3cN
M
?
M
˙|S1|´ c
M
¯|Tˆ1|`řqą1 q|Tq˚ |`|T |ff
(2.11.17)
ď 8ωppq
ˆ
3cN
M
?
M
˙a1
E
«ˆ
3cN
M
?
M
˙´|Tˆ 1|´ c
M
¯|Tˆ1|`řqą1 q|Tq˚ |`|T |ff
(2.11.18)
ď 8ωppq
ˆ
3cN
M
?
M
˙a1
E
«ˆ
3N?
M
˙´|Tˆ 1|´ c
M
¯ř
qą1 q|Tq˚ |`|T |
ff
. (2.11.19)
where in the third line we used a1 “ |T1˚ | “ |S1|`|Tˆ1|. By construction, we have
ř
qą0 |Tq˚ |` |T | “ a,
therefore ÿ
qą1
q|Tq˚ |` |T | “ a´|T1˚ |`
ÿ
qą1
pq´1q|Tq˚ | ě a´a1 (2.11.20)
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and we have pc{Mq
ř
qą1 q|Tq˚ |`|T | ď pc{Mqa´a1 . This finally yields
Fppq ď 8ωppq
´ c
M
¯a´a1 ˆ 3cN
M
?
M
˙a1
E
«ˆ
3N?
M
˙´|Tˆ 1|ff
.
In the next lemma, we bound the expectation on the right side.
LEMMA 2.11.5. If n is large enough,
E
«ˆ
3N?
M
˙´|Tˆ 1|ff
ď 3. (2.11.21)
Proof. We have
E
«ˆ
3N?
M
˙´|Tˆ 1|ff
“
8ÿ
`“0
Pp|Tˆ1| “ `q
ˆ?
M
3N
˙`
.
Using the pigeonhole principle, on the event t|Tˆ1| “ `u, at least t`{2u couples of edges py,y1q are
“mismatched", which means that σpeq “ f1 or σpe1q “ f. A (very) crude bound for the choice of those
t`{2u couples is pa2qt`{2u. For each choice of those t`{2u couples, the probability that they are indeed
mismatched is at most p1{pM´ aqqt`{2u which is smaller than p2{?Mq` if n is large enough. In the
end, we get
Pp|Tˆ1| “ `q ď a`
ˆ
2?
M
˙`
Finally, as aď N, we have
E
«ˆ
3t?
M
˙´|Tˆ 1|ff
ď
8ÿ
`“0
ˆ
2a
3N
˙`
ď
8ÿ
`“0
ˆ
2
3
˙`
which ends the proof of the lemma.
We finally get the desired bound, that is
|Fppq| ď 24 ¨ωppq
´ c
M
¯aˆ N?
M
˙a1
(2.11.22)
2.11.2 Proof, part II: some edges are not consistent
We now suppose some edges are not consistent: for example, there might be in p two edges having
the form y “ pe, fq and y1 “ pe, f1q with f ‰ f1. Without loss of generality we can suppose y “ y1 and
y1 “ ya. The contributions of those two edges in the product has the form BpyqwB1pyqzBpy1qw1B1py1qz1 .
Note that B1pyqB1py1q is always zero. From this, we see that we can’t have z and z1 be both non zero.
Without loss of generality, we suppose that z1 “ 0.
First case: z‰ 0.
Here, we immediately have
BpyqwB1pyqzBpy1qw1 “ B1pyqBpyqw
ˆ
´ 1
M
˙w1
. (2.11.23)
This expression does not longer rely upon y1. Hence, in this case, we have
Fppq “ 1pde` qw1
ˆ
´ 1
M
˙w1
Fpqq (2.11.24)
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where the proto-path q is the proto-path p without all the w1 instances of the y1 edge. This new proto-
path q has length N´w1, has a1 “ a´1 distinct edges before p, and its number of simple, consistent
edges before p is greater than a1.
Second case: z“ 0.
The product is now reduced to BpyqwBpy1qw1 . After a short development we find that
BpyqwBpy1qw1 “ Bpyqw
ˆ
´ 1
M
˙w1
`
ˆ
´ 1
M
˙w1
Bpy1qw´
ˆ
´ 1
M
˙w1`w
(2.11.25)
Hence, Fppq splits into three parts:
Fppq “
ˆ
´ 1
de` M
˙w1
Fpqq`
ˆ
´ 1
de` M
˙w
Fpq1q´
ˆ
´ 1
de` M
˙w1`w
Fpq2q. (2.11.26)
All the three new proto-paths q,q1,q2 now have
• length N´w1, t´w and N´w1´w,
• at most a´1 distinct edges,
• less inconsistent edges than p.
Iteration of the procedure.
We repeat the procedure as many times as needed to get rid of every inconsistent edge. Each step gives
rise to at most 3 terms having the form
˘
ˆ
1
M
˙α
ωppqE
«
a´1ź
i“1
BpyiqwiBpyiq
ff
or
˘
ˆ
1
M
˙α
ωppqE
«
aź
i“2
BpyiqwiBpyiq
ff
or
˘
ˆ
1
M
˙α
ωppqE
«
a´1ź
i“2
BpyiqwiBpyiq
ff
where α is either wa,w1 or wa`w1.
Now, we repeat the procedure for each term. Each step removes one inconsistent edge, so there
are no more than 3b steps, and in the end we get at most 3b terms. In each one of the final 3b terms, all
edges are consistent so we can apply (2.11.22). The number of simple, consistent edges of those new
proto-paths is greater than a1 but still smaller than N. Hence, applying (2.11.22) to each term, we can
bound |Fppq| with at most 3b terms having the form
24 ¨ωppq
´ c
M
¯aˆ N?
M
˙a1
which yields the final desired result (2.4.1).
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Chapter 3
An Erdös-Gallai generalization
This chapter is drawn from the published paper [41], a joint work with Charles Bordenave.
3.1 Reconstruction of a graph with its universal covering
Let G“ pV,Eq be a finite graph. A graph G1 “ pV 1,E 1q is a covering of G if there is a surjective map
p : V 1ÑV which is a local isomorphism: for every x PV 1, the map p induces a bijection between the
edges incident to x and the edges incident to ppxq. This is the graph-theoretic analog of the notion of
covering space in topology; note that some authors tend to use the words lift instead of covering. A
comprehensive presentation on graph coverings can be found in [100].
3.1.1 The universal covering of a graph
A universal covering of G is a covering of G which is a tree. When the graph G is a tree, then it is
a covering of itself. However, if the graph G contains a cycle, then any universal covering of G1 is
infinite: starting from a cycle px1, . . . ,xkq in G, one can easily find an infinite path in G1 by taking
y1 P p´1px1q, then y2 P p´1px1q the only antecedent of x1 adjacent to y1, and so on until one reaches
yk P p´1pxkq; then pick yk`1 P p´1px1q which is adjacent to yk. This last yk`1 is distinct from y1
because the covering G1 is a tree. We can continue this construction forever and we end with an
infinite path in G1.
If G1,G2 are two universal coverings of G with maps p1, p2, then one might pick a vertex x of G1
and a vertex y of G2 such that p1pxq “ p2pyq and define a morphism φ : G1 Ñ G2 by setting φpxq “ y,
and then mapping every neighbor x1 of x to the unique vertex y1 in G2 which is adjacent to y and has
p2py1q “ p1px1q, then do the same thing for the neighbors of x1, and so on. If G is connected, then
G1,G2 are also connected, and the resulting map φ can easily be seen to be an isomorphism between
G1 and G2: up to isomorphism, there is only one universal cover of any connected graph, and it is
denoted by TG.
Figure 3.1 – On the right, the rooted product K3 ˝K2 and on the left, its universal covering.
Let us give three examples:
• the universal cover of any d-regular graph with d ě 2 is the d-regular tree Td ;
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• the universal cover of the complete bipartite graph Km,n is the biregular tree Tm,n where each ver-
tex of degree m has only neighbors of degree n, and each vertex of degree n has only neighbors
of degree m;
• the universal covering of the graph depicted on the left of Figure 3.1 is the infinite comb in the
right of Figure 3.1.
Universal coverings of graphs can be seen as trees which are good local approximations of G.
They have widely been used in the context of distributed computing ([13], [14]). In the context of
random graphs, where many models of graphs are locally tree-like, the universal cover is a good
approximation of the local structure of the graph, which conveys information on crucial quantities
such as the spectrum ([84], [12]).
3.1.2 Neighborhoods in the universal covering and the reconstruction problem
Let h be a positive integer. Given any vertex x of G, its h-depth universal covering neighborhood is the
unlabeled ball of radius h in TG around any antecedent of x by p. One can easily see that this ball does
not depend — up to isomorphism — on the chosen antecedent x. Informally, this is the neighborhood
of x in G, but where cycles have been forgotten.
G 3-depth neighborhhod of
Figure 3.2 – The graph G is on the left ; the 3-depth neighborhood of the red vertex is drawn on the
right. Two vertex having the same color in TG are antecedents of the vertex with the corresponding
color in G.
Our main goal in this paper will be to give a characterization of the collections of trees which
correspond to h-depth neighborhoods of vertices in the universal covering of the graph.
QUESTION 3.1.1. Let t“ pt1, . . . , tnq be a collection of n unlabeled rooted trees with maximal depth
h. Is it the collection of h-depth universal covering neighborhoods of some graph G ?
If this is the case, we say that the n-tuple t is graphical and we say that G is a realization of t. In
the sequel, we will sometimes say “a n-tuple t" instead of “a n-tuple of unlabeled rooted trees with
maximal depth h"; the height h is fixed once for all.
3.1.3 Notation
From now on, we will adopt the term “tree" instead of “unlabeled, rooted tree", unless explicitly stated
otherwise. The set of all trees with depth h will be noted Th.
If x is a vertex of a graph G, we will note degGpxq the number of neighbors of x in G.
We will frequently refer to directed graphs as digraphs. In a digraph G, we will note deg˘G the in
and out degree of the vertices.
Generally, the root of a (rooted) graph will be noted ‚ and if k is an integer and g a rooted graph,
pgqk denotes the ball Bgp‚,kq of radius k around the root of g.
We will frequently use the notation x^ y to denote the minimum of two numbers x and y.
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3.2 Related work
Graph reconstruction problems ask the following question : given any propertyP about graphs, how
can we ensure that there is a graph (or digraph, or multigraph) having this property P ? What is the
number of graphs that have this property ? Can we determine the properties P that have a single
graph realization ?
Reconstructing a graph (or bipartite graph, or digraph) only by the list of its degree has been
a well-known and studied problem since the seminal works of Erdo˝s, Gallai and many others. In
fact, question 3.1.1 had been settled long time ago for h “ 1 by the celebrated Erdo˝s-Gallai theorem.
Suppose that t “ pt1, . . . , tnq is an n-tuple of 1-depth trees. A 1-depth tree ti is just a root with some
leaves, say di leaves ; thus, t can be identified with a n-tuple of integers pd1, . . . ,dnq.
Figure 3.3 – Is there a graph on 8 vertices with this 1-depth neighborhood ? The associated degree
sequence if d“ p3,1,2,3,5,2,3,1q. According to Theorem 5, yes.
Finding a graph G with t as 1-depth neighborhood boils down to finding a graph G with degree
sequence d — such sequences are called graphical. Not all integer sequences are graphical; the Erdo˝s-
Gallai theorem gives two conditions which are altogether necessary and sufficient for a sequence to be
graphical.
Theorem 5 (Erdo˝s, Gallai, [73]). Let d “ pd1, . . . ,dnq be a n-tuple of integers. Rearrange them in
decreasing order dp1q ě ¨¨ ¨ ě dpnq. Then, d is graphical if and only if it satisfies the two following
conditions :
d1`¨¨ ¨`dn is even, (3.2.1)
and the “Erdo˝s-Gallai condition"
@k P rns, dp1q`¨¨ ¨`dpkq ď kpk´1q`
nÿ
i“k`1
dpiq^ k. (3.2.2)
A short and constructive proof is available at [138]. In fact, the Erdo˝s-Gallai condition is not the
only sufficient and necessary condition for an integer sequence to be graphical ; there are some other
equivalent conditions, notably listed in [131]. The corresponding realization problem for digraphs had
also been solved quite early; see the interesting note [28] for a complete history and presentation of
the many variants. When a double sequence d˘ “ pd`i ,d´i qiPrns is the sequence of in and out degrees
of a digraph, we say that d˘ is digraphical.
Theorem 6. Let d˘ “ pd`i ,d´i qiPrns be a 2n-tuple of integers. We order the first component by de-
creasing lexicographic order: d`p1q ě ¨¨ ¨ ě d`pnq and if d`piq “ d`p jq with iă j, then d´piq ě d´p jq. Then, d˘
is digraphical if and only if it satisfies the two following conditions :
nÿ
i“1
d`i “
nÿ
i“1
d´i , (3.2.3)
and the “directed Erdo˝s-Gallai condition" :
@k P rns,
kÿ
i“1
d`piq ď
kÿ
i“1
d´piq^pk´1q`
nÿ
i“k`1
k^d´piq. (3.2.4)
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This settled our question for h“ 1. The case h“ 2 had recently been solved by [19, 16]; in those
papers, a 2-depth neighborhood is called a neighborhood degree list (NDL). In [16], the authors not
only settle Question 3.1.1 and give a sufficient and necessary condition for a NDL to be graphical, but
they also characterize those NDL that are “unigraphical", meaning that they have a unique graphical
realization — we do not adress this problem, but we solve Question 3.1.1 for arbitrary depths h.
For h“ 1, the number of labeled graphs with a given degree sequence is asymptotically known in
many asymptotic regimes, see notably [88], [32, Theorem 2.16] and references therein. For general h,
this question has been recently adressed in [35] in the regime where the maximal degree is uniformly
bounded. The motivation came from the Benjamini-Schramm topology of rooted graphs.
In this paper, we only deal with neighborhoods in the universal covering, thus ignoring the even-
tual cycles in the h-neighborhood of a vertex. If some n-tuple t is graphical, then it might as well
have very different realizations, for instance ones that are h-locally tree-like, or others having many
short cycles. When the same question is adressed with the h-neighborhoods in the graph, Question
3.1.1 becomes much more arduous; a similar problem in graph reconstruction, the famous Kelly-Ulam
reconstruction problem, was asked during the 1940s and still remains opened.
3.3 Definitions and statement of the main result
Fix some n-tuple t“ pt1, . . . , tnq where ti P Th. The associated degree sequence d“ pd1, . . . ,dnq is the
sequence of degrees of the root ‚ of the tree ti, that is di “ degtip‚q. An obvious necessary condition
for t to be graphical is that d is itself a graphical sequence, hence satisfying (3.2.1)-(3.2.2). From now
on, we will assume that d1`¨¨ ¨`dn “ 2m where m is an integer.
Let t be a tree with depth at most h and root ‚. Let e be an edge incident with the root, say
e“ p‚,xq. The tree tze has exactly two connected components. The connected component containing
the root is r1 and the other one is s ; we root s at x. We erase from r1 all the vertices at depth exactly h
in t, and we keep the same root; this yields a new rooted tree r — see Figure 3.4. The type of the edge
e is defined as the couple of rooted trees pr,sq and we will denote it by τpeq.
e
r s
x
r s
Figure 3.4 – Construction of the type τpeq “ pr,sq of edge e in some tree t.
If τ “ pr,sq is a type, its opposite type τ´1 is defined as ps,rq. A type is an element ofTh´1ˆTh´1.
The set of all types induced by the edges in the elements of t is noted typesptq. It can be decomposed
into the disjoint union of three sets
typesptq “ ∆YAYB
where
• ∆ is the set of “diagonal" types τ “ pr,rq for some r PTh´1;
• AYB is the set of types τ “ pr,sq with r‰ s, and the sets A,B are chosen such that if τ P A, then
τ´1 P B.
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If τ P typesptq, we define
• the τ-degree of any index i P rns as the number of edges in ti incident to the root and whose type
is τ . We will denote it by dτi ;
• the τ-number Nτ as the total number of edges in elements of t with type τ , that is
Nτ “
ÿ
iPrns
dτi .
It should be clear that for every i P rns, we have řτPtypesptq dτi “ di.
Theorem 7. Let t“ pt1, . . . , tnq be a n-tuple of elements of Th; it is graphical if and only if it satisfies
the following conditions:
• for every τ P ∆, the integer sequence pdτi qiPrns is graphical;
• for every τ P A, the integer double sequence pdτi ,dτ´1i qiPrns is digraphical.
Using classical characterizations of graphical and digraphical sequences given earlier in Theorems
5 and 6, this result can be detailed:
Theorem 8. Let t“ pt1, . . . , tnq be a n-tuple of elements of Th; it is graphical if and only if it satisfies
the following conditions:
• for every τ P ∆, the integer Nτ is even and for every k P rns we have
kÿ
i“1
dτpiq ď kpk´1q`
nÿ
i“k`1
dpiq^ k, (3.3.1)
• for every τ P A, we have Nτ “ Nτ´1 and for every k P rns, we have
kÿ
i“1
dτpiq ď
kÿ
i“1
dτ
´1
piq `
nÿ
i“k`1
dτ
´1
piq ^ k (3.3.2)
where indices correspond to decreasing lexicographic ordering of the sequence pdτi ,dτ´1i qiPrns
as in Theorem 6.
Note that those conditions together imply that pd1, . . . ,dnq is itself a graphical sequence (sum over
all the types τ), which is a necessary, but clearly non sufficient condition.
3.4 Proof of Theorem 7
We assume without loss of generality hě 2. The conditions are easily seen to be necessary, for if t is
graphical and τ is a type, then
• either τ P ∆ and the graph induced in G by keeping only the edges e such that τpeq “ τ has
pdτi qiPrns has its degree sequence,
• either τ R ∆ ; in this case either τ P A or τ´1 P A, so without loss of generality we can assume
that τ P A. The graph induced by edges such that τpeq “ τ can be oriented : if e “ pi, jq P Gτ ,
then one vertex k P ti, ju satisfies τpeq “ τ in tk. We orient the edge pi, jq from k to the other
vertex. This yields a digraph ~Gτ with oriented bi-degree sequence pdτi ,dτ´1i qiPrns, so the second
condition of Theorem 7 is met.
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We now prove the sufficiency. We suppose that t “ pt1, . . . , tnq is a n-tuple satisfying the assump-
tions in Theorem 7 and we build a graph G which is a realization of t. We first fix some type τ .
• We suppose in the first time that τ P A, in particular τ “ pr,sq with r ‰ s. As pdτi ,dτ´1i qiPrns is
digraphical, there is some digraph ~Gτ on n vertices such that deg`~Gτ piq “ d
τ
i and deg
´
~Gτ
piq “ dτ´1i
for every vertex i P rns. We now define a (non-directed) multigraph Gτ by simply forgetting
the directions of edges in ~Gτ — indeed, this multigraph will be proven to be simple in Lemma
3.4.1.
• Else, if τ P ∆, then by assumption pdτi qiPrns is graphical and there is a simple graph Gτ such that
degGτ piq “ dτi .
We now “glue together" the graphs Gτ to get our realization of t, namely G. Formally, if EpGτq
denotes the set of edges in Gτ , then G“ prns,Eq with the edge set E being defined as
E :“
ď
τP∆YA
E
`
Gτ
˘
. (3.4.1)
The following lemma is the crucial ingredient of the proof of Theorem 7.
LEMMA 3.4.1. G is a simple graph.
Proof. Suppose that Gτ contains a double edge, for instance px,yq. We are going to prove the two
following facts :
1. first, this double edge can not arise from two distinct Gτ . In other words, if px,yq P Gτ , then
px,yq R Gτ 1 for every τ 1 ‰ τ ;
2. then we check that for every τ P A, the multi-graph Gτ contains no double edge.
Together, those two facts imply that G is simple : indeed, if there is a double edge, then it can only
belong to a single Gτ ; but if τ P A, Gτ cannot contain any double edge, and if τ P ∆ then Gτ is simple
by construction, hence the conclusion.
Suppose that there is a double edge between vertices i and j, one belonging to Gpτq and the other
to Gpτ 1q for two types τ “ pr,sq and τ 1 “ pr1,s1q. We prove that τ “ τ 1. As manipulating unlabeled
rooted trees is quite inconvenient, we will work with two labeled rooted trees Ti,Tj in the equivalence
classes of ti, t j, and the same with R,R1,S,S1 which are representatives of the equivalence classes of
r,r1,s,s1. We are going to prove that R» R1 and S» S1 (as rooted labeled trees) , hence proving r “ r1
and s“ s1 as needed. The following arguments are illustrated in Figure 3.5.
• The presence of an edge between i and j in Gτ has the following consequence : there is an edge e
in Ti, adjacent with the root, such that Tize has two connected components, one isomorphic with
S and the other having its ball of radius h isomorphic with R. On the other hand, as pi, jq PGpτ 1q,
there is an edge e1 such that Tize1 has one component isomorphic with S1 and the ball of radius
h´1 of the other is isomorphic with R1.
• The same holds with Tj.
It is clear that degRp‚q`1“ degTip‚q “ di and also degR1p‚q`1“ di, hence degRp‚q “ degR1p‚q.
The same is true with S,S1 ; we have just proven that pRq1 » pR1q1 and pSq1 » pS1q1. We are now going
to prove that if pSqk » pS1qk and pRqk » pS1qk for some k ă h´1, then this is also true with k`1.
First, the ball pTiqk`1 can be decomposed in two ways shown in Figure 3.5 :
pTiqk`1 “ eYpSqkYpRqk`1 and pTiqk`1 “ e1YpS1qkYpR1qk`1
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but as pSqk » pS1qk, we can erase both branches pending at e and e1, to get pRqk`1 » pR1qk`1. The same
idea applies to Tj, to show that pSqk`1 » pS1qk`1, hence closing the recurrence. We have proven that
pSqh´1 » pS1qh´1 and pRqh´1 » pR1qh´1, thus r“ r1 and s“ s1 as needed. We thus have proven the first
point exposed earlier.
RS
i
pRqk`1
pSqk
pRqk
pTiqk`1
pTiqke
R1S1
i
pR1qk`1
pS1qk
pR1qk
pTiqk`1
pTiqke1
Figure 3.5 – An illustration of the proof of Lemma 3.4.1. The green parts represent pSqk and pS1qk
which are isomorphic (as recurrence hypothesis) and the dark red parts are representing pRqk and pR1qk,
which are isomorphic too ; hence, the light pink parts are also isomorphic, thus proving pRqk`1 »
pR1qk`1. A similar procedure applies to Tj.
We now check the second point, i.e. that for every τ P A, the multi-graph Gτ is indeed a simple
graph. The proof runs along the same lines : suppose that there is a double directed edge between i
and j in ~Gτ . This can only happen if pi, jq and p j, iq are both directed edges in ~Gτ . We suppose that
τ “ pr,sq, and with a recurrence we prove that r “ s, hence τ P ∆ which had been discarded since
∆XA“H.
To do this, first check that degrp‚q“ degsp‚q, then suppose that for some kă h, we have prqk “ psqk
and prove that prqk`1 “ psqk`1. This step uses the exact same procedure as before.
We now check that G solves our problem.
LEMMA 3.4.2. G is a realization of t.
Proof. We want to show that the h-neighborhood of any vertex i in the universal cover of G matches ti.
We show by strong recurrence that for kď h, if t¯i denotes the h-neighborhood of i in the universal cover,
then for every i P rnswe have ptiqk“pt¯iqk. It is clear by our construction of G that degGpiq“
ř
τ d
τ
i “ di,
hence ptiq1 “ pt¯iq1. Now suppose that ptiqk “ pt¯iqk for some k ă h. If NGpiq is the set of neighbors of i
in G, then for every j P NGpiq we have pt jqk “ pt¯ jqk by the recurrence hypothesis. This readily implies
that ptiqk`1 “ pt¯iqk`1, hence the lemma is proven.
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Chapter 4
Extended states in the spectrum of
random trees
This chapter is drawn from the prepublication [63], a joint work with Justin Salez.
4.1 Introduction
This paper deals with the general question of existence of a non-trivial absolutely continuous part at
zero in the adjacency spectrum of unimodular Galton-Watson trees. To motivate our work, let us first
briefly describe its implications for the Erdo˝s-Renyi random graph.
4.1.1 The Bauer-Golinelli prediction
Let Gn be an Erdo˝s-Renyi random graph with size n and density p P p0,1q. Its adjacency matrix An is
a random symmetric nˆn matrix with zero entries along the diagonal and independent Bernoullippq
entries above the diagonal. The associated empirical eigenvalue distribution is
µGn :“ 1n
nÿ
k“1
δλk , (4.1.1)
where λ1 ě . . .ě λn are the eigenvalues of An. When nÑ8 while p is kept fixed, a celebrated result
of Wigner [141] asserts that a suitably rescaled version of µGn converges weakly in probability to the
semi-circle law. This remains true if p“ pn tends to 0 as nÑ8, as long as npn Ñ8 (see, e.g. [137]).
The situation changes significantly, however, when instead,
npn ÝÝÝÑ
nÑ8 c P p0,8q. (4.1.2)
In this sparse regime, the semi-circle law gives place to a non-explicit, densely-discontinuous measure
µc, discovered in [143, 94] and later identified in [42] as the expected spectral measure of the Poisson-
Galton-Watson tree with mean offspring c (see below). The latter has attracted a considerable attention
[44, 46, 127, 72, 89], as it captures the asymptotics of many properties of Gn. One emblematic example
is the nullity dimkerpAnq, which is known to satisfy
1
n
dimkerpAnq PÝÝÝÑ
nÑ8 µcpt0uq. (4.1.3)
In a remarkable work [22], physicists Bauer and Golinelli used the so-called replica-symmetric ansatz
to predict the following intriguing formula for the limit in (4.1.3).
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Figure 4.1 – Logarithmic plots of the adjacency spectrum of an Erdo˝s-Renyi random graph of size
n “ 10000 and average degree c “ 2 (left) or c “ 3 (right). The presence or absence of an absolutely
continuous part at zero in the nÑ8 limit is already manifest on these finitary plots.
CONJECTURE 2 (Atomic mass at zero). For any c P p0,8q,
µcpt0uq “ qpcq` e´cqpcq` cqpcqe´cqpcq´1, (4.1.4)
where qpcq denotes the smallest point q P p0,1q satisfying the fixed-point equation
q“ e´ce´cq . (4.1.5)
A quick analysis of (4.1.5) – or an even quicker look at Figure 4.2 – reveals that the right-hand
side of (4.1.4) undergoes a rupture of analyticity as c reaches the value e« 2.718. Bauer and Golinelli
proposed an interpretation of this anomaly as a phase transition in the asymptotic structure of the kernel
of An. Guided by numerical simulations, they further predicted the point c“ e to be the threshold for
the emergence of a continuous part at zero in the limiting measure µc [22, 23]. To be more precise, we
will say that a measure µ has no extended states at a location E P R if
µ prE´ ε,E` εsq´µ ptEuq
ε
ÝÝÝÝÑ
εÑ0` 0, (4.1.6)
and has extended states at E otherwise. This terminology is borrowed from the theory of random
Schrödinger operators (see, e.g., [4] for a recent treatment).
CONJECTURE 3 (Emergence of extended states at zero). The following phase transition occurs:
1. If că e, then µc has no extended states at 0.
2. If cą e, then µc has extended states at 0.
Conjecture 2 was established almost a decade ago [44] by a detailed first-order analysis of the
random operator pA´ zq´1 near the singular point z “ 0, where A is the adjacency operator of the
Poisson-Galton-Watson tree with mean offspring c. To the best of our knowledge however, Conjecture
3 – reiterated in [44] – had so far remained open. In the present work, we establish this long-predicted
phase transition, illustrated on Figure 4.1. This is achieved by investigating the second-order behavior
of the random operator pA´ zq´1 near z “ 0. As already mentioned, our result is not limited to the
Erdo˝s-Renyi model: we provide general, explicit criteria for the presence or absence of extended states
at zero in the limiting spectral measure of any graph sequence whose local weak limit is a unimodular
Galton-Watson tree, as defined next.
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Figure 4.2 – The set of pairs pc,qq satisfying the equation (4.1.5). The branch point pe,e´1q causes a
rupture of analyticity in the spectral mass at zero µcpt0uq, as c reaches e.
4.1.2 General framework
The purpose of this section is to introduce our main objects of study, namely spectral measures of
unimodular Galton-Watson trees. We only recall the necessary notions, and refer to the comprehensive
survey [34] for more details on graph limits and their spectral theory.
Spectral measures. Let G “ pV,Eq be a countable, locally finite graph. Its adjacency operator A
is a symmetric linear operator on the Hilbert space `2CpV q. The domain of A consists of all finitely-
supported vectors, and the action of A on the canonical basis pex : x PV q is given by
xex|Aeyy “
"
1 if tx,yu P E
0 otherwise.
(4.1.7)
As long as A is essentially self-adjoint, the Spectral Theorem applies: the resolvent pA´ zq´1 is a
well-defined bounded operator for all z P CzR, and for every o PV , we have the representation
@z P CzR, xeo|pA´ zq´1eoy “
ż
R
1
λ ´ z µpG,oqpdλ q, (4.1.8)
for a unique probability measure µpG,oq on R, called the spectral measure of the rooted graph pG,oq.
This fundamental object will be central to our work. It may be thought of as the local contribution of o
to the spectrum of G. Indeed, when G is finite, there is an orthonormal basis of n“ |V | eigenfunctions
φ1, . . . ,φn of A with respective eigenvalues λ1, . . . ,λn, and we have the expression
µpG,oq “
nÿ
k“1
|φkpoq|2δλk . (4.1.9)
In particular, the empirical eigenvalue distribution µG :“ 1n
řn
k“1 δλk can be recovered from the spectral
measures pµpG,oq : o PV q by averaging over the choice of the root:
µG “ 1|V |
ÿ
oPV
µpG,oq. (4.1.10)
Of course, neither side of this identity makes sense when G is infinite. However, the framework of
local weak convergence enables us to pass to the “infinite-volume limit”, in an appropriate sense.
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Local weak convergence. Write G‹ for the space of locally finite, connected rooted graphs, con-
sidered up to root-preserving isomorphism. Make it complete and separable by letting the distance
between two rooted graphs be 1{p1` rq, where r is the largest integer such that the balls of radius
r around the root in the two graphs are isomorphic. Any finite graph naturally induces a probability
measure on G‹, via choosing a root uniformly at random and restricting to its connected component.
If pGnqně1 is a sequence of finite graphs, and if the sequence of probability measures thus induced
admits a weak limit L , then L is called the local weak limit of pGnqně1 [8]. In words, L is the law
of a random rooted graph pG,oq that describes what Gn asymptotically looks like when seen from a
uniformly chosen vertex.
This limiting object has been shown to capture a number of asymptotic properties of pGnqně1,
including the empirical eigenvalue distribution itself. More precisely, we always have
sup
λPR
|µGn pp´8,λ sq´µL pp´8,λ sq| ÝÝÝÑnÑ8 0, (4.1.11)
where µL p¨q :“ E
“
µpG,oqp¨q
‰
denotes the expected spectral measure underL 1. This remarkable con-
tinuity principle has a long history [42, 1, 34]. In short, it allows one to replace the spectral analysis
of sparse graphs by that of their local weak limits. Luckily, the latter turn out to be much more con-
venient to work with than the finite graphs that they approximate. For example, although they have
many cycles, most sparse random graphs admit a local weak limit that is supported on trees. More-
over, in many cases of interest, including the Erdo˝s-Renyi and configuration models, the limit has a
particularly simple recursive structure, which we now describe.
Unimodular Galton-Watson trees. Let pi “ ppikqkě0 be a probability distribution on N with finite,
non-zero mean. A unimodular Galton-Watson tree with degree distribution pi is a random rooted tree
obtained by a Galton-Watson branching process in which the root has offspring distribution pi and all
descendants have the size-biased offspring distribution ppi “ pppikqkě0 given by
ppik :“ pk`1qpik`1ř
i ipii
. (4.1.12)
The law of this random rooted tree plays a distinguished role in the theory and will be denoted by
UGWppiq. It arises as the local weak limit of uniform random graphs with prescribed degrees, when
the number of vertices tends to infinity while the empirical degree distribution tends to pi .
A simple example is random d´regular graphs, for which pi is just a Dirac mass at d: the resulting
tree is then the infinite d´regular rooted tree, whose spectral measure is the well-known Kesten-
McKay distribution [113], see Figure 4.3. Another important example is the Erdo˝s-Renyi model with
parameters as in (4.1.2), for which pi is the Poisson distribution with mean c. In that case, we haveppi “ pi , so that UGWppiq is the law of the standard Poisson-Galton-Watson tree with mean offspring
c. Its expected spectral measure µUGWppiq is precisely the limit µc mentioned in Section 4.1.1. The
striking difference in the spectra of these two models (see Figures 4.1 and 4.3) motivates the following
research program, to which the present paper is intended to contribute.
PROBLEM 9. Understand the regularity of µUGWppiq – in particular, the supports of its pure-point,
absolutely-continuous, and singular-continuous parts – as a function of the degree distribution pi .
State of the art. This relatively young line of research has already witnessed notable progress. A
comprehensive account, as well as a list of exciting conjectures, can be found in the introductory
survey [34]. The pure-point part of the spectrum is now reasonably well understood. In particular,
the work [44] provides an explicit formula for the mass at zero, while [127, 128] investigate the
1This definition implicitly relies on the (non-trivial) fact that the adjacency operator of a unimodular random graph is
essentially self-adjoint with probability 1, see [34, Proposition 2.2] for a proof.
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Figure 4.3 – Histogram of the eigenvalues of a uniform 3´regular random graph on 104 vertices (in
gray), and the limiting Kesten McKay density (in red).
locations of other atoms. Rigorous results on the support of the continuous part are more limited.
A remarkably general criterion by Bordenave, Sen and Virág [46] guarantees the presence of a non-
trivial continuous part as soon as the Galton-Watson tree is super-critical. Unfortunately, the result is
existential in nature and can not be used to ensure the presence of extended states at a given location.
More precise information is available when pi is sufficiently close to a Dirac mass, thanks to Keller
[91]. However, the method used there is intrinsically perturbative and does not yield information for
explicit choices of pi such as the Poisson distribution involved in Conjecture 3. In the present paper, we
provide explicit criteria for the presence or absence of extended states at zero in the spectral measure
µUGWppiq, for a general degree distribution pi .
4.1.3 Results
Throughout this section, we fix a probability measure pi on N with finite, non-zero mean, and we let
µ “ µUGWppiq denote the expected spectral measure of the unimodular Galton-Watson tree with degree
distribution pi . In the degenerate case where pi0`pi1“ 1, our random tree is just an isolated vertex with
probability pi0 and an isolated edge with probability pi1, so its expected spectral measure is µUGWppiq “
pi0δ0` pi12 δ´1` pi12 δ1, which trivially has no extended states anywhere. To avoid degeneracies, we will
henceforth always assume that
pi0`pi1 ă 1. (4.1.13)
All our results will be expressed in terms of the degree generating series
ϕpzq :“
ÿ
kě0
pikzk, pϕpzq :“ÿ
kě0
ppikzk “ ϕ 1pzqϕ 1p1q . (4.1.14)
It was shown in [44, Theorem 2] that µpt0uq “maxM, where the function M : r0,1s Ñ R is given by
Mpzq :“ ϕpzq`p1´ zqϕ 1pzq`ϕ p1´ pϕpzqq´1. (4.1.15)
Our main finding is that the presence or absence of extended states at zero depends on the set
argmaxM :“ tz P r0,1s : Mpzq “maxMu . (4.1.16)
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A quick differentiation shows that any z P argmaxM must satisfy
z“ 1´ pϕ p1´ pϕpzqq . (4.1.17)
Among the (possibly many) solutions to this fixed-point equation, the following one will play a crucial
role: we let z‹ P p0,1q denote the unique point satisfying
z‹ “ 1´ pϕ pz‹q . (4.1.18)
It is easily checked that M1pz‹q “ 0, and that M2pz‹q has the same sign as pϕ 1pz‹q´1. The presence or
absence of extended states at zero in µ turns out to be dictated by the following two conditions:
1. M achieves its maximum uniquely at z‹, i.e. argmaxM “ tz‹u.
2. M2pz‹q ‰ 0 (or equivalently, pϕ 1pz‹q ‰ 1).
More precisely, our first main result states that (i) and (ii) characterize a strong square-integrability
property which, in particular, implies the absence of extended states at zero.
Theorem 10 (No extended states at zero). The square-integrability propertyż
Rzt0u
1
λ 2
µpdλ q ă 8 (4.1.19)
holds if and only if (i) and (ii) are both satisfied. In particular, when this is the case, µ satisfies
µ pr´ε,εsq “ µ pt0uq`opε2q, (4.1.20)
as ε Ñ 0, which is much stronger than the absence of extended states at zero.
Conversely, our second main result guarantees the existence of extended states at zero as soon as
(i) fails. Note that this only leaves aside the critical situation where (i) holds but (ii) fails, in which case
we do not know whether the measure µ has extended states at zero. We emphasize that this situation
is not generic, as it forces z ÞÑ pϕpzq` z and z ÞÑ pϕ 1pzq to reach 1 at the same point.
Theorem 11 (Extended states at zero). If condition (i) fails, then µ has extended states at zero.
We end this section by applying our results to the special case where pi is the Poisson distribution
with mean c, i.e. ϕpzq “ pϕpzq “ ecpz´1q. Under the change of variable q “ 1´ z, the fixed-point
equation (4.1.17) reduces to (4.1.5), whose solutions were represented on Figure 4.2. When cď e, the
solution is unique, so condition (i) trivially holds. When cą e, there are three solutions, and condition
(i) must fail because M2pz‹q ą 0. In fact, the double equality pϕ 1pz‹q “ cecpz‹´1q “ cp1´z‹q shows that
M2pz‹q is negative, null or positive according to whether c is less than, equal to, or more than e. Thus,
Theorem 10 applies if and only if că e, and Theorem 11 applies if and only if cą e. This establishes
Conjecture 3 and leaves aside the critical case c“ e, which remains open.
4.2 Main ingredients
In this section, we introduce the main ingredients of our proof. We start by reformulating the problem
of extended states at zero in terms of Stieltjes transforms, and then recall the well-known recursion
satisfied by the latter on rooted trees. We then combine this recursion with the Mass Transport Prin-
ciple to establish a new identity that will be crucial to our proof. We emphasize that all results in this
section apply to general trees. The special structure of unimodular Galton-Watson trees will only enter
the play in Section 4.3 below.
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4.2.1 Stieltjes transform
The integral appearing in the definition (4.1.8) is known as the Stieltjes transform of the measure
µpG,oq. Here we will focus on the imaginary part of its restriction to the imaginary axis. More precisely,
given a finite Borel measure µ on R, we consider the observable s : p0,8qÑ R defined by
sptq :“
ż
R
t
λ 2` t2 µpdλ q. (4.2.1)
The leading-order asymptotics of sptq as t Ñ 0 are directly related to the behavior of µ around 0. In
particular, the following two limits emerge naturally:
α :“ lim
tÑ0 Ó tsptq “ µ pt0uq , β :“ limtÑ0 Ò
sptq
t
“
ż
R
1
λ 2
µpdλ q. (4.2.2)
Note that we can not simultaneously have α ą 0 and β ă8. To investigate the presence or absence
of extended states at zero, we first need to subtract the atom at zero from µ , i.e. consider the measure
µ‹ :“ µ´αδ0 and its associated transform,
s‹ptq “ sptq´ α
t
“
ż
Rzt0u
t
λ 2` t2 µpdλ q. (4.2.3)
We then have the following exact characterization of the absence of extended states at zero.
LEMMA 4.2.1 (Characterization). µ has no extended states at zero if and only if s‹ptq Ñ 0 as t Ñ 0.
Proof. Fix t ą 0 and set It :“ r´t, tszt0u. Since tλ 2`t2 ě 12t for all λ P It , we have
s‹ptq ě µ pItq
2t
.
Thus, µ has no extended states at zero whenever s‹ptq Ñ 0. Conversely, observe that for any ε, t ą 0,
we have by Fubini’s Theoremż
Iε
t
λ 2` t2 µpdλ q “
ż 8
0
2tu
pt2`u2q2 µ pIε^uqdu.
On the other hand, the same identity with the measure µ replaced by Lebesgue’s measure gives
arctan
´ε
t
¯
“
ż 8
0
2tu
pt2`u2q2 pε^uqdu.
Comparing these two lines, we deduce thatż
Iε
t
λ 2` t2 µpdλ q ď supuPp0,εq
"
µpIuq
u
*
arctan
´ε
t
¯
.
Since arctanp¨q ď pi2 , and since tλ 2`t2 ď tε2 for all λ R Iε , we conclude that
s‹ptq ď t
ε2
` pi
2
sup
uPp0,εq
"
µpIuq
u
*
.
Sending t Ñ 0 and then ε Ñ 0 shows that s‹ptq Ñ 0 whenever µ has no extended states at zero.
This lemma reduces the absence of extended states at zero to the condition s‹ptq “ op1q as t Ñ 0.
Moreover, the square-integrability property (4.1.19) can be rephrased as β ‹ ă8, where
β ‹ :“ lim
tÑ0 Ò
s‹ptq
t
“
ż
Rzt0u
1
λ 2
µpdλ q. (4.2.4)
Thus, our two main theorems will follow from a careful analysis of s‹ptq as t Ñ 0, when µ is the
expected spectral measure of a unimodular Galton-Watson tree. The starting point of this analysis is a
well-known local recursion satisfied by spectral measures of rooted trees.
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4.2.2 Local recursion
As many graph-theoretical quantities, spectral measures admit a recursive structure when evaluated
on trees. Fix a tree T “ pV,Eq whose adjacency operator is self-adjoint, and let o P V be an arbitrary
vertex. We write Bo“tx PV : tx,ou PEu for the set of its neighbours, and degpoq “ |Bo| for its degree.
Deleting o splits T into degpoq disjoint subtrees which will naturally be denoted by pTxÑo : x P Boq.
We let so,s‹o,αo,βo,β ‹o be the objects s,s‹,α,β ,β ‹ defined above when the general measure µ is
taken to be the spectral measure µpT,oq. Similarly, we let sxÑo,s‹xÑo,αxÑo,βxÑo,β ‹xÑo correspond to
the choice µ “ µpTxÑo,xq. We then have the following elementary but fundamental relation (see, e.g.,
[44] for a proof): for all t P p0,8q,
soptq “ 1t`řxPBo sxÑoptq . (4.2.5)
In particular, multiplying or dividing both sides by t and sending t Ñ 0 yields
αo “ 11`řxPBoβxÑo ; (4.2.6)
βo “ 1ř
xPBoαxÑo
. (4.2.7)
In view of these identities, it is natural to decompose the degree as degpoq “N `o `N ´o `N ‹o where
N `o :“
ÿ
xPBo
1pαxÑoą0q (4.2.8)
N ´o :“
ÿ
xPBo
1pβxÑoă8q (4.2.9)
N ‹o :“
ÿ
xPBo
1pαxÑo“0,βxÑo“8q. (4.2.10)
It then readily follows from (4.2.6) and (4.2.7) that
αo ą 0ðñN `o “N ‹o “ 0 (4.2.11)
βo ă8ðñN `o ě 1 (4.2.12)
pαo “ 0,βo “8qðñ
`
N `o “ 0,N ‹o ě 1
˘
. (4.2.13)
Of course, the recursion (4.2.5) also applies to the tree ToÑy (for any y P Bo), yielding
soÑyptq “ 1t`řxPBoztyu sxÑoptq ; (4.2.14)
αoÑy “ 11`řxPBoztyuβxÑo ; (4.2.15)
βoÑy “ 1ř
xPBoztyuαxÑo
. (4.2.16)
These recursions will play a crucial role in our analysis.
4.2.3 Mass Transport Principle
The second-order quantity β ‹o is a priori much harder to analyze than its first-order counterpart βo, as
we have to remove the singularity caused by the atom at zero. To overcome this difficulty, we will
exploit a powerful identity known as the Mass Transport Principle (see, e.g., [7]): any random rooted
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graph pG,oq whose law is the local weak limit of some sequence of finite graphs is unimodular, in the
sense that it satisfies the distributional symmetry
E
»– ÿ
xPV pGq
f pG,o,xq
fifl“ E
»– ÿ
xPV pGq
f pG,x,oq
fifl , (4.2.17)
for any Borel-measurable function f : G‹‹Ñ r0,8s, where G‹‹ denotes the natural analogue of G‹ for
doubly-rooted graphs. At an intuitive level, this identity expresses the fact that the root is “equally
likely” to be any vertex (even though the underlying graph is possibly infinite). Here we use this
spatial stationarity to prove the following key formula, which expresses Erβ ‹o s in terms of βo only.
PROPOSITION 4.2.2 (Getting rid of the atom at zero). For any unimodular random tree pT,oq,
Erβ ‹o s “ E
“
1pαo“0qβo
‰`E”1pN `o ě2qβoı`E„1pN `o ě2q
ř
xPBoβxÑo1pαxÑo“0qř
xPBoαxÑo1pαxÑoą0q

. (4.2.18)
Proof. Fix t P p0,8q and y P Bo. Combining (4.2.5) and (4.2.14), we have
soptq “
ˆ
1
soÑyptq ` syÑoptq
˙´1
. (4.2.19)
Multiplying by syÑoptq clearly makes the right-hand side symmetric in o and y, and hence
soptqsyÑoptq “ syptqsoÑyptq. (4.2.20)
Summing over all y P Bo and using again (4.2.5), we obtain
1´ tsoptq “
ÿ
yPBo
syptqsoÑyptq. (4.2.21)
On the other hand, it easily follows from (4.2.6),(4.2.15) and (4.2.16) that for any y P Bo, we have
αo ą 0ðñ
`
αoÑy ą 0 andN `y ě 2
˘
. (4.2.22)
Combining this with (4.2.21), we deduce that
p1´ tsoptqq1pαoą0q “
ÿ
yPBo
syptqsoÑyptq1pαoÑyą0q1pN `y ě2q. (4.2.23)
We may now take expectation and use unimodularity to obtain
E
“p1´ tsoptqq1pαoą0q‰“ E
»–1pN `o ě2qsoptqÿ
yPBo
syÑoptq1pαyÑoą0q
fifl . (4.2.24)
Letting t Ñ 0 and using tN `o ě 2u Ď tβo ă8u for the right-hand side, we obtain
E
“p1´αoq1pαoą0q‰“ E
»–1pN `o ě2qβo ÿ
yPBo
αyÑo
fifl
“ P`N `o ě 2˘
“ E
»–1pN `o ě2qsoptq
¨˝
t`
ÿ
yPBo
syÑoptq‚˛
fifl ,
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where the second line follows from (4.2.7) and the third from (4.2.5). Substracting (4.2.24), we arrive
at
E
“ptsoptq´αoq1pαoą0q‰“ E
»–1pN `o ě2qsoptq
¨˝
t`
ÿ
yPBo
syÑoptq1pαyÑo“0q‚˛
fifl . (4.2.25)
Dividing through by t2 and sending t Ñ 0 yields
Erβ ‹o 1pαoą0qs “ E
«
1pN `o ě2qβo
˜
1`
ÿ
xPBo
βxÑo1pαxÑo“0q
¸ff
. (4.2.26)
On the other hand, on the event tαo “ 0u, we have β ‹o “ βo, which concludes the proof.
4.3 Unimodular Galton-Watson trees
The above results were valid for any unimodular random tree. We now consider the special case of
unimodular Galton-Watson trees, and exploit their self-similar nature to turn the above recursions into
distributional fixed-point equations that will be amenable to analysis.
4.3.1 Distributional fixed-point equations
From now on, we fix a degree distribution pi as in Section 4.1.3, and we equip the space of rooted
trees pT,oq with two different probability measures: we reserve the letter P for the unimodular law
UGWppiq, and use pP to denote the homogeneous Galton-Watson law with offspring distribution ppi . We
naturally use E and pE to denote the corresponding expectations. Thus, the distribution of the root-
degree degpoq is pi under P and ppi under pP and in both cases, conditionally on degpoq, the subtrees
pTxÑo,x P Boq are i.i.d. homogeneous Galton-Watson trees with offspring distribution ppi . In particular,
the recursion (4.2.5) takes the following simple distributional form.
COROLLARY 4.3.1 (Distributional structure). Under both P and pP, the conditional distribution of
pN `o ,N ´o ,N ‹o q given degpoq is Multinomial with size parameter degpoq and probability parame-
ters
´pPpαo ą 0q,pPpβo ă8q,pPpαo “ 0,βo “8q¯. Moreover, conditionally on pN `o ,N ´o ,N ‹o q, the
random sums ÿ
xPBo
sxÑoptq1pαxÑoą0qÿ
xPBo
sxÑoptq1pαxÑoă8qÿ
xPBo
sxÑoptq1pαxÑo“0,βxÑo“8q
are independent, the first (resp. second, resp. third) being distributed as a sum of N `o (resp. N ´o ,
resp. N ‹o ) i.i.d. random variables with law pPpsoptq P ¨|αo ą 0q (resp. pPpsoptq P ¨|βo ă8q, resp.pPpsoptq P ¨|αo “ 0,βo “8q).
We shall use this fact (and its t Ñ 0 counterparts) repeatedly below, without notice. For example,
an immediate consequence of this and (4.2.11)-(4.2.12) is that
Ppαo ą 0q “ ϕ
´pPpβo ă8q¯ , Ppβo “8q “ ϕ ´pPpαo “ 0q¯ , (4.3.1)pPpαo ą 0q “ pϕ ´pPpβo ă8q¯ , pPpβo “8q “ pϕ ´pPpαo “ 0q¯ , (4.3.2)
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where we recall that ϕ and pϕ are the generating series of pi and ppi respectively. In particular, the
number z“ pPpαo “ 0q must solve the fixed-point equation (4.1.17). In fact, pPpαo “ 0q was shown in
[44] to coincide with the last point at which the function M achieves its maximum, i.e.
pPpαo “ 0q “maxpargmaxMq . (4.3.3)
With this characterization in hands, we may reformulate our main assumption (i) as follows.
LEMMA 4.3.2 (Reformulation of assumption (i)). The following conditions are equivalent.
1. argmaxM “ tz‹u;
2. pPpαo “ 0q “ z‹;
3. Ppαo “ 0,βo “8q “ 0;
4. pPpαo “ 0,βo “8q “ 0.
Proof. Set z :“ pPpαo “ 0q. Since tαo ą 0u Ď tβo “8u, we always have
Ppαo “ 0,βo “8q “ Ppβo “8q´Ppαo ą 0q
“ ϕ pzq´ϕ p1´ pϕpzqq .
where the second line follows from (4.3.1). Similarly,
pPpαo “ 0,βo “8q “ pϕ pzq´ pϕ p1´ pϕpzqq .
From these equalities and the fact that ϕ, pϕ are increasing, we immediately deduce that the conditions
(2),(3) and (4) are equivalent. Moreover, it is clear from (4.3.3) that (1) implies (2). To see that (2)
implies (1), recall that any point z P argmaxM must satisfy the fixed-point equation (4.1.17), and that
the latter implies Mp1´ pϕpzqq “Mpzq. Thus, the set argmaxM is stable under the map z ÞÑ 1´ pϕpzq,
and so it can not intersect pz‹,1s without also intersecting r0,z‹q.
4.3.2 Proof of Theorem 10
In this section, we prove Theorem 10, namely, that (i) and (ii) are necessary and sufficient for Erβ ‹o s ă
8. The necessity of (i) is easy: if (i) fails, then Ppαo “ 0,βo “8q ą 0 by Lemma 4.3.2, and so the
first term on the right-hand side of (4.2.18) is already infinite. We will thus henceforth assume that (i)
holds. By Lemma 4.3.2, this ensures that
pPpαo “ 0q “ pPpβo ă8q “ z‹. (4.3.4)
Let us note here for future use that, in view of Corollary 4.3.1, we now have
P
`
N `o “ 1
˘“ ÿ
ně1
npinzn´1‹ p1´ z‹q “ p1´ z‹qϕ 1pz‹q “ p1´ z‹q2ϕ 1p1q (4.3.5)
pP`N `o “ 1˘“ ÿ
ně1
nppinzn´1‹ p1´ z‹q “ p1´ z‹qpϕ 1pz‹q (4.3.6)
pE“N ´o ˇˇN `o “N ‹o “ 0‰“ 11´ z‹
8ÿ
n“0
nppinzn‹ “ z‹pϕ 1pz‹q1´ z‹ . (4.3.7)
Our first task consists in reducing the finiteness of E rβ ‹o s to that of pE” 1αo ˇˇˇαo ą 0ı.
LEMMA 4.3.3 (Reduction). Under (i), we have E rβ ‹o s ă 8 if and only if pE” 1αo ˇˇˇαo ą 0ıă8.
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Proof of the “only if” part. Since tN `o “ 1u Ď tαo “ 0u Ď tβ ‹o “ βou, we have
E rβ ‹o s ě E
”
βo1pN `o “1q
ı
“ E
„
1ř
xPBoαxÑo
1pN `o “1q

“ E
„
1ř
xPBoαxÑo1pαxÑoą0q
1pN `o “1q

“ P`N `o “ 1˘ pE„ 1αo
ˇˇˇˇ
αo ą 0

.
This is enough to conclude, since PpN `o “ 1q ą 0, by (4.3.5).
Proof of the “if” part. Let us now assume that pE” 1αo ˇˇˇαo ą 0ıă8, and verify that each term on the
right-hand side of Formula (4.2.18) is finite. For the first term, we write
E
“
1pαo“0qβo
‰“ E“1pβoă8qβo‰
“ E
„
1pN `o ě1q
1ř
xPBoαxÑo

where the first line follows from Lemma 4.3.2, and the second from (4.2.7) and (4.2.12). Now, condi-
tionally onN `o , the random variable
ř
xPBoαxÑo “
ř
xPBoαxÑo1pαxÑoą0q is distributed as the sum of
N `o i.i.d. random variables with law pPpαo P ¨|αo ą 0q. Keeping only one of them yields
E
“
1pαo“0qβo
‰ď P`N `o ě 1˘ pE„ 1αo
ˇˇˇˇ
αo ą 0

, (4.3.8)
which is finite. The second term is less than the first because tN `o ě 2u Ď tαo “ 0u. For the third
one, we observe the following: conditionally onN `o andN ´o `N ‹o , the two random variablesÿ
xPBo
αxÑo1pαxÑoą0q and
ÿ
xPBo
βxÑo1pαxÑo“0q,
are independent, the first being distributed as a sum of N `o i.i.d. random variables with distribu-
tion pPpαo P ¨|αo ą 0q, and the second as a sum of N ‹o `N ´o i.i.d. random variables with lawpPpβo P ¨|αo “ 0q. Keeping only one of theN `o i.i.d. random variables in the first sum, we obtain
E
„
1pN `o ě2q
ř
xPBoβxÑo1pαxÑo“0qř
xPBoαxÑo1pαxÑoą0q

ď
pE„ 1
αo
ˇˇˇˇ
αo ą 0

E
”
1pN `o ě2qpN ´o `N ‹o q
ı pE rβo|αo “ 0s .
The product on the right-hand side consists of three terms. The first is finite by assumption. The
second is less than the expected degree at the root of our unimodular Galton-Watson tree, which is
also finite. Finally, the inequality (4.3.8) with P replaced by pP shows that the third term is finite.
Since our running assumption (i) forces M2pz‹q ď 0, the condition (ii) becomes M2pz‹q ă 0 or
equivalently, pϕ 1pz‹q ă 1. To complete the proof of Theorem 10, it therefore only remains to show thatpE” 1αo ˇˇˇαo ą 0ıă8 if and only if pϕ 1pz‹q ă 1, which we now do.
LEMMA 4.3.4. Under assumption (i), pE” 1αo ˇˇˇαo ą 0ıă8 if and only if pϕ 1pz‹q ă 1.
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Proof of the “only if” part. On the one hand, using (4.2.6) and (4.2.11), we have
pE„ 1
αo
ˇˇˇˇ
αo ą 0

“ 1` pE« ÿ
xPBo
βxÑo
ˇˇˇˇ
ˇαo ą 0
ff
“ 1` pE« ÿ
xPBo
βxÑo1pβxÑoă8q
ˇˇˇˇ
ˇN `o “N ‹o “ 0
ff
“ 1` pE“N ´o ˇˇN `o “N ‹o “ 0‰ pE rβo|βo ă8s
“ 1` pϕ 1pz‹q
1´ z‹
pE“βo1pβoă8q‰ ,
where the last line uses (4.3.7) and (4.3.4). On the other hand, using (4.2.7), we have
pE”βo1pN `o “1qı“ pE„ 1ř
xPBoαxÑo
1pN `o “1q

“ pE„ 1ř
xPBoαxÑo1pαxÑoą0q
1pN `o “1q

“ pP`N `o “ 1˘ pE„ 1αo
ˇˇˇˇ
αo ą 0

“ p1´ z‹qpϕ 1pz‹qpE„ 1αo
ˇˇˇˇ
αo ą 0

,
where the third line uses Corollary 4.3.1 and the last line uses (4.3.6). Since tN `o “ 1u Ď tβo ă8u,
we deduce from these two facts that
pE„ 1
αo
ˇˇˇˇ
αo ą 0

ě 1` `pϕ 1pz‹q˘2 pE„ 1αo
ˇˇˇˇ
αo ą 0

.
The desired conclusion now clearly follows.
Proof of the “if” part. Fix t ą 0, and observe that by (4.2.5) and (4.2.11),
pE„ 1
tsoptq
ˇˇˇˇ
αo ą 0

“ pE«1` ÿ
xPBo
sxÑoptq
t
ˇˇˇˇ
ˇαo ą 0
ff
(4.3.9)
“ 1` pE« ÿ
xPBo
sxÑoptq
t
1pβxÑoă8q
ˇˇˇˇ
ˇN `o “N ‹o “ 0
ff
(4.3.10)
“ 1` pE“N ´o ˇˇN `o “N ‹o “ 0‰ pE„ soptqt
ˇˇˇˇ
βo ă8

(4.3.11)
“ 1` z‹pϕ 1pz‹q
1´ z‹
pE„ soptq
t
ˇˇˇˇ
βo ă8

(4.3.12)
where the last line uses (4.3.7). On the other hand, using (4.2.5) and (4.2.12), we have
pE„ soptq
t
ˇˇˇˇ
βo ă8

“ pE
»–˜ÿ
xPBo
tsxÑoptq
¸´1 ˇˇˇˇˇˇN `o ě 1
fifl
ď pE
»–˜ÿ
xPBo
tsxÑoptq1pαxÑoą0q
¸´1 ˇˇˇˇˇˇN `o ě 1
fifl . (4.3.13)
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Conditionally onN `o , the integrand on the right-hand side is distributed as the reciprocal of the sum
of N `o i.i.d. random variables with law pPp tsoptq P ¨|αo ą 0q. To exploit this i.i.d. structure, we
transform the reciprocal p¨q´1 into a power via the trivial identity
r´1 “
ż 1
0
zr´1 dz,
valid for any r ą 0. With r “řxPBo tsxÑoptq1pαxÑoą0q, we obtain
pE
»–˜ÿ
xPBo
tsxÑoptq1pαxÑoą0q
¸´1 ˇˇˇˇˇˇN `o ě 1
fifl“ ż 1
0
pE”zřxPBo tsxÑoptq1pαxÑoą0q ˇˇˇN `o ě 1ı dzz
“
8ÿ
n“1
pP`N `o “ n|N `o ě 1˘ż 1
0
pE”ztsoptq ˇˇˇαo ą 0ın dzz .
We now fix some ε P p0,1q and n ě 1, and estimate the integral on the right-hand side by splitting it
into two parts: for z P pε,1q, we use the crude bound pE“ztsoptq ˇˇαo ą 0‰ď 1 to obtainż 1
ε
´pE”ztsoptq ˇˇˇαo ą 0ı¯n dzz ď ln
ˆ
1
ε
˙
.
For z P p0,εq, we use the observation that ztsoptq ď εαo to writeż ε
0
´pE”ztsoptq ˇˇˇαo ą 0ı¯n dzz ď pE rεαo |αo ą 0sn´1
ż ε
0
pE”ztsoptq ˇˇˇαo ą 0ı dzz
ď pE rεαo |αo ą 0sn´1 pE„ 1tsoptq
ˇˇˇˇ
αo ą 0

.
Inserting these estimates into the above series and recalling (4.3.9)-(4.3.13), we arrive at
pE„ 1
tsoptq
ˇˇˇˇ
αo ą 0

ď
1` z‹pϕ 1pz‹q
1´ z‹
ˆ
log
ˆ
1
ε
˙
`Φ
´pE rεαo |αo ą 0s¯pE„ 1tsoptq
ˇˇˇˇ
αo ą 0
˙
, (4.3.14)
where we have introduced the short-hand
Φpuq “ pE”uN `o ´1 ˇˇˇN `o ě 1ı“ 8ÿ
n“0
pP`N `o “ n`1|N `o ě 1˘un.
Now, observe that
Φp0q “ pPpN `o “ 1qpP`N `o ě 1˘ “ 1´ z‹z‹ pϕ 1pz‹q,
where we have used (4.2.12), (4.3.4) and (4.3.6). By continuity of Φ, we deduce that
z‹pϕ 1pz‹q
1´ z‹ Φ
´pE rεαo |αo ą 0s¯ÝÝÑ
εÑ0
`pϕ 1pz‹q˘2 .
If pϕ 1pz‹q ă 1, we can choose ε ą 0 so that z‹ pϕ 1pz‹q1´z‹ Φ´pE rεαo |αo ą 0s¯ă 1 and rewrite (4.3.14) as
pE„ 1
tsoptq
ˇˇˇˇ
αo ą 0

ď 1`
z‹ pϕ 1pz‹q
1´z‹ log
` 1
ε
˘
1´ z‹ pϕ 1pz‹q1´z‹ Φ
´pE rεαo |αo ą 0s¯ .
The right-hand side is finite and independent of t, so letting t Ñ 0 concludes the proof.
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4.3.3 Proof of Theorem 11
We use the following Lemma, whose proof is trivial once we observe that a sequence of non-negative
random variables pXnqně1 tends to8 in probability if and only if Erexpp´Xnqs ÝÝÝÑ
nÑ8 0.
LEMMA 4.3.5. Let k ě 1 be a fixed integer, and let pX p1qn qně1, . . . ,pX pkqn qně1 be k i.i.d. copies of an
arbitrary sequence pXnqně1 of non-negative random variables. Then the sequence pYnqně1 defined by
Yn :“ X p1qn `¨¨ ¨`X pkqn tends to8 in probability if and only if pXnqně1 does.
Proof of Theorem 11. Assume that condition (i) fails. By Lemma 4.3.2, this means that the event
E :“ tαo “ 0,βo “8u “ tN `o “ 0,N ‹o ě 1u
has positive probability under P and pP. On this event, the recursion (4.2.5) can be rewritten as
s‹optq “
˜
t`
ÿ
xPBo
sxÑoptq1pβxÑoă8q`
ÿ
xPBo
s‹xÑoptq1pαxÑo“0,βxÑo“8q
¸´1
.
The first sum on the right-hand side tends to 0 as t Ñ 0 by definition of βxÑo. On the other hand, by
Corollary 4.3.1, conditionally onN ‹o , the second sum is distributed as the sum ofN ‹o i.i.d. variables
with law pPps‹o P ¨|E q. We emphasize that this statement is valid under both P and pP (only the distribu-
tion ofN ‹o differ). Applying Lemma 4.3.5 to both situations, we deduce that along any deterministic
sequence ptnqně1 of positive numbers with tn Ñ 0 as nÑ8, the following conditions are equivalent:
(a) s‹optnq ÝÝÝÑnÑ8 0 in probability under Pp¨|E q;
(b) s‹optnq ÝÝÝÑnÑ8 8 in probability under pPp¨|E q;
(c) s‹optnq ÝÝÝÑnÑ8 0 in probability under pPp¨|E q.
Of course, (b) and (c) are incompatible, and so (a) can never hold. In particular, this rules out the
possibility that Ers‹optnqs Ñ 0 as nÑ8, and since ptnqně1 is arbitrary, we conclude that
liminf
tÑ0`
E rs‹optqs ą 0. (4.3.15)
By Lemma 4.2.1, this is more than enough to ensure that µUGWppiq has extended states at zero.
4.4 The skeleton tree
We end this chapter by an extension of the preceding result to another infinite unimodular tree, namely
the skeleton tree. This semi-infinite tree naturally arises as the Benjamini-Schramm limit of uniform
rooted trees ([85]). It is defined as follows: let pTnq be an iid sequence of random rooted trees, with
distribution PGWp1q, and let P be the ‘semi-infinite spine’, whose vertex set is N “ t0,1,2, . . .u and
where the edges are px,x`1q. The Skeleton tree Tsquel is obtained by gluing the root of the tree Tn on
the n-th vertex of P. The obtained tree Tsquel is then rooted at the first vertex of the spine.
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Figure 4.4 – Illustration for one construction of the skeleton tree Tsquel. The trees ptiq are realization
of an iid sequence PGWp1q trees.
This tree is unimodular as a limite of finite connected graphs, hence its adjacency operator is as
self-adjoint, and we can define its spectral measure at the root µsquel through its Stieltjes transform
(4.1.8).
Let Gn be a uniform tree over the nn´2 trees on n vertices. As shown in [85], this sequence
convergences to Tsquel in the Benjamini-Schramm topology, hence the spectral continuity (4.1.11)
directly applies; if µGn is the spectral measure of the adjacency matrix of Gn, then
µGn
dKSÝÝÑ Erµsquels (4.4.1)
where dKS denotes the Kolmogorov-Smirnoff distance on finite measures, as in (4.1.11). Numerical
simulations seem to show the absence of extended states in the origin of this measure, as in Figure 4.5.
Using the same tools as for unimodular Galton-Watson trees, we prove this observation.
Theorem 12. The expected spectral measure Eµsquel has no extended states at zero.
−3 −2 −1 0 1 2 3
0
1
2
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6
Figure 4.5 – Histogram of the eigenvalues of large uniform random trees on n“ 1000 vertices.
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Our proof strategy uses the Stieltjes transform and especially the characterization lemma 4.2.1.
Let us recall some notations. If pT,oq is a rooted essentially self-adjoint tree, with spectral measure at
the root denoted by µpT,oq, we consider the observable
sptq “
ż
R
t
λ 2` t2 µpT,oqpdλ q
and the two corresponding quantities
α :“ lim
tÑ0 Ó tsptq “ µpT,oq pt0uq , β :“ limtÑ0 Ò
sptq
t
“
ż
R
1
λ 2
µpT,oqpdλ q (4.4.2)
and finally, we set
s‹ptq “ sptq´ α
t
.
Following Lemma 4.2.1, our goal is to prove that when pT,oq is distributed as Tsquel, then
lim
tÑ0 Ers
‹ptqs “ 0 (4.4.3)
thus showing that Erµsquels has no extended states at the origin.
4.4.1 Proof of Theorem 11
Tree notations and cavity equations. Let us introduce some notations. The vertices of the spine of
Tsquel are noted with integers; the root is 0. If n is one of those spine vertices, we note Vn the set of its
children which are not on the spine; they correspond to the children of the root in Tn.
If n is an integer, we will denote by pTsquelqn the tree which is formally defined as pTsquelqnÑn´1;
it is the tree obtained from Tsquel by deleting the vertices 0,1, . . . ,n´ 1 and their attached trees
T0, . . . ,Tn´1, and setting the root at n. It is clear that pTsquelqn has the same distribution as Tsquel.
Quantities such as αn or β0Ñn, etc., are defined similarly as in Section 4.2.2.
The cavity equations applied at the root of the skeleton tree now take the form:
α0 “ 11`řxPV0 βxÑ0`β1 (4.4.4)
and
β0 “ 1ř
xPV0 αxÑ0`α1
(4.4.5)
The alternative holds true on the skeleton tree. We will now note p “ PPGWp1qpα ą 0q and q “
PPGWp1qpβ ă 8q. As noted in the end of Section 4.1.3, on a Poisson-GW tree with parameter c “
1ă e, condition (i) trivially holds, and from the equivalences listed in Lemma 4.3.2, this is equivalent
to PPGWp1qpα “ 0,β “8q “ 0, or more simply p`q “ 1; in this paragraph, we show that the same
alternative holds for Tsquel, namely that Ppα0 ą 0q`Ppβ0 ă8q “ 1.
From the preceding equations we have tα0 ą 0u “ tβ1 ă 8uXt@x P V0,βxÑ0 ă 8u, hence by
independence,
Ppα0 ą 0q “ Ppβ0 ă8qp. (4.4.6)
On the other hand, tβ0 “8u “ tα1 “ 0uXt@x PV0 : αxÑ0 “ 0u, hence by the same argument
Ppβ0 “8q “ Ppα1 “ 0qp (4.4.7)
and so we get
Ppβ0 ă8q “ 1´Ppα1 “ 0qp“ q` pPpα0 ą 0q. (4.4.8)
and this finally gives Ppα0 ą 0q “ pq{p1´ p2q, and Ppβ0 ă8q “ q{p1´ p2q. Adding both, we get
Ppα0 ą 0q`Ppβ0 ă8q “ pq1´ p2 `
q
1´ p2 “
pq`q
1´ p2 “ 1 (4.4.9)
because pq`q“ pp1´ pq`1´ p“ p´ p2`1´ p“ 1´ p2.
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No extended states: the proof. We are now going to show that Erβ ‹0 s ă 8. The Skeleton tree is a
unimodular random graph, hence it satisfies the identity (4.2.18) from Proposition 4.2.2, namely
Erβ ‹0 s “ Erβ01α0“0s`Erβ01N `0 ě2s`E
«
1N `0 ě2
ř
xPV0 βxÑ01αxÑ0“0`β11α1“0ř
xPV0 αxÑ01αxÑ0ą0`α11α1ą0
ff
(4.4.10)
where N `0 “ 1α1ą0`
ř
xPV0 1αxÑ0ą0 is the number of children of the root having α ą 0 ; similarly,
we defineN ´0 as the number of children of the root having β ă8.
In (4.4.10), there are three terms. As tN `0 ě 2u Ă tα “ 0u, we have Erβ01α0“0s ě Erβ01N `0 ě2s,
hence we only have to prove that Erβ01α0“0s ă 8 (first claim) and Iă8, where I is the last expecta-
tion in (4.4.10) (second claim).
Proof of the first claim. We have tβ0 ă 8u “ tα1 ą 0u Y tβ0Ñ1 ă 8u, hence we have 1β0ă8 ď
1α1ą0`1β0Ñ1ă8, and
Erβ01β0ă8s “ E
«
1
α1`řxPV0 αxÑ0 1β0ă8
ff
ď E
«
1α1ą0
α1`řxPV0 αxÑ0
ff
`E
«
1β0Ñ1ă8
α1`řxPV0 αxÑ0
ff
ď E
„
1α1ą0
α1

`E
«
1β0Ñ1ă8ř
xPV0 αxÑ0
ff
ď E
„
1α0ą0
α0

`E“1β0Ñ1ă8β0Ñ1‰
The second term is precisely the quantity β applied to the dangling tree T0, which is distributed as
a PGWp1q tree, and it has been already proven that EPGWp1qr1βă8β s is finite; more precisely, the
combination of (4.3.8), assumptions (i)-(ii) (which are true for PGWp1q) and Lemma 4.3.4 clearly
shows that this expectation is finite.
We now repeat the argument for α0 :
E
„
1α0ą0
α0

“ E
«
1α0ą0
˜
1`β1`
ÿ
xPV0
βxÑ0
¸ff
“ Erβ11α0ą0s`E
„
1
α0Ñ1
1α0ą0

ď Erβ11β1ă8sPpα0Ñ1 ą 0q`E
„
1α0Ñ1ą0
α0Ñ1

where in the last line, we used tα0 ą 0u “ tβ1 ă 8uXtα0Ñ1 ą 0u and independence of these two
events. Again, Lemma 4.3.4 yields that E
”
1α0Ñ1ą0
α0Ñ1
ı
is finite. Gathering the preceding inequalities, we
get
Erβ01β0ă8s ď pErβ01β0ă8s` c (4.4.11)
where p“ PPGWp1qpα0 ą 0q had been defined earlier and c is the real constant
c :“ EPGWp1qrβ01β0ă8s`EPGWp1q
„
1α0ą0
α0

.
As pą 0, this automatically ensures that Erβ01β0ă8s ď c1´p ă8 as needed. Note that, in the course
of the proof, the equation
E
„
1α0ą0
α0

ă8 (4.4.12)
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has been shown to be true.
Proof of the second claim. We now treat the last term in (4.4.10), dubbed I, and prove its finiteness.
We can split the event tN `0 ě 2u in two disjoint events tα1 ą 0, ĂN `0 ě 1uY tα1 “ 0, ĂN `0 ě 2u,
where ĂN `0 “ ÿ
xPV0
1αxÑ0ą0.
Splitting I on these two events yields
Iď E
„
1 ĂN `0 ě1,α1ą0
ř
xPV0 βxÑ01αxÑ0“0
α11α1ą0

`E
«
1 ĂN `0 ě2,α1“0
ř
xPV0 βxÑ01αxÑ0“0`β11α1“0ř
xPV0 αxÑ01αxÑ0ą0
ff
.
(4.4.13)
By independence, the first term is equal to
E
„
1α1ą0
α1

E
«
1 ĂN `0 ě1
ÿ
xPV0
βxÑ01αxÑ0“0
ff
The first term has already be proven finite in (4.4.12), and the second one is smaller than
E
«ÿ
xPV0
βxÑ01αxÑ0“0
ff
“
8ÿ
n“0
npinEPGWp1qrβ1βă8s “ EPGWp1qrβ1βă8s ă 8.
We finally treat the second expectation in (4.4.13). Let us note Sβ the sum on the denominator and Sα
the sum on the numerator. The term is equal to
Ppα1 “ 0qE
„
1 ĂN `0 ě2
Sβ
Sα

`E
„
1 ĂN `0 ě2 1Sα

Erβ11α1“0s
and every term in this expression is finite by the preceding results.
To conclude, every term in the RHS of (4.4.10) is finite, hence Erβ ‹0 s is itself finite, which directly
proves by Lemma 4.2.1 that Erµsquels has no extended states at the origin. In fact, it also proves that
β ‹0 is as finite, hence on an event with probability one, the random measure µsquel has no extended
states at the origin — a much stronger result than Theorem 12.
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Chapter 5
Matrix reconstruction from sparse
observations
This chapter is based on a joint work with Charles Bordenave and Raj Rao Nadakuditi; the
prepublication is in preparation at the time of submission of this dissertation .
5.1 Introduction and statement of the results.
5.1.1 Setting.
Let n ě 1 be an integer and let P “ pPi, jqi, jPrns PMnpRq be a real hermitian matrix with spectral
decomposition
P“
rÿ
k“1
µkϕkϕk˚ (5.1.1)
where r is the rank of P, the µk are the eigenvalues of P, and ϕ1, . . . ,ϕn is an orthonormal basis of
eigenvectors. By simplicity, we will consider matrices with positive, distinct eigenvalues in decreasing
order: µ1 ą ¨¨ ¨ ą µr ą 0.
Each one of the n2 entries of the matrix P is observed with equal and independent probability d{n.
The observation is thus a matrix A defined as
Ax,y “
#
n
d Px,y if entry px,yq is observed
0 else.
The normalization is chosen so that ErAs “ P. The main point of this paper is that A is not hermitian.
The eigenvalues are complex numbers, ordered by decreasing magnitude |λ1| ě ¨ ¨ ¨ ě |λn|. Even
though it seems tenting to symmetrize the matrix A because P is hermitian, our point is that this might
not be the best thing to do, and that indeed A captures more information about P than its symmetrized
version.
This paper answers the following question:
What part of P can be recovered from the observation of A ?
The literature around this problem — the so-called matrix completion problem — is gigantic,
see Section 5.2. The general philosophy is that under natural assumptions on P (low-rank with no
extravagant structure), we can recover P with arbitrary precision as soon as d has order logn. This
paper gives a much more detailed and complete description of the phenomenon, by describing the
exact relation between d and the parts of P which can be recovered from A. More precisely, given any
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fixed d, there is a threshold ϑ, intrinsic to the matrix P and to d, such that all the eigenvalues above
this threshold can be recovered, while the others cannot, being “lost in the bulk" of uninformative
eigenvalues of A. The eigenvectors can also be recovered (weakly).
Those results are linked with the non-symmetry of the problem and are part of a new and promising
philosophy, namely that in many problems eigenvalues of non-symmetric matrices can perform better
than eigenvalues of symmetric matrices.
We hereby state this result without caring too much on hypothesis and definitions. We note L “
nmaxx,y |Px,y| and we define a matrix Q by Qx,y “ nP2x,y; we note ρ its operator norm.
Theorem 13. Let P be a matrix with rank r “ Oplnpnqq and which is sufficiently incoherent. We note
ϑ“aρ{d and ϑ0 “ L{d. (5.1.2)
Let r0 be the number of eigenvalues of P which are greater than
maxtϑ,ϑ0u .
Then, with high probability when n is large, the top r0 eigenvalues of A are asymptotically equal to the
µk, while all the other eigenvalues of A are asymptotically smaller than maxtϑ,ϑ0u.
By ‘incoherent’, we mean that the eigenvectors are delocalized, ie with entries Op?nq, a universal
assumption in the litterature. This notion is going to be precisely described in the next section, and a
very detailed description of this result will be the object of Theorem 15.
In general, ϑ is bigger than ϑ0 but there is a regime where d is very small and as a consequence,
the real threshold is ϑ0. This is the same phenomenon as what discovered in [62] — see the definition
of ρ˜ in Theorem 1.
5.1.2 Weak recovery is doable for d fixed
One of our most striking result states that weak recovery is feasible even on the diluted case where d
is fixed. This is in very sharp contrast with what would happen if the revealed entries were symmetric.
As known in the litterature, the top eigenvalues would then be aligned with the high-degree vertices,
but also the top eigenvectors would be localized on those vertices, losing all the signal information.
Theorem 14 (phase transition for rank-one matrices). Suppose that P “ µϕϕ˚ with ϕ a delocalized
unit vector.
1. If d ă n|ϕ|44, then all the eigenvalues of A have modulus smaller than µ
b
n|ϕ|44{d.
2. If d ą n|ϕ|44, then λ1pAq Ñ µ and all the other eigenvalues of A have modulus smaller than
µ
b
n|ϕ|44
d `op1q. Moreover, if ψ is the normalized eigenvector of A associated with λ1, then
|xψ,φy| „
d
1´ n|ϕ|
4
4
d
. (5.1.3)
Here again, “sufficiently delocalized" will be defined later, but the reader can replace it by |ϕ|8 “
Op1q or Oplnpnqq.
The proof is done in Subsection 5.4.3. We insist on the fact that this result is valid for any regime
of d such that the ` subsequently defined in the statement of Theorem 15 goes to infinity: this en-
compasses d “ polylogpnq, a regime in which we can achieve full recovery because in this case, the
threshold tends to zero and the vectors ψ,ϕ are aligned. This is a deep improvement of the novel
results in [56].
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Illustration: Erdo˝s-Rényi
As an immediate consequence, in the Erdo˝s-Rényi graph model with d ą 1, we find that the eigenvec-
tor ψ associated with the outlier λ1 „ d satisfies |xψ,1{?ny| „
a
1´1{d. Some experiments for the
Erdo˝s-Rényi graphs are depicted in Figures 5.1-5.2.
−2
−1
0
1
2
−0.02
0.00
0.02
0.04
0.06
0.08
ψ1
ϕ = 1/
√
n
Spectrum of ERp1000,7q first eigenvector ψ1
Figure 5.1 – In the left, the spectrum of a directed ER graph with d “ 7. The outlier λ1 « 7 is clearly
visible. On the right, a plot of the eigenvector of A associated with λ1 « 7. All entries are positive
(Perron’s theorem) and seem stacked close to the real eigenvector ϕ which is in violet; however, their
scalar product is close to
a
1´1{7« 0.9258 which is strictly smaller than 1.
This is quite a striking contrast with the (diluted) Erdo˝s-Rényi graphs, where the high eigenvalues
are aligned with the high-degree vertices, and the associated eigenvectors are very localized on those
vertices.
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
0.65
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0.80
0.85
0.90
0.95
1.00
average of |〈ψ1, ϕ〉|√
1− 1/d
realizations of |〈ψ1, ϕ〉|
Figure 5.2 – A plot of |xψ1,ϕy| for different mean degrees d. For each d “ 2, . . . ,20, we made 20
simulations of ERp1000,dq and computed xψ1,ϕy (little green dashes). The mean is plotted in red and
the prediction
a
1´1{d is in black.
Illustration: uniform rank-one matrix
We also include illustrations of the phenomenon when ϕ is itself chosen at random on the unit sphere.
It is well known in this case that with very high probability, the vector ϕ is delocalized in the sense
that |ϕ|8 ďC
a
lnpnq{?n. We then fixed P“ µϕϕ˚. The fourth moment of a standard gaussian is 3,
hence one can easily check that n|ϕ|44 « 3.
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The top eigenvector of A, for n“ 1000,d “ 10, is depicted in Figure 5.3. For more readibility the
entries of the signal ϕ have been sorted by increasing order.
−0.20
−0.15
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0.20
ψ1
ϕ sorted by increasing entries
Figure 5.3 – The eigenvector associated with the outlier eigenvalue of the matrix A, where the matrix
P is simply µϕϕ˚ with ϕ „ HaarpSn´1q. Here n“ 1000 and d “ 10.
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
0.3
0.4
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average of |〈ψ1, ϕ〉|√
1− n|ϕ|44d
realizations of |〈ψ1, ϕ〉|
Figure 5.4 – A plot of |xψ1,ϕy| for different mean degrees d. We first generated one matrix P“ µϕϕ˚
with ϕ uniform over Sn´1 (the vector ϕ is the one depicted in the preceding figure). Then, for each
d “ 2, . . . ,20, we made 20 simulations of A with P as common underlying matrix, and we computed
xψ1,ϕy (little green dashes). The mean is plotted in red and the prediction
b
1´n|ϕ|44{d is in black.
Notations
• When n is an integer, rns denotes the set t1, . . . ,nu.
• We identify Rn with the set `2prnsq. Elements in Rn will be noted u“ pupxqqxPrns. We will note | ¨ |8, | ¨ |p the usual
norms on Rn, namely
|u|8 “ max
xPrns
|upxq| |u|p “
ˇˇˇ ÿ
xPrns
|upxq|p
ˇˇˇ1{p
.
The euclidean norm (p“ 2) will simply be noted | ¨ |.
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• The operator norm of the matrix X is noted }X}; it is the greatest singular value of the matrix. The frobenius norm
is noted }X}F and is defined by }X}F “
a
trpX˚Xq. It is also the L2-norm of the singular values.
• We will use the Landau notations. an “Opbnqmeans that there is a constant cą 0 such that an ď cbn and an “ opbnq
means an{bn Ñ 0.
• When t is a real number, ptq` is equal to maxtt,0u.
• The letter c denotes any constant which does not depend on anything in this paper. It migh be used from line to line
to denote different constants.
5.1.3 Detailed statements
Let M PMnpRq be a random matrix whose entries are iid Bernoulli with parameter d{n:
PpMi, j “ 1q “ 1´PpMi, j “ 0q “ dn .
The matrix M is the adjacency matrix of a directed Erdo˝s-Rényi graph (with self-loops allowed) in the
sparse regime, where each vertex has a mean of d out-neighbors and d in-neighbors. We will note G
this random digraph. It corresponds to the entries of the matrix P that will be observed, the remaining
ones will be hidden. The observed matrix is
A“
´n
d
¯
PdM,
where d denotes the Hadamard entrywise product of two matrices. Our goal is to infer information
on P from the observation of A.
We define a real nˆn matrix Q and its norm ρ by
Qx,y “ nP2x,y ρ “ }Q}. (5.1.4)
The detection threshold ϑ depends on P and d and is defined as
ϑ“
c
ρ
d
. (5.1.5)
We also introduce ϑ0 “ L{d.
We denote by r0 the number of eigenvalues of P which are larger than ϑ_ϑ0:
µ1 ě ¨¨ ¨ ą µr0 ąmax
"c
ρ
d
,
L
d
*
ě µr0`1 ą ¨¨ ¨ ą µr. (5.1.6)
Our result will hold uniformly over a wide class of matrices that match the usual hypothesis from
the litterature: low-rank with incoherence conditions. The goal is is not really to restrict the range
of applications, but to track the dependence of the error terms with respect to the parameters at stake
(such as rank, measure of incoherence or spectral separations).
First of all, we raise the fact that the whole problem is homogeneous, hence we can assume without
loss of generality that µ1 “ 1.
The class we are interested in is the set of all the real square matrices
K “K pb,r,τ,dq
that have the following properties.
1. The rank of P is r.
2. The eigenvectors of P are b-delocalized, in the sense that for every k in rrs, we have
sup
xPrns
|ϕkpxq| ď b?n . (H:incoherent)
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3. The eigenvalues of P are positive, smaller than 1, and the number τ ă 1 satisfies
τ ą
ˆ
ϑ_ϑ0
µr0
˙2
. (5.1.7)
We can now state our result in full generality.
Theorem 15. Let b,r,τ be positive parameters, the only retriction being that r is an integer. We define
`“ t0.5κ log2dpnqu, where κ is the constant defined by
κ “ 0.249
3` lnpbqlnp2dq
. (5.1.8)
Then, there is a C0 “C0pb,r,τ, lnpnqq and an integer n0 “ n0pb,r,τ, lnpnqq such that, with probability
greater than 1´4lnpnq, the following holds true for any matrix P in the class K pb,r,τ,dq with size
ną n0:
For any k P t1, . . . ,r0u,
λk “ µkp1`ϒkq (5.1.9)
and for any k ą r0,
λk ď rϑ_ϑ0sp1`ϒq (5.1.10)
where the real numbers ϒk,ϒ satisfy
|ϒk| ď C0
`
ˆ
ϑ_ϑ0
µk
˙`
and |ϒ| ď pC0q 1` . (5.1.11)
Moreover, the numbers C0 and n0 are smaller than
c
ˆ
br0 lnpnq
1´ τ
˙40
with c a universal constant depending on nothing.
We stated this theorem for any matrix P in a wide class K with parameters b,r,τ,d without
mentioning any dependence on n. In fact, all those parameters can indeed depend on n; for the result
to be non-trivial (eg, error terms going to zero), one only needs the following conditions:
• ną n0 if n is sufficiently large.
• C
1
`
0 Ñ 0, which implies that `Ñ8.
Those two conditions are met in a variety of cases. If the parameters are independent of n, then any
regime of d such that `Ñ8 is sufficient and this encompasses d “ Opnop1qq. We can also allow the
parameters to go to infinity slowly, for instance b,r„ nop1q. In this case we will need to take d growing
with equivalent speed.
5.2 Related work
Completion and sparsification
The problem of sparse completion consists in observing a very sparse sample of elements of a general
object (a matrix, a subspace) carrying some structure (low-rank, delocalized), and trying to reconstruct
it. The problem of matrix completion has attracted a gigantic amount of attention from researchers in
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applied mathematics since the last 15 years; the general philosophy can be grasped by a handful of
seminal papers from Candès and Tao [53] and Candès and Recht ([52]), Keshavan Montanari and Oh
[92] and Chatterjee ([55]).The survey [65] gives a global view of the field.
The dual problem of completion is sparsification, where given a matrix P, one seeks a procedure
to keep only a handful of entries of P without altering too much its properties ([3, 70, 98, 121]).
Those papers, although different in their methods, show that completing a matrix from the ob-
servation of nd of its entries can only be done if the underlying matrix P is not too complicated (ie
low-rank and sufficiently incoherent), and in that case P can efficiently be recovered only if d is of or-
der lnpnq— the so-called information-theoretic threshold for completion. In [92], there are results for
d fixed, but they are not sharp at all and do not allow any precise asymptotics on specific eigenvalues
as we do. To our knowledge, the few works on completion from d “ Opnq entries (see for instance
Gamarnik, Li and Zhang [82] and references therein) is focused on ε-approximating the whole hidden
matrix P, and never on exact estimation of a specific part of the matrix.
Random matrices and Erdo˝s-Rényi graphs
From the random matrix point of view, this is all about the spectrum of (sparse) random matrices, or on
the eigenvalues of weighted (sparse) random graphs. Estimating the spectral properties of the simplest
of random graphs, such as Erdo˝s-Rényi, is already quite difficult ([96]). The complete description
of the behavior of the greatest eigenvalues of Erdo˝s-Rényi graphs have been totally explained, in the
d “ opnq sparse setting, only recently by different works: Benaych-Georges, Bordenave, Knowles
([24, 25]) and Alt, Ducatez and Knowles ([11]). Recently, Tikhomirov and Youssef gave similar
results for eigenvalues of Erdo˝s-Rényi graphs with iid gaussian weights on the edges ([136]); here,
the underlying matrix P is thus drawn from GOE, and does not meet the usual assumptions of matrix
completion.
In those works, it turns out that the behaviour of the (suitably normalized) high eigenvalues of
Erdo˝s-Rényi graphs is governed by the high degrees of the graph when d ă lnpnq, and stick to the
edge ˘2 of the limiting semi-circle law in hen d Ñ8. The exact threshold for the disappearance of
outliers happens at d‹ “ lnp4{eq´1 lnpnq ([11, 136]). Those results only hold for undirected Erdo˝s-
Rényi graphs, and we are not aware of any similar results for directed ER graphs, and even less in the
really sparse regime where d is fixed. Indeed, only the convergence of the global spectrum towards
the circle law is now proven (when d ą lnpnq2) by Basak and Rudelson ([18]). Many questions and
intuitions are given in the physicist survey [114]. Among them is listed (but not proved) our results on
eigenvalues of Erdo˝s-Rényi graphs proved in Paragraph 5.1.2 on page 111. Our results on eigenvectors
completes the picture.
Phase transitions
Our main result is a phase transition for the top eigenvalues of sparse non-hermitian matrices: the
whole bulk is confined in a circle of radius Op1{?dq, and depending on the strength of the noise d, a
few outliers appear and they are aligned with the corresponding eigenvalues of the original matrix P,
and their eigenvectors have a nontrivial correlation with the original eigenvector1.
This is of course similar to the celebrated BBP transition ([15]), and many similar transitions are
already available in the litterature of PCA or low-rank matrix estimation ([26, 103] and references
therein). Apart from [115], which has a very different setting than ours, there are no results for phase
transitions in low-rank non-symmetric matrix estimations, or in sparse settings.
1At least in the rank-1 case; the general case is now under work.
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‘Asymmetry helps’
One of the key features of this paper is that it deals with top eigenvalues of non-symmetric matrices.
While the global behaviour of the spectrum of random matrices is now well understood (see the survey
[40] on the circular law, or [83, 114] for physicist’s point of views), finer properties are less known.
Generally speaking, it is easier to deal with eigenvalues of hermitian matrices, notably thanks to
the variational characterizations of the eigenvalues. However, in many problems from applied mathe-
matics, it turns out that the spectrum of hermitian matrices can sometimes be less informative than the
spectrum of other choices of non-hermitian matrices. A striking instance of this fact was the so-called
‘spectral redemption conjecture’ in community detection ([97] and [43]), where the interesting prop-
erties were not captured by the spectrum of the adjacency matrix, but of a non-hermitian matrix, the
non-backtracking matrix.
In the setting of matrix perturbation, this insight was remarkably exposed in a very recent and
inspiring paper by Chen, Cheng and Fan ([56]). Their setting is more or less the same as ours: an
underlying hermitian matrix P, which is unsymmetrically perturbed into an observed non-hermitian
matrix A“ P`H, the entries of H being all iid. One might favor a singular value decomposition be-
cause of the conventional wisdom that SVD is more stable than eigendecomposition when it comes to
non-hermitian matrices; but this in fact not true, as shown in their Figure 1, and indeed the eigenvalues
are more accurate than the singular values; verbatim,
“When it comes to spectral estimation for low-rank matrices, arranging the observed matrix samples
in an asymmetric manner and invoking eign-decomposition properly (as opposed to SVD) could
sometimes be quite beneficial.” [56, page 2]
This is the philosophy we would like to convey here; however, their result hold only on the not-
so-sparse regime where d ą lnpnq. We extend all their results to the fixed d regime, with an explicit
threshold for the detection of P and exact asymptotics for perturbation of linear forms, at least when
the rank is 1.
Eigenvalues of perturbed matrices
Many works on completion or sparsification rely on a perturbation analysis of the eigenvalues/singular
values of perturbed matrices.
For example, one of the key points in many papers is that the sparsification procedure (from P to
A) alters the spectral properties of P, but not too much; indeed the top singular values or eigenvalues
do not differ too much, hence keeping only the ‘greater’ items in the SVD or the eigendecomposition
of A is sufficient to weakly recover P; that was the idea of [92, 55, 70] (and many of their heirs). The
proofs usually rely on estimates on eigenvalues/singular values of the random matrix A, by combining
concentration inequalities and eigenvalues inequalities (such as Weyl’s one). but no sharp asymptotics
can be obtained with those methods, a limitation already visible in the seminal paper from Friedman,
Kahn, Szemeredi ([80] and Feige and Ofek ([77]). This problem becomes unassailable when d is
really smaller than lnpnq or fixed, due to the fact that the underlying graphs are highly non-regular.
Our proof techniques rely on methods introduced by Massoulié and refined by Bordenave, Lelarge
and Massoulié ([112, 43]). This powerful and versatile trace method has now been used in various
problems for estimating high eigenvalues of sparse random matrices, such as random regular graphs
([33]), biregular bipartite graphs ([50]), digraphs with fixed degree sequence ([62]), bistochastic sparse
matrices ([45]), multigraph stochastic blockmodels ([123]).
Eigenvectors of perturbed matrices
Eigenvector perturbation has also attracted a lot of attention, mainly around variants of the Davis-
Kahan theorem or the Neumann trick ([142, 71, 56]). As mentioned in [71], many algebraic bounds
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(such as Weyl’s inequality or the Davis-Kahan theorems) are tight in the worst case, but wasteful in
typical cases. Our proof method does not rely on those general bounds, and naturally integrates the
perturbation of eigenvectors; for the moment, the eigenvector perturbation results (Theorem 14) are
formulated in the rank-one case, but subsequent work will extend it to the general case.
5.3 An algebraic perturbation lemma
We present an eigenvalue perturbation theorem, which extends some the results from [43, Section 4]
by taking into account the lack of normality of the structures at stake. We formulate this tool in a
separate section because it can be of independent interest.
Let us first give a simple description of the result: if ui,vi are vectors such that xui,v jy « δi, j, then
every matrix close to S “ řθiuivi˚ has eigenvalues close to the θi, provided the ui are sufficiently
well-conditioned. Theorem 17 quantifies this. The novelty here is that the vectors ui need not form
an orthonormal family for the result to hold, and the same for the vi’s.
Let us first recollect the Bauer-Fike theorem:
Theorem 16 (Bauer-Fike, [20], [43] thm 6). Let D be a diagonalizable matrix, D “ PΣP´1 with
Σ“ diagpθ1, . . . ,θnq. Let H be a matrix. Then, all the eigenvalues of D`H lie inside the union of the
balls Bpθi,εq where ε “ }H}}P}}P´1}. Moreover, if J Ă rns is such that
pY jPJBpθ j,εqqX
`Y jRJBpθ j,εq˘“∅,
then the number of eigenvalues of D`H inside Y jPJBpθ j,εq is exactly |J|.
Let u1, . . . ,ur,v1, . . . ,vr be two families of nonzero vectors in Rn. Let us note U “ pu1, . . . ,urq and
V “ pv1, . . . ,vrq; those are real matrices with n lines and r columns. Our nearly diagonalizable’ matrix
will be S“UΣV˚ with Σ“ diagpθ1, . . . ,θrq, the θi being real positive numbers in decreasing order:
0ă θr ď θr´1 ď ¨¨ ¨ ď θ1.
The center of our investigations will be some real square matrix A PMn,npRq, not necessarily diago-
nalizable, but close to S in operator norm. We make the following assumptions.
1. There is some small η such that
}A´S} ď η . (5.3.1)
2. The matrices U and V are well-conditionned, in the following sense:
• They have full rank.
• For some N ą 1 we have }U} ď N and }V } ď N.
• There is a constant hą 0 such that
}V˚V } ě h and }U˚U} ě h. (5.3.2)
• There is a small δ ą 0 such that
}U˚V ´ Ir} ď δ . (5.3.3)
For mainly aesthetic reasons we will assume that δ is smaller than h.
3. The θi are well-separated from zero, in the sense that
θr ą ε2 :“ 30N
7
ˆ
η` 4δθ1N
4
h
˙
. (5.3.4)
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Some light will be shed upon the definition of ε in (5.3.4) in the statement of Theorem 17; however,
in ε one can see δ{h as a measure of the ill-conditioned nature of the matrices U and V .
Theorem 17. Under the preceding assumptions, the r eigenvalues of A with greater modulus, namely
|λ1| ě ¨ ¨ ¨ ě |λr|, are close to the θi in the following sense:
|λi´θi| ă rˆ ε :“ rˆ60N7
ˆ
η` 4δθ1N
4
h
˙
. (5.3.5)
Moreover, all the other n´ r eigenvalues of A have modulus smaller than ε .
Proof. We begin by defining one alternative to U , named U¯ , which is ‘really orthonormal’ to V . To
do this, we define the vector space
Hi “ vectpv j : j ‰ iq.
It was assumed earlier that V˚V was nonsingular, which is equivalent to V having full rank, hence Hi
has dimension r´1. The orthogonal projection on Hi is given by the formula
PHipwq “VipV˚i Viq´1V˚i w
where Vi is V whose i-th column vi has been deleted. Note that Vi˚Vi is a principal minor of V˚V , hence
it is nonsingular itself; moreover, its eigenvalues interlace those of V˚V and in particular, its smallest
eigenvalue is greater than c through (5.3.2); when taking the inverse, we get }pV˚i Viq´1} ě 1{h.
We now take a look at the vectors defined by u˜i :“ ui´PHipuiq and
u¯i :“ u˜ixu˜i,viy “
ui´PHipuiq
xui´PHipuiq,viy
. (5.3.6)
One feels that ui is close to u˜i, and more generally if U¯ “ pu¯1, . . . , u¯rq, we want to prove that U¯ is
close to U . This is achieved in (5.3.7). Here and after, e j denotes the j-th element of the canonical
basis.
By (5.3.3), we have |V˚ui´ ei| “ |V˚Uei´ Irei| ď }V˚U ´ Ir} “ }U˚V ´ Ir} ď δ , thus we also
have |V˚i ui| “
ř
j‰i |xv j,uiy|2 ď |V˚ui´ ei|2 ď δ 2, and
|PHpuiq| “ |VipV˚i Viq´1V˚i ui| ď }V }}pV˚i Viq´1}δ ď }V }δh
and by definition, |ui´ u˜i| ď }V }δ{h. Moreover, we have |xui,viy´1| ď }U˚V ´ Ir} ď δ , so
|xu˜i,viy´1| ď |xui,viy´1|` |xui,viy´xu˜i,viy|
ď δ `|PHipuiq|
ď δ p1`}V }h´1q.
When ξ is a real number smaller than 1{2 we have |p1`ξ q´1´1| ď 2ξ , thus when δ is small enough,
we have ˇˇˇˇ
1
xu˜i,viy ´1
ˇˇˇˇ
ď 2δ p1`}V }h´1q.
We now write
|u¯i´ui| “
ˇˇˇˇ
u˜i
xu˜i,viy ´ui
ˇˇˇˇ
ď |u˜i´ui|`
ˇˇˇˇ
u˜i
ˆ
1
xu˜i,viy ´1
˙ˇˇˇˇ
ď δ}V }h´1`|u˜i|δ p1`}V }h´1q
ď δ}V }h´1`p|ui|`δ}V }h´1qδ p1`}V }h´1q.
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When δ is small, this is generously bounded by δh´1p1`}U}qp1`}V }q, which is itself smaller than
4δN3{h, so we get
}U¯´U} ď 4δN
3
h
(5.3.7)
Finally, we have pU¯˚V qi, j “ xu¯i,v jy “ 0 if i‰ j, and xu¯i,viy “ 1, a crucial fact which can also be
written as
U¯˚V “V˚U¯ “ Ir. (5.3.8)
We now set Σ“ diagpθiq and S¯“ U¯ΣV˚;
}S´ S¯} ď }V }}Σ}}U¯´U}
ď 4δθ1N
4
h
:“ η 1.
Moreover, S¯ is exactly diagonalizable with eigenvalues θ1, . . . ,θr. We note S¯ “ P´1Σ1P with Σ1 “
diagpθ1, . . . ,θr,0, . . . ,0q and P a whole diagonalization matrix. The matrices A and S¯ are close:
}A´ S¯} ď }S´ S¯}`}A´S} ď η`η 1.
By the Bauer-Fike theorem, the eigenvalues of A are entirely included in the union of the balls Bpθi,εq
and Bp0,εq, where ε “ pη`η 1q}P}}P´1}. We now compute P and }P}}P´1}.
Let K “ spanpv1, . . . ,vrqK “ impV qK “ kerpV˚q; the dimension of K is n´ r. Let us choose any
orthonormal basis pwr`1, . . . ,wnq of K and set up P“ pU¯ ,W q where W is the nˆpn´ rqmatrix whose
columns are the wk’s. Then, the family pu¯1, . . . , u¯r,wr`1, . . . ,wnq is a diagonalization basis for the
matrix S: more precisely, we have Su¯i “ U¯ΣV˚u¯i “ θiu¯i, and Sw j “ 0. We now claim that the inverse
of P is given by
P´1 “
ˆ
V˚
´W˚U¯V˚`W˚
˙
. (5.3.9)
We can directly check this using the relations (5.3.8), the orthonormality relation W˚W “ In´r and
V˚W “ 0, which stems from the choice of W as a basis for kerpV˚q. Indeed,ˆ
V˚
´W˚U¯V˚`W˚
˙
P“
ˆ
V˚
´W˚U¯V˚`W˚
˙`
U¯ W
˘
“
ˆ
V˚U¯ V˚W
´W˚U¯V˚U¯`W˚U¯ ´W˚U¯V˚W `W˚W
˙
“
ˆ
Ir 0
´W˚U¯`W˚U¯ W˚W
˙
“
ˆ
Ir 0
0 In´r
˙
“ In.
To compute the condition number of P we use the elementary Lemma 5.3.1, stated hereafter. Clearly,
}W} ď 1 and we also supposed that }U} ě 1 and }V } ě 1, hence
}P} ď ?2}U¯}.
For P´1 we note that´W˚U¯V˚`W˚ “W˚pIn´U¯V˚q, hence }´W˚U¯V˚`W˚} ď }W}}In´U¯V˚},
hence
}P´1} ď ?2p1`}U¯}}V }q.
We thus get
}P}}P´1} ď 2}U¯}p1`}U¯}}V }q.
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We had proven that }U¯´U} ď 4δN3{h, hence }U¯} ďN3p1`4δ{hq ď 5N3, an extremely crude bound
where we used δ ă h. Finally, we get
}P}}P´1} ď 60N7.
To conclude, the spectrum of A is entirely included in
Bp0,εqYBpθr,εqY ¨ ¨ ¨YBpθr,εq
where ε “ 60N7pη`η 1q “ 60N7pη`4δθ1N4{hq. Under (5.3.4), the ball Bp0,εq is separated from the
r other balls, hence there are r eigenvalues of A such that λi is ε-close to some θ j. When the balls do
not overlap (which happens as soon as |θi`1´θi| ă ε{2), we directly get that |λi´θi| ă ε . However,
in general we could very well have multiple values in the θ j or overlapping balls. Anyways, the reader
will quickly check on picture 5.5 that the distance between λi and θi can never be greater than r times
ε .
0
ε
θ1θ2θ3θ4θ5θ6
λ1(A)λ4(A) λ3(A) λ2(A)λ5(A)λ6(A)
Figure 5.5 – The eigenvalue λipAq need not be in Bpθi,εq because there might be some overlap with
the closest balls, such as for the green or yellow ones in the drawing. However, λipAq will always be
within distance rε of θi. Note that if A is real and if λi,λ j are two eigenvalues outside Bp0,εq with
distinct modulus, then they must be real, for the eigenvalues of real matrices are real or come into
complex conjugate pairs.
As promised, here is a simple lemma used in the preceding proof.
LEMMA 5.3.1. Let M1 PMn,rpRq and M2 PMn,n´rpRq be two matrices; we set M “ pM1,M2q P
Mn,npRq. Then
}M} ď ?2maxt}M1},}M2}u.
Proof. For any x,y and z“ px,yq˚ we have
|Mz| “ |M1x`M2y| ď }M1}|x|`}M2}|y|
ďmaxt}M1},}M2}u
?
2
b
|x|2`|y|2
“maxt}M1},}M2}u
?
2|z|
which is valid for any z P Rn.
5.4 Proof of Theorem 15
We now prove Theorem 15. We introduce an important parameter, namely the depth at which we will
study the neighborhoods in the graph G. It is defined as
`“
Z
1
2
κ log2dpnq
^
(5.4.1)
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where κ is the positive constant defined in (5.1.8), namely
κ “ 0.249
3` lnpbqlnp2dq
.
From now on, we pick a matrix P in the class K pb,r,τ,dq described before Theorem 15. We define
Φ “ pϕ1, . . . ,ϕr0q and D “ diagpµ1, . . . ,µr0q. The columns of Φ form an orthonormal family, hence
}Φ} ď 1.
The ‘candidate eigenvectors’ are ui “ A`ϕi{µ`i and vi “ pA˚q`ϕi{µ`i , or to put it in matrix form
they are the columns of
U “ A`ΦD´` and V “ pA˚q`ΦD´`. (5.4.2)
We now set
S“UDV˚. (5.4.3)
The matrix S can also be written as
S“ A`ΦD´`D`D´`Φ˚A`
“ A`ΦD´`Φ˚A`
“UΦ˚A`. (5.4.4)
We finally introduce the vector space
H “ vectpv1, . . . ,vr0q “ impV q.
5.4.1 Complete algebraic structure of A,U,V with respect to H
The behaviour of the matrices U,V is dictated by a theoretical covariance matrix Γp`q, which is a good
approximation of the Gram matrices of the columns of U and V . It is defined as follows: let i, j be in
rr0s and t be an integer. We will note ϕ i, j for the Hadamard product between ϕi and ϕ j:
ϕ i, jpxq “ ϕipxqϕ jpxq.
Then, we define the matrix Γptq PMr0,r0pRq:
Γptqi, j “
tÿ
s“0
x1,Qsϕ i, jy
pµiµ jdqs . (5.4.5)
LEMMA 5.4.1. For any t, the matrix Γptqi, j is a semi-definite positive matrix with eigenvalues greater
than 1, and with
1ď }Γptq} ď b
10r3
1´ τ
having noted that 1´ τ ě 1´pϑ_ϑ0{µr0q2.
This lemma will be proved in Section 5.5. The main tool for the subsequent analysis of U and V
is the following theorem, which could also be of independent interest.
Theorem 18 (complete algebraic structure of U and V ). There is an event with probability greater
than 1´ 4{ lnpnq and a universal constant c ą 0 such that the following holds for every matrix P in
K pb,r,τ,dq:
}Φ˚A`Φ´D} ď r0b2ˆν (5.4.6)
}U˚V ´ Ir} ď r0b2ˆν (5.4.7)
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}U˚U´Γp`q} ď r0b2ˆν (5.4.8)
}V˚V ´Γp`q} ď r0b2ˆν (5.4.9)
}A`U´UD} ďCrϑ_ϑ0s` (5.4.10)
}A`PHK} ďCrϑ_ϑ0s` (5.4.11)
where C “ cpbr0 lnpnqq10, and where ν satisfies
ν ďmin
"
1
n0.25
,ϑ`,ϑ`0
*
. (5.4.12)
On this event we also have the rough bound:
}At} ď c lnpnqn2κϑt0 (5.4.13)
for any t ď `.
The proof of this theorem occupies the next sections of this paper. We now use this theorem to
prove all the results mentioned before.
5.4.2 Proof of the eigenvalue perturbation bounds
Our goal is to apply Theorem 17 to A` and S.
Let us begin by checking that U,V satisfy the good behaviour in Condition 2:
}U} “a}U˚U} ď b10r30
1´ τ `
r0b2
n0.25
(5.4.14)
and the same for }V }. Upon adjusting the constant c, the RHS is smaller than N :“ cb10r30{p1´ τq.
For the conditioning properties of U,V , one only has to note that by Weyl’s perturbation principle, the
smallest eigenvalue of }U˚U} or }V˚V } is greater than
λminpΓp`qq´ r0b2ν ě 1´ cb
2
n0.25
(5.4.15)
which automatically ensures that U˚U or V˚V are nonsingular, at least as soon as r0b2{n0.25 ă 1
— from now on we suppose that r0b2{n0.25 ă 0.5, which happens as soon as n ą 16r40b8. As a
consequence, with the h from Theorem 17 being h“ 0.5, we get
}U˚U},}V˚V } ě h. (5.4.16)
Moreover, we also have
}U˚V ´ Ir0} ď r0b2ν :“ δ . (5.4.17)
This settles the good-behaviour conditions for U,V . Note that (5.4.15) gives us for free that the norm
of pV˚V q´1 or pU˚Uq´1, which is also the inverse of its smallest eigenvalue, is greater than 1{h“ 2,
a bound to be evoked later:
}pV˚V q´1} ď 2. (5.4.18)
We can now define the orthogonal projection PH onto the subspace
H “ spanpv1, . . . ,vr0q “ impV q,
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and we have PH “ V pV˚V q´1V˚. We also note PHK “ In´PH the projection matrix on HK. Note
that SPHK “ 0, and that SPH “ S. As a consequence,
}A`´S} ď }A`PH ´SPH}`}SPH}`}A`PHK} (5.4.19)
ď }A`PH ´S}`}A`PHK}
ď }A`V pV˚V q´1´UD}}V˚}`}A`PHK}. (5.4.20)
We now perform a little trick: we first decompose U “ PHU `PHKU . We note W “ PHKU . The
rough idea here is that V˚U « Ir0 , hence PHpUq «V pV˚V q´1. More precisely,
PHU “V pV˚V q´1V˚U
“V pV˚V q´1`H1
where H1 :“ V pV˚V q´1pV˚U ´ Ir0q has very small norm. In fact, from the norm bounds in (5.4.14)-
(5.4.17)-(5.4.18), we find that }H} ď 2δN. We thus have
U “V pV˚V q´1`H1`W.
But now, we get the following:
}A`V pV˚V q´1´UD} ď }A`U´UD}`}A`H1}`}A`W}
ď }A`U´UD}`}A`}}H1}`}A`PHK}}U}
and everything here is either going to zero or is dominated (up to logn terms and constants) by ϑ`.
More precisely, going back to (5.4.20) yields (with C defined in the theorem):
}A`´S} ď }A`U´UD}`}A`}}H1}`}A`PHK}}U}`}A`PHK}
ďCϑ``}A`}2Nδ `Cϑ`2Nδ `Cϑ`
ďCrϑ_ϑ0s`` c lnpnqn2κpL{dq`2Nδ `Crϑ_ϑ0s`2Nδ `Crϑ_ϑ0s`
and thanks to (5.4.12) everything here is of order rϑ_ϑ0s`; more precisely, there is a C1 such that
}A`´S} ďC1rϑ_ϑ0s` :“ η .
The number C1 depends on b,r,p1´ τq´1 and lnpnq polynomially and can indeed be taken to be as
follows:
C1 “ cpbr0 lnpnqq
20
1´ τ (5.4.21)
with c some universal constant.
We are now ready to cast Theorem 17 to A` and S. The two first conditions listed before the
theorem are met. We still have to check the last one, (5.3.4). Remember that µ1 ď 1 (see the definition
of the classK ). The error term in Theorem 17 is going to be smaller than
ε “ 60N7pC1rϑ_ϑ0s`N`8δN4q “ rϑ_ϑ0s`p60C1N8` c8b2νN11δ{prϑ_ϑ0s`qq
“C2rϑ_ϑ0s`
where C2 depends on b,r,p1´ τq´1 and lnpnq polynomially.
Due to the last item in the definition of K , we know that µ`r0 ą τ´
`
2 rϑ_ ϑ0s` where τ P p0,1q
is a fixed number, so the separation condition (5.3.4) is always fulfiled when n is larger than some
constant.
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Theorem 17 now yields a C0 “C0pb,r,τ, lnpnqq such that
|λipAq`´µ`i | ď r0ε “C0rϑ_ϑ0s`
for any i P rr0s, and |λipAq|` ď ε for ią r0.
In the first case, using |p1`ξ q 1` ´1| ď ξ{`, we have λipAq “ µip1`ϒq where
ϒď C0rϑ_ϑ0s
`
`µ`i
ď C0
`
ˆ
ϑ_ϑ0
µi
˙`
.
We can check that C0 is smaller than
c
ˆ
br0 lnpnq
1´ τ
˙40
which is an extremely prodigal bound, but will nevertheless match all our needs. This closes the proof
of Theorem 15.
5.4.3 Proof of Theorem 14
Suppose that the rank of P is r “ 1, so that P“ µϕϕ˚. Let us note φ “ ϕ2, so that Q“ nµ2φφ˚. We
have
ρ2 “ n2µ4 max
|w|“1
|φφ˚w|2 “ n2µ4|φ |2 max
|w|“1
|xφ ,wy|2 “ n2µ4|φ |4
hence we have ρ “ nµ2|ϕ|44.
In our case one can quickly check that Qsφ “ pnµ2qs|φ |2sφ so x1,Qsφy “ pnµ2|φ |2qs. By defini-
tion, we have
Γp`q1,1 “
ÿ`
s“0
x1,Qsφy
pµ2dqs “
ÿ`
s“0
ˆ
nµ2|φ |2q
µ2d
˙s
“ pn|φ |
2{dq``1´1
n|φ |2{d´1 “
1`op1q
1´n|φ |2{d . (5.4.22)
It can easily be seen that we have
PHpψq “ ψ`op1q. (5.4.23)
Proof. Suppose that λ is a eigenvalue of 1 with |λ | ą ϑ and note ψ its associated left-eigenvector.
Then, ψ “ PHpψq`PHKpψq. But we also have
|PHKpψq| “ 1|λ |` |PHKpA
˚q`| ď }A
`PHK}
|λ |` ď
Cϑ`
|λ |` Ñ 0
where we used (5.4.11).
We suppose that we are above the threshold (ie d ą n|ϕ|44), and we note ψ the eigenvector associ-
ated with λ1pAq. Equation (5.4.23) also means that if v¯“ v1{|v1| (where we recall that v1“pA˚q`ϕ{µ`)
then |ψ´ v¯| Ñ 0 and |xψ,ϕy´xv¯,ϕy| Ñ 0. Finally, we have proven in (5.4.6) that |xv1,ϕy| Ñ 1 and
in (5.4.9) that |v1| „
b
Γp`q1,1. From all this and (5.4.22) it is clear that
|xψ,φy| „ 1b
Γp`q1,1
„
d
1´ n|ϕ|
4
4
d
.
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5.5 Consequences of algebraic incoherence
Our goal in this section is to prove several useful estimates on Q and P, mainly linked with the incoher-
ence property (H:incoherent). Through all the section, P is a matrix in K pb,r,τ,dq and in particular
µ1 “ 1.
5.5.1 The incoherence hypothesis for P
For any i, we supposed that |ϕi|8 ď b{?n, therefore the entries of P are of order Op1{nq. More
precisely,
|Px,y| “
ˇˇˇˇ
ˇ rÿ
k“1
µkϕkpxqϕkpyq
ˇˇˇˇ
ˇ
ď
gffe rÿ
k“1
|ϕkpxq|2
gffe rÿ
k“1
|ϕkpyq|2
ď b
2
n
. (5.5.1)
If we define
L“ nmax
x,y
|Px,y|, (5.5.2)
the preceding inequality ensures that L is bounded away infinity; more precisely,
Lď b2. (5.5.3)
5.5.2 The threshold matrix
It is clear for its definition that the entries of Q are positive, hence by the Perron-Frobenius theorem
its operator norm ρ is also an eigenvalue of Q with higher modulus.
In this section, we will note s the rank of Q. It is well known that the rank is submultiplicative for
the Hadamard product, hence we have s“ rankpPdPq ď rankpPq2 “ r2.
Now, let us briefly mention an elementary bound on the operator norm ρ “ }Q}. By variational
principles, we have ρ “maxwxw,Qwy{|w|2 for any nonzero w P Rn. Taking w“ 1 yields
ρ ě x1,Q1y
n
“
ÿ
x,y
P2x,y
and we hereby recognize the Frobenius norm of the matrix P, which is itself equal to µ21 `¨¨ ¨`µ2r . In
addition, using (5.5.3), we get
ρ ě }P}2F ě L
2
b4
. (5.5.4)
The important fact here is that ρ does not go to zero, or equivalently Q still carries information, a
normal consequence of (H:incoherent).
We now prove that Q is delocalized, in the sense that its eigenvectors have entries of order 1{?n.
We write the spectral decomposition of Q as
Q“ ν1ψ1ψ1˚ `¨¨ ¨`νsψsψs˚ (5.5.5)
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with ν1 “ ρ the Perron eigenvalue and ν2, . . . ,νs the other eigenvalues of Q, which are real, nonzero,
and with absolute value smaller than ρ . We have
pQ2qx,x “
ÿ
yPrns
Q2x,y “ n2
ÿ
yPrns
|Px,y|4
ď n2
ÿ
yPrns
L4
n4
ď L
4
n
.
However, we also have pQ2qx,x “ ν21ψ1pxq2`¨¨ ¨`ν2s ψspxq2. We thus have proven that the delocaliza-
tion property for P implies delocalization for Q: for any x and k,
|νkψkpxq| ď L
2
?
n
. (5.5.6)
For any vector w, we note w2 the vector defined as w2pxq “ |wpxq|2. The following proposition
will be crucial; the idea it conveys is that x1,Qtw2y is essentially bounded by ρ t , a result in the flavour
of Perron-Frobenius theory.
PROPOSITION 5.5.1. For any t ě 2 and any unit vector w P R2,
x1,Qtw2y ď b8r2ρ t (5.5.7)
Proof. For any k, we have |ψk|8 ď L2{?n, hence x1,ψky ď L2?n and if w is a unit vector, xw2,ψky ď
pL2{?nqřx wpxq2 “ L2{?n, hence
x1,Qtw2y “
sÿ
k“1
ν tkx1,ψkyxw2,ψky
ď
sÿ
k“1
ν tk
L2
?
n
νk
L2
νk
?
n
“
sÿ
k“1
ν t´2k L
4
“ L4ρ t´2 `1`pν2{ρqt´2`¨¨ ¨`pνs{ρqt´2˘ .
When t is greater than 2, the last line is smaller than L4ρ t´2s, and s is itself smaller than r2. Finally,
we use (5.5.4), which implies ρ´2 ď b8{L4.
Peeling through the details above, we could also get the bound
x1,Qtw2y ď L4
ˆ
r
}P}F
˙2
ρ t .
We will not use this.
Let us end this section by the proof of Lemma 5.4.1. We start by recalling the definition of the
theoretical covariance Γptq PMr0,r0pRq:
Γptqi, j “
tÿ
s“0
x1,Qsϕ i, jy
pµiµ jdqs . (5.5.8)
For the convenience of the reader we restate the lemma here.
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LEMMA 5.5.2. For any t, the matrix Γptqi, j is a semi-definite positive matrix with eigenvalues greater
than 1, and with
1ď }Γptq} ď b
10r3
1´ τ
having noted 1´ τ “ 1´pϑ{µr0q2 ą 0.
Proof. We use }Γptq} ď }Γptq}F ď r}Γptq}8. We use the same bounds as for the preceding proof, except
in the second line where we use
|xϕ i, j,ψky| ď n|ϕi|8|ϕ j|8|ψk|8 “ npb{?nq2pL2{νk?nq “ b2L2{pνk?nq.
The same reasonning yields
x1,Qtϕ i, jy “
sÿ
k“1
ν tkx1,ψkyxϕ i, j,ψky
ď
sÿ
k“1
ν tk
L2
?
n
νk
L2b2
νk
?
n
“
sÿ
k“1
ν t´2k L
4b2
“ L4b2ρ t´2r2
ď b10r2ρ t .
Going back to the sum defining Γptqi, j , we get
|Γptqi, j | ď b10r2
1
1´pρ{µiµ jdq
and as a consequence,
}Γptq} ď r
3b10
1´ ρµ2r0 d
“ b
10r3
1´ τ
On the other hand, if we note
Cpsqi, j “
x1,Qsϕ i, jy
pµiµ jdqs
then it is not difficult to see that Cpsq is indeed a semi-definite positive matrix; more precisely, if we
introduce pispxq “
a
Qs1pxq ě 0 and Πs “ diagppisq, then
Cpsq “ d´s ¨D´sΦ˚ΠsΦD´s
which is clearly SDP. The matrix Γptq is thus a sum of Cp0q “ Ir0 and t ´ 1 SDP matrices, hence
it is itself an SDP matrix and its eigenvalues are greater than the eigenvalues of Ir0 , hence the first
statement.
5.5.3 Bounds on the entries of Q
We will also need an analog of L but for the matrix Q. The inequalities proved in this section are more
or less the same as in the preceding section.
We define K as
K “ nmax
x,y
Qxy{ρ. (5.5.9)
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We have
L“ nmax
x,y
|Pxy| “
a
Kρ.
We have 1ď K ď r2b4. The scalar K is a delocalization parameter: it is scale invariant.
For any x, we find ÿ
y
Qxy “ n
ÿ
y
pPxyq2 “ npP2qxx ď rb2 ď rb2ρ.
It follows that for any x,y,
pQ2qxy “
ÿ
z
QxzQzy ď Krb
2
n
ρ2.
Let pψkq be an ON basis of eigenvectors of Q with eigenvalues pνkq. Let t ě 2, we write for any x,y,
pQtqxy “
ÿ
k
ν tkψkpxqψkpyq ď ρ t´2
ÿ
k
ν2k |ψkpxq||ψkpyq| ď ρ t´2
b
pQ2qxx
b
pQ2qyy,
where the last step follows from Cauchy-Schwarz inequality. In particular, for any t ě 2 and x,y
pQtqxy ď Krb
2
n
ρ t . (5.5.10)
It follows from (5.5.9) that Equation (5.5.10) also holds for t “ 1.
5.6 Coupling graphs and trees
The basic ingredients for the proofs of Theorem 15 and related statements are directed Galton-Watson
trees and martingales defined on them. We start to introduce the notations and vocabulary for this.
5.6.1 Galton-Watson trees and Erdo˝s-Rényi graphs
Graph-theoretic definitions
A marked graph with mark space N is a digraph pV,Eq, loops allowed, endowed with a mark function
ı : V ÑN which is finitely supported. This definition might seems strange, but it really is a convenient
setting for studying all the different kinds of graphs and trees that we are going to use. We are going
to note G˚ the set of all the rooted directed graphs on a common countable set V and with mark space
N. Formally, the elements of G˚ are triples pg,o, ıq, with o the root, but in general we will drop the
mark function ı and simply write pg,oq.
Let pg,o, ıq P G˚ and g “ pV,Eq. If W Ă V is a subset of V containing the root, then the induced
subgraph pg,o, ıqW is defined as follows: the underlying graph is gW :“ pV,EW q where pi, jq P EW if
and only if pi, jq P E and both i and j are in W , and the mark function ıW is given by ıW pvq “ ıpvq1vPW .
The elements in G˚ are digraphs, and therefore we need to make a distinction between directed
paths and undirected paths. Let g“ pV,Eq be any directed graph.
• If px,yq P E we note xÑ y,
• if xÑ y or yÑ x or both, we note x„ y.
Every directed graph g can be transformed into an undirected graph gˆ “ pV, Eˆq by simply forgetting
the direction of the edges: px,yq P Eˆ iff x„ y in G.
If u,v P V , a directed path or dipath from x to y is a sequence of vertices x0 “ x,x1, . . . ,xk “ y
such that for every s we have us Ñ us`1. A path is the same except that we only ask xs „ xs`1.
• The length of the shortest directed path between x and y is denoted by d`px,yq.
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• The length of the shortest directed path between y and x is also denoted by d´px,yq “ d`py,xq.
• The length of the shortest path is denoted by dpx,yq.
• When pg,oq is a rooted graph,Pgpo, tq is the set of paths in g starting from the root o and having
t steps.
The set of all y such that d`px,yq ď t is the forward ball B`G px, tq and the set of all y such that
dpx,yq ď t is the ball BGpx, tq. When no confusion can arise, we write B` or B instead of BG,B`G .
A cycle in the graph g is a sequence of distinct vertices x1, . . . ,xk such that xs „ xs`1 for every
să k and xk „ x1. The number k is the length of the cycle.
A tangle-free subgraph of g is a subgraph of G that contains at most one cycle. The graph g is
t-tangle free if for every vertex x, the ball Bgpx, tq is tangle-free.
If t is an integer and pg,xq P G˚, then pg,xqt is the subgraph of pg,xq induced by Bgpx, tq, as defined
several lines earlier, and similarly pg,xqt` is the subgraph of pg,xq induced by B`px, tq.
Definition of the graph G and the GW tree
We recall that G is the directed Erdo˝s-Rényi graph (with loops) whose adjacency matrix is given by
M. Let x be an arbitrary element of rns. We root the graph G at x, and we mark every vertex with
itself: the mark of vertex x P rns is simply the integer ıpxq “ x and the mark of every vertex in Nzrns is
set to zero. The resulted marked graph pG,xq is an element of G˚.
We now define the directed Galton-Watson tree T in the following way. Starting from its root o,
every vertex has a Poip2dq number of children. Every edge pu,vq is independently given a unique
direction uÑ v or vÑ u with probability 1{2. This yields a random directed tree. Equivalently, each
vertex has a Poipdq number of ‘out-children’ and a Poipdq number of ‘in-children’.
Finally, every non-root vertex o1 is independently given a random mark ıpo1q which is uniform on
rns. The root is given a special mark ıpoq “ O . The resulting element of G˚ will be noted pT,Oq. We
shall say that the tree pT,Oq is grown from the seed O .
5.6.2 Growth properties: trees
Let us first state several properties on the growth of the tree T first, then on the graph G. They are
directly drawn from [43], see Section 8 for the tree, and Sections 9.1-9.2 for the graph.
Clearly, the underlying undirected tree obtained from T by deleting the marks and orientations is
simply a Poip2dq Galton-Watson tree, which allows us to use without any further efforts all the growth
properties of GW trees. For more readable statements, we note here and after
D :“ 2d.
LEMMA 5.6.1. Let us note St the number of vertices at distance t from the root o of T . There are two
constants c0,c1 ą 0 such that for all λ ą 0,
PpSt ď λDt for all tq ě 1´ c0e´c1λ . (5.6.1)
Moreover, for every pě 2, there is a constant cp ą 0 such that
E
„
max
tě1
ˆ
St
Dt
˙p
ď pcp lnpnqq2. (5.6.2)
We take λ “ c´10 lnpc1n2q in the first inequality of the lemma; for any ně 3, we get
PpSt ďC lnpnqDt for all tq ě 1´ 1n2 (5.6.3)
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where C is the constant c´11 p2` lnpc0qq. On this event, we have
|pT,Oqt | “ 1`S1` . . .`St
ďC lnpnqp1`D`¨¨ ¨`Dtq
ďCD lnpnqDt .
The most important consequence for us is the following: suppose that tpTx,xq : x P rnsu is a family of
random rooted marked trees, the tree pTx,xq having the distribution of pT,xq, but the whole family is
not necessarily independent. Then, by sub-additivity, on an event with probability greater than 1´1{n,
the following holds for any integer t and any pTx,xq in the family:
|pTx,xqt | ďCD lnpnqDt . (5.6.4)
Another easy consequence of (5.6.2) is the following: for any t,
Er|pT,Oqt |2s “ E
“|1`S1`¨¨ ¨`St |2‰
ď pDtq2Er|1`D´1S1`¨¨ ¨`D´tSt |2s
ď D2tt2Ermax
sě0 pD
´sSsq2s
ď D2tt2c22 lnpnq2.
As a consequence, we have b
Er|pT,Oq|2t s ď cDtt lnpnq ď c lnpnq2nκ (5.6.5)
for some cą 0, where we used t ď `ď lnpnq and Dt ď nκ .
5.6.3 Growth properties: graphs
We now establish the same properties as before, but for the directed graph G whose adjacency matrix
is M. We start by proving that up to a depth of order lnpnq, the graph G has few cycles. We recall the
definition of `
` :“ 1
2
tκ log2dpnqu (5.6.6)
where κ Ps0,0.25r is the constant defined in (5.1.8). We will often go to depths such as 2` so we’ll
use the notation
`1 “ 2`“ tκ log2dpnqu.
All the results in this sections flow effortlessly from their undirected counterpart. In fact, note Gˆ the
graph G in which the directions have been erased. Pick any vertices x,y. Then,
Pptx,yu P EpGˆqq “ Pppx,yq P EpGq or py,xq P EpGqq
“ PpxÑ y,yÛ xq`PpyÑ x,xÛ yq`PpxØ yq
“ 2d
n
ˆ
1´ d
n
˙
` d
2
n2
“ d
n
ˆ
2´ d
n
˙
ď 2d
n
.
This shows that the edge distribution of Gˆ is stochastically dominated by the edge distribution of an
undirected pn,2d{nq Erdo˝s-Rényi graph. Events which are monotone for the deletion of edges (such
has having a few number of cycles) are thus of smaller probability in G than in ERpn,2d{nq. As a
consequence, Lemmas 29 and 30 in [43] directly transfer to our setting. We hereagain use the notation
D“ 2d.
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LEMMA 5.6.2 (sub-exponential growth). Let us note Stpxq be the number of vertices in G that are
exactly at (unoriented) distance t from vertex x. There are two constants c0,c1 ą 0 such that for every
positive λ and every vertex x P rns, we have
PpStpxq ď λDt for all tq ě 1´ c1e´c0λ . (5.6.7)
Moreover, for every pě 2, there is a constant cp such that
E
»–max
xPrns
tě1
ˆ
Stpxq
Dt
˙pfiflď pcp lnpnqqp (5.6.8)
Let us apply this result to |pG,xqt | “ 1` S1pxq` ¨ ¨ ¨` Stpxq with λ :“ c´10 lnpc1n2q. With proba-
bility greater than 1´1{n, for any t and for any x,
Stpxq ďC lnpnqDt
where C :“ c´11 p2` lnpc0qq. On this event, one also has
|pG,xqt | “ 1`S1pxq` ¨ ¨ ¨`Stpxq
ďC lnpnqp1`D`¨¨ ¨`Dtq
ďCD lnpnqDt .
Similarly, with p“ 2 or 4, we have
max
xPrns
|pG,xqt |p ď Dt pt p max
xPrns
sďt
|SspxqD´s|p
and from there we get the two following inequalities:
E
„
max
xPrns
|pG,xqt |2
 1
2 ď c lnpnq2nκ (5.6.9)
E
„
max
xPrns
|pG,xqt |4
 1
4 ď c lnpnq2nκ (5.6.10)
for some cą 0, where we used t ď `ď lnpnq and Dt ď nκ .
By the same comparison trick between G and undirected Erdo˝s-Rényi, the following holds:
LEMMA 5.6.3 (tangle-free). Let κ be a constant smaller than 1{2. Set `1 “ 2`“ tκ log2dpnqu.
1. With probability going to zero, the graph G is `1-tangle free.
2. For any vertex x, the graph pG,xq`1 has no cycles with probability greater than 1´ cD`1{n.
3. With probability greater than 1´1{ lnpnq, there are no more than c lnpnqD`1 vertices x such that
pG,xq`1 has a cycle.
5.6.4 Total-variation distance between the graph and the tree
We quantify the distance between neighborhoods of G and T up to the logarithmic depth `1 :“ 2`.
Let us recall some definitions. If P1,P2 are two probability measures on the space pΩ,F q, their total
variation distance is defined as
dTVpP1,P2q “ minpX1,X2qPpipP1,P2qPpX1 ‰ X2q
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where pipP1,P2q denotes the set of couplings between P1 and P2: pairs of random variables pX1,X2q
such that X1 is distributed as P1 and X2 is distributed as P2. It is a well-known fact (see [104]) that the
total variation distance is also given by
dTVpP1,P2q “max
APF P1pAq´P2pAq.
We noteL pXq the probability distribution of a random variable X .
PROPOSITION 5.6.4 (GW-tree approximation). Let `1 “ tκ log2dpnqu“ 2`, with κ ă 1{2. There is a
constant cą 0 such that for every vertex x,
dTV
`
L ppG,xq`1q,L ppT,xq`1qq
˘ď c lnpnqnκ
n
. (5.6.11)
The proof of this fact is classical; one can adapt the arguments in [43] to our setting. The difference
is that our graphs are directed and now have rns possible labels, but this only brings shallow difficulties.
We sketch the main ideas.
Coupling between graphs
Let us recall the following total variation distance:
dTV pBinpn,λ{nq,Poipλ qq ď λn . (5.6.12)
Proof. For the proof, we keep using the notation D “ 2d. As a consequence of Lemma 5.6.3, with a
probability than 1´ cD`1{n, the graph pG,xq`1 is a directed tree and contains no more than c lnpnqD`1
vertices. Let us note E`1 this event and perform a breadth-first exploration starting from x. This
explorations finishes at a time τ ď c lnpnqD`1 . At each step, we reveal a set of Poipdq out-vertices
and Poipdq in-vertices, thus making a total-variation error smaller than d{n` d{n. By repeatedly
conditionning, the total variation error made on E`1 is not greater than τˆ2d{nď cD lnpnqD`1{n.
This gives a coupling between the unlabelled versions of pG,xq`1 and pT,xq`1 which fails with
probability at most pc1`2cdq lnpnqnκ{n“ c2 lnpnqnκ{n. We now bring the labels in.
Suppose that you have drawn your coupling between the unlabelled versions of pG,xq` and pT,xq`.
With probability greater than c2 lnpnqnκ{n, they agree and have size smaller than k :“ c lnpnqnκ . We
then put the labels in the Erdo˝s-Rényi graph by drawing a uniform ordered k-set from rns, while we
put the labels on the Galton-Watson tree by simply drawing k iid uniform samples from rns. The total
variation distance between these two random multi-sets is proven above to be smaller than k{n, hence
the labels agree up to an extra error term of c lnpnqnκ{n.
In the end, the coupling created this way fails with probability at most pc` c1` 2dcq lnpnqnκ{n
which is exactly what is needed, up to adjusting the constants.
Sampling with and without replacement
Let m be an integer. We define two random multisets in the following way. Put m identical balls with
labels from 1 to m in a big urn. Draw the first ball and set p1 and q1 to be its label. Put the ball back
in the urn. Then, suppose that one has constructed pp1, . . . , ptq and pq1, . . . ,qtq. Do the following :
• Draw a ball from the urn and set pt`1 to be the label of this ball.
• If this label is not already one of the qs, set it onto qt`1. Else, put the ball back in the urn and
draw as many balls as need to get a label which is not already one of the qs. Define qt`1 to be
this label.
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It is clear that for every k ď m, Qk :“ pq1, . . . ,qkq is a uniform ordered k-set from rms, while Pk :“
pp1, . . . , pkq is distributed as k iid uniform elements in rms. The random variable pPk,Qkq is thus a
coupling between those two distributions. This coupling is successful if and only if Pk has exactly k
distinct elements, which happens with probability
pm´1q . . .pm´ k´1q
mk
ě
ˆ
1´ 1
m
˙k
ě 1´ k
m
.
The coupling thus fails with probability smaller than k{m, an upper bound for the total-variation dis-
tance between Pk and Qk.
Proposition (5.6.4) tells us that for every fixed x, there exists a random rooted marked tree pTx,xq
defined on the same probabilistic space as pG,xq and such that
PppTx,xq`1 ‰ pG,xq`1q ď c lnpnqn
κ
n
.
We consider the family pTx,xq for x P rns. Let us note E pxq the event ‘the coupling between pG,xq`1
and pTx,xq`1 fails’, so that PpE pxqq ď c lnpnqnκ{n. By the Markov inequality and the union bound, with
probability greater than 1´1{ lnpnq3 there are no more than c lnpnq4nκ elements x P rns such that the
coupling fails. We now gather all the high-probability results from the preceding sections in a general
theorem.
PROPOSITION 5.6.5. On an event with probability greater than 1´1{ lnpnq, the following holds, for
a constant cą 0.
1. For every x P rns and for every t smaller than 2`,
|pG,xqt | ď c lnpnqDt |pTx,xqt | ď c lnpnqDt . (5.6.13)
2. There are no more than c lnpnq4nκ elements x in rns such that the coupling between pTx,xq`1 and
pG,xq`1 fails.
3. The graph G is `1-tangle free.
Note that on this event, there is exactly zero or one cycle in pG,xqt , hence for any y at distance t
from x, there is at most two paths of length t from x to y; to put it another way, for any x P rns, we have
|PGpx, tq| ď 2|pG,xqt | (5.6.14)
wherePGpx, tq denotes the set of directed paths xÑ x1 Ñ ¨¨ ¨ Ñ xt of length t started at x.
5.7 Graph functionals
5.7.1 Functionals on trees: computations
We now introduce a family of functionals on G˚ that will be used several times in the sequel. Remem-
ber that when pg,oq is a rooted marked graph, we notePgpo, tq the number of paths in g starting from
the root o and having t steps, that is, pt`1q-uples x“ px0,x1, . . . ,xtq with x0 “ o and xs Ñ xs`1.
In this section, ψ,φ represent two vectors in Rn and t is an integer. We define
fφ ,ψ,tpg,oq “
´n
d
¯t
φpıpoqq
ÿ
Pgpo,tq
Pıpoq,ıpx1q ¨ ¨ ¨Pıpxt´1q,ıpxtqˆψpıpxtqq. (5.7.1)
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We clearly have
fφ ,ψ,tpG,xq “ φpxqpAtψqpxq.
We will also need another functional:
Fµ,ψ,tpg,oq “ f1,ψ,tpg,oq´µ´1 f1,ψ,t`1pg,oq. (5.7.2)
We have
Fµ,ψ,tpG,xq “ Atψpxq´ 1µ A
t`1ψpxq.
Before moving to several computations on those observables, we state general regularity facts. We
say that a function is t-local if f pg,oq only depends on pg,oqt .
LEMMA 5.7.1. The function fφ ,ψ,t is t-local and satisfies
| fφ ,ψ,tpg,oq| ď |φ |8|ψ|8|Pgpo, tq|
ˆ
L
d
˙t
(5.7.3)
The function Fψ,t is pt`1q-local and satisfies
|Fµ,ψ,tpg,oq| ď 2|ψ|8|Pgpo, t`1q|
ˆ
L
d
˙t`1
. (5.7.4)
Proof. The locality property is obvious from the definition, while for the bound it suffices to write
| fφ ,ψ,tpg,oq| ď
´n
d
¯t |φ |8 ÿ
Pgpo,tq
ˆ
L
d
˙t
|ψ|8
ď
ˆ
L
d
˙t
|φ |8|ψ|8|Pgpo, tq|.
It is the same thing for Fψ,t .
The following crucial theorem gathers all the computations linked with expectations or variances
of those functionals when specialized on a tree pTx,xq with the distribution described before.
Theorem 19. Let ψ be any vector in Rn and t be an integer. For any i, j P rrs and for any φ P kerpPq,
the following identities are true.
Er fψ,ϕ j,tpTx,xqs “ ψpxqϕ jpxqµ tj (5.7.5)
Er fψ,φ ,tpTx,xqs “ 0 (5.7.6)
Er fψ,ϕi,tpTx,xq fψ,ϕ j,tpTx,xqs “ µ ti µ tjψpxq2Γptqi, j (5.7.7)
Er fψ,φ ,tpTx,xq2s “ ψpxq2 Q
tφ 2pxq
dt
. (5.7.8)
ErFµi,ϕi,tpTx,xq2s “ Q
tϕ i,ipxq
dt
. (5.7.9)
The proof consists in using the eigenvector equation to identify specific martingales and take
advantage of their properties to compute those expectations and variances. It is postponed to Section
5.9.
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5.7.2 Functionals on graphs: concentration
This section describes concentration of sum functionals on the graph G, having the form
ř
oPrns f pG,oq
where f : G˚Ñ R is any measurable function. The tools and spirit of this section are identical to [43,
Section 9], but slightly adapted to our needs.
The first proposition deeply exploits the fact that G is in fact a function of iid random variables
Mi, j; the Efron-Stein inequality is of great help here.
PROPOSITION 5.7.2 (Variance bound for graph functionals). Let f ,γ : G˚Ñ R be two t-local func-
tions for some t ď 2`, and such that | f pg,oq| ď γpg,oq and γ is non-decreasing by the addition of
edges. Then,
Var
¨˝ ÿ
oPrns
f pG,oq‚˛ď pc4 lnpnq2nκq2
d
E
„
max
oPrns
|γpG,oq|4

(5.7.10)
Proof. For any x, let Ex be the set of edges going out of x. The vector pExqxPrns is an iid vector.
Moreover, there is a measurable function F such thatÿ
oPrns
f pG,oq “ FpE1, . . . ,Enq.
Let us note Y “ FpE1, . . . ,Enq this sum, and for any x let us note Yx the same sum where Ex has been
emptied:
Yx “ FpE1, . . . ,Ex´1,∅,Ex`1, . . . ,Enq.
Equivalently, if Gx indicates the graph G where all the edges flowing out of x have been deleted, we
have
Yx “
ÿ
oPrns
f pGx,oq.
The Efron-Stein inequality tells us that
Var
¨˝ ÿ
oPrns
f pG,oq‚˛ď ÿ
xPrns
Er|Y ´Yx|2s. (5.7.11)
Fix o and x in rns. The fuction f is t-local, hence f pG,oq´ f pGx,oq is always zero, except maybe if x
is pG,oqt , or equivalently if o is in pG,xqt . As a consequence, we have
|Y ´Yx| ď
ÿ
oPrns
| f pG,oq´ f pGx,oq|
ď
ÿ
oPpG,xqt
|γpG,oq|` |γpGx,oq|
ď |pG,xqt |2max
oPrns
|γpG,oq|
where in the last line we used the fact that γ is non-decreasing by the addition of edges. By the
Cauchy-Schwarz inequality,
Er|Y ´Yx|2s ď
d
Er|pG,xqt |4sE
„
16max
oPrns
|γpG,oq|4

.
Finally, by (5.6.10) we have a constant c4 such that
Er|pG,xqt |4s ď c44D4tt4 lnpnq4. (5.7.12)
135
5.7. Graph functionals
Consequently, using p2dqt ď nκ and t ď lnpnq{2, we get
Er|Y ´Yx|2s ď pc4 lnpnq2nκq2
d
E
„
max
oPrns
|γpG,oq|4

which closes the proof of the proposition.
We now turn to a general comparison principle between graph functionals and the same functional
specified on trees.
Theorem 20. Let f ,γ : G˚ Ñ R be two t-local functions for some t ď 2`, and such that | f pg,oq| ď
γpg,oq and γ is non-decreasing by the addition of edges. Then, with probability greater than 1´
1{ lnpnq2, the following inequality is valid:ˇˇˇˇ
ˇˇ ÿ
xPrns
f pG,xq´E
»–ÿ
xPrns
f pTx,xq
fiflˇˇˇˇˇˇď c lnpnq3nκ?n~γ~ (5.7.13)
where ~γ~ is defined as
~γ~ “
ˆ
E
„
max
oPrns
γpG,oq4
˙ 1
4 _max
xPrns
`
Er|γpTx,xq|2s
˘ 1
2 . (5.7.14)
Proof. By the Chebyshev inequality and the variance bound in the preceding proposition, we haveˇˇˇˇ
ˇˇ ÿ
xPrns
f pG,xq´E
»–ÿ
xPrns
f pG,xq
fiflˇˇˇˇˇˇď c4 lnpnq3nκ~γ~ (5.7.15)
with probability greater than 1´ 1{ lnpnq2. We now compare the expectation in the LHS with its
counterpart on the trees.
Let E pxq denote the event “the coupling between pG,xq2` and pTx,xq2` fails"; as our functionals
are t-local, we have f pG,xq “ f pTx,xq on E pxq. We had proven in Proposition 5.6.4 that PpE pxqq ď
c lnpnqnκ{n. Consequently, by the Cauchy-Schwarz inequality,ˇˇˇˇ
ˇˇE ÿ
xPrns
f pG,xq´ f pTx,xq
ˇˇˇˇ
ˇˇď ÿ
xPrns
Er| f pG,xq|1E pxqs`Er| f pTx,xq|1E pxqs
ď
ÿ
xPrns
a
PpE pxqq
ˆb
ErγpG,xq|2s`
b
ErγpTx,xq|2s
˙
ď
c
c
lnpnqnκ
n
¨˝ ÿ
xPrns
b
ErγpG,xq|2s`
b
ErγpTx,xq|2s‚˛
ďacn lnpnqnκ max
xPrns
ˆ
ErγpG,xq|4s 14 `
b
ErγpTx,xq|2s
˙
ďacn lnpnqnκ~γ~
which is generously bounded by the RHS in the claim, upon adjusting the constant.
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5.8 Near eigenvectors: proofs
In this Section we prove Theorem 18, using the tools introduced earlier. Here is the route taken: first,
we prove different propositions related with precise bounds for the entries of the matrices U,V or
Φ˚A`Φ. Often, the error terms look like
c
b2 lnpnq6n3κ?
n
ˆ
L
d
˙`
or small variants; the reader might from now consider that all those terms are negligible in front of all
the quantities of interest. In fact, we will make sure that this is precisely true in the last section, as a
consequence of our choice for κ .
For functionals such as xϕ,Atϕy, the plan is simple: we justify why those functionals can be well-
approximated using the toolbox from the preceding section and then we use the computations done in
Theorem 19.
Bounding }A`PHK} is however much more difficult and will be done through a tangle-free decom-
position, in Subsection 5.8.4. Performing the high-trace method is long, so we postponed this part to
Section 5.10.
5.8.1 Entry-wise bounds for Theorem 18
PROPOSITION 5.8.1. On an event with probability greater than 1´ 1{ lnpnq, there is a constant c
such that for any i, j P rrs and t ď 2`, the following holds.ˇˇxϕi,Atϕ jy´µ tjδi, j ˇˇď cb2 lnpnq4n2κ?n
ˆ
L
d
˙t
. (5.8.1)
Proof. Fix i, j P rrs and t ď 2`. Using the notation already introduced in Definition 5.7.1, we define a
function f by
f pg,oq “ 1pg,oqt has no cycles fϕi,ϕ j,tpg,oq.
This function is clearly t-local — see Lemma 5.7.1 — and if pg,oqt has no cycles and is tangle-free,
then from (5.7.3), (H:incoherent), and (5.6.14),
| f pg,oq ď |ϕi|8|ϕ j|8
ˆ
L
d
˙t
|Pgpo, tq| (5.8.2)
ď 2b
2
n
ˆ
L
d
˙t
|pg,oqt | :“ γpg,oq. (5.8.3)
It is clear that this function γ is non-decreasing by the addition of edges.
Let us we note Vn the set of vertices such that pG,xqt is not tree like; in particular, if x is in Vn, then
the coupling between pG,xq`1 and pTx,xq`1 described in Section 5.6.4 fails. On the event of Proposition
5.6.5, we have |Vn| ď c lnpnq4nκ and the graph is t-tangle free, henceˇˇˇˇ
ˇˇxϕi,Atϕ jy´ ÿ
xPrns
f pG,xq
ˇˇˇˇ
ˇˇ“
ˇˇˇˇ
ˇ ÿ
xPVn
ϕipxqpAtϕ jqpxq
ˇˇˇˇ
ˇď 2b2cn
ˆ
L
d
˙t
lnpnq4nκ .
We now apply the concentration result in Theorem 20 to the function f . By the definition of γ and by
the growth bounds (5.6.5)-(5.6.10) we have
~γ~ “ 2b
2
n
ˆ
L
d
˙t
pErmax
xPrns
|pG,xqt |4s 14 _max
xPrns
Er|pTx,xqt |2s 12 q
ď cb
2
n
ˆ
L
d
˙t
lnpnq2nκ
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for some constant c. The error bound in Theorem 20 is thus
cb2 lnpnq5n2κ?
n
ˆ
L
d
˙t
.
Moreover, as computed in Theorem 19-(5.7.5), we have
E
»–ÿ
xPrns
f pTx,xq
fifl“ E
»–ÿ
xPrns
fϕi,ϕ j,tpTx,xq
fifl“ µ ti δi, j.
When gathering all the preceding bounds and adjusting c, we get
ˇˇxϕi,Atϕ jy´µ tjδi, j ˇˇď cb2 lnpnq5n2κ?n
ˆ
L
d
˙t
.
PROPOSITION 5.8.2. On an event with probability greater than 1´ 2{ lnpnq, there is a constant c
such that for any i, j P rrs and t ď 2`, the following holds.ˇˇˇ
xAtϕi,Atϕ jy´µ ti µ tjΓptqi, j
ˇˇˇ
ď cb
2 lnpnq5n3κ?
n
ˆ
L
d
˙2t
(5.8.4)
ˇˇˇ
xAtϕi,Atϕ jy´µ ti µ tjΓptqi, j
ˇˇˇ
ď cb
2 lnpnq5n3κ?
n
ˆ
L
d
˙2t
. (5.8.5)
Note that the second inequality is exactly the same as the first, except that we now look at A˚.
However, since A˚ and A are identical in distribution, one only has to prove the first one.
Proof. The proof is the same as for the proposition just before so we do not linger on details. Fix
i, j P rrs and t ď 2`. The right function here is f defined by
f pg,oq “ 1pg,oqt has no cycles f1,ϕi,tpg,oq f1,ϕ j,tpg,oq.
This function is clearly t-local and if pg,oqt has no cycles and is tangle-free,
| f pg,oq| ď |ϕi|8|ϕ j|8
ˆ
L
d
˙t
|Pgpo, tq|2 (5.8.6)
ď 2b
2
n
ˆ
L
d
˙2t
|pg,oqt |2 :“ γpg,oq. (5.8.7)
Let us we note Vn the set of vertices such that pG,xqt is not tree like. With probability greater than
1´1{ lnpnq we have |Vn| ď c lnpnq4nκ and the graph is t-tangle free, henceˇˇˇˇ
ˇˇxAtϕi,Atϕ jy´ ÿ
xPrns
f pG,xq
ˇˇˇˇ
ˇˇ“
ˇˇˇˇ
ˇ ÿ
xPVn
pAtϕiqpxqpAtϕ jqpxq
ˇˇˇˇ
ˇď 2b2cn
ˆ
L
d
˙t
lnpnq5n2κ .
We now apply Theorem 20. By the definition of γ and by (5.6.5)-(5.6.10) we have
~γ~ “ 2b
2
n
ˆ
L
d
˙2t
pErmax
xPrns
|pG,xqt |8s 14 _max
xPrns
Er|pTx,xqt |4s 12 q
ď cb
2
n
ˆ
L
d
˙2t
lnpnq2n2κ
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for some c. The error bound in Theorem 20 is thus
cb2 lnpnq5n3κ?
n
ˆ
L
d
˙2t
.
Moreover, as computed in Theorem 19-(5.7.7), we have
E
»–ÿ
xPrns
f pTx,xq
fifl“ E
»–ÿ
xPrns
f1,ϕi,tpTx,xq f1,ϕ j,tpTx,xq
fifl“ µ ti µ tjΓptqi, j .
When gathering all the preceding bounds we getˇˇˇ
xϕi,Atϕ jy´µ ti µ tjΓptqi, j
ˇˇˇ
ď cb
2 lnpnq5n3κ?
n
ˆ
L
d
˙2t
.
5.8.2 Rough bound on }At}
We prove (5.4.13). We pick any unit vector w PRn and we place ourselves on the good event described
in Subsection 5.6.3 and Proposition 5.6.5. Using }P}8 ď L{n and the Cauchy-Schwarz inequality, we
get
|Atw|2 “
ˇˇˇˇ
ˇˇ´nd¯2t ÿ
xPrns
˜ ÿ
x0“xÑx1Ñ¨¨¨Ñxt
t´1ź
s“0
Axs,xs`1wpxtq
¸2 ˇˇˇˇˇˇ
ď
´n
d
¯2t ˆL
n
˙2t ÿ
xPrns
¨˝ ÿ
xtPBB`px,tq
|wpxtq|‚˛
2
ď
ˆ
L
d
˙2t ÿ
xPrns
|BB`px, tq|2
ÿ
xtPBB`px,tq
|wpxtq|2
On the event described in Proposition 5.6.5, |BB`px, tq| ď |Gpx, tq| is smaller than c lnpnqnκ for every
x P rns. As a consequence we get
|Atw|2 ď c lnpnq2n2κ
ˆ
L
d
˙2t ÿ
xPrns
ÿ
xtPBB`px,tq
|wpxtq|2
ď c lnpnq2n2κ
ˆ
L
d
˙2t ÿ
xtPrns
|wpxtq|2
ÿ
xPBB´pxt ,tq
1
ď c lnpnq4n4κ
ˆ
L
d
˙2t
which clearly shows that }At} ď c lnpnq2n2κpL{dq2t for some adjusted constant c, the requested bound
in (5.4.13).
5.8.3 Control over the growth of a process
PROPOSITION 5.8.3. On an event with probability greater than 1´ 1{ lnpnq, one has for any t ď `,
for any w P HK and for any i P rr0s the following bound:
|xpA˚qtϕi,wy| ď cb4r lnpnq` cb
2 lnpnq6n3κ?
n
ˆ
L
d
˙`
ϑt (5.8.8)
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Proof. We follow the usual strategy. First, we note that by the mere definition of H, when w P HK we
have xpA˚q`ϕi,wy “ 0. Consequently,
µ´ti xpA˚qtϕi,wy “ µ´ti xpA˚qtϕi,wy´µ´`i xpA˚q`ϕi,wy
and from a telescopic sum we get
|µ´ti xpA˚qtϕi,wy| “
ˇˇˇˇ
ˇ`´1ÿ
s“t
µ´si xpA˚qsϕi,wy´µ´ps`1qi xpA˚qs`1ϕi,wy
ˇˇˇˇ
ˇ
ď
`´1ÿ
s“t
µ´si
ˇˇˇˇ
xpA˚qsϕi,wy´ 1µi xpA
˚qs`1ϕi,wy
ˇˇˇˇ
ď
`´1ÿ
s“t
µ´si
ˇˇˇˇ
pA˚qsϕi´ 1µi pA
˚qs`1ϕi
ˇˇˇˇ
(5.8.9)
where in the last line we used the Cauchy-Schwarz inequality. Let us fix s P r`s. We haveˇˇˇˇ
pA˚qsϕi´ 1µi pA
˚qs`1ϕi
ˇˇˇˇ2
“
ÿ
xPrns
Fµi,ϕi,spG,xq2
where Fµi,ϕi,s was the functional defined in (5.7.2). By the computation (5.7.9) from Theorem 19, we
have for any x P rns
ErFµi,ϕi,spTx,xq2s “ Q
sϕ i,ipxq
ds
so summing over x yields
E
»–ÿ
xPrns
Fµi,ϕi,spTx,xq2
fifl“ x1,Qsϕ i,iy
ds
.
We are going to use the concentration bound from Theorem 20. In preparation, we need a majorant γ;
it is given by (5.7.4) from Lemma 5.7.1. More precisely, we have
Fµi,ϕi,spg,oq ď |ϕi|8|Pgpo,s`1q|pL{dqs :“ γpg,oq.
Applying Theorem 20 yieldsˇˇˇˇ
ˇ
ˇˇˇˇ
pA˚qsϕi´ 1µi pA
˚qs`1ϕi
ˇˇˇˇ2
´ x1,Q
sϕ i,iy
ds
ˇˇˇˇ
ˇď c lnpnq3nκ?n~γ2~. (5.8.10)
The upper bound on ~γ~ is done as usual from the growth bounds in (5.6.5)-(5.6.10), and they yield a
constant c such that
~γ~ ď cb
2 lnpnq2n2κ
n
ˆ
L
d
˙s`1
.
From this and (5.8.10) we find that on a high-probability event, for any s, we haveˇˇˇˇ
ˇ
ˇˇˇˇ
pA˚qsϕi´ 1µi pA
˚qs`1ϕi
ˇˇˇˇ2
´ x1,Q
sϕ i,iy
ds
ˇˇˇˇ
ˇď cb2 lnpnq5n3κ?n
ˆ
L
d
˙s`1
and summing over all s between t and ` as in (5.8.9) yields
µ´ti xpA˚qtϕi,wy ď
`´1ÿ
s“t
d
x1,Qsϕ i,iy
pµ2i dqs
` cb
2 lnpnq6n3κ?
n
ˆ
L
d
˙`
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where we used
?
1`u ď 1` 0.5u and we adjusted the constant c. Then, we use (5.5.7) which tells
that x1,Qsϕ i,iy ď b8r2ρs. We get
|xpA˚qtϕi,wy| ď µ ti
ÿ`
s“t
b4rϑs
µsi
` cb
2 lnpnq6n3κ?
n
ˆ
L
d
˙`
ď b4r lnpnqϑt ` cb
2 lnpnq6n3κ?
n
ˆ
L
d
˙`
where we used the fact that µi ą ϑ, hence every term in the sum is dominated by the first term, and
there are less than `ď lnpnq terms inside the sum.
5.8.4 Norm of the remainder matrix: proof of (5.4.11)
Let us recall that H “ spanpv1, . . . ,vr0q “ impV q. Our goal in this section is to prove the last inequality
(5.4.11) in Theorem 17, namely that with high probability,
}A`PHK} “ max
wPHK,
|w|“1
|A`w| ďCϑ`
with C some constant depending polynomially on the parameters.
The tangle-free decomposition
We notice that if the graph G is `-tangle free then A` “ Ap`q where
Ap`qx,y “
´n
d
¯` ÿ
xPF`x,y
ź`
t“1
Pxt´1xt Mxt´1xt ,
and the sum runs over the set F`x,y of all paths px0, . . . ,x`q such that x0 “ x, x` “ y and the graph of the
path is tangle-free — we recall that tangle-free means that there are no more than one cycle, see the
definitions in Subsection 5.6.1 on page 128. More generally, F t denotes the set of all tangle-free paths
of length t, whatever their endpoints. We also define the matrices M and Ap`q by Ap0q “ Ap0q “ In, and
Mx,y “ Mx,y´ dn
Ap`qx,y “
´n
d
¯`ÿ
F`x,y
ź`
t“1
Pxt´1xt Mxt´1xt . (5.8.11)
We use the convention that the product over an emptyset is 1. Then we may write for any a,b PR`,
ź`
t“1
at “
ź`
t“1
bt `
ÿ`
k“1
˜
k´1ź
t“1
bt
¸
pak´bkq
˜ ź`
t“k`1
at
¸
.
We thus get
Ap`qx,y “ Ap`qx,y `
ÿ`
k“1
´n
d
¯`ÿ
F`x,y
k´1ź
t“1
Pxt´1xt Mxt´1xt
ˆ
d
n
Pxk´1xk
˙ ź`
t“k`1
Pxt´1xt Mxt´1xt .
This can then be rewritten as the following identity inMn,npRq:
Ap`q “ Ap`q`
ÿ`
k“1
Apk´1qPAp`´kq´
ÿ`
k“1
Rp`qk ,
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where
pRp`qk qx,y “
´n
d
¯`´1 ÿ
px0,...,x`qPPT k,`x,y
k´1ź
t“1
Pxt´1xt Mxt´1xt Pxk´1xk
ź`
t“k`1
Pxt´1xt Mxt´1xt
where the sum is over all ‘paths’ px0, . . . ,x`q such that px0, . . . ,xk´1q P Fk´1, pxk, . . . ,x`q P F`´k but
px0, . . . ,x`q is not in F`.
We now use the spectral decomposition P “ µ1ϕ1ϕ1˚ ` ¨¨ ¨` µrϕrϕr˚ . For any unit vector w, we
have
Apk´1qPAp`´kqw“ Apk´1q
rÿ
j“1
µ jϕ jxϕ j,Ap`´kqwy.
Hence, from the orthogonality of the ϕ j’s,
|Apk´1qPAp`´kqw| ď }Apk´1q}
ˇˇˇˇ
ˇ rÿ
j“1
µ jϕ jxϕ j,Ap`´kqwy
ˇˇˇˇ
ˇ
“ }Apk´1q}
gffe rÿ
j“1
µ2j xϕ j,Ap`´kqwy2. (5.8.12)
We have proven in (5.8.8) that on a high-probability event, the following holds for any t smaller
than ` and i P rr0s and w P HK:
|xϕi,Atwy| ď cb4r lnpnqϑt .
On the other hand, for i ą r0, we had proven in (5.8.5) that |pA˚qtϕi|2 ď µ2ti Γptqi,i . However, when
µi ą ϑ, the sum defining Γptqi,i is smaller than tb8r2ρ t{pµ2i dqt , so we have |pA˚qtϕi|2 ď cb8r2 lnpnqϑt .
As a consequence,
|xϕi,Atwy| ď |w||pA˚qtϕi|2 ď cb4r lnpnqϑt .
On the union of those events, the whole square root is thus bounded as follows (the constant c is
adjusted): gffe rÿ
j“1
µ2j xϕ j,Ap`´kqwy2 ď
gffecb2r r0ÿ
j“1
µ2j pϑ`´tq2
ď c lnpnqb2rϑt´`.
We can redefine the constant c and we get the following proposition.
LEMMA 5.8.4. On an event with probability at least 1´1{ lnpnq, one has
}A`PHK} ď }Ap`q}` c lnpnqb2r
ÿ`
k“1
}Apk´1q}ϑ`´t `
ÿ`
k“1
}Rp`qk }. (5.8.13)
We now need bounds on }Apk´1q},}Rp`qk }.
PROPOSITION 5.8.5. There exists a universal constant C such that if n ěC_pKrb2q6, with proba-
bility at least 1´1{n, the following holds for any k P t1, . . . , `u:
}Apkq} ď 2lnpnq15prb2L2{ρq2pϑ_ϑ0qk. (5.8.14)
}Rp`qk } ď 2
d
n
lnpnq24L`. (5.8.15)
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The proof of this proposition relies on a high-trace method. It is postponed to Section 5.10. We
can now conclude: with high probability, for some constant cą 0, we have
}A`PHK} ď }Ap`q}` c lnpnqb2r
ÿ`
k“1
}Apk´1q}ϑ`´t `
ÿ`
k“1
}Rp`qk }
ď lnpnq15C
ÿ`
k“0
rϑ_ϑ0s`` 2d` lnpnq
24
n
L`
ď lnpnq15C0`rϑ_ϑ0s`` 2d` lnpnq
24
n
L`
ďC lnpnq16rϑ_ϑ0s` (5.8.16)
with C0 :“ cb2rprb2L2{ρq2 in the third line. To get the last line, all we have to do is to note that
L`{n“ pL{dq`d`{nď ϑ`0d`{nď ϑ`0. The constant C in this last line is taken to be
C “Cpd,L,b,rq “ cb2rprb2L2{ρq2 (5.8.17)
with c some absolute constant.
5.8.5 Proof of Theorem 18
We gather the events and bounds from the last propositions in a fashionable and easy-to-read summary,
working out the error terms and presenting them in a way which keeps track of dependencies with the
parameters in the class K . The union of the three events in each of the three preceding propositions
has probability greater than 1´4{ lnpnq. The proof mainly relies on checking that the error terms are
as claimed in the statement of Theorem 18 and this is more or less the same thing for all the entries,
so we only do the first one.
For any α ą 0 we have lnpxq ď xα , hence for every n we have the lavish domination lnpnq20 ď
n0.001.
We recall that κ had been defined in (5.1.8) by
κ “ 0.249
3` lnpbqlnp2dq
. (5.8.18)
The pi, jq-entry of the matrix Φ˚A`Φ is precisely xϕi,A`ϕ jy, hence by (5.8.1) we have (with high
probability):
}Φ˚A`Φ´D`} ď r0}Φ˚A`Φ´D`}8 ď cr0b
2 lnpnq5n2κ?
n
ˆ
L
d
˙`
ď cr0b
2n2κ`0.001?
n
ϑ`0.
We write this two error term in the form r0b2δ . Our goal is to prove that δ is smaller than n´0.25,
ϑ` and ϑ`0, as in (5.4.12). Note that by the choice of κ we have 2κ`0.001´0.5 ă 0, so if n is large
enough it is clear that cn2κ`0.001´0.5 ă 1 hence δ ă ϑ`0 as requested. On the other hand (we omit
integer parts):
ϑ` “ n κ4lnp2dq lnpρ{dq ď n κ4lnp2dq lnpb4{dq
where we used ρ ď L2 ď b4. Simple rearrangements using our choice of κ now show that δ ď ϑ` and
similar computations show that δ is also smaller than n´0.25, as requested.
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5.9 Eigenwaves on Galton-Watson trees
This section carries out the details of the expectation and variance computation in Theorem 19. Let us
recall the notation, and especially the definition (5.7.1) of the functionals: if ψ,φ are two vectors in
Rn and t is an integer, then
fφ ,ψ,tpg,oq “
´n
d
¯t
φpıpoqq
ÿ
Pgpo,tq
Pıpoq,ıpx1q ¨ ¨ ¨Pıpxt´1q,ıpxtqˆψpıpxtqq.
5.9.1 An elementary computation on Poisson sums.
Let N be a Poipdq random variable, and let pXiq,pYiq two iid sequences of random variables, both being
independent from N ; we suppose that Xi is independent of Yj for i‰ j, but there might be a nontrivial
dependance between Xi and Yi. Let us note
A“
Nÿ
i“1
Xi B“
Nÿ
i“1
Yi.
The following (classical) identity will be crucial in the next sections. For convenience, we provide a
proof.
CovpA,Bq “ dErXY s. (5.9.1)
Proof of (5.9.1). Primary computations shows that ErAs“ dErXs and ErBs“ dErY s, hence CovpA,Bq“
ErABs´ErAsErBs “ ErABs´d2ErXsErY s. The first term ErABs is thus equal to
ErABs “ E
«
Nÿ
i“1
Nÿ
i“1
XiYj
ff
“
8ÿ
k“0
e´ddk
k!
E
«
kÿ
i“1
kÿ
i“1
XiYj
ff
“
8ÿ
k“0
e´ddk
k!
pkE rXY s` kpk´1qErXsErY sq
“ ErXY sErNs`ErXsErY sErNpN´1qs.
We have ErNpN´1qs “ d2, hence (5.9.1) holds true.
Identity (5.9.1) will be used many times in the following context. Fix one vertex x P rns and
suppose that X “ Px,UϕipUq and Y “ Px,Uϕ jpUq with U „Unifrns. By the eigenvector equation Pϕk “
µkϕk, we have ErXs “ pµidϕipxqq{n and ErY s “ pµ jdϕ jpxqq{n, hence in this case
ErXY s “ 1
n
ÿ
yPrns
P2x,yϕipyqϕ jpyq “ 1n2 pQϕ
i, jqpxq. (5.9.2)
These identities will be used later in variance computations.
5.9.2 Proof of a martingale property
Let x be a fixed element in rns and let pTx,xq be the random rooted marked tree described in Section
(5.6.1) and let Ft be the sigma-algebra generated by pTx,xqt ; from now on we will use the filtration
F “ pFtqtě0. The key observation for this whole section is that the process t ÞÑ µ´tk fφ ,ϕk,tpTx,xq is
indeed anF -martingale.
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LEMMA 5.9.1. Let φ be any vector and let ϕi be an eigenvector of P associated with the nonzero
eigenvalue µi. Then, the discrete-time stochastic process
Zt :“ 1µ ti
fφ ,ϕi,tpTx,xq
is anF -martingale.
From now on, the conditional expectation with respect to the sigma-algebra Ft will be noted Et
instead of Er¨|Fts.
Proof. It is clear that fφ ,ϕi,tpTx,xq “ φpxq f1,ϕi,tpTx,xq, hence it is sufficient to prove the martingale
property for Zt “ µ´ti f1,ϕi,tpTx,xq.
Let us fix an integer t. Then, upon factorizing up to depth t we have
Zt`1´Zt “ ˆ
n
dµi
˙t`1 ÿ
d`po,xq“t
tź
s“1
Pıpxs´1q,ıpxsq
˜ ÿ
xtÑy
Pıpxtq,ıpyqϕipıpyqq´
dµi
n
ϕipıpxtqq
¸
.
Let us note ∆t “ Zt`1´Zt the martingale increment. Then,
Etr∆ts “ ˆ
n
dµi
˙t`1 ÿ
d`po,xq“t
tź
s“1
Pıpxs´1q,ıpxsqEt
« ÿ
xtÑy
Pıpxtq,ıpyqϕipıpyqq´
dµi
n
ϕipıpxtqq
ff
.
Let X1,X2, . . . be iid random variables with the following distribution (conditionally onFt):
PtpX “ Pıpxtq,zϕipzqq “
1
n
for each z P rns.
In other words, conditionnally on Ft , the rv’s Xs are iid samples with distribution Pıpxtq,UϕipUq with
U „ Unifrns, just as in the end of the preceding paragraph.
It is clear that for every children y of xt , the random variable Pıpxtq,ıpyqϕipıpyqq has this distribution,
and as already noted,
ErXs “ 1
n
ÿ
zPrns
Pıpxtq,zϕipzq “
1
n
pPϕiqpıpxtqq “ µin ϕipıpxtqq.
The number N of children of xt has a Poipdq distribution, and is independent ofFt , hence
Et
« ÿ
xtÑy
Pıpxtq,ıpyqϕipıpyqq´
dµi
n
ϕipıpxtqq
ff
“ Et
«
Nÿ
s“1
Xs
ff
´ dµi
n
ϕipıpxtqq
“ dErXs´ dµi
n
ϕipıpxtqq
“ 0.
We have Etr∆ts “ 0 and the martingale property for Zt is true.
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5.9.3 Proof of (5.7.5)-(5.7.6)
The proof of these two identities is straightfoward. Indeed, the martingale property for Zt “ µ´ti fψ,ϕi,tpTx,xq
shows that
Er fψ,ϕi,tpTx,xqs
µ ti
“ ErZts “ ErZ0s “ ψpxqϕipxq
which is exactly (5.7.5). For (5.7.6), one only has to note that the computations in the last section also
show that if Pϕ “ µϕ for any µ (possibly zero), then for any t ą 0 we have
Er fψ,ϕ,tpTx,xq “ ψpxqϕpxqµ t
hence (5.7.6), when µ is zero.
5.9.4 Proof of (5.7.7)-(5.7.9)
We fix i, j in rrs and x in rns for the rest of the proof. Clearly, it is enough to do the computations with
ψ “ 1. We set
Zit “
f1,ϕi,tpTx,xq
µ ti
and
∆t “ EtrpZit`1´ZitqpZ jt`1´Z jt qs.
The Zi are martingales, hence
ErZit Z jt s “ Er∆0`¨¨ ¨`∆t´1s.“ Er∆0s` ¨ ¨ ¨`Er∆t´1s.
Our goal is to compute those ∆s. First, we have
∆t “
ˆ
n2
µiµ jd2
˙t`1 ÿ
d`po,xq“t
d`po,x1q“t
t´1ź
s“0
Pıpxsq,ıpxs`1qPıpx1sq,ıpx1s`1qˆEpxt ,x1tq (5.9.3)
where the sum runs over all the couples of paths of length t started at the root: o “ x0 Ñ x1 Ñ ¨¨ ¨xt
and x10 “ oÑ x11 Ñ ¨¨ ¨ Ñ x1t , and where Epxt ,x1tq is given by
Et
«˜ ÿ
xtÑy
Pıpxtq,ıpyqϕ jpıpyqq´
dµ jϕ jpıpxtqq
n
¸
ˆ ¨˝ ÿ
xt 1Ñy1
Pıpx1t q,ıpy1qϕkpıpy1qq´
dµk
n
ϕkpıpx1tqq‚˛
fifl .
We have already computed those expectations in (5.9.1). More precisely, when xt ‰ x1t , the content
of the two parentheses inside the expectation are totally independent and centered, hence the only
contributions to (5.9.3) correspond to the summands where xt “ x1t . In this case, (5.9.1) and (5.9.2)
yields
Epxt ,xtq “ dn2 Qϕ
i, jpıpxtqq.
We thus have
∆t “ dn2
ˆ
n2
µiµ jd2
˙t`1 ÿ
d`po,xq“t
t´1ź
s“0
P2ıpxsq,ıpxs`1qQϕ
i, jpıpxtqq. (5.9.4)
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Since our goal is to compute Er∆ss for any s, we now apply repeated conditioning: Er∆ts“ErE0rE1r...Esr∆ss . . . s.
By the computations done earlier, it is easy to see that
Er∆ss “
ˆ
d
n2
˙s`1ˆ n2
µiµ jd2
˙s`1
Qsϕ i, jpıpxqq “ Q
sϕ i, jpıpxqq
pµiµ jdqs .
This directly gives identity (5.7.9). Identity (5.7.7) also readily follows:
Er fφ ,ϕi,tpTx,xq fφ ,ϕ j,tpTx,xq “ µ ti µ tjφpxq2ErZit Z jt s
“ µ ti µ tjφpxq2
tÿ
s“0
pQsϕ i, jqpıpxqq
pµiµ jdqs
“ µ ti µ tjφpxq2Γptqi, j .
5.9.5 Proof of (5.7.8)
We do the same thing as before, but instead of looking at µ´ti f1,φ ,tpTx,xq we directly do the computa-
tions on f1,φ ,tpTx,xq. The rest is identical.
5.10 Proof of Proposition 5.8.5
In this section, we prove Proposition 5.8.5. The proof relies on the expected high trace method intro-
duced in random matrix theory by Füredi and Komlòs [81] and on techniques developed in [43] for
sparse random matrices.
5.10.1 Norm of Apkq
In this subsection, we prove the following lemma. We set
ϑ0 “ Ld and ϑ“
c
ρ
d
.
LEMMA 5.10.1. There exists a universal constant c0 ě 3 such that for all integers 1ď k ď lnpnq and
ně c0_pKbr2q6, ´
E
!
}Apkq}2m
)¯ 1
2m ď lnpnq14pKrb2q2pϑ_ϑ0qk,
where m“ lnpn{pKrb2q3q{p12lnplnpnqqq.
From Markov inequality, Lemma 5.10.1 implies Equation (5.8.14). We start the proof of Lemma
5.10.1 by the norm identities
}Apkq}2m “ }ApkqApkq˚}m “
›››´ApkqApkq˚¯m››› .
From the trace formula, we get
}Apkq}2m ď tr
!´
ApkqApkq˚
¯m)
“
ÿ
px1,...,x2mq
mź
t“1
pApkqqx2t´1x2t pApkqqx2t`1x2t ,
where the product if over all px1, . . . ,x2mq in rns2m and we have set x2m`1 “ x1. From the definition of
Apkq in (5.8.11), taking expectation, we get
E}Apkq}2m ď
´n
d
¯2kmÿ
γ
E
2mź
i“1
kź
t“1
Pγi,t´1γi,t Mγi,t´1γi,t , (5.10.1)
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where the sum is over all γ “ pγ1, . . . ,γ2mq with γi “ pγi,0, . . . ,γi,kq P Fk and the boundary conditions:
for all i P rms,
γ2i,0 “ γ2i`1,0 and γ2i´1,k “ γ2i,k
with γ2m`1 “ γ1.
We associate to an element γ as above, a directed graph Gγ “ pVγ ,Eγq with vertices Vγ “ tγi,t : 1ď
iď 2m,0ď t ď ku and edge set Eγ “ tpγi,t´1,γi,tq : 1ď iď 2m,1ď t ď ku. This graph may have loops
(edges of Eγ of the form px,xq) and inverse edges (pair of edges px,yq and py,xq in Eγ ). From the above
boundary conditions, the graph Gγ is simply connected. In particular, the genus of Gγ is non-negative:
|Eγ |´ |Vγ |`1ě 0. (5.10.2)
Each oriented edge e P Eγ has a multiplicity me defined as the number of times it is visited by γ:
me “
ÿ
pi,tqPr2msˆrk´1s
1Ipγi,t ,γi,t`1q“e.
By construction, ÿ
ePEγ
me “ 2km. (5.10.3)
We may now estimate the expectation on the right-hand side of (5.10.1). Recall that the random
variables Mxy “ pMxy´d{nq, x,y, are iid, centered, bounded by 1 and with variance pd{nq´pd{nq2. It
follows that for any pě 1, |ErMpxys| ď d{n. We deduce that
E
2mź
i“1
kź
t“1
Pγi,t´1γi,t Mγi,t´1γi,t “
ź
ePEγ
Pmee ErMme11 s ď
ˆ
d
n
˙|Eγ |ź
ePEγ
|Pe|me .
Moreover, the above expectation is zero unless all edges have multiplicity at least 2. From (5.10.1),
we thus obtain that
E}Apkq}2m ď
ÿ
γPWk,m
´n
d
¯2km´|Eγ |ź
ePEγ
|Pe|me , (5.10.4)
where Wk,m is the set of paths γ as above such that each edge of Eγ is visited at least twice.
We now organize the sum (5.10.4) in terms of the topological properties of the paths. We introduce
the equivalence class in Wk,m, we write γ „ γ 1 if there exists a permutation σ P Sn such that γ 1 “ σ ˝ γ ,
where σ acts on γ by mapping γi,t to σpγi,tq. We denote by Wk,m the set of equivalence classes. Obvi-
ously, |Vγ | and |Eγ | are invariant in each equivalence class. For a,s integers, we denote by Wk,mps,aq
the equivalence classes such that |Vγ | “ s and |Eγ | “ a. From (5.10.2), Wk,mps,aq is empty unless
a´ s`1ě 0. Our first lemma is a rough estimate on Wk,mps,aq.
LEMMA 5.10.2. Let a,sě 1 be integers such that a´ s`1ě 0. We have
|Wk,mps,aq| ď p2kmq6mpa´s`1q`2m.
Proof. This lemma is contained in the proof of [43, Lemma 17]. We reproduce the proof for the reader
convenience. Let γ “ pγ1, ¨ ¨ ¨ ,γ2mq PWk,m. We order the set T “ tpi, tq : 1ď iď 2m,0ď t ď k´1uwith
the lexicographic order. We think of T as time. For 0ď t ď k´1 and i odd, we define ei,t “ pγi,t ,γi,t`1q,
yi,t “ γi,t`1, while for i even, we set ei,t “ pγi,k´t´1,γi,k´tq, yi,t “ γi,k´t´1 (in words: we reverse γi for
even i). A vertex x PVγztγ1,1u is visited for the first time at τ P T if yτ “ x and for all smaller σ P T ,
yσ ‰ x.
We pick a distinguished path in each equivalence class by saying that γ PWk,m is canonical if
Vγ “ t1, . . . , |Vγ |u, γ1,1 “ 1 and vertices are first visited in order. There exactly one canonical path in
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each equivalence class. We thus aim for an upper bound on the number of canonical paths in Wk,m
with |Vγ | “ s and |Eγ | “ a by designing an injective map (or encoding) on such canonical paths.
Our goal is to retrieve unambiguously the values of yτ ,τ P T, from minimal information. For τ P T ,
we say that τ is a first time, if yτ has not been seen before. If τ is a first time the edge eτ is called
a tree edge. By construction, the set of tree edges is a sub-graph of Gγ with no weak cycle (without
orientation) and vertex set Vγ . We call the other edges of Gγ the excess edges. Any vertex different
from 1 has its associated tree edge. It follows that the number of excess edges is
g“ a´ s`1.
If eτ is an excess edge, we say that τ is an important time. Other times are tree times (visit of a tree
edge which has been seen before).
The set Ti “ tpi, tq : 0ď t ď k´1u is composed by the successive repetitions of piq a sequence of
the tree times (possibly empty), piiq a sequence of first times (possibly empty), piiiq an important time.
We build a first encoding of canonical paths. We mark the important times pi, tq by the vector
pyi,t ,yτ´1q, where τ P Ti Y tpi,kqu is the next time that eτ will not be a tree edge (by convention
τ “ pi,kq if γi remains on the tree after pi, tq). We can reconstruct a canonical path γ PWk,m, from the
positions of the important times and their marks. Indeed, this follows from two observations p1q there
is at most one path between two vertices in an oriented tree, and p2q if v vertices has been seen so far
and τ is a first time then yτ “ v`1. It is our first encoding.
We refine this encoding by using the assumption that for each i, γi is tangle-free. We partition
important times into three categories, short cycling, long cycling and superfluous times as follows.
Assume that γi contains a cycle. Consider the smallest time pi, t1q such that yi,t1 P tyi,´1, ...,yi,t1u,
where yi,´1 “ γi,0 for odd i and yi,´1 “ γi,k for even i. Let ´1ď t0 ď t1 be such that yi,t1 “ yi,t0 . By the
assumption of γi being tangle-free, C “ pyi,t0 , ¨ ¨ ¨ ,yi,t1q is the only directed cycle visited by γi. The last
important time, say pi, tiq, before pi, t1q is called the short cycling time. We denote by t2 the next time
after pi, t1q that is not an edge of C (γi circles around C between times pi, t0q and pi, t2q). We modify the
mark of the short cycling time as pyi,ti ,yi,t1 ,yτ´1q where τ P TiYtpi,kqu is the next time after pi, t2q that
eτ will not be a tree edge (by convention τ “ pi,kq if γi remains on the tree). Important times pi, tq with
0 ď t ă ti or t2 ď t ď k´ 1 are called long cycling times. The other important times are superfluous.
The key observation is that for each 1ď iď 2m, the number of long cycling times pi, tq is bounded by
g´1 (since there is at most one cycle, no edge of γi can be seen twice outside those of C, ´1 coming
from the fact that the short cycling time is an important time). Now consider the case where the i-th
path does not contain a cycle, then all important times are called long cycling times and their number
is bounded by g.
We can reconstruct a canonical path γ PWk,m, from the sole positions of the short and long cycling
times and their marks. This our second encoding. For each i, there are at most pk` 1qg ways to
position the short and long cycling times of Ti, s2 possibilities for the mark of a long cycling time and
s3 possibilities for the mark of a short cycling time. We deduce that
|Wk,mps,aq| ď pk`1q2mgps2q2mpg´1qps3q2m.
Since sď 2km, the conclusion follows.
Our second lemma bounds the contributions of paths in each equivalence class. This lemma is the
new main technical difference with [43].
LEMMA 5.10.3. Let γ PWk,m such that |Vγ | “ s and |Eγ | “ a. We haveÿ
γ 1:γ 1„γ
ź
ePEγ1
|Pe|me ď n´2km`sKkm´apKrb2q3pa´sq`4mρkm.
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Proof. We first express the product of entries of P in terms of the matrix Q:ź
ePEγ
|Pe|me “
ź
ePEγ
|Pe|me´2P2e ď
ˆ?
ρK
n
˙2km´2a ź
ePEγ
Qe
n
,
where we have used (5.10.3), me ě 2 and max |Pxy| “ ?ρK{n.
The statement of the lemma immediately follows from the claim:ÿ
γ 1:γ 1„γ
ź
ePEγ1
Qe ď ρans´apKrb2q3pa´sq`4m (5.10.5)
Indeed, let us check (5.10.5). Let us define the degree of a vertex x in Vγ as the sum of in-degrees and
out-degrees:
ř
i,tp1Iγi,t´1“x`1Iγi,t“xq. Let sk and sěk be the set of vertices of degree k and at least k. We
have
s1` s2` sě3 “ s and s1`2s2`3sě3 ď
ÿ
k
ksk “ 2a.
Subtracting the right-hand side to twice the left-hand side, we find
sě3 ď 2pa´ sq` s1 ď 2pa´ sq`2m.
The bound s1 ď 2m comes from the fact that only the vertices γi,0 and γi,k, with i P r2ms, can be of
degree 1. Indeed, other vertices are of degree at least 2: for 1ď t ď k, γi,t has in-degree at least 1 and
out-degree at least 1.
Consider the set Vˆγ of vertices Vγ which are of degree 1 or of degree at least 3. In other words,
VγzVˆγ is the set of vertices of degree 2. From what precedes
sˆ“ |Vˆγ | ď 2pa´ sq`4m. (5.10.6)
We may partition the edges of Eγ into aˆ sequences of edges of the form, for 1ď jď aˆ, eˆ j“pe j,1, . . . ,e j,q jq,
with e j,t “ px j,t´1,x j,tq P Eγ , x j,0,x j,q in Vˆγ and x j,t R Vˆγ for 1ď t ď q j´1. By construction
aˆÿ
j“1
q j “ a. (5.10.7)
We consider the directed graph Gˆγ on the vertex set Vˆγ whose aˆ edges are, for 1 ď j ď aˆ, px j,0,x j,q jq
(this is a multi-graph: if two sequences eˆ j and eˆi, i‰ j, have the same extreme vertices, it creates two
edges). It is straightforward to check that this operation preserves the genus:
a´ s“ aˆ´ sˆ. (5.10.8)
For ease of notation, let y1, ¨ ¨ ¨ ,ysˆ be the elements of Vˆγ . Let a j and b j the indices such that
x j,0 “ ya j and x j,q j “ yb j . Summing over all possible vertices, we getÿ
γ 1:γ 1„γ
ź
ePEγ1
Qe ď
ÿ
py1,¨¨¨ ,ysˆqPrnssˆ
aˆź
j“1
Qq jya j yb j ,
where we have used that ÿ
px j,1,¨¨¨ ,x j,q j´1q
q jź
t“1
Qx j,t´1x j,t “ Qq jx j,0,x j,q j .
We apply (5.5.10) and find ÿ
γ 1:γ 1„γ
ź
ePEγ1
Qe ď
ÿ
py1,¨¨¨ ,ysˆqPrnssˆ
aˆź
j“1
ˆ
Krb2ρq j
n
˙
.
Using (5.10.6)-(5.10.8), we have aˆď 3pa´ sq`4m and, from (5.10.7), Equation (5.10.5) follows.
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We are ready for the proof of Lemma 5.10.1.
Proof of Lemma 5.10.1. Note thatWk,mps,aq is empty unless 0ď s´1ď aď km (since each edge has
multiplicity at least 2, we have 2|Eγ | ď 2km from (5.10.3)) From (5.10.4), we get
E}Apkq}2m ď
kmÿ
a“1
a`1ÿ
s“1
´n
d
¯2km´a|Wk,mps,aq| max
γPWk,mps,aq
ÿ
γ 1:γ 1„γ
ź
ePEγ1
|Pe|me .
Using Lemma 5.10.2 and Lemma 5.10.3, we arrive at
E}Apkq}2m ď n
kmÿ
a“1
8ÿ
g“0
da´2kmp2kmq6mg`2mn´gKkm´apKrb2q3g`4m´3ρkm
“ nϑ2kmp2kmq2mpKrb2q4m´3
kmÿ
a“1
ˆ
K
d
˙km´a 8ÿ
g“0
ˆpKrb2q3p2kmq6m
n
˙g
,
where we have performed the change of sÑ g“ a´ s`1 and used ϑ“aρ{d.
Recall kď lnpnq. We take m“ rlnpn{pKrb2q3q{p12lnplnpnqqqs. If něCpKrb2q3 for some universal
constant C, we find that
pKrb2q3p2kmq6m
n
ď 1
2
.
We deduce that
E}Apkq}2m ď nϑ2km
ˆ
1_ K
d
˙km
p2kmq2mpKrb2q4mp2kmq.
For our choice of m, 2km ď lnpnq2{ lnplnpnqq and, if ?n ě pKrb2q3, then n1{p2mq ď lnpnq12. The
conclusion follows easily.
5.10.2 Norm of Rp`qk
In this subsection, we prove (5.8.15).
LEMMA 5.10.4. There exists a universal constant c1 ě 3 such that for all integers 1ď k ď `ď lnpnq
and ně c1, ´
E
!
}Rp`qk }2m
)¯ 1
2m ď d
n
lnpnq23L`,
where m“ lnpnq{p24lnplnpnqqq.
The proof follows from the same line than the proof of Lemma 5.10.1. It is also essentially
contained in [43]. To avoid repetitions, we only focus on the main differences with the proof of
Lemma 5.10.1. The computation leading to (5.10.1) gives
E}Rp`qk }2m ď
´n
d
¯2p`´1qmÿ
γPW 1`,m
E
2mź
i“1
ź`
t“1
Pγi,t´1γi,t
´
1ItăkMγi,t´1γi,t `1It“k`1ItąkMγi,t´1γi,t
¯
, (5.10.9)
where W 1`,m is the set of γ “pγ1, . . . ,γ2mqwith γi“pγi,0, . . . ,γi,`q RF`, pγi,0, . . . ,γi,k´1q PFk´1, pγi,k`1, . . . ,γi,`q P
F`´k and the boundary conditions: for all i P rms,
γ2i,0 “ γ2i`1,0 and γ2i´1,` “ γ2i,`
with γ2m`1 “ γ1.
We associate to an element γ PW 1`,m the directed graph G1γ “ pV 1γ ,E 1γq with vertices V 1γ “ tγi,t : 1ď
iď 2m,0ď t ď `u and edge set E 1γ “ tpγi,t´1,γi,tq : 1ď iď 2m,1ď t ď `, t ‰ ku. The graph Gγ is not
necessarily weakly connected (since E 1γ does not contain the edges pγi,k´1,γi,kq). However, we have
the following observation.
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LEMMA 5.10.5. If γ is as above then each connected component of of G1γ contains a cycle. In
particular, |E 1γ | ě |V 1γ |.
Proof. By recursion, it is then enough to check that each connected component of G1γi contains a cycle.
By assumption, γi “ pγi,0, . . . ,γi,`q R F` contains two distinct cycles. Up to recomposing a new cycle,
we may assume without loss of generality that the edge pγi,k´1,γi,kq is in zero or one of the two cycles.
If it is in one of them, then the graph G1γi is weakly connected and it contains the other cycle. Assume
now that pγi,k´1,γi,kq is in none of the two cycles. If G1γi is weakly connected, there is nothing to prove.
If G1γi is not weakly connected, then the two connected components are the vertices of pγi,0, . . . ,γi,k´1q
and pγi,k, . . . ,γi,`q. Since these two paths are tangle-free, each must contain exactly one of the two
cycles and the statement follows.
Using the independence of the entries of M and |Pxy| ď L{n,
E
2mź
i“1
ź`
t“1
Pγi,t´1γi,t
´
1ItăkMγi,t´1γi,t `1It“k`1ItąkMγi,t´1γi,t
¯
ď
ˆ
d
n
˙|E1γ |ˆL
n
˙2`m
.
We thus obtain that
E}Rp`qk }2m ď
ˆ
d
n
˙2mˆL
d
˙2`m ÿ
γPW 1`,m
ˆ
d
n
˙|E1γ |
, (5.10.10)
We introduce the equivalence class in W 1`,m, we write γ „ γ 1 if there exists a permutation σ P Sn
such that γ 1 “ σ ˝ γ , where σ acts on γ by mapping γi,t to σpγi,tq. We denote by W 1`,mps,aq the set of
equivalence classes such that |V 1γ | “ s and |E 1γ | “ a. From Lemma 5.10.5, Wk,mps,aq is empty unless
aě s. We have the following estimate on W 1`,mps,aq.
LEMMA 5.10.6. Let aě sě 1 be integers. We have
|W 1`,mps,aq| ď p2`mq12mpa´sq`22m.
Proof. A proof is contained in [43, Lemma 18]. We give a proof for the reader convenience. We order
the sets T 1 “ tpi, tq : 1ď iď 2m,1ď t ď `´1, t ‰ ku and T “ tpi, tq : 1ď iď 2m,1ď t ď `´1u with
the lexicographic order. We think of T and T 1 as times. If τ P T 1, we denote τ´ the largest element
in T 1 smaller than τ . By convention p1,0q´ “ p1,´1q. For τ P T , we define eτ and yτ as in Lemma
5.10.2 and we say γ PW 1`,m is canonical if V 1γ “ t1, . . . , |V 1γ |u, γ1,1 “ 1 and vertices are first visited in
order. We aim for an upper bound on the number of canonical paths in W 1`,m with |V 1γ | “ s and |E 1γ | “ a
by designing an injective map.
We define a sequence of growing sub-forests pFτqτPT 1 of G1γ as follows. We start with Fp1,´1q, the
trivial graph with no edge and a γ1,1 “ 1 as unique vertex. For τ P T 1, we say that τ is a first time, if
adding eτ to Fτ´ does not create a weak cycle. If τ is a first time the edge eτ is called a tree edge and
we define Fτ as the union of eτ and Fτ´ . Otherwise, Fτ “ Fτ´ . We set F “ F2m,`. By construction,
the set of tree edges is a sub-graph of G1γ with no weak cycle and vertex set V 1γ . Moreover, the weak
connected components of G1γ and F are equal. We call the other edges of G1γ the excess edges. In each
weak connected component of G1γ there are at most g “ a´ s` 1 excess edges. Indeed, if a1, s1 are
the numbers of directed edges and vertices of a connected component, then there are a1´ s1`1 excess
edges in this connected component. However by Lemma 5.10.5, a1´ s1 ď a´ s. If eτ is an excess
edge, we say that τ P T 1 is an important time. Other times in T 1 are tree times (visit of a tree edge
which has been seen before).
Let ki “ k for odd i and ki “ k´``1 for even i. We define the sets T 1i “ tpi, tq : 0ď t ď ki´1u and
T 2i “ tpi, tq : ki ď t ď `u. For each i, there could be a special first time pi, tq P T 2i , called the merging
time, such that a connected component of Fpi,tq´ merges into a connected component of Fi,ki´1 by the
addition of ei,t .
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The sets T εi are composed by the successive repetitions of piq a sequence of the tree times (possibly
empty), piiq a sequence of first times (possibly empty), piiiq an important time or the merging time.
We mark the important and merging times (for ε “ 2) pi, tq P T εi by the vector pyi,t ,yτ´1q, where
τ P T εi Ytpi,kiqu is the next time that eτ will not be a tree edge (by convention τ “ pi,kiq if T εi only
contains tree times after pi, tq). We can reconstruct a canonical path γ PW 1`,m, from the positions of the
merging and important times and their marks.
We refine this encoding by partitioning important times into three categories, short cycling, long
cycling and superfluous times exactly as done in Lemma 5.10.2, except that there are short and long
cycling times for each i and ε P t1,2u in the sequence T εi . There are either 0 short cycling times and
at most g long cycling times, or 1 short cycling time and at most g´1 long cycling time (because in
each connected component of G1γ there are at most g excess edges).
We can reconstruct a canonical path γ PW 1`,m, from the positions of the merging, short and long
cycling times and their marks. There are at most `2m ways to position the merging times. For each
i,ε , there are at most `g ways to position the short and long cycling times of T εi , s2 possibilities for the
marks of a merging or long cycling time and s3 possibilities for the marks of a short cycling time. We
deduce that
|W 1`,mps,aq| ď `4mg`2mps2q4mpg´1q`2mps3q4m.
Since sď 2`m, the conclusion follows.
We are ready for the proof of Lemma 5.10.4.
Proof of Lemma 5.10.4. There are npn´1q ¨ ¨ ¨ pn´ s`1q elements of W 1`,m in an equivalence class in
W 1`,mps,aq. From (5.10.10) and Lemma 5.10.6 we get
E}Rp`qk }2m ď
ˆ
d
n
˙2mˆL
d
˙2`m 2`mÿ
a“1
aÿ
s“1
nsp2`mq12mpa´sq`22m
ˆ
d
n
˙a
,
We perform the change of variable sÑ p“ a´ s:
E}Rp`qk }2m ď
ˆ
d
n
˙2mˆL
d
˙2`m
p2`mq22m
2`mÿ
a“1
da
8ÿ
p“0
ˆp2`mq12m
n
˙p
.
Recall ` ď lnpnq and d ě 1. We take m “ rlnpnq{p24lnplnpnqqqs. If n ě c1 for some universal
constant c1, we find that
p2kmq12m
n
ď 1
2
.
We deduce that
E}Rp`qk }2m ď
ˆ
d
n
˙2m
L2`mp2`mq22mp2`mq.
For our choice of m, 2`mď lnpnq2. The conclusion follows easily.
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Appendix A
Introduction: english version
In this introduction, I will focus on presenting the works done during these three years of PhD. They
mainly focus on the spectra of random graphs or matrices. An important idea underlying a conse-
quential part of modern research in applied mathematics is that the greatest eigenvalues of a matrix
are those that provide the best information about this matrix. It is therefore of great interest to have
detailed descriptions of these eigenvalues. I will try to present this importance as much as possible
through this dissertation.
The first work of this thesis is inspired by the prepublication The spectral gap of sparse random di-
graphs ([62]). I study the second eigenvalue of the transition matrix on directed configuration graphs:
in this model, the incoming and outcoming degrees d´i and d
`
i of each vertex is specified, then one
takes a directed multigraph G uniformly at random among the graphs that have these degrees. The sec-
ond eigenvalue of the transition matrix is then upper bounded, the bound being explicit and depending
only on the degrees; this allows us to solve Alon’s directed conjecture, on regular directed graphs.
In general, an important question in graph theory is to link a graph to its degree sequence; one can
first ask whether, given integers pd1, . . . ,dnq, it is possible to construct a graph G with these degrees.
This is not always the case: the question was entirely solved by Erdo˝s and Gallai in the 1960s, and
generated a whole field of research on the possibility of reconstructing graphs from local information
such as degrees. In the second work presented here, inspired by a paper in collaboration with Charles
Bordenave ([41]), we are interested in the existence of graphs with given neighborhoods, the question
having recently emerged in the context of local graph convergence.
These first two parts are relatively akin by their object, graphs and degrees. The third part, the
result of a collaboration with Justin Salez ([63]), slightly differs from them; the main object remains
the large random graphs with few edges, but we study the nature of the spectrum, and in particular
the existence of a continuous part, which corresponds to the notion of extended states from quantum
mechanics. In particular, we prove a criterion for the existence or absence of extended states in the
spectrum of a very general model, unimodular Galton-Watson trees. This allowed us to answer a
question asked by physicists Bauer and Golinelli in 2001.
Finally, in the last part, resulting from a collaboration with Charles Bordenave and Raj Rao
Nadakuditi, I present some results on the large eigenvalues of diluted matrices. We consider a directed
Erdo˝s-Rényi graph on n vertices, in the diluted regime where the average degree is d, independent of
n. Each edge pi, jq of the graph is weighted by a weight Pi, j. The goal is to obtain information on
the matrix P from the observation of the weighted adjacency matrix A; this is the problem of matrix
completion, which has been extensively studied for about fifteen years. We show a spectacular phase
transition: under natural assumptions on P, there is a threshold ϑ“ ϑpP,dq such that the largest eigen-
values of pn{dqA converge as nÑ8 towards eigenvalues of P greater than ϑ. All other eigenvalues
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of pn{dqA are contained in Dp0,ϑq. We also show that the eigenvectors of A associated with these
eigenvalues are correlated with the corresponding eigenvectors of P. This result is unexpected, as it
shows that (weak) reconstruction of P or part of P is feasible even in the regime where d is fixed.
This introduction provides a full description of these results, as well as background information
on each of the covered areas. First (§A.1), I give some generalities about the spectra of matrices
and graphs, before describing the theory of local convergence that underlies all the works presented
here. The other chapters (§A.2-A.5) are devoted to the work mentioned above and are relatively
independent.
Finally and most importantly, I give in conclusion (§A.6, page 185) two ideas that stem from this
thesis: the diluted regime (where d is really small) is the interesting regime from the point of view of
applications, and sometimes it is better to un-symmetrize problems that are naturally symmetrical, a
promising program considering recent works in statistics.
A.1 Convergence of the spectrum
We begin by recalling some classical notions of linear algebra and graph theory, then we describe the
convergence of graphs in the sense of Benjamini-Schramm.
Eigenvalues
Any symmetric matrix A PMn,npRq has a spectral decomposition, in the sense that it is written
A“ λ1ϕ1ϕ1˚ `¨¨ ¨`λnϕnϕn˚ , (A.1.1)
with λ1 ě ¨¨ ¨ ě λn its eigenvalues, and ϕi an orthonormal family of associated eigenvectors. Eigen-
values capture a large amount of information about the matrix A, and have very useful classical char-
acterizations, for example
λi “ max
VPVi,n
min
xPV|x|“1
xx,Axy (A.1.2)
where Vi,n is the set of subspaces of Rn with dimension i. The study of the eigenvalues of random
symmetric matrices, initiated with Wigner’s work, has proved to be extremely fertile in developments
from combinatorics, statistics, physics or even number theory.
When the matrix A is no longer hermitian, it still has n complex eigenvalues, but does not neces-
sarily have a decomposition like (A.1.1). A popular and useful variant is the singular value decom-
position: for any A PMm,npRq, there are σ1 ě ¨¨ ¨ ě σr ą 0, with r “ rankpAq, and two orthonormal
families pφ1, . . . ,φrq in Rm and pψ1, . . . ,ψrq in Rn, such that
A“ σ1φ1ψ1˚ `¨¨ ¨`σrφrψr˚ .
Variational characterizations similar to (A.1.2) exist for σi. In many applications, singular values of
matrices have proven extremely useful, playing a priori the role of eigenvalues for symmetric matrices.
However, this is not exactly the case, and in several naturally unsymmetrical problems, singular values
have proved to be less informative than eigenvalues1. One of the goals of this thesis is to study the
eigenvalues of certain non-Hermitian matrices, in particular the adjacency matrices of directed graphs.
Spectra of graphs
Let’s start by recalling some graph terminology: a graph G “ pV,Eq is a set of vertices V , always
countable in this thesis, and a subset E of V ˆV . The elements pu,vq in E are the edges of the graph.
1See in particular the concluding remarks of this introduction.
156
A.1. Convergence of the spectrum
Simple graphs are graphs without loops pv,vq and whose edges are symmetrical, in the sense that
pu,vq P E if and only if pv,uq P E; such graphs are also called unoriented or undirected graphs, as
opposed to the case where edges pu,vq can exist without the edge pv,uq being in E.
The works presented in this thesis refer to diluted graphs, i.e. graphs whose number of edges |E|
is comparable to the number of vertices |V |.
Any graph G “ pV,Eq is entirely characterized by its adjacency matrix A. This matrix is indexed
by V and defined by
Au,v “ 1pu,vqPE .
It is Hermitian if and only if the corresponding graph is undirected. The algebraic graph theory consists
in studying G via the spectrum of its adjacency matrix — for classical books on the topic, we refer
to [51, 64]. One of the advantages of this vast idea is that there are many numerical procedures for
approaching the spectrum with arbitrary precision, in time Opn3q in the worst case, and that knowledge
of the spectrum makes it possible to obtain good approximations of quantities that are very difficult
to calculate, or even often NP-complete, such as the isoperimetric constant or the chromatic number
— we will return to this in Section A.2. Many problems in statistics or computer science that arise in
terms of graphs can thus be solved by spectral algorithms; see for example [134, 90, 10].
Random graphs
Classical graph theory has focused on studying the properties of particular graphs: given one graph,
what relationships can be found between, for example, its chromatic number, its edge number, its
planarity, etc. This is often necessary in applications, where you have a specific graph (for example,
the Facebook graph) from which you want to get information.
However, in many other applications, there is not one single graph, but several graphs that share
some common features (such as the graphs of links between the users of different social networks).
Rather than studying these graphs individually, we study entire classes of graphs, and we try to de-
termine properties that are generally true on these classes. Mathematically, we have to identify a
particular class, for example the set G pnq of simple graphs on n vertices, and study the properties of a
random variable (uniform or not) G on this class. In this thesis, we study several classical models of
random graphs: Erdo˝s-Rényi graphs, uniform trees and graphs with prescribed degrees.
Most of the results are stated under the asymptotic regime in which the size n of the graphs tends
to infinity. We will therefore study increasingly large random graph sequences. In this regime, the
models we are studying can be seen as finite approximations of infinite limiting objects, using the
local weak convergence theory. This point of view is both a fertile heuristic to understand some
problems (in particular, those presented in the first part), and a powerful theory to solve others (as in
the third and fourth parts).
Benjamini-Shramm convergence
The main idea of local local convergence is to study the typical aspect of a graph around any ver-
tex. This section presents the main lines and results of this theory; we refer to [8, 34] for complete
introductions, as well as [27].
To describe the theory, we need to define some commonly used terms: first of all, let us state that
all the graphs we will study will have the same vertex set V or a subset of V , supposedly countable,
and that all the graphs considered will have all their degrees finite (we also say that they are locally
finite).
• A rooted graph is a pair pG,vq where G is a connected graph and v PV is a particular vertex of
G, called root.
• When pG,vq is a rooted graph, we will note pG,vqt the set of vertices of G at a distance less than
or equal than t from the root v.
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• An isomorphism between two rooted graphs pG1,v1q and pG2,v2q is an isomorphism of graphs
ϕ : G1 Ñ G2 which preserves the root, i.e. such that ϕpv1q “ v2.
• When there is such an isomorphism between two rooted graphs pG1,v1q and pG2,v2q, we write
pG1,v1q » pG2,v2q.
• Finally, we note G˚ the set of (isomorphism classes of) locally finite connected rooted graphs.
We can endow G˚ with a distance, called the “local distance”, by putting
dppG1,v1qpG2,v2qq “ p1`T q´1,
where T “ suptt ě 0 : pG1,v1qt » pG2,v2qtu. The metric space thus obtained is Polish. It is therefore
possible to endow PpG˚q, the set of all probability measures on G˚, with the weak topology. Con-
cretely, this means that µn Ñ µ if and only if for any continuous bounded function f : G˚Ñ R , we
have
ş
f dµn Ñ
ş
f dµ . We will say that a sequence of random rooted graphs pGn,vnq converges to a
graph pG8,v8q if the distributions of pGn,vnq converge to the distribution of pG8,v8q. In practice,
we have Gn Ñ G8 if and only if for any fixed rooted graph pg,vq, we have
@t P N, PppGn,vnqt » pg,vqtq Ñ PppG8,v8qt » pg,vqtq.
The central idea of the Benjamini-Schramm convergence is that any finite graph sequence pGnq gives
rise to a sequence of random connected rooted graphs by uniform rooting: just take the root vn
uniformly at random on Vn, and consider the graph pGnpvnq,vnq, where the notation Gpvq refers to the
connected component of G containing v.
This very powerful idea allows to study finite graph sequences from a purely local point of view:
the convergence of a graph sequence happens if the neighbourhoods of its vertices resemble (in distri-
bution) to the neighbourhood of the root of the limiting graph.
Many graph models converge almost surely in the Benjamini-Schramm sense. This is the case
with the models studied in this thesis, which we now present (among others). The literature on each
of these models spans entire pages of bibliographies; the first three models are extensively described
in [32].
1. Erdo˝s-Rényi. Note ERpn, pq the Erdo˝s-Rényi distribution of parameter d{n; the set of vertices
is n and each of the possible npn´1q{2 edges is independently put in the graph with probability
p. If p “ d{n with d a fixed positive real, then Gn Ñ PGWpdq, the Galton-Watson tree with a
Poisson progeny of parameter d. We refer to [34] for a proof.
2. Graphs with prescribed degrees. Let dpnq “ pd1, . . . ,dnq be a graphical sequence2, and Gn
is uniformly chosen from G pn,dpnqq. It is assumed that the empirical distribution of degrees
converges towards a measure pi on N, in distribution and in L2. If pipt0uq ă 1, then Gn Ñ
UGWppiq, the unimodular Galton-Watson tree with degree distirbution pi . This object will be
strictly defined in the last part. For proofs, see [34, Chapter 3].
3. Regular graphs. This is a special case of the previous one: when dpnq “ pd, . . . ,dq, the graph
Gn is uniform among all d-regular graphs on n vertices; in this case, pi “ δd and the limiting tree
UGWpδdq is precisely Td , the infinite d-regular tree 3 (in particular, the limit is deterministic).
2A sequence pd1, . . . ,dnq is graphical if there is indeed a simple graph with n vertices in which the degree of the vertex i
is di. Not all sequences are graphical: this is the subject of Section A.3.
3 Also called Bethe lattice.
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x0
x1
x2
x3
x4
(a) Arbre canopée C3
(b) Arbre-squelette Tsquel.
Figure A.1 – (explication)
4. Uniform Trees. Let Tn be a tree uniformly chosen from the set of the nn´2 labelled trees on n
vertices. The sequence pTnq converges in the Benjamini-Schramm sense towards the skeleton
tree, noted Tsquel, defined as follows: we start with the graph of N, rooted at zero, called spine;
then, at each node i of this spine, we glue a tree ti which is random and distributed as PGWp1q
— the trees t0, t1, t2, . . . are independent; see Figure A.1b. For the proof of the convergence
Tn Ñ Tsquel, see [85].
5. Canopy tree. We note Td,n “ pTn,oqd the infinite d-regular tree from which we kept only the
first n generations. Unlike regular graphs, this tree has a boundary: a proportion asymptotically
equal to pd´2q{pd´1q of the vertices are leaves. The limit is therefore not Td , but a beautiful
recursive object, pCd ,oq, called canopy tree: see Figure A.1a. The identification of the right
model between Td and Cd is an interesting question in the physics of the Anderson model,
where it reflects the treatment of boundary conditions ([5], [122]).
Continuity of the spectrum
Let Gn be a sequence of finite graphs converging to pG,vq in the Benjamini-Schramm sense. The
adjacency matrix An has spectrum λ1pAnq ě ¨ ¨ ¨ ě λnpAnq and we’ll note
µAn “ 1n
nÿ
i“1
δλipAnq
the empirical spectral measure of Gn. One of the strong features of the Benjamini-Schramm conver-
gence is that is guarantees that µAn converges to some limit measure, defined from pG,vq (see [1, 126]
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or [34, Proposition 2.5]). More precisely, if Gn converges in the BS sense to a random graph pG,vq
with distribution ρ , then
sup
tPR
|FAnptq´Fρptq| Ñ 0 (A.1.3)
where FAn is the cumulative distribution function of µAn , and Fρ is the cumulative distribution function
of some measure µρ over G˚ which depends only on ρ . The convergence (A.1.3) is in fact equivalent
to the convergence of all the atoms (i.e. µAnptλuq Ñ µρptλuq for any real number λ ) and the weak
convergence of µAn towards µρ . Obviously, identifying µρ is quite delicate and we will shun the
problem for a moment; to do this, we will need an important concept, unimodularity. We will give an
explicit description of µρ at page 172, as well as a definition of unimodularity.
As described, the convergence (A.1.3) does not give informations on the behaviour of some precise
eigenvalues such as λ1pAnq, because the behaviour of a negligible number of eigenvalues vanishes
in the weak convergence. We cannot entirely rely on the spectral continuity to study the extreme
eigenvalues, even if this continuity still gives us some informations; in fact, we will need some ad hoc
techniques such as trace methods. A consequential part of this thesis will be devoted to the use of
trace methods to study the high eigenvalues of graphs.
A.2 Eigenvalues of regular graphs
In this section, we are interested in graphs with a fixed degree sequence, and in the second eigenvalue
of their transition matrix; the results and proofs are gathered in chapter 1 of this thesis, from the
prepublication [62].
To begin, we give a brief overview of the motivations around this question, notably through Alon’s
theorem. To fix the ideas, I start by presenting it in the context of simple d-regular graphs.
Spectra and expansion
Let us give ourselves a d-regular graph G. The simple random walk on this graph has transition matrix
Px,y “ 1d 1px,yqPE . It is clear that P “ 1d A, where A is the adjacency matrix; in this framework, the
spectrum of P and the spectrum of A are identical up to a homothety. The results of this section are
formulated in terms of the transition matrix P.
It is not difficult to check that the largest eigenvalue of P is 1, and the multiplicity of 1 is equal to
the number of connected components of G; on the other hand, ´1 is an eigenvalue if and only if the
graph is bipartite (see for example [31, Section VIII.2]). The behaviour of the highest eigenvalue is
therefore not very informative. The question of knowing the behavior of the second highest eigenvalue
is much richer and more difficult. We will note
λ‹ “maxt|λ | : λ eigenvalue of P with |λ | ă 1u
the modulus of the largest non-trivial eigenvalue. There are many results that link this quantity to
important properties of the graph related to its expansion: the general idea is that if λ‹ is small, the
graph is a good “expander”, in the sense that its edges are very well distributed in the graph and that
the removal of some of them does not cause major harm in its geometry. Several tools can be used to
quantify this intuition.
Cheeger’s Inequality. For any d-regular graph G, we have
dp1´λ‹q
2
ďΦpGq ď d
a
1´λ‹ (A.2.1)
where ΦpGq “minXĂV,|X |ď|V |{2 |BX ||X | is the isoperimetric constant4 of the graph. When λ‹ is small, this
inequality means that ΦpGq is large: for each subset X , there are many edges that come out of X .
4 Also called Cheeger constant, conductivity, expansion constant, etc.
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Expander-mixing lemma. Another link between λ‹ and G is the famous expander mixing lemma: if
G is a d-regular graph, then for all X ,Y ĂV , we haveˇˇˇˇ
EpX ,Y q´ d|X ||Y |
n
ˇˇˇˇ
ď dλ‹
a|X |||Y | (A.2.2)
where EpX ,Y q “ tpu,vq P E : u P X ,v P Yu is the number of edges between X and Y . The number of
possible edges between X and Y is |X ||Y |{2 and the density of the edges is d{pn´1q, approximately
d{n if n is large. Therefore, if the edges of G were randomized in G with this density (which is
equivalent to taking an Erdo˝s-Rényi graph with parameters pn,d{nq), the average number of edges
between X and Y should be d|X ||Y |{n. The expander-mixing lemma gives the difference between this
average number of edges and the actual number of edges between X and Y .
These two inequalities are extremely effective for harvesting information on G from a simple
bound on λ‹ or λ2. For example, there are bounds on the chromatic number or diameter; we refer to
[87, Chapter 4] for many developments around this theme.
The two inequalities (A.2.1) and (A.2.2) are only true stricto sensu for d-regular graphs, but they
have an everlasting compilation of variants in the context of oriented graphs, or when the graph is not
regular.
Markov Chains. In another context, λ‹ gives the long time speed of convergence of Markov chains.
In general, the transition matrix of a Markov chain is neither symmetric nor even diagonalizable.
Its eigenvalues are therefore not necessarily real, and are ordered by decreasing modulus: λ1 “ 1 ě
|λ2| ě ¨ ¨ ¨ ě |λn|. When the chain is irreducible and aperiodic, the Perron-Frobenius theorem results
in 1 being a simple eigenvalue, so in this context we have |λ2| “ λ‹.
PROPOSITION A.2.1 ([104], [117]). Let P be the transition matrix of an irreducible aperiodic Markov
chain on a finite state space S “ t1, . . . ,nu, with invariant distribution pi‹. Let 1“ |λ1| ě |λ2| ě ¨ ¨ ¨ ě
|λn| be the eigenvalues of P ordered by decreasing modulus, and let dptq be the distance to equilibrium
at time t, defined by dptq “maxxPS }Ptpx, ¨q´pi‹}TV, where } ¨ }TV is the total variation distance. Then,
lim
tÑ8dptq
1
t “ |λ2|. (A.2.3)
Again, if |λ2| “ λ‹ is small, the Markov chain on G will quickly converge towards its equilibrium
measure. The computation of |λ2| is therefore crucial to study the fine properties of random walks on
the graph. This is what motivated many studies around λ‹ for various graph models, the simplest —
but already difficult — being that of regular graphs.
The Alon-Boppana bound
The famous Alon-Boppana bound says that λ‹ for regular graphs is essentially larger than 2
?
d´1{d;
the most precise formulation, to my knowledge, is as follows: if P is the transition matrix of a d-regular
graph G, then
λ2pPq ě 2
?
d´1
d
cos
ˆ
pi
diampGq`2
˙
. (A.2.4)
In essence, if r “ diampGq is large, we have
λ‹pPq ě λ2pPq ě 2
?
d´1
d
ˆ
ˆ
1´O
ˆ
1
r2
˙˙
.
The first proof is due to Alon ([120]), and this version is due to Mohar ([116]); both use the variational
formulations (A.1.2). Within the setting of adjacency matrices of simple graphs, many generalizations
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exist (see in particular [125] and its references). If Gn is a sequence of d-regular graphs whose diameter
tends towards infinity, we have
liminfλ‹pPnq ě 2
?
d´1
d
. (A.2.5)
Any sequence of d-regular graphs whose diameter goes to infinity has a diameter that also goes to
infinity, and therefore satisfies the inequality (A.2.5).
2
?
d´1{d
The appearance of the number 2
?
d´1{d is not accidental, and results in particular from the approx-
imation of the empirical spectral measure of G by the Kesten-McKay density (see Figure A.2). More
precisely, let Gn “ pVn,Enq be a regular graph whose size |Vn| goes to infinity, and whose diameter
tends towards infinity.
We saw earlier that if Gn is taken uniformly at random on G pn,dq then Gn converges towards
the infinite d-regular tree Td in the Benjamini-Schramm sense, and therefore the spectral measure 5
µPn converges ([113]) to the spectrum of the transition operator on Td , known as the Kesten-McKay
law. It is an absolutely continuous measure with respect to the Lebesgue measure, it has support
r´2?d´1{d,2?d´1{ds, and the density (see Figure A.2) is given by
ρdpxq “ d1”´ 2?d´1d , 2?d´1d ı
d
a
4pd´1q´pdxq2
2pipd2´pdxq2 . (A.2.6)
Figure A.2 – Histogram of the eigenvalues of the adjacency matrix P of a regular 3-graph with 10000
vertices; the Kesten-McKay limit measure is in red.
As we have already mentioned, the weak convergence µGn Ñ ρdpxqdx does not give any specific
information on the behaviour of particular eigenvalues such as λ2. However, the Portemanteau lemma
implies that for every open subset OĂR, we have liminfµGnpOqě
ş
Oρd . By taking O“s2
?
d´1{d´
ε,`8r, we get
|teigenvalues of Pn such that λ ą 2
?
d´1
d ´ εu
n
Ñ
ż 8
2
?
d´1{d´ε
ρdptqdt :“ cpd,εq ą 0.
5Stricto sensu, the convergence (A.1.3) applies to the spectral measure of the adjacency matrix of Gn, but here the
renormalization P“ d´1A is trivial, so µPn converges to the measure µTd ˝d, which is of course the spectrum of the random
walk operator on Td .
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The proportion of eigenvalues of Gn that are greater than 2
?
d´1{d´ ε is therefore strictly positive
(a result due to Jean-Pierre Serre, [130]), which is much stronger than λ‹ ą 2
?
d´1{d´ε . However,
convergence (A.1.3) does not allow us to say more: we could very well have λ‹pPnqÑ 1, for example.
We will see that this is not the case.
Ramanujan graphs and the Alon-Friedman theorem
Given the importance of the second eigenvalue and the lower bound of Alon and Boppana, it is natural
to focus on the extremal graphs for λ2, those with a second eigenvalue smaller than 2
?
d´1{d. A
connected d-regular graph is called Ramanujan when the eigenvalues of P are either 1 or less than
2
?
d´1{d, as in the following Figure.
1−1
0
2
√
d−1
d−2
√
d−1
d
Figure A.3 – In red, the spectrum of a Ramanujan graph. When ´1 is eigenvalue, we often say that G
is a bipartite Ramanujan graph.
These graphs are optimal expanders in view of the previous section, and we will not dwell on the
incredible breadth of their applications, for which we refer to the influent syntheses [66] and [87], or
more recently [124]. It should be noted, however, that the question of their existence has been proven
to be highly non-trivial.
The construction of Ramanujan graph families is a difficult problem, which was first solved for
some values of d ([111, 107], for cases where d´1 is a prime integer): one can construct Ramanujan
graphs as Cayley graphs of PSL2pFqq from a well chosen set of generators6 see [66] for an accessible
presentation. The existence of d-regular Ramanujan graphs has finally been shown for all d ą 2
([108, 109, 110], bipartite Ramanujan graph constructions); however, it should be noted that the latter
works are purely existential in nature and do not allow to explicitly construct these Ramanujan graphs.
These “constructions” represent a tour de force, but here the probabilistic method has made it
possible to bypass the problem in a spectacular way. Indeed, in the late 1980s, Alon conjectured that
almost all regular graphs are almost Ramanujan. More precisely, he conjectured ([9]) that if Gn is
chosen uniformly at random on G pn,dq, then
λ‹
PÝÝÝÑ
nÑ8 2
?
d´1
d
. (A.2.7)
Obviously, (A.2.7) does not solve the question of the existence of Ramanujan graphs, insofar as we
can have sequences Gn that satisfy λ‹pGnq Ñ 2
?
d´1{d while not being Ramanujan. However, for
applications, there is not so much difference, since such a sequence is asymptotically optimal in the
sense that it reaches the lower bound of Alon-Boppana.
The first proof of (A.2.7) dates back to 2004 ([79]), in a now famous paper of Friedman; a second
proof, due to Bordenave [33], introduced a powerful high-trace method to study the large eigenvalues
of some matrices. The first and last chapter of this thesis are based on this method.
Directed regular graphs
A digraph is said to be regular when all its vertices have the same degrees (in and out): d`i “ d´i “ d.
From now on, we will note GÑpn,dq the set of all directed d-regular graphs with n vertices.
6The proof that these graphs are Ramanujan uses number theory tools due in particular to Ramanujan, hence their name.
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As mentioned in the beginning of this introduction, it would be misleading to believe that directed
graphs are simply a variant of simple graphs. The entire previous section is based on two tools: first,
the Alon-Boppana bound, and second, the convergence of µPn . However, to date, there is no satis-
factory equivalent of either in the context of directed graphs. One of the reasons is that the transition
matrix Pn is no longer hermitian: its eigenvalues are complex numbers, and there are no variational
characterizations. However, the theory of directed expanders is attracting increasing attention in vari-
ous fields, as evidenced by the recent synthesis [124].
Let us start by examining a possible directed analogue of the Alon-Boppana inequality. The
Benjamini-Schramm convergence theory is still valid for directed graphs, and it is not difficult to
convince oneself that if Gn is a uniform directed d-regular graph, then Gn Ñ ~Td , the d-regular di-
rected tree: each vertex has d in-neighbors and d out-neighbors. The limitation lies in the definition
of the spectral measure of ~Td , since the transition operator on this tree is not self-adjoint. However,
we do know that the spectrum of this operator, calculated in [67], is equal to t|z| ď 1{?du. In fact, the
shape of the limiting spectral measure for µAn is still conjectured; it is assumed but not proved that the
limiting measure, supported on Dp0,1{?dq, is given by ([40, page 70]) :
1
pi
d2pd´1q
pd2´|z|2q2 1|z|ă
?
ddz. (A.2.8)
This is not the radialization of the Kesten-McKay distribution (see Figure A.4).
Such convergence would immediately imply a directed analog of the bound (A.2.5) (which is itself
weaker than Alon-Boppana), but it is unlikely that this method can be generalized to other models —
the computation of the spectral measure of operators on directed Galton-Watson trees is not obvious
(the right notion of spectra for non-self-adjoint operators is the Brown measure), and similarly the
convergence of the spectrum of digraphs towards the Brown measure of their limit in the Benjamini-
Schramm sense seems for the moment out of reach.
Figure A.4 – An overview of the oriented Kesten-McKay density for d “ 13. When d Ñ 8, this
distribution converges (after renormalization by
?
d) towards the circle, i.e. the uniform distribution
on Dp0,1q. When Gn is uniform on ~G pn,dq and dn Ñ8, the convergence of µAn towards the circle
distribution is now proven ([58]).
Ramanujan digraphs
A d-regular digraph is a Ramanujan digraph if its transition matrix P has λ‹ ď 1{
?
d. There is a
conjectured analog of (A.2.7) and of Friedman’s theorem on those graphs (eqn. 5.4 in [124]) : for any
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sequence of rv pGnq where Gn is uniformly distributed over GÑpn,dq and with transition matrix Pn,
we have
λ‹pPnq Ñ 1?
d
(A.2.9)
in probability as nÑ8. Note that whp, Gn is connected, gence λ‹ “ |λ2|. The upper bound is proven
in this thesis: it is the directed analog of Alon-Friedman’s theorem.
Theorem 21. Let d ě 3, and let G be uniformly distributed over GÑpn,dq, with transition matrix P.
Then, for any ε ą 0 we have
λ‹pPnq ď 1?
d
` ε (A.2.10)
with probability going to 1 as nÑ8.
The lower bound, the directed analog of Alon-Boppana, is not proven up to this day. As explained
in the preceding paragraph, a probabilistic analog seems to be true, but a deterministic analog of
(A.2.7) cannot be true: some nontrivial d-regular digraphs such as De Bruijn graphs have all their
nonzero eigenvalues with modulus 1 ([68]).
The result I proved in my first paper is indeed considerably stronger than Theorem 21, for it applies
to every graph with a fixed degree sequence.
Graphs with prescribed degrees
Regular graphs have a very strong form of homogeneity, in the sense that each vertex has an identical
behaviour in terms of degrees. In many applications, especially those that study graphs from real
networks, vertices have different degrees, and often these degrees are accessible: it is easier to have a
list of the degrees of a network, than all the connections in the network. To model such networks, we
use models of graphs with prescribed degrees; we refer to [119, 60] and their bibliography for many
examples from applied mathematics.
In such a model, the degrees (incoming and outgoing) are given: we know the list d“pd`1 ,d´1 , . . . ,dn` ,dn´ q
of the degrees, and we choose G uniformly at random from the set GÑpn,dq of digraphs which have
this sequence of degrees. The question of whether GÑpn,dq is not empty, i.e. whether there are graphs
with this degree sequence7 is an old and interesting question, to which we will return in the second
part of this work. This question is actually secondary due to a famous technology, the configuration
model (see [32], for a presentation in the context of non-directed graphs).
The problem with the uniform model on GÑpn,dq (but also on G pn,dq) is that there is no easy
and manageable method to generate a uniform random variable on these sets8. Rather than doing this,
we prefer to use multi-graphs instead of graphs, in the sense that pi, iq loops and multiple edges are
allowed. For any sequence of integers d satisfying d`1 ` ¨¨ ¨ ` dn` ` “ d´1 ` ¨¨ ¨ ` dn´ :“ m, such a
multigraph exists, and there is a simple way to generate it: we paste d´i incoming half edges to vertex
i and d`i outgoing half edges, and then for each of the m outgoing half edges, we randomly glue them
to one of the available incoming half edges. The digraph G is then obtained by identifying each pair
of half edges glued to a single directed edge. This yields a multi-graph which is uniform on the set
MÑpn,dq of all directed multi-graphs with d as degree sequence.
However, the uniform model on MÑpn,dq has a form of absolute continuity with respect to the
uniform model GÑpn,dq. More precisely, one can show two things: if G is uniform on MÑpn,dq,
then
1. there is a constant c ą 0 depending only on maxd (and not n) such that if n is large enough,
PpG P GÑpn,dqq ě c,
7In this case, we say that d is a digraphical sequence.
8No one even knows their cardinal in general, and it is unlikely that it will have any closed or explicit form. Only
asymptotics are known.
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2. the distribution of G conditioned on being in GÑpn,dq is the uniform distribution on GÑpn,dq.
Therefore, if we have a sequence of pdpnqq of degrees, with dpnq of length n, and maxdpnq ď ∆ for some
integer ∆ not depending on n, then we have the following property: for any event E, we have
lim
nÑ8PMÑpn,dqpG P Eq “ 0 ùñ limnÑ8PGÑpn,dqpG P Eq “ 0.
In other words, all asymptotically true properties for the multigraph model will be true for the corre-
sponding digraph model. The model on multigraphs is therefore much more general than the model
on graphs, at least regarding the asymptotic behaviour.
Alon’s theorem, general formulation
The main result of the first chapter of this thesis is the following theorem, which is the directed analog
of (A.2.7) when Pn is the transition matrix of a digraph with a fixed degree sequence.
Theorem 22 ([62]). Let dpnq “ pd`1 , . . . ,dn` ,d´1 , . . . ,dn´ q be a sequence of integers with d´1 ` ¨¨ ¨ `
dn´ “ d`1 `¨¨ ¨`dn` :“ m, and let Gn be the random multigraph obtained via the configuration model
onMÑpn,dpnqq. We assume that there are two constants 3ď δ ď ∆ă8 such that for all n,
δ ďmindpnq ďmaxdpnq ď ∆. (A.2.11)
Then, for every ε ą 0,
|λ‹pPnq| ďmax
$&% 1δ ,
gffe 1
m
nÿ
i“1
d´i
d`i
,.-` ε (A.2.12)
with a probability going to 1 when nÑ8.
Thanks to the previous remarks, the result also holds when d is digraphic and G is taken uniformly
from GÑpn,dq. When the degree sequence is constant, we find back Theorem 21, since then d˘i “ d
for all i. Note that if d`i “ d´i for any i (the graph is then Eulerian), the resulting bound is
a
n{m “
1{?dmean, the inverse root of the average degree, a result to be related to a similar bound in the
stochastic blockmodel shown in [43], and for Erdo˝s-Rényi graphs in the last chapter of this thesis).
The presence of a possible eigenvalue with modulus close to 1{δ´1 remains uncertain; the proof
does not allow to get rid of the maximum in (A.2.12) and numerical simulations seem to indicate
that in the regime where this maximum is 1{δ , there is indeed an eigenvalue with modulus close to
1{δ with probability a priori not zero, as in Figure A.5b. The question of whether the limit measure
actually has an atom in δ´1 remains open.
A.3 Digression : the degree sequence
In the preceding section, we studied the spectral properties of some graphs with a given degree se-
quence, say d1, . . . ,dn. Knowing if there exists some graph with this specific degree sequence was
secondary, because the configuration model allowed us to bypass this hypothesis. However, the ques-
tion is interesting by itself: what are the conditions for an integer sequence to be the degree sequence
of a simple graph ? Such sequences are called graphic sequences.
The Erdo˝s-Gallai theorem
The question was solved by Erdo˝s and Gallai in a famous 1960 paper:
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(a) Un exemple du cas où ρ˜ “ δ´1.
(b) Un exemple du cas où ρ˜ “ ρ .
Figure A.5 – Two realizations of the spectrum of P for a graph G from the directed configuration
model. The red circle has radius ρ and the green circle has radius 1{δ . The isolated point on the right
is 1, the Perron-Frobenius eigenvalue.
‚ In the figure (a) there is n“ 1600 vertices, of which 700 of degree p2,2q and 800 of degree p9,9q, so
that in this case ρ˜ “ δ´1 “ 1{2.
‚ In (b), we have n “ 1800 vertices, including 600 of degree p5,6q, 600 of degree p3,7q and 600 of
degree p9,4q. In this case, we have ρ˜ “ ρ .
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Theorem 23 (Erdo˝s-Gallai, [73]). Let d “ pd1, . . . ,dnq be an integer sequence in decreasing order.
There is a simple graph G with degrees given by this sequence if and only if those two conditions are
met:
d1`¨¨ ¨`dn is even, (A.3.1)
and if for any k P t1, . . . ,nu we have
d1`¨¨ ¨`dk ď kpk´1q`
nÿ
i“k`1
minpdi,kq. (A.3.2)
There are many proofs of this theorem, the shortest being the one of Tripathi and Vijay ([138]);
there are also other charaterizations of graphic sequences, all equivalent to this one; a list can be found
in [131]. In the setting of directed graphs, there are also similar criteria, notably listed in [28]. The
second result presented in this thesis is a generalization of those results and an extension of the “degree
sequence” concept to whole neighborhoods.
The universal covering of a graph
We can see the degree of a vertex x as a characterization of its immediate neighborhood: more pre-
cisely, the degree of x is d if and only if x has d neighbors. However, as part of the Benjamini-Schramm
convergence, we need to study neighbourhoods deeper than 1 ([35]). To do this, it is necessary to in-
troduce the concept of universal covering.
Let G “ pV,Eq be a finite graph. A graph G1 “ pV 1,E 1q is a covering of G if there is a surjection
p : V 1 Ñ V which is a local isomorphism, in the sense that for any vertex x, the application p is a
bijection between the edges in G incident to x and the edges in G1 incident to ppxq. It is the analog of
the notion of lifting from topology.
A connected graph has a particular covering, which is canonical in some sense: the universal
covering. This is the only covering of G that is a tree; it is noted TG. This covering has two essential
properties:
• It is unique up to isomorphism,
• It is a covering of all the coverings of G.
The universal covering of a graph can be seen as the graph G unfolded, i.e. in which each cycle
is forgotten while maintaining the adjacency of the vertices. Let us give some examples to clarify the
ideas.
Figure A.6 – An example of universal covering: the infinite comb on the right is the universal covering
of the graph in the left.
• The universal covering of any d-regular graph (with d ą 1) is Td ;
• the universal covering of a cycle is a bi-infinite line;
• the universal covering of the graph in the left of Figure A.6 is the infinite comb in the right of
A.6.
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The universal covering of a graph carries a lot of information about it, because it gives a good local
approximation — especially when G does not have many small cycles. In theoretical computer sci-
ence, universal coverings have led to many advances in parallel computing ([13], [14]). In probability,
it is of paramount importance to study processes on graphs that are locally tree-like ([84], [12]).
The h-neighborhoods
Let G be a connected graph and T its universal covering. Let x be a vertex of G. Its h-universal
covering neighborhood is the (isomorphism class of) the ball BT py,hq where y is any antecedent of x
by p; one will easily check that this does not depend on the chosen antecedent. This h-neighborhood
can be seen as the true neighborhood of x in G, but in which the cycles have been “unfolded”. Given T
we thus have access to the list pt1, . . . , tnq of the universal h-neighborhoods in G. Is the converse also
true ? To put it differently, if one takes a sequence t“ pt1, . . . , tnq of unlabelled rooted trees with depth
ď h, how can we decide if this sequence is the sequence of the h-neighborhoods in a real graph G ?
When h“ 1, this is exactly the problem solved by Erdo˝s and Gallai. Indeed, an unlabelled rooted
tree with depth 1 is nothing more than the number of the leaves at the root. If we note tpdq the tree
with d`1 vertices and d leaves, then any graph G whose 1-neighborhoods are ptpd1q, . . . , tpdnqq is in
fact a graph whose degree sequence is pd1, . . . ,dnq, as in Figure A.7.
Figure A.7 – Is this collection of trees with depth 1 the collection of 1-neighborhoodsin a simple graph
with 8 vertices ? This is exactly the same thing as telling if d “ p3,1,2,3,5,2,3,1q is a graphical
sequence.
The data of h-universal coverings in a graph can be used to generate random graphs with these
neighborhoods. For instance, suppose that pt1, . . . , tnq is a sequence of trees. In [35], the authors use
a variant of the configuration model to construct multi-graphs with this sequence as the sequence of
universal h-neighborhoods; their construction is similar to the configuration model, with half-edges
that are glued together. We generalized this construction and answered the question of existence of
true graphs with a given sequence of universal neighborhoods.
A characterization
The question that arises is therefore the following. We note Th the set of unlabelled rooted trees with
a maximum depth of h.
QUESTION A.3.1. Let t“ pt1, . . . , tnq be a n-uplet of elements of Th. Is it the n-uplet of the universal
h-neighborhoods of a simple graph G?
Before answering the question, we need some definitions — everything will be clearer if we refer
to Figure A.8.
Let t be a rooted tree with root ‚ and e “ p‚,xq be an edge adjacent to the root. The deletion
of e separates t into two connected components, one containing the root noted r1, and the other not
containing it, noted s. Vertices at depth h are removed from r1. The resulting tree, rooted at ‚, is an
element ofTh´1 that will be noted r. The other tree, s, rooted at x, is also an element ofTh´1. We will
then say that the type of e is the couple τ “ pr,sq, and the opposite type of e is defined as ps,rq “ τ´1.
It is possible to decompose all types of edges adjacent to the root into three separate sets, ∆,A,B:
• ∆ is the set of diagonal types, i.e. having the form pr,rq;
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• AYB is the set of non-diagonal types, and the sets A and B are chosen so that if the type τ is in
A, then τ´1 is in B.
e
r s
x
r s
Figure A.8 – Construction of τpeq “ pr,sq for the e ridge in the t tree.
If τ is the type of one of the edges of one of the trees in t, we note dτi the number of edges e incident
at the root of ti and such that τpeq “ τ , i.e. the “degree in τ of ti”. Finally, we put Nτ “ dτ1 `¨¨ ¨`dτn .
The following theorem is the main result of [41], a work in collaboration with Charles Bordenave.
The indices in parenthesis mean that the double sequence pdτi ,dτ´1i q has been ordered in decreasing
lexicographical order.
Theorem 24. Let be t“ pt1, . . . , tnq a n-tuple of elements of Th. It is graphical if and only if
1. for any τ P ∆, the number Nτ is even and if for any k we have
kÿ
i“1
dτpiq ď kpk´1q`
nÿ
i“k`1
minpdτpiq,kq, (A.3.3)
2. for any τ P A, we have Nτ “ Nτ´1 , and for any k we have
kÿ
i“1
dτpiq ď
kÿ
i“1
minpdτ´1piq ,kq. (A.3.4)
Reconstruction problems
Theorem 24 was proven in the particular case h “ 2 by [19, 16]. One of the authors’ motivations is
the general graph reconstruction problem: let G be a graph with some property P . Is it possible to
reconstruct B from the simple data ofP? More generally, is it possible to determine if there is a graph
verifyingP , and if so, is such a graph unique?
When P is the property of having a given degree sequence, the Erdo˝s-Gallai theorem answers
the existence part of the question; the uniqueness part was solved later (see [16], theorem 4.2 and
references therein).
One of the reasons why question A.3.1 can be solved is because we only considered neighbour-
hoods in the universal covering, i.e. we forget the cycles. The same question in which we replace
these universal neighbourhoods with the real ones, where cycles are preserved, seems really out of
reach. Let us quote, for example, the famous Kelly-Ulam reconstruction conjecture: starting from a
graph G with n vertices, we note gi the isomorphism class of the graph G deprived of its vertex i. Is
it possible to find G from the knowledge of pg1, . . . ,gnq? This question seems quite easy; it was asked
by Ulam in the 1940s, but it remains unresolved.
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A.4 Spectra of trees
We come back in this section to the simplest model of random graphs: the Erdo˝s-Rényi model and its
adjacency matrix. As mentionned earlier, if Gn „ ERpn,d{nq, then Gn converges in the Benjamini-
Schramm sense towards PGWpdq and the empirical spectral measure of the adjacency matrix An, noted
µAn , converges as in (A.1.3) to a limit measure µPGWpdq. The goal of this section is to describe the
nature of the spectrum (continuous part, atoms); we will state two new results and a few questions.
As promised, we start by giving a precise definition of the measure µPGWpdq, and more generally
of µρ when ρ is the measure of certain rooted trees: the key notion here is unimodularity.
Unimodularity
In the Benjamini-Schramm convergence, the uniform rooting of finite graphs is a powerful idea with
deep consequences. By taking the root uniformly at random, one studies the graph from the viewpoint
of a typical vertex, ruling out the possible extravagant behaviour of a few vertices. If a sequence
of finite graphs pGnq converges to pG,oq, its limit will exhibit some flavor of vertex uniformity: for
instance, the distribution of the rooted graph pG,oq will be invariant by re-rooting. This is called
unimodularity ([8, 7, 27, 34]).
Let us first introduce the set G˚˚ of (isomorphism classes of) bi-rooted graphs, i.e. triplets pG,o,wq
where v,w are two vertices of G. We endow this space with the topology of local distance, as for G˚.
We say that a distribution over G˚ is unimodular if for any measurable function f : G˚˚Ñ R,
Eρ
«ÿ
wPV
f pG,o,wq
ff
“ Eρ
«ÿ
wPV
f pG,w,oq
ff
, (A.4.1)
where Eρ means that the random rooted graph pG,oq has distribution ρ under Eρ . When G “ pV,Eq
is finite, the random variable pGpvq,vq with uniform root v P V is unimodular, and the Benjamini-
Schramm limits of unimodular graphs are still unimodular, by taking the limit under (A.4.1). As
a consequence, every distribution ρ on G˚ which is a Benjamini-Schramm limit of a sequence of
finite graphs9 is unimodular. The converse is not known to this day (see [7, 27] for many interesting
developments on this question).
A unimodular Galton-Watson tree with progeny pi “ ppinqně0 is a random rooted tree in which
the number of children of the root has distribution pi , and the number of children of the other vertices
has distribution pˆi , which is the size-biased version of pi:
pˆin :“ pn`1qpin`1ř8
k“0 kpik
.
Distributions such that pˆi “ pi are the Poisson distributions, which generate the prototypical example of
GW trees, namely Poisson Galton-Watson trees PGWpdq, who naturally appear as the limit of diluted
Erdo˝s-Rényi graphs ERpn,d{nq.
When pi “ δd , we have pˆi “ δd´1 and in this case UGWpδdq is the infinite d-regular tree Td , the
limit of uniform d-regular graphs.
Spectral measure of unimodular graphs
Let G “ pV,Eq be a locally finite graph over a countable vertex set V . Its adjacency operator A is the
operator defined on the Hilbert space
H “ `2pV q “
#
f : V Ñ C,
ÿ
vPV
| f pvq|2 ă8
+
9Such distributions are dubbed sophic.
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by
xex,Aeyy “ 1px,yqPE (A.4.2)
where pex : x PV q is the canonical basis ofH . The domain DA of A is the dense set of finitely supported
vectors DA “ vectpex : x PV q. When G is finite, A is a symmetric matrix, and there are no problems in
defining its spectrum. When G is not finite, difficulties appear. If its degrees are uniformly bounded
by a same integer ∆, then A is a bounded self-adjoint operator, and can be extended to a bounded self-
adjoint operator on the whole space H , so here again the spectrum is well-defined through classical
spectral theory.
However, many graphs of interest (such as Galton-Watson trees) do not have bounded degrees,
and there are also trees with are not self-adjoint ([118]).
Luckily enough, unimodular measures are concentrated on trees that are essentially self-adjoint
([34, Prop. 2.2]), for which the notion of spectrum can easily be defined. More precisely, the spectral
theorem shows that for any rooted graph pG,oq whose adjacency operator is essentially self-adjoint,
there is a unique Borel probability measure µpG,oq on R such that
@z P CzR, xeo,pA´ zq´1eoy “
ż
R
1
z´ t dµpG,oqptq :“ spzq. (A.4.3)
The term spzq is the Stieltjes transform of the measure µpG,oq. On can thus retrieve the measure µpG,oq
using the Stieltjes inversion formula; even when this inversion cannot be performed explicitly, one can
still obtain extra informations. For instance, the atoms are given by
µpG,oqptλuq “ lim
tÑ0
1
pi
Im tspλ ` itq.
If pG,oq is a random rooted tree with unimodular distribution ρ , the measure µρ is then defined as
µρ “ Eρ rµpG,oqs. (A.4.4)
We refer to [54] for the technical details.
We already saw that UGWpδdq “ δTd : in this case, pG,oq is the deterministic d-regular tree Td .
The LHS of (A.4.3) is a Laurent series whose coefficients are the numbers of closed walks at the
root of Td , which can explicitly be computed through combinatorial arguments ([113]). This gives
an explicit expression of the Stieltjes transform of µρ , and taking the inverse shows that µρ is the
Kesten-McKay distribution already mentioned.
One can find in [29] many examples of converging sequences of finites trees and their spectra.
The limiting spectral measure of diluted Erdo˝s-Rényi graphs
We give ourselves a real number d ą 0, and we study the spectrum of G with distribution ERpn,d{nq.
We saw in Section A.1 that Gn converges in the Benjamini-Schramm sense towards PGWpdq. Thanks
to the spectral continuity (A.1.3), the empirical distribution of the eigenvalues of the adjacency matrix
An,
µAn :“ 1n
nÿ
i“1
δλi ,
converges to a probability measure µPGWpdq that will simply be noted µd , and which is the averaged
spectral measure of the Galton-Watson tree as defined in (A.4.4). This convergence can be established
without the help of the Benjamini-Schramm machinery ([143, 94]), but it is the latter that provides
the representation of µPGWpdq as in (A.4.3)-(A.4.4). If we note Fn,FPGWpdq the cumulative distribution
functions of µAn ,µd , then
sup
tPR
|Fnptq´FPGWpdqptq| Ñ 0. (A.4.5)
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As already observed, this convergence implies the convergence of atoms, in the sense that limµGnptλuq“
µdptλuq for any real number λ . In particular, as
µGnpt0uq “ dimkerpAnq{n,
we know the asymptotic behavior of the kernel of An, provided we are able to calculate µPGWpdqpt0uq.
Physicists Bauer and Golinelli, by focusing on the kernel of G, have made several striking conjec-
tures about the behaviour of µd around zero ([23, 21]). Thanks to the replica symmetry method, they
were able to conjecture the exact value of the atom at zero, namely
µPGWpdqpt0uq “ e´dx`dxe´dx` x´1 (A.4.6)
where x is the smallest solution in s0.1r of the equation x “ e´de´de´dx . This formula was rigorously
proved later in [44], notably by using recursion formulas on the Stieltjes transform of µPGWpdq.
Bauer and Golinelli finely noted that the RHS in (A.4.6) is analytical in d when d ă e, and has
a singularity at the point d “ e; they interpreted this phenomenon as a transition in the nature of the
spectral measure, noting on their numerical simulations the appearance of a continuous part around
zero when d ą e.
The Anderson model and the nature of the spectrum
Any Borel measure µ on R can be split into
µ “ µac`µpp`µsc (A.4.7)
where µac is absolutely continuous with respect to the Lebesgue measure, µpp is purely atomic and µsc
is singular with respect to the Lebesgue measure, but has no atoms.
This decomposition is central in the physical theory of operators: if H is a self-adjoint operator on
a Hilbert space, this decomposition carries within it essential properties of H related to the behaviour
of quantum dynamics t ÞÑ e´itHφ , notably via the RAGE theorem (see ([54, 135] or more specifically
[101]).
Physicists have paid considerable attention to these spectral properties in the Anderson model, for
which the Hamiltonian is given H “ A`λV with A the Laplacian and V a diagonal operator; when
A is the adjacency operator on Zd , we have the classical discrete Anderson model. The existence of
a pure point spectrum for such an operator is related to the localization phenomenon, and this is the
reason why the decomposition (A.4.7) has attracted so much attention, even when A is the adjacency
operator on a tree ([4], [95], [2]). In the language of physicists, we say that a measure µ does not have
extended states at a real λ when
lim
εÑ0
µpsλ ´ ε,λ ` εrq´µptλuq
2ε
“ 0. (A.4.8)
Otherwise, it is said to have extended states at λ , which means that it has a continuous part (absolutely
continuous or singular continuous) at λ ; for example, if µ “ f pxqdx with f measurable, the above
limit is f pλ q for almost all λ .
We have already seen that the spectral measure of Td was absolutely continuous, with Kesten-
McKay density; however, there are infinite trees whose spectral measure is
• purely atomic: the canopy tree ([5, Proposition A.2]) in particular, to which we will come back
later;
• or to the contrary, purely singular continuous; we will find in [49, 48] an explicit construction of
such trees from Td and in [5, Section 6] examples of such semi-infinite trees. In the Anderson
model, we also refer to [133, 132].
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When the tree itself is random (Galton-Watson for example), the question is more delicate. A
necessary and sufficient condition for µPGWpdq to have a continuous part, and therefore extended states,
is simply d ą 1, and more generally ([46]) the measure µUGWppiq has a continuous part if and only if
pi is super-critical. The reason for this is the fact that almost surely, subgraphs which are isomorphic
with Z appear in UGWppiq. However, this result does not give any information on the support of the
continuous part when it exists, and even less on its shape.
The Bauer-Golinelli transition
Bauer and Golinelli’s precise numerical simulations (see [23, Section 5.1]) led them to assume that
the continuous part of PGWpdq exibits a transition at d “ e:
CONJECTURE 4. The measure µPGWpdq has extended states at 0 if and only if d ą e.
We can see this phenomenon on Figures A.9a-A.9b-A.9c.
Such a phase transition is not in itself surprising; we already knew that if d is small enough (less
than 1), the measure µPGWpdq is purely atomic and that there are no extended states at zero. However,
when d Ñ8, the measures µPGWpdq converge towards the famous Wigner’s semicircle distribution
([89, 137], see Figure A.10), which is absolutely continuous with respect to the Lebesgue measure
and whose density ρptq “ 1|t|ď2
?
4´ t2 is non-zero on all its support. This does not rigorously prove
the appearance of extended states at zero, but it still gives an intuition of the result. What is surprising
is rather the exact location of this transition at the point e« 2,718.
In the prepublication [63] in collaboration with Justin Salez, we demonstrated Conjecture 4. This
result is not specific to the spectral measure of Poisson Galton-Watson trees, but is expressed within the
general framework of unimodular Galton-Watson trees UGWppiq (with pi supercritical). To formulate
the results, we need the generating function of pi , which we will note
ϕpzq :“
8ÿ
n“0
pinzn.
Similarly, we note ϕˆ the generating function of pˆi . Set Mptq “ ϕptq` p1´ tqϕ 1ptq`ϕp1´ ϕˆptqq´1,
for t P r0,1s. A key element in the proof of (A.4.6) in [44] was the identity µPGWpdqpt0uq “ maxM
and the fact that there is a unique number z‹ in s0,1r such as z‹ “ 1´ ϕˆpz‹q. The two assumptions on
M that are involved in our main theorem are as follows:
1. The function M has a unique maximum in z‹.
2. M2pz‹q ‰ 0.
The conditions for the emergence of extended states at zero are described by the following theo-
rem.
Theorem 25. Let pi be a measure on N, with pi0 ă 1.
• If M does not meet condition 1, then µUGWppiq has extended states at zero.
• If M meets conditions 1 and 2, then µUGWppiq does not have extended states at zero.
The existence of a continuous part at zero is therefore solved, at least in the case of Poisson
Galton-Watson trees. The question arises as to whether such results extend to other unimodular trees.
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4 3 2 1 0 1 2 3
(a) d “ 2
4 2 0 2 4
(b) d “ e
4 2 0 2 4
(c) d “ 3
Figure A.9 – Histograms of eigenvalues of G „ ERpn,d{nq with n “ 1000 (on 100 samples). The
‘continuous’ part is zero when d ă e, as predicted by Bauer-Golinelli.
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4 2 0 2 4
(a) d “ 5
6 4 2 0 2 4 6
(b) d “ 8
6 4 2 0 2 4 6
(c) d “ 10
10 5 0 5 10
(d) d “ 30
Figure A.10 – Histograms of eigenvalues of G „ ERpn,d{nq with n “ 1000 (100 samples). When
d Ñ`8 you have µd Ñ µWigner.
The nature of the spectrum in semi-infinite trees
The proof of the existence of a continuous part in the spectrum of Galton-Watson trees ([46]) was
based on the fact that, when the progeny pi is supercritical, the tree contains a double ray 10 which is
a sub-graph isomorphic to Z. This is not the case for other unimodular trees such as the skeleton tree
Tsquel, which are almost certainly infinite, but which contain only one ray, i.e. a subgraph isomorphic
with N: such trees are called semi-infinite trees (or single-infinite trees by Aldous ([6, Section 4]).
Any semi-infinite tree can be identified with a sequence pTnq of finite rooted trees, the root of tn being
connected to that of tn`1 with a single edge, as in Figure A.1b.
One can easily check that the spectral measure of N is indeed the semi-circle distribution; one
could therefore bargain for a continuous part in the spectrum of any semi-infinite tree. This is not the
case, as shown by the canopy-tree pCd ,oq.
LEMMA A.4.1 (Aizenman, Warzel, [5]). The spectral measure EµpCd ,oq is purely atomic. Its atoms
are the eigenvalues of the finite trees Tn,d :“ pTd ,oqn.
Semi-infinite trees can be seen as generalizations of Jacobi matrices. In the Anderson model over
N, each vertex n has a weight V pnq, and we have at our disposal numerous criteria for linking the
nature of the spectrum of H “ A`V with ergodic properties of V pnq ([54], [102]). In the case of
semi-infinite tree, one can ask the following question:
QUESTION A.4.2. What is the relation between the nature of the spectrum in semi-infinite trees and
the growth or ergodicity properties of pTnq ?
The skeleton tree
The skeleton tree, which will be noted as Tsquel, is the Benjamini-Schramm limit of uniform trees.
More precisely, if Tn is uniformly distributed among the nn´2 labelled trees with n vertices, then
Tn Ñ Tsquel, a convergence established in [85].
10invariant line ensemble, in the terminology of [46].
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Figure A.11 – Histogram of the eigenvalues of the spectrum of a random tree on 1000 vertices, which
gives an approximate idea of µsquel.
Thanks to the continuity of the spectrum for local weak convergence, we have the convergence of
the empirical spectral measure µTn to µsquel. This measure is as poorly known as µUGWppiq; in fact, the
only interesting informations about µsquel are obtained by passing through the limit in µTn . Let us give
two examples.
Atoms. By elementary arguments, it is possible to see that all the eigenvalues of finite trees are atoms
of µsquel; this set is a dense part of R and it is equal to the set A of the totally real algebraic numbers11,
a result of [127]. In the simulations (see Figure A.11), we see the presence of atoms at 0, ˘1 (the
spectrum of the tree with only one edge), ˘?2 (the spectrum of the two-edges graph).
The exact value of µsquelpt0uq is known; this calculation results from a purely combinatorial anal-
ysis of Tn. The link between the size of a tree’s kernel and the leaves of this tree has long been known:
for every finite tree T , we have dimkerT “ mintk : Mn´2k ‰ 0u where M j is the number of perfect
couplings in T that contain j edges. Bauer and Golinelli used this link to obtain an exact formula for
the expected rank nullity of Tn. More specifically, they prove in [21] that
ErdimkerpTnqs “ n
˜
1´2
nÿ
m“2
p´1qm
m
m
´m
n
¯mˆn
m
˙
m
¸
. (A.4.9)
Using tools from analytic combinatorics, they also calculated the generating function of dimkerpTnq
and obtained the asymptotics of ErdimkerpTnqs in the form :
lim
nÑ8µTnpt0uq “ µsquelpt0uq “ 2x‹´1
where x‹ « 0.56714 ¨ ¨ ¨ is the unique solution of the equation x “ e´x. This solved the problem of
computing the atom at zero for the skeleton tree, just as (A.4.6) solved this problem for the Galton-
11A number is algebraic totally real if it is the root of a polynomial with integer coefficients, whose roots are all real.
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Watson trees. The simulations indicate the absence of extended zero states for µsquel (see Figure A.11).
In a short section of Chapter 3, unpublished, I proved this result:
Theorem 26. The spectral measure µsquel does not have extended states at zero.
The arguments are an adaptation of the techniques already used to prove Conjecture 4. The ques-
tion of the existence of a continuous part remains unsolved; simulations suggest that µsquel does indeed
have one.
A.5 Eigenvalues of random diluted matrices
The purpose of this section is to study some weighted graphs, i.e. graphs with weights on the edges.
Formally, we give ourselves a weight matrix W PMn,npRq, and the adjacency matrix M of a
graph, and we want to study the matrix P “ MdW where d is the Hadamard product (termwise):
Pi, j “ Mi, jWi, j. Such models have been extensively studied when the underlying graph is relatively
sparse (typically when the number of edges of G is of the order n logpnq — we will see why this
framework is more studied) or when the whole problem is Hermitian, i.e. when W is Hermitian and
the underlying graph G is a simple undirected graph; a very recent paper by Tikhomirov and Youssef
([136]) fully describes the behavior of the large eigenvalues of P when W is drawn from the GOE and
G is an Erdo˝s-Renyi graph with parameter d{n, in the regime d Ñ8.
In particular, the authors ask the following questions, which we extract verbatim from [136, page
3]:
1) Is there a threshold (depending on d) for the appearance of outliers?
2) Is there an explicit expression for this threshold?
3) Do we have an explanation for the appearance of these outliers?
4) What is the exact asymptotic of these outliers?
In Chapter IV of this thesis, based on a collaboration with Charles Bordenave and Raj Rao Nadaku-
diti, we answer these four questions in the context of directed graphs, the main practical motivation
coming from the statistical problem of matrix completion, which we will present below. The main re-
sults (Theorem 27 on page 181 et seq.) seem surprising, because they essentially say that the eigenval-
ues of non-symmetric matrices are actually more interesting than the singular values of non-symmetric
matrices — common knowledge12 usually states that eigenvalues of non-symmetric matrices are very
unstable. In the last section, we will return to this recent and promising idea.
Reconstruction
Reconstruction problems aim at reconstructing an object that is generally complex (a graph, a matrix,
a tensor, a periodic function) from a small amount of information about this object, typically a few
entries in the matrix, or some Fourier coefficients. These problems have become extremely popular in
applied mathematics, particularly through the development of recommendation systems.
We will focus on the problem of matrix reconstruction. The problem is as follows: a matrix
W is hidden. It is known to have certain structural properties (its size nˆm is known, sometimes
information on its rank or entries). However, the observer only has access to the observation of certain
entries Wi, j for a small set of indices pi, jq P E Ă rns ˆ rms and tries to use this information to find
(partially, with a small error, or even exactly) the matrix W .
The literature on the subject is gigantic and we refer to [65] and its references for a global survey;
let us quote Candès, Tao and Candès, Recht [53, 52], Keshavan, Montanari and Oh [92] and Chatterjee
[55] for a few landmark papers.
12. . . at least, in the world of numerical mathematics.
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Obstructions to the problem and necessary assumptions
It is not always possible to reconstruct a matrix W from a small number of observations of its entries.
The two main obstacles are the sparsity of samples, and the intrinsic complexity of W .
The lack of data. Let’s take an example of a very simple reconstruction problem, in which the matrix
to be found has rank 1, i.e. it has the shape W “ xy˚ with x,y P Rn two unit vectors. Retrieving W
is like retrieving x and y, up to a sign or a phase. Suppose that the i-th line of W is not observed at
all. Then there is no way to access xi. In other words, it is necessary that the observer has at least one
observation per row and one observation per column if he wants to hope to reconstruct the original
matrix W as accurately as possible. Suppose that the entries are revealed uniformly at random; by
the coupon collector principle, to have at least one entry revealed on each line, it is necessary to have
at least logn observations on each line and therefore n logn observations overall, in other words any
density d ! logn will necessarily leave entire rows or columns unobserved.
The literature on matrix completion has thus focused on this d ě logn regime. One of the con-
tributions of this work is to demonstrate that not everything is lost when d ď logn or even when d is
fixed, and that it is even possible to obtain an estimator of W which is well correlated with W .
The intrinsic difficulty of the problem. Not all matrices can be easily reconstructed from a random
observation of their inputs. For example, suppose that the matrix W is all zeroes, except possibly one
or two entries, as in the example
W “ e1e1˚ ` e1e2˚ “
¨˚
˚˝˚1 1 0 ¨ ¨ ¨ 0 00 0 0 . . . 0 0
...
...
0 ¨ ¨ ¨ 0
‹˛‹‹‚.
If the number of revealed entries is small and their location is sufficiently random, there is no chance
that the only two non-zero entries in the above matrix will be observed. We’ll only see zeros. It is
therefore necessary that the entries of W are sufficiently spread out in the matrix. Mathematically,
this means, for example, that the largest entry of W has order Op1{nq, so that the L2 mass (Frobenius
norm) is evenly distributed among the entries of the matrix. This is perfectly equivalent to requiring
that the mass of singular vectors is sufficiently distributed among the entries, a condition frequently
referred to as inconsistency condition.
In the sequel, we will adopt assumptions about W under which the problem is feasible. To do this,
we will define a large class of matrices whose complexity parameters are controlled. Note that these
assumptions are standard in the literature; see for example conditions A0-A1 in [52] or A1-A2 in [92].
We refer to the survey [65] on this subject.
We will start by focusing exclusively on positive Hermitian matrices; this is only a shallow restric-
tion, we will come back to it later. We will note
W “
rÿ
i“1
µiϕiϕi˚ (A.5.1)
where µ1 ě ¨¨ ¨ ě µr are the eigenvalues ordered in descending order, the integer r is the rank, and ϕi
are orthonormal unit eigenvectors. The assumptions on W are as follows:
(i) The W rank is less than r.
(ii) The eigenvalues of W are positive.
179
A.5. Eigenvalues of random diluted matrices
(iii) There is a real number bě 1 such that
max
iPrrs
|ϕi|8 “ b?n . (A.5.2)
Finally, in accordance with the general theme of this thesis, our results are valid for any fixed
d, without any restriction; they are therefore the first results on the top eigenvalues of diluted non-
hermitian matrices. All our proofs extend to the case where d grows slowly with n, typically d “ nop1q.
Spectral methods
As a general rule, the observed matrix P has nearly full rank with high probability; however, a suc-
cessful idea to reconstruct W from P is to calculate its singular value decomposition, say
P“
rankpPqÿ
i“1
σipPqxiyi˚
with decreasing σi, and to get rid of all singular values and singular vectors below the true rank r of
W , i.e. to take
Wˆ “
rankpWqÿ
i“1
σipW qxiyi˚ .
The Eckhart-Young theorem says that Wˆ is precisely the best rank-r approximation of P (in Frobe-
nius norm); the problem is that the singular values of non-Hermitian matrices and the eigenvalues of
Hermitian matrices are ‘polluted’ by the highest degrees ([136, 24, 25, 96, 139]).
A deep idea already exploited by Feige and Ofek ([77]) and popularized by Keshavan, Montanari
and Oh in their famous paper [92] is to regularize the spectrum by removing the high degrees, i.e.
the lines of P with too many revealed entries, thus obtaining a matrix P˜, and only then to truncate at
rank r, obtaining TrpP˜q. One of the important results of [92] is that this operation makes it possible to
find the singular values of the original matrix; more precisely, under simple hypotheses13, the authors
show that
1
n
}W ´TrpP˜q} “ Op
a
r{dq. (A.5.3)
Weyl’s inequalities then show that if d Ñ8, we find W , and that the r largest singular values of P˜ are
aligned with those of W ; the equation (A.5.3) is valid at d fixed, but in this case it does not allow us to
determine the asymptotic in nÑ8 of the large singular values of P˜.
The most interesting aspect of this method is the trimming procedure, where some data are deleted
to regularize the spectrum of the observed matrix. The idea behind the following sections is that the
good idea was not to look at the singular values of the non-Hermitian matrix P, but precisely its
eigenvalues, which are directly aligned with the large eigenvalues of W . This new idea, according
to which non-symmetry retains more information than symmetry, seems promising and has recently
emerged in an article by Chen et al ([56]). We will come back to this point in the conclusion.
Asymptotics of large eigenvalues and detection of eigenvectors
The main result we obtained is an exact description of the behavior of the eigenvalues of the matrix
P “ pn{dqMdW , with M the adjacency matrix of an Erdo˝s-Rényi directed graph with parameters n
and d{n — the normalization by pn{dq is taken so that ErPs “W .
We show a spectacular phase transition: there is a threshold ϑ such that all eigenvalues of P greater
than this threshold are asymptotically equal to the eigenvalues of W greater than this threshold.
13Cf infra.
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To explain this result, we introduce the matrix X “ nW dW , or
Xx,y “ nW 2x,y. (A.5.4)
We note ρ “ }X} its operator norm, which is the same order of magnitude as the operator norm
of W under the incoherence assumption (A.5.2). We also put L “ nmaxx,y |Wx,y|. Under the previous
assumptions on W , this L is Op1q. The threshold referred to above is defined as
ϑ“max
"c
ρ
d
,
L
d
*
.
Note s the number of eigenvalues of W greater than ϑ:
µ1 ě ¨¨ ¨ ě µs ą ϑě µs`1 ě ¨¨ ¨ ě µr. (A.5.5)
We note |λ1| ě ¨ ¨ ¨ ě |λn| the (complex) eigenvalues A. The first result is an exact asymptotic of
the large eigenvalues of P.
Theorem 27. Let d ą 1 be a real number and W a real matrix of size nˆn verifying the assumptions
mentioned before. If n is large enough, then for any i P t1, . . . ,su we have
|µi´λi| “ op1q. (A.5.6)
In addition, for every ią s we have
|λi| ď ϑ`op1q. (A.5.7)
Note that the ϑ threshold is defined as a maximum: it is the same phenomenon as already noted in
the first part of this thesis, where the second eigenvalue was asymptotically lower than ρ_δ´1. The
number δ´1 was the maximum of the transition matrix entries, and here L{d is the maximum of the
entries of P with high probability.
When d is large enough (more precisely when d ą L2{ρ) it is the first term that prevails in the
definition of ϑ; it is easy to verify that L2{ρ is a good measurement of the delocalization of W , in the
sense that for a highly delocalized matrix (typically, with all equal entries) we have L2{ρ « 1. There
is therefore a competition between the localization of the matrix and the density d.
Our second result is a description of the behavior of the eigenvectors of P. The result is only
shown for rank-1 matrices (an already interesting framework, see [56]) but it will be extended to all
low ranks in future work.
Theorem 28. Suppose W “ µϕϕ˚ with ϕ a delocalized unit vector. If d ą n|ϕ|44, then λ1 Ñ µ1, and
if ψ is the eigenvector of P associated with λ1, then with probability 1´op1q,
|xψ,ϕy| “ p1`op1qq
d
1´ n|ϕ|
4
4
d
. (A.5.8)
The n|ϕ|44 threshold simply comes from the computation of ρ in this case. Note that the more
delocalized ϕ is, the smaller n|ϕ|44 is, another example of the competition mentioned above between
delocalization of W and d.
It is therefore possible to obtain a strictly positive correlation with the true eigenvector ϕ; in the
total absence of information, the best possible estimator for ϕ is simply to take a uniform vector u on
Sn´1 and the correlation xu,ϕy then goes to 0.
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Non-orthogonality
Our work revealed an astonishing phenomenon: the eigenvectors of P associated with eigenvalues
above ϑ have a non-trivial covariance structure. More precisely, there is a matrix Γ of size s, depending
only on W and d, such that if ψi,ψ j are the eigenvectors of P associated with λi „ µi and λ j „ µ j, then
xψi,ψ jy « Γi, j (for a specific statement, we refer to the last chapter of the manuscript). As a general
rule, the matrix Γ is not diagonal:
Γi, j “
8ÿ
k“0
x1,Xkϕ i, jy
pµiµ jdqk (A.5.9)
where X has been defined in (A.5.4) and ϕ i, j :“ϕidϕ j is the termwise product of the real eigenvectors.
In some cases (for example, if the `2 mass of each line of W is constant), it is easy to see that Γ
is diagonal, but it is possible to construct simple examples for which this is not the case. One of
the difficulties in proving these results comes from this non-orthogonality (which disappears when
d Ñ8).
Erdo˝s-Renyi directed graphs
An immediate consequence of the above theorems concerns the spectrum of diluted Erdo˝s-Renyi
graphs, obtained by simply taking Wi, j “ 1{n, a matrix whose spectrum is 1 and 0 with multiplic-
ity n´1. As nW dW “W , we get ρ “ 1 and ϑ“ 1{?d.
From a spectral point of view, these graphs are for the moment relatively less studied then their
un-directed siblings: for the latter, which are very well known now, the results of Komlos and Füredi
[81] and Krievelevitch and Sudakov [96] completed by the recent works of Benaych-Georges, Borde-
nave and Knowles ([24, 25], Tikhomirov and Youssef [136] and Alt, Ducatez and Knowles [11] fully
describe the behaviour of large eigenvalues in all regimes of d.
For the directed Erdo˝s-Rényi graphs, our result is as follows.
COROLLARY A.5.1. Let d be a fixed real number and A be the adjacency matrix of a directed Erdo˝s-
Rényi graph ERpn,d{nq. The following statements are true with probability 1´op1q when nÑ8:
1. If d ď 1, all the eigenvalues of A have modulus smaller than 1`op1q.
2. Otherwise, d ą 1; in this case, λ1pAq Ñ d and all other eigenvalues have modulus smaller than?
d`op1q. If ψ is the eigenvector of A associated with λ1pAq, then
|xψ,ϕy| Ñ
c
1´ 1
d
. (A.5.10)
These points are illustrated in the figures A.12-A.13.
The previous statement thus demonstrates a well-known observation often mentioned by physi-
cists, namely that the empirical spectral measure is supported in Dp0,?dq including in the diluted
case; we refer to the excellent survey [114] (from physics), and in particular to Sections 4.2 and 4.3,
which mention these facts, but without rigorously proving them.
Note ~µAn the spectral empirical measure of the adjacency matrix of a directed Erdo˝s-Rényi graph
with parameter d{n ; to my knowledge, there are strictly no rigorous results on these measures in the
diluted framework. Only one paper by Basak and Rudelson [18] shows that if d “ Ωplogpnq2q, then
the spectral empirical measure converges towards the circle distribution. Even the convergence of ~µAn
towards a measure on C has not been proven, and a possible closed-form expression for the limit is
not even conjectured, unlike the Kesten-McKay conjecture already mentioned (Figure A.4).
Finally, let us point something already encountered in the first section of this introduction: we only
show an upper bound for |λ2|. The corresponding lower bound, |λ2| ě
?
d´op1q, is not demonstrated,
but seems true (see in particular Figure A.14).
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Figure A.12 – A plot of |xψ1,ϕy| for different mean degrees d. For each d “ 2, . . . ,20, we made 20
simulations of ERp1000,dq and computed xψ1,ϕy (little green dashes). The mean is plotted in red and
the prediction
a
1´1{d is in black.
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Figure A.13 – Representation of |xψ,1{?ny| for several values of d, with n “ 1000. For each d “
2, . . . ,20, we generated 20 realizations of ERp1000,dq and numerically computed |xψ,1{?ny| (small
green dashes). The average is in red and the theoretical limit
a
1´1{d is in black.
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Figure A.14 – Three realizations of directed Erdo˝s-Rényi graph spectra with n “ 10000 vertices, for
three values of p“ d{n. We cut the outlier and renormalized by 1{?d.
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Figure A.15 – We took P“ ϕϕ˚ with ϕ „UnifpSn´1q, n“ 1000. The entries in ϕ have been sorted in
ascending order. The entries of ψ are in green. The theoretical correlation is close to
b
1´n|ϕ|44{d «a
1´3{d with high probability.
Typical case: uniform eigenvectors.
Our results are valid for any initial matrix W verifying the assumptions mentioned before. In some
sense, almost all matrices verify those assumptions. Indeed, given a spectrum Σ “ diagpµ1, . . . ,µrq,
we can choose eigenvectors U distributed according to Haar’s measure on all orthonormal matrices
with size nˆ r; the matrix
W “U˚ΣU
is then uniform, and it is well known that U is delocalized in the sense that }U}8 “Op
a
logn{nq with
high probability. Such a model is popular in the matrix completion litterature, and it is already used in
[53, 92].
The theorems stated above will therefore be valid for most of the rank-r matrices. Figures A.15
and A.16 show illustrations of the phenomenon described in Theorem 28 for a rank-1 matrix.
These results complement those obtained in [56], which are formulated in the d Ñ8 regime (see
in particular [56, Page 10]); they do not obtain the transition in ϑ nor the exact asymptotics; indeed,
our method does not use any eigenvector perturbation theorem such as Davis-Kahan or Neumann’s
identity (see [142, 71, 56]), which are often optimal in the worst case but quite bad in typical cases.
Our proof technique directly integrates the perturbation of eigenvectors, and thus make it possible to
obtain detailed information on them.
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Figure A.16 – Representation of |xψ1,ϕy| for different d. First we generated W “ ϕϕ˚ with ϕ uniform
on Sn´1. Then, for each d “ 2, . . . ,20, we performed 20 simulations of A with W as the underlying
matrix, then we calculated xψ1,ϕy. The average is in red and the limit value
b
1´n|ϕ|44{d is in black.
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A.6 Two concluding remarks
This last section presents two ideas that emerged from the results of this thesis.
‘Dilute’ is the new ‘sparse’
In the literature on low-density networks or matrices, there are several interpretations on what ’low-
density’ or ’sparse’ means. The general consensus is that the average number of connections of the
agents, say d, must be negligible compared to the size of the network: d“ opnq. However, two regimes
are sparse in this sense: the regime we will call dilute, where d “ Op1q is bounded independently of
n, and the regime we will call sparse where d “ opnq but goes to infinity, typically d “ plognqc or
d “ nα , with α ă 1. It should be noted that this terminology is not firmly established, and that the two
terms have been used interchangeably in the literature.
The modern study of low-density networks began in the 1960s with the works on phase transitions
in the Erdo˝s-Rényi model, and has really exploded since the 1990s with the emergence of computer or
social networks, in which agents have a relatively small number of links with other agents. However,
from the point of view of applications, the diluted and sparse regimes are identical. Engineers, statis-
ticians or physicists will never face networks with a size larger than, say, 1080 (the number of atoms
in the observable universe), and in practice diluted or sparse regimes will be strictly indistinguishable
(we have log1080 « 184). For these applications, the results obtained for the sparse regime, where
d Ñ8 slowly, should be largely satisfying, and indeed the sparse regime is much easier to handle
than the diluted regime and the proof techniques are well-established now.
However, the difference between the dilute and sparse regimes is not artificial, and hides a deep
phase transition which — in my opinion — is underestimated in the literature: when it comes to the
spectrum, the sparse regime lies in the universality class of ‘dense’ regimes, the world of the semi-
circle distribution for Hermitian models, and of the circle distribution for non-Hermitian models. In
the main graph models (d-regular, Erdo˝s-Rényi d{n) with density dÑ8, the spectral measure always
converges to ρsc or to ρcircle, and this including at microscopic scales ([18, 57, 17, 59, 75, 47, 75,
74]). However, some of the real networks studied by engineers or statisticians do not lie in Wigner’s
universality class ([76, 129]), such as social network graphs, whose spectrum clearly does not look
like a semi-circle (Figure A.17).
If we want the models to fit the reality, the good criterion therefore seems to be not only the
small number of links between the agents of the system, but also the spectral structure which must be
very far from the semi-circle of circle distributions: presence of atoms, unbounded supports, extended
and localized states. The reader can see this by observing the few examples of real network spectra
in Figure A.17 (the networks in question are described at the end of the paragraph). These are the
features that should be found in applied mathematics models. From this point of view, even diluted
graph models are not necessarily the best fitted to reality: the results obtained for an Erdo˝s-Rényi
graph with a fixed but large d parameter, for example d “ 1045, will certainly be further from reality
than those obtained for any n and any d ď logn.
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Figure A.17 – Some spectra of real diluted networks.
The network data in Figure A.17 are freely available, see the database [99] and the paper [140]
and the references below.
(a) King James’ Bible (1611) is an English version of the Bible, and is still a reference for the
Anglican Church. It contains many names (of places or people), which are the 1773 vertices
of the graph. Two names are linked by an edge if they appear in the same verse; each edge
is weighted by the number of verses in which the two names appear (so they are multi-edges).
There are a total of 9131 edges and 16401 multi-edges; the average degree is 18.5 and the
maximum degree is 364 — corresponding to the name Israel. These data were compiled by
Chris Harrisson and are available on his website.
(b) PGP (PrettyGoodPrivacy) is a popular encryption algorithm, widely used in emails. The net-
work nodes are the users (10680) in the giant connected component, and two users are connected
if they have exchanged information secured by PGP. There are 24316 edges, the average degree
is 4.55 and the maximum degree is 205 (see [30]).
(c) The United States power grid (one of the networks studied in the famous paper [140]) consists
of 4941 units (generally, transformers or power plants); the edges represent the power lines and
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there are 6594 of them. The average degree is 2.66 and the maximum degree is 19.
(d) In 2003, the email network of Rovira i Virgile University in Tarragona ([86]) contained 1133
users (giant component). Two users are connected if they have sent each other an email. There
are 5451 edges, the average degree is 9.6 and the maximum degree is 71.
Less symmetry, more eigenvalues
Most algebra textbooks describe the instability of the eigenvalues of non-symmetric matrices. For
example, it is easy to construct two non-Hermitian matrices which are very close in norm, but whose
eigenvalues are very different. Yet, the remarkable and ubiquitous circle law suggests that the eigen-
values of some non-symmetric random matrices are in fact very stable (see [40, Figure 2 and com-
mentary]), as if the randomness in the matrix had the power to regularize the spectrum.
Recent results seem to show that non-symmetric matrices have much finer spectral properties than
might have been expected, and that they capture the statistics of the underlying networks better than
their symmetric counterparts. For example, in the community detection problem, it was not the adja-
cency matrix that needed to be studied, but one of its non-symmetric variants, the non-backtracking
matrix ([97, 43]), because the large eigenvalues of the latter better reflect the graph’s internal structure.
Recently, a paper by Chen et al ([56]) took a step forward, suggesting that it would sometimes
be beneficial to un-symmetrize symmetric problems. The authors note and prove a phenomenon quite
similar to that described in the last part of this thesis: if M is a low-rank symmetric matrix perturbed by
unsymmetric noise H, it is more efficient to get back M from the eigenvalues of M1“M`H than from
the singular values of M1; moreover, even if the underlying matrix M is symmetric, it is sub-optimal
to use this information by symmetrizing M1.
This is also the conclusion of our work: even when the underlying matrix is symmetrical, we can
unsymmetrize it, which boils down to reorganizing the data in order to extract its essential features;
this is done
• without deleting information, unlike other procedures already used, such as trimming the high
degrees in [77] or [92],
• without losing dimension, as was the case with the non-backtracking matrix whose transition
from dimension n to dn could be quite a problem in practice, even when d “ 10.
Such un-symmetrization may not be optimal; the authors of [56] note, for example, that their un-
symmetrization procedures lead to an increase in noise variance. Two perspectives seem promising:
first, the theoretical results we have presented in the last part of this thesis pave the way for very
precise threshold computations, which will often allow statistical problems to be fully solved despite
the increase in noise; and secondly, some less elementary un-symmetrization procedures will certainly
allow better use of this new philosophy.
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RÉSUMÉ
Une matrice aléatoire nˆ n est diluée lorsque le nombre d’entrées non nulles est d’ordre n ; les
matrices d’adjacence de graphes d-réguliers ou les graphes d’Erdo˝s-Rényi de degré moyen d fixé sont
dilués.
Dans le premier chapitre, je démontre une borne supérieure sur la deuxième valeur propre de la
matrice de transition sur certains graphes dilués, les graphes de configuration dirigés, dans lesquels
on a spécifié le degré (entrant et sortant) de chaque sommet. On obtient aussi une généralisation
importante du théorème de Friedman : la seconde valeur propre de la matrice d’adjacence d’un graphe
d-régulier dirigé est inférieure à
?
d`op1q.
Dans le second chapitre, issu d’une collaboration avec Charles Bordenave, on donne une général-
isation du théorème d’Erdo˝s-Gallai.
Le troisième chapitre, issu d’une collaboration avec Justin Salez, résout un problème posé en 2004
par Bauer et Golinelli : l’existence ou non d’états étendus dans le spectre limite des graphes d’Erdo˝s-
Rényi de paramètre d{n. On y démontre l’absence d’états étendus en zéro lorsque d ă e et la présence
d’états étendus lorsque d ą e. Nos résultats s’étendent aux arbres de Galton-Watson unimodulaires.
Je démontre également l’absence d’états étendus en zéro dans le spectre de l’arbre squelette d’Aldous.
Le dernier chapitre est issu d’une collaboration avec Charles Bordenave et Raj Rao Nadakuditi.
On y étudie les valeurs propres de la matrice d’adjacence A d’un graphe d’Erdo˝s-Rényi de paramètre
d{n, dans lequel les arêtes sont pondérées par les entrées d’une matrice symétrique P. On montre une
transition de phase spectaculaire : il existe un seuil ϑ dépendant de P et de d tel que les plus grandes
valeurs propres de pn{dqA convergent vers les valeurs propres de P plus grandes que ϑ, et tel que les
vecteurs propres de A associés sont alignés avec ceux de P.
SUMMARY
A random nˆ n matrix is diluted when the number of non-zero entries is of order n; adjacency
matrices of d-regular graphs or adjacency matrices of Erdo˝s-Rényi graphs with fixed average degree
d are diluted. This dissertation is about the spectrum of diluted random matrices.
In the first chapter I show an upper bound on the second eigenvalue of the transition matrix on a
diluted directed graph model, the directed configuration model, in which the degree (in and out) of
each vertex is specified. We also get an important generalization of Friedman’s theorem: the second
eigenvalue of the adjacency matrix of a directed d-regular graph is less than
?
d`op1q.
A second short chapter, from a collaboration with Charles Bordenave, gives a generalization of
the Erdös-Gallai theorem.
The third chapter, a collaboration with Justin Salez, solves a problem raised in 2004 by Bauer and
Golinelli: the existence (or not) of extended states in the limiting spectrum of Erdo˝s-Rényi graphs
with parameter d{n. We show the absence of extended states at zero when d ă e and the presence of
extended states when d ą e. Our results extend to the spectra of unimodular Galton-Watson tree. I
also prove the absence of extended states at zero in the spectrum of the skeleton tree.
The last chapter is a collaboration with Charles Bordenave and Raj Rao Nadakuditi. We study the
eigenvalues of the adjacency matrix A of a directed Erdo˝s-Rényi graph with parameter d{n, in which
the edges are weighted by the entries of a symmetric matrix P. We show a spectacular phase transition:
there is a threshold ϑ depending on P and d such that the largest eigenvalues of pn{dqA converge to
the eigenvalues of P which are greater than ϑ. The associated eigenvectors of A are aligned with those
of P.
