Abstract. Seismic waveform inversion aims at obtaining detailed estimates of subsurface medium parameters, such as the spatial distribution of soundspeed, from multi-experiment seismic data. A formulation of this inverse problem in the frequency-domain leads to an optimization problem constrained by a Helmholtz equation with many right-hand-sides.
1. Introduction. Detailed estimates of subsurface properties such as soundspeed and density can be obtained from seismic data by solving a PDE-constrained optimization problem [44] -also known as full-waveform inversion (FWI) in the seismic community -that involves multiple source experiments. The data in this setting consist of a collection of time-series for many source-receiver pairs and are the result of either passive or active source experiments. The PDE is a wave-equation with as many right-hand-sides as there are sources. Applications of this technique include oil and gas exploration and global seismology. A common characteristic of these applications is the need to propagate the waves over large distances (i.e., several hundred wavelenghts) through strongly inhomogeneous media for a large number of sources. This leads to a non-linear data-fitting problem involving millions, and in industrial settings even billions, of unknowns and exceedingly large data volumes (up to ∼ 10 15 data-points).
While the FWI problem is naturally formulated in the time-domain, we can formulate an equivalent problem in the frequency-domain by applying a temporal Fourier transform to the observed data and using the Helmholtz equation to predict the data. One of the main reasons to do this is that it allows us to work with relatively small data volumes (i.e., a few frequencies instead of the whole time-series). This formulation also avoids the need for i/o-intensive checkpointing schemes when employing adjoint-state methods [42] . While iteratively solving the Helmholtz equation in 3D is still a challenge, recent benchmark tests suggest that it is becoming competitive when compared to time-stepping methods [25] .
Although conceptually attractive, this straightforward data-fitting approach to seismic inversion is plagued by the severe non-linear relation between the data and unknown medium parameters. In particular, the oscillatory nature of the data may result in a partial fit even though the medium parameters do not represent the true earth. This phenomena is known as loop-skipping and may cause gradient-based optimization methods to fail because they get stuck in a local minimum (see [43] for an overview). Many alternative formulations of the inverse problem have been proposed to mitigate this problem [51] . These formulations rely either on using different objective functions to measure the data-misfit [27, 52] or on completely different formulations of the inverse problem [41, 34, 50] . While less sophisticated than the aforementioned methods, a simple remedy is based on the observation that loop-skipping is less of a problem at low frequencies. This observation motivated [6, 37, 53] to propose a multi-scale continuation method where the inversion is carried out from low to high frequencies. Needless to say, this multiscale approach is trivially implemented in the frequency-domain.
PDE-constrained optimization problems can be solved in a variety of ways, via either Lagrange methods or SQP [19] . All these methods rely -in one way or another -on simultaneously updates of both the state and control variables, and thus avoids having to explicitly solve the PDE. Unfortunately, the scale of typical seismic problems, even in 2D, precludes the use of such full-space methods because it requires simultaneous storage of the forward and adjoint wavefields for all sources. For that reason, practitioners usually resort to reduced-space methods that rely on explicitly eliminating the state variables [36, 10] by solving the PDE for each gradient update. The gradient of the reduced objective with respect to the medium parameters can then be efficiently computed via the adjoint-state method [44, 33] .
For 2D applications, the discretized PDE (the Helmholtz equation) is usually factorized and its inverse can thus be applied cheaply to multiple right-hand-sides. In 3D, however, direct factorization does not scale very well to large problems due to the memory requirements caused by the large number of gridpoints needed and the increased bandwidth of the matrix. This poses major problems when applying 3D waveform inversion to industry-scale datasets: i) The Helmholtz equation is notoriously difficult to solve due to the indefiniteness and requires sophisticated preconditioners (see [12] for an extensive overview). This is a very active area of research and many preconditioners have been proposed. However, many of these approaches are problem specific, require (manual) tuning of problem-specific parameters to ensure convergence, and may suffer from significant setup and memory storage costs. While well-suited for very accurate simulation with fixed medium parameters, these dedicated approaches are not particularly attractive for inversion where the coefficients in the PDE change after every model update. ii) The computational costs scale linearly with the number of sources, which in realistic settings makes even a single gradient computation prohibitively expensive. Recently, techniques from stochastic optimization have been applied to dramatically reduce the computational cost by lowering the number of right-hand-sides via random projections or random subsampling [20, 46, 49, 55] . Aside from decreasing the computational cost by reducing the required number of PDE solves, these approaches also decrease the computational overhead related to i/o. Although this approach can lead to significant reduction of the per-iteration cost of gradient-based optimization algorithms, these stochastic methods have the disadvantage that they often lead to a sub-linear convergence and hence may require disproportionally more iterations to converge. In theory, this loss of convergence can be overcome by gradually increasing the sample-size [13] by bringing in more right-hand-sides. The rate with which the sample-size needs to be increased depends on problem-specific constants that are expensive to compute in practice. Hence, there is a need for an adaptive strategy based on heuristics that are easy to compute. Inexactness is another powerful tool for reducing the computational costs when using iterative methods to solve the PDEs [23, 4, 22] . It is not clear how to choose the tolerance of the inexact PDE solves such that the computations are still sufficiently accurate to be usefull.
To carry out our data-intensive large-scale inversions based on local derivatives, iterative 3D PDE solves for time-harmonic Helmholtz, and stochastic optimization, we propose that a scalable -both in terms of data and model-size -inversion strategy needs to consist of the following key ingredients:
• an iterative Helmholtz solver with low memory imprint and computational overhead, e.g. setup costs, whose convergence does not critically depend on model-dependent tuning parameters, • a practical stopping criterion for the iterative solver that avoids computing accurate solutions when they are not needed -e.g. when the model iterate is far from the true solution, • a (stochastic) optimization strategy that exploits the separable structure of the objective by working with small subsets of the right-hand-sides at each iteration, • a criterion to adaptively grow the sample-size as the optimization proceeds, and • the ability to exploit both model-space, via domain decomposition, and data-space parallelism, by parallelizing loops over frequencies and / or right-hand-sides. Because practical application of full waveform inversion to field data still requires a lot parameter tuning and careful selection of the initial model, the ultimate goal is to reduce the turnaround time for a typical inversion. This would allow us to run multiple scenarios to test the validity of the output.
1.1. Contributions. In this paper, we propose a new comprehensive framework for 3D seismic waveform inversion that addresses both the need to efficiently solve the Helmholtz equation as well as the computational cost induced by the many right-handsides. To this end, we combine several existing components into a novel algorithm that addresses these issues by developing practical algorithms designed to scale well by exploiting data-as well as model-space parallelism.
Helmholtz solver. Because of its relative simplicity, flexibility towards different wave physics, and robustness with respect to tuning parameter selection, we investigate the use of an existing Kaczmarz-based preconditioned iterative method (CGMN) and more specifically its parallel extensions (CARP-CG). We evaluate the performance of this solver in the context of inversion. Because we are dealing with multiple right-hand sides, we incorporate the preconditioner in a block-iterative method and evaluate its performance.
Inexact PDE-solves. To reduce the computational cost of the inversion, we consider an inexact approach which solves the PDEs up to some relatively high pre-scribed tolerance. We propose a novel heuristic to adaptively determine the required accuracy of the PDE solves based on the data-misfit.
Source subsampling and stochastic optimization. We further reduce the computational cost by working with small subsets of the sources at each iteration and propose a novel heuristic to determine whether the sample size needs to be increased based on an average descent of the (sampled) objective.
The result is a new adaptive stochastic quasi-Newton optimization method for seismic inversion that automatically determines the required accuracy for the PDE solves and automatically increases the sample-size when an average descent condition fails. Since accuracy is really a proxy for computational costs, the basic motto of our approach is to never use more accuracy than strictly needed at any point during the inversion. This leads to significant reductions in the number of right-hand-sides for the gradient calculations and in the number of iterations for the Helmholtz solves.
1.2. Outline. In section 2, we discuss the discretization of the Helmholtz equation and the Kaczmarz-based preconditioner. Section 3 describes the stochastic inversion strategy and the heuristics used to determined the accuracy of the PDE solves and the sample-size. Some numerical experiments are presented in section 4 and section 5 presents conclusions and discussions.
Modeling.
We model wave-propagation in the earth via the following 3D scalar Helmholtz equation,
where ω is the frequency, x is the spatial coordinate, c(x) denotes the soundspeed ρ(x) denotes the density, u(ω, x) denotes the wavefield and s(ω, x) is a source term. We discretize the Helmholtz equation using a a 27-point mixed-grid stencil with PML boundary conditions on all sides of the domain [31] and denote the resulting sparse linear system by
2) where u and s denote the gridded wavefield and source function.
2.1. Iterative solver. Due to the sheer size of typical problems in 3D seismic imaging (∼ 10 9 gridpoints), direct factorization techniques are not widely used. Recent work by Wang et al. [54] aims at reducing the memory imprint by employing hierarchical low-rank (HSS) representations of the factorization. Even taking these new developments into account, direct factorization techniques are not practical for the proposed inversion scheme since the initial factorization costs cannot be amortized over a large number of sources (we will focus on the use of optimization methods that use only a relatively small number of right-hand-sides at each iteration). Moreover, the massively parallel implementation required for such direct methods precludes the use of course-scale parallelism (e.g., parallelizing over sources and / or frequencies). Moreover, a new factorization will be needed after each model-update.
Iterative techniques are much more efficient in terms of memory use, and are more attractive when using only a relatively small number of right-hand-sides. However, they require a good preconditioner. Many preconditioning techniques have been proposed in the literature [11, 38, 32, 21, 9, 40, 35] . Most of these are designed for efficient and accurate forward modeling and include problem-specific tuning parameters to ensure convergence. The latter does not make these approaches very attractive for inversion since the medium parameters will change from one iteration to the next, possibly requiring the tuning-parameters to be changed as well. Instead, we use CARP-CG [14, 15] , a generic, iterative solution technique for sparse linear systems based on the CGMN method [5] . Convergence of this method is guaranteed, making it an attractive solver for inversion purposes. Moreover, the method is generic and can thus be applied to other discretisations or even vector-Helmholtz equations without any modification.
Naively, one can think of this method as a Kaczmarz-preconditioned conjugate gradient (CG) method. For the sake of completeness, we give a brief overview of the method.
CGMN. The Kaczmarz method solves a system of N equations, Au = s, by cyclically projecting the iterate onto rows of the matrix [24] 
where a i denotes the i-th row of A as column vector, · * denotes the conjugate transpose, and 0 < γ < 2 is a relaxation parameter. Introducing the matrices
, we may write this iteration as u := Q i u + γs i a i /||a i || We may now transform the original system of equations to a Hermitian positive semi-definite system:
which we can solve with the CG method.
Since this preconditioner is equivalent to SSOR on the normal equations AA * [5] , we find the following alternative expressions for Q and R
, where D and L contain the diagonal and lower triangular elements of AA * . Although these expressions are convenient for analysis and testing, a more efficient implementation computes only the action of these matrices using Algorithm 1 as Qu + Rs = DKSWP(A, u, s, γ) [14] .
The choice of the parameter γ does not seem to critically affect the convergence, although values γ ≈ 1.5 appear to be optimal (see, for example, [16] for extensive numerical experiments). A Fourier analysis for the 1D Helmholtz equation of the CGMN method confirms this [47] .
Finally, the method lends itself for a matrix-free implementation where the stencil coefficients are generated on-the-fly. This will be important when moving to higherorder stencils where we cannot afford to store all the stencil coefficients.
Algorithm 1 DKSWP(A, u, s, γ) Performs a forward and backward Kaczmarz sweep on the matrix A {forward sweep}
end for return u
Block-CG. Since we are mostly dealing with multiple right-hand-sides simultaneously, we use a block-CG method [3, 18] to solve the Helmholtz equation for multiple right-hand-sides simultaneously. By building up a Krylov subspace using multiple residual vectors simultaneously, block-iterative methods may converge significantly faster at the cost of an increased computational cost per iteration. It is well-known that block iterative methods will break down if the residual vectors become linearly dependent. To counter this, a re-orthogonalization of the residuals in conjunction with so-called variable-block or deflation techniques can be used [3, 29, 8] . However, since the right-hand-sides in our case represent different sources we expect the initial residuals to be nearly orthogonal. In our experiments we typically reach the desired tolerance -which is usually high -before any linear dependence between the residuals develops. The resulting algorithm -without deflation -is given in algorithm 2 (adapted from [18] , algorithm 8.). For a more robust implementation, variable-block or deflation techniques can be added.
Algorithm 2 BCGMN(A, U 0 , S, γ, ) Block-CGMN algorithm on system AU = S using DKSWP to perform the matrix-vector multiplications
Domain decomposition. The CARP-CG algorithm is a parallel extension of the CGMN algorithm, where the Kaczmarz projections are done independently and in parallel on blocks of rows. Between each sweep through the rows, the overlapping elements of the solutions are averaged. As such, its implementation resembles an additive Schwarz approach, however, CARP-CG is guaranteed to converge. For details we refer the reader to [14, 15] . The use of CARP-CG to solve the Helmholtz equation specifically is described by [16, 17] .
In summary, we discussed a generic, solver for the Helmholtz equation with mul-tiple right-hand sides. Because convergence of the method does not critically depend on tuning parameters, this method is suitable for inversion. Some numerical experiments and a comparison to other simple iterative methods are presented in section 4.1.
3. Inversion. The inverse problem for M sources and a single frequency can be cast as a PDE-constrained optimization problem Standard all-at-once approaches to solving this PDE-constrained optimization problem rely on a Lagrangian formulation of this problem
and use a Newton-like method to solve ∇L = 0, where
where
. Updating both state and control variables is not feasible for such large-scale problems so we use a so-called reduced approach, eliminating the state variables u i and v i by solving the forward (∇ vi L = 0) and adjoint (∇ ui L = 0) PDEs. We simplify the problem even further by projecting out w. This can be done efficiently by solving a series of scalar optimization problems [2] 
Finally, the reduced objective is given by
Note that the evaluation of the reduced objective requires the solution of the forward PDE (3.4) as well as the solution of M scalar optimization problems (3.7). The gradient of φ coincides with the gradient of the Lagrangian w.r.t. m (3.6) evaluated at the optimal u i , v i and w and thus requires the additional solution of an adjoint PDE (3.3).
Gradient-descent with errors.
A basic gradient-descent algorithm to minimize φ(m) is based on the iteration
where ν k is the stepsize. However, the evaluation of the reduced objective (3.8) and its gradient requires 2M PDE solves, which may be prohibitively large. To reduce these costs, we resort to an optimization technique described by [13] that allows for the use of approximate gradients in a gradient descent algorithm:
where g k = ∇φ(m k ) + e k is the approximate gradient and e k is the approximation error. Specifically, [13, Thm 2.2] proves that under some convexity assumptions on the objective function φ(m) and for an appropriately chosen fixed stepsize, a basic gradient-descent algorithm with approximate gradients (3.10) will converge as
}, where 0 ≤ c < 1 depends on the condition number of φ (c close to one being ill-conditioned). Thus, if the error in the gradient decreases linearly, the resulting gradient-descent algorithm with approximate gradients will also converge linearly. Furthermore, this tells us that we need not decrease the accuracy very fast if the problem is ill-conditioned to begin with (i.e., if c is close to one).
Of course, our objective is not very likely to satisfy these convexity assumptions globally, however, for the sake of designing an algorithm we will assume them to hold locally.
Source subsampling. We can obtain approximate gradients with controllable error by using only a subset of terms I ⊆ {1, 2, . . . , M } in (3.8) when calculating the gradient. This sample average approach is extensively analyzed by [13, 1] . If we choose the elements in I randomly from [1, 2, . . . , M ] (without replacement), the expected error in the gradient can be expressed as ||e|| 2 
. The computational cost is directly proportional to the sample size b = |I|, and thus a higher error in the gradient directly translates into a lower computational cost. Numerical experiments have shown that this approach is beneficial on 2D seismic inversion problems [49, 28] . How to choose the rate of increase of the sample-size in practice is an open problem. Van den Doel et al. [46] suggest a cross-validation technique that relies on computing the objective for two independent samples and requiring decrease on both. When this condition fails, the authors suggest to double the sample-size. This leads to an exponentially increasing sample-size and induces a lot of computational overhead since all the computations are carried out twice.
We adopt a related approach that induces less computational overhead and increases the sample-size at a slower (linear) rate; we re-draw the samples at each iteration and use the misfit for both the old and new samples to keep track of the average descent. If the objective fails to decrease on average, we increase the sample-size by a constant amount. Details of the implementation in the context of an L-BFGS method are described in section 3.3.
3.2. Approximate PDE solves. In addition to using source-subsampling techniques to reduce the computational cost, we can solve the forward and adjoint PDEs up to some (high) tolerance . The crux lies in determining a reasonable . The use of inexact PDE solves in the context of trust-region methods is discussed by [23, 22] , while [4] discuss inexactness issues in full-space approaches.
Here we propose a heuristic to estimate a reasonable tolerance that is 'accurate enough' and is completely independent from the optimization strategy and allows for the use of black-box optimization methods. The heuristic is based on the behavior of the objective for a single experiment as a function of the tolerance
where u i ( ) is obtained by solving the forward PDE with tolerance (i.e., ||Au i ( ) − s i || 2 ≤ ||s i || 2 ). We propose to choose a tolerance that computes the residual to within a certain fraction η of its true value, i.e., find an such that
This is not very practical since it would require a very accurate solve (with = 0). Instead, we find a k such that
where α < 1. The resulting algorithm to evaluate the objective for a given sample I is shown in Algorithm 3. We use the current solution, u i (α k ), as initial guess when solving solving for u i (α k+1 ) in line 9. We use the same tolerance when solving the adjoint PDE.
Of course, a similar heuristic can be used to estimate the actual error in the gradient by finding a k such that
where g i ( ) = G(m, u i ( )) * v i ( ) and v i ( ) is obtained by solving the adjoint PDE up to . Perhaps it would be even better to use a two different tolerances for the forward and adjoint PDEs, but seen that the heuristic based on the misfit yielded very good results, we will leave detailed comparison of these two heuristics for future research.
3.3.
A stochastic Quasi-Newton algorithm. We incorporate the heuristics described above in a novel stochastic Quasi-Newton algorithm. Aside from using only a subset of the sources and approximate PDE solves, we re-draw the sample at each iteration, even if the sample-size does not increase. Such a renewal of the sample removes any possible bias introduced by using a particular subset and has proved highly beneficial in seismic applications [48, 26] .
The algorithm decreases η when the linesearch fails and increases the samplesize when the average objective as computed over two independent samples does not decrease. A detailed description is given in Algorithm 4.
The objective values f k and f k+1 in line 29 are computed using different samples because the samples themselves are renewed at each iteration (cf. line 23), even if the sample-size remains unchanged.
For the linesearch (line 15) we use a weak Wolfe linesearch and lbfgs (line 12) applies the L-BFGS scaling based on past gradient and model updates (cf. lines 19, 20) [30] . Note that the Hessian update requires an extra gradient computation since we want to compute the update vectors y k (line 20) from gradients that were computed for the same sample I [39, 7] .
The above described adaptive stochastic algorithm combines several features needed to solve large-scale seismic inversion problems. These include: i) working {solve forward equation} 10: solve A(m)u i = s i using CGMN with tolerance 11: 12: {solve for source-weight} {compute misfit and gradient} 30:
with small subsets of data to limit the number of PDE solves and i/o, ii) control over the accuracy of the PDE solves to reduce the number of CG iterations, iii) control over the error in the gradients by adaptively increasing the sample-size when an average descent condition fails. 
if linesearch successfull then 18: {update L-BFGS vectors} 19 :
{draw new sample} 23:
25:
{misfit and gradient for new sample} 26: {f k+1 , g k+1 } = misfit(m k+1 , I k+1 , η) 27: 28: {check average descent} 29: if 
CGMN vs. other iterative methods.
We compare CGMN to BiCGstab and restarted GMRES, both with an ILU(0) preconditioner. While other preconditioners are definitely more suitable for Helmholtz equations, our aim is to compare CGMN with methods of similar simplicity.
To be able to compare the results, we keep track of the residual ||Au−s|| 2 (instead of ||(I − Q)u − Rs|| 2 ) in CGMN and run GMRES(5) with a right preconditioner. All these experiments are done using Matlab's native bicgstab, gmres and ilu. For this Table 4 .1 Iteration counts for CGMN, BiCGstab and GMRES for different frequencies (using a constant number of gridpoints per wavelength). Here, N denotes the total number of unknowns and * indicates that the method did not converge to the desired tolerance of = 10 −6 within 5000 iterations.
experiment, we used a naive implementation of CGMN using the explicit expressions for Q and R (cf. (2.4) and (2.5)) to perform the matrix-vector multiplications. As such, we cannot make a fair comparison in terms of CPU time. We focus instead on the number of iterations and ability to converge for higher frequencies.
The iteration counts for various frequencies (using a constant number of gridpoints per wavelength) are listed in table 4.1. For low frequencies (and hence small systems), BiCGstab converges much faster than both CGMN and GMRES(5). For higher frequencies, however, the difference between the three methods becomes less and for the highest frequency, BiCGstab fails to converge at all. GMRES(5) does well for the low frequencies, but converges very slowly for the highest frequency. This could be countered by increasing the history size, but this would not be feasible in practice due to memory limitations. CGMN, despite being suboptimal for the lower frequencies does much better than the other two methods for the highest frequency.
The corresponding convergence histories are shown in figure 4.2. These plots clearly illustrate the convergence behaviour of the different methods; BiCGstab converges very irregularly, and both GMRES and CGMN decrease the residual monotonically.
Block-CG.
To test the performance of the block-CG approach, we compute the wavefields for various frequencies for a number of randomly located sources in the z = 0 plane using various blocksizes for a tolerance of = 10 −6 (in terms of ||(I −Q)u−Rs|| F ). The results in terms of the number of iterations and CPU times are shown in Table 4.2 1 . The convergence histories (again in terms of ||(I − Q)u − Rs|| F ) are shown in figure 4.3. We observe that the convergence is not sped up uniformly; for the first 100 -200 iterations, all block-sizes yield the same result and the largest block-sizes show super-linear convergence after this.
The block iterative approach is only beneficial when enough right-hand-sides are available, where the optimal number of right-hand-sides depends on the size of the system. However, too large block-sizes may result in loss of orthogonality of the residuals before the desired tolerance is reached. In these experiments, we restricted ourselves to using only modest block-sizes thereby circumventing the need for deflation Table 4 .2 Iteration counts (averaged over all the runs needed to compute all the wavefields) and CPU times for computing the wavefields for a number of point sources (10 for f = 0.5 Hz., 50 for f = 1 Hz. and 200 for f = 4 Hz.) distributed randomly on the surface using different block-sizes. Using larger blocks can significantly speed up the convergence, both in terms of the number of iterations and the CPU time.
techniques as discussed in section 2.1.
CARP-CG.
The domain-decomposition is done in the y direction only. Splitting the domain only in the last direction greatly simplifies the implementation, as the matrix can be split into contiguous parts that have the same band-structure as the original matrix. This allows us to use an efficient data-structure that only stores the bands of the matrix and the offsets of the bands. As the splitting seems to have little influence on the number of iterations needed to converge, we do not expect that splitting in other or multiple directions will make a big difference. The number of iterations required to converge does not critically increase when using a larger number of subdomains, as can be seen from 4.4 (a) The algorithm achieves nearly linear speedup as can be seen by comparing the actual CPU times with the theoretical times in 4.4 (b).
As the memory imprint of the method is very low, there is no need to scale to 1000s of CPUs. Moreover, a higher level of parallelism can be exploited by parallelizing the computation of the misfit and gradient over the sources. For the inversion we use all sources and frequencies simultaneously and conduct three experiments using η = {0.1, 0.05, 0.01} and compare these to a baseline result obtained using very accurate PDE solves (η = 0). The data-misfit at each iteration is shown in figure 4 .5 (a), the relative model error is shown in figure 4 .5 (b), the tolerance used for the PDE solves is shown in figure 4 .5 (c), and the number of CGMN iterations required to reach that tolerance is shown in figure 4.5 (d) . The tolerance gradually decreases (automatically), confirming that very accurate PDE solves are not needed in the early stages of the inversion. Moreover, the results for η = 0.01 are nearly identical to those for η = 0, while the former was roughly twice as cheap, as can be seen by computing the total number of CGMN iterations needed from figure 4.5 (d). The true and reconstructed models are shown in figure 4.8. All the reconstructions are very reasonable when compared to the baseline result ( figure 4.8 (e) ). Using more accurate solves η = 0.01 (figure 4.8 (d)) yields less artifacts and is almost identical to the baseline result, however, the computational cost of the baseline result was roughly twice as high. We repeat the above described experiment using data with 5% and 10% additive Gaussian noise. The convergence plots are shown in figures 4.6 and 4.7 respectively. Comparing these figures to the noiseless case (figure 4.5) we see that the method is not affected by this moderate amount of noise. While significantly bigger than the previous problem, this is still a post-stamp model compared to industry-scale problems, which easily consist of 10 9 gridpoints and 1000s of sources. 
Experiment 1.
To show the influence of the sample-size on the optimization, we invert single-frequency data at 4 Hz using a grid-spacing of 100 m and 5 points for the PML, leading to a gridsize of 36 × 61 × 61. We use various constant samplesizes and compare this to using a growing sample-size. The convergence histories in terms of both the data misfit and model error as a function of the effective number of passes through the data, are shown in figure 4.10 (a,b) . All the results have the same computational cost, however, we can perform more outer iterations when using smaller sample-sizes. All sub-sampled cases do much better than the case where we use all the data. Remarkably, even using just a single source at each iteration does very well. Using b = 20 sources does less well in the beginning but eventually catches up to the b = 1 case. Increasing the sample-size does slightly better than both b = 1 and b = 20, at least up to 6 passes through the data when all three yield the same model error. Looking at the used tolerance at each iteration in Figure 4 .10 (c), we see that there is trade-off; using a bigger sample-size results in a higher tolerance for the PDE solves. However, the effect is fairly small and looking at the required number of CGMN iterations in Figure 4 .10 (d), we see that they all require roughly the same number of iterations. Finally, the used sample-size is depicted in figure  4 .10 (e), showing that even when increasing the sample-size, we never use all the sources in a given iteration. The resulting reconstructions using b = 1 and b = 121 are shown in Figure 4 .11. Although the reconstructions look similar at a first glance, closer inspection reveals that the result for b = 1 has slightly more detail. For this experiment, we do not expect to see large differences between the different approaches because we run a large number of outer iterations, even using all the sources (b = 121). We would expect more dramatic differences when doing only a few passes though the data, which is what we do in the next experiment. using only one source at each iteration. The tolerances and corresponding number of CGMN iterations are shown in figure 4 .12 (c) and (d). Again, the tolerance decreases gradually as the iterations proceed. The corresponding number of CGMN iterations increases mildly, partly because the tolerance decreases but also because the grid is refined when going to a higher frequency. Figure 4 .12 (d) shows the sample-size. The increasing strategy never uses more than a small fraction of the total number of sources. Finally, the reconstructed models are shown in figure 4.13. The difference in reconstruction between using all the sources and only a few is very clear; Both 4.13 (a) and (c) show much more detail than 4.13 (b).
To obtain a comparable result using all the sources (i.e., b = 121) we needed 10 passes through the data for each frequency band. In this case, the stochastic method is five times faster than a conventional approach. 5. Conclusions and discussion. In this paper, we outlined the challenges faced by industry to come up with a versatile and practical 3D inversion scheme that scales to large problem sizes with many right-hand-sides. We made it clear that coming up with scalable inversion schemes is extremely challenging because of i) the need to propagate tens to hundreds of wavelenghts, leading to large computational grids (∼ 10 9 gridpoints), and ii) the large amount of source experiments (typically 1000s), requiring 1000s of PDE solves at each iteration of a conventional non-linear datafitting algorithm. While industry is slowly incorporating full-waveform inversion based on the scalar wave equation into their workflows, major challenges remain given the the recent push towards multi-parameter inversions with vector-Helmholtz equations.
We address a number of these challenges by developing a new stochastic inversion algorithm designed to work with small subsets of right-hand-sides and inexact PDE solves. Our method derives from the observation that we can allow for large errors in the gradient calculations (as compared to the full gradient computed with exact PDE solves and all the right-hand sides) in the course of a gradient-based optimization algorithm, as long as these errors are gradually decreased as the algorithm converges. The errors are controlled via heuristics that automatically adapt the sample-size and accuracy of the PDE solves.
To solve the Helmholtz equation we used the CGMN method and its parallel extension, CARP-CG. While this preconditioner may not be optimal in the sense of requiring only a few iterations or an iteration count that is independent of the size of the system, our approach has a few notable advantages that make it a very suitable candidate for use in a scalable inversion framework, namely i) it is guaranteed to converge and does not rely on model-specific tuning parameters that may change as the inversion progresses, ii) the iterations are very cheap, are easily parallelized and allow for straightforward matrix-free implementation, iii) the preconditioner is generic and hence the inversion algorithm can be easily extended to multi-parameter elastic inversion using a vector Helmholtz equation. Aside from these three key advantages, the CARP-CG based preconditioner is well suited for a control of the accuracy during the early stages of the inversion. For instance, in our examples we never needed very accurate solves limiting the Helmholtz solves to no more than a few hundred CGMN iterations to converge to the desired accuracy. We also found in our numerical examples that CGMN outperforms BiCGstab and GMRES (both with an ILU(0) preconditioner) for high frequencies.
To further speed up the inversion of multi-source seismic data, we extended CGMN to a block-iterative method that handles multiple right-hand-sides at the same time. Numerical experiments showed that this block-iterative Helmholtz solver can significantly speed up the convergence as long as we avoid a breakdown due to loss of orthogonality of the residuals. In our application the right-hand-sides represent individual source experiments, which are naturally independent when their physical locations are far apart. Hence, the initial residuals are naturally orthogonal and in our numerical experiments we typically reach the desired tolerance before the residuals become (numerically) linearly dependent. For a more robust implementation, variable-block or deflation techniques can be used but these are beyond the scope of this paper. Finally, the parallel extension of the Kaczmarz-based preconditioner we used resembles an additive Schwarz approach but with the difference that convergence is still guaranteed. Moreover, our numerical examples show that the method scales well and that using more domains does not critically slow down the convergence.
Aside from heuristics to adapt sample-size and accuracy as needed by the inver-sion, the true contribution of this paper lies in striking a balance between speeding up the Helmholtz solves, via model-space parallelism in the form of domain decomposition, and data-space parallelism by looping over different frequencies and source subsets. Striking this balance is critical because massively parallel Helmholtz solves, with their memory overhead and setup costs, would immediately saturate the largest compute clusters for realistic full-waveform inversion problems that involve many source experiments. Without the high level of parallelism via domain decompositions, blocks of multiple right-hand-sides, and parallelism over randomized source subsets and frequencies, we would not be able to attain the level of parallelism required by full-waveform inversion in an industrial setting. We demonstrate the efficacy of our inversion framework on two relatively small benchmark models (132651 unknowns, 9 sources and 520251 unknowns, 121 sources) and the results are very encouraging and show the practical validity of the proposed heuristics of adaptively increasing the accuracy of the PDE solves and the samplesize. With our adaptive approach, we get competitive inversion results at a cost that is equivalent to performing only a few iterations with all the data at full accuracy.
In summary, we developed an adaptive stochastic algorithm for seismic waveform inversion geared towards application to large-scale seismic datasets. We attain a high level of parallelism by iteratively inverting domain-decomposed Helmholtz systems for manageable numbers of blocked right-hand-sides made of randomized subsets of source experiments. Our approach leads to drastic accelerations as it only increases the sample size and accuracy of the Helmholtz solves as needed by the optimization to converge. Numerical results on small benchmark models are very promising. While scalability to industrial data-sets has not been shown, we see no fundamental difficulties in doing so.
