l Introduction* Let G be a connected Lie group with Lie algebra g and let if be a closed subgroup with Lie algebra h. Then the pair (G, H) or (g, h) is called a reductive pair if there exists a subspace m of g so that g = m + h (subspace direct sum) and (AdH){m) cm. The corresponding homogeneous space G/H is called a reductive homogeneous space which is an analytic manifold. An analytic function
μ:G/H x G/H > G/H
such that μ(e, e) = e -eH is called a multiplication on G/H; for example, Lie groups, Moufang loops and certain iί-spaces are reductive homogeneous spaces with a multiplication. The nonassociative algebras arise from studying the local behavior of a multiplication μ on G/H which we now consider. Thus let π: G -> G/H be the natural projection and let g = m + h be a fixed (reductive) decomposition. From [1, p. 113] we know that for the map ψ = exp | m there exists a neighborhood U of 0 in m which is mapped homeomorphically into G under ψ and such that π maps ψ( U) homeomorphically onto a neighborhood iV* of e in G/H. Thus by the analyticity of μ and πoψ there exists a neighborhood D of 0 in m contained in U so that for all X, Ye D
μ(π exp X, π exp Y) = π exp F(X, Y)
is in AT* where F: D x D -> U is a function which is analytic at θ = (0, 0) G m x m. Thus μ is determined locally by F which has the Taylor's series expansion [5 
] F(X, Y) = F(θ) +f L(G) = {L(d):aeG} and s{μ, X)
is the usual left invariant vector field generated by X, so our results are consistent with Lie theory. In the case of a Γ invariant multiplication μ, we obtain the connection induced by μ is given by the algebra (m, a) with α(X, Y) = F\Θ) [(X, 0) , (0, Y)\ = 1J2 [XQY] where Q is the endomorphism of m given by Q:m~>m: Y-• F^XO, Y). Although we have used a global multiplication in the above discussion, most of the results concern the algebra (m, a), thus it suffices to consider local multiplications on G/H. However the globalization of these local results present many topological problems. For example, every sphere is a reductive homogeneous space G/H and consequently has in a suitable neighborhood of e = eH a local multiplication with e as an identity element. Thus any sphere is a local iϊ-space but only S\ S 3 , and S 7 are global Jϊ-spaces. where F: D x D -> U is analytic at (9 = (0, 0) € m x m and ί7c Z) is a neighborhood 0 in m for which πoexp = πoψ is a diffeomorphism. Thus analogous to local Lie groups we have a local multiplication system (U,F).
We now consider the Taylor's series for F near the origin θ = (0, 0) e m x m. Thus for Z = (X, Γ) 6 m x m and Z* = (£,•• , Z) fc-times we have for t in a suitable interval (-δ, δ) 
where jP fc (^) = D*^) is the feth derivative of F at 0 and is regarded as a symmetric ^-linear function on (m x m) h into m [5] . In particular since μ(e, e) = e, F{θ) = F(0, 0) = 0. Next writing Z = (X, 0) + (0, Y) we see that 
and similarly a is right-linear. Thus m with the bilinear function a becomes a nonassociative algebra denoted by (m, α:). Note that the converse is true locally. Thus given a nonassociative algebra (m, a) we can find a neighborhood D of 0 in m so that μ(πexpX, πexp Γ) = π exp (X + Y+ a(X, Y)) defines a local multiplicative system on some neighborhood AT* of e; this is analogous to formal Lie groups. Furthermore note that this multiplicative system has e as a two-sided identity and for For if ί is in a suitable interval (-δ, δ) of i2 we have for Jem that π exp tX -μ(π exp ίX, π exp 0) = TΓ exp F(tX, 0) and since π oexp suitably restricted to m is a diffeomorphism as previously discussed w τ e have [6, 8] we see that Ad H must be in the automorphism group, Aut (m, a), of the algebra (m, α) We shall show in this section that this condition is implied by τ(H) c Aut (G/H, μ); thus we want to consider multiplicative systems (G/H, μ) with τ(H) c Aut (G/H, μ) . and ημ(x, y) = μ(ηx, rjy) for all x, y e G/H. We denote the set of such automorphisms by Aut (G/H, μ) . An endomorphisms SeGL(m) is an automorphism of the algebra (m, α) if Sa(X, Y) = α(SX, SY) for all X, Γe m. We denote the set of such automorphisms by Aut(m, a).
For Ύ] e Aut (G/H, μ) and for Xem sufficiently near 0 in m we can write
where φ:m-*m is analytic at 0em and φ(0) -0. Thus for X, Y sufficiently near 0 in m we can also write
that is, φ is an automorphism of a suitable local multiplicative system (U,F).
We shall now expand ψ and F in their Taylor's series to find conditions on ηe Aut (G/H, μ) so that the differential (Tη)(e) is in Aut(m, a). First we note from (3.1) and the chain rule we have for Xem
because Texp(O) is the identity on g and Tπ(e) is the identity on m. From the Taylor's series
where ε 3 is of order three. Also
Since φF(X, Y) = F(φX, ψ Y) we compare terms of the same degree to obtain
From (2.1) and this last equation we obtain by considering the expressions in both X and Y (i.e. replacing X by sX and
Recalling a(X, Y) = F\Θ)[{X, 0)(0, Y)] and equation (**) and by definition
Tη{e) is nonsingular we obtain the following. 
where σ(u): G-+G: x~>uxu~ι is the inner automorphism of the group G defined by u. Next recall [1] 
that [Tσ(u)](e) = Aάu and for an automorphism σ of G that σ (exp J) = exp (Tσ(e)X). So we assume for u e H that η -τ(u) e Aut (G/H, μ). Then the local representation gives
π exp (φ(X)) = η(π exp X) = (r(^)o7r)(exp X) = TΓ exp (Ad u{X)) .
Since (G, H) is a reductive pair we have Ad H(m) c m and consequently
for all X in a suitable neighborhood of 0 in m we have
Thus since φ = Adu is linear we have from this equation, and (**) applied to 57 = τ(u) that
Since 9> = Ad u is linear, its second derivative is zero; that is, <P 2 (O) = 0. This and Lemma 3.1 yield the following. PROPOSITION 
Let (G/H, μ) be a multiplicative system so that τ(H) c Aut {GjH, μ). Let μ be given locally by μ(π
exp X, π exp Y) = π exp F(X, Y) where F(X, Y) -PX + QY+ l/2F 2 (θ)(X, Y) 2 + ... απώ Zeί (m, α) be the algebra determined by F 2 (θ). Then (1) [P, Ad u] -[Q, Ad u] -0 αίi ueH. (2) AdiϊcAut(m, α). (3) The algebra (m, a) defines a G-invariant affine connection on G/H.
4.
Invariant multiplications* Let (G/H, μ) be a multiplicative system defined on the reductive space G/H and let g = m + h be the corresponding fixed decomposition. For Xem and for T(G/H) the tangent bundle of G/H define functions
where Tμ is the differential of the function μ:
for example, at (a, e) and acting on tangent vectors (0, X) e T(G/H, a) x T(G/H, e). Next note /(μ X)(resp. *(μ, X)) is a vector field if and only if μ(a, e) = α(resp. μ(e, a) -a). For if /(μ, X) is a vector field and μ(ά 9 e) = b, then /(μ, X)(d) e T(G/H, b) which is the tangent space of
where p: T(G/H) -> G/H is the corresponding projection map. Conversely μ(ά, e) = a easily implies po/(μ, X) = idy; that is, /(μ, X) is a vector field. Similarly for *(μ, X).
Also it is not difficult to see that in this case /(μ, X) and *(μ, X) are analytic vector fields which depend linearly on the parameter X. Since the results for +(μ, X) are similar to those for /(μ, X), we restrict ourselves to /{μ, X).
We now define the concept of an invariant multiplication which reduces to the familiar notion in Lie groups. Recall [4] [1, p. 113] . Let e -eH be a right identity for (G/H, μ); that is, j«(α, e) -α, then j« is called Γ-invariant if for all Jem the vector fields s(μ, X) are invariant relative to the functions in Γ as follows:
if X: M-> T(M) is an analytic vector field on a manifold M where T{M) is the tangent bundle over M and if
for all 4 in O m .
REMARK. (1) Before considering the general case we first consider the system (G, μ). In this case Γ can be replaced by all of L(G) { L(a): ae G) where L(a): G -> G: x -> ax, the multiplication in the group G. In particular we see that if e is a right identity of (G, μ) 
, then the vector field /(X) is Γ-invariant if and only if TL(a)(p)*/(μ, X)(p) -Aμ, X)(L(a)p)
; that is, the .Γ-invariance at e is actually global. Also it should be noted that when μ is the Lie group multiplication in G, then the L(G)-invariant vector field /{X) equals the usual left (?-invariant X; note remark (3) below.
EXAMPLE l
Let /: G -» G be an analytic function on the Lie group G so that f(e) -e, then the multiplication 
Thus noting μ(x, y) -[mo(idy x f)](x, y)
we have using the chain rule H is a normal subgroup with μ(a, b) However
e)](Tΐ#(α).O, Tf(e)-X) = [Tm(a f e)](O,Tf(e).X) = TL(a)(e)[Tm(e,e).(Tidy(e)*O, Tf(e) X)] = TL(a)(e)[T(mo(idy
-abH, then τ(H) c Aut (G/H, μ) because for u e H we have τ(u)μ(a, b) -uabH -(uau~ιubu~ι)H = uau'Ή ubu^H -μ(τ(u)a, τ(u)b) .(3)
if for the system (G/H, μ) we have μ is r(G)-invariant, then it is τ(iJ)-invariant. This with τ(H) c Aut (G/H, μ) yield the following computations which indicate that τ(G)-invariance is too strong of a condition. With μ given by F(X, Y) = X + Q Y + as in remark (3) we see from Proposition 3.2 that τ(H) c (G/H, μ) implies [Ad u, Q] = 0 for all ueH.
From μ being τ(iϊ) invariant we have
Tτ(u)(e).s(μ, X)(e) = S(μ, X)(τ(u)e) = S{μ, X)(e) .

But from formula (3.2) we have Tτ(u)(e) = Ad^ and from remark (3) we have /(μ, X)(e) = QX; thus (Aάu)(QX) = QX.
This gives, since [Ad u, Q] = 0 that Q(Ad w -/)X = 0 for all u e H and Xem. Thus for % = exp U with ?7e ft and using Ad (exp U) = e* άU we obtain
= (Qoad U)(X) = (ad UoQ){X) .
If Q is nonsingular we obtain (ad h){m) = 0 so that h is an ideal in g; this is usually not the case.
We now obtain sufficient information concerning the multiplication μ from the Taylor's series for F(X, Y); note the converse statement in Proposition 4.7. THEOREM 
Let (G, H) be a reductive pair with (G/H, μ) a multiplicative system with τ(H) c Aut (G/H, μ). Let μ be Γ-invariant and for X, Yem in a suitable neighborhood of 0 in m let μ be given locally by μ(π exp X, π exp Y) -π exp F(X, Y) where F is given by the Taylor's series F(X, Y)
(2) lί π f = Tπ(e) and if
where (U, 0) occurs (n -ϊ)-times and n > 2, then for
)! (w -A -1)! Thus we have an iterative formula for part of the Taylor's series for F which is the best possible obtainable from the Γ-invariance condition. (3 ) For each ue H and n = 2,3, • (Adu)-F*(θ)(X, Y) n = F"(θ)(Aάu.X, Adu Y)
n .
In particular (Aάu)-F n (X, Y) = F n (Aάu-X, Adu, Y).
Proof. We have τ(a)oπ = πoL(a) and from remark (3) [μo(π x ττ)o(exp x exp)](X, T) = [ττoexpoF](X, Y) .
Using this equation and the chain rule we obtain for a = πexpXand 
)<>τ(a) = idy on G/H we obtain which gives the inverse for Tτ(ά)(e).
We now use the above formulas and the chain rule to obtain for X, Y in a suitable neighborhood of 0 in m and a -exp X,
-\Tτ{a){e)\-V{μ, Y){a) = Tτ(a-%a).[(Tμ)(a,e)](O, Y)
(X, 7) + Σ -^--F n {X, Y) .
n=3 (U -1)!
To see this last equality just note that by induction we have 
cc(X, Y) = ζ (Recall [?7F] Λ is the component of [UV] which is in h). Similarly by noting F k (X, Y)
is homogeneous in X of degree k -1 we combine those terms of degree n -1 in X to obtain
where F λ = QY. Equation (3) in the theorem follows from Proposition 3.2 and the remarks preceding it. Thus for η e Aut (G/H, μ) we wrote locally η{π exp X) = π exp (Φ(X)) and showed φF(X, Y) = F (φX, φY) . In particular for η = τ(u) we showed φ -Adu for ue H so that from the Taylor's series for F and the linearity of φ = Aάu we obtain (3). EXAMPLE 2. These formulas can also be used to construct examples locally. Thus let G be nilpotent so that adX is nilpotent for all Xeg; that is, there exists n so that for all Xeg, (adX) % = 0. Let the function F k be given by the iteration formulas: (X, Y) . This is (locally) Γ-invariant because K, in terms of its Taylor's series, satisfies the iteration equations of the theorem and the process of the proof is reversable.
Next by induction using the iteration equation we also obtain φF k (X, Y) = F k (φX, φ Y) 
and μ(τ(u)(π exp X), τ(u)(π exp F)) = /i(τr exp (^F), TΓ exp (^ F)) , φY) .
We extend the above notions in the following result to obtain a converse to Theorem 4.6. We now consider the connection of the first kind which is a well behaved, easy to construct connection. From [6] we see that on the reductive space G/H there exists a unique G-invariant connection which has zero torsion tensor and such that a 1-parameter subgroup x(t) -exp tX of G generated by X em projects by π: a geodesic x(t) in G/H. In this case α(X, Y) = 1/2XF and the connection is called the connection of the first kind relative to a fixed decomposition g = m + h.
Thus since this multiplication a{X, Y) -1/2XY is anti-commutative, a left ideal is a two sided ideal; therefore holonomy irreducibility implies (m, a) has no ideals invariant under ad h{m,m). But using the Jacobi identity, ad h{m, m) is contained in the derivation algebra of (ra, a) so that the algebra (m, a) must contain no proper ideals or mm = 0; that is, the holonomy irreducibility implies (m, a) is the zero algebra or simple. This uses a result in [8] which states if a finite dimensional nonassociative algebra over R which is not the zero algebra has a proper ideal, then it has a proper ideal invariant under its derivation algebra.
If the connection on G/H induced by (m, a) is pseudo-Riemannian, then from [6] there exists a nondegenerate symmetric bilinear form C: m x m->R satisfying
for all X, Y, Z in m and Z7 in Λ; that is, the endomorphisms ad U and α(jZ) are C-skew symmetric. Also for this connection we have [6] 
We shall denote the algebra m with multiplication a(X, Y) = 1/2XY by (m, 1/2XY) and we shall denote the algebra (m, α) with a nondegenerate from C inducing a pseudo-Riemannian connection (i.e. satisfying the above equations) by (m, a, C). In particular, if C is positive definite so that it induces a Riemannian connection, then from the deRham decomposition [4] the original connection is built up from its irreducible components. We next use the algebra (m, a) obtained from a multiplication to obtain a connection. Thus let (G/H, μ) be a multiplicative system as before and let
where we have Proof. Let n = ker Q, then since [ad /&, Q] = 0 we see that w is ad/i-invariant. Also α(m, π) = l/2m Qn -0 so that a(m, n) c π; that is, n is a left ideal. LEMMA 
Le£ (G/H, μ) be a multiplicative system as before which induces a nonzero algebra (m, a) and a corresponding connection on G/H. Let μ be Γ-invariant and let hoi (a) be irreducible, then Q is nonsingular.
Proof. Suppose μ is /^-invariant and hoi (a) is irreducible. Then from the remarks at the beginning of this section, the algebra (m, a) has no left ideals which are ad h(m, m)-invariant. But from Lemma 5.1, the kernel of Q is such an ideal. Thus the kernel of Q is zero since we are assuming a(X, Y) = 1/2X-Q Y is not identically zero.
We use these lemmas in the next two results where we compare an irreducible connection induced by a multiplication with the irreducible connection of the first kind. 
L{X)oQ = L({21-Q)X) .
Thus from a(X)Y = a(X, Y), (5.3) 2a(X) = L(X)oQ = L((2I -Q)X) .
Next by Lemma 5.2 and the hypothesis of irreducibility we see that Q is nonsingular. From this we obtain 21 -Q is nonsingular as follows. If (27-Q)A = 0, then using ( Proof. This uses the result from [8] that if g = m + h as above and \mm\ m Φ 0, then the algebra (m, H2XY) is simple.
