The use of across-frequency timing cues and the effect of disrupting these cues were examined across the frequency spectrum by introducing between-band asynchronies to pairs of narrowband temporal speech patterns. Sentence intelligibility by normal-hearing listeners fell when as little as 12.5 ms of asynchrony was introduced and was reduced to floor values by 100 ms. Disruptions to across-frequency timing had similar effects in the low-, mid-, and high-frequency regions, but band pairs having wider frequency separation were less disrupted by small amounts of asynchrony. In experiment 2, it was found that the disruptive influence of asynchrony on adjacent band pairs did not result from disruptions to the complex patterns present in overlapping excitation. The results of experiment 3 suggest that the processing of speech patterns may take place using mechanisms having different sensitivities to exact timing, similar to the dual mechanisms proposed for withinand across-channel gap detection. Preservation of relative timing can be critical to intelligibility. While the use of across-frequency timing cues appears similar across the spectrum, it may differ based on frequency separation. This difference appears to involve a greater reliance on exact timing during the processing of speech energy at proximate frequencies.
I. INTRODUCTION
Traditional views of speech perception have often involved the extraction of particular features of the signal, such as frequency transitions of particular formants. While there is little doubt that these features can provide important cues, work performed within the past decade or two has dramatically increased our appreciation of the spectro-temporal analysis that is normally associated with the perception of speech. In this view, speech ͑or any complex dynamic signal͒ can be considered as an assembly of temporal patterns at different spectral loci. Although work associated with this view has generally involved basic research and normalhearing ͑NH͒ listeners, it has been motivated in part by cochlear implants, which present a limited number of temporal patterns to corresponding fixed locations along the cochlea. This increased appreciation of a spectro-temporal analysis is related to a greater understanding of the temporal information provided by the fluctuating amplitude patterns of speech ͑e.g., Van Tasell et al., 1987; Rosen, 1992͒ and the ability of listeners to understand speech represented by a small number of temporal patterns at different spectral frequencies ͑e.g., Dudley, 1939; Shannon et al., 1995͒. However, one aspect of processing that has received far less attention involves the influence that synchrony of the temporal patterns at different loci has on speech perception. This is potentially a topic of considerable importance, because it provides information regarding the use of acrossfrequency timing cues during normal speech perception as well as robustness of these cues to degradation. Another potentially important implication of work involving asynchronous speech patterns involves speech perception in reverberant environments. In these environments, a desynchronization of energy across the spectrum can result from the different absorption rates of low versus high frequencies and the presence of low frequencies at longer delays ͑cf. Knudson and Harris, 1978͒. Although it is known that reverberation can interfere with intelligibility, especially for listeners with hearing impairment ͑cf. Moore, 1998͒, the mechanisms underlying this disruption are not well understood.
Another implication is more practical-work involving vocoder simulations of speech ͑also termed acoustic models of cochlear implants͒ can be influenced by across-frequency asynchrony. In this work, the speech spectrum is partitioned into bands, the temporal envelope of each band is used to amplitude modulate a corresponding carrier, and the modulated carriers are summed and presented to listeners. Although frequency-specific delays introduced during filtering to partition the speech spectrum can be corrected ͑e.g., Healy and Warren, 2003͒ or eliminated ͑e.g., Healy and Bacon, 2006͒, they are often present, causing asynchrony across the temporal patterns at various frequencies.
That said, a small amount of work describing the influence of asynchrony on speech perception has been performed. In an early study, Flanagan ͑1951͒ examined the influence of delaying one portion of the speech spectrum relative to the remaining portions. It was found that asynchrony up to 60 ms had no effect on word recognition or speech quality. However, these results may be difficult to interpret, as either the delayed or the nondelayed portion of the spectrum was capable of providing substantial recognition in most conditions when presented alone.
Much of the current understanding of the influence of asynchrony is attributable to Greenberg and Arai ͑for review, see 2004͒. In an initial study ͑Arai and Greenberg, 1998͒, the broadband speech spectrum was partitioned into nineteen 1/4-octave bands and a random delay was introduced to each. The mean delay across frequency channels was one half of the maximum delay, and adjacent channels had delays of at least one quarter of the maximum. Sentence intelligibility was found to be relatively unaffected by maximum asynchronies up to 80 ms and to remain high ͑above approximately 75%͒ up to 140 ms. These data suggested that the auditory system was highly tolerant of across-frequency asynchrony and that across-frequency timing was relatively unimportant to sentence perception. However, a subsequent experiment was designed to examine whether this high intelligibility could be attributed to subsets of bands across the spectrum that had relatively small misalignments at any given maximum asynchrony. In that experiment ͑Greenberg et al., 1998͒, the sentences were represented by only four 1/3-octave bands spanning the spectrum. Due perhaps in part to the difficulty of the sentence materials ͑the multiplespeaker TIMIT corpus͒, each band provided little intelligibility when presented individually. It was found that scores were reduced approximately 15% when the two central channels led or lagged the two lateral channels in time by 25 ms. Scores dropped approximately 50% at 75 ms. This influence of asynchrony was somewhat smaller when one central band was offset relative to the other three. Thus, when the signal was represented by a smaller number of bands, presumably increasing the role of across-frequency timing, the influence of cross-channel asynchrony was far larger.
In a similar set of experiments, Fu and Galvin ͑2001͒ partitioned broadband sentences into either four or 16 bands, and introduced delays in staggered fashion so that adjacent bands had greater misalignments than alternate bands and so that higher frequency bands were generally delayed relative to lower frequency bands. It was found that intelligibility remained high even with a maximum delay of 240 ms. However, as with the study by Arai and Greenberg ͑1998͒, this apparent tolerance for across-frequency asynchrony may be attributed to subsets of relatively synchronous information. In Fu and Galvin, as the authors correctly indicate, this information was likely provided by intact spectral information within each speech band. In another experiment, Fu and Galvin employed a speech-vocoder technique to eliminate spectral information from each band. This had the effect of eliminating the intelligibility of individual component bands and isolating comparisons across bands ͑analogous to filtering to an extremely narrow band͒. When spectral contrasts were controlled in this manner, the influence of asynchrony was found to be substantially increased. When the spectrum was represented by only four contiguous bands, scores fell with as little as 40 ms of maximum channel delay ͑22 ms average͒. The 16-channel condition remained more tolerant of asynchrony, likely due to the increase in spectral detail and decreased reliance upon accurate across-frequency timing cues that may result with a larger number of frequency channels.
Other recent work extends this concept that fewer frequency channels produce increased reliance on relative timing. Lippmann ͑1996͒ demonstrated accurate recognition of consonants despite removal of middle-frequency energy. The resulting stimulus then provided synchronous cues across low-pass and high-pass frequencies. Healy and Warren ͑2003͒ employed a speech vocoder technique and showed that a synchronous pair of narrowband temporal patterns was sufficient to allow accurate sentence recognition, despite the fact that intelligibility was at or near zero when the patterns were presented individually. Thus, intelligibility can be attributed directly to integration across the pair. Although other cues such as those associated with overall spectral balance may be present, one obvious cue provided by the contrasting pair, which is absent when single patterns are presented, involves across-frequency timing. The synchronous pair of temporal patterns provides spectral information in its most reduced form, by allowing the direction and rate of change to be encoded as energy sweeps though the spectrum. Although these results suggest that listeners rely upon acrossfrequency timing when presented with stimuli that generally lack other cues, the use of this cue is not well understood.
In the current experiments, these previous observations concerning the role of across-frequency timing in speech perception and the tolerance for disruptions to this cue were extended across the speech spectrum. The use of speechmodulated carrier bands, rather than speech bands, allowed the elimination of spectral information within the bands, complete elimination of individual-band intelligibility, and the strict isolation of comparisons across bands where the effects of asynchrony could be directly observed. Further, the use of only two bands provided the maximum potential for asynchrony to disrupt intelligibility. This also allowed asynchrony to be precisely specified by a single delay value. The following questions were addressed in experiment 1: ͑1͒ Is the use of across-frequency timing cues and the influence of their disruption similar when examined separately in the low-, mid-, and high-frequency regions? Because the nature of speech cues changes dramatically across various regions of the spectrum, it is conceivable that the use of acrossfrequency timing will differ in different spectral regions. ͑2͒ Is the use of across-frequency timing cues similar when examined across different frequency separations? Again, due to differences in speech cues as well as potential differences in the physiological encoding of signals that are closely versus widely spaced, it is conceivable that the use of relative timing will differ across different separations. In experiments 2 and 3, the influence of frequency separation was examined in greater detail. Specifically, the effect of peripheral excitation overlap on the influence of between-band asynchrony was investigated in experiment 2. In experiment 3, potential differences in the nature and use of timing cues were examined.
II. EXPERIMENT 1: TOLERANCE FOR ASYNCHRONY ACROSS THE SPEECH SPECTRUM
A. Method
Subjects
A total of 40 native-English speaking students participated and received either course credit or money in compensation. All had pure-tone audiometric thresholds of 20 dB HL or better at octave frequencies from 250 to 8000 Hz ͑American National Standards Institute, 2004͒. The average age of all subjects tested was 24 years and 91% were female. Care was taken to ensure that none had prior exposure to the sentence materials.
Stimuli
The stimuli were based upon the 100 Central Institute for the Deaf ͑CID͒ everyday speech sentences ͑Davis and Silverman, 1978͒. They were produced by a male speaker having a standard American Dialect and recorded at a 22 kHz sampling rate with 16 bit resolution. An additional set of ten practice sentences were drawn from the highpredictability subset of the Speech Perception in Noise test ͑SPIN, Kalikow et al., 1977͒. In each condition, these sentences were represented by a pair of narrowband temporal patterns. The preparation of these patterns has been described in detail elsewhere ͑Healy and Bacon, 2002; Healy and Warren, 2003͒. Briefly, each pattern was created by first filtering the speech to a 1/3-octave band using a cascaded pair of eighth-order Butterworth filters ͑96 dB/ octave͒. The filtered speech was then full-wave rectified and multiplied on a sample point-by-point basis with a pure tone having a frequency matching the center frequency of the speech band. The amplitude-modulated tones were then restricted to the original frequency region of origin by again filtering with the same filters used to create the corresponding speech bands. This processing, in which fluctuation rate was limited by the bandwidth of spectral filtering rather than to a fixed arbitrary value using a low-pass smoothing filter, ensured that the temporal patterns fluctuated in the same fashion as would corresponding narrowbands of speech. All of this processing was performed in MATLAB. The peak of the slow-response rms average of each sentence was scaled to play back at 70 dB SPL in a headphone coupler ͑Larson Davis AEC 101 and 800B͒. The center frequencies of the bands were 530, 1100, 2100, and 4200 Hz.
The temporal speech patterns were mixed in pairs for presentation to listeners. A total of four band pairs were created: one in the low-frequency region ͑530 and 1100 Hz͒, one in the high-frequency region ͑2100 and 4200 Hz͒, one in the mid-frequency region having a frequency separation of approximately one octave ͑1100 and 2100 Hz͒, and one having a frequency separation of approximately three octaves ͑530 and 4200 Hz͒. The frequency-specific phase shifts of the filters were evaluated by filtering a single-sample click using the cascaded Butterworth filters at each center frequency and measuring the temporal offset between the centers of the resulting filtered pulses. Measured values were doubled to account for both speech and carrier filtering. These delays were corrected by delaying the high-frequency band relative to the low-frequency band, and the bands were digitally mixed in temporal synchrony. The correction for the low-frequency band pair was 10 ms, that for the highfrequency pair was 2 ms, that for the mid-frequency oneoctave separation was 4 ms, and that for the three-octave separation was 16 ms. Additional conditions were created in which the bands were misaligned by 12.5, 25, 50, and 100 ms. Both conditions in which the high-frequency band was delayed relative to the low-frequency band and the opposite offset were prepared.
Procedure
Separate groups of ten subjects each were assigned to the four band-pair conditions, and each listener heard each of the between-band asynchronies employed. Half the subjects in each group heard the high-frequency band delayed relative to the low-frequency band and the other half heard the opposite offset. The sentence list-to-condition correspondence was balanced so that each list was heard in each condition an equal number of times, and the order in which the conditions were heard was randomized for each listener. Subjects first heard the ten SPIN practice sentences broadband, and then again in the aligned condition. The practice list was played again processed with an asynchrony prior to the presentation of 20 CID test sentences in that given asynchrony condition. Test sentences were played only once. Subjects were tested individually in a sound-attenuating booth seated with the experimenter. They were instructed to repeat as much of each sentence as they could and were encouraged to guess if unsure of the content. The experimenter controlled the delivery of sentences and recorded the number of standard scoring keywords recalled correctly. The files were played back from a PC using Edirol Gina 24 digital to analog converters and delivered diotically over Sennheiser HD 250II headphones.
B. Results

Experiment 1a: Direction of asynchrony
First, it is important to recall that these very temporal patterns yield CID sentence intelligibility values at or near zero when presented individually across a wide range of frequencies ͑Healy and Warren, 2003͒. Group mean intelligibility scores for the current stimuli having components at 1100 and 2100 Hz are presented in Fig. 1 . As the figure shows, the two offsets produced nearly identical intelligibility scores. These data also show that intelligibility was substantially affected by across-frequency asynchronies as small as 12.5 or 25 ms, and was reduced to values near the floor at 100 ms. A two-factor ͑2 offset conditions X 5 asynchronies͒ mixed analysis of variance ͑ANOVA͒ was employed to confirm these observations: The effect of offset was nonsignificant ͓F͑1,8͒ = 0.3, p = 0.63͔ as was the interaction between offset and asynchrony ͓F͑4,32͒ = 0.8, p = 0.53͔. The main effect of asynchrony was significant ͓F͑4,32͒ = 190.8, p Ͻ .01͔ and post hoc testing using the Holm-Sidak method indicated that performance at all asynchronies differed ͑p Ͻ .05͒. Because they produced equivalent scores, data from the two offsets were pooled for all subsequent analyses. 
Experiment 1b: Frequency region
In the upper panel of Fig. 2 , data from the group hearing the band pair in the low-frequency region ͑530 and 1100 Hz͒ were compared to those hearing the pair in the highfrequency region ͑2100 and 4200 Hz͒. As shown, intelligibility as a function of asynchrony was nearly identical across the two regions. A two-factor mixed ANOVA was again used to confirm these observations: The effect of frequency region was not significant ͓F͑1,18͒ = 0.2, p = 0.66͔ nor was the interaction ͓F͑4,72͒ = 0.6, p = 0.67͔. The main effect of asynchrony was again significant ͓F͑4,72͒ = 94.5, p Ͻ 0.01͔ and post hoc testing ͑Holm-Sidak͒ indicated that performance at all asynchronies differed ͑p Ͻ .05͒.
Experiment 1c: Frequency spacing
Although there are three sets of bands separated by approximately one octave ͑those in the low-, mid-, and highfrequency regions͒, the most appropriate for comparison to the three-octave separation conditions is that in the midfrequency range. These sets of band pairs both straddle the approximate center of the spectrum at 1500 Hz, and both produced similar overall levels of performance. Shown in the lower panel of Fig. 2 are scores for the mid-frequency band pair separated by approximately one octave ͑1100 and 2100 Hz͒, averaged across the two offsets and replotted from Fig. 1 , and the pair separated by approximately three octaves ͑530 and 4200 Hz͒. Although intelligibility produced by the one-octave pair drops considerably over the initial 25 ms of asynchrony, scores for the three-octave pair are reduced by a smaller amount. A two-factor mixed ANOVA revealed that the interaction between frequency region and asynchrony was significant ͓F͑4,72͒ = 4.3, p Ͻ 0.01͔. Post hoc analysis of this interaction ͑Holm-Sidak͒ indicated that the different frequency spacings produced equivalent scores at asynchronies of 25 ms and above, but different scores ͑p Ͻ .05͒ in the synchronous condition and at 12.5 ms. The main effect of asynchrony was also significant ͓F͑4,72͒ = 166.0, p Ͻ 0.01͔ and all asynchronies differed ͑Holm-Sidak, p Ͻ 0.05͒. The main effect of frequency spacing was not significant ͓F͑1,18͒ = 2.5, p = 0.13͔.
An additional analysis examined the influence of asynchrony across all three band pairs having a separation of approximately one octave. When scores for all four conditions were expressed as proportions of scores in the aligned conditions to eliminate differences in overall level of performance, a two-factor mixed ANOVA revealed a significant main effect of band pair ͓F͑3,36͒ = 4.2, p Ͻ 0.05͔, but post hoc testing ͑Holm-Sidak͒ indicated that performance only differed ͑p Ͻ 0.05͒ for the band pair having the three-octave separation. Thus, the influence of asynchrony was equivalent for conditions having a separation of one octave, but different for the three-octave separation. 
C. Discussion
In accord with Greenberg et al. ͑1998͒ and Fu and Galvin ͑2001͒, these data indicate that NH listeners can be FIG. 1. Group mean intelligibilities and standard errors for CID sentences represented as a pair of narrowband temporal speech patterns at 1100 and 2100 Hz. The patterns were presented in temporal synchrony and at the asynchronies indicated. Half the subjects heard the low-frequency band lag relative to the high-frequency band, and the other half heard the opposite offset.
FIG.
2. The upper panel shows mean intelligibilities and standard errors for separate groups of listeners, one who heard a pair of narrowband temporal speech patterns from the low spectral region ͑530 and 1100 Hz͒ and another who heard a pair from the high spectral region ͑2100 and 4200 Hz͒. The patterns were presented in temporal synchrony and at the asynchronies indicated. The lower panel shows corresponding scores for two additional groups of listeners who heard pairs of narrowband temporal speech patterns having spacings of approximately one octave ͑1100 and 2100 Hz͒ or three octaves ͑530 and 4200 Hz͒, both straddling the center of the speech spectrum at approximately 1500 Hz.
highly dependent upon preservation of across-frequency synchrony under conditions in which this information is emphasized. Also in accord with Greenberg et al., performance was not affected by the direction in which across-frequency asynchrony occurred. The current results extend these previous observations by indicating that the influence of asynchrony is similar across various regions of the speech spectrum, suggesting that the use of relative timing cues is similar. Further, it was found that speech information that was more widely spaced in frequency was more resistant to the disruptive effects of small amounts of asynchrony relative to patterns having a smaller spacing. This latter result suggests that the reliance upon detailed across-frequency timing cues might be less for patterns having larger frequency separations than it is for patterns that are more closely spaced.
A number of possible interpretations exist for this observed effect of frequency spacing, in which the band pair having the wider frequency separation is less affected by small amounts of asynchrony. One possibility is that asynchrony is especially disruptive to overlapping portions of excitation, where the individual fluctuations normally combine to form complex patterns. An obvious difference between separations involves overlap: While the excitation produced by the band pair having the large frequency separation presumably does not overlap in the auditory periphery, excitation of the other band pair does substantially ͑see Fig. 3͒ . 3 In the experiment that follows, this effect of frequency spacing is explored in more detail. Specifically, it is examined whether the effect can be attributed to overlap of excitation in the auditory periphery of the one-octave spaced band pair, which is absent in the three-octave pair.
III. EXPERIMENT 2: EFFECT OF FREQUENCY SPACING AND PERIPHERAL EXCITATION OVERLAP
A. Method and results
An additional 24 NH listeners were recruited using qualification and compensation procedures employed in experiment 1. They were divided into three groups of eight subjects each. Each listener heard the mid-frequency bands spaced by one octave and three octaves in synchrony and also at an asynchrony of 25 ms. Thus, in this experiment, the comparison between frequency separations was made within subjects. Each listener heard 20 CID sentences in each condition, and the low-frequency band was delayed relative to the high-frequency band for all listeners. The presentation order of conditions was balanced so that each was heard an equal number of times in each serial position, and the condition-to-sentence list correspondence was balanced so that each list appeared in each condition an equal number of times. Half the subjects in each group heard the one-octave separation conditions followed by the three-octave separation conditions, and the other half heard the opposite order.
The procedure was modified in this experiment to provide additional practice prior to hearing the test conditions. The session started with the SPIN sentences, heard first broadband, then again in synchrony as either the one-or three-octave pair, depending upon which test conditions were heard first. Subjects then heard ten CID sentences represented as a one-or three-octave pair at an asynchrony of 12.5 ms. Following this practice, subjects heard the 0-and 25 ms asynchronies in balanced order. Practice was repeated prior to the remaining frequency-spacing condition. Test sentences were presented only once. Other procedures were identical to experiment 1.
It was first important to confirm the presence of the frequency spacing effect observed across groups in experiment 1 within a single group of subjects. A first group of subjects heard the stimuli in a quiet background. As panel ͑b͒ of Fig.  4 shows, a pattern of results similar to that seen in experiment 1 was observed: The band pair having the smaller frequency separation was more affected by asynchrony than was the pair having the larger separation. A two-factor repeated-measures ANOVA revealed, most importantly, that the interaction between frequency separation and asynchrony was significant ͓F͑1,7͒ = 5.6, p Ͻ 0.05͔. The main effects were also significant ͓for frequency separation, F͑1,7͒ = 10.1, p Ͻ 0.05, for asynchrony F͑1,7͒ = 133.9, p Ͻ 0.01͔.
Performance was then assessed as the overlapping portion of excitation was masked by a continuous narrowband noise masker. Low-noise noise ͑LNN, Pumplin, 1985; Hartmann and Pumplin, 1988͒ was employed to eliminate the large fluctuations in intensity that accompany narrowband filtering of Gaussian noise. The method employed to generate LNN ͑Method 1 from Kohlrausch et al., 1997͒ involved iteratively ͑1000 in this case͒ dividing a noise waveform by its envelope. Sinusoidal components having flat amplitude and appropriate phase were assembled at a spacing of 0.5 Hz. This LNN masker had a bandwidth of one equivalent rectangular band ͑ERB N , Glasberg and Moore, 1990; and spanned 1664 to 1879 Hz. It was presented continuously along with the speech patterns at a spectrum level of 25 dB SPL, which yielded a masker-to-signal overlap excitation ratio of 0 dB ͓see Fig. 4͑c͔͒ . Despite the presence of this masker, the characteristic pattern of results in which the smaller frequency separation was more affected by asynchrony was again observed ͓Fig. 4͑d͔͒. A two-factor repeated-measures ANOVA revealed that the interaction was significant ͓F͑1,7͒ = 8.5, p Ͻ 0.05͔. The main effect of asynchrony was also significant ͓F͑1,7͒ = 29.0, p Ͻ 0.01͔, but the main effect of band separation was not ͓F͑1,7͒ = 3.8, p = 0.09͔. 4 An additional group of listeners was employed to confirm this result. In these conditions, the speech-modulated stimuli were presented without noise, but at a slow-response rms peak level of 50 dB SPL. This lower level provided both less spread of excitation of the signal and an attenuation of the excitation overlap. As Fig. 4͑e͒ shows, the peak of the peripheral excitation overlap was reduced in this condition to a level approximating that of normal audiometric thresholds FIG. 4 . Panel ͑a͒ shows patterns of peripheral excitation ͑Glasberg and Moore, 1990͒ for pure tones at 1100 and 2100 Hz when presented individually and simultaneously at 70 dB SPL. This level of excitation overlap was found to be within 1 dB of that produced by the same tones having the dominant AM sidebands representing the speech-modulated tones in experiment 2. Panel ͑b͒ shows mean intelligibilities and standard errors for listeners who heard pairs of narrowband temporal speech patterns having spacings of approximately one ͑1100 and 2100 Hz͒ and three octaves ͑530 and 4200 Hz͒, and between-band asynchronies of 0 and 25 ms. In panel ͑c͒, the patterns elicited by the tones are shown again, along with excitation produced by a narrowband low-noise noise masker ͑dashed line͒. In panel ͑d͒ are corresponding scores from listeners hearing the speech-modulated stimuli along with this noise. In panel ͑e͒ are excitation patterns for the pure tones when presented individually and simultaneously at a level of 50 dB SPL. The dashed line in this panel is at 15 dB SPL, which indicates approximate audiometric thresholds. Panel ͑f͒ shows corresponding scores from listeners hearing these stimuli. in these middle frequencies ͑15 dB SPL͒. Scores from the low-level conditions are presented in Fig. 4͑f͒ . As before, the smaller separation was more affected by asynchrony ͓inter-action: F͑1,7͒ = 20.0, p Ͻ 0.01͔. The main effect of asynchrony was significant ͓F͑1,7͒ = 61.2, p Ͻ 0.01͔, but the main effect of band separation was not ͓F͑1,7͒ = 0.0, p = 0.96͔.
B. Discussion
The effect of interest in these experiments was the interaction between frequency spacing of the band pair and the influence of asynchrony. In accord with the across-subjects results of experiment 1, it was observed in experiment 2 that the band pair having the smaller frequency separation was more disrupted by asynchrony than was the pair having the larger separation. Excitation from signals that are close in frequency overlaps to form complex patterns representing the simultaneous usually synchronous signals. Asynchrony may potentially disrupt this normal mixing and affect signals that are spaced more closely differently from signals having a wider separation and lacking mixed patterns of peripheral excitation. However, the characteristic interaction between frequency spacing and asynchrony was observed when the overlapping portion of excitation was masked or when it was presumably inaudible. These results therefore indicate that the greater impact of asynchrony observed for the bands having the smaller frequency separation is not attributable to disruption of the complex mixture that occurs in the region of peripheral excitation overlap.
The question therefore remains regarding the mechanism accounting for this observed effect of frequency separation. One possibility involves the nature of speech information across the different frequency regions. It is possible that the speech cues that exist at more proximate frequencies are based more on exact timing ͑e.g., formant transitions encoding place of articulation͒ and thus are more disrupted by small amounts of asynchrony than are cues across more disparate frequencies. This difference in the existence of speech cues can be thought of as a nature-of-cues interpretation. An alternative involves differences not in the nature or existence of these cues, but instead in their use ͑or perhaps their availability͒. It is possible that the acoustic cues themselves are not less disrupted at larger separations, but instead that the mechanism employed to process disparate information is one which does not rely as heavily upon ͑or perhaps does not have available͒ the details of across-frequency timing. This can be thought of as a use-of-cues interpretation.
Although it is potentially difficult to address the first interpretation empirically, a quantitative measure of acoustic signal degradation resulting from across-frequency asynchrony has been proposed ͑Healy et al., 2005͒. This measure involves the change in correlation of the fluctuating acoustic envelopes across two speech frequencies. Although the exact correlation value was not of particular interest, the reduction in this correlation as a function of between-band asynchrony was hypothesized to reflect signal degradation resulting from desynchronization of the patterns and, indeed, was found to correspond closely to reductions in sentence intelligibility for NH listeners. This correlation analysis was employed in experiment 3a. In experiment 3b, a use-of-cues interpretation was assessed using dichotic presentation in which the nature of the acoustic speech cues was held constant but their presentation changed.
IV. EXPERIMENT 3: USE AND NATURE OF TIMING CUES ACROSS FREQUENCY SEPARATIONS
A. Experiment 3a: Correlation analysis
The analysis employed by Healy et al., 2005 was applied to the current conditions by correlating on a sample point-by-point basis the acoustic envelopes of the temporal speech patterns comprising the mid-frequency one-octave and three-octave conditions. Envelopes of the modulated patterns at each frequency were extracted using full-wave rectification and low-pass filtering at 100 Hz ͑100 dB/ octave͒. The correlation was averaged for each sentence and direction of offset and was performed with the pair of speech patterns in synchrony and also at 12.5 and 25 ms of asynchrony ͑see Healy et al., 2005 for details͒. Figure 5 shows intelligibility data replotted from the lower panel of Fig. 2 , along with the corresponding acoustic correlations, all plotted as proportions of the values in the synchronous conditions to highlight changes in performance or correlation. Two effects are apparent. First, the reduction in acoustic correlation resulting from desynchronization is similar for the two frequency separations. Thus, according to this particular measure, asynchrony was no more or less disruptive to the acoustic signal at the one-octave separation than at the three-octave separation. Second, the manner in which the correlation was reduced closely resembled the reduction in intelligibility for the one-octave separation. This suggests that detailed acrossfrequency timing cues were used in this condition, as their disruption was accompanied by a corresponding reduction in performance. In contrast, performance at the wider frequency separation was more stable, despite the apparent disruptions to the acoustic signal over the first 25 ms of asynchrony. Because this relative stability can be attributed to lower performance in the synchronous condition, where acrossfrequency timing was intact ͑see the lower panel of Fig. 2͒ , it is suggested that the processing of the disparate patterns did not rely as heavily on details of across-frequency timing to improve performance and, correspondingly, was not hindered by their disruption.
B. Experiment 3b: Dichotic presentation
In this experiment, bands comprising the mid-frequency one-octave separation were split for delivery to opposite ears. These conditions provide a test of the use-of-cues interpretation, as the nature of the cues provided by the acoustic patterns did not change. A group of ten listeners was recruited using selection criteria employed previously and experimental procedures were identical to those of experiment 1. In addition, the presentation ear was balanced such that half the subjects heard the low-frequency band in the right ear and the high-frequency band in the left ear. The results are displayed in Fig. 6 . Under dichotic stimulation, the very same one-octave stimuli produced lower scores in the synchronous condition and were far less sensitive to small disruptions in across-frequency timing. These results suggest that listeners exposed to dichotic stimulation were less able to use the intact across-frequency timing cues to improve performance and were less hindered by their disruption.
V. GENERAL DISCUSSION
When speech is reduced to energy fluctuations occurring in only two narrow bands of frequencies, either one of which provides no intelligibility individually, the remaining cues are likely associated to some extent with across-frequency timing. The use of these cues and the tolerances for their disruption were the focus of the current study. For bands in the middle of the spectrum and separated by one octave, it was found that intelligibility fell sharply when relatively small disruptions were made in across-band synchrony, indicating that listeners were relying heavily upon the detailed across-frequency timing information provided by the synchronous temporal patterns. Scores fell when as little as 12.5 ms of asynchrony was introduced, and 100 ms was sufficient to disrupt intelligibility almost completely. This latter result indicates that an asynchrony value of 100 ms appears capable of completely disrupting the across-frequency timing mechanism in NH listeners. Due to greater absorption of higher frequencies, reverberation causes lower frequencies to be present at greater delays. Because of this experience with asynchrony of direct and indirect sounds, it might be assumed that listeners would be more tolerant of conditions in which low frequencies were delayed relative to highs. However, no difference was observed when either the highfrequency band or the low-frequency band of the pairs was delayed, indicating symmetry in the effect of asynchrony.
The current study also allowed an examination of the use of timing cues across various frequency regions and separations. Disruptions in across-frequency timing had similar influences on performance for bands separated by roughly one octave, whether these bands were located together in the low-, mid-or high-frequency region, suggesting that the way in which across-frequency timing cues are used is similar across these varied regions. This result may be considered surprising given the large differences that exist in the nature of speech cues in different frequency regions.
Some information regarding the influence of acrossfrequency asynchrony on specific classes of speech cues is available. Stone and Moore ͑2003͒ found that delaying speech frequencies below approximately 1000 Hz by as little as 15 ms reduced transmission of both manner and place of articulation cues for hearing-impaired listeners. However, voicing cues were unaffected by these small disruptions. This latter result is in accord with those of Yuan et al. ͑2004͒ who reported that a cue to voicing involves differences in the timing of envelope onsets across disparate frequency regions ͑below 350 Hz and above 3000 Hz͒, but that the average difference across the voiced/unvoiced contrasts was relatively large ͑approximately 150 ms͒.
There were differences in the influence of small amounts ͑up to 25 ms͒ of asynchrony when the frequency spacing between bands straddling the center of the speech spectrum was increased from one to three octaves. While performance for bands separated by approximately one octave fell sharply with small amounts of asynchrony, performance for bands separated by approximately three octaves changed far less.
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While peripheral excitation overlap appeared to be a viable interpretation, the results of experiment 2 suggest it is not correct. Instead, the results of experiment 3 suggest that the processing of speech patterns at different separations may differ in the extent to which cues associated with details of across-frequency timing are employed. The lack of correspondence between acoustic signal degradation and performance, together with an apparent insensitivity to the slight disruptions that exist in the acoustic cues at the larger frequency separation ͑Fig. 5͒ provide little support for a natureof-cues interpretation, but instead is in accord with a use-ofcues interpretation.
These results, in which speech-like bands having larger frequency separation are less sensitive to disruptions in fine timing, are at least somewhat in accord with results employing nonspeech stimuli. It has been shown that the comparison of relative timing of acoustic events can be poorer when that comparison is made across disparate frequencies. For example, gap detection thresholds are larger when the mark- ers preceding and following the gap have different frequencies ͑e.g., Perrott and Williams, 1971; Formby et al., 1998; Grose et al., 2001a Grose et al., , 2001b Lister et al., 2002; Lister and Roberts, 2005; Heinrich and Schneider, 2006͒ . Although frequency separations smaller than those used in the current study are often employed, data describing large frequency separations have shown correspondingly large thresholds ͑e.g., Fig. 2 in Phillips et al., 1997͒ . Because the acoustic stimuli employed in those tasks do not change as a function of frequency ͑the nature of cues does not change͒, these results are also in accord with a use-of-cues interpretation.
It has been proposed that gap detection is accomplished using two mechanisms. A within-channel mechanism accounts for detection across markers separated by as much as half an octave to an octave, and a between-channel process accounts for detection across larger frequency differences ͑see Formby et al., 1998͒ . Support for the between-channel process was provided by Formby et al. by examining dichotic gap detection. It was found that thresholds were relatively unaffected by the frequency of dichotic markers and were virtually identical to those observed for monaural presentation of markers having disparate frequencies. The authors concluded that the between-channel mechanism involves comparison of independent channels across which exact timing information is not available or not used.
The results of experiment 3b are in accord with this view. A pattern of results more closely resembling those of the three-octave separation was observed when the oneoctave separation was presented dichotically. Because the nature of the acoustic cues is similar under diotic and dichotic presentation, differences in performance as a function of asynchrony must result from difference in the use or availability of the cues.
Together, these results support a use-of-cues interpretation for the observed difference in the impact of betweenband asynchrony across different frequency separations. The processing of speech energy that is relatively close in frequency appears to rely more heavily upon detailed acrossfrequency timing cues than does the processing of speech information that is more widely separated. Further, these results suggest that the integration of speech information across various frequencies may be accomplished using dual mechanisms like those proposed for gap detection. Comparisons in which exact timing of events is available and utilized, such as those associated with within-channel tasks, may be associated with processing of relatively adjacent speech frequencies. However, the between-channel comparison of disparate speech frequencies appears to proceed without this heavy reliance on, and same strict regard for, exact timing.
Because intelligibility in the current conditions requires across-frequency integration, these conditions provide the potential to observe the maximally disruptive effects of asynchrony. As such, these values form a basis on which to evaluate the potentially disruptive influences of cross-channel delays. The current results indicate that signal processing delays of 10 ms or more, such as those associated with cascaded filters, could potentially have an appreciable effect on performance. Of course these values represent the potential for disruption, and the actual influence on listener performance would depend upon a number of factors, including the amount of other concurrently available speech cues.
VI. SUMMARY AND CONCLUSIONS
In the current study, pairs of temporal speech patterns were employed that produced little or no intelligibility individually and therefore required across-frequency integration for accurate recognition. An obvious cue to recognition of these stimuli therefore involves across-frequency timing, and it seems reasonable to assume that this cue was used to some extent. However, the current results showed that tolerances for disruption to exact timing varied, suggesting that the use of these cues differed across conditions in systematic ways. For bands having a relatively small frequency separation ͑ap-proximately one octave͒, as little as 12.5 ms of acrossfrequency asynchrony was sufficient to significantly degrade performance, and 100 ms was sufficient to completely disrupt across-frequency integration. Further, the influence of disruption to across-frequency timing was equivalent across various spectral regions having a fixed ͑log͒ frequency separation, suggesting similarity in the use of these cues across the spectrum. In contrast, speech patterns having different frequency separations were found to have different tolerances for disruption to exact across-frequency timing, suggesting that differences exist in the extent to which these cues are used. This effect is not attributable to differences in peripheral excitation overlap. Rather, it appears that the processing of speech patterns at different separations may take place using dual mechanisms that differ in the extent to which they rely upon detailed across-frequency timing cues.
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If the three-octave separation conditions are instead compared to the lowor high-frequency one-octave pairs ͑and scores again normalized as proportions͒, numerical differences between the one-and three-octave separations are slightly larger.
3
Excitation patterns throughout were creating using the executable program excit2005, by Brian R. Glasberg and Brian C. J. Moore, which is available for download at http://hearing.psychol.cam.ac.uk/. The program allows the calculation of excitation patterns according to the procedure described in Moore et al. ͑1997͒ , which is in turn a modification of Glasberg and Moore ͑1990͒. The program runs on an IBM PC or compatible. 4 The results were not substantially different when broadband noise was employed to mask the overlapping portion of excitation overlap.
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Additional conditions were prepared to ensure that the current results involving speech-modulated carriers could be extended to speech. Narrow speech bands at the center frequencies employed in experiment 2 were created by filtering the sentences to 1/3 octave using extremely steep slopes ͑6000-order finite-duration impulse response filters͒. The bands were assembled into one-octave and three-octave pairs having asynchronies of 0 and 25 ms. Four NH listeners having the same qualification criteria employed in the formal experiments were recruited and experienced the pro-
