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ON GRAPHS OF HECKE OPERATORS
ROBERTO ALVARENGA
Abstract. The graph of a Hecke operator encodes all information about the action
of this operator on automorphic forms. Let X be a curve over Fq, F its function
field and A the adele ring of F . In this paper we will exhibit the first properties
for the graph of Hecke operators for GLn(A), for every n ≥ 1. This includes a de-
scription of the graph in terms of coherent sheaves on X. We provide a numerical
condition for two vertices to be connected by an edge. Moreover, we describe how
to calculate these graphs in the case of the projective line X = P1(Fq).
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Introduction
Zagier observes in [15] that if the kernel of certain operators on automorphic
forms turns out to be an unitarizable representation, a formula of Hecke implies the
Riemann hypothesis. Zagier calls the elements of this kernel toroidal automorphic
forms (see [15] or [13] for a precise definition). Moreover, Zagier asks what happens
if Q is replaced by a global function field and remarks that the space of unramified
toroidal automorphic forms can be expected to be finite dimensional.
Motivated by Zagier’s question, Lorscheid proves in his Ph.D. thesis, among
other things, the following :
•([12] Theorem 10.9) The space of unramified toroidal automorphic forms for a
global function field is finite dimensional.
•([13] Theorem 7.7) There are no nontrivial unramified toroidal automorphic
forms for rational function fields.
•([11] Theorem 7.12) Let F be the function field of an elliptic curve over a
finite field with q elements and class number h, let s + 12 be a zero of the zeta
function of F . If the characteristic is not 2 or h 6= q + 1, the space of unramified
toroidal automorphic forms is one dimensional and spanned by the Eisenstein series
of weight s.
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The main tool for the proofs of the above theorems is the theory of graphs of
Hecke operators, cf. [12]. In this paper, our goal is to continue the study of graphs
of Hecke operators and to generalize some results of Lorscheid in [12] from PGL2
to GLn. We summarize our main results in the following.
Let F be a function field over Fq, A its adele ring and K = GLn(OA). For any
right K-invariant Hecke operator Φ, there are m1, . . . ,mr ∈ C∗ and [g1], . . . , [gr] ∈
GLn(F ) \GLn(A)/K such that for all automorphic forms f
Φ(f)(g) =
r∑
i=1
mif(gi),
see 1.6. From the above notation we say that there is an edge from [g] to [gi] with
multiplicity mi. If
Φ = Φx,r := char
(
K
(
πxIr 0
0 In−r
)
K
)
,
where x is a place on F and πx its uniformizer, we call each [gi] the Φx,r−neighbors
of [g]; see sections 1 and 2 for precise definitions. Let κ(x) be the residue field of
the place x. Our first main result is the following.
Theorem (Theorem 2.6). The Φx,r−neighbors of [g] ∈ G(F ) \ G(A)/K are the
classes [gξw] where ξw corresponds to elements w ∈ Gr(n − r, n)(κ(x)). The mul-
tiplicity of an edge of [g] to [g′] equals the number of w ∈ Gr(n − r, n)(κ(x))
such that [gξw] = [g
′]. The multiplicities of the edges originating in [g] sum up
to #Gr(n− r, n)(κ(x)).
By a theorem due to Weil, there is a bijection of G(F ) \ G(A)/K with the
set of isomorphism classes of rank-n vector bundles on the smooth, projective and
geometrically irreducible curve X whose function field is F . This theorem allows us
to determine the action of an unramified Hecke operator in terms of the equivalence
classes of exact sequences of coherent sheaves on X. Namely, we consider exact
sequences of the form
0 −→ E ′ −→ E −→ K⊕rx −→ 0
where E ′, E are vector bundles, x is a closed point of X, and K⊕rx is the skyscraper
sheaf on x whose stalk is κ(x)⊕r . Let mx,r(E , E ′) be the number of isomorphism
classes of exact sequences
0 −→ E ′′ −→ E −→ K⊕rx −→ 0
with fixed E such that E ′′ ∼= E ′. We denote by Vx,r(E) the set of
(
E , E ′,mx,r(E , E ′)
)
such that exists an exact sequence of the type as above, i.e. mx,r(E , E ′) 6= 0. For a
subbundle E ′ of a bundle E , we define
δ(E ′, E) := rk(E) deg(E ′)− rk(E ′) deg(E)
and
δk(E) := sup
E′ →֒E
k−subbundle
δ(E ′, E),
for k = 1, . . . , n − 1, where n = rk(E). For precise definitions and notations, see
sections 3 and 4.
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Theorem (Theorem 4.15). Let E be a n-bundle on X and x be a closed point at
X of degree |x|. If mx,r(E , E ′) 6= 0, then
δk(E
′) ∈
{
δk(E) − k|x|(n− r), δk(E) − k|x|(n− r) + n, . . . , δk(E) + r|x|k
}
for every k = 1, . . . , n− 1.
In section 5, we explain an algorithmic way to calculate the graphs of unramified
Hecke operators for a rational function field.
All the results in the first four sections are available for any smooth projective
and geometrically irreducible curve over a finite field. Only in the last section do
we specialize to the projective line.
The paper is organized as follows. In the first section, we introduce our notation
and provide the basic definitions. In particular, we extend Lorscheid’s definition
of the graph of a Hecke operator from PGL2 to GLn. In section 2, we specialize
the theory for unramified Hecke operators Φx,r and prove Theorem 2.6. In section
3, we describe these graphs in geometric terms, i.e. we use the structure of the
curve given by F to describe the graph in terms of isomorphism class of short exact
sequences of coherent sheaves over this curve. In section 4, we define a numerical
invariant for a vector bundle and prove a necessary condition for two vector bundles
to be connected by an edge. In section 5, we describe an algorithm to calculate
the graphs Φx,r of Hecke operators for every place x, every n and every r when the
curve is the projective line.
1. Background
In this first section, we set up the notation that is used throughout the paper
and introduce graphs of Hecke operators and their first properties.
Let F be a global function field over a finite field Fq where q is a prime power,
i.e. the function field of a geometrically irreducible smooth projective curve X over
Fq. Let g be the genus of X. Let |X | the set of closed points of X or, equivalently,
the set of places in F . For x ∈ |X |, we denote Fx the completion of F at x, by
Ox its integers, by πx ∈ Ox (we can suppose πx ∈ F ) a uniformizer and by qx the
cardinality of the residue field κ(x) := Ox/(πx) ∼= Fqx . Let |x| be the degree of x
which is defined by the extension field degree [κ(x) : Fq], in other words qx = q
|x|.
Let | · |x the absolute value of Fx (resp. F ) such that |πx|x = q−1x .
Let A be the adele ring of F and A∗ the idele group. Put OA =
∏
Ox where
the product is taken over all places x of F . The idele norm is the quasi-character
| · | : A∗ → C∗ that sends an idele (ax) ∈ A∗ to the product
∏
|ax|x over all local
norms. By the product formula, this defines a quasi-character on the idele class
group A∗/F ∗. We think of Fx being embedded into the adele ring A by sending an
element a ∈ Fx to the adele (ay)y∈|X| with ax = a and ay = 0 for y 6= x. Not quite
compatible with this embedding, we think of the unit group F ∗x as a subgroup of
the idele group A∗ by sending an element b of F ∗x to the idele (by) with bx = b and
by = 1 for y 6= x. We will explain in case of ambiguity, which of these embeddings
we use.
Let G(A) := GLn(A), Z(A) be the center of G(A), G(F ) := GLn(F ) and K :=
GLn(OA) the standard maximal compact open subgroup of G(A). Note that G(A)
comes together with an adelic topology that turns G(A) into a locally compact
group. We fix the Haar measure on G(A) for which vol(K) = 1. The topology
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of G(A) has a neighborhood basis V of the identity matrix that is given by all
subgroups
K ′ =
∏
x∈|X|
K ′x <
∏
x∈|X|
Kx = K
where Kx := GLn(Ox), such that for all x ∈ |X | the subgroup K ′x of Kx is open
and consequently of finite index and such that K
′
x differs from Kx only for a finite
number of places.
Consider the space C0(G(A)) of continuous functions f : G(A) → C. Such a
function is called smooth if it is locally constant. G(A) acts on C0(G(A)) through
the right regular representation ρ : G(A)→ Aut(C0(G(A))), that is defined by right
translation of the argument: (g.f)(h) := (ρ(g)f)(h) := f(hg) for g, h ∈ G(A) and
f ∈ C0(G(A)).
A function f ∈ C0(G(A)) is called K−finite if the complex vector space that is
generated by {k.f}k∈K is finite dimensional.
Let H be a subgroup of G(A). We say that f ∈ C0(G(A)) is left or right
H−invariant if for all h ∈ H and g ∈ G(A), f(hg) = f(g) or f(gh) = f(g),
respectively. If f is right and left H−invariant, it is called bi-H−invariant.
We embed G(A) →֒ An
2+1 via g 7→ (g, det(g)−1). We define a local height ||gx||x
on G(Fx) := GLn(Fx) by restricting the height function
(v1, . . . , vn2+1) 7→ max{|v1|x, . . . , |vn2+1|x}
on Fn
2+1
x . We note that ||gx||x ≥ 1 and that ||gx||x = 1 if gx ∈ Kx. We define the
global height ||g|| to be the product of the local heights. We say that f ∈ C0(G(A))
is of moderate growth if there exists constants C and N such that
|f(g)|C ≤ C||g||
N
for all g ∈ G(A).
Definition 1.1. The complex vector space H of all smooth compactly supported
functions Φ : G(A)→ C together with the convolution product
Φ1 ∗ Φ2 : g 7−→
∫
G(A)
Φ1(gh
−1)Φ2(h)dh
for Φ1,Φ2 ∈ H is called the Hecke algebra for G(A). Its elements are called Hecke
operators.
The zero element of H is the zero function, but there is no multiplicative unit.
For K ′ ∈ V , we define HK′ to be the subalgebra of all bi-K ′-invariant elements.
These subalgebras have multiplicative units. Namely, the normalized characteristic
function ǫK′ := (volK
′)−1charK′ acts as the identity on HK′ by convolution. When
K ′ = K we call HK the unramified part of H and its elements are called unramified
Hecke operators.
Proposition 1.2. H =
⋃
K′∈V HK′ .
The Hecke algebra H acts on C0(G(A)) by
Φ(f) : g 7−→
∫
G(A)
Φ(h)f(gh)dh.
A function f ∈ C0(G(A)) is H−finite if the space H.f is finite dimensional.
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Definition 1.3. The space of automorphic forms A (with trivial central character)
is the complex vector space of all functions f ∈ C0(G(A)) which are smooth,
K−finite, of moderate growth, left G(F )Z(A)−invariant andH−finite. Its elements
are called automorphic forms.
Lemma 1.4 ([10] Lemma 1.3.2). A function f ∈ C0(G(A)) is smooth and K−finite
if and only if there is a K ′ ∈ V such that f is right K ′−invariant.
For every subspace V ⊆ A, let V K
′
be the subspace of all f ∈ V that are right
K ′−invariant. By the previous lemma, functions in AK
′
can be identified with the
functions on G(F )Z(A) \G(A)/K ′ that are of moderate growth.
A consequence of last lemma is:
Proposition 1.5. V =
⋃
K′∈V V
K′ for every subspace V ⊆ A. 
The fundamental fact for defining the main object of this paper is the following
proposition.
Proposition 1.6. Fix Φ ∈ HK′ . For all [g] ∈ G(F ) \ G(A)/K
′, there is a
unique set of pairwise distinct classes [g1], . . . , [gr] ∈ G(F ) \ G(A)/K ′ and num-
bers m1, . . . ,mr ∈ C∗ such that
Φ(f)(g) =
r∑
i=1
mif(gi).
for all f ∈ AK
′
.
Proof. The existence is as follows. Since Φ is K ′−bi-invariant and compactly sup-
ported, it is a finite linear combination of characteristic functions on double cosets
of the form K ′hK ′ with h ∈ G(A). So we may reduce the proof to Φ = charK′hK′ .
Again, since K ′hK ′ is compact, it equals the union of a finite number of pairwise
distinct cosets h1K
′, . . . , hrK
′, and thus
Φ(f)(g) =
∫
G(A) charK′hK′(h
′)f(gh′)dh′
=
∑r
i=1
∫
G(A) charhiK′(h
′)f(gh′)dh′
=
∑r
i=1 vol(K
′)f(ghi)
=
∑r
i=1mif(gi)
for any g ∈ G(A), where for the last equality we have taken care of putting together
values of f in the same classes of ∈ G(F ) \G(A)/K ′ and throwing out zero terms.
Uniqueness follows of the construction and the fact that f ∈ AK
′
. 
For [g], [g1], . . . , [gr] ∈ G(F ) \ G(A)/K ′, as in the last proposition, we denote
VΦ,K′([g]) := {([g], [gi],mi)}i=1,...,r.
Definition 1.7. Using the notation of Proposition 1.6, we define the graph GΦ,K′
of Φ relative to K ′ whose vertices are
VertGΦ,K′ = G(F ) \G(A)/K
′
and the oriented weighted edges
EdgeGΦ,K′ =
⋃
[g]∈VertG
Φ,K′
VΦ,K′([g]).
The classes [gi] are called the Φ−neighbors of [g] (relative to K ′).
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We make the following drawing conventions to illustrate the graph of a Hecke
operator: vertices are represented by labelled dots, and an edge ([g], [g′],m) together
with its origin [g] and its terminus [g′] is drawn as
[g] [g′]
m
[g]
m
where the second figure is the case [g] = [g′].
By Proposition 1.6 and the definition of the graph of Φ, we have for f ∈ AK
′
and [g] ∈ G(F ) \G(A)/K ′ that
Φ(f)(g) =
∑
([g],[gi],mi)
∈EdgeG
Φ,K′
mif(gi).
Hence one can read off the action of a Hecke operator on the value of an automorphic
form from the illustration of the graph:
[g]
[g1]
[gr]
mr
m1
The next proposition is an easy consequence of the algebra structure of HK′ .
Proposition 1.8. For the zero element 0 ∈ HK′ , the multiplicative unit 1 ∈ HK′
and arbitrary Φ1,Φ2 ∈ HK′ , r ∈ C∗, we obtain that
(i) Edge G0,K′ = ∅;
(ii) Edge G1,K′ =
{
([g], [g], 1)
}
[g]∈Vert G
1,K′
;
(iii) Edge GΦ1+Φ2,K′ =
{
([g], [g′],m)
∣∣∣ m = ∑
([g],[g′],m′)
∈Edge G
Φ1,K
′
m′ +
∑
([g],[g′],m′′)
∈Edge G
Φ2,K
′
m′′ 6= 0
}
;
(iv) Edge GrΦ1,K′ =
{
([g], [g′], rm)
∣∣ ([g], [g′],m) ∈ Edge GΦ1,K′}, and
(v) Edge GΦ1∗Φ2,K′ =
{
([g], [g′],m)
∣∣∣ m = ∑
([g],[g′′],m′)∈Edge G
Φ1,K
′
([g′′],[g′],m′′)∈Edge G
Φ2,K
′
m′ ·m′′ 6= 0
}
.

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2. Graphs of unramified Hecke operators
In this section, we investigate the structure around a vertex in the graph of
unramified Hecke operators. The main result of this section is that the neighbors
of a vertex, counted with multiplicities, correspond to the points of an appropriate
Grassmannian.
Notation: We adopt the convention that the empty entry in a matrix means a
zero entry.
In the following given an explicit description of the unramified Hecke algebra.
Fix n ≥ 1 an integer. For x a place of F, let Φx,r be the characteristic function of
K
(
πxIr
In−r
)
K
where Ik is the k×k identity matrix. Observe that Φx,n is invertible and its inverse
is given by the characteristic function of K(πxIn)
−1K. The well-known theorem
about the polynomial structure of unramified Hecke algebra due by Tamagawa and
Satake is:
Theorem 2.1 ([2] Chapter 12, 1.6). Identifying ǫK with 1 ∈ C yields
HK ∼= C[Φx,1, . . . ,Φx,n,Φ
−1
x,n]x∈|X|.
In particular, HK is commutative.
By Proposition 1.8, it is enough to determine the graphs for the algebra gener-
ators Φx,1, . . . ,Φx,n,Φ
−1
x,n with x ∈ |X | (Theorem 2.1) in order to understand the
graph of any Hecke operator. We use the shorthand notation Gx,r for the graph
GΦx,r ,K and Vx,r([g]) for Φx,r−neighborhood VΦx,r ,K([g]) of [g], for x ∈ |X | and
r = 1, . . . , n.
The following considerations will be used in the proof of Theorem 2.6. For the
standard Borel subgroup B < G of upper triangular matrices, we have the local
and global form of Iwasawa decomposition, respectively:
G(Fx) = B(Fx)Kx and G(A) = B(A)K
with Kx = G(Ox), see Proposition 4.5.2 in [3].
Schubert Cell Decomposition. Let Gr(k, n) denote the Grassmannian that
parametrizes the k−dimensional linear subspaces of a fixed n−dimensional vector
space. As a set, the Grassmannian has a decomposition as the disjoint union
Gr(k, n) =
∐
λ∈J(k,n)
Cλ
where J(k, n) = {(j1, . . . , jk)|1 ≤ j1 < · · · < jk ≤ n}, and Cλ is the set of n ×
n−matrices (aij)n×n of the following form:
• ajj = 1 if j ∈ λ,
• aij = 0 if j 6∈ λ, or j < i, or i ∈ λ and j 6∈ λ,
where we denote j ∈ λ = (j1, . . . , jn) if j ∈ {j1, . . . , jn}. The sets Cλ are called
Schubert cells and the disjoint union above is the Schubert cell decomposition of
Gr(k, n). See Theorem 11 in [9] and [6] for more details.
We associate with each w ∈ Gr(k, n)(Fq) a matrix ξw ∈ G(A). By the Schubert
cell decomposition, each w ∈ Gr(k, n)(Fq) lies in precisely one Schubert cell Cλ.
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Thus we can identify w with a matrix (aij)n×n in Cλ. We define ξw = (bij) ∈ G(A)
by just replacing 0’s on the diagonal of (aij)n×n by πx.
We identify πx with the idele a where ay = 1 if y 6= x and ax = πx in y = x,
and we can consider α ∈ κ(x) as the adele whose component at x is α and whose
others components are 0.
With these identifications, we can consider ξw as an adelic matrix in G(A). The
Schubert cell decomposition can be reformulated as follows.
Lemma 2.2. There is a bijection of Gr(k, n)(κ(x)) with the set



ǫ1 b12 · · · b1n
.
.
.
.
.
.
ǫn−1 bn−1n
ǫn


∣∣∣∣∣∣∣∣
ǫi ∈ {1, πx},
#{i|ǫi = 1} = k and bij ∈ κ(x)
with bij = 0 if either
ǫj = πx or ǫi = 1


Example 2.3. For n = 2 and k = 1, we have
ξw1 =
(
1 0
0 πx
)
where w1 = [1 : 0] ∈ P
1(κ(x))
and
ξw2 =
(
πx ∗
0 1
)
where w2 = [∗ : 1] ∈ P
1(κ(x)),
which are the same matrices as considered by Lorscheid in [10].
As the next step, we describe a method to distinguish the double cosets Kx \
G(Fx)/Kx, which will be useful in the proof of the next lemma. Let∧k
: GLn(Fx) −→ GL(nk)
(Fx)
g 7−→ ∧kg
be the k−th exterior power representation, i.e. the entries of ∧kg are the k ×
k−minors of g. Let I(∧kg) be the fractional ideal of Ox generated by the entries
in ∧kg, i.e. the fractional ideal generated by these minors. It is clear that ∧kKx is
a subset of GL(nk)
(Ox), thus I(∧kg) is invariant under left and right multiplication
by Kx. Also note that I(∧1g) = I(g) is the fractional ideal generated by the entries
of g and that I(∧ng) is generated by determinant of g. Thus the following lemma.
Lemma 2.4. Let g1, g2 ∈ GLn(Fx). If the double cosets Kxg1Kx and Kxg2Kx are
equal, then I(∧kg1) = I(∧kg2) for k = 1, . . . , n. 
The next lemma is the key observation for the proof of the main theorem of this
section.
Lemma 2.5. There is a decomposition of sets
K
(
πxIr
In−r
)
K =
∐
w∈Gr(n−r,n)(κ(x))
ξwK.
Proof. Consider the map
K ×K −→ G(A)
(k1, k2) 7−→ k1
(
πxIr
In−r
)
k2
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which is continuous because it is induced by the group multiplication. By Ty-
chonoff’s theorem, K ×K is compact. As the continuous image of the compact set
K ×K, the double coset
K
(
πxIr
In−r
)
K
is compact. Since K is open, the quotient
K
(
πxIr
In−r
)
K
/
K
is finite. Therefore,
K
(
πxIr
In−r
)
K =
⊔
ξ∈I
ξK
where I is a finite set of coset representatives.
Thus we have to show that I =
{
ξw| w ∈ Gr(n− k, n)(κ(x))
}
as in the Lemma
2.2. By the Iwasawa decomposition, we can take ξ ∈ I to be upper triangular. The
question can be solved component-wise at each place y ∈ |X |.
If y 6= x, then KyInKy = Ky. Thus we can use
w =
(
In−r
)
n×(n−r)
and obtain
ξw =
(
In−r
πxIr
)
with (ξw)y = In,
as desired.
If y = x, observe that
Kx
(
πxIr
In−r
)
Kx ⊆Mat(Ox).
Thus ξx is an upper triangular matrix with entries in Ox. Let
g =
(
πxIr
In−r
)
.
Lemma 2.4 states that I(∧kg) = I(∧kξx) for every k = 1, . . . , n. By a simple calcu-
lation, we have I(g) = Ox, I(∧
2g) = Ox, . . . , I(∧
n−r−1g) = Ox, I(∧
n−rg) =
Ox, I(∧n−r+1g) = (πx), . . . , I(∧ng) = (πrx). Let
ξx =


ǫ1 bij
. . .
ǫn


where ǫi = uiπ
li
x , li ≥ 0 and ui ∈ O
∗
x. By right multiplication with

u
−1
1
. . .
u
−1
n

 ∈ K,
we can assume that ǫi = π
li
x , li ≥ 0, thus
ξx =


π
l1
x bij
. . .
π
ln
x

 with bij ∈ Ox.
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As I(∧nξx) = I(∧ng) = (πrx), we have l1 + · · ·+ ln = r.
Suppose that there is some lj > 1. As li ≥ 0, there are at least n − r + 1 l′is
equal to zero. Thus I(∧n−r+1ξx) = Ox, but I(∧n−r+1g) = (πx), a contradiction.
Therefore, all li ∈ {0, 1} and #{i ∈ {1, . . . , n}
∣∣li = 1} = r. This show that the
diagonal of ξx is of the predicted shape.
We are left with showing that the bij are as claimed. First we can assume that
bij = 0 if ǫi = 1. This follows since we can change the representative of ξK by
means of the product

ǫ1 b12 · · · b1n
. . .
...
1 bii+1 · · · bin
. . .
...
. . .
...
ǫn


·


1
. . .
1 −bii+1 · · · −bin
. . .
. . .
1


.
Doing this step for every i ∈ J , we obtain a matrix ξx which is zero in entries on
right and left of ǫi = 1. Observe that these multiplications change the original b
′
ijs,
for convenience we shall continue using the same notation for those elements.
If ǫi = ǫj = πx, then bij ∈ I(∧
n−r+1ξx). Indeed, let Bij the (n−r+1)×(n−r+1)
submatrix of ξx by removing the r − 1 columns 6= j with πx in the diagonal and
removing the r − 1 rows 6= i with πx in the diagonal. Observe that bij is an entry
of Bij and the column of Bij which contains bij has all entries, except bij , equal
to zero. Moreover, when we remove the row and the column of Bij which contains
bij , we get the identity matrix. Thus, from Laplace’s formula, bij = ± det(Bij) and
hence bij ∈ I(∧n−r+1ξx).
Since (πx) = I(∧n−r+1g) = I(∧n−r+1ξx), we have πx | bij if ǫi = ǫj = πx.
Therefore we can eliminate these entries by the following multiplication

ǫ1
. . .
πx πxb˜ij
. . .
πx
. . .
ǫn


·


1
. . .
1 −b˜ij
. . .
1
. . .
1


where πxb˜ij = bij .
Finally, for bij =
∑
ℓ≥0 bij(ℓ)π
ℓ
x where ǫj = 1 and ǫi = πx, we multiply ξx with
the matrix λ = (crs) from the right, where crr = 1, and for r 6= s, crs = 0 unless
r = i, s = j, in which case cij = −
∑
ℓ≥1 bij(ℓ)π
ℓ−1
x . This allow to consider bij equal
to bij(0) ∈ κ(x), therefore ξx is as claimed in the lemma 2.2. 
Theorem 2.6. The Φx,r−neighbors of [g] are the classes [gξw] with ξw as in the
previous lemma and the multiplicity of an edge of [g] to [g′] equals the number
of w ∈ Gr(n − r, n)(κ(x)) such that [gξw] = [g′]. The multiplicities of the edges
originating in [g] sum up to #Gr(n− r, n)(κ(x)).
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Proof. Let Φ := char(KhK), for h ∈ G(A). Since KhK is compact and K is
open, KhK is equals to the union of a finite number of pairwise distinct cosets
h1K, . . . , hrK. Hence, by Proposition 1.6 and definition of GΦ,K the neighbors of
[g] are [ghi], i = 1, . . . , r. Therefore the theorem follows from preceding lemma. 
Corollary 2.7. The edges set of the graph of Φx,n is
EdgeGx,n =
{
([g], [g(πxIn)], 1)
}
[g]∈G(F )\G(A)/K
.
Proof. Observe that K(πxIn)K = (πxIn)K. 
In the calculation of the graph of Φx,r, the following well-known formula is very
useful.
Lemma 2.8. #Gr(k, n)(Fq) =
(qn − 1)(qn−1 − 1)(qn−2 − 1) · · · (qn−k+1 − 1)
(qk − 1)(qk−1 − 1)(qk−2 − 1) · · · (q − 1)
.
3. Geometry of graphs of unramified Hecke operators
Recall that X is the geometrically irreducible smooth projective curve over Fq
whose function field is F. A well-known theorem by Weil states that G(F )\G(A)/K
stays in bijection to the set BunnX of isomorphism classes of rank-n vector bundles
on X. This allows us to give a interpretation of Gx,r in geometric terms. We begin
with a review of Weil’s theorem.
The bijection
F ∗ \ A∗/O∗
A
= ClF
1:1
←→ PicX = Bun1X
[a] 7−→ La
where La = LD if D is the divisor determined by a, generalises to all vector bundles
as follows, cf. Lemma 3.1 in [5] and 2.1 in [2]. A rank n bundle E can be described
by choosing bases
Eη ∼= O
n
X,η = F
n and Ex ∼= O
n
X,x = (Ox ∩ F )
n
for all stalks, where η is the generic point of X, and the inclusion maps Ex →֒ Eη
for all x ∈ |X |. After tensoring with Fx, for each x ∈ |X | we obtain
Fnx
∼= Onx ⊗Ox Fx ∼= Ex ⊗OX,x Ox ⊗Ox Fx ∼= Ex ⊗OX,x F ⊗F Fx ∼= F
n ⊗F Fx ∼= F
n
x
which yields an element g of G(A).
A change of bases for Eη and Ex corresponds to multiplying g by an element of
G(F ) from the left and by an element of K from the right, respectively.
Since the inclusion F ⊂ Fx is dense for every place x, and G(OA) is open in
G(A), every class in G(F ) \G(A)/G(OA) is represented by a g = (gx) ∈ G(A) such
that gx ∈ G(F ) for all places x. This means that the above construction can be
reversed. Weil’s theorem asserts the following.
Theorem 3.1 ([5] Lemma 3.1). For every n ≥ 1, the above construction yields a
bijection
G(F ) \G(A)/K
1:1
←→ BunnX.
g 7−→ Eg
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The last theorem identifies the set of vertices of Gx,r with geometric objects
BunnX. The next task is to describe the edges of Gx,r in geometric terms. We say
that two exact sequences of sheaves
0 −→ F1 −→ F −→ F2 −→ 0 and 0 −→ F
′
1 −→ F −→ F
′
2 −→ 0
are isomorphic with fixed F if there are isomorphism F1 → F ′1 and F2 → F
′
2 such
that
0 // F1 //
∼=

F // F2 //
∼=

0
0 // F ′1 // F // F
′
2
// 0
commutes. Let Kx be the torsion sheaf that is supported at x and has stalk κ(x) at
x, i.e. the skyscraper torsion sheaf at x. Fix E ∈ BunnX . For r ∈ {1, . . . , n}, and
E ′ ∈ BunnX we define mx,r(E , E ′) as the number of isomorphism classes of exact
sequences
0 −→ E ′′ −→ E −→ K⊕rx −→ 0
with fixed E and with E ′′ ∼= E ′.
Definition 3.2. Let x ∈ |X |. For a vector bundle E ∈ BunnX we define
Vx,r(E) := {(E , E
′,m)|m = mx,r(E , E
′) 6= 0},
and we call E ′ a Φx,r-neighbor of E if mx,r(E , E ′) 6= 0, and mx,r(E , E ′) its multiplic-
ity.
We will show that this concept of neighbors is the same as the one defined
for classes in G(F ) \ G(A)/K in Definition 1.7. According to Theorem 2.6, the
Φx,r−neighbors of a class [g] ∈ G(F ) \ G(A)/K are of the form [gξw] for a w ∈
Gr(n− r, n)(κ(x)).
Lemma 3.3. For every x ∈ |X |, the map
Vx,r([g]) −→ Vx,r([Eg])
([g], [g′],m) 7−→ (Eg, Eg′ ,m)
is a well-defined bijection.
Proof. Fix a base (Eg)y
∼
→ O⊕nX,y, for each y ∈ |X |. Note that by the definition of
ξw, multiplying an element of O
⊕n
X,y with the component (ξw)y from the right yields
an element of O⊕nX,y. Thus we obtain an exact sequence of Fq−modules
0 −→
∏
y∈|X|
O⊕nX,y
ξw
−→
∏
y∈|X|
O⊕nX,y −→ κ(x)
⊕r −→ 0
where r is the number of πx in the diagonal of (ξw)x. The correspondence in The-
orem 3.1 implies the following exact sequence of sheaves
0 −→ Egξw −→ Eg −→ K
⊕r
x −→ 0.
This maps w ∈ Gr(n− r, n)(κ(x)) to the isomorphism class of(
0→ Egξw → Eg → K
⊕r
x → 0
)
with fixed Eg.
On the other hand, an isomorphism class of exact sequences
(3.1)
(
0 −→ E ′ −→ E −→ K⊕rx −→ 0
)
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of sheaves yields an isomorphism class of exact sequence of OX,x-modules
0 −→ E ′x −→ Ex −→ κ(x)
⊕r −→ 0
by taking stalks. After tensoring by OX,x
/
mX,x, where mX,x is the maximal ideal
of OX,x, we obtain an exact sequence of κ(x)−vector spaces
E ′x ⊗
OX,x
mX,x
−→ Ex ⊗
OX,x
mX,x
−→ κ(x)⊕r −→ 0.
Since
E ′x ⊗
OX,x
mX,x
∼=
E ′x
mX,xE ′x
and Ex ⊗
OX,x
mX,x
∼=
Ex
mX,xEx
(see [1] page 31) we have
E ′x
mX,xE ′x
−→
Ex
mX,xEx
−→ κ(x)⊕r −→ 0.
Let wx be the image of E ′x
/
mX,xE ′x in the above sequence. Then
0 −→ wx −→
Ex
mX,xEx
−→ κ(x)⊕r −→ 0
and dim(wx) = n− r. Hence we have associated with the exact sequence (3.1) an
element wx in Gr(n− r, n)(κ(x)).
As we have chosen a bases for the stalk at x, and the identity map for all others
closed points, these maps are inverse one of each other. Therefore, follows the
desired bijection. 
Theorem 3.1 and Lemma 3.3 imply:
Theorem 3.4. Let x ∈ |X |. The graph Gx,r of Φx,r is described in geometric terms
as
Vert Gx,r = BunnX and Edge Gx,r =
∐
E∈BunnX
Vx,r(E).

Proposition 3.5. Let L1, . . . ,Ln be invertible sheaves on X. Then for every S ⊆
{1, . . . , n}, with #S = r
m = mx,r(E , E
′) 6= 0, i.e. (E , E ′,m) ∈ Vx,r(E)
where E = L1 ⊕ · · · ⊕ Ln and E ′ =
⊕
j∈S Lj(−x)⊕
⊕
j 6∈S Lj .
Proof. Consider the exact sequence
0 −→ L(−x) −→ OX −→ Kx −→ 0.
Tensoring the above sequence with the locally free sheaf Lj , does neither affect the
sheaf Kx nor the exactness. Thus we get
0 −→ Lj(−x) −→ Lj −→ Kx −→ 0.
Combining these exact sequences for j ∈ S with
0 −→ Li −→ Li −→ 0 −→ 0
for i 6∈ S shows that
0 −→
⊕
j∈S
Lj(−x)⊕
⊕
j 6∈S
Lj −→ L1 ⊕ · · · ⊕ Ln −→ K
⊕r
x −→ 0
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is an exact sequence. 
4. The δ−invariant
Let E be a locally free sheaf and E ′ a subsheaf. Note that the quotient E/E ′ is
not necessarily locally free. We will call E ′ a subbundle if the quotient E/E ′ is still
a vector bundle i.e. a locally free sheaf.
Let E ′ := ker
(
E → E/E ′ → (E/E ′)
/
(E/E ′)tors
)
, where (E/E ′)tors denotes the
torsion subsheaf of E/E ′, i.e. (E/E ′)
/
(E/E ′)tors is torsion free. By definition E ′ is
a subbundle of E , and E ′ ⊂ E ′. It is easy to see that E ′/E ′ ∼= (E/E ′)tors. We recall
that, given E ∈ BunnX , deg(E) := deg(∧nE), where ∧nE ∈ PicX. Hence
rk(E ′) = rk(E ′) and deg(E ′) ≥ deg(E ′).
Therefore we can extend a subsheaf E ′ of E to a subbundle E ′ of E .
In what follows, k-(sub)bundle means a (sub)bundle of rank k. For a subbundle
E ′ of a n-bundle E , we define
δ(E ′, E) := rk(E) deg(E ′)− rk(E ′) deg(E)
and for k = 1, . . . , n− 1,
δk(E) := sup
E′ →֒E
k−subbundle
δ(E ′, E).
Moreover, we define
δ(E) := max{δ1(E), . . . , δn−1(E)}.
Definition 4.1. We say that E ′ →֒ E is a maximal k−subbundle if δ(E ′, E) = δk(E)
and that E ′ is a maximal subbundle if δ(E ′, E) = δ(E).
Remark 4.2. A vector bundle E is (semi)stable if and only if
δ(E) < 0 (δ(E) ≤ 0).
Lemma 4.3. Let E be a locally free sheaf of rank n on X. Suppose that H0(X, E)
is non-trivial. Then there is an exact sequence
0 −→ L −→ E −→ E ′′ −→ 0
with E ′′ locally free of rank r − 1, L locally free of rank 1 and deg(L) ≥ 0.
Proof. Let s ∈ H0(X, E) be non-zero. The global section s defines a map OX → E
by
OX(U) −→ E(U),
1 7−→ s|U
This map is injective and yields the short exact sequence
0 −→ OX −→ E −→ E/sOX −→ 0
Since we do not know if F = E/sOX is locally free, take E ′′ = F/Ftors, which is
a locally free sheaf of rank r − 1 where Ftors is the subsheaf of torsion elements.
Consider the surjective map
ψ : E −→ E ′′
and define L = ker(ψ). By construction, we have a short exact sequence
0 −→ L −→ E −→ E ′′ −→ 0
with L locally free of rank 1 and E ′′ locally free of rank r − 1.
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Concerning the degree of L, note that
deg(L) = deg(E) − deg(E ′′) = deg(E)− deg(F) + deg(Ftors) = deg(Ftors) ≥ 0
where the last inequality holds for every torsion sheaf. 
Proposition 4.4. For every rank-n bundle E ,
−ng ≤ δ(E) <∞
Proof. Recall that for coherence sheaves F ,G ∈ Coh(X),
deg(F ⊗ G) = rk(F) deg(G) + deg(F)rk(G) and rk(F ⊗ G) = rk(F)rk(G).
Let L be an invertible sheaf and E ′ ⊆ E a subbundle. Then
δ(L ⊗ E ′,L ⊗ E) = n
(
deg(E ′) + rk(E ′) deg(L)
)
− rk(E ′)
(
deg(E) + deg(L)n
)
= n deg(E ′)− rk(E ′) deg(E)
= δ(E ′, E).
Thus δ(−,−) is invariant under tensoring with line bundles. As deg(L ⊗ E) =
deg(E) + n deg(L), the multiplication by a line bundle changes the degree of E by
a multiple of n. Thus we can assume that
n(g − 1) < deg(E) ≤ ng.
By the Riemann-Roch theorem,
dimH0(X, E) = deg(E) + n(1− g) + dimH1(X, E) ≥ deg(E) + n(1− g) > 0.
By Lemma 4.3, there is a line subbundle L of E with deg(L) ≥ 0. Thus
δ(L, E) = rk(E) deg(L)− deg(E) ≥ − deg(E) ≥ −ng,
which implies δ(E) ≥ −ng. This establishes the first inequality.
Let E ′ ⊆ E be a subbundle. Again by Riemann-Roch,
deg(E ′) ≤ rk(E ′)(g − 1) + dimH0(X, E ′) ≤ rk(E)(g − 1) + dimH0(X, E).
This proves the second inequality. 
This proposition generalizes [14, Prop. 6, p. 100]. We derive some immediate
consequences from the proof of the above proposition.
Corollary 4.5. The same is true in the last proposition for δ1(E), i.e.,
−ng ≤ δ1(E) < ∞.

Corollary 4.6. For every k = 1, . . . , n− 1, δk(E) <∞. 
Corollary 4.7. If g = 0, 1, then δk(E) is at most n dimH0(X, E), for every k =
1, . . . , n− 1. In particular, δ(E) ≤ n dimH0(X, E).
Proof. Let E ′ be a subbundle of E . As in the proof of last proposition deg(E ′) ≤
dimH0(X, E), and we can assume deg(E) ≥ 0. Thus
δ(E ′, E) = n deg(E ′)− deg(E)rk(E ′) ≤ n deg(E ′) ≤ n dimH0(X, E).

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Lemma 4.8. Let E be a locally free and (semi)stable sheaf over X such that
deg(E) ≥ rk(E)(2g − 2), (deg(E) > rk(E)(2g − 2)),
then H1(X, E) = 0.
Proof. We will prove by contradiction that H1(X, E) = 0. Suppose thatH1(X, E) 6=
0. Using Serre duality,
H1(X, E) ∼= H0(X, E∨ ⊗ ωX) ∼= Ext
0(OX , E
∨ ⊗ ωX) ∼= Ext
0(E , ωX) = Hom(E , ωX).
Hence there is a non-zero morphism ϕ : E → ωX . Let K be the subbundle of
E , which extends ker(ϕ). Since for line bundles L,L′ we have Hom(L,L′) = 0 if
deg(L) > deg(L′), it is clear that deg(im(ϕ)) ≤ deg(ωX). Thus
deg(K) ≥ deg(ker(ϕ)) ≥ deg(E)− deg(ωX) = deg(E) − (2g − 2).
By (semi)stability of E ,
deg(E) − (2g − 2)
rk(E)− 1
≤
deg(K)
rk(E) − 1
≤
deg(E)
rk(E)
where we have a strict inequality if E is stable. Therefore, deg(E) < rk(E)(2g−2) in
the stable case and deg(E) ≤ rk(E)(2g − 2) in the semistable case. A contradiction
with the degree of E . We conclude that H1(X, E) = 0. 
Proposition 4.9. Let E ′ be a subbundle of the bundle E on X, such that (E/E ′)∨⊗
E ′ is (semi)stable. If
δ(E ′, E) ≥ rk(E ′)(rk(E)− rk(E ′))(2g − 2)
(with strict inequality in the stable case), then E ∼= E ′ ⊕ E/E ′.
Proof. We have an exact sequence
0 −→ E ′ −→ E −→ E/E ′ −→ 0.
Since, Ext1(E/E ′, E ′) ∼= H1(X, (E/E ′)∨ ⊗ E ′) and
deg((E/E ′)∨ ⊗ E ′) = rk(E)(deg(E ′)− deg(E)) + (rk(E)− rk(E ′))(deg(E))
= rk(E) deg(E ′)− rk(E ′) deg(E)
= δ(E ′, E)
≥ rk(E ′)(rk(E)− rk(E ′))(2g − 2)
(with strict inequality in the stable case), we have H1(X, (E/E ′)∨ ⊗ E ′) = 0 by the
previous lemma. Thus Ext1(E/E ′, E ′) = 0 and E ∼= E ′ ⊕ E/E ′. 
This implies immediately the following.
Corollary 4.10. Let E be a 2-bundle and L →֒ E a line subbundle with δ(L, E) >
2g − 2, then E ∼= L ⊕ E/L. 
Lemma 4.11. Let L,L1, . . . ,Ln be invertible sheaves. If
ι : L −→ L1 ⊕ · · · ⊕ Ln
is a non-zero morphism, then deg(L) ≤ deg(Lj) for some j ∈ {1, . . . , n}.
Proof. Write ι = ι1 ⊕ · · · ⊕ ιn, as ι is non-zero, there is some j ∈ {1, . . . , n} such
that ιj : L → Lj is non-zero and thus injective. Therefore deg(L) ≤ deg(Lj). 
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Proposition 4.12. Let L1, . . . ,Ln,L
′
1, . . . ,L
′
m be invertible sheaves and
ι : L1 ⊕ · · · ⊕ Ln → L
′
1 ⊕ · · · ⊕ L
′
m
be an injective morphism. Then there is an injection {1, . . . , n} → {1. . . . ,m}, i 7→
ji, such that deg(Li) ≤ deg(L
′
ji
).
Proof. Let di = deg(Li) and d
′
j = deg(L
′
j) for i = 1, . . . , n and j = 1, . . . ,m.
Suppose that d1 ≤ d2 ≤ · · · ≤ dn and d
′
1 ≤ d
′
2 ≤ · · · ≤ d
′
m. We proceed by
induction on n. The case n = 1 follows from the previous lemma. If d′j < d1 for all
j ∈ {1, . . . ,m}, then Hom(Li,L′j) = 0 for all j = 1, . . . ,m, and ι is not injective.
Let j0 = min{j|d′j > d1}, hence Hom(L1 ⊕ · · · ⊕ Ln,L
′
j0) 6= 0 and m − j0 ≥ n.
Consider the commutative diagram with exact rows and columns
0

0

0

0 // ι∗L
′
j0
ι′

f1
// L1 ⊕ · · · ⊕ Ln
ι

f2
// Q
ϕ

✤
✤
✤
// 0 (A)
0 // L
′
j0
g1
// L
′
1 ⊕ · · · ⊕ L
′
m
g2
//
m⊕
j=1
j 6=j0
L′j // 0 (B)
where Q := (L1 ⊕ · · · ⊕ Ln)/ι∗L
′
j0 .
Next we prove the existence and injectivity of ϕ. First observe that, since the
diagram commutes, g2 ◦ ι ◦ f1 = 0. The universal property of cokernels implies
the existence of ϕ. It is enough to prove the injectivity on stalks ([8] ex II.1.2).
Let x ∈ X and suppose ϕx(q) = 0 for some q ∈ Qx. Since (f2)x is surjective,
q = (f2)x(a) for some a ∈ (L1 ⊕ · · · ⊕ Ln)x, and we conclude successively
• (g2)x((ι)x(a)) = ϕx(q) = 0;
• (ι)x(a) ∈ ker((g2)x) = im((g1)x) = (L
′
j0
)x;
• a ∈ (L1 ⊕ · · · ⊕ Ln)x and (ι)x(a) ∈ (L
′
j0)x;
• a ∈ (ι∗L
′
j0
)x;
• q = (g2)x(a) = 0.
This shows that ϕ is injective. The snake lemma implies that the following diagram
is commutative with exact rows and columns
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0

0

0

0 // ι∗L
′
j0
ι′

f1
// L1 ⊕ · · · ⊕ Ln
ι

f2
// Q
ϕ

// 0 (A)
0 // L
′
j0

g1
// L
′
1 ⊕ · · · ⊕ L
′
m

g2
//
m⊕
j=1
j 6=j0
L′j

// 0 (B)
0 // coker(ι′)

// coker(ι)

// coker(ϕ)

// 0
0 0 0
Since (B) splits, there is π1 : L
′
1⊕· · ·⊕L
′
m → L
′
j0 such that π1 ◦g1 = idL′j0
. The
above diagram implies im(π1◦ι) ⊂ im(ι′). Indeed, (on stalks) if y ∈ im(π1◦ι)\im(ι′),
then y goes to non-zero element in coker(ι). Hence g1(y) 6∈ im(ι) which implies that
y 6∈ im(π1 ◦ ι) since π1 ◦ g1 = idL′
j0
.
Define
π2 : L1 ⊕ · · · ⊕ Ln −→ ι
∗L
′
j0
by π2 = (ι
′)−1 ◦ π1 ◦ ι. Since ι′ is injective, π2 is well defined. Moreover, π2 ◦ f1 =
idι∗L′
j0
, thus (A) also is a split sequence and
L1 ⊕ · · · ⊕ Ln = ι
∗L
′
j0 ⊕Q.
Therefore ι∗L
′
j0
= Li for some i ∈ {1, . . . , n}. By Lemma 4.11, di ≤ d′j0 . Thus the
claim follows from the induction hypothesis. 
Corollary 4.13. Let E = L1 ⊕ · · · ⊕ Ln be an n-bundle where L1, . . . ,Ln are line
bundles and deg(L1) ≤ · · · ≤ deg(Ln). Then
δk(E) ≥ n
k−1∑
i=0
deg(Lr−i)− k
r∑
i=1
deg(Li)
for every k = 1, . . . , n− 1. In particular, δk(E) ≥ 0 for k = 1, . . . , n− 1. 
Corollary 4.14. If r = 2 and k = 1 in the last corollary, then equality holds, i.e.
δ1(E) = deg(L2)− deg(L1). 
We use the δ−invariants to investigate vertices in the graph of an unramified
Hecke operator which are connected by edge, i.e. to investigate sequences of the
form
0 −→ E ′ −→ E −→ K⊕rx −→ 0
for n−bundles E and E ′, r = 1, . . . , n− 1, and x ∈ X a closed point.
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If E ′′ →֒ E is a subbundle, then we say that it lifts to E ′ if there exists a morphism
E ′′ → E ′, such that the diagram
E ′′
||②②
②②
②②
E ′ // E
commutes. In this case, E ′′ → E ′ is indeed a subbundle, since otherwise it would
extend nontrivially to a subbundle E ′′ → E ′ →֒ E and would contradict the hypoth-
esis that E ′′ is a subbundle of E . By exactness of the above sequence, a subbundle
E ′′ → E lifts to E ′, if and only if the image of E ′′ in K⊕rx is 0.
Theorem 4.15. Let E be an n−bundle. If E ′ is a neighbor of E in Gx,r, then
δk(E
′) ∈
{
δk(E) − k|x|(n− r), δk(E) − k|x|(n− r) + n, . . . , δk(E) + k|x|r
}
for k = 1, . . . , n− 1.
Proof. Let d = deg(E) and d′ = deg(E ′). By the exactness of the sequence
0 −→ E ′ −→ E −→ K⊕rx −→ 0,
we have d′ = d − r|x|. Let F →֒ E and F ′ →֒ E ′ be maximal k-subbundles. Note
that every subbundle of E ′ is a locally free subsheaf of E and thus extends to a
subbundle of E . Let F ′ be the subbundle of E that extends F ′. We know that
deg(F ′) ≥ deg(F ′). Thus
δk(E
′) = n deg(F ′)− kd′
≤ n deg(F ′)− k(d− r|x|)
= δk(F ′, E) + k|x|r
≤ δk(E) + k|x|r.
If F →֒ E lifts to E ′, then F →֒ E ′ is a maximal k-subbundle. Thus we have
equalities in the above estimation, i.e. δk(E ′) = δk(E) + k|x|r.
Let L(−x) be the ideal sheaf of {x}. For every k-subbundle F →֒ E , we may
think of L(−x) ⊗F as a subsheaf of F .
If F →֒ E does not lift to E ′, then L(−x)⊗F ⊆ F →֒ E lifts to a subsheaf of E ′
since L(−x) = ker(OX → Kx). Hence
L(−x) ⊗F

⊆ F

E ′ // E
Therefore,
δk(E
′) = δk(F
′, E ′)
≥ δk(L(−x)⊗F , E
′)
= n deg(L(−x) ⊗F)− kd′
≥ n(deg(F)− k|x|)− k(d− r|x|)
= δk(F , E)− nk|x|+ k|x|r
= δk(E)− k|x|(n− r).
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Furthermore,
δk(E
′) ≡ −kd′ ≡ (d− r|x|)k ≡ δk(E) + k|x|r ≡ δk(E)− (n− r)k|x| (mod n).
This concludes the proof of the theorem. 
Corollary 4.16. Let E be an n−bundle and F →֒ E a maximal k-subbundle. If E ′
is a neighbor of E in Gx,r such that F →֒ E lifts to E ′, then
δk(E
′) = δk(E) + k|x|r.
Proof. This follows from last theorem’s proof. 
5. Graphs for the projective line
With the theory from the previous sections, we are able to calculate all graphs
for unramified Hecke operators over a rational function field. For the rest of the
section, we fix F = Fq(T ), i.e. X is the projective line over Fq. We intend to
determine the graphs of Φx,r for every n ∈ Z>0, r = 1, . . . , n and x ∈ P1 a closed
point.
First of all, we know by a theorem due to Grothendieck1 (see [7], Theorem 11.51)
that every rank-n vector bundle over P1 is isomorphic to
OP1(d1)⊕ · · · ⊕ OP1(dn)
for some d1 ≥ · · · ≥ dn. By Proposition 1.8 and Grothendieck’s theorem, the graphs
for the zero element are given by a subset of the standard n−lattice Zn consisting
of vertices without edges and the graphs for identity 1 in HK is a subset of the
standard n−lattice Zn consisting of vertices with loops of multiplicity one.
In certain cases, for a better reading we will denote by (d1, . . . , dn) the rank-n
vector bundle OP1(d1)⊕ · · · ⊕ OP1(dn).
We draw these two cases below for n = 1, 2, see figures 1, 2, 3 and 4 respec-
tively. In certain cases, for a better reading we will denote by (d1, . . . , dn) the rank
n-vector bundle OP1(d1)⊕ · · · ⊕ OP1(dn).
OP1(−2) OP1(−1) OP1 OP1(1) OP1(2)
Figure 1. The graph of zero element in HK for n = 1.
1actually it was already known by Dedekind and Weber, see [4].
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(0, 0)
(1, 1)
(−1,−1)
(1, 0) (2, 0)
(0,−1) (1,−1) (2,−1)
(2, 1)
Figure 2. The graph of zero element in HK for n = 2.
OP1
1
OP1(−2)
1
OP1(−1)
1
OP1(1)
1
OP1(2)
1
Figure 3. The graph of the identity in HK for n = 1.
(0, 0)
1
(1, 1)
1
(−1,−1)
1
(1, 0)
1
(2, 0)
1
(0,−1)
1
(1,−1)
1
(2,−1)
1
(2, 1)
1
Figure 4. The graph of the identity in HK for n = 2.
We continue with the calculation of the graph of Φx,1, for every closed point x in
P1 of degree |x| and n = 1. By the correspondence of Theorem 3.4, a neighborhood
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of OP1(d) is given in terms of exact sequences
0 −→ E ′ −→ OP1(d) −→ Kx −→ 0.
By Grothendieck’s classification of vector bundles on P1, E ′ is completely deter-
mined by its degree. By additivity of the degree, deg E ′ = d − |x|, thus E ′ =
OP1(d− |x|) and
mx,1(OP1(d),OP1(d− |x|)) = 1
(Corollary 2.7). The graph is illustrated as in the figure 5.
OP1(d) OP1(d− |x|) OP1(d− 2|x|)
OP1(d− 1) OP1(d− 1− |x|) OP1(d− 1− 2|x|)
OP1(d− |x|+ 1) OP1(d− 2|x|+ 1) OP1(d− 3|x|+ 1)
1 1
1 1
1 1
Figure 5. The graph of Φx,1 in HK for n = 1.
Our next aim is to explain an algorithm to calculate the graphs for Φx,r and
n > 1. First we treat the case |x| = 1 and afterwards we treat arbitrary degrees.
The closed points y ∈ P1 are in one-yo-one correspondence with irreducible and
monic polynomials πy in Fq[T ] and the infinite valuation. Moreover |y| = deg πy
and πy is the uniformizer of y. For z = f(T )/g(T ) ∈ F \ {0} with (f, g) = 1,
[F : Fq(z)] = max{deg(f), deg(g)}.
If x is a degree one place, then [F : Fq(πx)] = deg(πx) = 1. Therefore we can suppose
T = πx. Hence we can cover P
1 by two open affine subschemes U0 := SpecR
+ and
U1 := SpecR
−, where
R+ := Fq[πx], R
− := Fq[π
−1
x ] and R
± := Fq[πx, π
−1
x ].
We have bijections
G(R+)\G(R±)/G(R−) ∼= BunnP
1 ∼= G(F )\G(A)/K
gx −→ (gx, id)
where (gx, id) means the class of an adelic matrix which equals gx at place the x
and the identity matrix at all places y 6= x (see [7] Chapter 11 for more details).
Lemma 5.1 ([7] Lemma 11.50). Let (Zn)+ be the set of d = (di)i ∈ Zn with
d1 ≥ d2 ≥ · · · ≥ dn. For each d ∈ (Zn)+, let πdx ∈ G(R
±) be the diagonal matrix
with entries πd1x , . . . , π
dn
x . Then the following map is bijective
(Zn)+ −→ G(R−)\G(R±)/G(R+).
d 7−→ G(R−)πdxG(R
+)
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In the case of a degree one place x, we can determine the graph of Φx,r, for n > 1
and r ∈ {1, . . . , n} by finding the representative G(R−)πd
′
x G(R
+) for the double
cosets of πdxξw, cf. Lemma 2.2 and Theorem 2.6.
We shall use the symbol ”∼” when two matrices represent the same class in
G(R−)\G(R±)/G(R+).
Example 5.2. In the following, for n = 2 i.e. rank two bundles, we describe the
graph of Φx,1 where x a degree one place. By Theorem 2.6 and Lemma 5.1, we
have to find the unique diagonal matrix πdx with d ∈ (Z
n)+ that represents gξw in
G(R−)\G(R±)/G(R+) where
[g] =
(
π
d1
x
π
d2
x
)
with d1 ≥ d2 which corresponds to the vector bundle OP1(d1)⊕OP1(d2), and where
ξw =
(
πx b
1
)
with w = [1 : b] ∈ Gr(1, 2)(κ(x)) = P1(Fq)
or
ξw =
(
1
πx
)
with w = [0 : 1] ∈ Gr(1, 2)(κ(x)) = P1(Fq).
For d1 > d2, w = [1 : b] and b 6= 0, we have
gξw =
(
π
d1
x
π
d2
x
)(
πx b
1
)
=
(
πd1+1x bπ
d1
x
πd2x
)
∼
(
1
1
)(
πd1+1x bπ
d1
x
πd2x
)(
1
1
)
=
(
πd2x
bπd1x π
d1+1
x
)
∼
(
1 −b−1πd2−d1x
1
)(
πd2x
bπd1x π
d1+1
x
)
=
(
−b−1πd2+1x
bπd1x π
d1+1
x
)
∼
(
1
1
)(
−b−1πd2+1x
bπd1x π
d1+1
x
)
=
(
bπd1x π
d1+1
x
−b−1πd2+1x
)
∼
(
bπd1x π
d1+1
x
−b−1πd2+1x
)(
1 −b−1πx
1
)
=
(
bπd1x
−b−1πd2+1x
)
∼
(
bπd1x
−b−1πd2+1x
)(
b−1
−b
)
=
(
πd1x
πd2+1x
)
=: g1.
Note that the number of classes [gξw] with w = [1 : b] and b 6= 0 is q − 1.
For b = 0, we have
gξw =
(
πd1+1x
πd2x
)
=: g2.
Thus [g2] is a neighbor of [g] of at least multiplicity 1.
If d1 > d2 and w = [0 : 1], then
gξw =
(
πd1x
πd2x
)(
1
πx
)
=
(
πd1x
πd2+1x
)
= g1
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with multiplicity 1. We conclude that for d1 > d2, the neighborhood of [g] is
[g]
[g1]
[g2]
1
q
Observe that the sum of multiplicities in the vertex [g] is q+1 = #Gr(1, 2)(κ(x)),
in accordance with Theorem 2.6. If d1 = d2, then [g1] = [g2], and we have
[g] [g1]
q + 1
Example 5.3. Next we illustrate the graph of Φx,2, for rank three bundles and x
a degree one place. Let
g :=

 πd1x πd2x
πd3x

 ,
which corresponds to OP1(d1)⊕OP1(d2)⊕OP1(d3), with d1 ≥ d2 ≥ d3.
For w = [1 : a : b] ∈ Gr(1, 3)(κ(x)) = P2(Fq), a 6= 0 we have
gξw =

 πd1x πd2x
π
d3
x


(
πx a
πx b
1
)
=

 πd1+1x aπd1xπd2+1x bπd2x
π
d3
x


∼
(
1
1
1
)
 πd1+1x aπd2xπd2+1x bπd2x
π
d3
x

 =

 πd3xπd2+1x bπd2x
π
d1+1
x aπ
d1
x


∼

 πd3xπd2+1x bπd2x
π
d1+1
x aπ
d1
x

( −a 1
πx 1
)
=

 πd3+1x πd3xbπd2+1x πd2+1x bπd2x
aπ
d1
x

 ∼
(
1 −a−1πd3−d1x
1
1
)
 πd3+1x πd3xbπd2+1x πd2+1x bπd2x
aπ
d1
x


=

 πd3+1xbπd2+1x πd2+1x bπd2x
aπ
d1
x

 ∼
(
1
1 −a−1bπd2−d1x
1
)
 πd3+1xbπd2+1x πd2+1x bπd2x
aπ
d1
x


=

 πd3+1xbπd2+1x πd2+1x
aπ
d1
x

 ∼

 πd3+1xbπd2+1x πd2+1x
aπ
d1
x

( 1
−b 1
a
−1
)
=

 πd3+1x πd2+1x
aπ
d1
x

 ∼

 πd1x πd2+1x
π
d3+1
x

 =: g1
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with multiplicity q(q − 1). For a = 0 and b 6= 0
gξw =

 πd1+1x πd2+1x bπd2x
π
d3
x

 ∼

 aπd1+1xbπd2x πd2+1x
π
d3
x


∼

 aπd1+1xbπd2x πd2+1x
π
d3
x


(
1 πx
−b
1
)
=

 aπd1+1xbπd2x
π
d3
x π
d3+1
x


∼
(
1
1
−b
−1
π
d3−d2
x 1
) aπd1+1xbπd2x
π
d3
x π
d3+1
x

 =

 πd1+1xbπd2x
π
d3+1
x


∼

 πd1+1x bπd2x
π
d3+1
x

( 1 b−1
1
)
=

 πd1+1x πd2x
π
d3+1
x

 =: g2
with multiplicity q − 1. If a = b = 0,
gξw =

 πd1+1x bπd2+1x
π
d3
x

 =: g3
with multiplicity 1.
For w = [0 : 0 : 1] ∈ P2(Fq)
gξw =

 πd1x bπd2x
π
d3
x


(
1
bπx
πx
)
=

 πd1x bπd2+1x
π
d3+1
x

 = g1
with multiplicity 1.
If w = [0 : 1 : a] ∈ P2(Fq) and a 6= 0,
gξw =

 πd1x bπd2x
π
d3
x

( πx a1
πx
)
=

 πd1+1x aπd1xbπd2x
π
d3+1
x


∼

 πd1+1x aπd1xbπd2x
π
d3+1
x

( −aπx 1
1
)
=

 aπd1xπd2+1x πd2x
π
d3+1
x


∼
(
1 −a−1πd2−d1x
1
1
)
 πd2+1x πd2xaπd1x
π
d3+1
x

 =

 πd2+1x aπd1x
π
d3+1
x


∼

 πd1x πd2+1x
π
d3+1
x

 = g1
with multiplicity q − 1. For a = 0,
gξw =

 πd1x πd2x
π
d3
x

( πx 1
πx
)
=

 πd1+1x bπd2x
π
d3+1
x

 = g2
with multiplicity 1. Therefore the graph of Φx,2 is given by:
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(d1, d1, d1) (d1 + 1, d1 + 1, d1)
q2 + q + 1
(d1, d1, d3)
(d1 + 1, d1, d3 + 1)
(d1 + 1, d1 + 1, d3)
1
q2 + q
(d1 > d3)
(d1, d2, d2)
(d1, d2 + 1, d2 + 1)
(d1 + 1, d2 + 1, d2)
q + 1
q2
(d1 > d2)
(d1, d2, d3)
(d1, d2 + 1, d3 + 1)
(d1 + 1, d2, d3 + 1)
(d1 + 1, d2 + 1, d3)
q2
q
1
(d1 > d2 > d3)
We proceed with the investigation of places of larger degree. Let us fix a place x
of degree one and let y be a place of degree d ≥ 1. For determining the edges of Gy,r,
we have to find the standard representative of gξw in G(R
−) \ G(R±)/G(R+) for
g = πdx ,d ∈ (Z
n)+ and for every w ∈ Gr(n− r, n)(κ(y)) where ξw is as in Theorem
2.6.
The problem here is that ξw has nontrivial entries in a place different from x
and, a priori we cannot use the reduction to a standard representative in G(R−) \
G(R±)/G(R+). Thus we have to find an equivalence class for ξw which depends
only on the x-component.
Let S be the set of (n × n)-matrices (aij)n×n defined as follows. Given λ =
(j1, . . . , jn−r) ∈ J(n − r, n), (aij)n×n is an upper triangular matrix defined as
follows:
• aii = πdx if i 6= jk for k = 1, . . . , n− r and aii = 1 if i is equals to some jk
• aij :=
∑d−1
l=0 a
l
ijπ
l
x ∈ Fq[πx] if i < j, ajj = 1 and aii = π
d
x
• aij = 0 otherwise.
Observe that we have #κ(y) = qd possibilities for the sum
∑d−1
l=0 a
l
ijπ
l
x with
alij ∈ Fq.
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Proposition 5.4. Keeping the above notation, the Φy,r−neighbors of [g] are the
classes [gδ] with δ ∈ S.
Proof. We have to show that there is a bijection
Ψ : {ξw|w ∈ Gr(n− r, n)(κ(y))}
1:1
−→ S
such that [gξw] = [gΨ(ξw)] in G(F ) \G(A)/K. First of all, we can suppose πy has
a nontrivial valuation only in y and x. Indeed, let
D(πy) :=
∑
z∈|P1|
vz(πy)z
be the divisor associated with πy , write
D(πy) = D +D
′ with D := y − dx and D′ := dx+
∑
z 6=y
vz(πy)z.
Since, degD′ = 0 and |Cl0(F )| = 1, we have D(πy) −D = D(f) for some f ∈ F.
Moreover vy(f) = 0 since D(f) = D
′. Thus f ∈ OF,y \ {0} and πyf
−1 is a
uniformizer for y with
D(πyf
−1) = D(πy)−D(f) = D +D
′ −D′ = y − dx.
Replacing πy by πyf
−1, we can assume that πy has a nontrivial valuation only in
y and x.
Let δ ∈ G(F ) denote the inverse of (ξw)y =: h. For all places z 6= x, y, the
canonical embedding
G(F ) →֒ G(Fz)
sends δ to a matrix δz ∈ Kz since vz(πy) = 0. Let k ∈ K such that (k)z = δz for
z 6= x, y, (k)x = In and (k)y = In. Let δw = δξwk−1 ∈ G(A). Observe that only
the x−component of δw is nontrivial, with (δw)x = h−1. We have
[gξw] = [δgξwk
−1] = [gδξwk
−1] = [gδx]
where the first equality holds because δ ∈ G(F ) and k−1 ∈ K, the second because
g and δ are diagonal matrices and the last due to the definition of δw.
To finish the proof, we need to show that δw ∈ S and S = {δw}. The only
nontrivial component of δw is (δw)x = (ξw)
−1
y . Since vx(πy) = −d, we have vx(πy) =
d and π−1y = uπ
d
x for some u ∈ OF,x \ {0}. Thus the diagonal of (δw)x has entries
uπdx at the positions that (ξw)y has entries πy. Using the reduction from Lemma
2.5, we have (δw)z = In for z 6= x and conclude that (δw)x is as desired. In the end,
since each w ∈ Gr(n−r, n)(κ(y)) gives us a unique ξw and each ξw is associated with
some δw ∈ S and #S = #{ξw}, Ψ is a bijection. Each δw is in a different class, i.e.
the matrices as defined before occur as the x−components of an associated δw. 
By the previous proposition, the graph Gy,r depends only on the degree of y.
Since we have a representation for ξw as δw, whose only nontrivial component is
the x-component, we can use the same reduction as before to find the neighbors of
a vertex in the graph of Φy,r. Note that if y is a place of degree one x, then Gy,r is
the same graph as Gx,r.
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Example 5.5. Let us calculate the graph Gy,1 for rank 2-bundles and deg(y) = 2.
According the last proposition, we have to find the standard representatives for(
π
d1
x
π
d2
x
)(
1
π
2
x
)
and
(
π
d1
x
π
d2
x
)(
π
2
x a0 + a1πx
1
)
where d1 ≥ d2 and a0, a1 ∈ Fq.
In the first case, we have(
πd1x
πd2x
)(
1
π2x
)
=
(
πd1x
πd2+2x
)
with multiplicity one. In the second case, we first assume a0 6= 0 and let s =
a0 + a1πx ∈ O
∗
F,x. Then(
π
d1
x
π
d2
x
)(
π
2
x a0 + a1πx
1
)
=
(
π
d1+2
x sπ
d1
x
π
d2
x
)
∼
(
1 −s−1πd2−d1x
1
)(
π
d2
x
sπ
d1
x π
d1+2
x
)
=
(
−s
−1
π
d2+2
x
sπ
d1
x π
d1+2
x
)
∼
(
sπ
d1
x π
d1+2
x
−s
−1
π
d2+2
x
)(
1 −s−1π2x
1
)
=
(
sπ
d1
x
−s
−1
π
d2+2
x
)
∼
(
π
d1
x
π
d2+2
x
)
whose multiplicity is q(q − 1). If a0 = 0 and a1 6= 0, then(
π
d1
x
π
d2
x
)(
π
2
x a0 + a1πx
1
)
=
(
π
d1+2
x a1π
d1+1
x
π
d2
x
)
∼
(
1 −a−11 π
d2−d1−1
x
1
)(
π
d2
x
a1π
d1+1
x π
d1+2
x
)
=
(
0 −a−11 π
d2+1
x
a1π
d1+1
x π
d1+2
x
)
∼
(
a1π
d1+1
x π
d1+2
x
−a
−1
1 π
d2+1
x
)(
1 −a−11 πx
1
)
=
(
a1π
d1+1
x
−a
−1
1 π
d2+1
x
)
∼
(
π
d1+1
x
π
d2+1
x
)
with multiplicity q − 1. If a1 = b1 = 0, then(
π
d1
x
π
d2
x
)(
π
2
x a0 + a1πx
1
)
=
(
π
d1+2
x
π
d2
x
)
with multiplicity 1. Therefore, the graph Gy,1 is as follows.
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(d, d) (d + 1, d+ 1) (d + 2, d+ 2) (d + 3, d+ 3)
(d + 2, d) (d + 3, d+ 1) (d + 4, d+ 2)
(d + 4, d) (d + 5, d+ 1)
(d + 6, d)
q − 1 q − 1 q − 1
q − 1 q − 1
q − 1
q2 − q + 2 q2 − q + 2 q2 − q + 2
q2 − q + 1 q2 − q + 1
11
q2 − q + 1
1
Example 5.6. We conclude with the description of the graph Gy,2, for rank 3
bundles where y is a place of degree two. We do not write out all calculations,
which are similar to the ones for Gy,1. By Proposition 5.4, we have to find the
standard representatives for gδw with
g :=

 πd1x πd2x
π
d3
x

 , and δw one of the matrices
(
1
π
2
x
π
2
x
)
,
(
π
2
x a0 + a1πx
1
π
2
x
)
or
(
π
2
x a0 + a1πx
π
2
x b0 + b1πx
1
)
,
where d1 ≥ d2 ≥ d3 and ai, bi ∈ Fq for i = 0, 1. As before, we will write (d1, d2, d3)
for the matrix g.
In the first case, we obtain
gδw =

 πd1x πd2x
π
d3
x

( 1 π2x
π
2
x
)
∼ (d1, d2 + 2, d3 + 2)
with multiplicity 1. In the second case, we have
gδw =

 πd1x πd2x
π
d3
x

( π2x a0 + a1πx1
π
2
x
)
=

 πd1+2x (a0 + a1πx)πd1xπd2x
π
d3+2
x


and we have to analyse the following subcases.
• a0 6= 0: then gδw ∼ (d1, d2 + 2d3 + 2) with multiplicity q(q − 1).
• a0 = 0 and a1 = 0: then gδw ∼ (d1 + 2, d2, d3 + 2) with multiplicity 1.
• a0 = 0 and a1 6= 0 : then gδw ∼ (d1 + 1, d2 + 1, d3 + 2) with multiplicity 1.
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In the third case, we have
gδw =

 πd1x πd2x
π
d3
x

( π2x a0 + a1πxπ2x b0 + b1πx
1
)
=

 πd1+2x (a0 + a1πx)πd1xπd2+2x (b0 + b1πx)πd2x
π
d3
x


and consider the following subcases:
• a0 6= 0 and b0 6= 0 : then gδw ∼ (d1, d2 + 2, d3 + 2) with multiplicity
q2(q − 1)2.
• a0 = 0, a1 6= 0 and b0 6= 0 : then gδw ∼ (d1 + 1, d2 + 1, d3 + 2) with
multiplicity q(q − 1)2.
• a0 = 0, a1 = 0 and b0 6= 0 : then gδw ∼ (d1+2, d2, d3+2) with multiplicity
q(q − 1).
• a0 = 0, a1 6= 0 and b0 = 0, b1 6= 0 : then gδw ∼ (d1+1, d2+2, d3+1) with
multiplicity (q − 1)2.
• a0 = 0, a1 6= 0 and b0 = 0, b1 = 0 : then gδw ∼ (d1+1, d2+2, d3+1) with
multiplicity (q − 1).
• a0 = 0, a1 = 0 and b0 = 0, b1 6= 0 : then gδw ∼ (d1+2, d2+1, d3+1) with
multiplicity (q − 1).
• a0 = 0, a1 = 0 and b0 = 0, b1 = 0 : then gδw ∼ (d1 + 2, d2 + 2, d3) with
multiplicity 1.
• a0 6= 0, and b0 = 0, b1 = 0 : then gδw ∼ (d1, d2+2, d3+2) with multiplicity
q(q − 1).
• a0 6= 0, and b0 = 0, b1 6= 0 : then gδw ∼ (d1, d2+2, d3+2) with multiplicity
q(q − 1)2.
The graph Gy,2 can be illustrated as follows.
(d1, d2, d3)
(d1, d2 + 2, d3 + 2)(d1 + 1, d2 + 1, d3 + 2)
(d1 + 2, d2, d3 + 2)
(d1 + 2, d2 + 2, d3)
(d1 + 1, d2 + 2, d3 + 1)
(d1 + 2, d2 + 1, d3 + 1)
q4 − q3 + q2 − q + 1q3 − 2q2 + 2q − 1
q2 − q + 1
1
q2 − q
q − 1
Observe that, the sum up of multiplicities of edges originating in [g] is q4+q2+1
which is equal to #Gr(1, 3)(Fq2), as stated in Theorem 2.6.
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