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1, INTRODUCTION 
In a recent paper, Daellenbach and de Kluyver [l] discussed a multi- 
objective routing problem, using an extension of Bellman’s [6] successive- 
approximations equation for vector-minimisation problems. This approach is 
also studied in White [2, p. 1901, Henig (31, and Hartley [4]. The extension 
of the usual method of successive-approximations method works, in effect, 
because only a finite number of iterations are required, and only a finite 
number of actions are allowable at each iteration. For other problems the 
situation is not so straightforward. 
In this paper we shall examine the extended method in the context of a 
class of infinite-horizon discounted Markov decision processes. The alter- 
native weighting-factor method is fully discussed in Hartley [7] for this class 
of problems, and in White [lo] for the multi-objective routing problem 
referred to earlier. We shall make the following assumptions, some of which 
may be relaxed (e.g., finite-state requirements), given appropriate 
measurability conditions. 
There is a finite set Z, of states, i = 1, 2,..., N, for each state i E Z, there is a 
compact-action set K, ; for each i E Z, k E Ki, there is a single-stage loss 
vector f: E Rm, continuous on Ki, with componentsf&, 1 = 1, 2,..., m, and a 
transition probability pb, continuous on K,, from state i to state j; there is a 
discount factor p, 0 2 p < 1. 
A decision rule 6 tells us which action in K, to take for any state i E Z 
which we may realise. The set of all such decision rules d is compact. A 
policy y is a sequence of such decision rules, (S, ,a, ,..., 6, ,...), which tells us, 
at the beginning of the appropriate period, which action to take when we 
know the state i E Z at the beginning of that period. If the sequence is 
infinite, then the set of all such sequences is Z. If the sequence contains n 
members, we let Z” be the set of all such sequences. 
For each 6 E d, there will be a transition probability matrix Ps with the 
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(i,j)th element written as [P”lii, a general convention we shall use. For each 
y E r, or y E P, we shall have expected iscounted vector-objective function 
values as given below. 
(1) 
(2) 
(3) 
We shall use VT, whether or not y E r or y E P, and the usage will be seen 
from the context. We shall also not differentiate, in typeface, between vectors 
in [R”, for any p, and scalars. Again the context will make the usage clear. 
The sets of all such vectors given by (1) or (2), (3), are Vi and Vy, respec- 
tively. 
Let us now consider the efficiency aspects. For any set, XE RP, we let the 
efficient set be defined as follows: 
a(x)= (xEX:yEX,y~xxy=xx). 
For future use, we note that we adopt the standard convention for 
inequalities, viz. if x, y E R p, then ysxF!yiSxi, Vi; y<xi2ysx, yfx; 
y<x~yi<xi,vi;x=y~x~y,y~x. 
In this paper we shall be concerned with, in particular, (a(I’,)} and 
{a(P’l)}, and the vector value method of successive approximations given 
below (see Theorem 2 for detailed analysis and definitions). 
) ViEI 
n = 0, q = (01, ViE I. 
It will be shown, in particular, that {E(I’~)} is the unique solution to these 
equations. Now, for scalar-valued Markov decision processes, the limiting 
solution, as n -+ co, to these equations would be the unique solution to the 
infinite-horizon problem, giving the minimal-expected discounted value, over 
r. Unfortunately this limiting result does not carry over to vector-valued 
Markov decision processes. Thus, consider the following example: 
Z= (1,2,3}; K, = (1,2}, K, = (l}, K, = (1); P:* = 1, P:X = 1, P:, = 1, 
pi3=1, pb=O, otherwise; f:=(l,l+p-‘), f:=(Zp-‘), f:=(l,l), 
f: = (2,~~‘). We then have 
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nl 1, - a(q) = {u”, v”}, 
u” = ((1 -P”Ml -Ph (1 -P”+‘YP(l -P>>, 
v”= (2(1 -P”>l(l -PI, (1 -P”YP(l -P)>, 
awl> = {UL u = (l/(1 -P), l/P(l -PI). 
Hence, the limit of the sequence {v”} is not efficient in I’, , but each of its 
members is efficient in V:, for each n. 
Theorem 1 specifically deals with this problem and, in effect, says that 
a( Vi) is identical with the efficient set of the limit points, which gives the 
usual scalar-valued result when m = 1. 
In our theoretical analysis we merely assume A to be compact. In Hartley 
[7], Ki is the set of all probability distributions over a finite set of actions, 
and this makes A compact. In Hartley’s case, he shows that, when finding 
a( Vi), we may restrict ourselves to stationary members of r, i.e., those y E r 
which can be expressed as an infinite. repetition of a single 6 E A. This is 
useful if one is using a weighting-factor approach to find E(V,). In our case, 
we are not studying the weighting-factor approach, and since our 
computations will involve finite iterations in arriving at some suitable 
termination point, we may have a nonstationary sequence y E I-” at the 
termination point. We shall not study the stationary problem for the general 
compact A, but will comment on this when #A ( co. 
Let us consider the stationary/nonstationary issue via an example, viz. 
I=(l); K,={l, 2, 3}; A={d,,S,,6,}, where S,(l)=q, Vq; f:=(3,0), 
f f = (0, 3) f: = (2, 2). Then, if y4 = (a,, 6, ,..., 6, ,...) we have the following: 
0:’ = (3/jl -P), O), u:z = (0,3/(1 -P>>, up = (2/Q -P>, Z/(1 -P>). 
If Y = (6,) 6,) 6,) 6, ,...>, i.e., 6,) 6, alternating, we have the following: 
v: = (3/(1 -P’), 3PlCl -P’)>. 
We then see that VT < VP if p > 4. At the same time, had we been 
interested only in stationary policies, none of (VP} dominates any other 
member of {UP}, but VP is dominated by vy, Clearly, it would be inadvisable 
to restrict onself to stationary policies in this case. 
For the same example, if p is small enough, it is possible to show that 
?Y(V,) = I’, , and again it would be inadvisable to restrict oneself to 
nonstationary policies in this case, if all members of cY(V,) are required. 
Finally, if it is admissible in principle to extend Ki to all probability 
mixtures over Ki, and correspondingly, extend A, we could get wrong results 
by confining ourselves to the original A for efficiency purposes. Thus, if k, is 
an equiprobability mixture of k,(=l), and k, (=2), and y = (6,6 ,..., 6 ,... ), 
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where 6 uses action k, always, we shall have ZIP < vi’, whereas y3 would be 
undominated in the original problem. 
The net effect is that if A is obtained by taking probability mixtures over a 
finite number of actions, for each state, we must ensure that our calculations 
cover these probability mixtures, and, at the same time, we must cater for 
nonstationary policies, for the general compact A, although, in Hartley’s 
case, this is not necessary. 
Let us now consider our theoretical results. 
2. THEORETICAL RESULTS 
Let us first define the terms we shall use, in addition to those already 
defined. 
Ly : the set of limit points of all sequences (u 1 ), 
with vi” E I-‘;, for all n in the sequence. 
La: the set of limit points of all sequences (u:}, with 
vl E a( Vi”) for all n in the sequence. 
Convergence in all cases is in the usual sup-norm sense. We may now 
establish the following results. 
LEMMA 1. 
Ly= Vi, vi. 
ProojI Let u E Vi. Then there is a y E r such that ui = VT, and V! is the 
limit of a sequence, (u;l}, with ul E Vr, Vi, given by 
N 
nz 1, u; =ffn(i) + p c py) ui”-’ (4) 
j=l 
vy = 0 (5) 
for some sequence (a,} E A. 
Hence Vi c Ly, Vi. 
Now let u E L ,Y. Then u is a point of convergence of a subsequence, (u” }, 
nE&, and u”E Vr,VnEqI. There also exists, for each such n 2 1, 
6, E A, and a set {u;-‘},j E I, with uJ-’ E V/“-l, Vj, such that 
N 
g =f ;Ji) + p c py vi”- ’ . 
/=l 
(6) 
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Since A is compact, there exists a subsequence Jv; c-4, and a 6’ E A 
such that { 6,) converges to 6’ as rr -+ co in Jy; . Let us now consider n E Jv; , 
and the set { vj”-‘}. We see that, for each j E Z, vi”- ’ may likewise be 
expressed in a form similar to (6), in terms of a set {uJ’-*}, s E Z, and some 
6,,,-, E A. Again we may choose a subsequence Jv; GM*, and a 6’ E A, 
such that 6,,,-i converges to 6* as n -+ co in Jy;. We may repeat he process 
r times to produce a sequence of subsequences Jv; with Xr+, E ,Y;, with the 
property that, for any given E > 0, and any r 2 2, for n sufficiently large in 
Jv;, we have 
r-2 
u; _ 2 $ .f [ 1 I’1 p”’ f;;+‘ci) -p’-’ $, [fJP8’],‘jll SE, ‘I9 c7) s=oj=l I=0 ii 
where (6’) C_ A, Pso is equal to the unit matrix, and zj E Vyjn-r+‘, Vj. Since 
]zi,] 5 M/(1 - p), Vj, I, the last term inside the modulus signs in (4) may be 
made arbitrarily small if r is made large enough. Since E is arbitrary, we 
obtain uj’ = lim, -loo [u”] = u, where u = (S’, 6* ,..., ?I’,... ). 
Hence Ly E Vi. I 
LEMMA 2. 
(i) If u E Vi, there exists a u E G?(I’,) with u 5 U. 
(ii) If u E Vy, there exists a u E a(Vy) with u 5 U. 
(iii) If u E Lr, there exists a u E Lf with u 5 u. 
Proof. (i) This follows from White [5, Theorem 41, if we can show that 
Vi is compact, and the set Si(u) = {U E Vi : u 2 u} is closed, Vu E Vi. 
Clearly, Vi is bounded. Now let {zP) be a sequence of points in Vi, 
converging to a point u E Rm. Since u E Vi, and (a”} c Vi, we have u = u y, 
and tP = ~7, Va, and y E Z, {y”} s Z. Let 6” be the first decision rule in y” . 
We may choose a subsequence Ji such that {P} converges to some 6’ E A 
as a + co in &i. We then repeat he same sort of procedure as in Lemma 1, 
and produce a sequence of subsequences J$ such that we have a similar 
result to that in (S), and since each limit point of (P}, a E Jr, must be the 
same as U, we deduce that u = UP. This proves that Vi is closed. Now, if 
zP’ s u, Va, it follows that u 5 u, and, together with the closure of Vi, it 
follows that Si(u) is closed. 
(ii) In line with the proof in (i), all we need to show is that Vl is closed, 
since the other requirements follow as in (i). Let {u”} be a sequence of 
points in Vl, converging to a point u E R”. For each a, there exists a 
ya E Z” such that un = VP. We may now choose a subsequence &, such 
that if 6” is the first decision rule in y*, {P} converges to some 6’ E A. We 
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may repeat the same sort of analysis as in (i), but in this case we only have 
n subsequences, and can set Zj = 0, V’ E I, in the corresponding expression to 
(7) when r = n, and the required result follows. 
(iii) Let v E L y. Then there exists a subsequence {v” ), with v” E Vy, 
Vn E &, and {v” ) converges to v. From part (ii), there exists a subsequence 
{u”) nEJ<, with U” 5 u”, and U” E a(vy), Vn E&. Since U, Vy is 
bounded, there exists a subsequence J< E& such that {u”} converges to 
some point u in IRm for rz E Jy;, and, by definition, u E L “. Clearly, u 5 v 
and the requisite result follows. I 
We may now prove our main theorems. 
THEOREM 1. 
8(L;) = +T( Vi), Vi. 
ProoJ Let v E B(LF)/B( Vi). Then u E L y , and, from Lemma 1, there is 
a u E r, such that v = v;. Since u 4 k?(v,), there is a y E I’, such that u:< v. 
Now vj’ is the limit of a sequence {vy), given by (4), (5), with VT E Vy, Vn. 
From Lemma 2, for each n there exists a U” E Z(VT) such that u” 2 v” 
(where we replace v; by v”, for a specific i, for notational convenience). 
Since U, Vy is bounded, there exists a subsequence -< of n, for which {u”) 
converges to some point u E R “‘, for n E Jv; . From Lemma 1, since u E L y , 
there exists a r E r such that u = vi. Then, since clearly, u 5 VT< u = up, we 
have v; < v;. Since v; E Ly, by construction, and 0; E B(L,f), by 
assumption, we have a contradiction. 
Hence &f(Lf) c a( Vi), Vi. 
Now let v E E(V,)/k?(L~). Then there is a o E r such that v = vi”. From 
Lemma 1, u E Vi = L y , and, from Lemma 2, there is a u E L f, with u 5 U. 
Then u E: L: s L y = Vi, however, and hence we must have u = U, i.e., 
UEL,E. Since u & &?(LF), there is a wE LF with w< v. Then 
w E L,fs L,? = Vi, and this contradicts v E 8(Vi). 
Hence a( Vi) G 8(LF). 1 
THEOREM 2. For all n 2 1, (kY(V;)} is the unique solution { Wl) to the 
following equation, which is in @ sum-set form. 
n>= 1, Vi= I (8) 
n = 0, w-y = (01, ViEZ. (9) 
ProoJ: The theorem is clearly true for n = 0. Let us assume that it is true 
for n - 1, for some n 2 2. 
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Let ZJ E a(vy). Then there is y E Z” such that Y = vj’. If 6, is the first 
decision rule in y, we shall obtain, as in (4), the following equation for some 
set {uJ-I), j E Z, with z$‘-’ E I’;-‘, Vj E J. 
N 
0 =ffn(f) + p 2 p;!(i) (q-l. (10) 
j=l 
From Lemma 2, for each jE Z, there is a uy-’ E S(Vy-‘) such that 
u”-’ 5 vJ-‘. Let J 
w q-;.(i) + p 5 p>(i) q- 1. 
(11) 
j=l 
Then w E VT, and w 5 u. Hence w = u. Since by assumption, { g(I$-‘)} is 
the unique solution WY-’ to (8), (9), for n - 1, 
a(vy) s w;, ViEI. 
Now let w E WY. Then there is a y E P, such that v = VT, and if 6, is the 
first decision rule in y, we have, again, expression (lo), with vr-’ E WY-‘, 
Vj E J. By assumption, uJ-’ E ~Y(vy-‘), Vj E I. Now suppose w & a(P’l). 
Then there is a r E Z”, such that VT < W, and by Lemma 2, we may assume 
that vf E cY( Vi”). Hence, from the first part, we have UT E Win. This is not 
possible since WY is an efficient set, and we cannot have v; < w. 
Hence WY c a( Vl), Vi E I. 
The uniqueness of {VI) as a solution to (8), (9) is obvious. 1 
LEMMA 3. Let f f 5 0, Vi E I, k E K,. Then, for each i E Z, n 2 1, and 
each u E 8’(V~-‘) there is a u E a(Vy) with u I u. 
Proof: The lemma is clearly true for IZ = 1. Let us assume it is true for 
n - 1, for some II 2 2, and let u E a( Yin). Then, for some k E Ki and some 
set {wj},j E Z, with wj E Vj”-*, for all suchj, we have 
N 
Let 
v=f”+p 2 p;wj. 
j=l 
(12) 
(13) 
where by assumption, we may choose zj E a( VT-‘) with zj 5 wj, for all j E Z 
and tE Vl. 
Then, clearly, t 5 U. From Lemma 2, there is a u E a(Vl) with u 5 t, and 
the requisite result follows. I 
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We may now prove Theorem 3, where L”F is now the set of all limit points 
of monotonic-decreasing sequences {v”}, i.e., such that v” 2 vn-‘, for n 2 1, 
and v” E (Vy), for n 2 1. 
THEOREM 3. 
23=(q) E a( Vi). 
Proof: This follows in a similar manner to that of Theorem 1, replacing 
LF by Ef, and noting that, by virtue of Lemma 3, the sequence (u”) may be 
chosen so that U” 5 u”-i, for all n 2 1, and hence, that the limit u is in 
l$ a 
CONCLUDING REMARKS 
The basic purpose of the paper is to show that, in principle, the vector 
generalisation of the usual scalar method of successive approximations may 
be used to tackle the problem of finding efficient solutions for infinite- 
horizon discounted Markov decision processes. The introductory section 
indicates some of the difficulties one meets, which do not arise in the scalar- 
valued case. 
The analysis provides a framework for an extension of bound, and 
elimination of action, analyses as described, in general, in White [8], and 
clearly considerable development is needed if this approach is to be used in a 
manner analogous to the established approach for scalar-valued problems. 
Although there is the problem of explosion, as we increase the value of n, the 
scalar analyses have indicated that n need not be too large before acceptable 
approximations are reached. 
There is still the problem of interpretting the use of the a(Vy) analysis to 
obtain approximations to a( Vi). 
First of all, if v” = VT, u” = vf, for some y, r E r”, we know that neither of 
v” or u” dominates each other. We are seeking, however, for the intinite- 
horizon problem, policies in r. If y’ = (y, a), r’ = (5, r), where u, r E r, it is 
easily seen that 11 v” - vj”II 5 p”M/(l -p), and )I u” - vj”II 5 p”M/( 1 -p), and 
hence, although either VT’ or vf’. may dominate each other, they can be made 
arbitrarily close to v” and un, respectively, which do not dominate each 
other, if n is large enough. 
Secondly, if the sequence {v”), v” E 8(V~), has a limit point v, then either 
13 E a(V,), in which case v” is close to a member of a( Vi) if n is large 
enough, or v 4 a(V,), in which case, if u E a(V,) and u < v, there is a 
zdn E &?( V;) close to u, which does not dominate v”. That is, there are points 
in &%‘(I’:) close enough to u, which are not dominated by some points in 
a(Vl) close enough to u. 
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Hence our approximation must be defined in terms of the above concepts 
combined, which show that if n is large enough, and we use the policies y’ or 
r’ as determined above, even though the one limit point may dominate 
another, and either UT’ or 0;’ may dominate each other, there are points in 
R” which are close enough to the limit points or to ur’ and uf’, which do not 
dominate each other. 
In using Theorem 2 there is the problem of picking out convergent subse- 
quences. For monotone decreasing sequences we have no problem, since they 
will converge in any case. Hence, Theorem 3 may be useful. It will, of 
course, only produce, in general, a subset of a(I’,). All Markov decision 
processes can be transformed to ones in which f: 5 0, Vi E I, k E Ki (see 
White [ 21). 
Finally, we have only been concerned with finding the individual I?; 
and associated policies, or approximating policies. We might be interested in 
policies y E Z, such that UT E a( Vi), Vi E I. In this case, if 1 E Rm, ,4 > 0, it 
is well known that, if #A < co, if we minimise [A@], where y is a repeated 
application some 6, over A (see White [9]), then UT E a(I’,) for any such 
optimisers 6. Now, if P’ has no transient states, for any 6 E A, then if y 
minimises [JJ.$] over A, for some i, y will also minimise [Au;] over A for all i. 
Hence, in this case, the weighting-factor approach will produce uniformly 
efficient policies, i.e., for all i E I. Hartley [ 7] deals with the weighting-factor 
approach when A is the convex hull of a finite set of policies as described in 
Section 1. 
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