The use of preconditioned Krylov methods is in many applications mandatory for computing efficiently the solution of large sparse nonlinear systems of equations. However, the available preconditioners are often sub-optimal, due to the changing nature of the linearized operator. In this work we introduce and analyze an adaptive preconditioning technique based on the Krylov subspace information generated at previous steps in the nonlinear iteration. In particular, we use an adaptive technique suggested in [1] for restarted GMRES to enhance existing preconditioners with information available from previous stages in the nonlinear iteration. Numerical experiments drawn from domain decomposition techniques and fluid flow applications are used to validate the increased efficiency of our approach. Keywords: adaptive preconditioners, nonlinear systems, Newton's method, domain decomposition techniques, augmented systems, iterative methods.
Problem description
In this work we are interested in the efficient solution of a sequence of linear systems of the form
where A m is large and sparse. These problems usually arise from some linearization of a nonlinear system of equations of the form
where F : n → n and x ∈ n . For example, in the case of Newton's linearization of (2) , A m is some (preconditioned) approximation to the Jacobian matrix, while x m is the new update direction and b m is the negative residual.
The paper is structured as follows. In the next section we introduce our preconditioner and discuss some of its properties. We also present and discuss a simple adaptive preconditioning approach for the solution of (1) . In particular, we describe how the use of block-preconditioners with GMRES can lead to cost-and performanceefficient implementations of our adaptive preconditioners. Finally, to illustrate the efficiency of our technique, we use two generic examples: domain decomposition for nonlinear elliptic problems and the steady-state, incompressible Navier-Stokes equations.
Adaptive preconditioners
Let A ∈ n×n and let V T AV = H denote a Hessenberg decomposition of A, where V ∈ n×n is an orthonormal matrix with columns v i , 1 ≤ i ≤ n. Let V = [V k V n−k ] denote a partition of the column space of V such that V T k AV k = H k ∈ k×k is a nonsingular, irreducible Hessenberg matrix (i.e., with no zero subdiagonal entries). Writing h = H k+1,k , A satisfies
where, with an abuse of notation, e 1 , e k are respective columns of I n−k , I k . Define now
Our preconditioning approach is based on the following result.
Proposition 2.1 Let A have the Hessenberg decomposition V T AV = H and let M α be defined as in (3) . For all α = h, λ = 1 is an eigenvalue of AM −1 α with multiplicity
where λ = 1 has multiplicity k and
α is positive definite provided h − α is sufficiently small.
Proof Since
hEx + Gy = λαEx + λy.
T also is an eigenvector for λ = 1, while for λ = 1, elimination of x from the first equation leads to the eigenvalue equation S(h)y = (G − hEH 
Since the inverse of A has the form
and the final statement follows from the positive-definiteness of S(h) and standard perturbation theory ( [12] ).
Remark 2.1 We note here that our result is different, and in a sense more general, than that of Baglama et al. who considered the same preconditioned system under the assumption that V spans an invariant subspace of A. Under this assumption, the preconditioner M leaves unchanged n − k eigenvalues of A and shifts the other k to 1 (see [1] ).
Remark 2.2
The matrix in the last eigenvalue problem in the proof is a rank-one perturbation of G = V T n−k AV n−k ; moreover, only the first row of G is modified. As an immediate corollary, an application of Gerschgorin's theorem reveals that the union of disks where the eigenvalues lie remains almost unchanged. with at most one having a different center and radius.
Let now A ε = A + E denote a perturbation of A with E ≤ ε. The ε-pseudospectrum of A is the set Λ ε (A) = {z ∈ : z ∈ Λ(A + E), for some E with E ≤ ε} ,
whose contour length L enters the following standard bound on the convergence of GMRES [19] 
The following result describes the suitability of M as a preconditioner for A ε .
Proposition 2.2
Let A ε , M be defined as above. Then the δ-pseudospectrum of
for all δ ≥ 0, whereε = ε/σ min ( H k+1 ), where H k+1 ∈ k+1×k+1 is the Hessenberg matrix
Thus, one can use (5) to relate the GMRES residuals r k ε corresponding to coefficient matrix A ε M −1 to the tolerance tol used for the solution of the problem with coefficient matrix AM −1 . Assuming
we find using Proposition 2.2
Thus, either a small value of ε or a large value of δ can ensure that preconditioning with M leads to convergence to a fixed tolerance in approximately the same number of steps for all perturbations E of maximum norm ε. We note here that larger values of δ would correspond to a large GMRES tolerance, which is often employed in the early stages of Newton-Krylov algorithms [17] .
The application of the above results to (2) is evident: we solve A 1 x 1 = b 1 using GMRES, which yields a preconditioner M (1) of form (3). We then employ GMRES to solve a system with preconditioned matrix (
(1) and construct M (2) . The general preconditioner for A m x m = b m is then given by
with M 2 = M (1) . The above definition raises the concern of cost as well as storage. Each of the preconditioners M m requires the storage of, and multiplication by, bases V m of length k m . While we have control over the choice of k m , smaller values usually lead to deterioration in performance. Our approach to circumventing this problem is to work with matrices that have, or have been permuted to, a block structure. Then a Schur complement approach, coupled with a suitable starting guess leads to a GMRES algorithm essentially for the Schur complement problem, with the advantage that the resulting Arnoldi basis is small. An important example is the class of domain decomposition methods which lend themselves naturally to this strategy. Below we consider in some detail a generic block algorithm which is both cost-and storage-efficient while preserving the advantages of the preconditioning strategy described above.
A right-preconditioned block algorithm
Let A ∈ n×n have the following block-structure
where A ij ∈ n i ×n j , i, j = 1, 2, with n 2 n 1 and such that A 11 is invertible. Moreover, we assume that there exists an efficient algorithm for applying the action of the inverse of A 11 . This is the case for domain decomposition methods, for example where A 11 is a block diagonal matrix, with blocks obtained by discretizing some PDE problem on subdomains, while A 22 is the matrix corresponding to the boundary nodes. We also encounter the same structure in many applications of saddle-point type, whether in the field of PDE (mixed finite-element discretizations of systems of PDE) or optimization (constraint minimization programmes); moreover, in these applications also, the action of the inverse of A 11 can often be performed efficiently.
Consider now the following block-triangular preconditioner
where S is an approximation to the Schur complement
an initial guess of the form
R b yields an initial residual of the form r 0 = (0,r 0 ) T . If we seek r k in the Krylov space K(AP −1 R , r 0 , k), then all residuals will take the same form: r k = (0,r k ) T . Moreover, since K(AP −1 R , r 0 , k) ≡ span 0≤j≤k−1 r j , the resulting Arnoldi basis is of the form
Thus, one only needs to store and work with a basisṼ k of length n 2 . In particular, for domain decomposition methods n 2 ∼ O(n 1/2 1 ); thus, the cost of GMRES preconditioned by the adaptive preconditioner M given in (6) is O(n) provided
where k = max 1≤i≤m k i is the maximum size of the Arnoldi bases employed in M and m is the number of nonlinear steps. In practice, for many nonlinear applications of interest the value of m is typically small (m n 1/2 ) while the preconditioner combination M P R will guarantee a small value of k.
Numerical experiments
To illustrate the effectiveness of the approach described in § 2, we consider two applications arising from the discretization of partial differential equations: a domain decomposition approach for solving a nonlinear reaction-convection-diffusion problem and the example of Navier-Stokes equations discretized with mixed finite elements. Both problems were discretized as
where ν is a small parameter and L, N denote the linear and nonlinear part of A. In both cases we employ two linearization methods: Picard (fixed-point) and Newton. Thus, we solved the sequence of linear systems
, and N denotes the Jacobian of N with respect to x. Picard and Newton linearizations correspond to choices ρ = 0 and ρ = 1, respectively. We employ the following stopping criterion suggested in [17] for the Newton iteration: at each nonlinear step m we stop after k iterations of GMRES if the residual r k satisfies
where the choice for c, q varies from problem to problem.
Nonlinear reaction-convection-diffusion problem
Consider the finite-element discretization of
where f = 1, Ω = [−1, 1] 2 and b = (2y(1 − x 2 ), −2x(1 − y 2 )). The problem was solved for ν = 1, 1/10 via a domain decomposition approach, using 4, 16 and 64 subdomains. We stopped the nonlinear iteration when the criterion b m − A m x m / b 0 − A 0 x 0 ≤ 10 −6 was satisfied. We used the GMRES stopping criterion (9) with c = 10 −2 and q = 4/5. The initial guess for the nonlinear iteration was the zero vector. The structure of the linearized matrices A m is that given in (7), where A 11 is block-diagonal, with blocks corresponding to nodes interior to each subdomain -this corresponds to a so-called non-overlapping Dirichlet-Dirichlet domain decomposition method. Since the problem is nonsymmetric, we used as a first preconditioner P m the block-triangular matrix given in (8), where we naively chose the sparse approximation
in order to test our preconditioning approach. In this case, the eigenvalues of the preconditioned system, are either equal to one or equal to the eigenvalues of the preconditioned Schur complement S S −1 . For elliptic problems, it is known ( [16] ) that the condition number of S is of order h −1 H −1 where h ∼ n 1/2 is the size of the mesh and H is the average size of the subdomains. This typically leads to both mesh-and domain-dependent convergence. As we see below, the choice S appears to remove only the second dependence, given our iterative strategy (9) for the nonlinear process.
While various domain decomposition algorithms remove this dependence for certain applications, their design is often problem-based and may require multi-level information in order to attain optimality. On the other hand, our adaptive technique is a black-box preconditioner which can either replace or enhance a Schur complement preconditioner. Moreover, as demonstrated below, our adaptive preconditioners appear to remove both mesh-and domain-dependence.
The results for the Picard iteration are presented in Tables 1, 3 . We compared the two adaptively constructed preconditioners M m corresponding to α = 0 and α = h (cf. (3)). The average number of iterations per nonlinear step (also displayed) excludes the first Picard step. This allows for a clearer and fairer comparison between P m and M m P m , since M m = I for m = 1. The corresponding savings and additional storage are presented in Tables 2, 4 . In particular, we chose to calculate the cost of the adaptive preconditioners only in matrix-vector products (matvecs) and add it to the overall number of matrix-vector products. The savings presented are thus the relative reduction in matvecs and precvecs (matvecs involving P −1 m ). The additional storage calculation also used as a reference the storage required by the system matrix.
We note here that the cost or storage of the first preconditioner P m is not of interest here and was not evaluated.
The performance of the adaptive technique can be summarized as follows: (i) the mesh-or domain-dependence is virtually removed; (ii) the savings increase with the size of the problem (iii) relative additional storage decreases with the size of the problem. In fact, for this application the improvement in convergence is remarkable, with savings between 69 − 93% for precvecs and 55 − 90% for matvecs, while additional Table 1 : Total/average number of GMRES iterations with and without adaptive preconditioning -nonlinear elliptic problem using Picard linearization. storage is minimal (a fraction of the storage for the system matrix between 0.1 − 0.3 for the finest mesh).
We note also here that the difference in performance between the case ν = 1 and ν = 1/10 is explained through the convergence of the Picard iteration. When ν = 1 the number of Picard iterations varied between 6-7, while for ν = 1/10 we needed 33 iterations. In both cases, the number of GMRES iterations is similar over the first few Picard steps, with a very rapid decrease to a steady requirement of only a few GMRES iterations (2-4) per nonlinear step. Since the case ν = 1/10 requires Table 3 : Total/average number of GMRES iterations with and without adaptive preconditioning -nonlinear elliptic problem using Picard linearization Table 4 : Savings in precvecs (P far more nonlinear steps, the outcome is a very low average number of iterations.
For the case of Newton's iteration a similar performance behaviour was noticed which is why we chose not to include the results here. However, we employed Newton's method for the case of a more difficult problem, the Navier-Stokes equations considered below.
Navier-Stokes example
As a second application of interest, we considered the example of the steady-state incompressible Navier-Stokes equations in an open bounded domain
where u is the velocity, p is the pressure and ν the viscosity parameter. The resulting nonlinear systems have the following saddle-point structure (see, e.g., [15] )
where K(u) = νL + N (u) ∈ n 1 ×n 1 is nonsymmetric and possibly indefinite and B T ∈ n 1 ×n 2 has nontrivial kernel spanned by the constant vector. Our two linearizations of (12) yield a sequence of systems of the form
, with N the nonlinear part of K. As a first level of preconditioning we employ the following blockpreconditioner
where K m approximates K m and S the negative Schur complement S = BK −1 m B T . We used an inner GMRES algorithm with block Gauss-Seidel preconditioning to solve systems with K m , while for S, we employed the same choice as in [7] which given by
p , where M p , F p , A p are respectively mass, convection-diffusion and laplacian matrices assembled on the pressure space (see [7] for details). In particular, it is shown in [7] that for low-Reynolds number flows, the preconditioned system has eigenvalues bounded independently of the size of the problem. However, their clustering may not be optimal. As we show below, our second level of preconditioning will improve convergence dramatically.
We present results for a standard test problem, the driven cavity flow, for three values of the Reynolds number: 10, 100, 1000. The choice c = 10 −2 in our stopping criterion (9) does not affect the number of nonlinear iterations in our tests if we take q = 3/4 except for Re = 1000 where we set q = 1. We stopped the Newton (outer) iteration when F (x m ) / F (x 0 ) ≤ 10 −10 . The initial guess for the Newton iteration was the zero vector except for the flow at Re = 1000, in which case we used the result of three Picard iterations as a starting approximation to the solution.
As described in § 2, in order to reduce storage, at each nonlinear iteration the GMRES starting vector was x = P −1 m b m , which ensures that at each GMRES iteration the residual has the form r T = (0, r T p ). The resulting Arnoldi basis vectors have also the same form, a fact which allows us to store a basis V of size n 2 . Bearing in mind that for standard P2-P1 discretizations n 1 = 8n 2 in 2 dimensions and n 1 = 24n 2 in 3 dimensions, the storage reduction is significant. Moreover, the cost of applying the adaptive preconditioner becomes almost negligible, as Table 5 below shows. Finally, we note that relaxing the action of P −1 (say, by an approximate inversion of K m ) the exact Arnoldi basis will be of full length. However, we found that storing only a basis of length n 2 does not lead to deterioration in performance, provided the stopping criterion employed for the solution of linear systems with P is of the same order as the outer GMRES tolerance. Table 5 displays the number of GMRES iterations for the case where only P m is employed and for the case where the adaptive preconditioner (6) is additionally used with α = h. As before, we evaluate the extra cost in matvecs involving the system matrix A m , with the resulting savings evaluated in precvecs and matvecs.
The gains for this problem also are considerable. In particular, the performance improvement is better gleaned from the reduction in precvecs (between 42-48% for the largest problem), since in this case they are more expensive than the matvecs. This is generally the case in practice, as efficient preconditioning comes at a price. We also note here that the additional preconditioner preserves the independence of the size of the problem achieved by the first preconditioning technique. Finally, we notice an increase in precvec savings with increasing Reynolds number. The storage increases also, though we note that for all Re, the extra storage required does not exceed the amount required for the matrix itself. In general, one can use a storagelimiting strategy; we found that this always leads to deterioration in performance.
Summary
In this work we addressed the issue of constructing adaptively preconditioners for sequences of linear systems arising from nonlinear systems of equations. Our technique, though seemingly similar to other Krylov subspace approaches (notably [1] ), is different in that it does not try to construct an invariant subspace, or extract some eigenvalue information. The preconditioners used are guaranteed to shift eigenvalues to one, while preserving positivity in the case of positive-definite matrices. Moreover, our approach is based on, and incorporates, a first level of preconditioning, which for many applications of importance is available. Thus, our adaptive preconditioners can be seen as a performance enhancing tool. We demonstrated that in certain situations this enhancement can be remarkable. In particular, domain decomposition methods for nonlinear problems lend themselves quite naturally to our adaptive technique. This leads us to conjecture that a black-box approach is possible, where algebraic domain-decomposition approaches for nonlinear systems can be combined with our adaptive method to deal with the resulting Schur complement problems.
We expect future work to validate and contribute to this conjecture.
