The concept of /-lossless triangular state-space models is reviewed, and its relation to Lyapunov equations and to matrices with a displacement structure is characterized in detail. A new recursive procedure for cascade synthesis of such state-space models is 
INTRODUCTION
The problem of fast triangular factorization of structured matrices, such as Toeplitz, Hankel, and several other (related) classes of matrices said to have displacement structure, has been under investigation for several years with substantial continuing activity (see, e.g., , 201, Chun [7] , Chun, Kailath, , Chun and Kailath [9] ). The apparently different problem of factoring certain (so-called lossless) rational matrices into products of elementary (degree one) rational matrices has an even longer history; see, e.g., Brodskii and Livsic [3] , Potapov [22] , Youla and Tissi [24] , Fettweis [13] , Bart, Gohberg, and Kaashoek [l] .
In this paper we show that there are links between these two classes of problems, based upon a state-space realization of lossless rational matrices. The application of the state-space approach to factorization of lossless rational matrices via cascade decomposition of the associated state-space models has been described by Genin et al. [I4] , who were the first to explore the relation between lossless state-space models and characterization of structured matrices. Their research was motivated by an awareness of links between the notion of displacement structure and the work of Livsic (see, e.g., Livsic and Yantsevich [21] , Brodskii and Livsic [3] ). Delosme [lo] and Delosme et al. [ll] explicitly linked the cascade decomposition of lossless state-space models to the generalized Schur and Levinson algorithms for the factorization of certain structured matrices. We pursue these links in more detail and in the process obtain several new results in both areas (i.e., cascade factorization of lossless rational matrices as well as triangular factorization of structured matrices). We provide in the remainder of this section a brief introduction to the notion of lossless state-space models and their cascade decomposition, followed by a summary of our main results.
A rational matrix T(Z) that is analytic in the domain 1 z ) > 1 can be regarded as the transfer function of a discrete-time multiple-input, multipleoutput, linear, causal, stable, time-invariant system (see, e.g., Kailath [IS] ). It is called J-lossless if, in addition to being analytic, it also satisfies the constraint T( e$)JT*( ey) = J (14 for all 0, where J is an arbitrary Hermitian matrix. In this paper we shall consider only the case where T(z) is a square matrix, i.e., the number of inputs to the system equals the number of outputs. Also, since ] can always be decomposed as QAQ* where A is diagonal and Q (which is unitary) can be merged with T(Z), we shall consider in the sequel only diagonal matrices J. Furthermore, we can rescale T(Z) and permute its columns to that ultimately J reduces to =a J= J*, J2 = I.
It was shown by Potapov [22] that (rational) /-lossless matrices can always he decomposed into a product of elementary transfer functions, viz., where each Ti( z) is a J-lossless rational matrix of Smith-MacMillan degree 1
[and where the degree of T(z) is denoted by n + 11. Later Genin et al. [I41 showed that every j-lossless transfer function has a (nonunique) minimal state-space realization or model {F, G, H, K}, i.e.,
T(Z) = K+ H(zZ-F)-'G, (24
and that every such realization satisfies the constraint P> where R is a Hermitian positive definite matrix of size (n -i-1) x (n + 1). The converse also holds: every state-space model that satisfies (2b) is a minimal realization of a J-lossless transfer function defined via (2a). Therefore, we shall call a state-space model J-lossless whenever it satisfies the constraint (2b) with some R > 0, and we shall refer to R as the Gramian associated with the model (when J = I the matrix R is often called the controllability Gramian of the state-space model). The assumption that T(z) is stable means that all eigenvalues of F are bounded by unity in magnitude; to avoid unnecessary complications we shall assume in the sequel that namely, that T(z) is strictly stable (all its poles are strictly within the unit circle).
Genin [23] . We note that similar .work has been carried out in a more abstract (operator-theoretic) context by Brodskii and Livsic [3] , and in particular by Brodskii [2] .
The transformation of a given state-space model to balanced form, as envisaged in [I4], involves three steps: (i) solving the Lyapunov equation R -FRF* = GJG* for the unknown matrix R, (ii) finding a (triangular) matrix P such that z'Z'* = R, and (iii) applying P as a similarity transformation to obtain the balanced form { 9, C!?, SC, X }. All of these steps involve intensive computation.
This The actual computational details are described in Theorem 3 of Section 4.
The recursion propagates only Gi, while the Fi are read off as submatrices of the matrix F, viz.,'
where G, = G, the row vector pi is the first row of the matrix Gi, and < depends only upon the matrix Fi. Most significantly, this recursion for Gi includes as particular cases most previous efficient procedures for triangular factorization of structured matrices (e.g., those found in [4] [5] [6] [7] [8] [9] [10] [11] . In other words, the same procedure that determines the elementary matrices Ti( z) also computes, without any additional effort, the triangular factorization of the Gramian R of (2b).
When only {F, G, J} are available it would appear to be necessary to embed {F, G} into a J-lossless model {F, G, H, K) before applying the cascade decomposition procedure. This is indeed the, view taken in [I4] , where the existence of such an embedding is established. In contrast, our new computational procedure only involves the matrices { Fi, Gi}, so that the embedding step is not necessary at all.
RATIONAL J-LOSSLESS SYSTEMS
The notions of discrete-time J-lossless transfer functions and their statespace realizations have already been described in the introduction. One of the identities implied by (2b) is FRF* + GJG* = R or, equivalently,
which we recognize as the definition of a matrix R with (generalized) displacement structure (see Kailath, Kung, and Morf [17] and also Chun and Since 1 h(F) 1 < 1, th e corresponding f(z) = Z? + fi( ZZ -F) -'G is analytic in 1 z 1 > 1 and J-lossless. Moreover, 
J-LOSSLESS CASCADE DECOMPOSITION
The motivation in earlier studies (see, e.g., [14] ) for transforming a given J-lossless state-space model into a /-balanced form was the observation that J-unitary matrices could be factored into products of elementary (2 x 2) circular and hyperbolic rotations (see, e.g., [15] ). Our next result shows that cascade decomposition is possible even for state-space models that are not /-balanced.
LEMMA (Cascade decomposition).
A Using (F,, G,} and R,, define H,, K, via (4a) . Consequently (and using the j-losslessness of (F1, Gi, H,, K,) and of (F, G, H, K)), 
The reader may recognize (5a) as the fundamental step of the LDU factorization for Hermitian matrices (i.e., R = LDL*), with {di} as the diagonal elements of the diagonal matrix D and {Zi} as the columns (below the diagonal) of the lower-triangular unit-diagonal matrix L, viz.,
PJ)
As is well known (see, e.g., Kailath [16] ), the Schur complementation step (5a) can also be expressed as a matrix congruence relation, viz.,
ai= (; Y)(dd .p,,)i; q'-(54
Returning to the J-lossless model ( F, G, H, K } and assuming that F is lower-triangular, we observe that the equivalent model is J-lossless with respect to the block-diagonal Gramian diag{ do, R,}. Therefore, according to our cascade decomposition lemma, this equivalent model is a cascade composition of two simpler models, viz., where {F,, G,, H,, K,} is J-lossless with Gramian R,, while { rxo. PO, yo, Ah,} is an elementary (i.e., single-state) J-lossless model with a scalar Gramian do. Moreover, since F is lower-triangular, it follows from the lemma that so that Fl is also lower-triangular, and a similar decomposition can be applied to {F,, G,, H,, K,}, producing {F,, G,, H,, K,), and so on. The following result summarizes the foregoing discussion:
THEOREM 2 (J-lossless cascade synthesis). 
Let { F, G, H, K } denotes a J-lossless model, and assume that F is strictly stable and lower-triangular. This model decomposes into a cascade of single-state sections, in the sense that

Equivakntly, the transferfunction T(z) := K + H(zl -F)-'G decomposes into a product of elementary transfer functions, viz.,
T(Z) = T,(z)T,(+- T,,(z)
Proof.
We have already established that the recursion (9) can be carried out for i = 0, 1, . . . , n -1, and that it leads to the decompositions ( 
Pb)
Recalling that oi are the diagonal elements (and thus the eigenvalues) of the lower-triangular matrix F-which, by assumption, is strictly stable-we conclude that ) ai 1 < 1 and therefore that di is well defined.
Proof
The observation (13a) that Fi is a submatrix of F follows directly from (I2b). The expressions (14) for di and Zi follow directly from (12a). As for Nevertheless, when F is a lower triangular Toeplitz matrix, as in Example 3, the recursion (13) gives rise to time-invariant sections with transfer functions Oi( z). Still, Si( z) is not the same as Ti( z): for instance, Ti( Z) is rational of degree 1 while Oi( z) is rational of higher degree [because f(z) is a polynomial of degree n]. Only when f(z) = z (which means that F = 2) do we get a direct relationship between the two, viz., As we have just observed, these statements about the generalized Levinson and Schur algorithms can only hold in the particular case F = 2.
CONCLUDING REMARKS
We have presented a recursive procedure for cascade synthesis of J-lossless systems represented by unbalanced state-space models {F, G, H, K}. Moreover, our procedure only requires {F, G} and /, so the step of embedding the Lyapunov equation R -FRF* = GJG* into a J-lossless state-space model is completely avoided.
The final form of our computational procedure [Equation (13)J subsumes most previously described techniques for efficient factorization of structured matrices (so-called "generalized Schur" or "generalized fast Cholesky" algorithms), including these described in [4-11, B-201. Thus, our results provide a convenient framework for the study of several related problems, including solution of linear equations involving structured matrices, explicit expressions for R-' (such as the Gohberg-Semencul formula), effects of singularities in the recursion, inverse scattering, and moment problems on curves. In the past such problems have been analyzed only in the context of Toeplitz or Hankel matrices and, occasionally, also for the somewhat larger family of matrices congruent to Toeplitz or Hankel matrices. With the advent of our state-spacebased approach such problems can be addressed in the broader context of matrices with a displacement structure.
In particular, we observe that (2b) implies a dual relation, viz., from which one deduces the dual Lyapunov equation R' -F*R-'F = H*JH.
Thus, the relation between {F*, H*} and R-' is completely analogous to the relation between {F, G} and R. This means that problems involving R-'
(either explicitly or implicitly) can be efficiently solved once the matrix H has been determined. Traditionally (i.e., when F = 2 and R is a Toeplitz matrix) this has been accomplished by the celebrated Levinson algorithm. We shall describe elsewhere the issues involved in generalizing Levinson's algorithm to the entire family of matrices with a displacement structure. Here let us only point out that the recursion (Ilb) provides an interesting, and completely new, alternative to the Levinson algorithm: this recursion, carried out for i = n -
