14.1b). December 2016 was also among the least windy winter months of the last three decades ( Fig. 14.1c ), as measured from observed wind speeds over 53 measurement stations in the high-emission area. The mean observed concentrations of PM10 in that area were 25.4 µg m −3 that is 55% above expected average of 16.4 µg m −3 accounting for the decadal decreasing trend (Fig. 14.1d ). Traffic bans took place in several places such as in Paris (six ban days). The question as to whether climate change had a role in such an event was raised by the media.
Introduction. In December 2016, western European weather was dominated by persistent anticyclonic conditions (Fig. 14.1a) leading to dry and calm weather. At this time of year, solar radiation does not bring enough energy to develop a well-mixed boundary layer under such calm conditions. The resulting lack of dispersion led to several air pollution episodes in western Europe, as pollutants such as particulate matter (PM10) accumulated. PM10 concentrations reached very high values over the main European air pollution hotspots: the Po-Valley, eastern Europe, and the northern France, Benelux, southern United Kingdom region, which is the primary focus of the present study (marked as a rectangle in Fig. 14.1b) .
December 2016 was also among the least windy winter months of the last three decades (Fig. 14.1c ), as measured from observed wind speeds over 53 measurement stations in the high-emission area. The mean observed concentrations of PM10 in that area were 25.4 µg m −3 that is 55% above expected average of 16.4 µg m −3 accounting for the decadal decreasing trend (Fig. 14.1d ). Traffic bans took place in several places such as in Paris (six ban days). The question as to whether climate change had a role in such an event was raised by the media.
Detecting a climate change signal in air pollution is difficult as other factors than climatic ones such as emission reduction policies that took place over the last two decades are important. However, several modeling studies showed potential effects of future climate change on particulate matter levels from individual (Carvalho et al. 2010; Colette et al. 2013; Hedegaard et al. 2008 Hedegaard et al. , 2013 Manders et al. 2012; Markakis et al. 2014) or ensemble simulations (Lacressonnière et al. 2016 (Lacressonnière et al. , 2017 Lemaire 2016) . These studies characterized mean pollutant concentration changes, but potential changes in air pollution episode frequency did not receive much attention.
Air pollution results from emissions and several potential meteorological factors: lack of dispersion, lack of precipitation scavenging, and chemical reactions. We focus on one of the main weather factors, the lack of dispersion by horizontal wind. We hypothesize that December monthly winds (as shown among points in Fig. 14.1d ) are strong drivers of air pollution as they are more anticorrelated with PM10 concentrations of Fig. 14.1d (r = −0.75) than monthly precipitations (r = −0.51) over the area and over the 2001-16 period. Shallow planetary boundary layers are also important, but long-term measurements and model assessments are lacking for attribution studies. Near-surface wind speeds are determined by the large-scale circulation, which forces the wind in the free atmosphere, and by surface roughness and stability, which modulate near-surface momentum fluxes. We examine whether human influence could have affected stagnation episodes at monthly time scales. This issue is of particular relevance as previous studies showed that more stagnant conditions are expected (Horton et al. 2014) , as well as a decrease in mean wind speeds and wind power production (Tobin et al. 2016) in future decades in some areas of Europe, however not over the area under consideration.
|
Over the last three decades, monthly surface wind speed observations exhibit a significant increase in stagnant wintertime monthly conditions (Fig. 14.1c) , when considering all winter months (p < 0.05) but not when considering the least windy month. Such a trend may be part of the general "wind stilling" (Vautard et al. 2010; McVicar et al. 2012) . Whether this can be linked with climate change is difficult to establish as other possible causes such as urbanization or forest growth may interfere.
Event definition and observations. The indicator used here to characterize stagnation is the minimum monthly mean wind speed in each winter month (from November to February). The spatial wind speed average is done over the land area of high emission centers in western Europe, including the cities of Paris, London, Hamburg, the densely populated area of Benelux and the industrial Ruhr area (48°-54°N, 1°W-10°E; see Fig. 14.1b) . Observations were taken from 53 cup anemometer measurements in the ISDLite archive (Smith et al. 2011) , mostly coming from airport weather reports. The stations were selected to ensure sufficient time coverage (at least 30 years of 3-hourly values with presence over at least 20 days for each month and hour of the day). The 3-hourly Watch Forcing Data ERA Interim (WFDEI) gridded dataset (Weedon et al. 2014) , which guarantees homogeneous | coverage, was also used to calibrate model simulations over the reference period 1981-2010. WFDEI consists in reinterpolated ERA-Interim reanalyses (Dee et al. 2011) , with a higher resolution (0.5° × 0.5°) than native. There is a systematic difference of 0.3 m s −1 between the average wind speed interpolated over the stations and the land gridpoint average for WFDEI (Fig. 14.1c) . We will therefore assume that the actual value of the December 2016 mean wind speed over land grid points is 3.15 m s −1 , instead of the ISD-Lite observed value of 3.45 m s −1 .
Simulation ensembles. We use several ensembles of model simulations. First, the actual (observed SST forcing) and natural simulations (only natural forcings and anthropogenic signal removed from SSTs, sea-ice) of the HadGEM3-A model (Christidis et al. 2013; Vautard et al. 2017 , manuscript submitted to Climate Dyn.) covering the period (1960-2013) with 15 members per ensemble are used. In order to focus on the latter part of the data, analyses were only made over the last 30 years . Second, we use 11 high-resolution (0.11°) climate projections from the EURO-CORDEX ensemble (Jacob et al. 2014) , with 5 Global Climate Models (GCMs) downscaled by 6 Regional Climate Models (RCMs), that were available and downloaded at the time of the study. GCMs and RCMs are listed in the online supplement. For these ensembles, natural simulations were not available, but the anthropogenic forcing was assumed dominant in explaining the difference between two available climate periods (1971-2000 and 2001-30) . We then compare the extreme value distributions from these time periods and a third future one in order to analyze the effect of forcing changes on low wind speeds. We also used a 16-member ensemble of KNMI-RACMO simulations (Royal Netherlands Meteorological Institute Regional Atmospheric Climate Model; Lenderink et al. 2014; de Vries et al. 2014; van den Hurk et al. 2015) downscaling different realizations of EC-EARTH simulations, with the same periods as for EURO-CORDEX for consistency.
Model evaluation. For each set of simulations, we first compared the distribution of the simulation with the indicator calculated from WFDEI. The comparison was made over the 1981-2010 reference period for EURO-CORDEX and HadGEM3-A (29 winters). In Fig. ES14 .1, quantile-quantile plots of the distributions of the stagnation indicator calculated from model ensembles are shown. HadGEM3-A slightly underestimates wind speed, especially in the lower tail of the distribution. In the EURO-CORDEX ensemble, the stagnation indicator is either underestimated or overestimated depending on the model used. The RACMO ensemble slightly overestimates the indicator values. In all cases, a simple multiplicative bias adjustment was applied using a single coefficient for the whole ensembles for HadGEM3-A and RACMO and a model-dependent coefficient for EURO-CORDEX. The bias-adjusted simulations distributions are in closer agreement with WFDEI ( Fig. ES14.1) .
Attribution. We use each model ensemble separately to estimate how human influence has altered the risk of winter monthly wind speed lower than observed in December 2016 (3.15 m s −1 ). December 2016 is found to be a ~10-year event. For HadGEM3-A, actual and natural simulations do not show much difference in the extreme low wind speeds, despite a systematically higher probability in the natural than in the actual simulations for less extreme months (see Fig. 14.2a) . In the EURO-CORDEX ensemble, wind speeds lower than Dec 2016 become more than twice as probable in the current climate than in the 1971-2000 climate [risk ratio = 2.4 (1.7-3.7); see Table ES14 .1 and details of calculation of confidence intervals]. For the RACMO ensemble, there is a nonsignificant increase in frequency of low mean monthly wind speed [risk ratio = 1.3 (0.9-2.0)]. When combining the last two ensembles, using therefore 27 simulations, the risk ratio becomes 1.7 (1.3-2.3). The risk ratio [1.2 (1.0-1.5)] is lower but remains significant when taking all ensembles together, but this combined estimate requires prudence in interpretation as time periods differ and ensembles are of different nature. For RACMO and EURO-CORDEX, changes are also found for future periods (2031-60; see Figs. 14.2b,c and Table ES14 .1). This is in agreement with the widening of the distribution as revealed by the change in variance of the indicator (Fig. ES14. 2), more pronounced in future than current periods.
Discussion. An immediate potential candidate to explain changes in low winds speeds is the atmospheric flow and its potential changes. The high pressures of December 2016 are among the strongest as indicated by monthly mean sea level pressure (SLP) measured in De Bilt (Fig. 14.2d) . However, no trend could be found in wintertime extreme monthly SLP or its variance, and only a weak correlation was found between monthly SLP and monthly winds (e.g., r = −.39 in December), excluding SLP as driving | the wind changes. However, a large-scale pattern of moderate anticyclonic conditions may be more conductive to low winds than strong SLP values because geostrophic winds are due to pressure gradients and not pressure itself. To test whether changes in atmospheric weather patterns could be linked to increases in low wind speeds, we used the method of f low analogues (Yiou et al. 2013) . We computed the 20 best analogues of daily SLP anomalies of winter 2016/17 from the NCEP reanalysis (Kalnay et al. 1996) by minimizing a Euclidean distance between daily SLP patterns over the North Atlantic | region (30°-70°N, 80°W-30°E ). The empirical probability that analogues of winter 2016/17 are found in 1948 -82 vs. 1983 (excluding November and December 2016 has significantly increased by about 10% in the recent decades (Fig. 14.2e ). Although such trend could contribute to the stagnation trend, we could not establish a clear causal link between these phenomena.
Other mechanisms than more frequent favorable atmospheric flows may be involved in explaining the increase in stagnant conditions in both observations and the EURO-CORDEX climate projections, such as changes in atmospheric stability or in the vertical wind profile. Surface roughness or aerosols could contribute to observed but not to simulated changes as in general they were kept fixed in most simulations. Changes in stability can also explain changes in turbulent fluxes. While calling for investigation, resolving these issues is clearly beyond the scope of this article. These results therefore call for prudence in interpretation and for further analyses.
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