The steady states of a non-cooperative model of nuclear reactors  by López-Gómez, Julián
J. Differential Equations 246 (2009) 358–372Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
The steady states of a non-cooperative model of nuclear
reactors✩
Julián López-Gómez
Departamento de Matemática Aplicada, Universidad Complutense de Madrid, 28040 Madrid, Spain
a r t i c l e i n f o a b s t r a c t
Article history:
Received 31 January 2008
Revised 10 June 2008
Available online 3 August 2008
MSC:
35J55
35K45
35K57
Keywords:
Nuclear reactors
Coexistence states
Non-cooperative systems
Uniqueness
This paper characterizes the existence of coexistence states in
a reaction–diffusion model arising in the theory of nuclear reactors.
From a mathematical point of view, the importance of this
model relies upon the fact that the associated variational systems
are of non-cooperative type and, consequently, the comparison
techniques available for cooperative systems fail to work out.
Although in higher spatial dimensions the dynamics of the model
might be rather involved, by the absence of limitations for
the number of steady states, we can prove the uniqueness of
the steady state in the one-dimensional prototype model. Our
results complement and eventually sharpen the ﬁndings of Arioli
[G. Arioli, Long term dynamics of a reaction–diffusion system,
J. Differential Equations 235 (2007) 298–307].
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
This paper studies the stationary solutions of the parabolic model
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
− u = au − buv
∂v
∂t
− v = cu − duv − ev
in Ω ×R+,
(u, v) = (0,0) on ∂Ω ×R+,
u(·,0) = u0 > 0 and v(·,0) = v0  0 in Ω,
(1.1)
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the parameters a, b, c, d, and e are strictly positive, and u0, v0 ∈ C(Ω¯) stand for the initial conditions.
We are denoting R+ := (0,∞).
Problem (1.1) is a reﬁnement of a former model proposed by Kastenberg and Chambré [10] to
model a nuclear reactor; u measures the density of fast neutrons and v the temperature (cf. Arioli [1],
de Mottoni and Tesei [18], Rothe [20], and the lists of references therein).
From the point of view of its applications, it is imperative to ascertain whether, or not, the solu-
tions of (1.1) do approximate a steady state. Up to the best of our knowledge, this problem remains
open. Last year Arioli [1] made some advances by proving that (1.1) possesses a non-trivial periodic
solution if and only if
σ1 < a < σ1 + bc/d, (1.2)
where σ1 stands for the principal eigenvalue of − in Ω under homogeneous Dirichlet boundary
conditions (see Arioli [1, Theorem 1.1]). He also showed that:
• (0,0) is a global attractor for the solutions of (1.1) if a σ1.
• (1.1) possesses a nontrivial compact attractor if (1.2) holds.
• The L2(Ω)-norm of the solution of (1.1) diverges to inﬁnity if a σ1 + bc/d.
But these ﬁndings are far from characterizing the existence of steady states of (1.1), which are the
non-negative solutions (u, v) of
⎧⎪⎨
⎪⎩
−u = au − buv
−v = cu − duv − ev in Ω,
(u, v) = (0,0) on ∂Ω,
(1.3)
for as, owing to Arioli [1, Lemma 2.2-4], the solutions of (1.1) are globally deﬁned in time and satisfy
u(·, t) 0, v(·, t) 0, for all t ∈R+. (1.4)
According to our next Proposition 2.1, (1.3) admits two types of non-negative solutions: (0,0), referred
to as the trivial state, and those of the form (u, v) with u  0 and v  0, referred to as the coexistence
states.
Throughout this paper, for any w ∈ C1(Ω¯), it is said that w  0 if w(x) > 0 for every x ∈ Ω and
∂w/∂nx(x) < 0 for all x ∈ w−1(0)∩ ∂Ω , where nx stands for the outward unit normal to Ω at x. Also,
for any smooth subdomain D ⊂ Ω and measurable V , in D , we shall denote by σ [− + V , D] the
principal eigenvalue of − + V in D subject to homogeneous Dirichlet boundary conditions on ∂D;
σ1 := σ [−,Ω]. If there is no ambiguity, the dependence of the principal eigenvalues on D will be
dropped.
The next three theorems collect the main ﬁndings of this paper. Subsequently, the coexistence
states of (1.3) are regarded as terns of the form (a,u, v), where a > 0 and (u, v) ∈ C2+ν0 (Ω¯)×C2+ν0 (Ω¯)
is a coexistence state of (1.3).
Theorem 1.1. (1.3) admits a coexistence state if and only if (1.2) is satisﬁed. Moreover, if we regard to ‘a’ as the
main continuation parameter of (1.3), then there exists an unbounded component C+ ⊂R× C10 (Ω¯) of the set
of coexistence states of (1.3) such that
(a,u, v) = (σ1,0,0) ∈ C¯+ and PaC+ = (σ1, σ1 + bc/d),
where Pa stands for the projection operator into the a-component of the tern.
Theorem 1.2. Suppose N = 1 and (1.2). Then, (1.3) has a unique coexistence state.
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bc/d > e + σ1 (1.5)
and let {an}n1 be a sequence such that
σ1 < an < σ1 + bc/d, lim
n→∞an = σ1 + bc/d.
For each n 1, let (an,un, vn) be a coexistence state of (1.3). Then,
limsup
n→∞
vn(x) = c/d (1.6)
and
lim
n→∞un = ∞ uniformly in compact subsets of Ω. (1.7)
According to Theorem 1.3, the density of fast neutrons blows up as soon as the temperature,
measured by v , approximates the threshold c/d.
Setting
BR :=
{
x ∈RN : ‖x‖ < R},
one has that
lim
R↑∞σ [−; BR ] = 0,
and, consequently, (1.2) holds whenever Ω = BR with suﬃciently large R > 0 and
0< a < bc/d. (1.8)
Naturally, (1.8) characterizes the existence of coexistence states for the pure kinetic model
{
u′ = au − buv,
v ′ = cu − duv − ev,
u(0) = u0 > 0, v(0) = v0  0,
(1.9)
for as, when bc = ad, the non-trivial equilibrium of (1.9) is given by
u = u(a) := ae
bc − ad , v = v(a) :=
a
b
.
The fact that
lim
a↑bc/d
(
u(a), v(a)
)= (∞, c/d)
suggests the validity of Theorem 1.3.
The distribution of this paper is the following. Section 2 contains the proof of Theorem 1.1. It
uses the classical theorem of Crandall and Rabinowitz [4] and Theorem 1.1 of López-Gómez and
Molina-Meyer [14], which is a substantial reﬁnement of the pioneering global bifurcation results of
Rabinowitz [19] and Dancer [6]. As (1.3) enjoys a non-cooperative structure, in arbitrary spatial dimen-
sions it remains an open and very hard problem estimating the number of coexistence states of (1.3),
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not, some isola of coexistence states (see López-Gómez and Molina-Meyer [14] and Cano-Casanova
et al. [2]). Section 3 contains the proof of Theorem 1.3; it essentially relies upon the identities (2.1)
and (2.13). Section 4 adapts the non-degeneration result of López-Gómez and Pardo [15,17], later re-
ﬁned by Casal et al. [3] and Dancer et al. [8]; it contains a result establishing the invertibility of
a rather general one-dimensional non-cooperative linear system, even in the most degenerate case
when the underlying second-order differential operators are non-coercive. Finally, Section 5 contains
the proof of Theorem 1.2.
2. Proof of Theorem 1.1
The proof of Theorem 1.1 follows from a series of preparatory results. The ﬁrst one establishes that
any non-trivial non-negative solution of (1.3) must be a coexistence state, and it provides us with
some optimal necessary conditions for its existence.
Proposition 2.1. Suppose (1.3) possesses a solution (u, v) (0,0) with (u, v) = (0,0). Then, u  0, v  0,
and
a = σ [− + bv], ‖v‖C(Ω¯) < c/d. (2.1)
Therefore,
σ1 < a < σ1 + bc/d. (2.2)
Proof. Suppose u = 0. Then, we ﬁnd from the v-equation that
−v = −ev in Ω, v|∂Ω = 0,
and, hence, v = 0, because − cannot admit a negative eigenvalue in Ω . Similarly, if we assume
that v = 0, then, the v-equation implies that cu = 0 and, so, u = 0. Consequently, any non-negative
non-trivial solution of (1.3) must satisfy
u > 0 and v > 0.
Now, note that the u-equation can be written as
(− + bv)u = au
and, hence, by the uniqueness of the principal eigenvalue and the strong positivity of the principal
eigenfunction, we ﬁnd that u  0, as well as the equality of (2.1).
Now, let xm ∈ Ω be such that
v(xm) = ‖v‖C(Ω¯) > 0.
Then, −v(xm) 0 and, hence, from the v-equation, it becomes apparent that
0< ev(xm)
[
c − dv(xm)
]
u(xm)
and, consequently,
v(xm) < c/d,
which concludes the proof of (2.1).
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eigenvalue with respect to the potentials. Indeed,
σ1 = σ [−] < σ [− + bv] = a < σ [− + bc/d] = σ1 + bc/d.
Finally, since
(− + e)v = (c − dv)u > 0
and σ1 + e > 0, the strong maximum principle implies that v  0 (see [12, Theorem 2.5], attributable
to [13]). This completes the proof. 
The rest of this section shows that (2.2) is not only necessary but also suﬃcient for the existence
of a coexistence state of (1.3).
Proposition 2.2. a = σ1 is a bifurcation value from the trivial state (0,0) to a real analytic curve of coexistence
states of (1.3). Moreover, it is the unique bifurcation value to coexistence states from (0,0).
Proof. Subsequently, we introduce the Banach space
U := C10 (Ω¯) × C10 (Ω¯)
and the operator F :R× U → U deﬁned through
F(a,u, v) :=
(
u
v
)
− (− + e + 1)−1
(
(a + e + 1)u − buv
cu + v − duv
)
(2.3)
for every (a,u, v) ∈ U . As F is a polynomial, it is real analytic. Obviously,
F(a,0,0) = 0 for all a ∈R,
and, by elliptic regularity,
F(a,u, v) = 0 ⇐⇒ (u, v) ∈ C2+ν0 (Ω¯) × C2+ν0 (Ω¯) solves (1.3).
Subsequently, for every (u, v) ∈ U , we consider
L(a)
(
u
v
)
:=
(
u
v
)
− (− + e + 1)−1
(
a + e + 1 0
c 1
)(
u
v
)
(2.4)
and
R(a,u, v) := (− + e + 1)−1
(
buv
duv
)
. (2.5)
Then, for every a ∈R,
L(a) = D(u,v)F(a,0,0) (2.6)
and
F(a,u, v) = L(a)
(
u
v
)
+R(a,u, v), (u, v) ∈ U . (2.7)
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ent that
K(a)
(
u
v
)
:= (− + e + 1)−1
(
a + e + 1 0
c 1
)(
u
v
)
, (u, v) ∈ U , (2.8)
is a compact linear operator such that
L(a) = IU −K(a) for all a ∈R.
Consequently, L(a) is Fredholm of index zero.
Subsequently, we set
L0 := L(σ1), L1 := dL
da
(σ1) = −(− + e + 1)−1
(
1 0
0 0
)
.
By a direct calculation, it becomes apparent that
N[L0] = span
[(
ϕ, c(− + e)−1ϕ)],
where ϕ  0 stands for any principal eigenfunction associated to σ1. Moreover,
L1
(
ϕ
c(− + e)−1ϕ
)
= −(− + e + 1)−1
(
ϕ
0
)
/∈ R[L0]. (2.9)
To prove (2.9), we proceed by contradiction. Suppose
(− + e + 1)−1
(
ϕ
0
)
∈ R[L0].
Then, there exists u ∈ C10 (Ω¯) such that
u − (− + e + 1)−1[(σ1 + e + 1)u]= (− + e + 1)−1ϕ.
By elliptic regularity, u ∈ C2+ν0 (Ω¯), and
−u = σ1u + ϕ.
Multiplying this identity by ϕ and integrating by parts in Ω shows that
∫
Ω
ϕ2 = 0,
which is impossible. Therefore, (2.9) holds true. Consequently, since L0 is Fredholm of index zero, we
have that
L1
(
N[L0]
)⊕ R[L0] = U , (2.10)
which is the transversality condition of Crandall and Rabinowitz [4]. As we have that
ϕ  0 and c(− + e + 1)−1ϕ  0,
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(see [11, Chapter 2]).
Next, suppose that there is a sequence (an,un, vn) of coexistence states of (1.3) with
lim
n→∞(an,un, vn) = (a,0,0) ∈R× U
for some a ∈R. Then, we ﬁnd from the u-equation of (1.3) that, for every n 1,
− un‖un‖C(Ω¯)
= an un‖un‖C(Ω¯)
− bvn un‖un‖C(Ω¯)
,
or, equivalently,
un
‖un‖C(Ω¯)
= (−)−1
(
a
un
‖un‖C(Ω¯)
− bvn un‖un‖C(Ω¯)
)
+ (an − a)(−)−1
(
un
‖un‖C(Ω¯)
)
.
By the compactness of (−)−1, it is easy to see that, along some subsequence, re-labeled by n, we
have that
lim
n→∞
un
‖un‖C(Ω¯)
= ψ > 0
for some ψ ∈ U with ‖ψ‖C(Ω¯) = 1. Thus, passing to the limit as n → ∞ in the previous identities, we
ﬁnd that
ψ = a(−)−1ψ,
or, equivalently,
−ψ = aψ.
Therefore, a = σ1, which concludes the proof. 
Condition (2.10) entails that the concept of algebraic multiplicity χ [L; ·] introduced in Esquinas
and López-Gómez [9] and later reﬁned in [11] and in López-Gómez and Mora-Corral [16], satisﬁes
χ
[
L(a);σ1
]= 1.
Consequently, thanks to [16, Proposition 12.3.1], the local topological index ind(L(a),0) changes as a
crosses σ1, and, therefore, by [11, Theorem 6.2.1], there is a continuum Cσ1 of the set of non-trivial
solutions of (1.3) with
(σ1,0,0) ∈ C¯σ1 .
According to the unilateral theory of Rabinowitz [19], in a neighborhood of (σ1,0,0), the contin-
uum Cσ1 consists of two subcontinua: C
+
σ1
, ﬁlled in by coexistence states, and C−σ1 , ﬁlled in by
component-wise negative solution pairs. Unfortunately, by the reasons already explained in [11, Chap-
ter 6], Dancer [7], and López-Gómez and Molina-Meyer [14], this does not necessarily implies the
subcontinuum C+σ1 satisﬁes the global alternative of Rabinowitz [19], as the whole component Cσ1 in-
deed does. Instead, the existence of a global subcontinuum C+ of the set of coexistence states with
(σ1,0,0) ∈ C¯+ follows by slightly adapting [14, Theorem 1.1].
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deﬁned in (2.7), i.e., are the solutions of
L(a)
(
u
v
)
+R(a,u, v) = 0, (2.11)
where L and R are given through (2.4) and (2.5), respectively. We already know that L(a) is Fredholm
of index zero. Moreover, the set of values a ∈R for which L(a) is singular, i.e., such that
dimN
[
L(a)
]
 1 (2.12)
is discrete. Indeed, (2.12) holds if and only if there exists (u, v) ∈ U \ {0} such that
{−u = au,
−v = cu − ev.
As u = 0 implies −v = −ev and, hence, v = 0, we must have u = 0 and, therefore, (2.12) holds if
and only if a is an eigenvalue of − in Ω . Consequently, the set of singular values of L(a) is indeed
discrete and, hence, the hypothesis (HL) of [14, p. 417] if fulﬁlled. Clearly,
R ∈ C(R× U ;U )
is compact on bounded sets and
lim
(u,v)→0
R(a,u, v)
‖u‖C(Ω¯) + ‖v‖C(Ω¯)
= 0.
Consequently, hypothesis (HR) of [14, p. 417] also holds. Finally, owing to Proposition 2.1, hypothesis
(HP) also is satisﬁed. Indeed, if we denote by P the cone of non-negative functions of C10 (Ω¯), then U
can be regarded as an ordered Banach space with respect to the order induced by the product cone
P := P × P ,
and, due to Proposition 2.1, we already know that
(a,u, v) ∈ [R× (P \ {0})]∩ F−1(0) ⇒ u  0 and v  0.
Therefore, (u, v) ∈ intP and hypothesis (HP) of [14, p. 417] also is satisﬁed. Consequently, we are
working within the general framework of [14]. Like therein, we consider the operator K(a) deﬁned
by (2.8). By the analysis already done, it is very easy to check that a = σ1 is the unique value of a for
which 1 is an eigenvalue of K(a) to a positive eigenfunction. Moreover,
N
[
L(σ1)
]= N[IU −K(σ1)]= span[(ϕ, c(− + e)−1ϕ)].
Finally, though K(σ1) is not strongly positive in the sense that
K(σ1)
(P \ {0})⊂ intP = int P × int P
is false as stated (see [14, (1.4)]), it turns out that, for every a > 0,
K(a)
([
P \ {0}]× [P \ {0}])⊂ intP = int P × int P ,
and this suﬃces for the validity of [14, Theorem 1.1], as we are working in a product ordered Banach
space. To avoid a repetition, the technical details are omitted here in. Summarizing, by [14, Theo-
rem 1.1] and Proposition 2.2, we have the following result.
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(σ1,0,0) ∈ C¯+ and (a,0,0) /∈ C¯+ if a = σ1 .
Finally, the next result shows the existence of uniform a priori bounds for the coexistence states
of (1.3) as soon as a varies in compact subintervals of (σ1, σ1 + bc/d).
Lemma 2.4. Suppose (u, v) solves (1.3) and a < σ1 + bc/d. Then,
u = b
d
[
v +
(
e + a − bc
d
)(
− + bc
d
− a
)−1
v
]
. (2.13)
Proof. By a direct calculation, we ﬁnd from (1.3) that
−
(
u − b
d
v
)
= au − buv − b
d
(cu − ev − duv)
=
(
a − bc
d
)
u + be
d
v
=
(
a − bc
d
)(
u − b
d
v
)
+ b
d
(
e + a − bc
d
)
v
and, hence,
(
− + bc
d
− a
)(
u − b
d
v
)
= b
d
(
e + a − bc
d
)
v.
As σ1 + bc/d − a > 0, (2.13) follows easily from this identity. 
To complete the proof of Theorem 1.1 we can argue as follows. Suppose (1.2) and let (u, v) be
a coexistence state of (1.3). Then, by Proposition 2.1, v(x) < c/d for all x ∈ Ω¯ and, hence, owing to
Lemma 2.4, there exists a constant C(a) such that
‖u‖C(Ω¯)  C(a).
Note that
lim
a↑σ1+bc/d
C(a) = ∞.
Therefore, according to Theorem 2.3, for every a ∈ (σ1, σ1 + bc/d), (1.3) admits a coexistence state
(u, v) with (a,u, v) ∈ C+ . Moreover, C+ must bifurcate from inﬁnity at a := σ1 + bc/d. This concludes
the proof of Theorem 1.1.
Fig. 1 represents a typical bifurcation diagram of coexistence states which might arise in higher
spatial dimensions. In such cases, besides C+ , the model might exhibit further components. Any com-
ponent must be either bounded (isola type of), or unbounded, and in the latest case it must lose the
a priori bounds at a = σ1 + bc/d. As illustrated in Fig. 1, except in the one-dimensional model one
cannot expect uniqueness to occur and, in particular, secondary bifurcations are not excluded to arise.
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3. Proof of Theorem 1.3
This section provides us with the point-wise behavior of the coexistence states as a ↑ σ1 + bc/d
under condition (1.5). So, suppose (1.5) and let {(an,un, vn)}n1 be a sequence of coexistence states
satisfying the requirements of Theorem 1.3. As
lim
n→∞(e + an − bc/d) = e + σ1 > 0,
for suﬃciently large n 1, say n n0, (2.13) implies that
un >
b
d
vn.
Thus, since vn < c/d (see Proposition 2.1), from the v-equation of (1.3) it is apparent that
−vn = −evn + (c − dvn)un
> −evn + (c − dvn)bvn/d
= (bc/d − e)vn − bv2n
and, hence, enlarging n0, if necessary, we have that, for each n  n0, vn provides us with a positive
supersolution of the boundary value problem
{
−w = (bc/d − e)w − bw2 in Ω,
w = 0 on ∂Ω.
Thanks to (1.5), this problem possesses a unique positive solution, denoted by θ , which is independent
of a and it satisﬁes
vn  θ 
bc/d − e − σ1
ϕ, n n0,
b
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(2.13) implies that
un >
(
1+ e + an −
bc
d
σ1 + bcd − an
)
b
d
bc/d − e − σ1
b
ϕ, n n0,
and, since
lim
n→∞
e + an − bcd
σ1 + bcd − an
= ∞,
(1.7) holds.
Condition (1.6) follows through a simple, but rather subtle, argument. By (2.1),
an = σ1[− + bvn], n n0. (3.1)
On the other hand, as vn < c/d, n n0,
v∗ := limsup
n→∞
vn  c/d.
Note that v∗ is well deﬁned and measurable (as discussed by Lebesgue). Suppose
v∗ < c/d.
Then, (3.1) implies that
an  σ1[− + bv∗] < σ1[− + bc/d] = σ1 + bc/d.
Therefore, passing to the limit as n → ∞, shows that
σ1 + bc/d σ1[− + bv∗] < σ1 + bc/d,
which is a contradiction. Consequently,
v∗ = c/d
and the proof of Theorem 1.3 is complete.
4. Invertibility of 1-dimensional non-cooperative systems
This section studies the one-dimensional model⎧⎨
⎩
−u′′ = au − buv
−v ′′ = cu − duv − ev in (0, L),
u(0) = u(L) = v(0) = v(L) = 0,
(4.1)
where L > 0 and ′ := d/dx, as well as its linearization at a given coexistence state (u0, v0),⎧⎨
⎩
−u′′ + (bv0 − a)u = −bu0v
−v ′′ + (du0 + e)v = (c − dv0)u in (0, L),
u(0) = u(L) = v(0) = v(L) = 0.
(4.2)
Our main result can be stated as follows.
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u, v ∈ C2[0, L]. More generally, for every u˜, v˜ ∈ C(Ω¯) such that
u˜(x) > 0, c − dv˜(x) > 0, ∀x ∈ Ω, (4.3)
(u, v) = (0,0) is the unique solution of
⎧⎨
⎩
−u′′ + (bv0 − a)u = −bu˜v
−v ′′ + (du0 + e)v = (c − dv˜)u in (0, L),
u(0) = u(L) = v(0) = v(L) = 0.
(4.4)
Proof. It proceeds by contradiction. Suppose (4.4) admits a solution (u, v) = (0,0). Then, necessarily,
u = 0 and v = 0, by (4.3). Moreover, multiplying the ﬁrst equation of (4.4) by u0 and integrating in
(0, L) shows that
−b
L∫
0
u0u˜v =
L∫
0
u0
(
− d
2
dx2
+ bv0 − a
)
u
=
L∫
0
u
(
− d
2
dx2
+ bv0 − a
)
u0 = 0
and, consequently, v must change of sign in (0, L). Similarly, u must change of sign in (0, L). Indeed,
if u > 0 (resp. u < 0) in (0, L), then
−v ′′ + (du0 + e)v = (c − dv˜)u > 0 (resp.< 0) in (0, L),
and, hence, by the strong maximum principle, v  0 (resp. v  0) in (0, L), for as
σ
[
− d
2
dx2
+ du0 + e, (0, L)
]
> σ1 > 0.
As we already know that v changes of sign, u must change of sign. Without lost of generality, we can
assume that u > 0 in (0, x) for some x> 0, because (4.4) is linear.
We claim that there exist p ∈N and p points
x j ∈ (0, L), 1 j  p, x j < x j+1,
such that, for every 1 j  p + 1,
(−1) j−1u > 0 in (x j−1, x j), (4.5)
where
x0 := 0, xp+1 := L.
Fig. 2 shows an admissible u with p = 3. To show this, we argue by contradiction assuming that the
ends of some family of disjoint subintervals of [0, L] where u alternates its sign accumulate at some
y0 ∈ [0, L]. Then,
u(y0) = u′(y0) = 0 (4.6)
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and, since the solutions of (4.4) are in a one-to-one correspondence with the solutions of the Cauchy
problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
d
dx
⎛
⎜⎝
u
uˆ
v
vˆ
⎞
⎟⎠=
⎛
⎜⎝
0 1 0 0
bv0 − a 0 bu˜ 0
0 0 0 1
dv˜ − c 0 du0 + e 0
⎞
⎟⎠
⎛
⎜⎝
u
uˆ
v
vˆ
⎞
⎟⎠ ,
(
u(y0), uˆ(y0), v(y0), vˆ(y0)
)= (u0, uˆ0, v0, vˆ0),
(4.7)
by the uniqueness of the solution of (4.7), (4.6) implies that
(
v(y0), v
′(y0)
) = (0,0).
Thus, there exists ε > 0 such that v(x) has constant sign in (y0−ε, y0)∩[0, L] and (y0, y0+ε)∩[0, L],
respectively.
Let zn , n 1, be an increasing sequence such that
lim
n→∞ zn = y0,
and, for each n 1, u(zn) = 0 and
(−1)n−1u > 0 in (zn, zn+1).
Choose a suﬃciently large n so that zn > y0 − ε and consider the interval In := (zn, y0). As v(x) has
constant sign in In and u(zn) = u(y0) = 0, we ﬁnd from
−u′′ + (bv0 − a)u = −bu˜v in In
that, in In , either u  0 or u  0, which is impossible. Indeed, this is a direct consequence from the
strong maximum principle by taking into account that
0= σ
[
− d
2
dx2
+ bv0 − a, (0, L)
]
< σ
[
− d
2
dx2
+ bv0 − a, In
]
. (4.8)
Note that the equality in (4.8) goes back to (2.1) and that the inequality is a consequence of the strict
monotonicity of the principal eigenvalue with respect to the potential.
Similarly, it does not exist a decreasing sequence zn , n  1, such that limn→∞ zn = y0, and, for
each n  1, u(zn) = 0 and (−1)n−1u > 0 in (zn+1, zn). This contradicts the assumption that the ends
of some family of disjoint subintervals where u alternates its sign accumulate at some y0 ∈ [0, L].
Therefore, there exist p ∈ N and p points x j ∈ (0, L), 1 j  p, x j < x j+1, such that (4.5) is satisﬁed
for every 1 j  p + 1.
To complete the proof of the theorem, it suﬃces to show that
(−1) j−1v(x j) < 0 for every 1 j  p + 1, (4.9)
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theorem.
Suppose v(x1)  0. Then, the maximum principle applied to the v-equation of (4.4) shows that
v  0 in (0, x1). Thus, −bu˜v  0 in (0, x1), and, hence, applying the maximum principle to the ﬁrst
equation yields to u  0 in (0, x1), which is impossible, by (4.5). Therefore,
v(x1) < 0.
It should be noted that
0= σ
[
− d
2
dx2
+ bv0 − a, (0, L)
]
< σ
[
− d
2
dx2
+ bv0 − a, (0, x1)
]
,
for as (0, x1) is a proper subinterval of (0, L).
Suppose v(x2)  0. Then, since v(x1) < 0 and u < 0 in (x1, x2), we have that (c − dv˜)u < 0 in
(x1, x2). Thus, by the maximum principle, v < 0 in (x1, x2) and the u-equation implies that u  0 in
(x1, x2), which is a contradiction. Consequently,
v(x2) > 0.
An elementary inductive argument completes the proof of (4.9). 
Corollary 4.2. Let (u0, v0) be a coexistence state of (4.1) and F the operator (2.3). Then,
D(u,v)F(a,u0, v0) ∈ Iso(U ,U ). (4.10)
Proof. As D(u,v)F(a,u0, v0) is a compact perturbation of the identity map IU , (4.10) holds if and only
if
N
[
D(u,v)F(a,u0, v0)
]= [0].
This property is a straightforward consequence from Theorem 4.1. 
Remark 4.3. Combining the implicit function theorem with Corollary 4.2 it becomes apparent that
every coexistence state of (4.1) lies in a global analytic curve of coexistence states.
5. The uniqueness of the coexistence state of (4.1)
The main result of this section is the following consequence from Theorem 4.1.
Theorem 5.1. The coexistence state of (4.1) is unique if it exists.
Proof. Suppose (u, v), (u˜, v˜) are two arbitrary coexistence states of (4.1). Then,
−(u − u˜)′′ = au − buv − au˜ + bu˜ v˜
= a(u − u˜) − bv(u − u˜) − bvu˜ + bu˜ v˜
and, rearranging terms,
−(u − u˜)′′ + (bv − a)(u − u˜) = −bu˜(v − v˜).
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−(v − v˜)′′ + (du + e)(v − v˜) = (c − dv˜)(u − u˜).
Therefore, the pair
U := u − u˜, V := v − v˜
satisﬁes ⎧⎨
⎩
−U ′′ + (bv − a)U = −bu˜V
−V ′′ + (du + e)V = (c − dv˜)U in (0, L),
U (0) = U (L) = V (0) = V (L) = 0.
(5.1)
By Theorem 4.1, U = V = 0 and, hence, u = u˜ and v = v˜ . This ends the proof. 
By Remark 4.3, Proposition 2.2 and Theorems 1.3 and 5.1, the set of coexistence states of (4.1)
consists of an analytic curve bifurcating from (0,0) at a = σ1 and linking (σ1,0,0) with (σ1 +
bc/d,∞, c/d).
By the exchange stability principle of Crandall and Rabinowitz [5], around (σ1,0,0) the coexistence
state must be linearly stable and, therefore, by the linearized stability principle of Lyapunov, it is a
local attractor for the solutions of (1.1). By Theorem 5.1, if the stability of the coexistence state is lost,
a Hopf bifurcation to periodic solutions should occur from the coexistence state, but this problem
seems to be very diﬃcult to deal with without the help of numerics. Actually, in such cases, by the
main theorem of Arioli [1], (1.1) should indeed admit a non-trivial periodic solution.
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