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VOL. IT-14, NO. 5, SEPTEMBER 1968 Logical Basis for Information Theory and Probability Theory &ANDRE1 N. KOLMOGOROV Abstract-A new logical basis for information theory as well as probability theory is proposed, based on computing complexity. SECTION I w E SHALL be concerned with the main basic concepts of information theory, beginning with the traditional concept of the conditional entropy of x when the value of y is known, H(x 1 y), which can be interpreted as the quantity of information required for computing ("programming") the value z when the value y is already known. By using rp to denote a particular given known value, we get the unconditional entropy
H(x I cb) = H(x).
Information given by y concerning the value of x can, as is well known, be expressed:
1(x I Y) = H(x) -H(x I Y).
It is evident that
1(x ) x) = H(x).
The ordinary definition of entropy uses probability concepts, and thus does not pertain to individual values, but to random values, i.e., to probability distributions within a given group of values. In order to stress this difference, we will denote random values by Greek letters. By limiting the case to discrete distributions, let us recall the standard formula:
~logzp(~=zI~=y)*~*.
As we know, "probability" expressions can be realistically interpreted in statistical terms. In other words, our definition (1) can be used practically only in the application to the broad statistical populations of value pairs By far, not all applications of information theory fit rationally into such an interpretation of its basic con- cepts. I believe that the need for attaching definite meaning to the expressions H(x 1 y) and 1(x 1 y), in the case of individual values x and y that are not viewed as a result of random tests with a definite law of distribution, was realized long ago by many who dealt with information theory.
As far as I know, the first paper published on the idea of revising information theory so as to satisfy the above conditions was the article by Solomonov [l] . I came to similar conclusions, before becoming aware of Solomonov's work, in 1963-1964, and  The meaning of the new definition is very simple. Entropy H(x 1 y) is the minimal length of the recorded sequence of zeros and ones of a "program" P that permits construction of the value of 2, the value of y being known,
A(P.zl)=z This concept is supported by the general theory of "computable" (partially recursive) functions, i.e., by the theory of algorithms in general. We will return again to the interpretation of the notation A(P, y) = x.
Although Martin-Lijf and I realized the importance of the new concept, the development was hindered because the simplest formulas that can be produced as a result of simple algebraic transposition of (1) could not be derived from the new definitions. One such formula which cannot be derived is
However, on further examination, its content is not trivial; it does raise doubts as to the unconditional application of this formula as an information "analysis" formula. 
Such sequences cannot be determined by the use of a program that is shorter than their length. In order to program them we must write them out. They cannot be defined in any less simple manner. It is natural to recall that the absence of periodicity is, according to common sense, a symptom of randomness. We start with the premise that "tables of random numbers" used in mathematical statistics and probability theory are constructed in this manner.
To proceed further, let us examine how we see the sequence of zeros and ones, as a result of independent tests with a probability p of getting a one during each test. If 1 is large, the number of ones is approximatelv equal to lp, i.e., the frequency w =P gives us some idea about the periodicity present in the sequence x. On the basis of this recurrence, the unconditional entropy of x can be estimated by the inequality H(x 1 I, k) I log, Ct + O(1) (Addition of the term O(1) in the formula will be discussed below). If the entropy H(x: / 1, Ic) is close to this upper limit, the most economical method of programming 5 is by showing 1, k, and the number of sequences x among all Cf sequences with given 1 and lc. We view, approximately, in this manner "Bernoulli sequences" where separate signs are "independent" and appear with a certain probability p.
Thus we see that a concept analogous t,o the Bernoulli sequence can be formulated by using the language of the above mentioned algorithmic information theory.
Martin-Lof's work [4] is devoted especially to these Bernoulli sequences in the new light. Of course, the concept of Bernoulli finite sequences has to be "relative." In finite sequences there is no sharp division between 'Lrecurring" and "random." According to Martin-Liif, sequences are of m-Bernoulli type if sequences and continuous one sequences. It is clear that the description of such segments of infinite sequences can be substantially simplified in comparision with the sta.ndard description.
The most natural definition of infinite Bernoulli sequences is the following: x is considered m-Bernoulli type if m is such that all x1 are initial segments of the finite m-Bernoulli sequences. Martin-Lof gives another, possibly narrower definition.
Another concept, the one-half-Bernoulli sequence, which Martin-Liif used initially, was developed independently by Chaitin [5] .
It is possible that some readers have already noticed that by referring to infinite sequences we are dealing with a task already set by Mises in his concept of "collectives." As is known, Mises' concept was formulated by Church [6] using the approach of computable-function theory. Substantial addition to Mises' concept (the development of the "permissible choice system" concept) was given in my work [7] . Strictly formal presentation of this expanded theory can be found in Loveland's article [9] .
However, the Bernoulli sequences class, according to Church and Loveland, is too large. Their segments can be relatively 'Yecurring." There are Bernoulli sequences that fit both concepts, with segments having only a logarithmically increasing entropy,
H(x') = O(log I).
On the other hand, according to Martin-Lof (and according to previous definition) Bernoulli sequences have segments the complexity of which is almost maximal within the meaning of inequality, H(x') 2 I -O((log I)"'), E > 0 arbitrary.
Bernoulli sequences, according to Martin-Lof, possess all constructive qualities which, according to the modern probability theory, are proved (for any probability p) "with probability equal to 1." Nothing analogous can be stated about Bernoulli sequences according to Church or Loveland. H[x I Z(x), k(x)] 2 C2 -m.
Clear distinction between Bernoulli and non-Bernoulli CONCLUSIONS sequences is possible only after limit transition to infinite
The preceding rather superficial discourse should prove sequences of zeros and ones, two general theses.
x = (XI, 22, * . *, x, * * *). 1) Basic information theory concepts must and can be
In such a sequence let us denote by x1 its initial segment founded without recourse to the probability theory, of length I, and in such a manner that "entropy" and '<mutual information" concepts are applicable to individual x1 = (X1) * * *, x1).
values.
2) Thus introduced, information theory concepts can "reliability" to members of O(1) type. In the application form the basis of the term random, which naturally to formulas (3) and (4) the appearance of logarithmicsuggests that random is the absence of periodicity.
order terms was unexpected.
Presentation of the first part of the paper (Section I) was somewhat simplified. Only in Section II is the unavoidable relativity in differentiation between random and nonrandom in the application to finite objects emphasized. An analogous situation exists in the principles of information theory. Essentially, it is applicable to large quantities of information, when the initial information (contained in the method on which the theory is based) is infinitesimal. Our basic formula (1) It is important to understand that by using probability theory, we resort to considerably rougher generalization. A realistic interpretation of probability results is always statistical, and error estimates (occurring in the application of probability results to finite objects) are considerably rougher than in the information theory exposition being developed by us. BIBLIOGRAPHY R. J. Solomonov, Information and Control, vol. 7, pp. l-22, 1964. A. Kolmogorov, "Three approaches for defining the concept of information, quantity," Information , vol. 1, pp. 3-11, 1965. They allow the programming of anything with a program length that exceeds the length of any other programming method by not greater than a constant and is dependent only on this second programming method and not on values of x and y. Credit for noting this relatively simple condition evidently belongs to Solomonov and me. , vol. 12, pp. 279-294, 1966. -, "Hierarchy classification of recursively random sequences," Trans. Am. Math. Sot., vol. 125, pp. 497-510, 1966. Absfract-This paper is concerned with the minimum meansquared error (MMSE) nonlinear prediction of a class of random processes. A class of random processes is defmed by the property that its MMSE zero-memory predictor is represented by a finite sum of separable terms. Sufhcient conditions for the existence of such processes are also considered. The nonlinear predictor is restricted to be composed of a linear filter in parallel with a zeromemory nonlinearity (ZNL) preceded by a variable delay. The optimum predictor is shown to be the solution of linear integral equations with the same kernel as for the optimum linear predictor. The first step of the derivation also yields a simpler scheme which only requires the addition of a ZNL to the optimum linear predictor. The improvements in the MMSE of the two nonlinear systems over the linear case are compared and illustrated by a numerical example. Manuscript received July 31, 1967; revised March 4, 1968 . This work was supported by the Joint Services Electronics Program under Army Contract DAAB-07-67-C-0199.
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