Abstract. We present a mathematical model for network routing based on generating paths in a consistent direction. Our development is based on an algebraic and geometric framework for defining a directional coordinate system for real vector spaces. Our model, which generalizes graph st-numberings, is based on mapping the nodes of a network to points in multidimensional space and ensures that the paths generated in different directions from the same source are node-disjoint. Such directional embeddings encode the global disjoint path structure with very simple local information. We prove that all 3-connected graphs have 3-directional embeddings in the plane so that each node outside a set of extreme nodes has a neighbor in each of the three directional regions defined in the plane. We conjecture that the result generalizes to k-connected graphs. We also show that a directed acyclic graph (dag) that is k-connected to a set of sinks has a k-directional embedding in (k − 1)-space with the sink set as the extreme nodes.
An st-numbering provides a stronger model for routing applications than that which is provided by the (induced) independent sink trees in the following sense: For each pair of vertices u, v ∈ X = {s, t}, there exists a pair of tree-paths from distinct sink trees, one from u to X and the other from v to X, that is internally nodedisjoint. We say that a pair of sink trees with this property is strongly independent. A collection of k > 2 sink trees is strongly independent if for each set Y of k vertices {y 1 , . . . , y k : y i ∈ X} there exists a matching M of Y to the k trees such that the collection of induced tree-paths (each routing a distinct y i to X) is internally nodedisjoint. We strengthen Frank's conjecture by conjecturing that every k-connected graph has k strongly independent sink trees, and we prove our conjecture for k = 3 using a generalized st-numbering that yields the matching M of Y to the three sink trees.
Our generalization of graph st-numbering is based on an algebraic and geometric framework for defining directions in real vector spaces. Using this framework we propose a mathematical model for network routing based on directional graph embeddings with compass. We show that such embeddings naturally induce collections of strongly independent sink trees and thus encode the global disjoint path structure with very simple local information. A k-directional embedding of a graph G involves mapping the vertices V (G) to (k − 1)-space so that each vertex, outside a set of extreme vertices, has a neighbor in each of k distinct directions. Routing in the directional embedding model is based on generating routing paths that are monodirectional, i.e., the paths follow a consistent direction. The mechanisms of the model ensure that the monodirectional paths generated in different directions from the same source are node-disjoint.
The compass associated with our embeddings yields directions (or equivalently, directional regions relative to any fixed location) that possess a fundamental matching property of combinatorial interest. Namely, any set of k distinct points in (k − 1)-dimensional space can be matched to the set of k directions defined by the compass. The k points are matched in the sense that there exists a fixed location point s such that each of the original k points lies in a distinct directional region with respect to s. Furthermore, we characterize the set of all such points that satisfy this property, and we provide the conditions under which the associated matching is unique.
In this paper we apply these developments to prove that all 3-connected graphs have 3-directional embeddings in the plane. We conjecture that the result generalizes to the case of k-connected graphs, for each k > 3. Supporting this conjecture, we prove that a directed acyclic graph (dag) that is k-connected to a set of sinks has a k-directional embedding in (k − 1)-space. A proof of our conjecture would affirm the conjecture of Frank.
Comparisons with previous work. The concept of graph st-numberings has been generalized to geometric embedding of graphs in Euclidean space in Linial, Lovász, and Widgerson [12] . Cheriyan and Reif [5] later extended the results to digraphs. This generalization of st-numberings originated by appealing to potential functions in physics (e.g., rubber bands or electricity), leading to the notion of a convex embedding in general position. A graph has a convex X-embedding f if f is a mapping of the vertices to points in real space f : V → R |X|−1 such that, for each v ∈ V − X, f (v) is in the convex hull of f (N (v)). A convex embedding is in general position if f (V ) is in general position. Convex embeddings in general position characterize k-connected graphs, analogous to the st-numbering characterization of 2-connected graphs. Unfortunately, from the point of view of path generation, convex X-embeddings for |X| ≥ 3 neither seem to provide a model from which to extract structural information concerning disjoint paths to X nor seem to provide a means to generate independent sink trees.
Our conjecture that k-connected graphs have k-directional embeddings in R k−1 is equivalent to showing that convex embeddings in general position can be transformed to nondegenerate directional embeddings (see section 4). Our result that 3-connected graphs have 3-directional embeddings implies that 3-connected graphs have 3-independent spanning trees, which was previously shown by Zehavi and Itai [15] and Cheriyan and Maheshwari [4] .
A directional compass.
The basic framework for defining directions associated with a directional embedding is a natural one, obtained by defining a k-directional compass on the geometry of real vector spaces. A compass is given by a direction func-
. . , k} is a set of k directions, and has the following two properties: (1) A compass is translatable from the origin0, i.e., the direction of vector y relative to a reference vector x is d(x, y) = d(0, y − x), for every pair of points x, y; and (2) a compass has directional transitivity, i.e., if
, for every set of points x, y, z. From these two properties it follows immediately that for graphs embedded in k-space, monodirectional paths, i.e., paths that consistently follow the same direction, originating from the same vertex and following different directions, are internally node-disjoint. As a simple illustrative example, consider a graph embedded on the real line along with a 2-directional compass (on the real line) given by the positive and negative directions. It is clear that positive directed paths are disjoint from negative directed paths, when originating from the same node. It is this notion of directions in graphs that we wish to generalize to higher dimensions.
The generalized compass that we will apply enjoys a useful directional splitting property that is also enjoyed by the 2-directional compass on the real line. This splitting property of a compass is particularly useful for algorithmic constructions of directional embeddings.
Definition The compass for the plane R 2 using the four natural directions N,S,E,W does not satisfy the 4-directional splitting property, as seen in Figure 1 . We solve the problem of directional splitting by using a compass with three directions in R 2 and show that this extends to R k using a compass with k + 1 directions. We define a compass so that directional regions are associated with the space spanned by a given fixed set of vectors. To begin, let L be a fixed set of lines in R k through the origin. Divide each line l i ∈ L at the origin into two half-lines and arbitrarily label one half-line as ray-i and the other half-line as antiray-i. We say that a particular labeling is a convex bipartition labeling of L if the set of chosen rays are convex-spanning, i.e., the entire space R k is generated by positive (convex) linear combinations of vectors that lie on the rays. It follows that if the set of rays are convex-spanning, then the set of antirays are convex-spanning too. Clearly, in k-space, at least k + 1 lines are required for there to exist a set of rays that is convex-spanning. The antirays thus mark the "boundary corners" of each region. Each of the kdirectional regions is named by the index of the unique ray it contains (or equivalently, by the antiray it omits). The direction of a point that lies on the boundary (hyperplane) dividing more than one region is ambiguous, but by convention we consider it to have multiple directions, one for each region associated with the boundary.
There is, of course, a natural dual-compass demarcating directional antiregions defined by convex combinations of k −1 rays chosen from the set of k rays. Here the rays mark the boundary corners of directional antiregions, and each of the k-directional antiregions is named by the index of the unique antiray it contains. Antiregions are useful for identifying those points that have a fixed direction to a fixed reference point and for helping to locate splitter points.
For example, in Figure 2 we have a compass C 3 (L) in the plane, yielding directional regions that are symmetric. In this figure we see that region 1 is the set of convex combinations of points on antiray-2 and antiray-3. Dually, antiregion-1 (not labeled) is the set of convex combinations of points on ray-2 and ray-3 and defines precisely those points x for which point P lies in region 1, i.e., d(x, P ) = 1. We can find a splitter point of a set of three points {A, B, C}, as shown in Figure 3 , by considering the antiregions defined at each point. The splitter points are found in an intersection of three differently named antiregions. This intersection region associates each of the points {A, B, C} to a different region. Note that in Figure 3 the set of all splitter points forms a convex region, and any interior splitter point divides {A, B, C} into directional regions in the same way.
In the next section we show how to formalize this notion of matching points to directional regions, and we show how this extends to higher dimensions. We show that the set of splitter points always forms a convex region C and the set of strictsplitters is associated with the interior of C. Further, we show that there is a function that gives a weight to each point-direction pair such that maximum weight matchings correspond to the region C. The weighting is obtained by a special set of directional coordinates discussed in the next section.
3. A directional coordinate system and splitting lemma. For a given compass C k (L) in (k − 1)-space, we now show that there exists a transformation from Euclidean coordinates to a directional coordinate system. This new system uses ktuples in a manner where each fixed directional region (from the origin) is precisely those points whose ith component is maximum (dominant). The directional coordinatization is defined as follows. First, fix a collection {v 1 , v 2 , . . . , v k } of k nontrivial vectors on the k rays defined by C k (L), precisely one per ray, such that v i =0, the origin. Note that this can always be done since the rays are assumed to be convex-spanning.
To obtain directional coordinates, consider the linear transformation T :
The nullspace of this linear mapping is the line through the "all-1s" vector (1, 1, . . . , 1). Thus for any two points x 1 , x 2 ∈ T −1 (y) in the inverse transformation T −1 (y) of a point y ∈ R k−1 , we have that the differences between components are identical, and thus the minimum or maximum component of T −1 (y) is well defined. We will use angled brackets to represent the equivalence class and thereby denote the directional coordinates. So for example, we say that T −1 (y) = y 1 , y 2 , . . . , y k is the set of directional coordinates associated with a point y ∈ R k−1 . As the following proposition shows, the maximum directional component of T −1 (y) identifies the directional region in (k − 1)-space within which the point y ∈ R k−1 lies, with respect to the origin.
First, we illustrate the concept of directional coordinates using the example of the compass from Figure 2 . As noted, we first choose three vectors {v 1 , v 2 , v 3 } on these rays so that they sum to zero. We give the Euclidean coordinates of these vectors as follows: v 1 = (0, −2) on ray-1, v 2 = (− √ 3, 1) on ray-2, and v 3 = ( √ 3, 1) on ray-3. Now, say we are given a point q in the plane with Euclidean coordinates q = (q 1 , q 2 ). Under the inverse transformation T −1 (q) we obtain directional coordinates for q given by q = z 1 , z 2 , z 3 . By setting q = −(z 1 v 1 + z 2 v 2 + z 3 v 3 ) and using the Euclidean coordinates for each v i , we can solve for directional coordinates as follows: Proof. The transformation T is an onto mapping since the collection of vectors {v 1 , v 2 , . . . , v k } spans (k −1) -space. By definition, a point x ∈ R k−1 is in the ith directional region iff it is a convex combination of the antirays different from antiray-i, i.e., x = j =i λ j (−v j ), where each λ j ≥ 0 and each −v j is a vector on antiray-j. Hence, the directional coordinatization yields
. . , −λ k , and thus the ith component is maximum.
The following proposition is easily verified by applying Proposition 2. Proposition 3. The directional compass is translatable and has directional transitivity, as defined in section 2.
Within this directional coordinate system for (k − 1)-space we can identify the problem of finding a directional permutation with the problem of finding a maximum perfect matching in an associated weighted bipartite graph or, equivalently, finding a maximum weight permutation. To wit, let Y = {y 1 , y 2 , . . . , y k } be a set of k points in Euclidean space R k−1 , and for each 1
For π a permutation on A, we define wt(π), the weight of π, as the sum y π(i),i . We now prove the main theorem of this section.
Theorem 1 (the k-direction splitting lemma). Let A be a set of k points in
R k−1 .
The set of all k-directional splitter points of A forms a nonempty convex region. Further, a permutation π on A is a directional permutation associated with a splitter point iff π is a maximum weight permutation. Moreover, π is unique iff there exists a strict-splitter point of A.
Proof. First, assume that π is a maximum weight permutation. We now show that we can find a splitter point x such that y π(i) is in the ith directional region relative to x. From Proposition 2 we know that such a point x must satisfy the following property: The vector y π(i) −x when coordinatized as T −1 (y π (i)−x) must have its ith component as the maximum. Hence, choosing representatives
, we have that the following inequalities must be satisfied (independent of the representative choices): for each j = i,
These inequalities are simply a set of difference constraints of the form
We know from the theory of difference constraints (see [7] ) that such a set of constraints has a solution iff the associated constraint graph G π has no negative cycles. The constraint graph G π is a complete weighted directed graph on k vertices V (G π ) = {1, 2, . . . , k} with each edge (i, j) assigned the weight w(i, j) = y π(i),i − y π(i),j . By definition, the weight of a cycle (i 1 , i 2 , . . . , i p , i 1 ) is given by
Collecting terms, this sum is equal to
It follows that this value is nonnegative, since π is a maximum permutation (matching). Hence, we have proved that if π is a maximum weight permutation, then we can find a vector x that is a splitter point of A with π as the associated directional permutation. Note that a solution vector x can be found by applying an algorithm for shortest paths [7] .
For the converse, suppose that π is a directional permutation for A, and x is the associated splitter point. Let σ = π be some other permutation. We have the following inequalities that show that the weight of π is at least as large as the weight of σ:
Finally, it follows from the argument above that a permutation π is a unique maximum weight permutation iff there is a strict-splitter point. This can be deduced by replacing the inequalities in the difference constraints with strict inequalities.
Applications to graph connectivity and routing.
We now show the connection between the k-directional compass as defined in section 2 and the generation of disjoint paths in graphs using only local information. This connection is established by embedding the vertices of the graph to points of a real vector space. We define a directional embedding of a graph as follows.
Definition. A graph G = (V, E) has a directional X-embedding if there is a mapping f of the vertices to points in real space
Proposition 4. Let G = (V, E) be a graph and let X ⊂ V . If G has a nondegenerate directional X-embedding, then G contains |X| = k independent sink trees to X. Furthermore, these sink trees are strongly independent.
Proof. As noted earlier, the directional transitivity of the compass implies that paths generated in a consistent direction must be (internally) vertex-disjoint from paths generated consistently in a different direction, when the paths originate from the same vertex. Hence, each of the |X| = k directions can be used to define a distinct parent for each vertex u ∈ V − X − {v}. Thus, each of the k directions can be associated with a distinct sink tree, and the collection of k sink trees is independent. It is easily verified that these trees are strongly independent, since we can match any set Y of k points to the k sink trees via the directional splitting permutation π Y .
We remark that by viewing a graph as a symmetric digraph we can strengthen Proposition 4 so as to produce k pairwise independent dags; each direction determines a dag with a single sink vertex v. A pair of dags on the same vertex set is independent if, given any vertex u, all paths in one dag are internally node-disjoint from all paths in the other dag originating at the same vertex.
A long-standing, open conjecture of Frank (see [13] ) states that all k-connected graphs have, for each vertex v, k-independent spanning trees rooted at v. Our results lead us to conjecture a stronger result.
Conjecture 1. A graph G is k-connected iff for every X ⊂ V , with |X| = k, G has a nondegenerate directional X-embedding.
A closely related conjecture builds on the characterization of [12] .
Conjecture 2. A graph G has a convex X-embedding in general position iff G has a nondegenerate directional X-embedding.
From the results in [12] it follows that the if-part of Conjecture 2 holds. Further, from st-numbering we have that the conjecture is true for |X| = 2. We prove in section 5 that both conjectures are true for |X| = 3. We remark that Conjectures 1 and 2 are not true for directed graphs, since there are k-connected digraphs that do not have k-independent sink trees, for each k ≥ 3 [9] . However, we now show the conjecture is true for dags k-connected to a sink set. As a corollary of this result we have that dags k-connected to a sink vertex v can be decomposed into k-independent dags (independently proven by [1] and [9] ). Theorem 2. A dag k-connected to a set X of k sink vertices has a nondegenerate directional X-embedding.
Proof. Embed the sink vertices X anywhere in general position in R k−1 . It follows from k-connectivity that all nonsink vertices have outdegree at least k. Now topologically sort the remaining vertices. Each vertex, considered in (reverse) topological order, can be positioned as a splitter point of any size k subset of its out-neighborhood. By employing slight adjustments, each point can be made a strict-splitter. Hence, the theorem follows.
Directional embeddings of 3-connected graphs.
In this section we show that 3-connected graphs have 3-directional embeddings in the plane. To prove this we need a result that is stronger than Theorem 1 (the splitting theorem). Let us assume we are given a 3-directional compass C 3 (L) in the plane equipped with a fixed set of three rays (and the complementary antirays). We now show that it is still possible to "split" a set of three points in the plane into three directions even with the addition of many new directional constraints of a certain type. Proof. Clearly, ray-i intersects no other antiray originating at c except for antirayj. If any point on the segment [a, p] lies in a region different from that of a with respect to the reference point c, then this segment must cross a boundary of directional regions, i.e., it must cross a different antiray from c; this is a contradiction. d(b, a) . Hence, if no antiray originating at a point of C intersects the ray r, then setting s = p satisfies all the constraints of the lemma. Otherwise, consider all the points of intersection of the ray r with the three antirays originating at points of C. Let p 0 denote the intersection point (of ray r with the antiray originating from a point c 0 ∈ C) that is nearest a. Then by Lemma 1, it follows that s = p 0 is a 3-directional splitter (nonstrict) that satisfies all the constraints and the lemma holds. We remark that by perturbing the points the splitter can be made strict.
Graphs that are 3-connected have the following characterization well known as Tutte's wheel theorem. A wheel is a graph consisting of a cycle (of at least three vertices) and a distinct hub vertex that is connected to every vertex on the cycle.
Theorem 3 (Tutte's wheel theorem [14] ). If a graph G is 3-connected, then either G is a wheel or there is an edge of G that can be deleted or contracted while preserving 3-connectivity. Furthermore, no contractible edge is part of a triangle.
It follows immediately from Tutte's theorem that every 3-connected graph can, through a series of edge contractions and removals of multiedges, be reduced to K 3 while preserving 3-connectivity at each intermediate step. We now extend this result to show that these contractions can be chosen to avoid the edges of any given triangle S ⊂ G. Proof. The proof will follow by induction on the number of edge contractions. First, suppose that a vertex s i of the triangle S has only a single neighbor x outside S. The edge e = s i x can be contracted without affecting 3-connectivity. The 3-connectivity is preserved since the three disjoint paths that all vertices in V − S have to S before the contraction of e remain unaffected after the contraction.
Hence, we can assume all vertices of the triangle S have at least two neighbors in the set V − S. Starting with the graph G, consider the sequence of Tutte contractions {e 1 , e 2 , . . .}, and let e k denote the first edge in the sequence that is not part of the triangle S.
If the graph G e k obtained by contracting the edge e k in the graph G is 3-connected, then the theorem follows by induction.
Suppose, on the other hand, that G e k has a 2-vertex cut C. The 2-cut C must contain a vertex of S, since otherwise C would be a 2-cut in the graph G = G {e1,e2,...,e k } obtained by contracting the sequence of edges {e 1 , e 2 , . . . , e k }; however, this graph G is 3-connected by Tutte's theorem. The 2-cut C must also contain a vertex of S, since otherwise C would be a 2-cut in the graph G, which is assumed to be 3-connected. Hence, the 2-cut C in the graph G e k contains precisely one vertex of S, say, s 3 , and one vertex of V − S, say, x. No connected component of G e k (V − C) can contain vertices in both S and V − S, since otherwise this would imply that the graph G has a 2-cut. It follows that the remaining vertices {s 1 , s 2 } in S − C must have the vertex x as their only neighbor in the graph G e k . Hence, the (original, uncontracted) graph G contains two vertices x 1 , x 2 in V − S that are neighbors with each of the two vertices s 1 , s 2 of S − C, forming a K 2,2 subgraph.
We claim that we can contract any edge e of this K 2,2 subgraph of G without affecting 3-connectivity. This claim follows from the fact that the three disjoint paths to S that each vertex possesses in the graph G can be chosen so that one path uses edge s 1 x 1 and another uses s 2 x 2 . Hence, contracting the edge s 1 x 1 (or edge s 2 x 2 ) will not change the number of disjoint paths to S, i.e., the graph G e is 3-connected. The proof thus follows by induction. Proof. The proof is an immediate consequence of Theorem 4, since if we complete S to a triangle, the graph becomes 3-connected.
We apply the reduction theorem to show that we can inductively obtain a 3-directional embedding when a graph is 3-connected to a set of vertices S.
Theorem 5. Let G be a graph, and suppose S is any set of three vertices. Then G is 3-connected to S iff G has a nondegenerate directional S-embedding.
Proof. The proof of the if-part is immediate from Proposition 4. The proof of the converse follows by induction on the number of reduction operations defined by Corollary 1 above.
For the inductive hypothesis we assume we have a nondegenerate directional Sembedding of a reduced graph G . For the base of the induction embed the three vertices of S anywhere in general position in R 2 . Clearly, for an edge addition operation the induction is trivially extended. Edge expansions involving a single vertex of S are also trivial. We need only consider the case of an edge expansion not involving S (i.e., a vertex 3-split operation).
We may assume the vertex a ∈ S involved in the edge expansion is a 3-directional splitter of its neighbors represented by B ∪ C, where |B| ≥ 2 ≤ |C|. Further, we can assume w.l.o.g. that a is a 2-directional splitter of B, i.e., there are two points in B that lie in two distinct directions relative to the reference point a. The proof of the theorem follows from the following claim.
Claim. 6. Conclusion. In this paper we proposed a mathematical model for network routing based on generating paths in a consistent direction. Our directional model was developed out of an algebraic and geometric framework. We gave a natural model for defining directions in real spaces and showed that such directions possess a fundamental matching property of combinatorial interest. We defined a generalization of st-numberings that was based on embedding the vertices in multidimensional space and applying the defined directions for disjoint path generation. Directional embeddings are motivated by the fact that they encode the disjoint path structure and induce strongly independent sink trees with simple local information. We showed that a dag that is k-connected to a set of sinks has a k-directional embedding in (k − 1)-space with the sink set as the extreme vertices. Finally, we proved that all 3-connected graphs have 3-directional embeddings in the plane. The problem of whether directional embedding exist for k-connected graphs, for k > 3, remains open.
