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LOCALLY DIVERGENT ORBITS OF MAXIMAL TORI AND
VALUES OF FORMS AT INTEGRAL POINTS
GEORGE TOMANOV
Abstract. Let G be a semisimple algebraic group defined over a number
field K, T a maximal K-split torus of G, S a finite set of valuations of
K containing the archimedean ones, O the ring of S-integers of K and KS
the direct product of the completions Kv, v ∈ S. Denote G = G(KS),
T = T(KS) and Γ = G(O). Let Tpi(g) be a locally divergent orbit for the
action of T on G/Γ by left translations. We prove: (1) if #S = 2 then the
closure Tpi(g) is a union of finitely many T -orbits all stratified in terms of
parabolic subgroups of G×G and, therefore, Tpi(g) is homogeneous only if
Tpi(g) is closed; (2) if #S > 2 andK is not a CM-field then Tpi(g) is squeezed
between closed orbits of two reductive groups of equal semisimple ranks
implying that Tpi(g) is homogeneous when G = SLn. As an application,
if f = (fv)v∈S ∈ KS [x1, · · · , xn], where fv are non-pairwise proportional
decomposable over K homogeneous forms, then f(On) is dense in KS .
1. Introduction
Let G be a semisimple algebraic group defined over a number field K. Let S
be a finite set of (normalized) valuations of K containing all archimedean ones
and O the ring of S-integers of K. We denote by Kv, v ∈ S, the completion
of K with respect to v and by KS the direct product of the topological fields
Kv. Put G = G(KS). The group G is naturally identified with the direct
product of the locally compact groups Gv = G(Kv), v ∈ S, and G(K) is
diagonally imbedded in G. Let Γ be an S-arithmetic subgroup of G, that is,
Γ∩G(O) have finite index in both Γ and G(O). The homogeneous space G/Γ
is endowed with the quotient topology and has finite volume with respect to the
Haar measure. Every closed subgroup H of G acts on G/Γ by left translations
hπ(g)
def
= π(hg),
where π : G→ G/Γ is the quotient map. An orbit Hπ(g) is called divergent if
the orbit map H → G/Γ, h 7→ hπ(g), is proper, i.e., if {hiπ(g)} leaves compacts
of G/Γ whenever {hi} leaves compacts of H . It is clear that every divergent
orbit is closed. We say that the closure Hπ(g) of Hπ(g) in G/Γ is homogeneous
if Hπ(g) = Lπ(g) for some closed subgroup L of G.
Fix a maximal K-split torus T of G and, for every v ∈ S, a maximal Kv-
split torus Tv of G containing T. Recall that, given a field extension F/K, the
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F -rank of G, denoted by rankFG, is the common dimension of the maximal
F -split tori of G. So, rankKvG ≥ rankKG and rankKvG = rankKG if and only
if T = Tv. Let Tv = Tv(Kv) and T =
∏
v∈S Tv ⊂ G. An orbit Tπ(g) is called
locally divergent if Tvπ(g) is divergent for every v ∈ S.
The locally divergent orbits, in general, and the closed locally divergent or-
bits, in particular, are classified by the following
Theorem 1.1. (cf.[T1, Theorem 1.4 and Corollary 1.5]) With the above nota-
tion, we have:
(a) An orbit Tvπ(g) is divergent if and only if
(1) rankKvG = rankKG
and
(2) g ∈ ZG(Tv)G(K),
where ZG(Tv) is the centralizer of Tv in G. So, Tπ(g) is locally divergent
if and only if (1) and (2) hold for all v ∈ S;
(b) An orbit Tπ(g) is locally divergent orbit and closed if and only if (1)
holds for all v ∈ S and
g ∈ NG(T )G(K),
where NG(T ) is the normalizer of T in G.
The proof of Theorem 1.1 was preceded by [T-We], [We] and [T2] and by a
result of G.A.Margulis for SLn(R)/SLn(Z) (see [T-We, Appendix]).
Theorem 1.1 easily implies
Corollary 1.2. A non-closed locally divergent T -orbit exists if and only if
rankKG > 0, #S ≥ 2, and (1) is valid for all v ∈ S.
In the present paper we study the structure of the closures of the non-closed
locally divergent T -orbits. It turns out that the cases #S = 2 and #S > 2
behave in drastically different ways. When #S = 2 the structure of Tπ(g) is
similar to that of a toric variety: Tπ(g) is open in Tπ(g) and Tπ(g) is a union
of finitely many locally divergent T -orbits all stratified in terms of parabolic
subgroups of G ×G (Theorem 1.3). Therefore, Tπ(g) is homogeneous if and
only if Tπ(g) is closed (Corollary 1.6). On the other hand, when #S > 2
and Tπ(g) is not closed Tπ(g) is never a finite union of T -orbits. In this case
we prove (Theorem 1.8) that if K is not a CM-field 1 then Tπ(g) is squeezed
between closed orbits of reductive subgroups of G of equal positive semisimple
ranks. Hence if G = SLn then Tπ(g) is always homogeneous (Corollary 1.9).
During the recent years a number of problems from the Diophantine ap-
proximation of numbers have been reformulated in terms of action of maximal
1Recall that K is a CM-field if it is a quadratic extension K/F where the base field F is
totally real but K is totally imaginary.
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tori on G/Γ and, in some cases, successfully tackled. (See, for exemple, [M2],
[E-K-L], [E-Kl], [Sha].) It is worth mentioning that the dynamics of the action
of maximal split tori on G/Γ is closely related to the dynamics of the action
of unipotent groups of G on G/Γ. Both actions have many complementary
features but the latter is much better understood and motivates problems and
conjectures about the former. For example, in contrast to the tori orbits, the
unipotent orbits are always recurrent and, therefore, never divergent or locally
divergent (cf. [M6] and [D]). As another example, if H is a subgroup generated
by 1-parameter unipotent subgroups of G then Hπ(g) is homogenous. (See the
proof of the Oppenheim Conjecture [M1], followed by [DM1], M.Ratner’s results
for arbitrary real Lie groups [Ra1] and [Ra2], and the corresponding results in
S-adic setting [BP], [MT], [Ra3] and [To4].) It was believed up to recently that
Tπ(g) is homogenous whenever T is maximal (even higher dimensional) split
torus and G/Γ does not admit rank 1 T -invariant factors. (See Margulis’ [M3,
Conjecture 1] for an exact formulation.) Sparse counter-examples to Margulis’
conjecture have been given in [Mau] for G = SLn(R), n ≥ 6, and the action of
multi-dimensional but non-maximal T , in [Sha] (see also [L-Sha, Theorem 1.5])
for SL3(R)/SL3(Z) and maximal T , and in [T3] for direct products of r ≥ 2
copies of SL2(R) or SL2(C) and the action of both maximal and non-maximal
T . The main results from [T3] are extended in this paper to all semi-simple
algebraic K-groups.
Let us give the exact formulations of our results starting with the case #S =
2. We will use some basic concepts from the theory of linear algebraic groups
recalled in §2.3. So, let S = {v1, v2}, g = (gv1 , gv1) ∈ G and Tπ(g) be a locally
divergent orbit. Let Π be a system of simple K-roots with respect to the
maximal K-split torus T. Given Ψ ⊂ Π, we denote by PΨ the corresponding
to Ψ standard parabolic subgroup and by P−Ψ the opposite to PΨ parabolic
subgroup. It is well known that PΨ (respectively, P
−
Ψ) is a semidirect product of
its unipotent radical VΨ (respectively, V
−
Ψ) and the Levy subgroup ZG(TΨ) =
PΨ ∩P−Ψ. Put
PΨ(g) = {ω1P−Ψω−11 × ω2PΨω−12 |ω1, ω2 ∈ NG(T), gv1g−1v2 ∈ ω1V−ΨPΨω−12 }
and
P(g) =
⋃
Ψ⊂Π
PΨ(g).
The parabolic subgroups from the finite set P(g) are called admissible with
respect to g. It is clear that PΠ(g) = {G ×G} and P∅(g) consists of minimal
parabolic K-subgroups of G×G.
To every P ∈ P(g) we associate a locally divergent T -orbit as follows. If
P = ω1P
−
Ψω
−1
1 × ω2PΨω−12 and gv1g−1v2 = ω1v−ΨzΨvΨω−12 , where v−Ψ ∈ V−Ψ, zΨ ∈ZG(TΨ) and vΨ ∈ VΨ, we put
(3) Orbg(P)
def
= T (ω1(v
−
Ψ)
−1ω−11 , ω2vΨω
−1
2 )π(g).
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It is easy to see that Orbg(P) is a well-defined locally divergent orbit (Lemma
5.1). Note that Orbg(G×G) = Tπ(g).
Theorem 1.3. With the above notation, let P ∈ P(g). Then
Orbg(P) =
⋃
P′∈P(g), P′⊂P
Orbg(P
′).
In particular,
Tπ(g) =
⋃
P∈P(g)
Orbg(P).
Theorem 1.3 implies easily:
Corollary 1.4. Let P ∈ P(g). Choose a P˜ ∈ P(g) with Orbg(P˜) = Orbg(P)
and being minimal with this property. Then
Orbg(P) \Orbg(P) =
⋃
P′∈P(g), P′$P˜
Orbg(P′).
In particular, Tπ(g) is open in its closure.
The closed T -orbits in Tπ(g) are parameterized by the minimal parabolic
subgroups of G×G belonging to P(g). Namely, we have:
Corollary 1.5. If P is minimal in P(g) then Orbg(P) is closed and P is a
minimal parabolic subgroup of G × G. Moreover, P∅(g) 6= ∅ and {Orbg(P) :
P ∈ P∅(g)} is the set of all closed T -orbits in Tπ(g).
We get the following refinement of Theorem 1.1 (b):
Corollary 1.6. The following conditions are equivalent:
(a) Tπ(g) is closed,
(b) Tπ(g) is homogenous,
(c) g ∈ NG(T )G(K),
(d) Tπ(g) = Orbg(P) for some minimal P ∈ P(g),
(e) Tπ(g) = Orbg(P) for every P ∈ P(g).
The map P 7→ Orbg(P), P ∈ P(g), is not injective, in general, but it becomes
injective if gv1g
−1
v2 belongs to a non-empty Zariski dense subset of G.
Corollary 1.7. For every Ψ ⊂ Π, denote by nΨ the number of parabolic sub-
groups containing T and conjugated to PΨ. We have
(a) The number of different T -orbits in Tπ(g) is bounded from above by∑
Ψ⊂Π n
2
Ψ and the number of different closed T -orbits in Tπ(g) is bounded
from above by n2∅;
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(b) There exists a non-empty Zariski dense subset Ω ⊂ G(K) such that if
gv1g
−1
v2
∈ Ω then the map Orbg(·) is injective and Tπ(g) is a union of
exactly
∑
Ψ⊂Π n
2
Ψ pairwise different T -orbits and among them exactly n
2
∅
are closed.
Recall that the semi-simple K-rank of a reductive K-group H, denoted by
s.s.rankK(H), is equal to rankKD(H) where D(H) is the derived subgroup of
H.
The main result for #S > 2 is the following
Theorem 1.8. Let #S > 2, K be not a CM-field and Tπ(g) be a locally
divergent non-closed orbit. Then there exist h1 and h2 ∈ NG(T )G(K) and
reductive K-subgroups H1 and H2 of G such that
(4) s.s.rankK(H1) = s.s.rankK(H2) > 0,
and
h2H2π(e) ⊂ Tπ(g) ⊂ h1H1π(e),
where H1 = H1(KS), H2 = H2(KS) and the orbits h1H1π(e) and h2H2π(e) are
closed and T -invariant.
The above theorem implies
Corollary 1.9. With the assumptions of Theorem 1.8, if G = SLn then Tπ(g)
is homogeneous. Moreover, if g = (gv1 , · · · , gvr) ∈ G, where S = {v1, · · · , vr},
Tπ(g) is dense in G/Γ if and only if
r−1⋂
i=1
ZT(ωigvi(gvr)−1) is finite for all choices
of ωi ∈ NG(T).
In §8.2 we prove Theorem 8.1 which shows on the example of G = SL2
that the claims of Theorem 1.8 and Corollary 1.9 are not valid for CM fields.
Moreover, using the restriction of scalars functor, we get that Tπ(g) as in
the formulation of Theorem 1.8 is, in general, not homogeneous. Theorem
8.1 provides counter-examples to Margulis’ conjecture which differ from the
counter-examples in [Mau], [Sha] and [L-Sha] in the following sense: in [Mau],
[Sha] and [L-Sha] Tπ(g) \ Tπ(g) is contained in a union of 2 closed orbits of
proper subgroups of G while in Theorem 8.1 Tπ(g) \ Tπ(g) is not contained in
a countable union of closed orbits of proper subgroups of G.
As an application, we describe the closures of the values at S-integral points
of decomposable over K homogeneous forms. First, we introduce the necessary
notation and formulate a general conjecture. Let KS [ ~x ] be the ring of polyno-
mials in n ≥ 2 variables ~x = (x1, . . . , xn) with coefficients from the topological
ring KS . Note that KS [~x] =
∏
v∈S
Kv[~x]. The ring K[~x] is identified with its
diagonal imbedding in KS [~x]. Let f(~x) = (fv(~x))v∈S ∈ KS [~x]. We suppose
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that every fv(~x) = l
(v)
1 (~x) · · · l(v)m (~x), where l(v)1 (~x), . . . , l(v)m (~x) are linearly inde-
pendent over Kv linear forms in Kv[~x]. (So, m ≤ n.) It is easy to see that if
f(~x) = c · h(~x), where h(~x) ∈ K[~x] and c ∈ KS , then f(On) is discrete in KS .
In fact, the opposite is also true: the discreteness of f(On) in KS implies that
fv(~x), v ∈ S, are all proportional to a polynomial h(~x) ∈ K[~x] ([T1, Theorem
1.8]). It is natural to ask what is the closure of f(On) in KS if fv(~x), v ∈ S,
are not all proportional to some polynomial with coefficients from K.
Conjecture. With f as above, let #S > 2 and K be not a CM-field.
Suppose that fv(~x), v ∈ S, are not all proportional to a non-zero polynomial
with coefficients from K. Then f(On) is dense in KS .
We say that fv is decomposable over K if the linear forms l
(v)
1 (~x), . . . , l
(v)
m (~x)
are all with coefficients from K. Using Corollary 1.9, we prove
Theorem 1.10. Conjecture 1 is true if every fv, v ∈ S, is decomposable over
K.
It is shown in §8.3 that the analog of Theorem 1.10 (and, therefore, that of
the above conjecture) is not always true if #S = 2 or #S ≥ 2 and K is a
CM-field. If f(On) = KS it is a natural problem to understand the distribution
of f(On) in KS . Presumably, it is a matter of a uniform distribution.
2. Preliminaries: notation and some basic concepts
2.1. Numbers. As usual, N, Z, Q, R, and C denote the non-negative integer,
integer, rational, real and complex numbers, respectively. Also, N+ = {x ∈ N :
x > 0} and R+ = {x ∈ R : x > 0}.
In this paper K is a number field, that is, a finite extension of Q. All
valuations of K which we consider are supposed to be normalized (see [CF,
ch.2, §7]) and, therefore, pairwise non-equivalent. If v is a valuation of K then
Kv is the completion of K with respect to v and | · |v is the corresponding
norm on Kv. Recall that if Kv = R (respectively, Kv = C) then | · |v is the
absolute value on R (respectively, the square of the absolute value on C). If v
is non-archimedean then Ov = {x ∈ Kv : | x |v ≤ 1} is the ring of integers of
Kv.
We fix a finite set S = {v1, · · · , vr} of valuations ofK containing all archimedean
valuations of K. The archimedean valuations in S will be denoted by S∞. We
also denote Sf = S \ S∞.
Sometimes we will write Ki instead of Kvi and | · |i instead of | · |vi .
We denote by O the ring of S-integers of K, i.e., O = K⋂(⋂v/∈S Ov). Also,
O∞ = K
⋂
(
⋂
v/∈S∞
Ov) is the ring of integers of K.
Let KS
def
=
∏
v∈S Kv. The field K is a dense subfield of the topological ring
KS and O is a lattice in KS .
As usual, if R is a ring R∗ denotes the multiplicative group of units of R.
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2.2. Groups. Further on, we use boldface letters to denote the algebraic groups
defined over K (shortly, theK-algebraic groups or the algebraicK-groups). Let
H be a K-algebraic group. As usual, Ru(H) (respectively, Lie(G)) stands for
the unipotent radical (respectively, the Lie algebra) ofH. Given v ∈ S, we write
Hv
def
= H(Kv) or simply Hi if S = {v1, · · · , vr} and v = vi. Put H def= H(KS).
On every Hv we have Zariski topology induced by the Zariski topology on H
and Hausdorff topology induced by the Hausdorff topology on Kv. The formal
product of the Zariski (resp., the Hausdorff) topologies on Hv, v ∈ S, is the
Zariski (respectively, the Hausdorff) topology on H . In order to distinguish the
two topologies, all topological notions connected with the first one will be used
with the prefix ”Zariski”.
The algebraic groups in this paper are supposed to be linear. Every K-
algebraic group H is a Zariski closed K-subgroup of SLl for some l ∈ N+.
The group SLl itself is identified with SLl(Ω) where Ω is a universal domain,
i.e. Ω is an algebraically closed field of infinite transcendental degree over Q
containing K and all Kv. We denote by GL1 the 1-dimensional Q-split torus
and by Dl the subgroup of diagonal matrices in SLl. So, Dl is isomorphic over
Q to GLl−11 . Moreover, H(O) = SLl(O) ∩ H. A subgroup ∆ of H is called
S-arithmetic if ∆ and H(O) are commensurable, that is, if ∆∩H(O) has finite
index in both ∆ and H(O). Recall that if H is semisimple then ∆ is a lattice
in H , i.e. H/∆ has finite Haar measure.
The Zariski connected component of the identity e ∈ H is denoted by H•.
In the case of a real Lie group L the connected component of the identity is
denoted by L◦.
If A and B are subgroups of an abstract group C then NA(B) (resp., ZA(B))
is the normalizer (resp., the centralizer) of B in A.
2.3. K-roots. In this paper G is a connected, semisimple, K-isotropic alge-
braic group and T is a maximal K-split torus in G. The imbedding of G in
SLl (see §2.2) is chosen in such a way thatT = G∩Dl andT(O) = G∩Dl(O) ∼=
(O∗)rankKG.
We denote by Φ(≡ Φ(T,G)) the system of K-roots with respect to T. Let
Φ+ be a system of positive K-roots in Φ and Π be the set of simple roots in
Φ+. (We refer to [B, §21.1] for the standard definitions related to the K-roots.)
If χ ∈ Φ we let gχ be the corresponding root-space in Lie(G). For every
α ∈ Π we define a projection πα : Φ→ Z by πα(χ) = nα where χ =
∑
β∈Π nββ.
Let Ψ ⊂ Π and TΨ def= (
⋂
α∈Ψ ker(α))
•. We denote by PΨ the (standard)
parabolic subgroup corresponding to Ψ and by P−
Ψ
the opposite parabolic sub-
group corresponding to Ψ. The centralizer ZG(TΨ) is a common Levi subgroup
of PΨ and P
−
Ψ
, PΨ = ZG(TΨ)⋉Ru(PΨ) and P−Ψ = ZG(TΨ) ⋉Ru(P−Ψ). We
will often use the simpler notation VΨ
def
= Ru(PΨ) and V−Ψ
def
= Ru(P−Ψ). Recall
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that
(5) Lie(VΨ) =
⊕
∃α∈Π\Ψ, piα(χ)>0
gχ,
(6) Lie(V−
Ψ
) =
⊕
∃α∈Π\Ψ, piα(χ)<0
gχ,
and
(7) Lie(ZG(TΨ)) = Lie(ZG(T))⊕
⊕
∀α∈Π\Ψ, piα(χ)=0
gχ.
It is well known that the map Ψ 7→ PΨ is a bijection between the subsets of
Π and the parabolic subgroups of G containing B, cf. [B, §21.11]. Note that
P∅, P∅
− are minimal parabolic subgroups and G = PΠ = P
−
Π.
Given α ∈ Φ we let (α) be the set of roots which are positive multiple of
α. Then g(α)
def
=
⊕
β∈(α) gβ is the Lie algebra of a unipotent group denoted
by U(α). Given Ψ ⊂ Π, let Ψ′ be the set of all non-divisible positive roots χ
such that ∃α ∈ ∆ \Ψ, πα(χ) > 0. Then the product morphism (in any order)
Π
χ∈Ψ′
U(χ) → VΨ is an isomorphism of K-varieties [B, 21.9].
It follows from the above definitions that Ψ1 ⊂ Ψ2 ⇔ PΨ1 ⊂ PΨ2 ⇔
VΨ1 ⊃ VΨ2 ⇔ ZG(TΨ1) ⊂ ZG(TΨ2). Let V[Ψ2\Ψ1] def= ZG(TΨ2) ∩ VΨ1 and
V−[Ψ2\Ψ1]
def
= ZG(TΨ2) ∩V−Ψ1. It is easy to see that
(8) VΨ1 = VΨ2V[Ψ2\Ψ1] = V[Ψ2\Ψ1]VΨ2.
Recall that the Weyl group W def= NG(T)/ZG(T) acts by conjugation sim-
ply transitively on the set of all minimal parabolic K-subgroups of G con-
taining T. When this does not lead to confusion, we will identify the ele-
ments from W with their representatives from NG(T). It is easy to see that
WΨ = NZG(TΨ)(T)/ZG(T) is the Weyl group of ZG(TΨ). Note that W =W∅.
We will denote by ω0 the element from W such that ω0P∅ω−10 = P−∅ .
3. On the group of units of O
Recall that S = {v1, · · · , vr}, r ≥ 2, Ki = Kvi and KS =
∏
i
Ki. By the
S-adic version of Dirichlet’s unit theorem, the Z-rank of O∗ is equal to r − 1.
Moreover, if K1S = {(x1, · · · , xr) ∈ K∗S : |x1|1 · · · |xr|r = 1} then O∗ is a lattice
of K1S .
For every m ∈ N+, we denote O∗m = {ξm|ξ ∈ O∗}. The next proposition
follows easily from the compactness of K1S/O∗m.
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Proposition 3.1. For every m ∈ N+ there exists a constant κm > 1 such that
given (ai) ∈ K1S there exists ξ ∈ O∗m satisfying
1
κm
≤ |ξai|i ≤ κm
for all 1 ≤ i ≤ r.
Let S∞ = {v1, · · · , vr′} and Sf = {vr′+1, · · · , vr}. So, K1 = R or C. In the
next proposition p : K1S → K∗1 is the natural projection and L def= p(O∗).
Proposition 3.2. With the above notation, we have:
(1) If r = 2 then L◦ = {1};
(2) Let r ≥ 3. We have:
(a) L◦ 6= {1}. In particular, L◦ = R+ if K1 = R;
(b) Let K1 = C.
(i) If L◦ = R+ then K is a CM-field;
(ii) Suppose that K is not a CM-field and L 6= C∗. Then L◦
coincides with the unit circle group in C unless r = 3.
Proof. (1) follows easily from the compactness of K1S/O∗m.
(2) If r ≥ 3 in view of Dirichlet’s unit theorem O∗ contains a subgroup of
Z-rank 2. Therefore p(O∗) is not discrete, proving that L◦ 6= {1}.
Let K1 = C. Suppose that L◦ = R+. Therefore L is a finite extension of L◦.
Hence there exists m such that p(O∗m) is a dense subgroup of L◦. Let F be the
number field generated over Q by O∗m. Then F is proper subfield of K and its
unit group has the same Z-rank as that of K, i.e. K has a ”unit defect”. It is
known that the fields with ”unit defect” are exactly the CM-fields (cf.[Re]).
It remains to consider the case when K is not a CM-field, L 6= C∗ and r > 3.
Since L◦ is a 1- dimensional subgroup of C∗ we need to prove that L◦ couldn’t
be a spiral. This will be deduced from the following six exponentials theorem
due to Siegel: if x1, x2, x3 are three complex numbers linearly independent over
Q and y1, y2 are two complex numbers linearly independent over Q then at least
one of the six numbers {exiyj : 1 ≤ i ≤ 3, 1 ≤ j ≤ 2} is transcendental.
Now, suppose by the contrary that L◦ is a spiral, that is, L◦ = {et(a+ib) :
t ∈ R} for some a and b ∈ R∗. Since r > 3 there exist ξ1, ξ2 and ξ3 ∈ p(O∗)
which are multiplicatively independent over the integers. We may suppose that
ξ1 = e
a+i, ξ2 = e
u(a+ib) and ξ3 = e
v(a+ib) where u and v ∈ R∗ and i = √−1.
Remark that {1, u, v} are linearly independent over Q, {a + ib, ib} are linearly
independent over Q, and the six numbers ξ1, ξ2, ξ3,
ξ1
|ξ1|
, ξ2
|ξ2|
, ξ3
|ξ3|
are all algebraic.
This contradicts the six exponentials theorem. 
If K1 = C and K is not a CM-field, it is not difficult to give examples when
L◦ is the circle group and when L = C∗.
Examples.1) For every n ≥ 1, let fn(x) = (x2 − (
√
n2 + 1 + n)x + 1)(x2 −
(−√n2 + 1 + n)x + 1). Then fn(x) is an irreducible polynomial in Q[X ] with
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two real and two (conjugated) complex roots. Let K1 = Q(αn) where αn is one
of the complex roots of fn(x). Then L
◦ is the circle group of C∗.
2) It is easy to see that if K is a totally imaginary, Galois, non-CM-number
field of degree ≥ 6 then L = C∗.
Finally, the following is quite plausible:
Conjecture 2. L◦ is never a spiral.
In response to a question of the author, Federico Pellarin observed that Con-
jecture 2 follows from the still open four exponentials conjecture. The use of the
six exponentials theorem in our proof of Proposition 3.2 is inspired by Pellarin’s
argument.
4. Accumulations points for locally divergent orbits
As in the introduction Γ is an S-arithmetic subgroup of G, T = T(KS) and
T acts on G/Γ by left translations. In the next lemma T(O) is identified with
(O∗)rankKG via the isomorphism from §2.3.
Lemma 4.1. Let h ∈ G(K). The following assertions hold:
(a) There exists a positive integer m such that ξπ(h) = π(h) for all ξ ∈
(O∗m)rankKG;
(b) If hi is a sequence in G such that {π(hi)} converges to an element from
G/Γ then the sequence {π(hih)} admits a converging to an element from
G/Γ subsequence.
The lemma is an easy consequence from the commensurability of Γ and
hΓh−1.
4.1. Main proposition. We need the following general
Proposition 4.2. Let n ∈ NG(T) and Ψ ⊂ Π. The following conditions are
equivalent:
(i) n ∈ w0WΨ;
(ii) V−∅ w0nPΨ is Zariski dense in G;
(iii) w0nVΨ(w0n)
−1 ⊂ V∅.
Proof. The implications (i)⇒ (ii) and (i)⇒ (iii) are easy.
Let (ii) holds. Then n−1V∅nPΨ is Zariski dense. Since n
−1V∅n and PΨ are
T-invariant
(9) Lie(n−1V∅n) = Lie(V
−
Ψ) + Lie(n
−1V∅n ∩PΨ).
Therefore
(10) n−1V∅n = V
−
Ψ(n
−1V∅n ∩PΨ).
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Since n−1V∅n is a product of root groups, if n
−1V∅n ∩ VΨ 6= {e} then, in
view of (10), n−1V∅n contains two opposite root groups which is not possible.
Therefore
n−1V∅n ∩VΨ = {e}.
This implies that n−1V∅n∩PΨ = n−1V∅n∩ZG(TΨ). In view of (9) n−1V∅n∩
ZG(TΨ) is a maximal unipotent subgroup of ZG(TΨ). Let n′ ∈ WΨ be such
that n′(n−1V∅n∩ZG(TΨ))n′−1 ⊂ V−∅ . Since n′ normalizes V−Ψ, it follows from
(10) that
n′n−1V∅nn
′−1 = V−∅
which imlies (i).
Suppose that (iii) holds. Then (w0n)
−1PΨw0n ⊃ VΨ. Hence, w0n ∈ PΨ (cf.
[B, 14.22]). Therefore w0n ∈ WΨ, proving (i). 
Further on, g = (g1, g2, · · · , gr) ∈ G where gi ∈ Gi. If gi ∈ G(K) and
h = (h1, · · · , hr) ∈ G, writing π(hgi) we mean that gi is identified with its the
diagonal imbedding in G, so that, hgi = (h1gi, · · · , hrgi).
Our main proposition is the following:
Proposition 4.3. Let #S ≥ 2, rankKG = rankK1G = rankK2G, g1 and
g2 ∈ G(K) and Ψ be a proper subset of Π. Let (sn, tn, e, · · · , e) ∈ T be a
sequence and C > 1 be a constant such that for all n we have: |α(sn)|1 > 1C
for all α ∈ Π, |α(tn)|2 →
n
0 for all α ∈ Π \ Ψ and 1
C
< |α(tn)|2 < C for all
α ∈ Ψ. Then the sequence (sn, tn, e, · · · , e)π(g) is bounded in G/Γ if and only
if the following conditions are satisfied:
(i) g1g
−1
2 ∈ V−ΨPΨ, and
(ii) there exists a constant C ′ > 1 such that 1
C′
< |α(sn)|1 · |α(tn)|2 < C ′ for
all α ∈ ∆ and all n.
Proof. ⇐) Suppose that (i) and (ii) hold. Then g1 = vpg2 where v ∈
V−Ψ(K) and p ∈ PΨ(K). It follows from (ii), Lemma 4.1 and Proposition
3.1 that there exists a sequence dn ∈ StabT{π(pg2)} such that the sequence
(snd
−1
n , tnd
−1
n , d
−1
n , · · · , d−1n ) is bounded in T .
Now
(sn, tn, e, · · · , e) · (g1, g2, · · · , gr)π(e) =
(sn, tn, e, · · · , e) · (vpg2, p−1pg2, g3 · · · , gr)π(e) =
(snvs
−1
n , tnp
−1t−1n , e, · · · , e) · (sn, tn, e, · · · , e) ·
(e, e, g3(pg2)
−1, · · · , gn(pg2)−1)π(pg2) =
(snvs
−1
n , tnp
−1t−1n , e, · · · , e) · (snd−1n , tnd−1n , e, · · · , e) ·
(e, e, g3(pg2)
−1d−1n , · · · , gn(pg2)−1d−1n )π(pg2).
12 GEORGE TOMANOV
Note that tnp
−1t−1n is bounded in G2. By (ii) |α(sn)|1 →
n
∞ for all α ∈ Π \ Ψ.
Therefore snvs
−1
n → e in G1. Now using the choice of dn we conclude that
(sn, tn, e, · · · , e)π(g) is bounded in G/Γ.
⇒) Let (sn, tn, e, · · · , e)π(g) be bounded. By Bruhat decomposition g1g−12 =
v−w0np where v
− ∈ V−∅ , n ∈ NG(T), p ∈ PΨ and w0V−∅ w−10 = V. Suppose
that V−∅ w0nPΨ is not Zariski dense in G. In view of Proposition 4.2 there
exists a root χ such that Uχ ⊂ VΨ and χ ◦ Int(w0n)−1 is a negative root.
Let dn ∈ T ∩ StabG{pg2} be such that {tnd−1n } is bounded in G2 and {dn} is
bounded in every Gi, i ≥ 3. Then |χ((w0n)−1snw0n)|1 is bounded from above
and |χ(d−1n )|1 → 0. Hence
(11) |χ((w0n)−1snw0n)χ(d−1n )|1 → 0.
But
(sn, tn, e, · · · , e)π(g) =
(sn, tn, e, · · · , e) · (v−w0n, p−1, g3(pg2)−1, · · · , gr(pg2)−1)π(pg2) =
((snv
−s−1n w0n)((w0n)
−1sn(w0n)d
−1
n ), (tnp
−1t−1n )tnd
−1
n , g3(pg2)
−1d−1n ,
· · · , gr(pg2)−1d−1n )π(pg2).
It follows from (11) and from the choice of {dn} that the sequence
{(snv−s−1n w0n)((w0n)−1sn(w0n)d−1n )}
is unbounded in G1 and the sequences {(tnp−1t−1n )tnd−1n }, {g3(pg2)−1d−1n }, · · ·
, {gr(pg2)−1d−1n } are bounded in G2, G3, · · · , Gr, respectively. Since T1π(pg2)
is divergent, we get that (sn, tn, e, · · · , e)π(g) is unbounded which is a contra-
diction. Therefore V−∅ w0nPΨ is Zariski dense in G. So, in view of Proposition
4.2, V−∅ w0nPΨ = V
−
ΨPΨ = V
−
∅ PΨ, proving (i).
Let g1 = v
−pg2, where v
− ∈ V−Ψ, p ∈ PΨ. Then
(sn, tn, e, · · · , e)π(g) = ((snv−s−1n )(snd−1n ), (tnp−1t−1n )(tnd−1n ),
g3(pg2)
−1d−1n , · · · , gr(pg2)−1d−1n )π(pg2).
Using that snv
−s−1n is bounded in G1, tnp
−1t−1n and tnd
−1
n are both bounded in
G2 and the projections of dn into Gi, i ≥ 3, are all bounded, it follows from
the assumptions that (sn, tn, e, · · · , e)π(g) is bounded in G/Γ and T1π(g) is
divergent that snd
−1
n is bounded in G1. Hence there exists C1 > 1 such that
1
C1
< |α(snd−1n )|1 · |α(tnd−1n )|2 < C1 for all α ∈ Π. By Artin’s product formula∏
v∈V |α(dn)|v = 1 where V is the set of all normalized valuations of K. This
implies (ii). 
The above proposition implies:
Corollary 4.4. Let sn ∈ T1 and tn ∈ T2 be such that for every α ∈ Π each of
the sequences |α(sn)|1 and |α(tn)|2 converges to an element from R ∪ ∞. We
suppose that g1 and g2 ∈ G(K) and that (sn, tn, e, · · · , e)π(g) converges in G/Γ.
Then there exist Ψ ⊂ Π and ω1, ω2 ∈ W with the following properties:
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(i) ω−11 P
−
Ψω1(K1)× ω−12 PΨω2(K2) =
= {(x, y) ∈ G1 ×G2 : Int(sn, tn)(x, y) is bounded in G1 ×G2},
(ii) g1g
−1
2 ∈ ω−11 V−ΨPΨω2.
(iii) If g1g
−1
2 = ω
−1
1 v
−
ΨzΨvΨω2, where v
−
Ψ ∈ V−Ψ(K), zΨ ∈ ZG(TΨ)(K) and
vΨ ∈ VΨ(K), then
lim
n
(sn, tn, e, · · · , e)π(g) = (d1ω−11 (v−Ψ)−1ω1, d2ω−12 vΨω2, e, · · · , e)π(g),
where d1 ∈ T1 and d2 ∈ T2.
Proof. There exists a parabolic K-subgroup P containing T such that
P(K1) = {x ∈ G(K1) : Int(sn)x is bounded}. Let Ψ ⊂ Π and ω1 ∈ W be
such that ω−11 P1ω1 = P
−
Ψ. Similarly, we find Ψ
′ ⊂ Π and ω2 ∈ W such that
ω2PΨ′ω
−1
2 (K2) = {x ∈ G(K2) : Int(tn)x is bounded}.
Put g˜ = (ω−11 g1, ω
−1
2 g2, g3, · · · , gr), s˜n = ω−11 snω1 and t˜n = ω−12 tnω2. Then
(s˜n, t˜n, e, · · · , e)π(g˜) converges, P−Ψ(K1) = {x ∈ G(K1) : Int(s˜n)x is bounded}
and PΨ′(K2) = {x ∈ G(K2) : Int(t˜n)x is bounded}. So, there exists a constant
C > 1 such that C > |α(s˜n)|1 > 1C for all α ∈ Ψ, |α(s˜n)|1 → ∞ for all Π \ Ψ,
|α(t˜n)|2 → 0 for all Π \ Ψ′ and C > |α(t˜n)|2 > 1C for all α ∈ Ψ′. Passing to a
subsequence and replacing if necessary C by a larger constant we may suppose
that for every α ∈ Φ either C > |α(t˜n)|2 > 1C for all n or |α(t˜n)|2 is converging
to 0 or ∞. It follows from Proposition 4.3(ii) that 1
C
< |α(s˜n)|1 · |α(t˜n)|2 < C
for all α ∈ Π and n. This implies easily that Ψ = Ψ′. In view of Proposition
4.3(i) g1g
−1
2 ∈ ω1V−ΨPΨω−12 . Hence (i) and (ii) hold.
Let ω−11 g1 = v
−
ΨzΨvΨω
−1
2 g2 as in the formulation of the corollary. Then
writing
(s˜n, t˜n, e, · · · , e)π(g˜) =
(s˜n, t˜n, e, · · · , e)(v−ΨzΨ, v−Ψ , · · · , gr(vΨω−12 g2)−1)π(vΨω−12 g2),
a similar calculation as in the proof of Proposition 4.3 shows that
lim(s˜n, t˜n, e, · · · , e)π(g˜) = π(d′1zΨvΨω−12 g2, d′2vΨω−12 g2, g3 · · · , gr)
where (d′1, d
′
2) ∈ T1 × T2. This implies (iii). 
5. Locally divergent orbits for #S = 2
In this section g = (g1, g2) and Tπ(g) is a locally divergent orbit. We use the
notation P(g), PΨ(g) and Orbg(P) as defined in the Introduction 2.
Lemma 5.1. Let P = ω1P
−
Ψω
−1
1 ×ω2PΨω−12 ∈ PΨ(g) and g1g−12 = ω1v−ΨzΨvΨω−12 ,
where v−Ψ ∈ V−Ψ, zΨ ∈ ZG(TΨ), vΨ ∈ VΨ, and ω1 and ω2 ∈ NG(T). We have:
2Remark that P−
Ψ
and PΨ are not always conjugated and , therefore, in the definition of
PΨ(g) we can not replace P−Ψ by PΨ. Indeed, let G be a simple K-split algebraic group of
type Dl, l ≥ 4, and α ∈ Π be such that ω0(α) 6= −α. Then choosing Ψ = {α} it is easy to
see that P−
Ψ
is not conjugated to PΨ.
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(a) (ω1(v
−
Ψ)
−1ω−11 g1, ω2vΨω
−1
2 g2) ∈
⋂
v∈S ZG(Tv)G(K), that is, the orbit (3)
is well-defined and locally divergent;
(b) If w ∈ W ×W then wPw−1 ∈ P(wg) and
(12) wOrbg(P) = Orbwg(wPw
−1).
Proof. The assertion (a) of the lemma is invariant under multiplication
of (g1, g2) from the left by elements from ZG(T ). In view of Theorem 1.1(a),
this reduce the proof to the case when g1 and g2 ∈ G(K). Since NG(T) =
NG(T)(K)ZG(T) we have ωi = ω˜iai where ω˜i ∈ NG(T)(K) and ai ∈ ZG(T).
So,
ω˜−11 g1g
−1
2 ω˜2 = a1v
−
ΨzΨvΨa
−1
2 = v˜
−
Ψ z˜Ψv˜Ψ ∈ G(K),
where v˜−Ψ ∈ V−Ψ, z˜Ψ ∈ ZG(TΨ) and v˜Ψ ∈ VΨ. Since the product map V−Ψ(K)×
ZG(TΨ)(K)×VΨ(K)→ (V−ΨZG(TΨ)VΨ)(K) is bijective, we get that v˜−Ψ, z˜Ψ,
and v˜Ψ are K-rational. It remains to note that ω1(v
−
Ψ)
−1ω−11 = ω˜1(v˜
−
Ψ)
−1ω˜−11
and ω2vΨω
−1
2 = ω˜2v˜Ψω˜
−1
2 .
The part (b) follows from the definition of the orbit Orbg(P) by a simple
computation. 
5.1. Proof of Theorem 1.3. In view of (12), it is enough to prove the theorem
for P = P−Ψ×PΨ. In this case g1g−12 = v−ΨzΨvΨ, where v−Ψ ∈ V−Ψ, zΨ ∈ ZG(TΨ)
and vΨ ∈ VΨ, and
Orbg(P) = T (zΨ, e)π(vΨg2).
The orbit ZG(TΨ)π(vΨg2) is closed, it contains Orbg(P), and ZG(TΨ) is a reduc-
tive K-algebraic group . Since ZG(TΨ)π(vΨg2) is homeomorphic to ZG(TΨ)/∆,
where ∆ is an S-arithmetic subgroup of ZG(TΨ), the T -orbits on ZG(TΨ)π(vΨg2)
contained in Orbg(P) are described by Corollary 4.4 applied to ZG(TΨ). Let
Tm be such an orbit. There exists Ψ′ ⊂ Ψ such that up to a conjugation of zΨ
by an element from WΨ we have zΨ = v−[Ψ\Ψ′]zΨ′v[Ψ\Ψ′], where v−[Ψ\Ψ′] ∈ V−[Ψ\Ψ′],
zΨ′ ∈ ZG(TΨ′) and v[Ψ\Ψ′] ∈ V[Ψ\Ψ′] (see (8)), and
Tm = T (zΨ′ , e)π(v[Ψ\Ψ′]vΨg2).
It is clear that P−Ψ′ ×PΨ′ ∈ P(g) and
Tm = Orbg(P
−
Ψ′ ×PΨ′),
proving the theorem. 
5.1.1. Proof of Corollaries 1.5 and 1.6. By (12) and Theorem 1.1(a) we may
(and will) suppose that g1 and g2 ∈ G(K) andP = P−Ψ×PΨ. If g1g−12 = v−ΨzΨvΨ
where v−Ψ ∈ V−Ψ, zΨ ∈ ZG(TΨ) and vΨ ∈ VΨ then
(13) Orbg(P) = T (zΨ, e)π(vΨg2).
If P is minimal among the subgroups in P(g) then Orbg(P) is closed in view
of Theorem 1.3. It follows from Theorem 1.1 (b) that zΨ ∈ WΨ. So,
g1g
−1
2 = v
−
Ψ(zΨvΨz
−1
Ψ )zΨ ∈ P−∅ P∅zΨ
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and P−∅ × z−1Ψ P∅zΨ ∈ P(g). Since P is minimal in P(g) and P−∅ × z−1Ψ P∅zΨ ⊂
P−Ψ × PΨ we get that P is a minimal parabolic subgroup of G × G. This
complete the proof of Corollary 1.5.
Concerning the proof of Corollary 1.6, it is easy to see that (a)⇔ (b)⇔ (e)
in view of Theorem 1.3, (a) ⇔ (c) in view of Theorem 1.1 and (a) ⇔ (d) in
view of Corollary 1.5. 
5.1.2. Proof of Corollary 1.7. The part (a) of the corollary is a direct conse-
quence from Theorem 1.3.
Let us prove (b). Denote by P the set of all parabolic subgroups
ω1P
−
Ψω
−1
1 × ω2PΨω−12
where ω1 and ω1 ∈ NG(T) and Ψ ⊂ Π. Let Ω1 =
⋂
(ω1,ω1)∈W×W
ω−11 P
−
∅P∅ω2.
Then Ω1 is W -invariant, Zariski open, non-empty and P = P(g) if and only if
g1g
−1
2 ∈ Ω1.
Let P and P′ ∈ P(g) and g1g−12 ∈ Ω1. Suppose that the set of minimal
parabolic subgroups of P containing T coincides with the set of minimal par-
abolic subgroups of P′ containing T. We may suppose that P = P−Ψ × PΨ.
Since P−∅ × P∅ ⊂ P′ we get that P′ = P−Ψ′ × PΨ′ for some Ψ′ ⊂ Π. The
group WΨ (respectively, WΨ′) acts simply transitively on the minimal para-
bolic subgroups of PΨ (respectively, PΨ′) containing T. Therefore WΨ =WΨ′.
But PΨ = P∅WΨP∅ and PΨ′ = P∅WΨ′P∅. Hence PΨ = PΨ′ and P = P′,
i.e. each P ∈ P(g) is uniquely determined by its minimal parabolic subgroups.
Therefore the map Orbg(·) is injective if and only if its restriction to the set of
minimal parabolic subgroups is injective.
Let ∆ = g2Γg
−1
2 . It is well known that the product map V
−
∅ ×ZG(T)×V∅ →
G is a K-rational isomorphism. Let p : G → V−∅ be the natural projection.
Choose a non-archimedean completion F ofK different fromK1 andK2. Since p
is K-rational the closure p(∆) of p(∆) in V−∅ (F ) (for the Hausdorff topology on
V−∅ (F ) induced by the topology on F ) is compact. Therefore there exists a non-
empty, W-invariant, open (for the Hausdorff topology on G(F )) subset Ω2 ⊂
G(F ) with the following properties: if x ∈ Ω2, ω ∈ W\{e} and ωxω−1 = v−zv,
where v− ∈ V−∅ (F ), z ∈ ZG(T)(F ) and v ∈ V∅(F ), then p(ω−1v−1ω) /∈ p(∆).
Let Ω = Ω1∩Ω2. It is clear that Ω is non-empty and Zariski dense in G. Let
g1 ∈ Ωg2. Let P and P′ ∈ P∅ be such that Orbg(P) = Orbg(P′). It remains
to prove that P = P′. In view of (12), we may assume that P = P−∅ ×P∅ and
P′ = ω−11 P
−
∅ ω1 × ω−12 P∅ω2, where ω1 and ω1 ∈ W. Then
g1g
−1
2 = v
−zv = ω−11 v
−
1 z1v1ω2,
where v− and v−1 ∈ V−∅ , z and z1 ∈ ZG(T), and v and v1 ∈ V∅. Using (3) we
get (t1, t2) ∈ T and δ ∈ ∆ such that
(14) t1zv = ω
−1
1 z1v1ω2δ and t2v = ω
−1
1 v1ω2δ.
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This implies
ω−11 ω2 = (t1zt
−1
2 )(ω
−1
2 z1ω2) ∈ ZG(T).
Therefore ω1 = ω2 = ω. Using (14)
(ω−1v−11 ω)t2v ∈ ∆.
Finally, in view of the choice of Ω2, we get ω = e, i.e. P = P
′. 
6. Locally divergent orbits for #S > 2
Further on we suppose that rankKG = rankKvG for all v ∈ S.
6.1. Horospherical subgroups. Let t ∈ Tv, v ∈ S. We set
W+(t) = {x ∈ Gv : lim
n→+∞
t−nxtn = e},
W−(t) = {x ∈ Gv : lim
n→+∞
tnxt−n = e}
and
Z(t) = {x ∈ Gv : tnxt−n, n ∈ Z, is bounded}.
Then W+(t) (respectively, W−(t)) is the positive (respectively, negative) horo-
spherical subgroup of Gv corresponding to t.
The following proposition is well known and easy to prove.
Proposition 6.1. With the above notation, there exist opposite parabolic K-
subgroups P and P− containing T such that W+(t) = Ru(P)(Kv), W−(t) =
Ru(P−)(Kv) and Z(t) = (P ∩P−)(Kv).
Lemma 6.2. Let Ψ ⊂ Π, σ ∈ G(K) and 1 ≤ s1 < s2 ≤ r where #S = r.
There exists a sequence tn ∈ T(K) ∩ σΓσ−1 with the following properties:
(a) if α ∈ Ψ then α(tn) = 1 for all n;
(b) if α ∈ Π \ Ψ then lim
n
|α(t−1n )|i = 0 when 1 ≤ i ≤ s1, lim
n
|α(tn)|i = 0
when s1 + 1 ≤ i ≤ s2, and |α(tn)|i is bounded when s2 + 1 ≤ i ≤ r.
Proof. The lemma follows from Proposition 3.1 and the commensurability
of T(O) and T(K) ∩ σΓσ−1. 
Proposition 6.3. Let Ψ, σ, s1, and s2 be as in the formulation of Lemma 6.2.
Also let ui ∈ V−Ψ(Ki) if 1 ≤ i ≤ s1, ui ∈ VΨ(Ki) if s1 + 1 ≤ i ≤ s2 and gi ∈ Gi
if s2+1 ≤ i ≤ r. Then the closure of the orbit Tπ(u1σ, · · · , us2σ, gs2+1, · · · , gr)
contains π(σ, · · · , σ, gs2+1, · · · , gr).
Proof. Let tn ∈ T(K)∩σΓσ−1 be as in Lemma 6.2. Passing to a subsequence
we suppose that the projection of the sequence tn in Ti is convergent for every
i > s2. Since tnπ(σ) = π(σ) and in view of (5), we get
lim
n
tnπ(u1σ, · · · , us2σ, gs2+1, · · · , gr) = (e, · · · , e, hs2+1, · · · , hr)π(σ),
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where hi = lim
n
tngiσ
−1t−1n , i > s2. Using once again the convergence of tn in
every Ti, i > s2, we get
lim
n
t−1n (e, · · · , e, hs2+1, · · · , hr)π(σ) = π(σ, · · · , σ, gs2+1, · · · , gr).

Lemma 6.4. Let Ψ ⊂ Π and g ∈ G(K).
(a) We have g = ωzv+v−, where ω ∈ NG(T)(K), z ∈ ZG(TΨ)(K), v+ ∈
V+Ψ(K) and v− ∈ V−Ψ(K). Moreover,
ZTΨ(g) = ZTΨ(v−) ∩ ZTΨ(v+) ∩ ZTΨ(ω).
(b) With g = ωzv+v− as in (a), suppose that dimZTΨ(g) ≥ dimZTΨ(θg)
for every θ ∈ NG(T). Then
ZTΨ(ω)• ⊃ ZTΨ(g)• =
(ZTΨ(v−) ∩ ZTΨ(v+))•.
Proof. The part (a) follow freely from the existence and the uniqueness of
the Bruhat decomposition for reductive K-algebraic groups (cf. [B, Theorem
21.15]). The part (b) follows immediately from (a). 
Lemma 6.5. Let g ∈ G(K) be such that dimZT(g) ≥ dimZT(θg) for all
θ ∈ NG(T). Let Λ be a subset of Φ(T,G) and S =
( ⋂
α∈Λ
ker α
)•
. There exist
systems of simple roots Π and Π′ in Φ and subsets Ψ ⊂ Π and Ψ′ ⊂ Π′ with the
following properties:
(a) S = TΨ = TΨ′;
(b) g = ωzv+v− = ω
′z′v′−v
′
+, where ω and ω
′ ∈ NG(T)(K), z and z′ ∈
ZG(S)(K), v+ ∈ VΨ(K), v− ∈ V−Ψ(K), v′+ ∈ VΨ′(K) and v′− ∈
V−Ψ′(K), and
ZS(g)• = ZS(v+)• = ZS(v′+)•.
Proof. Fix v ∈ S. We choose t ∈ S(Kv) such that |α(t)|v 6= 1 for every root
α which is not a linear combination of roots from Λ. Applying Proposition 6.1,
we associate to t a system of simple roots Π and a subset Ψ of Π such that
S = TΨ, W
+(t) = VΨ(Kv), W
−(t) = V−Ψ(Kv) and ZG(t) = ZG(TΨ). With
these Π and Ψ, let g = ωzv+v− as given by Lemma 6.4. Now we suppose that t
is chosen in such a way that dimZS(v+) is minimal. In view of Lemma 6.4(b),
it is enough to prove that ZS(v+)• ⊂ ZS(v−)•. Suppose by the contrary that
ZS(v+)• * ZS(v−)•. Pick a t′ ∈ ZS(v+)• such that the subgroup generated
by t′ is Zariski dense in ZS(v+)• and for every K-root β either β(t′) = 1 or
|β(t)|v 6= 1. Then v− = w+w0w− where w+ ∈ W+(t′), w− ∈ W−(t′) and
w0 ∈ ZG(t′). Since ZS(v+)• * ZS(v−)• either w+ 6= e or w− 6= e. Replacing
t′ by t′−1 if necessary, we may suppose that w+ 6= e. Let t˜ = tt′n where
n ∈ N. After choosing n sufficiently large, we get that |α(t˜)|v 6= 1 for every
root α which is not a linear combination of roots from Λ, v+w+ ∈ W+(t˜) and
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w0w− ∈ W−(t˜). But ZS(v+w+) = ZS(v+) ∩ ZS(w+). Since w+ 6= e we obtain
that dimZS(v+w+) < dimZS(v+) which contradicts the choice of t. Therefore
ZS(v+)• ⊂ ZS(v−)• proving the claim.
The existence of Π′ and Ψ′ ⊂ Π′ as in the formulation of the lemma is proved
by virtually the same argument. 
6.2. Definition of H1 and reduction of the proof of Theorem 1.8. Let
us define the subgroup H1 of G as in the formulation of Theorem 1.8. So, let
g = (g1, · · · , gr) ∈ G be such that Tπ(g) is a locally divergent orbit. Since
gi ∈ ZGi(Ti)G(K) for all i (Theorem 1.1) the proof is reduced to the case when
every gi ∈ G(K).
Next choose ωi ∈ NG(T)(K), 1 ≤ i ≤ r−1, in such a way that dim
r−1⋂
i=1
ZT(ωigig−1r )
is maximal. Let H′1 = (ZG
(r−1⋂
i=1
ZT(ωigig−1r )
)
)•. We put
H1 = g
−1
r H
′
1gr.
It is easy to see that
Tπ(g) ⊂ h1H1π(e),
where h1 = (ω
−1
1 gr, · · · , ω−1r−1gr, gr) and H1 = H1(KS). Note that h1H1π(e) is
closed and T -invariant.
Furthermore, we specify the choice of ωi as follows. Since
H′1 = (ZG
(r−1⋂
i=1
ZT(ω′iωigig−1r )
)
)•
for all ω′i ∈ NH′1(T), we choose ωi in such a way that dimZT(ωigig−1r ) ≥
dimZT(ω′ωigig−1r ) for all ω′ ∈ NH′1(T).
Note that H1 is a reductive K-subgroup, g
−1
r Tgr ⊂ H1, g−1r ωigi ∈ H1 for all
i, and
Tπ(g) = h1(g
−1
r Tgr)π(g
−1
r ω1g1, · · · , g−1r ωr−1gr−1, e).
Therefore replacing G by the quotient of H1 by its center and T by the pro-
jection of g−1r Tgr in this quotient, we reduce the proof of Theorem 1.8 to the
following case:
(∗) all gi ∈ G(K), gr = e,
⋂
i
ZT(ωigi) is finite for all choices of ωi ∈
NG(T)(K) and dimZT(gi) ≥ dimZT(ωgi) for all 1 ≤ i ≤ r and all ω ∈
NG(T)(K).
Assuming (∗), it is enough to prove that there exists a semisimple subgroup
H of G and h ∈ G(K) such that rankK(G) = rankK(H) and
Tπ(g) ⊃ hHπ(e),
where H = H(KS) and hHπ(e) is T -invariant.
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6.3. Special elements in Tπ(g). In view of the reductions from §6.2, we will
suppose up to the end of this and the next sections that the conditions of (∗)
are fulfilled.
Proposition 6.6. For every j, 1 ≤ j ≤ r, Tπ(g) contains an element of the
form ω(e, · · · , e, u
j
, e, · · · , e)π(h), where h ∈ G(K), ω ∈ NG(T ), u belongs to a
unipotent subgroup of G(K) normalized by T(K) and ZT(u) is finite.
Proof. First consider the case when there exists i such that ZT(gi) is finite.
Suppose for simplicity that i = 1. By Lemma 6.5 and Lemma 6.4 there exists
a system of simple roots Π such that every gi can be writhen in the form
gi = ziu
+
i u
−
i , where u
+
i ∈ V∅(K), u−i ∈ V−∅ (K), and zi ∈ NG(T)(K), and,
moreover, ZT(u+1 ) is finite. Shifting g from the left by an appropriate element
from NG(T ) we may suppose that all zi = e. Since
π(g) = (g1(u
−
r−1)
−1, · · · , gr−2(u−r−1)−1, u+r−1, (u−r−1)−1)π(u−r−1),
applying Proposition 6.3, we get
(g1(u
−
r−1)
−1, · · · , gr−2(u−r−1)−1, e, e)π(u−r−1) ∈ Tπ(g).
Repeating the argument r − 2 times (or using induction on r) we prove that
Tπ(g) contains an element (u+1 v
−, e, · · · , e)π(h), where h ∈ G(K) and v− ∈
V−∅ (K). By Lemma 6.5 there exist opposite minimal parabolic K-subgroups
P˜−∅ and P˜
−
∅ containing T such that u
+
1 v
− = zw−w+, where z ∈ NG(T)(K),
w− ∈ Ru(P˜−∅ )(K), w+ ∈ Ru(P˜+∅ )(K) and ZT(w+) is finite. We may suppose
that z = e. Given 1 < j ≤ r, since
(w−w+, e, · · · , e)π(h) = (w−w+, e, · · · , e, (w+)−1w+
j
, e, · · · , e)π(h),
Proposition 6.3 implies that Tπ(g) contains (w+, e, · · · , w
j
+, · · · , e)π(h) and,
therefore, it contains (e, · · · , w
j
+, · · · , e)π(h) too. This completes the proof of
the proposition when ZT(gi) is finite for some i.
It easy to see that the proof of the proposition may be reduced to the
particular case considered above if we prove that Tπ(g) contains an element
π(g′1, g
′
2, g3, · · · , gr) such that g′1 and g′1 ∈ G(K), dimZT(g′i) ≥ dimZT(ωg′i)
for all ω ∈ NG(T), and
ZT(g′1)• =
(ZT(g1) ∩ ZT(g2))•.
There is nothing to prove if ZT(g1)• ⊂ ZT(g2). Suppose that ZT(g1)• * ZT(g2).
By Lemmas 6.4 and 6.5 there exist a system of simple roots Π and Ψ ⊂ Π such
that TΨ = ZT(g1)•, g2 = ωzv−v+, where ω ∈ NG(T)(K), z ∈ ZG(TΨ)(K),
v+ ∈ VΨ(K) and v− ∈ V−Ψ(K), and
ZTΨ(g2)• = ZTΨ(v+)•.
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Representing π(g) in the form (g1(v+)
−1v+, ωzv−v+, · · · , gr)π(e), Proposition
6.3 implies that Tπ(g) contains (g1v+, ωzv+, g3, · · · , gr)π(e). It is clear that
ZT(g1v+)• = (ZT(g1) ∩ ZT(v+))• =
(ZT(g1) ∩ ZTΨ(g2))• = (ZT(g1) ∩ ZT(g2))•,
compleating the proof. 
We need the following specification of Proposition 6.6.
Corollary 6.7. With the notation and assumptions of Proposition 6.6, Tπ(g)
contains an element of the form π(uh, h, · · · , h), where h and u ∈ G(K), u
belongs to an abelian unipotent subgroup of G normalized by T and ZT(u) is
finite.
First we establish the following:
Lemma 6.8. Consider the Q-vector space Qn endowed with the standard scalar
product: ((x1, · · · , xn), (y1, · · · , yn)) def=
∑
i
xiyi. Let v1, · · · , vm be pairwise non-
proportional vectors in Qn and v ∈ Qn be such that (vi, v) > 0 for all 1 ≤ i ≤ m.
Put C = {
m∑
i=1
αivi|ai ∈ Q, ai ≥ 0}. Suppose that m > n and the interior of C
with respect to the topology on Qn induced by (·, ·) is not empty. Then there
exist 1 ≤ i◦ ≤ m and w ∈ Qn such that (w, vi◦) < 0, (w, vi) > 0 if i 6= i◦ and
{vi|i 6= i◦} contains a basis of Qn.
Proof. Let Qvi ∩ C, 1 ≤ i ≤ m1, be the edges of the cone C. Then m1 ≥ n
and v1, · · · , vn is a bases of Qn. If m1 = n and vn+1 =
n∑
i=1
civi one of ci > 0. We
suppose that c1 > 0. Let
C′ = {
m∑
i=2
aivi|ai ∈ Q, ai ≥ 0}.
It is easy to see that in both cases m1 > n and m1 = n the interior of the cone
C′ is nonempty and C′ contains all vi but v1. Therefore there exists w ∈ Qn
such that (w, v1) < 0 and (w, vi) > 0 for all i > 1. 
Proof of Corollary 6.7. Let V be the minimal T-invariant unipotent K-
subgroup of G containing u. There exists a system of positive roots Φ+ such
that the corresponding to Φ+ maximal unipotent K-subgroup contains V. Let
Φ+nd be the set of non-divisible roots and {α1, · · · , αm} = {α ∈ Φ+nd : U(α)∩V 6=
{e}} where U(α) is the corresponding to α root group. Put Vαi = U(αi) ∩V.
Then V is directly spanned by Vαi taken in any order (cf.[B, 21.9]). It follows
from the minimality assumption in the definition of V and the fact that every
(αi) = {αi} or {αi, 2αi} that all Vαi are abelian.
We will complete the proof by induction on dimV. There is nothing to prove
if V is abelian. Suppose that the derived subgroup D(V) of V is not trivial.
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Let u = u1 · · ·um where ui ∈ Vi(K). There exists 1 ≤ l ≤ m such that after
a rearrangement of {α1, · · · , αm} we have ui /∈ D(V) if and only if 1 ≤ i ≤ l.
Then every αj , j > l, is a linear combination with positive coefficients of at
least two roots in {α1, · · · , αl}. Since ZT(u) is finite and V is not abelian,
{α1, · · · , αl} contains a basis of the Q-vector space X(T)
⊗
Z
Q and m > l. Put
C = {
m∑
i=1
aiαi|ai ∈ Q, ai ≥ 0}. By Lemma 6.8 there exist 1 ≤ i ≤ l, say i = 1,
and t ∈ T(K) such that lim
n→+∞
tnu1t
−n = e in G1 and lim
n→−∞
tnuit
−n = e in G1
for all i > 1. Put u′ = u2 · · ·um. It follows from Proposition 6.3 that Tπ(g)
contains π(u′h, h, · · · , h). Since ZT(u′) is finite and u′ is contained in a proper
T-invariant K-subgroup of V the corollary is proved. 
6.4. Unipotent orbits on Tπ(g). Further on some propositions formulated in
S-adic setting will be deduced from their archimedean analogs when S = S∞.
For this purpose the following lemma is needed.
Lemma 6.9. Let V be a unipotent K-algebraic group and U be its K-subgroup.
Put U = U(KS) and U∞ = U(K∞). Let M be a subset of U∞ such that
MV(O∞) = U∞V(O∞). Then
MV(O) = UV(O).
Proof. By the strong approximation for unipotent groups (see, for example,
[PR, §7.1, Corollary]), we have that U = U∞U(O). Using that U(O) ⊂ V(O),
V(O∞) ⊂ V(O) and UV(O) is closed, we get
UV(O) = U∞V(O) = U∞V(O∞)V(O) =MV(O∞)V(O) =MV(O).

Proposition 6.10. We suppose that r > 2, K is not a CM-field and the
completion K1 is archimedean. Let V be an abelian unipotent K-subgroup of
G normalized by T. Let u ∈ V(K) and ZT(u) be finite. Then there exists a
K-subgroup U of V which is T-invariant, contains u, and
(15) Uπ(e) = T(O)(u, e, · · · , e)π(e) = {(tut−1, e, · · · , e)π(e) : t ∈ T(O)},
where U = U(KS)
As in §3, we denote by L the closure of the projection of O∗ in K∗1 . There
are two possibilities: either L = K∗1 or L 6= K∗1 . Since K is not a CM-field,
Proposition 3.2 implies that in the latter case K1 = C, dimL = 1 and L 6= R+.
Proof of Proposition 6.10 when L = K∗1 . Since V is normalized by T
there exists an order Φ+ of the set of K-roots with respect to T such that
V ⊂ V∅. Therefore, identifying T(K1) with (K∗1 )dimT, the map T(K1) →
V(K1), t 7→ tut−1, coincides with the restriction to (K∗1)dimT of a polynomial
map KdimT1 → V(K1). Let π∞ : V∞ 7→ V∞/V(O∞), where V∞ = V(K∞),
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be the natural projection. By the polynomial measure rigidity for tori (cf.
[Wey] or [Sh, Corollary 1.2] for a more general result) there exists a T-invariant
K-subgroup U of V such that
U∞π∞(e) = {(tut−1, e, · · · , e)π∞(e) : t ∈ T(K1)},
where U∞ = U(K∞). Now (15) follows from Lemma 6.9. 
Proof of Proposition 6.10 when K1 = C and dimL = 1. Up to a
subgroup of finite index there are two possibilities for L: there exists α ∈ R∗
such that either (a) L is a direct product of the unit circle group S1 and an
infinite cyclic group, i.e. L = {e2pinα+it : n ∈ Z, 0 ≤ t < 2π}, where i2 = −1, or
(b) L is a spiral, i.e. L = {e(α+i)(t+2pin) : n ∈ Z, 0 ≤ t < 2π}. The case α < 0
being analogous to the case α > 0, further on we will suppose that α > 0. In
order to treat the cases (a) and (b) simultaneously, note that L = {e2pinα+(α˜+i)t :
n ∈ Z, 0 ≤ t < 2π} where α˜ = 0 in case (a) and α˜ = α in case (b). (We use the
equality e2pinα+(α+i)t = e(α+i)(t+2pin).)
Given θ ∈ [0, 2π) and b < c, we denote [b, c]θ = {reiϕ : a < r < b} and
Rθ = {reiθ : r ∈ R}. As usual, GL1 stands for the 1-dimensional Q-split torus.
Returning to the proof of Proposition 6.10, note that V is a K-vector space
and V =
l⊕
i
Vλi where Vλi are different weight spaces for the action of T on
V. Since u ∈ V(K) we have u =∑
i
ui where ui ∈ Vλi(K). Next using that the
projection of O into ∏
v∈S\{v1}
Kv is dense, we get that U as in the formulation of
the proposition is spanned by the vectors ui. This allows to replace T by its
one dimensional sub-torus T′ such that the restrictions of λi to T
′ are pairwise
different. Therefore Proposition 6.10 follows immediately from the following:
Lemma 6.11. Let GL1 act K-rationally on a finite dimensionalK-vector space
V and V =
l⊕
i
Vλi be the decomposition of V as a sum of one-dimensional
weight sub-spaces with weights λi(t) = t
ni. Suppose that r > 2, K is not a
CM-field, and ni are pairwise different positive integers. Let u =
∑
i
ui where
ui ∈ Vλi(K) \ {0} for all i. Then for every real C > 1, we have
V = {(
∑
i
λi(a)ui, 0, · · · , 0) +V(O) : a ∈ L, |a|1 ≥ C},
where V = V(KS).
Proof. We will (as we may) suppose thatV(K) = K l and ui = (0, · · · , 1
i
, · · · , 0)
for all i. Since the projection of K1 into KS/O is dense, it follows from [Sh,
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Corollary 1.2] (or [Wey]) that for every C > 1
K lS = {(
∑
i
λi(a), 0, · · · , 0) +Ol : a ∈ K1, |a|1 ≥ C}.
In view of Lemma 6.9, we need to prove that
V∞ = {(
∑
i
λi(a)ui, 0, · · · , 0) +V(O∞) : a ∈ L, |a|1 ≥ C},
where V∞ = V(K∞).
Let 0 < n1 < n2 < · · · < nl. For every i we introduce a parametric curve
fi : [0, 2π)→ C∗1, t 7→ e(α˜+i)nit. Since O∞ is a group of finite type and Rθ +O∞,
0 ≤ θ < 2π, is a subspace of the real vector space K∞, the set of all 0 ≤ θ < 2π
such that Rθ +O∞  K∞ is countable. The tangent line at t of the curve fi(t)
runs over all directions when 0 ≤ t < 2π. Therefore there exist 0 ≤ ψ < 2π
such that if the tangent line at ψ of the parametric curve fi is parallel to Rθi,
0 ≤ θi < 2π, then Rθi +O∞ = K∞ for all 1 ≤ i ≤ l.
For every n ∈ N+, let
Fn : [0, 2π)→ K l∞, t 7→ ((e2pinn1αf1(t), · · · , 0), · · · , (e2pinnlαfl(t), · · · , 0)).
A subset M of K l∞/Ol∞ will be called ε-dense if the ε-neighborhood of any
point in K l∞/Ol∞ contains an element from M . (As usual, K l∞/Ol∞ is endowed
with a metrics induced by the standard metrics on K∞ considered as a real
vector space.)
Now the lemma follows from the next
Claim. With ψ and Fn as above, let ε > 0. There exist reals Aε > 0 and
bε > 0 such that if ψ − bε ≤ c < d ≤ ψ + bε and e2pinn1(d − c) > Aε for some c
and d ∈ R and n ∈ N+, then
{Fn(t) +Ol∞|c ≤ t ≤ d}
is ε-dense in K l∞/Ol∞.
We will prove the claim by induction on l. Let l = 1, i.e. Fn : [0, 2π) →
K∞, t 7→ (e2pinn1αf1(t), 0, · · · , 0), where f1(t) = e(α˜+i)n1t. It follows from the
choice of ψ that there exists a real Bε > 0 such that the projection of [0, Bε]θ1
into K∞/O∞ is ε2-dense. Hence every shift of [0, Bε]θ1+O∞ by an element from
K∞ is
ε
2
-dense in K∞/O∞ too. Choosing Aε sufficiently large and bε sufficiently
small we get that if n is such that e2pinn1(2bε) > Aε then the length of the curve
{Fn(t)|ψ− bε ≤ t ≤ ψ+ bε} is greater than Bε and if I is any connected piece of
this curve of length Bε then I is
ε
2
-close (with respect to the Hausdorff metrics
on C) to a shift of [0, Bε]θ1 . This implies the claim for l = 1.
Now suppose that l > 1 and the claim is valid for l − 1. Let
F˜n(t) = ((e
2pinn1αf1(t), · · · , 0), · · · , (e2pinnl−1αfl−1(t), · · · , 0)).
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It follows from the induction hypothesis for l − 1 and from the validity of the
Claim for l = 1 that for every ε > 0 there exist positive reals Aε and bε such
that if ψ − bε ≤ c < d ≤ ψ + bε and e2pinn1(d − c) ≥ Aε for some n ∈ N+ then
{F˜n(t) +Ol−1∞ |c ≤ t ≤ d} is ε-dense in K l−1∞ /Ol−1∞ and
{(e2pinnlαfl(t), 0 · · · , 0) +O∞|c′ ≤ t ≤ d′}
is ε-dense in K∞/O∞ whenever c < c′ < d′ < d and e2pinnl(d′ − c′) ≥ Aε.
Further on, given c∗ < d∗, we define the length of the parametric curve
{F˜n(t)|c∗ ≤ t ≤ d∗} ⊂ K l−1∞ as the maximum of the lengths of the curves
{e2pinniαfi(t)|c∗ ≤ t ≤ d∗} ⊂ C, 1 ≤ i ≤ l − 1. With bε, Aε and n as above, let
x ∈ K l−1∞ /Ol−1∞ . There exist cx,n and dx,n such that c < cx,n < dx,n < d and
{F˜n(t)+Ol−1∞ |cx,n ≤ t ≤ dx,n} is of length ε2 and contained in an ε-neighborhood
of x. In view of the definition of F˜n, there exists δ not depending on x and n such
that e2pinnl−1(dx,n − cx,n) ≥ δ. Now, since nl > nl−1, choosing n large enough
we get that e2pinnl(dx,n − cx,n) ≥ Aε completing the proof of the claim. 
6.5. A refinement of Jacobson-Morozov lemma. We will need the follow-
ing known lemma (cf.[E-L, Lemma 3.1]):
Lemma 6.12. Let L be a semisimple group over a field F of characteristic 0,
T be a maximal F -split torus in L, α be an indivisible root with respect to T
and U(α) be the corresponding to α root group. Denote
U =
{( 1 a
0 1
)
: a ∈ F}, D = {( b 0
0 b−1
)
: b ∈ F ∗}.
Let u ∈ U(α)(F ). Suppose that u = exp(v) where v belongs to the root space gα
or g2α. Then there exists an F -morphism f : SL2 → L such that u ∈ f(U) and
f(D) ⊂ T(F ).
6.6. Actions of epimorphic subgroups on homogeneous spaces in S-
adic setting. Recall thatG is a K-isotropic semisimple K-group and S ⊃ S∞.
We have G = G∞×Gf where G∞ =
∏
v∈S∞
Gv and Gf =
∏
v∈Sf
Gv. Let H be a
closed subgroup of G∞ which have finite index in its Zariski closure. Recall that
a subgroup B of H is called epimorphic if all B-fixed vectors are H-fixed for
every rational linear representation of H . For example, the parabolic subgroups
in H are epimorphic.
In the case when S = S∞ the following proposition is proved in [Sh-W,
Theorem 1].
Proposition 6.13. Let H be a subgroup of G∞ generated by 1-parameter unipo-
tent subgroups and B be an epimorphic subgroup of H. Then any closed B-
invariant subset of G/Γ is H-invariant.
Proof. We need to prove that Bπ(g) is H-invariant for every g ∈ G. Since
g−1Bg is an epimorphic subgroup of g−1Hg it is enough to prove that Bπ(e)
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is H-invariant, that is, Bπ(e) = Hπ(e). Let Gf,n be a decreasing sequence of
compact subgroups of Gf such that
⋂
nGf,n = {e}. Let Gn = G∞ × Gf,n and
Γn = Γ ∩Gn. Let φn : G→ G∞ be the natural projection and Γn,∞ = φn(Γn).
In view of [Sh-W, Theorem 1]
BΓn,∞ = HΓn,∞.
By the topological rigidity for unipotent groups [Ra1], for every n there exists
a connected subgroup Ln of G∞ which contains H and
HΓn,∞ = LnΓn,∞.
But Ln ∩ Γn,∞ is a lattice in Ln and Γn has finite index in Γn+1. It follows
from the connectedness of Ln that all Ln coincide, i.e. Ln = L. So, φn(BΓn) =
BΓn,∞ = LΓn,∞. Hence for every x ∈ L there exists an ∈ Gf,n such that
xan ∈ BΓn. Since xan converges to x in G, we get that x ∈ BΓ, i.e. L ⊂ BΓ.
In view of the inclusions B ⊂ H ⊂ L it is obvious that
BΓ = HΓ,
proving the proposition. 
6.7. Proof of Theorem 1.8. We keep the assumptions from §6.2. Shifting
π(g) from the left by an appropriate element from NG(T ) we may suppose, in
view of Propositions 6.6 and 6.10, that there exists a unipotent subgroup U
defined over K and normalized by T such that ZT(U) is finite and Tπ(g) ⊃
Uπ(h) where h ∈ G(K) and U = U(KS). Let H be a Zariski connected K-
subgroup of G with the properties: U ∪ T ⊂ H and Hπ(h) ⊂ Tπ(e) where
H = H(KS). We choose H to be maximal with the above properties. Let
u ∈ (U(α) ∩H)(K), u 6= e, and u = exp(v) where α ∈ Φ+nd and v ∈ gα ∪ g2α.
By Lemma 6.12 there exists a K-morphism f : SL2 → G such that if B is the
group of upper triangular matrices in SL2(K) then u ∈ f(B) and f(B) ⊂ H.
Using Proposition 6.13 we conclude that Hπ(h) is invariant under the action
of the subgroup spanned by f(SL2(KS)) and H . In view of the maximality in
the choice of H we get that f(SL2) ⊂ H. Therefore H is a reductive subgroup
of maximal K-rank. Since U ⊂ H and ZT(U) is finite, H is semisimple. 
6.8. Proof of Corollary 1.9. We suppose that G = SLn+1, n ≥ 1. As usual,
SLn+1 = SL(W) whereW is the standard K-vector space withW(K) = K
n+1
and W(O) = On+1.
Corollary 1.9 follows immediately from the next proposition.
Proposition 6.14. Let H be a proper Zariski connected reductive K-subgroup
of SLn+1 of K-rank n. Then H is not semisimple and, moreover, the following
holds:
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(a) there exists a direct sum decomposition W = W1 ⊕ · · · ⊕Wr, where
r ≥ 2 and Wi are non-zero K-subspaces of W, such that H = {g ∈
SLn+1 : gWi =Wi for all i};
(b) ifH′ is a reductive K-subgroup of SLn+1 such thatH
′ ⊃ H and s.s.rankK(H) =
s.s.rankK(H
′) then H = H′.
Proof. By Borel-De Siebenthal theory [BD] every maximal connected sub-
group of SLn+1 containing H has a one dimensional center. Therefore the
(Zariski) connected component Z of the center of H is not trivial. Let W =
W1 ⊕ · · · ⊕Wr, r ≥ 2, where Wi are the weight subspaces for the action of
Z on W. Each Wi is H-invariant and H is an almost direct product of Z
and SL(W1) ∩H × · · · × SL(Wr) ∩H. Since H has maximal K-rank we get
that the K-rank of SL(Wi) ∩H is equal to dimWi − 1 for every i. Therefore
SL(Wi) ⊂ H. This implies that H = {g ∈ SLn+1 : gWi =Wi for all i}.
In order to prove (b) note that H = ZG(Z) and D(H) = SL(W1) × · · · ×
SL(Wr). Hence if H
′ is a reductive K-subgroup of SLn+1 containing H and
s.s.rankK(H) = s.s.rankK(H
′) then H = H′. 
7. A number theoretical application
7.1. Reduction of the proof of Theorem 1.10 to the case m = n. We
need the following simple
Proposition 7.1. Let M1, · · · ,Mr be finite subsets of the vector space Kn with
the following properties: each Mi consists of m linearly independent vectors and
there exist w ∈M1 and j ≥ 2 such that no vector from Mj is proportional to w.
Then there exists a linear map φ : Kn → Km such that every φ(Mi) consists
of m linearly independent vectors and no vector from φ(Mj) is proportional to
φ(w).
Proof. It easy to see that the conditions on φ define a non-empty Zariski
open subset of the vector space of all linear maps from Kn to Km. This implies
the proposition. 
In order to reduce the proof of Theorem 1.10 to the case m = n we apply
Proposition 7.1 to the vector space Kx1 + · · · + Kxn and the subsets Mv =
{l(v)1 (~x), . . . , l(v)m (~x)}, v ∈ S. There exists a basis ~y = (y1, . . . , yn) of Kx1+ · · ·+
Kxn such that the map φ, as in the formulation of Proposition 7.1, is given by
φ(a1y1+· · ·+anyn) = a1y1+· · ·+amym. Let l(v)i (~x) = l˜(v)i (~y) for all i and v. Then
the linear forms l˜
(v)
1 (y1, · · · , ym, 0, · · · , 0), · · · , l˜(v)m (y1, · · · , ym, 0, · · · , 0) are lin-
early independent over K and the polynomials
m∏
i=1
l˜
(v)
i (y1, · · · , ym, 0, · · · , 0), v ∈
S, are not pairwise proportional. This completes the reduction.
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7.2. Proof of Theorem 1.10. Let G = SLn+1, G = SLn+1(KS) and Γ =
SLn+1(O). The group G is acting on KS [~x] according to the law (σφ)(~x) =
φ(σ−1~x), where σ ∈ G and φ ∈ KS [~x]. We denote f0(~x) = x1x2...xn+1. Let
f(~x) be as in the formulation of the theorem and m = n. There exists g =
(gv)v∈S ∈ G such that every gv ∈ G(K) and f(~x) = α(g−1f0)(~x) where α ∈ KS .
Since fv(~x), vn ∈ S, are not pairwise proportional the orbit Tπ(g) is locally
divergent but non-closed (Theorem 1.1). Note that f(~x) = α(wgf0)(~x) for every
w ∈ NG(T ). In view of Theorem 1.8 and its Corollary 1.9 there exist a reductive
K-subgroup H with T  H and σ ∈ G(K) such that Tπ(g) = Hπ(σ) where
H = H(KS). By Proposition 6.14 there exists a direct sum decomposition
W = W1 ⊕ · · · ⊕Wr such that H = {g ∈ SLn+1 : gWi = Wi for all i}.
(We use that SLn+1 is identified with SL(W).) Therefore given a = (av)v∈S
there exist ~z ∈ On+1 and h = (hv)v∈S ∈ H such that f0(hσ(~z)) = a. Since
HσΓ = TgΓ there exist ti ∈ T and γi ∈ Γ such that
lim
i
tigγi = hσ.
Therefore
lim
i
f(γi~z) = a,
proving the theorem. 
8. Examples
The goal of this section is to show that the hypothesis in the formulations
of Theorem 1.8, Corollary 1.9 and Theorem 1.10 are essential and can not be
removed. Up to the end of §8 we will suppose that S consists of archimedean
valuations and K is a CM-field. We have K = F (
√−d), where F is a totally
real field, d ∈ F and d > 0 in every archimedean completion of F . With slight
abuse of notation, we will denote in the way the archimedean valuations of F
and their (unique) extensions to K. So, Kv = C and Fv = R for every v ∈ S.
We denote by OF (resp. OK) the ring of integers of F (resp. K). Recall that
OF (resp. OK) is a lattice in FS =
∏
v∈S
Fv (resp. KS =
∏
v∈S
Kv).
8.1. Restriction of scalars functor for CM-fields. Denote by G the group
SL2 considered as a K-algebraic group. Let
− : K → K be the non-trivial
automorphism of K/F . For every v ∈ S we keep the same notation − for the
complex conjugation of Kv = C and for the group automorphism SL2(Kv) →
SL2(Kv),
(
x y
z t
)
7→
(
x y
z t
)
. There exists a simple F -algebraic group
of F -rank 1 denoted by RK/F (G) and a K-morphism p : RK/F (G) → G
such that the map (p, p) : RK/F (G) → G × G, g 7→ (p(g), p(g)), is a K-
isomorphism of K-algebraic groups and p(RK/F (G)(F )) = G(K). Note that
the map RK/F (G)(F ) → G(K), g 7→ p(g), is a group isomorphism. The pair
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(RK/F (G), p) is uniquely defined by the above properties up to F -isomorphism
and one says that the F -algebraic group RK/F (G) is obtained from the K-
algebraic group G by restriction scalars from K to F . (We refer to [BT,
6.17-6.21] or [W2, 1.3] for the general definition and basic properties of the
restriction of scalars functor RK/F (·).)
Given v ∈ S, the isomorphism RK/F (G)(F ) → G(K), g 7→ p(g) admits
a unique extension to an isomorphism RK/F (G)(Fv) → Gv denoted by pv.
Let pS be the direct product of all pv, v ∈ S. Further on RK/F (G)(FS) will
be identified with G via the isomorphism pS . Let T be the K-split torus
corresponding to the diagonal matrices in G. Under the above identification
Γ = G(OK) = RK/F (G)(OF ) and T = T(KS) = RK/F (T)(FS). For every
v ∈ S we have that Tv = T(Kv) is the the group of complex diagonal matrices
in Gv(= SL2(C)). The F -torus RK/F (T) is not split and contains a maximal
1-dimensional F -split torus TF . Note that TF(Fv), v ∈ S, is the the group of
real diagonal matrices in Tv. Denote TR = TF (FS). Then T = TR ·N where N
is a compact group.
8.2. Non-homogeneous T -orbits closures when r > 2. Further on, we use
the notation and the assumptions from §8.1. Also, u−(x) =
(
1 0
x 1
)
and
u+(x) =
(
1 x
0 1
)
where x ∈ K or Kv, S = {v1, · · · , vr} and G = Gv1 × · · · ×
Gvr . The next theorem is similar to [T3, Theorem 1.8].
Theorem 8.1. Suppose that r > 2. Let g = (u−(β)u+(α), e, · · · , e) ∈ G where
α ∈ F ∗ and β ∈ K \ F . Then the following holds:
(a) Each of the orbits Tπ(g) and TRπ(g) is not dense in G/Γ,
(b) Each of the sets Tπ(g) \ Tπ(g) and TRπ(g) \ TRπ(g) is not contain in a
union of countably many closed orbits of proper subgroups of G.
In particular, each of the closures Tπ(g) and TRπ(g) is not an orbit of a closed
subgroup of G.
Proof. A direct calculation shows that u−(β)u+(α) = du+(α1)u
−(β1) where
α1 = (1 + αβ)α, β1 = (1 + αβ)
−1β and d =
(
(1 + αβ)−1 0
0 1 + αβ
)
. Since
β ∈ K \ F we get that β1 ∈ K \ F .
Define subgroups L1 and L2 of G as follows. Put L1 = SL2(FS) and L2 =
{
(
x yβ−11
zβ1 t
)
∈ G : x, y, z, t ∈ FS}. The group L1∩Γ is commensurable with
SL2(OF ) and, therefore, is a lattice in L1. This implies that L1π(e) is closed.
Since the map G → G,
(
x y
z t
)
7→
(
x yβ−11
zβ1 t
)
, is a K-isomorphism we
get that L2π(e) is closed too.
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It follows from the definitions of L1 and L2 that
(16)
TRπ(g) ⊂
⋃
0≤µ≤1
{(u−(µβ), · · · , e)L1π(e)}
⋃ ⋃
0≤ν≤1
{(d · u+(να1), · · · , e)L2π(e)}.
Since the right hand side of (16) is a proper closed subset ofG/Γ, TRπ(g) 6= G/Γ.
Also, it is easy to see that the shift of the right hand side of (16) by the compact
group N (defined at the end of §8.1) remains a proper subset of G/Γ. Since
T = TR ·N , Tπ(g) 6= G/Γ, completing the proof of (a).
Let U1
+ be the group consisting of all upper triangular unipotent matrices in
L1 and U2
− be the group consisting of all lower triangular unipotent matrices
in L2. It follows from Proposition 6.10 and Proposition 3.2(2a) that T ◦Rπ(g) ⊃
U+1 π(e) ∪ (d, e, · · · , e)U−2 π(e). In view of Proposition 6.13 we get that
(17) T ◦Rπ(g) ⊃ L1π(e) ∪ (d, e, · · · , e)L2π(e).
Choose a real transcendental number a. Using again Proposition 3.2 we
obtain that TRπ(g) contains π(g˜) where g˜ = (u
−(a−2β)u+(a2α), · · · , e). Remark
that
T ◦Rπ(g˜) = T
◦
Rπ(g).
Suppose that π(g˜) ∈ Tπ(g). Then there exist t =
(
τ 0
0 τ−1
)
∈ SL2(C) and
m ∈ SL2(K) such that u−(β)u+(α)m = tu−(a−2β)u+(a2α). The upper left co-
efficient of tu−(a−2β)u+(a2α) is equal to τ and u−(β)u+(α)m ∈ SL2(K). Hence
τ ∈ K. On the other hand, the upper right coefficient of tu−(a−2β)u+(a2α) is
equal to τa2α. Therefore a is an algebraic number which is a contradiction. We
have proved that
π(g˜) ∈ T ◦Rπ(g) \ Tπ(g).
Since
T ◦Rπ(g) \ Tπ(g) ⊂ (T ◦Rπ(g) \ T ◦Rπ(g)) ∩ (Tπ(g) \ Tπ(g)),
in order to prove (b) it is enough to show that if T ◦Rπ(g) \ Tπ(g) ⊂
∞⋃
i=1
Qiπ(hi),
where Qi are connected closed subgroups of G and Qiπ(hi) are closed orbits,
then one of the subgroups Qi is equal to G. It follows from Baire’s category
theorem that there exists i◦ such that T
◦
R ⊂ Qi◦ and π(g˜) ∈ Qi◦π(hi◦). Using
(17), we obtain that L1 ∪ (d, e, · · · , e)L2(d, e, · · · , e)−1 ⊂ Qi◦ . Since β1 ∈ K \F
using the definitions of L1 and L2 we get that Qi◦ contains {e} × · · · × {e} ×
G(Kvr). (Recall that G(Kvr) = SL2(C).) Since Γ is an irreducible lattice of G,
({e}× · · ·× {e}×G(Kr)) ·Γ is dense in G. Therefore Qi◦ = G, completing the
proof of the theorem. 
Remark. The orbit Tπ(g), considered as an orbit on SL2(KS)/SL2(OK), pro-
vides an example showing that Corollary 1.9 is not valid for CM-fields. On the
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other hand, TRπ(g), considered as an orbit onRK/F (SL2)(FS)/RK/F (SL2)(OF ),
shows that Tπ(g) in the formulation of Theorem 1.8 is not always homogeneous.
8.3. Values of decomposable forms when #S = 2 or #S ≥ 2 and K is
a CM-field. Let us provide the necessary counter-examples showing that the
assertion of Theorem 1.10 does not hold if #S = 2 or K is a CM-field and
#S ≥ 2.
We keep the notation f(~x), fv(~x) and l
(v)
i (~x) as in the formulation of Theorem
1.10. For simplicity, we assume that m = n = 2.
The following is a particular case of [T3, Theorem 1.10]:
Theorem 8.2. Let #S = 2. Then f(O2K)∩K∗S is a countable set. In particular,
f(O2K) is not dense in K∗S.
Remark that in the formulation of Theorem 8.2 K is not necessarily a CM-
field.
Theorem 8.3. Let K be a CM-field which is a quadratic extension of a totally
real field F . We suppose that #S ≥ 2 and all l(v)i (~x) are with coefficients from
F . There exists a real C > 0 such that if ~z ∈ O2K and f(~z) ∈ K∗S then either
(18)
∏
v∈S
|fv(~z)|v ≥ C
or there exists w ∈ C such that
(19) fv(~z) ∈ Rw for all v ∈ S.
In particular, f(O2) is not dense in KS .
Proof. Choose d ∈ F such that K = F (√−d) and √−d ∈ OK . Put l =
[OK : OF (
√−d)]. If S = {v1, · · · , vr} we use the simpler notation: Kj := Kvj ,
| · |j := | · |vj , fj := fvj and l(j)i := l(vj)i . Let l(j)i (x1, x2) = h(j)i1 x1+h(j)i2 x2 where j ∈
{1, · · · , r} and i ∈ {1, 2}. Put h(j) :=
(
h
(j)
11 h
(j)
12
h
(j)
21 h
(j)
22
)
. After multiplying fj by
appropriate elements from F ∗ we may (and will) suppose that h(j) ∈ SL2(F ) for
all j. Further on, if ~w1 = (w11, w12) ∈ C2 and ~w2 = (w21, w22) ∈ C2 we denote by
det(~w1, ~w2) the determinant of
(
w11 w12
w21 w22
)
. Also, given w =
(
w11 w12
w21 w22
)
and ~a = (a1, a2) ∈ C2 we write w(~a) = (w11a1 + w12a2, w21a1 + w22a2).
With C =
(
d
4l4
)r
we will prove that given ~z ∈ O2K one of (18) or (19) holds.
Let ~z = ~γ+
√−d~δ ∈ O2K where ~γ = (γ1, γ2) ∈ F 2 and ~δ = (δ1, δ2) ∈ F 2. By the
choice of l, (lγ1, lγ2) ∈ O2F and (lδ1, lδ2) ∈ O2F . It is well known that if α ∈ OF
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then
∏
j
|α|j ∈ N (cf.[CF, ch.2, Theorem 11.1]). Therefore
∏
j
| det(h(j)(~γ), h(j)(~δ))|j =
∏
j
| det(~γ,~δ)|j ∈ 1
l4r
N.
We have
h(j)(~z) = h(j)(~γ) +
√−dh(j)(~δ) = (r(j)1 eiϕ
(j)
1 , r
(j)
2 e
iϕ
(j)
2 ) ∈ C2,
where r
(j)
1 and r
(j)
2 are the absolute values and ϕ
(j)
1 and ϕ
(j)
2 are the arguments
of the complex coordinates of h(j)(~z). Since fj(~z) = r
(j)
1 r
(j)
2 e
i(ϕ
(j)
1 +ϕ
(j)
2 ), we get
det(h(j)(~γ), h(j)(~δ)) =
fj(~z)√
d
e−i(ϕ
(j)
1 +ϕ
(j)
2 ) det
(
cosϕ
(j)
1 sinϕ
(j)
1
cosϕ
(j)
2 sinϕ
(j)
2
)
.
Therefore ∏
j
|fj(~z)|j ≥
(d
4
)r∏
j
| det(~γ,~δ)|j ∈
( d
4l4
)r
N.
So, (18) holds unless det(~γ,~δ) = 0. In the latter case ~γ and ~δ are proportional
which implies (19). 
Acknowledgement : The author is grateful to Federico Pellarin for the useful
discussions.
References
[B] A.Borel, Linear Algebraic Groups, 2d enlarged ed., Grad.Texts in Math. 126, New
York, Springer, 1991.
[BP] A.Borel and G.Prasad, Values of isotropic quadratic forms at S-integral points, Com-
positio Mat., 83, (1992), 347-372.
[BD] A.Borel and J.De Siebenthal, Les sous-groupes ferms de rang maximum des groupes de
Lie clos, Commentarii Mathematici Helvetici, 23, (1949), 200-201.
[BT] A.Borel and J.Tits, Groupes re´ductif, Publ.Math. de l’IHES, 27, (1965), 55-151.
[CF] J.W.S.Cassels and A.Frohlich, Algebraic Number Theory, London-New York, Aca-
demic Press, 1967.
[D] S.G.Dani, On invariant measures, minimal sets and a lemma of Margulis, Inventiones
Math., 51, (1981), 357-385.
[DM1] S.G.Dani and G. A. Margulis, Orbit closures of generic unipotent flows on homoge-
neous spaces of SL(3,R), Math.Ann., 286, (1990), 101-128.
[E-K-L] M.Einsiedler, A.Katok and E.Lindenstrauss, Invariant measures and the set of ex-
ceptions of Littlewood conjecture, Ann.Math.164 (2006), 513-560.
[E-Kl] D.Kleinbock and M.Einsiedler, Measure rigidity and p-adic Littlewood-type problems.
Compositio Math. 143 (2007), 689-702.
[E-L] M.Einsiedler and E.Lindenstrauss, On measures invariant under tori on quotients of
semi-simple groups, Ann. of Math., 37 pages (to appear).
[L-Sha] E. Lindenstrauss and U.Shapira , Homogeneous orbit closures and applications, Er-
godic Theory and Dynamical Systems, 32, (2012), Issue 02, 22 pages (to appear).
32 GEORGE TOMANOV
[M1] G. A. Margulis, Lie groups and ergodic theory, Algebra Some Current Trends
(L.L.Avramov,ed.) Proc.Varna 1986, Lectures Notes in Math., vol.1352,Springer, New
York, 130-146.
[M2] G. A. Margulis, Oppenheim Conjecture, Fields Medalists’ Lectures, World Sci.Ser. 20th
Century Math.5, 272-327, World Sci.Publishing, River Edge, NJ, 1997.
[M3] G. A. Margulis, Problems and Conjectures in Rigidity Theory, inMathematics: Fron-
tiers and Perspectives 161–174, Amer. Math. Soc. (2000).
[M6] G. A. Margulis, The action of unipotent groups in lattice space (Russian),
Mat.Sbornik(N.S.), 86(126), (1971), 552-556; see also On the action of unipotent groups
on the space of lattices, Proc. of the summer school on group representations (Bolyai
Janos Math. Soc., Budapest, 1971) 365-370; Akademiai Kiado, Budapest 1975.
[MT] G. A. Margulis and G.M.Tomanov Invariant measures for actions of unipotent groups
over local fields on homogeneous spaces, Inventiones Math., 116, (1994), 347-392.
[Mau] F. Maucourant, A non-homogeneous orbit closure of a diagonal subgroup, Ann. of
Math.171 (2010), 557-570.
[PR] V.P.Platonov and A.S.Rapinchuk, Algebraic Groups and Number Theory, Aca-
demic Press, Boston, 1994.
[Ra1] M.Ratner, Raghunathan’s topological conjecture and distribution of unipotent flows,
Duke Math. Journal 63 (1991) 235-280.
[Ra2] M.Ratner, On Raghunathan’s measure conjecture, Ann. of Math. 134 (1992) 545-607.
[Ra3] M.Ratner, Raghunathan’s conjectures for cartesian products of real and p-adic Lie
Groups, Duke Math.J. 77 (1995) 275-382.
[Re] R.Remak, Uber algebraische Zahlkrper mit schwachem Einheitsdefekt (in German), Com-
positio Math. 12 (1954) 3580.
[Sh] N.Shah, Limit distributions of polynomial trajectories on homogeneous spaces, Duke
Math.J., 75, No.3 (1994), 711-732.
[Sh-W] N.Shah and B.Weiss, On actions of epimorphic subgroups of homogeneous spaces,
Ergodic Theory and Dyn.Syst., 20, No.2 (2000), 567-592.
[Sha] U.Shapira, A solution to a problem of Cassels and Diophantine properties of cubic
numbers, Ann. of Math.173 (2011), 14 pages (to appear).
[T1] G. Tomanov, Values of Decomposable Forms at S-integral Points and Orbits of Tori on
Homogenesus Spaces, Duke Math. Journal 138, (2007) 533-562.
[T2] G. Tomanov, Divergent orbits on S-adic Homogeneous Spaces, Pure and Applied Math-
ematics Quarterly, 3, Number 4, (2007) 969-985.
[T3] G. Tomanov, Locally Divergent Orbits on Hilbert Modular Spaces, Intern. Math. Re-
search Notices, Number 4, (2013) 1404-1433.
[To4] G. Tomanov, Orbits on Homogeneous Spaces of Arithmetic Origin and Approximation,
Advanced Studies in Pure Mathematics 26, (2000) 265-297.
[T-We] G. Tomanov, B.Weiss Closed Orbits for Actions of Maximal Tori on Homogeneous
Spaces, Duke Math. Journal 119, (2003) 367-392.
[W1] A.Weil, Basic Number Theory, Springer, 1967.
[W2] A.Weil, Adels and algebraic groups, Princeton: Institute for Advanced Study, 1961.
[We] B.Weiss Divergent trajectories and Q-rank, Isr. J. Math. 152 (2006) 221-227.
[Wey] H.Weyl Uber die Gleichverteilung von Zahlen mod. Eins., Math.Ann. 77, (1916) 313-
352.
Institut Camille Jordan, Universite´ Claude Bernard - Lyon I, Baˆtiment de
Mathe´matiques, 43, Bld. du 11 Novembre 1918, 69622 Villeurbanne Cedex,
France
