This paper deals with a variety of dynamic issues in the analysis of timeseries-cross-section (TSCS) data. While the issues raised are more general, we focus on applications to political economy. We begin with a discussion of specification and lay out the theoretical differences implied by the various types of time series models that can be estimated. It is shown that there is nothing pernicious in using a lagged dependent variable and that all dynamic models either implicitly or explicitly have such a variable; the differences between the models relate to assumptions about the speeds of adjustment of measured and unmeasured variables. When adjustment is quick it is hard to differentiate between the various models; with slower speeds of adjustment the various models make sufficiently different predictions that they can be tested against each other. As the speed of adjustment gets slower and slower, specification (and estimation) gets more and more tricky. We then turn to a discussion of estimation. It is noted that models with both a lagged dependent variable and serially correlated errors can easily be estimated; it is only OLS that is inconsistent in this situation. We then show, via Monte Carlo analysis shows that for typical TSCS data that fixed effects with a lagged dependent variable performs about as well as the much more complicated Kiviet estimator, and better than the Anderson-Hsiao estimator (both designed for panels).
INTRODUCTION
Clearly the analysis of time-series-cross-section (TSCS) data is an important issue both to students of comparative political economy and students of political methodology.
While there are a variety of issues related to TSCS data, a number of important ones relate to the dynamics (time series) properties of the data. Obviously many of these issues are similar to those for a single time series, but the context of comparative political economy and the relatively short lengths of the TSCS time periods make for some interesting special issues. We assume that the reader is familiar with the basic statistical issues of time series data; since various specification issues are covered for political scientists elsewhere (Baker, 2008; Beck, 1985 Beck, , 1991 De Boef and Keele, 2008; Keele and Kelly, 2006) we go fairly quickly over the basic issues, spending more time on the issues on the interpretation of lagged dependent variables.
1 We then deal with estimation issues, concentrating on the issue of estimating models with lagged dependent variables and fixed effects.
We begin with some notation and consider the difference between panel and TSCS data. Section 3 is the heart of the paper, dealing with the interpretation of alternative dynamic specifications. This section deals only with stationary data. We then briefly deal with non-stationary data in Section 4 where we argue the literature on unit roots/integration is less useful for modeling political economy data. In Section 5 we examine the performance of OLS in the presence of fixed effects and a lagged dependent variable. We then provide two examples of dynamic modeling with political economy TSCS data in Section 6 and offer some general conclusions in the final section.
NOTATION AND NOMENCLATURE
Let y i,t be a observation for unit i at time t for the time series y, where i = 1, . . . , N and t = 1, . . . , T . We assume that y is measured as a continuous variable, or at least is close enough that we can take it as continuous. Since in what follows we typically do not care if we have one or more than one independent variable or variables, let x i,t be either an observation on a single independent variable or a vector of such variables; if the latter, it is assumed that the dynamics apply similarly to all the components of that vector. Where we need to differentiate dynamics, we use a second variable (or vector of variables), z i,t . Since the constant term is typically irrelevant for what we do, we omit it from our notation.
We distinguish two types of error terms; ν i,t refers to an independent identically distributed ("iid") error process, whereas ε i,t refers to a generic error process that may or may not be iid. Unless specifically stated, we restrict non-iid processes to simple first order autoregressions; this simplifies notation with no loss to our argument; it is simple to extend our argument to more complicated error processes. Since coefficients are only interpretable in the context of a specific model, we superscript coefficients to indicate the specification they refer to whenever confusion might arise.
Since this paper deals only with dynamics, we assume that all cross-sectional issues will be dealt with separately. While cross-sectional and temporal issues are not totally separable (e.g. fixed effects to deal with cross-sectional variation has implications for how one estimates a model with lagged dependent variables), conceptually the issues are separable. In any event, any failure to deal correctly with dynamics can only be more serious when there all also cross-sectional complications. Some ways of dealing with dynamic issues make it more difficult to deal wit cross-sectional issues; thus in evaluating some different approaches, we shall take into account which allow for simpler treatment of important cross-sectional issues. While there is no hard and fast rule, it will, in general, be better for analysts to first model the dynamics appropriately before dealing with cross-sectional issues, since correct modelling of the dynamics may eliminate some cross-sectional issues (such as the need for fixed effects (Beck and Katz, 2001) ).
Since the paradigmatic applications are to comparative political economy, we will often refer to the time periods as years and the units as countries. To simplify notation, we are also assuming that the data set is rectangular, that is, each country is observed for the same time period. This assumption is benign; it should cause no problems if some units start or end a year or two later than do others.
When relevant, we use L as the lag operator, so that Ly i,t = y i,t−1 if t > 1
and Ly i,1 is missing. The first difference operator is then ∆ = 1 − L.
Stationarity
We initially, and for most of the article, assume that the data are drawn from a stationary process. A univariate process is stationary if its various moments and crossmoments do not vary with the time period. In particular, the initial sections assume that the data are drawn from a "covariance stationary" process, that is E(y i,t ) = µ (2a) Var(y i,t ) = σ 2 (2b) E(y i,t y i,t−k ) = σ k (2c) (and similarly for any other random variables).
Stationary processes have various important features. In particular, they are mean reverting, and the best long-run forecast for a stationary process is that mean. Thus we can think of the mean as the "equilibrium" of a stationary process.
TSCS vs panel data
Any TSCS specification could look equally like a specification for "panel" data; our previous work has stressed that these are different, though various analysts have questioned this distinction. In his defining article, Stimson (1985) ) distinguished between temporally and cross-sectionally dominated data sets (with T >> N and N >> T ). This for us is not the relevant distinction. For the purposes of this article, the critical issue is whether T is large enough so that averaging over time yields stable results, and also whether it is large enough to make some statistical issues disappear. While there is no magic cutoff level here, we note that "panel" studies almost invariably have single digit T 's (with 3 being a common value) while the comparative politics TSCS data sets we work with commonly have T 's of twenty or more. As we shall see, some issues that arise for small T disappear as T gets to the range usually seen in political economy studies, and various dynamic specification issues that are irrelevant in panel analysis become relevant n TSCS analysis.
DYNAMIC SPECIFICATION: STATIONARY DATA
There are a variety of specifications for any time series model (Beck, 1991; De Boef and Keele, 2008 ) and all of these specifications have identical counterparts in TSCS models. Since these specifications appear in any standard text, we discuss these issues without citation and without claiming that the presentation here is of new research. We can either think of testing between these specifications or seeing if theory can tell us which one we should use, though the former more commonly works in practice.
In our own prior work (Beck and Katz, 1996) we argued that a specification with a lagged dependent variable (LDV) is often adequate; since that has sparked some discussion (Achen, 2000; Keele and Kelly, 2006) , we spend some time on this issue. After discussing specification, we briefly discuss estimation, postponing the issue of estimation with a lagged dependent variable and fixed effects until Section 5.
Dynamic specifications
The generic static equation is
This equation is static because any changes in x or the errors are felt instantaneously with the effect also dissipating instantaneously; there are no delayed effects. 2 It may be that x i,t is measured with a lag, so the effect could be felt with a lag, but the model is still inflexible in that the effect is completely and only felt at the one specified year; any of the models we discuss could have x i,t measured a some previous time point. Since the initial lag is specified a priori, this does not make any of the specifications any more general, nor does it make Equation 3 "dynamic."
There are a variety of ways to add dynamics to the static equation, Equation 3. The simplest is the "finite distributed lag model" (FDL) which assumes that the impact of x sets in over two (or a few) periods, but then dissipates completely. This specification has:
with the obvious generalization for higher ordered lags. Obviously Equation 3 is nested inside Equation 4 so testing between the two is simple in principle (though the correlation of x and its lags makes for a number of practical issues).
A commonly used dynamic specification is to assume that the errors follow a first order autoregressive (AR1) process (rather than the iid process of Equation 3). If we assume that the errors follow an AR1 process, we have
The advantage of the formulation in Equation 5c is that it makes clear the dynamics implied by the model and also makes it easier to compare various models.
Another commonly used model is the "lagged dependent variable" (LDV) model (with iid errors)
As the Equation 6b makes clear, the LDV model simply assumes that the effect of x decays geometrically (and for a vector of independent variables, all decay geometrically at the same rate. Note also that the compound error term is an infinite geometric sum (with the same decay parameter as for x); this error term is equivalent to a first order moving average (MA1) error process.
Both the AR1 and LDV specifications are special cases of the "autoregressive distributed lag" (ADL) model,
where Equation 5c imposes the constraint that γ = −β adl µ and Equation 6a assumes that γ = 0. The nesting of both the LDV and AR1 specifications within the ADL specification allows for testing between the various models.
Interpretation
To see how the various specifications differ, we turn to unit and impulse response functions. Since x itself is stochastic, assume the process has run long enough for it to be at its equilibrium value (stationary implies the existence of such an equilibrium). We can then think of a one time shock in x (or ε) of one unit, with a subsequent return to equilibrium (zero for the error) the next year; if we then plot y against this, we get an impulse response function (IRF). Alternatively, we can shock x by one unit and let it stay at the new value; the plot of y against x is a unit response functions (URF).
The static specification assumes that all variables have an instantaneous and only instantaneous impact. Thus the IRF for either x or ν is a spike, associated with an instantaneous change in y, and if x or ν then returns to previous values in the next period, y immediately also returns to instantaneous values. The URF is simply a step function, with the height of the single step being β s .
The finite distributed lag model simply generalizes this, with the URF having two steps, of height β f 1 and β f 1 + β f 2 , and the interval between the steps being one year. Thus, unlike the simple static model, if x changes, it takes two years for the full effect of the change to be felt, but the effect is fully felt in those two years. Thus it may take one year for a party to have an impact on unemployment, but it may be the case that after that year the new party in office has done all it can and will do in terms of changing unemployment. Similarly, an institutional change may not have all of its impact immediately, but the full impact may occur within the space of a year.
Note that the FDL has fallen out of favor with most time series analysts. This is because they typically work with higher frequency (quarterly , monthly, or higher) data than typically used in TSCS studies of political economy. Given that economic time series are often highly correlated, it becomes very hard for the analyst to tease out the lag structure with an FDL specification.
4 However, the nature of TSCS data, it may well be that a model with one or two lags might both not overtax the data and also better fit theoretical notions. It is unlikely that interesting institutional changes have only an immediate impact, but the FDL model might be appropriate. It surely should be borne in mind in thinking about appropriate specifications.
The AR1 model has a different IRF for x and the error. The IRF for x is a spike, identical to that of the static model; the IRF for the error is that of a declining geometric, which allows for the nice interpretation that short tun changes in y are a function of both short run changes in x and how much x and y are out of equilibrium, with y changing to move back towards equilibrium at at rate θ. Since the error correction model is just an algebraic rewriting of the ADL model, and given what we will say about non-stationary processes in political economy, we do not pursue this interpretation other than noting it can be most useful.
with rate of decay θ. It seems odd that all the omitted variables have a declining geometric IRF but the x we are modeling has only an instantaneous impact. Maybe that is correct, but it does seem odd as the default specification. Obviously it can be made less odd by moving to the FDL specification by adding more lags of x, but we would still have very different dynamics for x and the unobserved variables in the "error" term. One should clearly have a reason to believe that dynamics are of this form before using the AR1 specification.
The LDV model has an IRF for both x and the error that has a declining geometric form; the initial response is β ldv (or 1 for the error); this declines to zero geometrically at a rate φ. While the effect never completely dissipates, it becomes tiny fairly quickly unless φ is almost one. The URF starts with an effect β ldv immediately, increasing to
. If φ is close to one, the long run impact of x can be 10 or more times the immediate impact.
While the ADL specification appears to be much more flexible, it actually has an IRF similar to the LDV specification, other than in the first year (and is identical for a shock to the error process). Initially y changes by β adl units, then the next period the change is β adl µ + γ which then dies out geometrically at a rate µ. Thus the ADL specification is only a bit more general than the LDV specification. It does allow for the maximal impact of x to occur a year later, rather than instantaneously (or, more generally, the effect of x after one period is not constrained to be the immediate impact with one year's decay). This may be important in some applications. A comparison of the various IRFs and URFs is in Figure 1 . These clearly show that the difference between the specifications has simply to do with the timing of the adjustment to y after a change in x.
Before getting to slightly more complicated models, this analysis tells us several things. The various models differ in the assumptions they impose on the dynamics that govern how x and the errors impact y. None can be more or less right a priori. Later we will discuss some econometric issue, but for now we can say that various theories would suggest various specifications. The most important issue is whether we think a change in some variable is felt only immediately, or whether its impact is distributed over time; in the latter case, do we think that a simple structure, such as a declining geometric form, is adequate? How would we expect an institutional change to affect some y of interest in terms of the timing of that effect? If only immediately or completely in one or two years, the AR1 model or the FDL model seems right; if we expect the maximal effect to be immediate, but then to continue with some monotonic decline, the LDV or ADL model seems more reasonable. But there is nothing "atheoretical" about the use of a lagged dependent variable, and there is nothing which should lead anyone to think that the use of a lagged dependent variable causes incorrect "harm." It may cause "correct" harm, in that it may keep us from incorrectly concluding that x has a big effect when it does not, but that cannot be a bad thing. As has been well known, and as Hibbs (1974) showed three decades ago for political science, the correct modeling and estimation of time series models often undoes seemingly obvious finding. Similarly, the LDV or its generalization is not bad because, as claimed by Huber and Stephens (2001, 59 ), these models are essentially models of first differences (when φ or µ is close to one) and hence not useful if we want to model levels. When these dynamic parameters are close to one, the interpretation is that the impact of a change in x sets in slowly, and the long run impact may be many times larger than the initial impact. This may or may not be the correct model, but there is nothing that a priori tells us that such a specification is inferior.
5 In short, one cannot prefer, a priori, a model which explicitly contains the lagged dependent variable over a model which implicitly does so.
Higher order processes and other complications
We can generalize any of these models to allow for non-iid errors and for higher ordered serial correlation. Since our applications typically use annual data, it is often the case that first order error processes suffice and it would be unusual to have more than second order processes. Since, as we shall see, it is easy to test for higher order error processes, there is no reason to simply assume that errors are iid or only follow a first order process. For notational simplicity we restrict ourselves to second order processes, but the generalization is obvious.
Consider the LDV model with AR1 errors, so that
After multiplying through by (1 − ωL) we get a model with two lags of y, x and lagged x and some constraints on the parameters; if we generalize the ADL model similarly, we get a model with two lags of both y and x and more constraints. The interpretation of this model is similar to the model with iid errors.
If we assume that the "errors," which are usually omitted or unmeasured variables follow a first order moving average (MA1) process with the same dynamic parameter, φ (which may or may not be reasonable), we then have
This is a model with a geometrically declining impact of x on y and iid errors. It is surely more likely that the "errors" (omitted variables) are correlated than that they are independent. Of course the most likely case is that the errors are neither iid nor MA1 with the same dynamics as x, so we should entertain a more general model with the errors following an unconstrained MA1 process. We return to this when we discuss econometrics.
More complicated dynamics -multiple independent variables
We typically have more than one independent variable. How much generality can we allow for? The models above easily generalize to a vector of independent variables, as long as the dynamics for each variable are identical. The generalization of this can easily be seen if we have two independent variables, x and z which are adjoined to the various models. Thus for the AR1 model, both x and z have only immediate impact, for the LDV model they have different immediate impact but the same rate of geometric decline, etc.
The more general model, with separate speeds of adjustment for both independent variables (and the errors) is
Obviously each new variable now requires us to estimate two additional parameters. Also, on multiplying out the lag structures, we see that with three separate speeds of adjustment we have a third-order lag polynomial multiplying y, which means that we will have the first three lags of y on the right hand side of the specification (and two lags of both x and z) and an MA2 error process. While there are many constraints on the parameters of this model, the need for 3 lags of y costs us 3 years worth of observations (assuming the original data set contained as many observations as were available). With k independent variables, we would lose k + 1 years of data; for a typical problem where T is perhaps 30 and k is perhaps 5, this is non-trivial. Thus we are unlikely to ever be able to (or want to) estimate a model where each variable has its own speed of adjustment.
But we might get some leverage by allowing for two kinds of independent variables; those where adjustment is instantaneous or at least relatively fast (x) and those where the speed of adjustment is slower (z).
6 Since we are trying to simplify here, assume the error process shows the same slower adjustment speed as z; we can obviously build more complex models but they bring nothing additional to this discussion. We then would have
Thus at the cost of one extra parameter, we can allow some variables to have only an immediate or very quick effect, while others have a slower effect, with that effect setting in geometrically. With enough years we could estimate more complex models, allowing for multiple dynamic processes, but such an opportunity is unlikely to present itself in studies of comparative political economy. We could also generalize the model by allowing for the lags of x and z to enter without constraint. It is possible to test for whether these various complications are supported by the data, or whether they simply ask too much of the data. As always, it is easy enough to ask the data and then make a decision.
Estimation issues
As is well known a specification with no lagged dependent variable but serially correlated errors is easy to estimate using any of several variants of feasible generalized least squares (FGLS). The Cochrane-Orcutt iterated procedure is probably the most commonly used variant. It is also easy to estimate such a model via maximum likelihood, breaking up the full likelihood into a product of conditional likelihoods.
The LDV model with iid errors is optimally estimated by OLS. However, it is also well-known that OLS yields inconsistent estimates of the LDV model with serially correlated errors. Perhaps less well-known is that Cochrane-Orcutt or maximum likelihood provides consistent estimates of the LDV model with serially correlated errors. (Hamilton, 1994, 226) .
7 Thus the use of a lagged dependent variable with serially correlated errors only requires care in using a correct estimation method; it causes no other econometric problems.
It is often the case that the inclusion of a lagged dependent variable eliminates almost all serial correlation of the errors. To see this, start with the AR1 equation:
Remember, as is common, the error term is simply the error of the observer, that is, everything that determines y i,t that is not explained by x i,t . If we adjoin y i,t−1 to the specification, the error in that new specification is ε i,t − φy i,t−1 where ε i,t is the original error in Equation 13a, not some generic error term. Since the ε i,t are serially correlated because they contain a common omitted variable, and y i,t−1 contains the omitted variables at time t − 1, including y i,t−1 will almost certainly lower the degree of serial correlation, and often will all but eliminate it. But there is no reason to simply hope this happens; we can simply estimate the LDV model assuming iid errors (so by OLS), and then test the null that the errors are iid by a Lagrange multiplier test (which only requires that OLS be consistent under the null of iid errors, which it is). 8 . If, as often happens, we do not reject the null that the remaining errors are iid, we can continue with the OLS estimates; if we reject the null of iid errors we can simply use Cochrane-Orcutt or maximum likelihood. Thus lagged dependent variables present no estimation issues.
9 The only minor problem left is what happens if we have a lagged dependent variable and fixed effects. We turn to that issue in the next section.
7 The Cochrane-Orcutt procedure may find a local minimum, so analysts should try various starting values. This is seldom an issue in practice, but it is clearly easy enough to try alternative starting values.
8 The test is trivial to implement. Take the residuals from the OLS regression and regress them on the appropriate number of lags of those residuals and all the independent variables including the lagged dependent variable; the relevant test statistics if N T R 2 from this auxiliary regression, which is distributed χ 2 with degrees of freedom equal to the number of lags 9 Why are we so sanguine about LDV's when Achen is so worried about them. First, since the Lagrange multiplier test allows us to assess the degree of remaining serial correlation in the LDV model, we do not simply have to worry, we can test. But, more importantly, Achen makes the mistake of thinking that the serial correlation in the errors is a fixed characteristic of the model, whereas it varies strongly between the specifications because the "errors" mean different things in the different specifications.
Discriminating between models
We can use the fact that the ADL model nests the LDV and AR1 models to allow the data to speak on which specification better fits the data. The LDV model assumes that γ = 0 in Equation 7 whereas the AR1 model assumes that γ = −µβ adl . Thus we can estimate the full ADL model and test whether γ = 0, which would tell us that the data do not reject the LDV model or γ = −µβ adl which indicate the same thing for the AR1 model. If the data reject both simplifications, we can simply retain the more complicated ADL model.
10 Even in the absence of a precise test, the ADL estimates will often indicate which simplification is not too costly to impose.
Note that for fast dynamics (where µ is close to zero), it will be hard to distinguish between the LDV and AR1 specifications, or, alternatively, it does not make much difference which specification we use. To see this, note that if the AR1 model is correct, but we estimate the LDV model, we are incorrectly omitting the lagged x variable, when it should be in the specification, but with the constrained coefficient, µβ. As µ goes to zero, the bias from failing to include this term goes to zero. Similarly, if we incorrectly estimate the AR1 model when the LDV model is correct, we have incorrectly included in the specification the lagged dependent variable, with coefficient −µβ. Again, as µ goes to zero, this goes to zero. Thus we might find ourselves not rejecting either the LDV or AR1 specifications in favor of the more general specification, but for small µ it matters little. As µ grows larger the two models diverge, and so we have a better chance of having the data speak as to which is preferred.
Interestingly, this is different from the usual logic on omitted variable bias, where it is normally thought to be worse to incorrectly exclude than to incorrectly include a variable. This difference is because both models constrain the coefficient of the lagged x, and so the AR1 model "forces" the lagged x to be in the specification. But if we start with the ADL model and then test for whether simplifications are consistent with the data, we will not be misled. This testing of simplifications is easy to extent to more complicated models, such as Equation 12b, where we can test whether some variables have only the instantaneous impact implied by the AR1 logic, while others have the declining exponential impact implied by the LDV logic.
NON-STATIONARITY IN POLITICAL ECONOMY TSCS DATA
10 Starting with the ADL model and then testing whether simplifications are consistent with the data is part of the idea of general to simple testing (the encompassing approach) as espoused by Hendry and his colleagues (Hendry and Mizon, 1978; Mizon, 1984) . Note that this approach would start with a more complicated model with higher order specifications, but given annual data, the ADL model is often the most complicated one that need be considered. Of course if analysts believe that the simplifications of the ADL model are not consistent with the data, they are free to start with more complicated models. Nothing in our discussion precludes that, and there are no real interpretative issues raised by such a strategy.
During the last two decades, with the pioneering work of Engle and Granger (1987) , time series econometrics has been dominated by the study of non-stationary series. While there are many ways to violate the assumptions of stationarity presented in Equation 2, most of the work has all dealt with the issue of unit roots or integrated series in which shocks to the series accumulate forever. These series are long-memoried since even distant shocks persist to the present. The key question is how to estimate models where the data are integrated (we restrict ourselves to integration of order one with no loss of generality). Such data, denoted I(1), are not stationary but their first difference is stationary. The simplest example of such an I(1) process is a random walk, where
Integrated data look very different from data generated by a stationary process. Most importantly they do not have equilibria, since there is no tendency to return to the mean, even in the long run. Accordingly, the best prediction of an integrated series many periods ahead is just the current value of that series.
There is a huge literature on estimating models with integrated data. Such methods must take into account that standard asymptotic theory does not apply, and also that
Thus if we wait long enough, any integrated series will wander "infinitely" far from its mean. Much work on both diagnosing and estimating models with integrated series builds heavily on both these issues. Our interest is not in the estimation of single time series, but rather TSCS political economy data.
11
Political economy data is typically observed annually for relatively short periods of time (often 20-40 years). Of most relevance, during that time period, we often observe very few cycles. Thus, while the series may be very persistent, we have no idea if a longer time period wold show the series to be stationary (though with a slow speed of adjustment) or non-stationary. These annual observations on, for example, GDP or left political control of the economy are very different than the daily observations we may have on various financial rates. So while it may appear from an autoregression that some political economy series have unit roots, is this the right characterization of these series? For example, using Huber and Stephens' (2001) data, an autoregression of social security on its lag yields a point estimate of the autoregressive coefficient of 1.003 with a standard error of 0.009; a similar autoregression of Christian Democratic party cabinet participation of 1.03 with a standard error of 0.001. It does not take heavy duty statistical testing to see we cannot reject the null that the autoregressive coefficient is one in favor of the alternative that it is less than one (so the series is stationary). But does this mean that we think the series might be I(1)?
Making an argument similar to that of Alvarez and Katz (2000) , if these series had unit roots, there would be tendency for them to wander far from their means and the variance of the observations would grow larger and larger over time. But by definition both the proportion of the budget spent on social security and Christian Democratic cabinet participation are bounded between zero and one hundred per cent, which then bounds how large their variances can become. Further, if either series were I(1), then we would be equally likely to see an increase or decrease in either variable regardless of its present value; do we really believe that there is no tendency for social security spending to be more likely to rise when it is low and to fall when high, or similarly for Christian Democratic cabinet strength? Note that in the data set, social security spending only ranges between 3% and 33% with similar numbers for Christian Democratic cabinet strength being zero and 34%. While these series are very persistent, they simply cannot be I(1), Therefore, the impressive apparatus built over the last two decades to estimate models with I(1) series does not provide the tools needed for many, if not most, political economy TSCS datasets.
Fortunately, the modeling issue is not really about the univariate properties of any series, but the properties of the stochastic process that generated the y's conditional on the observed covariates (that is, the error process). Even with data similar to Huber and Stephens', the errors may appear stationary and so the methods of the previous section can be used. Modeling highly persistent time series is complicated, but the critical issues remain those of specification and we typically need not worry about nonstationary (Dickey-Fuller) distributions. Thus the lessons of the previous section often (perhaps usually) apply.
FIXED EFFECTS WITH LAGGED DEPENDENT VARIABLES
In this section, we consider the problems introduced by the presence of fixed unit effects in a dynamic model of TSCS data. Thus we consider the autoregression
which generalizes easily to a specification including other exogenous variables. The obvious way to estimate Equation 16 is with OLS, which is exactly equivalent to first centering each y i,t around its unit mean and then regressing the centered variables on the lagged centered variables. In the context of fixed effects, OLS is thus known as least squares dummy variables (LSDV) and we will use that terminology here, but remembering that LSDV is exactly OLS.
This induces a correlation between the demeaned lagged y and the demeaned error term. This point was made long ago for a single time series by Hurwicz (1950) , and was generalized to TSCS (or panel) data by Nickell (1981) . The algebra is trivial. Letỹ and ε be the centered y and the error,
But then clearly E[ỹ i,t−1εi,t ] = 0. The error term, ε i,t−1 is contained with weight 1 − 1 T i inỹ i,t−1 and with weight
inε. This correlation renders the LSDV estimators of φ and β biased. Nickell (1981) derived the asymptotic bias (as N → ∞) and showed that it is O(T −1 ). Note that the bias gets smaller as we increase T , that is move from the "panel" world to the TSCS world. Clearly the bias term is huge for two or three wave panels; is it similarly an issue for typical political economy data? And is the cure that is commonly used in panel situations worse than the disease in TSCS situation?
Many cures to the problem have been proposed. Perhaps the most common approach is to use instrumental variables (IV) as suggested by Anderson and Hsiao (1982) . The Anderson-Hsiao (AH) estimator begins by handling the unit effects by first differencing Equation (16). As with the demeaning procedure, this eliminates the unit effect but introduces correlation between the transformed errors and lagged transformed dependent variable. This correlation is then handled by using an instrumental variable that is correlated with the lagged first differenced but not the differenced error term. AH proposed using either the second lag of the dependent variable, y i,t−2 , or the second lag of the differenced lagged dependent variable. The consensus is that the level instrument works better, so we will only consider it here. A central problem with any IV estimator is that while it is unbiased it may dramatically increase mean squared error if the instrument is not highly correlated with the problematic variable. That is, the researcher needs to understand the cost of correcting the biases. We might be trading a small reduction in bias for a large decrease in efficiency.
We should also note that since the instrument proposed by AH is weak, there have been several alternative IV estimators proposed within the general method of moments (GMM) framework. GMM estimators can handle different numbers of instruments for each observation. Therefore, Arellano and Bond (1991) suggested using all available lags at each observation as instruments. This estimator is more efficient than the AH estimator but has not seen much use in political science.
A completely different approach is taken by Kiviet (1995) . While LSDV is biased, it often has a smaller mean squared error than the proposed IV estimators (as we will see below). Therefore, if the bias of the LSDV could be estimated and used to correct the estimate, it might prove superior to either the uncorrected LSDV or the AH estimators. Kiviet (1995) derives a formula for the bias of the LSDV which has an O(N −1 T −3/2 ) approximation error.
However, applying Kiviet's procedure is not straight forward. First, the calculations needed to compute the bias approximation are complex. Second, the formula requires knowledge of the true parameters in Equation (16), which are not known (otherwise why would we be doing estimation?). Kiviet suggests plugging in values from a consistent estimator of the model, such as AH discussed above, but this will add noise to the estimate. Third, the approximation formula implicitly assumes the data are balancedi.e., all units are fully observed for the same number of time periods. To the best of our knowledge, the approximation has never been extended to the case of unbalanced data. Lastly, we have no direct way to calculate standard errors using this correction. The mostly likely approach to measure uncertainty in this case would be a (block) bootstrap method. However, care would need to be taken to maintain the proper dynamic structure of the data.
The motivating case for the development of all of these dynamic panels models was the case of very short panels with T's in the single digits. In that context, a bias of O(T −1 ) is extremely problematic. In fact, the Monte Carlo study in Kiviet (1995) are for the cases of T = 3 and T = 6, where the alternatives to LSDV perform substantially better that it. But with TSCS data we have much larger T's. It is not clear in these cases that the proposed fixes are worth their costs, either in terms of mean square error or not allowing researchers to pursue other issues. We will evaluate these fixes in our own Monte Carlo experiments for the more typical cases seen in TSCS data.
Monte Carlo experiments
The Monte Carlo experiments we ran are based on those from Kiviet (1995) but with T and N chosen to match TSCS data as seen in typical political science. We are going to explore how the LSDV, AH, and Kiviet Correction (KC) perform in finite samples where the data generating process is very clean. In fact, the experiments are similar to those presented by Judson and Owen (1999) with similar conclusions.
The data were generated according to Equation (16) with the following additional assumptions:
These assumptions are fairly standard in the literature. The parametrization of σ α lets µ give the relative importance of the unit effects in relation to the idiosyncratic errors in a straight forward manner. Further, the inclusion of γ(1 − δ)α i induces a correlation between the unit effects and the exogenous variable, x i,t . This is not crucial in these experiments, since all of the estimators can handle correlation between the unit effects and the regressors (unlike the random effects estimator), but we think that such correlation is common in actual data. We are particularly interested in how the estimators perform as both T and φ vary. The other parameters were fixed at a single value for the experiments, since they did not qualitatively change the findings.
We are interested in two criteria for evaluating the proposed estimators: bias and root mean square error. However, root mean square error is more important since it incorporates both bias and estimation variability. That is, we might be willing to use a slightly biased estimator that has dramatically smaller sampling variance.
The experiments proceed by drawing the error terms and constructing the autore- gressive series, x i,t and y i,t . Since we do not want to worry about the impact of initial conditions, we let the process run for T + 50 periods and discard the first 50 observations. Then given the data we estimate the model using the three proposed estimators. This is repeated 1000 times.
A complete set of results for the Monte Carlo may be found in the on-line appendix. We will look at some graphs of selected results to get a feel for what is occurring. We will first examine what happens as T varies. φ was fixed at an intermediate level of 0.6. Figure 2 shows the results for the estimates of φ. We see from the results on bias, that as expected both the AH IV and the KC estimators are essentially unbiased, but there is substantial bias in LSDV, particularly for small T . The picture changes when we look at RMSE. Here the KC estimator continues to dominate, but the AH estimator pays a high cost in terms of sampling variability to get unbiasedness. In terms of RMSE, LSDV is superior to AH. The advantage of the Kiviet estimator over LSDV declines as T gets larger, though even for T = 40 the advantage of Kiviet is discernible albeit far from enormous.
The picture for LSDV continues to improve if we look at the results for β, typically the parameter of interest in most analysis. Figure 3 graphs out bias and RMSE for the estimates of β as a function of T . Here again, the AH estimate is unbiased, but is clearly dominated in terms of RMSE by both the KC and LSDV, even though both are slightly biased. The RMSE of both the LSDV and KC estimators are virtually identical.
In addition, if one looks at the estimated long run impact of the x (that is,
) is often the quantity of interest, the graph would look very similar to Figure 3 , with LSDV doing as well as the much more complicated KC estimate.
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Which method to use?
Given the results from these simulations the AH estimator should not be used for TSCS data. While it is clearly unbiased, the cost for this is very high. The picture with regard to the Kiviet correction versus the simpler LSDV estimator is less straightforward. It is clear for our results, and those of others, that the Kiviet correction works well to lower the bias, particularly of the estimate of φ, with little cost in terms of RMSE.
That said, as discussed above, there are real costs in using the Kiviet correction, not the least of which is that it will not currently work with unbalanced data and standard errors will need to be calculated by some sort of block bootstrap. Given these costs and relatively good performance of LSDV for longer TSCS data that we typically see in applications, we see little reason, in general, not to prefer LSDV over the Kiviet estimator when T is twenty or more. The LSDV performs relatively well and is flexible enough to allow other estimation and/or specification problems to be dealt with. 
EXAMPLES
In this section we consider two examples to explore the practical issues in estimating dynamics in political economy TSCS datasets. The first example looks at the impact of political variables on the growth of GDP; as we shall see, the dynamics here are fast. The second example looks at the political determinants of capital taxation rates; here we see much slower adjustment.
The growth of GDP
Our first example relates to political economy explanations of the growth of GDP in 14 OECD nations observed from 1966-1990, using data from Garrett (1998) .
14 We use one of his models, taking the growth in GDP as a linear additive function of political factors and economic controls. The political variables are the proportion of cabinet posts occupied by left parties (LEFT), the degree of centralized labor bargaining as a measure of corporatism (CORP) and the product of the latter two variables (LEFTxCORP); the economic and control variables are a dummy marking the relatively prosperous period through 1973 (PER73), overall OECD GDP growth, weighted for each country by its trade with the other OECD nations, (DEMAND), trade openness (TRADE), capital mobility (CAPMOB) and a measure of oil imports (OILD). Some specifications contain lagged growth (GDPL).
Garrett included fixed effects in his model. Given our discussion above, we simply estimated using OLS (LSDV), eschewing the more complicated methods that we saw were no better (and often worse) than LSDV. For simplicity, we just mean centered each variable (centering around the unit mean); this is identical to OLS/LSDV. Given mean centering, there is no constant term in the model, and we do not report the fixed effects estimated.
GDP growth appears stationary, with an autoregressive coefficient of 0.32. Thus all specifications are expected to show relatively fast dynamics, with quick returns to equilibrium. Turning to models with explanatory variables, results of estimating various specifications are in Table 1 .
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The simple static (OLS) model showed modest serial correlation of the errors; a Lagrange multiplier test showed we could clearly reject the null of serially independent errors (χ 2 1 = 8.6, p < .001); substantively, the serial correlation of the errors is small (0.10). Because of the small, albeit significant, amount of serial correlation of the errors, the OLS results are similar to the slightly more correct results in the two dynamic specifications.
Given the rapid speed of adjustment (the coefficient on the LDV is 0.16), it is not surprising that all three specification show similar estimates. Very few coefficients are significant in any of the specifications, but the two variables that show a strong impact in the static specification continue to show a strong impact in the two dynamic specifications.
The similarity of the AR1 and LDV estimates is not surprising; because of the fast dynamics the two models are not really very different. After one period the various independent variables in the LDV specification have only 3% of their original impact; the long-run effects in the LDV specification are only 18% larger than the immediate impacts. Thus the two specifications are saying more or less the same things, and the estimated coefficients are quite similar. Substantively, it appears as though GDP growth in a country is largely determined by GDP growth in its trading partners, and politics appears to play little if any role.
Both specifications were tested against the full ADL specification that contained all the one year lags of the independent variables. Standard hypothesis tests do not come near to allowing rejection of the simpler AR1 or LDV models in favor of the ADL model; the usual tests show (very decisively) that we cannot reject either the LDV or AR1 error model in favor of the full ADL model. The F-statistic for that test was only 0.3. In short, the data are consistent with very short run impacts, and it does not particularly matter how we exactly specify those dynamics.
Finally, in terms of the critique of the use of lagged dependent variables (Achen, 2000) , there are two predictors of GDP that are strong in the AR1 model; they remain about equally strong in the LDV model. As the previous section showed, there is nothing about LDVs which "dominate a regression" or which make "real" effects disappear. Given the nature of dynamics, this will always be the case when variables adjust quickly (that is, the serial correlation of the errors or the coefficient on the lagged dependent variable is small). We now turn to a second example where variables adjust much more slowly.
Capital taxation rates
Our second example models capital taxation rates in 17 OECD nations from 1961-93, using the data and specification as in Garrett and Mitchell (2001) .
16 Obviously tax rates move relatively slowly over time; the autoregressive coefficient of tax rates is 0.77. Thus, while tax rates are clearly stationary, it will take some number of years for the system to fully adjust.
We drop a few variables from the Garrett and Mitchell specification (that were insignificant in all specifications and not particularly substantively interesting). We thus regress the capital tax rate (CAPTAX ) on unemployment (UNEM ), economic growth (GDPPC), the dependency ratio, that is the proportion of the population that is elderly (AGED), vulnerability of the workforce as measured by low wage imports (LOWWAGE, foreign direct investment (FDI ), and two political variables, the proportion of the cabinet portfolios held by the left (LEFT) and the proportion held by Christian Democrats (CDEM ). Since Garrett and Mitchell used fixed country effects in all specifications, as in the previous example, we centered all variables by country (which again leads to a model with no constant term). Following Garrett and Mitchell, we also mean centered by year (that is, used year as well as country fixed effects). As in the previous example, we first show the static OLS, AR1 and LDV results in Table 2 .
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The simple static model is clearly wrong; a Lagrange multiplier test for serial correlation of the errors strongly rejects the null hypothesis of serially independent errors. Either the LDV or AR1 models are strongly preferred to this static model. This is the type of model that worries Achen; the AR1 model shows a strong effect of AGED on capital taxation; the LDV model cuts the impact of this variable by a factor of three with a t-ratio barely exceeding one. Note that other variables that are important in the AR1 estimation (FDI, GDPPC) remain important in the LDV specification; the magnitudes of the coefficients and standard errors for these two variables is similar for both specifications. The coefficient on LOWWAGE is also cut in half, though it is statistically significant in both specifications.
Interestingly, UNEM has both a larger effect, and one that is statistically significant, in the LDV specification, as compared to the AR1 specification. (Neither political variable has a strong or significant impact in either specification). But whatever is going on, the LDV simply does not destroy all interesting relations between variables.
We compare both of these specifications to the full ADL model (the last columns of Table 2 ), we note that the lagged coefficients on LOWWAGE, UNEM and FDI are of the opposite sign as the contemporaneous coefficient (and either statistically significant or close). Based on our prior discussion, this shows that the impact of these three variables is more or less instantaneous, with said impact almost disappearing in a year. While the lagged coefficient on GDPPC is significant and of the opposite sign as the contemporaneous coefficient, it is much smaller than that contemporaneous coefficient, indicating that the impact of the growth of GDP dissipates more or less exponentially, though a bit more quickly than exponentially in the first year. Neither of the two political variables shows any effect in any of the specifications.
Thus AGED is the only variable that seems like it "ought" to determine tax rates, that appears to strongly determine tax rates in the AR1 specification but fails to show any impact in either the LDV or ADL specification. It may be noted that while AGED perhaps "ought" to effect tax rates, its coefficient in the AR1 specification "seems" a bit large; would a one point increase in the aged population be expected to lead to over a one point increase in capital taxation rates? Thus perhaps it is not so simple to discuss which results make "sense."
Note that AGED is itself highly trending (its autoregression has a coefficient of 0.93 with a standard error of 0.01). While we can reject the null that AGED has a unit root, it, like the capital tax rate, changes very slowly. Thus we might suspect that the simple contemporaneous relationship between the two variables is spurious (in the sense of Granger and Newbold (1974) ). Of course we cannot know the "truth" here, but it is not obvious that the ADL (or LDV) results on the impact of AGED are somehow foolish. Note that the ADL specification seems "sensible" for all the other variables. Here is one garden variety model where the use of a lagged dependent variable, in what appears to be a correct specification, is consistent with perfectly reasonable results, and subject to a perfectly clear interpretation.
CONCLUSION
There is no cookbook for modeling the dynamics of TSCS models; instead, careful examination of the specifications, and what they entail substantively, can allow TSCS analysts to think about how to model these dynamics. Well known econometric tests help in this process, and validated methods make it easy to estimate the appropriate dynamic model. Modeling decisions are less critical where variables equilibrate quickly; as the adjustment process slows, the various models imply more and more different characteristics of the data. Analysts should take advantage of this to choose the appropriate model. Analysts should be very cautious about using ideas about integrated series unless it is plausible that the data could have properties consistent with such processes.
Being more specific, we have provided evidence that, unlike the claim made by Achen, there is nothing pernicious in the use of a model with a lagged dependent variable. Obviously attention to issues of testing and specification are as important here as anywhere, but there is nothing about lagged dependent variables that make them generically harmful. As we have seen, there are a variety of generic dynamic specifications, and researchers should choose amongst them using the same general methodology they use in other cases.
For typical comparative TSCS data, it does not appear that OLS with fixed effects and a lagged dependent variable (LSDV) is problematic. It is clearly better than the instrumental variable alternatives proposed. The Kiviet correction to LSDV might be considered if estimating the dynamics is crucial for the application, but using this estimator makes it very difficult to treat other complications of the model, and is likely infeasible for many researchers given the present state of software.
The brief conclusion of this paper is that issues of dynamics are substantive issues, and that researchers should so think of them. Thus, the dynamic issues confronting political economists using TSCS data are not technically formidable, but they do require matching the political economy models to the choice of dynamic specification.
A. ON LINE APPENDIX: COMPLETE MONTE CARLO RESULTS
This appendix presents the complete results for the Monte Carlo experiments. Simulation parameters: N = 20, β = 1, δ = 0.5, σ ω = 0.6, µ = 1, γ = 0.3, and σ ε = 1. 
