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Generalized Springer correspondence for symmetric spaces
associated to orthogonal groups
Toshiaki Shoji and Gao Yang
Abstract. Let G = GLN (k), where k is an algebraically closed field of chk 6= 2,
and θ an involutive automorphism of G such that H = (Gθ)0 is isomorphic to
SON (k). Then G
ιθ = {g ∈ G | θ(g) = g−1} is regarded as a symmetric space
G/Gθ. Let Gιθ
uni
be the set of unipotent elements in Gιθ. H acts on Gιθ
uni
by
the conjugation. As an analogue of the generalized Springer correspondence in
the case of reductive groups, we establish in this paper the generalized Springer
correspondence betweenH-orbits inGιθ
uni
and irreducible representations of various
symmetric groups.
Introduction
In [L1], Lusztig established the theory of generalized Springer correspondence for
reductive groups. Let G be a connected reductive group, and Guni the set of unipo-
tent elements in G. Guni has finitely many conjugacy classes, and let NG be the set
of pairs (C, E ), where C is a unipotent class, and E is a G-equivariant simple (Q¯l-)
local system on C. Lusztig gave a notion of cuspidal pairs for NG, and showed that
NG has a natural partition
NG =
∐
c∈SG
N
(c)
G .
Here SG is the set of isomorphism classes of the triples (L,CL, EL), where L is a
Levi subgroup of some parabolic subgroup of G, and (CL, EL) is a cuspidal pair on
L. He showed that WL = NG(L)/L is a Coxeter group, and that there exists a
natural bijection between N
(c)
G and the set W
∧
L of irreducible representations of WL
over Q¯l, namely,
(*) NG ≃
∐
(L,CL,EL)
W
∧
L ,
where (L,CL, EL) runs over the classes in SG. (*) is a generalization of the Springer
correspondence, which is a natural injective map W∧ → NG, where W is the Weyl
group of G. The correspondence N
(c)
G ≃ W
∧
L is obtained by considering a certain
semisimple perverse sheaf on G arising from a finite Galois covering related to WL,
and by restricting each simple component to Guni.
In this paper, we consider a similar problem for symmetric spaces associated
to orthogonal groups. Let G = GLn(k), where k is an algebraically closed field
of odd characteristic. We consider an involutive automorphism θ : G → G such
that its subgroup Gθ of θ-fixed points is isomorphic to ON(k). Put H = (G
θ)0.
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Let ι : G → G be the anti-automorphism g 7→ g−1, and consider a closed subset
Gιθ = {g ∈ G | θ(g) = g−1} of G. As a variety, Gιθ is isomorphic to the symmetric
space G/Gθ. Let Gιθuni be the set of unipotent elements in G
ιθ. Gιθ and Gιθuni are
stable under the conjugation action of H on G. It is known that Gιθuni has finitely
many H-orbits ([R]).
We consider the set NG of pairs (O , E ), where O is an H-orbit in G
ιθ
uni, and
E is an H-equivariant simple local system on O . We can formulate the notion of
cuspidal pairs for NG, and so obtain a similar set SG as before. However some
difficulty occurs for constructing semisimple perverse sheaf on Gιθ related to a finite
Galois covering. Our discussion is based on the choice of a θ-stable Borel subgroup B
and a θ-stable maximal torus T contained in B. But in our case, T ιθ is not maximal
θ-anisotropic, and the role of semisimple elements becomes restricted in contrast
to the case of reductive groups (see 1.4). In order to overcome this difficulty, we
introduce a certain subgroup D of U such that D is a subset of U ιθ, where U is
the unipotent radical of B. By making use of D , one can construct a finite Galois
covering, and a semisimple perverse sheaf on Gιθ associated to it. Once this is done,
basically similar arguments as in [L1] can be applied for the remaining part. We
establish the generalized Springer correspondence. By making use of the restriction
theorem analogous to [L1], we give an explicit description of the generalized Springer
correspondence, based on the arguments used in Lusztig-Spaltenstein [LS] in the case
of classical groups.
Let g be the Lie algebra of G, and θ : g → g an induced automorphism . We
obtain the decomposition g = g+ ⊕ g− into eigen-spaces of g, where g± = {x ∈
g | θ(x) = ±x}. The set g−nil of nilpotent elements in g
− is isomorphic to Gιθuni,
compatible with H-action. We can consider the set Ng of pairs (O , E ), where O is an
H-orbit in g−nil and E is anH-equivariant simple local system on O . In the case where
k = C, Chen-Vilonen-Xue [CVX1] considered a similar problem for Ng, by making
use of the Fourier transform of perverse sheaves on g−nil, instead of considering the
restriction of perverse sheaves on G to Guni. In [CVX2], they proved the generalized
Springer correspondence for Ng, but the explicit description of the correspondence
is not yet done. In [LY1], [LY2], [LY3], Lusztig-Yun studied perverse sheaves on g−nil
associated to arbitrary symmetric spaces, and more generally, associated to Z/mZ-
graded Lie algebras, and established the results closely related to the generalized
Springer correspondence. In their case, they also use the Fourier-Deligne transforms,
instead of the restriction.
Our result can be viewed as a “global” analogue of the problems considered by
them.
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1. Preliminaries on symmetric spaces
1.1. Let G be a connected reductive group over an algebraically closed field k of
chk 6= 2, and θ : G→ G be an involutive automorphism on G. Then Gθ = {g ∈ G |
θ(g) = g} is a reductive subgroup of G. We put H = (Gθ)0. Let ι : G→ G, g 7→ g−1
be the anti-automorphism on G. We consider the set Gιθ = {g ∈ G | θ(g) = g−1}
of ιθ-fixed points in G. Then G acts on Gιθ by g : x 7→ gxθ(g)−1. This action is
called the twisted action of G. G acts transitively on each connected component of
Gιθ with respect to the twisted G-action ([R]). Thus there are only finitely many
G-orbits in Gιθ, and each G-orbit is closed. In particular, the set {gθ(g)−1 | g ∈ G}
is a connected component of Gιθ.
It is known by [St, §7] that there exist a θ-stable Borel subgroup B and a θ-stable
maximal torus T of G such that B ⊃ T . We show a lemma.
Lemma 1.2. Let (B, T ), (B′, T ′) be θ-stable pairs of Borel subgroup and maximal
torus of G. Then there exists g ∈ Gθ such that gBg−1 = B′, gTg−1 = T ′.
Proof. We choose x ∈ G such that xBx−1 = B′, xTx−1 = T ′. Then θ(x)Bθ(x)−1 =
xBx−1, θ(x)Tθ(x)−1 = xTx−1. Hence x−1θ(x) ∈ B ∩ NG(T ) = T . In particular,
x−1θ(x) = t ∈ T ιθ. Since T ιθ is a torus, one can find t1 ∈ T
ιθ such that t = (t1)
2,
i.e., t = t1θ(t1)
−1. If we put g = xt1, we have g ∈ G
θ, and B′ = gBg−1, T ′ = gTg−1.
The lemma is proved. 
Remark 1.3. In general, θ-stable pairs (B, T ), (B′, T ′) are not necessarily H-
conjugate, (see 1.9).
1.4. We fix a θ-stable Borel subgroup B and a θ-stable maximal torus T such
that T ⊂ B. A torus S is called θ-anisotropic if θ(t) = t−1 for any t ∈ S. A
maximal θ-anisotropic tours is a θ-anisotropic torus which is maximal with respect
to the inclusion relation. It is known by [V] that a θ-anisotropic torus exists if
θ 6= id, and every maximal θ-anisotropic tori are conjugate under H . Moreover, any
semisimple element in Gιθ is contained in some maximal θ-anisotropic torus. Here
T ιθ is a θ-anisotropic torus, but in general, it is not maximal θ-anisotropic as the
following example shows.
Let G = GL2 and define θ : G → G by θ(g) = J
−1(tg−1)J with J =
(
0 1
1 0
)
.
We define x ∈ G by
x =
(
1 −ζ
1/2 ζ/2
)
,
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where ζ ∈ k∗ such that ζ2 = −1. One can check that x−1θ(x) = J . Let T be
the group of diagonal matrices, and B the group of upper triangular matrices in G.
Then (B, T ) is a θ-stable pair of Borel subgroup and maximal torus of G. In this
case,
T ιθ =
{(
a 0
0 a
)
| a ∈ k∗
}
= Z(G).
Put T1 = xTx
−1. Since x−1θ(x) = J ∈ NG(T ), T1 is also a θ-stable maximal torus.
One can check that T ιθ1 = T1, and so T1 is a maximal θ-anisotropic torus. Since
dimT ιθ = 1, dimT1 = 2, T
ιθ is not maximal.
1.5. Put BH = B∩H , and TH = T ∩H . Then as remarked in [R, Lemma 5.1],
BH is a Borel subgroup of H and TH is a maximal torus of H contained in BH . Let
g = LieG be the Lie algebra ofG, and put b = LieB, t = LieT . The differential dθ of
θ induces an involutive automorphism of g, which we also denote by θ. Thus, b, t are
θ-stable. We have a decomposition g = g+ ⊕ g−, where g± = {x ∈ g | θ(x) = ±x}.
Here g+ = LieH , and g− coincides with the tangent space of G/Gθ ≃ Gιθ. Let
∆ ⊂ X(T ) be the root system of G with respect to T (here X(T ) is the character
group of T ), and ∆+ the set of positive roots in ∆ with respect to (T,B). We have
the root space decomposition g = t⊕
⊕
α∈∆ gα. The map α 7→ α◦θ on X(T ) induces
a bijection on ∆, which we denote by σ. σ : ∆ → ∆ is compatible with the root
space decomposition, and θ gives an isomorphism θ : gα → gσ(α). σ preserves ∆+,
and so produces an automorphism of the Dynkin diagram of G. Put
(1.5.1) ∆0 = {α ∈ ∆+ | σ(α) = α}.
σ acts freely on ∆1 = ∆+ − ∆0, and we denote by ∆1 the set of σ-orbits in ∆1.
For each β = {α, σ(α)} ∈ ∆1, put gβ = ga ⊕ gσ(α). Then gβ is θ-stable, and gβ is
decomposed as gβ = g
+
β ⊕ g
−
β with g
+
β ⊂ g
+, g−β ⊂ g
−. If α ∈ ∆0, then θ gives a
linear isomorphism gα → gα. Since θ
2 = 1, we have θ = ±1 on gα, i.e., gα ⊂ g
+ or
gα ⊂ g
−. We denote by ∆+0 (resp. ∆
−
0 ) the set of α ∈ ∆0 such that gα ⊂ g
+ (resp.
gα ⊂ g
−). Let n be the nilpotent radical of b. n is θ-stable, and is decomposed as
n = n+ ⊕ n−. We have a root space decomposition
(1.5.2) n± =
⊕
β∈∆1
g±β ⊕
⊕
α∈∆±
0
gα.
1.6. Let U be the unipotent radical of B, which is θ-stable, and put UH =
Uθ = U ∩ H . For each α ∈ ∆+, we have a one parameter subgroup Uα ⊂ U such
that LieUα = gα. We have an isomorphism
U ≃
∏
α∈∆+
Uα
for a choice of the total order on ∆+. Here θ : U → U induces an isomorphism
θ : Uα → Uσ(a) for each α, and according to the decomposition in (1.5.2) in the Lie
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algebra case, we have
(1.6.1) UH ≃
∏
{α,σ(α)}∈∆1
(UαUσ(α))
θ ×
∏
α∈∆+
0
Uα.
Note that U(∆0) =
∏
α∈∆0
Uα is a θ-stable closed subgroup of U , and its θ-fixed
point subgroup coincides with
∏
α∈∆+
0
Uα.
Concerning U ιθ, we obtain a similar description as in (1.6.1). But since ιθ is not
a group homomorphism, we need a special care. One can find a filtration U ⊃ U1 ⊃
U2 ⊃ · · · of U by θ-stable normal subgroups, by making use of the commutator
relations for U , such that each quotient group Ui/Ui+1 is of the form UαUσ(α) for
{α, σ(α)} ∈ ∆1 or of the form Uα for α ∈ ∆
−
0 . In that case, U
ιθ has a filtration
U ιθ ⊃ U ιθ1 ⊃ U
ιθ
2 ⊃ · · · (by affine subspaces) such that U
ιθ
i /U
ιθ
i+1 ≃ (UαUσ(α))
ιθ or
≃ U ιθα accordingly. In particular, UH (resp. U
ιθ) is isomorphic to an affine space
with dimUH = dim n
+ (resp. dimU ιθ = dim n−).
1.7. In the remaining part of the paper, we concentrate on the symmetric spaces
associated to orthogonal groups. Let V be an N dimensional vector space over k,
and let G = GLN = GL(V ) with N ≥ 2. Consider an involutive automorphism
θ : G→ G defined by θ(g) = J−1(tg−1)J , where
J =
1 0 00 0 1n
0 1n 0
 if N = 2n + 1,
J =
(
0 1n
1n 0
)
if N = 2n,
with 1n the identity matrix of degree n. Let H = (G
θ)0. Then H is a special
orthogonal group SON with respect to the symmetric bilinear form 〈u, v〉=
tuJv on
V (u, v ∈ V ), under the identification V ≃ kN via the basis {e0, e1, . . . , en, f1, . . . .fn}
in the case where N = 2n+1, and the basis {e1, . . . , en, f1, . . . , fn} in the case where
N = 2n. It follows that
〈ei, fj〉=〈fj, ei〉= δi,j for 1 ≤ i, j ≤ n ,
〈ei, ej〉=〈fi, fj〉= 0 for 1 ≤ i, j ≤ n ,
and 〈e0, e0〉= 1, 〈e0, ei〉=〈e0, fi〉= 0 for i ≥ 1.
Let g = LieG, and θ : g → g be the induced automorphism. Then θ(x) =
−J−1(tx)J for x ∈ g. Let x∗ be the adjoint of x ∈ g with respect to the bilinear
form 〈 , 〉. Then we have x∗ = J−1(tx)J , and so
g± = {x ∈ g | x∗ = ∓x}.
We have
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g+ = {x ∈ g | 〈xv, w〉= −〈v, xw〉},
g− = {x ∈ g | 〈xv, w〉=〈v, xw〉}.
In particular, g− coincides with the set of self-adjoint matrices in g = glN . Cor-
respondingly, Gιθ coincides with the set of non-degenerate self-adjoint matrices in
glN . In particular, G
ιθ is connected, and by 1.1 we have
(1.7.1) Gιθ = {gθ(g)−1 | g ∈ G}.
1.8. We fix a θ-stable Borel subgroup B and a θ-stable maximal torus T ⊂ B
as follows. First assume that N = 2n + 1. Let B be the subgroup of G consisting
of the matrices of the form  a 0 d1td2 b1 c
0 0 b2
 ,
where a ∈ k∗, d1, d2 are (row) vectors in k
n, and b1, b2, c are square matrices of
degree n with b1 upper triangular, b2 lower triangular. Let T be the set of all
diagonal matrices in G. Then B is a Borel subgroup of G, and T is a maximal torus
in G with T ⊂ B. B, T are both θ-stable. We have
T θ =
{±1 0 00 b 0
0 0 b−1
∣∣∣∣ b ∈ Dn}, T ιθ = {
a 0 00 b 0
0 0 b
∣∣∣∣ a ∈ k∗, b ∈ Dn},
where Dn is the group of diagonal matrices of GLn. Moreover, we have
Bθ =
{ a 0 d1td2 b c
0 0 tb−1
 ∈ B ∣∣∣∣ a = ±1, d2 = −a−1d1tb, tc = −(td1d1 + b−1c)tb},
Bιθ =
{a 0 dtd b c
0 0 tb
 ∈ B ∣∣∣∣ tc = c}.
Next assume thatN = 2n. Let B be the subgroup ofG consisting of the matrices
of the form (
b1 c
0 b2
)
,
where b1, b2, c are square matrices of degree n with b1 upper triangular, b2 lower
triangular. Let T be the set of diagonal matrices in G. Then B is a Borel subgroup
of G and T is a maximal torus in G with T ⊂ B. B, T are both θ-stable. We have
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T θ =
{(
b 0
0 b−1
) ∣∣ b ∈ Dn}, T ιθ = {(b 00 b
) ∣∣ b ∈ Dn}.
Moreover, we have
Bθ =
{(
b c
0 tb−1
)
∈ B
∣∣ tc = −b−1c tb},
Bιθ =
{(
b c
0 tb
)
∈ B
∣∣ tc = c}.
Let U be the unipotent radical of B. Then U is θ-stable. Put BH = (B
θ)0, TH =
(T θ)0 and UH = U
θ. Thus BH ⊃ TH is a pair of a Borel subgroup and a maximal
torus in H , and UH is the unipotent radical of BH .
1.9. Let T ⊂ B be as above. For i = 1, . . . , n− 1, let si be the permutation of
the basis in V such that ei ↔ ei+1, fi ↔ fi+1 and that it fixes all other basis. Also for
i = 1, . . . , n, let ti be the permutation ei ↔ fi which fixes all other basis. Assume
that N is odd. Then NH(T ) is generated by s1, . . . , sn−1, tn and T . NH(T )/T
is isomorphic to the Weyl group Wn of type Bn. On the other hand, NGθ(T ) is
generated by NH(T ) and −1, so that NGθ(T )/T ≃ Wn × Z/2Z. Hence in view of
Lemma 1.2, any θ-stable pair (B′, T ′) is H-conjugate to (B, T ).
Next assume that N is even. In this case, NH(T ) is generated by s1, . . . , sn−1,
tn−1tn and T . NH(T )/T is isomorphic to the Weyl group W
′
n of type Dn. Moreover,
NGθ(T ) is generated by NH(T ) and tn, hence NGθ(T )/T ≃ Wn. One can check
that B1 = tnBt
−1
n is not contained in the set of W
′
n-conjugates of B. It follows
that the θ-stable pair (B1, T ) is not H-conjugate to (B, T ), and (B, T ), (B1, T ) give
representatives of H-conjugates of θ-stable pairs in G.
1.10. Let ∆ and ∆+ be as in 1.5 with respect to the pair (B, T ) in 1.8. Let t =
LieT , and fix the basis of t∗ as {ε0, ε1, . . . , εn, ε
′
1, . . . , ε
′
n} in the case where N = 2n+
1, and {ε1, . . . , εn, ε
′
1, . . . , ε
′
n} in the case where N = 2n. Here εi (resp. ε
′
j , ε0) is the
weight vector corresponding to ei (resp. fj, e0). We write those vectors as ε˜1, . . . , ε˜N ,
in the order ε1, . . . , εn, ε0, ε
′
n, . . . , ε
′
1 ifN = 2n+1, and ε1, . . . , εn, ε
′
n, . . . , ε
′
1 ifN = 2n.
Thus ∆+ can be written as
∆+ = {ε˜i − ε˜j | 1 ≤ i < j ≤ N}.
It follows from the description of Bιθ in 1.8, we see that
(1.10.1) ∆+0 = ∅, ∆
−
0 = {ε˜i − ε˜N−i+1 | 1 ≤ i ≤ n}.
Recall that U(∆0) =
∏
α∈∆0
Uα is a θ-stable subgroup of U . It follows from
(1.10.1), we have U(∆0) = U(∆0)
ιθ, which we denote by D . By using (1.10.1), D
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can be written explicitly as follows.
(1.10.2)
D =
{1 0 00 1n c
0 0 1n
 ∈ U ∣∣∣∣ c : diagonal} (N = 2n + 1),
D =
{(
1n c
0 1n
)
∈ U
∣∣ c : diagonal} (N = 2n).
Thus D is T θ-stable, and D ≃ kn.
1.11. Let P = LUP be a θ-stable parabolic subgroup of G containing B, where
L is the Levi subgroup of P containing T and UP is the unipotent radical of P .
Here we consider the special case where Lθ ≃ (GL1)
a × GLθN0 with N0 = N − 2a
for 0 ≤ a ≤ n (we understand that GLθ1 = {±1}, GL
θ
0 = {1}). Put DP = D ∩ UP .
Then DP is a closed subgroup of UP , and is contained in U
ιθ
P . We have DP ≃ k
a.
It is easy to see that DP is stable under the conjugation action of L on UP . More
precisely, we have
(1.11.1) Assume that x ∈ Lιθ and u ∈ DP . Then we have xu = ux.
The proof is done by a direct computation by using (1.10.2). Note that in the
Lie algebra case, this corresponds to the fact that if x, y ∈ g− such that [x, y] ∈ g−,
then [x, y] = 0 as [x, y] ∈ g+.
Remark 1.12. For the comparison, we briefly discuss the case of symplectic
groups. Let V be an N = 2n-dimensional vector space over k, and let G = GLN =
GL(V ). The involutive automorphism θ : G → G is defined as in 1.7, but by
replacing J by J =
(
0 1n
−1n 0
)
. Then H = Gθ is the symplectic group SpN , and
we consider Gιθ with H-action. We choose a pair of θ-stable Borel subgroup B and
a θ-stable maximal torus T ⊂ B as in [SS, 1]. Then the root system ∆ of G and the
set of positive roots with respect to the pair (B, T ) are given similarly to 1.10. In
particular, the set ∆0 = ∆
+
0 ∪∆
−
0 is defined, and ∆
±
0 are determined by using the
computation in [SS, 1], namely, we have
(1.12.1) ∆+0 = {ε˜i − ε˜N−i+1 | 1 ≤ i ≤ n}, ∆
−
0 = ∅.
(1.12.1) shows that in the symplectic case, an opposite situation occurs compared
to the orthogonal case (1.10.1).
2. Cuspidal local systems
2.1. In this section, we extend the notion of cuspidal local systems in the case
of reductive groups given in [L1] to the case of symmetric spaces. Let G = GLN ,
and θ : G→ G be as in 1.7. Let H = (Gθ)0. We denote the twisted action of G on
Gιθ given by g : x 7→ gxθ(g)−1 (g ∈ G, x ∈ Gιθ) by g · x.
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Let P = LUP be a θ-stable parabolic subgroup of G containing B, where L is
the θ-stable Levi subgroup containing T and UP is the unipotent radical of P . Then
Lθ ≃ GLn1 × · · · ×GLna ×GL
θ
N0
, where N0 +
∑a
i=1 2ni = N . We have
(2.1.1) Lιθ ≃ GLn1 × · · · ×GLna ×GL
ιθ
N0
,
on which Lθ acts via the conjugation action. The natural projection P → P/UP ≃ L
induces a surjective map ηP : P
ιθ → Lιθ. Note that Lθ acts on U ιθP by conjugation
action. Under the isomorphism Lιθ ≃ L/Lθ, ηP is regarded as an affine space bundle
over L/Lθ, namely,
(2.1.2) P ιθ ≃ L×L
θ
U ιθP → L/L
θ ≃ Lιθ.
We note that
(2.1.3) P ιθ is connected, and we have P ιθ = {gθ(g)−1 | g ∈ P}.
In fact, Lιθ is connected by (1.7.1) and by (2.1.1). Since U ιθP is connected, P
ιθ is
connected by (2.1.2). On the other hand, {gθ(g)−1 | g ∈ P} is a connected subset
of P ιθ which has the same dimension as P ιθ, hence coincides with P ιθ. Thus (2.1.3)
holds.
Put PH = (P
θ)0 and LH = (L
θ)0. Then PH is the parabolic subgroup of H
containing BH . Let WH = NH(TH)/TH be the Weyl group of H . We define a Weyl
subgroup WLH of WH as the Weyl group of LH . Let O be an H-orbit in G
ιθ and OL
an LH -orbit in L
ιθ. Let Z0L be the connected center of L. Then (Z
0
L)
ιθ ≃ (GL1)
a.
Consider the varieties
Z = {(x,gPH , g
′PH) ∈ G
ιθ ×H/PH ×H/PH
| g−1xg ∈ η−1P ((Z
0
L)
ιθ
OL), g
′−1xg′ ∈ η−1P ((Z
0
L)
ιθ
OL)},
Z ′ = {(x,gPH , g
′PH) ∈ G
ιθ ×H/PH ×H/PH
| g−1xg ∈ η−1P (OL), g
′−1xg′ ∈ η−1P (OL)}.
We consider the partition H/PH × H/PH =
∐
Oω into H-orbits, where Oω is an
H-orbit containing (PH , ωPH) for ω ∈ WLH\WH/WLH . Let Zω = p
−1(Oω), Z
′
ω =
p′−1(Oω), where p : Z → H/PH ×H/PH , p
′ : Z ′ → H/PH ×H/PH are projections
onto 2nd and third factors. An orbit Oω is said to be good if PH and ωPHω
−1 have a
common Levi subgroup, otherwise Oω is said to be bad. The good orbit corresponds
to ω such that ωWLH = WLHω.
In order to proceed the induction process smoothly for proving the proposition
below, we replace G by groups appearing as a Levi subgroup of some parabolic
subgroup of G, namely we consider
(2.1.4) G = G0 ×
t∏
i=1
(Gi ×Gi),
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where G0 = GLN , Gi = GLNi. We consider an involutive automorphism θ : G→ G
such that θ acts on Gi × Gi as a permutation of factors, and θ acts on G0 so that
Gθ0 ≃ ON . Hence
(2.1.5) Gιθ ≃ Gιθ0 ×
t∏
i=1
Gi.
Under this setting, P = LUP and the varieties Z,Z
′ are defined similarly. In par-
ticular, Lθ can be written as Lθ ≃ GLn1 × · · · × GLna × GL
θ
N0
, where GLθN0 is a
subgroup of Gθ0. Put νH = dimU
θ, and ν = νLH . Let c = dimO and c = dimOL.
Put r = dim(Z0L)
ιθ. We define ∆P by
(2.1.6) ∆P = (N −N0)/2.
The following result is an extension of [L1, Proposition 1.2]. The proof is done along
a similar line under suitable modifications.
Proposition 2.2. Under the notation above,
(i) For x ∈ OL, we have dim(O ∩ η
−1
P (x)) ≤ (c− c)/2 +∆P/2.
(ii) For x ∈ O,
dim{gPH ∈ H/PH | g
−1xg ∈ η−1P (OL)} ≤ (νH − c/2)− (ν − c/2) +∆P/2.
(iii) Put d = 2νH − 2ν + c + r. Then dimZω ≤ d + ∆P if Oω is good, and
dimZω < d+∆P if Oω is bad. Hence dimZ ≤ d+∆P .
(iv) Put d′ = 2νH − 2ν + c. Then dimZ
′
ω ≤ d
′ +∆P for any ω. Hence dimZ
′ ≤
d′ +∆P .
Proof. Since the proposition holds in the case where G = T × T for a torus T , we
may assume that the proposition holds for a proper Levi subgroup L of G.
Consider an orbit Oω. Let w ∈ WH be a representative of ω ∈ WLH\WH/WLH ,
and w˙ ∈ NH(TH) a representative of w. In order to show (iii) and (iv), it is enough
to see that
dim{x ∈ η−1P ((Z
0
L)
ιθ
OL) | w˙
−1xw˙ ∈ η−1P ((Z
0
L)
ιθ
OL)}(2.2.1)
≤ 2νH − 2ν + c+ r − dimOω +∆P ,
dim{x ∈ η−1P (OL) | w˙
−1xw˙ ∈ η−1P (OL)}(2.2.2)
≤ 2νH − 2ν + c− dimOω +∆P ,
and that (2.2.1) is a strict inequality if Oω is bad. Now by (2.1.2), an element x ∈
P ιθ∩wP ιθ can be written as x = ℓ ·u = ℓ′ ·u′ with ℓ ∈ L, ℓ′ ∈ wL, u ∈ U ιθP , u
′ ∈ wU ιθP .
Moreover, there exists a unique element z ∈ L ∩ wL such that ℓ = zy′, ℓ′ = zy with
y′ ∈ L ∩ wUP , y ∈
wL ∩ UP . Put
Y˜ = {(u, u′, y, y′, z) ∈ U ιθP ×
wU ιθP × (
wL ∩ UP )× (L ∩
wUP )× (L ∩
wL)
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| y′ · u = y · u′, zy′θ(zy′)−1 ∈ (Z0L)
ιθ
OL, w˙
−1zyθ(zy)−1w˙ ∈ (Z0L)
ιθ
OL, }
and let Y be the quotient of Y˜ by Eθ, where E = (wL∩UP )× (L∩
wUP )× (L∩
wL)
and Eθ acts on Y˜ by
(ℓ1, ℓ2, z1) : (u, u
′, y, y′, z) 7→ (ℓ2uℓ
−1
2 , ℓ1u
′ℓ−11 , z1yℓ
−1
1 , z1y
′ℓ−12 , zz
−1
1 ).
Then (2.2.1) can be rewritten as
(2.2.3) dimY ≤ 2νH − 2ν + c+ r − dimOω +∆P ,
where it is the strict inequality if Oω is bad. Moreover (2.2.2) can be rewritten as
the inequality obtained by dropping (Z0L)
ιθ in the definition of Y˜ , and by dropping
r from (2.2.3).
We now consider the projection Y → (wL ∩ UP ) × (L ∩
wUP ) × (L ∩
wL) by
(u, u′, y, y′, z) 7→ (y, y′, z). For fixed y, y′, z, the fibre Yy,y′,z can be written as
Yy,y′,z = {(u, u
′) ∈ U ιθP ×
wU ιθP | y
′ · u = y · u′}.
We note that
(2.2.4) dimYy,y′,z = dim(UP ∩
wUP )
ιθ.
In fact, put
u˜ = (y′
−1
yy′)−1 · u,
u˜′ = y′
−1
· u′.
Since y ∈ UP , y
′ ∈ L, we have y′−1yy′ ∈ UP . Thus u˜ ∈ U
ιθ
P . On the other hand, since
y′ ∈ wUP , we have u˜
′ ∈ wU ιθP . Thus the variety Yy,y′,z is isomorphic to the variety
{(u˜, u˜′) ∈ U ιθP ×
wU ιθP | u˜ = u˜
′}. Hence dimYy,y′,z = dim(UP ∩
wUP )
ιθ. (2.2.4) holds.
Since the fibres Yy,y′,z have constant dimension, (2.2.3) can be rewritten as fol-
lows;
dimD ≤ 2νH − 2ν + c+ r − dimOω +∆P − dim(UP ∩
wUP )
ιθ,(2.2.5)
where
D = {(y,y′, z) ∈ (wL ∩ UP )× (L ∩
wUP )× (L ∩
wL)
| zy′θ(zy′)−1 ∈ (Z0L)
ιθ
OL, w˙
−1zyθ(zy)−1w˙ ∈ (Z0L)
ιθ
OL, }/E
θ,
and the action of Eθ is defined similarly.
We now compute the difference of dim(UP ∩
wUP )
θ and dim(UP ∩
wUP )
ιθ. Ac-
cording to the decomposition in (2.1.4), UP ∩
wUP is the direct product of those
subgroups corresponding to G0 or Gi × Gi (1 ≤ i ≤ t) in (2.1.4). For Gi × Gi, its
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θ-fixed part and ιθ-fixed part are isomorphic. Hence we have only to consider the
part G0 ∩ P . We assume that G0 ∩ L
ιθ is expressed as in the right hand side of
(2.1.1). Put n = [N/2], n0 = [N0/2]. The Weyl subgroup W0 of WH corresponding
to G0 is isomorphic to Sn ⋉ (Z/2Z)
n′ , where n′ = n (resp n′ = n − 1) if N is odd
(resp. even), which we identify with a subgroup of signed permutations of n letters
{1, . . . , n}. For w ∈ WH , let w0 be the element corresponding to W0 under the
decomposition in (2.1.4). Put
(2.2.6) bw = ♯{i | 1 ≤ i ≤ n− n0, 1 ≤ w
−1
0 (i) ≤ n− n0}.
Note that the action of θ on UP ∩
wUP can be described from the formula in (1.5.2),
and its group version in 1.6, by using (1.10.1) and (1.10.2). In particular, we have
(2.2.7) dim(UP ∩
wUP )
θ = dim(UP ∩
wUP )
ιθ − bw.
Since L∩ wP is a parabolic subgroup of L with a Levi decomposition L∩ wP =
(L∩ wL)(L∩ wUP ), and similarly for
wL∩P , wL∩P = (wL∩L)(wL∩UP ), we have
dim(L ∩ wL) + dim(L ∩ wUP ) + dim(
wL ∩ UP ) = dimL. Thus
dim(P ∩ wP )θ = 2ν + dimT θ + dim(UP ∩
wUP )
θ.
It follows, by (2.2.7), that
(2.2.8) dim(UP ∩
wUP )
ιθ = 2νH − 2ν − dimOω + bw.
Hence (2.2.5) is equivalent to the form
dimD ≤ c + r +∆P − bw.(2.2.9)
Thus in order to prove (2.2.1), we have only to show (2.2.9), where the strict in-
equality holds if Oω is bad.
A similar discussion shows that, in order to prove (2.2.2), we have only to show
(2.2.10) dimD′ ≤ c+∆P − bw,
where
D′ = {(y,y′, z) ∈ (wL ∩ UP )× (L ∩
wUP )× (L ∩
wL)
| zy′θ(zy′)−1 ∈ OL, w˙
−1zyθ(zy)−1w˙ ∈ OL, }/E
θ.
We consider (2.2.10). Since wP and L contain a common maximal torus T ,
Q = L∩wP is a θ-stable parabolic subgroup of L with Levi decomposition Q =MUQ,
where M = L∩ wL and UQ = L∩
wUP . Hence by replacing G,P, L by L,Q,M , one
can define a map ηQ : Q
ιθ → M ιθ as in the case of ηP . Similarly, for a parabolic
subgroup Q′ = wL∩P =MUQ′ of
wL with UQ′ =
wL∩UP , the map ηQ′ : Q
′ιθ →M ιθ
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can be defined. Here ηQ(zy
′θ(zy′)−1) = zθ(z)−1 for z ∈ M, y′ ∈ UQ, and similarly,
ηQ′(zyθ(zy)
−1) = zθ(z)−1. We note that
(2.2.11) There exist finitely many (Mθ)0-orbits Ô1, . . . , Ôm inM
ιθ such that zθ(z)−1
is contained in
⋃
i Ôi if (y, y
′, z) ∈ D′.
In fact, by definition of D′, zθ(z)−1 is contained in OLUQ ∩ M
ιθ, hence its
semisimple part z1 is contained in Os, where Os is a single LH -orbit in L
ιθ obtained
from a semisimple element, say s ∈ M ιθ. But Os ∩M
ιθ splits into finitely many
(Mθ)0-orbits. Here note that ZM(s) is θ-stable, and ZM(s)
ιθ has only finitely many
unipotent Z0M(s)
θ-orbits ([R, Proposition 7.4]). (2.2.11) follows from this.
Let π3 : D
′ →M ιθ be the map defined by (y, y′, z) 7→ z = zθ(z)−1. By (2.2.11),
z ∈
⋃
i Ôi, and for each z ∈ Ôi, π
−1
3 (z) is isomorphic to the product of the varieties
as in (i), namely, (OL ∩ η
−1
Q (z)) × (OwL ∩ η
−1
Q′ (z)). Hence by induction hypothesis,
we have
dim π−13 (z) ≤
1
2
(c− dim Ôi) +
1
2
(c− dim Ôi) +∆Q.
(Note that ∆Q = ∆Q′). It follows that dim π
−1
3 (O i) ≤ c+∆Q. Since this is true for
any i, we have dimD′ ≤ c+∆Q. In order to show (2.2.10), it is enough to see that
(2.2.12) ∆Q ≤ ∆P − bw.
We can express ∆Q as
∆Q = ♯{i | n− n0 + 1 ≤ i ≤ n, 1 ≤ w
−1
0 (i) ≤ n− n0}
By comparing this with (2.2.6), we obtain (2.2.12). Thus (2.2.10) is proved.
Next consider (2.2.9). A similar argument as in the proof of (2.2.10) shows that
there exist finitely many orbits Ô ′1, . . . , Ô
′
m′, Ô
′′
1 , . . . , Ô
′′
m′′ in (M
ιθ)0 such that zθ(z)−1
is contained in the intersection of (Z0L)
ιθ(Ô ′1∪· · ·∪Ô
′
m′) and (Z
0
wL)
ιθ(Ô ′′1 ∪· · ·∪Ô
′′
m′′).
Since Z0L and Z
0
wL are contained in the center of M , zθ(z)
−1 is contained in (Z0L ∩
ZwL)
ιθ(Ô1∪· · ·∪Ôm) for some (M
θ)0-orbits Ô1, . . . , Ôm inM
ιθ. Thus as in the proof
of (2.2.10), we have dimD′ ≤ c+dim(Z0L∩Z
0
wL)
ιθ+∆Q. Here dim(Z
0
L∩ZwL)
ιθ ≤ r,
and the strict inequality holds if Oω is bad. (2.2.9) follows from this by using
(2.2.12). Hence we have proved (iii) and (iv), assuming the induction hypothesis.
Next we show (ii). Put Z ′
O
= {(x, gPH, g
′PH) ∈ Z
′ | x ∈ O}. If Z ′
O
is empty,
then the variety in (ii) is also empty, and the inequality holds. So we assume that
Z ′
O
is non-empty. From (iv), we have dimZ ′
O
≤ d′ + ∆P . Consider the projection
p : Z ′
O
→ O to the first factor. Then each fibre is isomoprhic to the product of two
copies of the variety in (ii). Thus we have
dim{gPH ∈ H/PH | g
−1xg ∈ η−1P (OL)} = (dimZ
′
O − dimO)/2
≤ (d′ +∆P − c)/2
= νH − ν + (c− c+∆P )/2.
Hence (ii) holds.
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Finally we show (i). Consider the variety R = {(x, gPH) ∈ O × H/PH | x ∈
η−1P (OL)}. By projecting to the first factor, and by using (ii), we see that dimR ≤
νH−ν+(c+c)/2+∆P/2. If we project to the second factor, each fibre is isomorphic
to the variety O ∩ η−1P (OL). Hence
dim(O ∩ η−1P (OL)) ≤ νH − ν + (c+ c)/2 +∆P/2− dimH/PH
= (c + c)/2 +∆P/2.
Now we consider the map O ∩ η−1P (OL) → OL by x 7→ ηP (x). Then each fibre is
isomorphic to the variety considered in (i). Hence the dimension of this variety is
≤ (c + c)/2 + ∆P/2 − c = (c − c)/2 + ∆P/2. This proves (i). The proposition is
proved. 
2.3. We keep the setting in 2.1. Let Guni be the set of unipotent elements in G,
and put Gιθuni = G
ιθ ∩Guni. By [R, proposition 7.4], G
ιθ
uni has finitely many H-orbits.
We define Lιθuni for L similarly to G. Let O ⊂ G
ιθ
uni,OL ⊂ L
ιθ
uni. Take u ∈ O , v ∈ OL,
and fix them. We define varieties
Yu,v = {gZ
0
LH
(v)UθP | g ∈ H, g
−1ug ∈ η−1P (v)},
Y˜u,v = {g ∈ H | g
−1ug ∈ η−1P (v)}.
Note that η−1P (v) = (vUP )
ιθ, hence Yu,v is well-defined. ZH(u)× ZLH (v)U
θ
P acts on
Y˜u,v by (x, y) : g 7→ xgy
−1 (x ∈ ZH(u), y ∈ ZLH(v)U
θ
P , g ∈ Y˜u,v). Let φ : Y˜u,v →
Yu,v ≃ Y˜u,v/Z
0
LH
(v)UθP , ϕ : Y˜u,v → Z
0
H(u)\Y˜u,v be the quotient maps. We define
ξ : O˜ = H/Z0H(u) → H/ZH(u) ≃ O by gZ
0
H(u) 7→ gug
−1. Then ξ is a finite
Galois covering with Galois group AH(u) = ZH(u)/Z
0
H(u). We have the following
commutative diagram.
(2.3.1)
Yu,v
φ
←−−− Y˜u,v
ϕ
−−−→ Z0H(u)\Y˜u,v
τ
y yτ
O ∩ η−1P (v)
ξ
←−−− ξ−1(O ∩ η−1P (v)),
where τ : g 7→ g−1ug, τ : Z0H(u)g 7→ g
−1Z0H(u). Note that τ gives an isomorphism
Z0H(u)\Y˜u,v ∼−→ ξ
−1(O ∩ η−1P (v)). Put
δ = (dimO − dimOL)/2 +∆P/2,(2.3.2)
s = (dimZH(u)− dimZLH(v))/2 +∆P/2.(2.3.3)
By (2.3.1), we have dim(O ∩ η−1P (v)) = dim ξ
−1(O ∩ η−1P (v)) = dimZ
0
H(u)\Y˜u,v.
Hence if we put du,v = dim(O ∩ η
−1
P (v)), we have
dim Y˜u,v = du,v + dimZH(u),
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dim Yu,v = du,v + dimZH(u)− dimZLH (v)− dimU
θ
P .
On the other hand, by Proposition 2.2 (i), we have du,v ≤ δ. It follows that
dimYu,v ≤ s, and that the equality holds if and only if du,v = δ. Let I(Yu,v)
be the set of irreducible components of Yu,v of dimension s. Similarly, let I(Y˜u,v)
(resp. Iu,v) be the set of irreducible components of Y˜u,v (resp. ξ
−1(O ∩ η−1P (v))) of
dimension δ+dimZH(u) (resp. dimension δ). By (2.3.1), we have a natural bijection
I(Yu,v) ≃ I(Y˜u,v) ≃ Iu,v.
Put AH(u) = ZH(u)/Z
0
H(u). Since ZH(u) acts on Yu,v from the left, AH(u)
acts on I(Yu,v) as permutations of irreducible components. Similarly, AH(u) acts on
I(Y˜u,v), Iu,v, and the above bijection turns out to be AH(u)-equivariant.
Definition 2.4. Let O be an H-orbit in Gιθuni, and take u ∈ O . τ ∈ AH(u)
∧
is said to be cuspidal if τ does not appear in the permutation representation of
AH(u) on I(Yu,v) for any θ-stable Levi subgroup L of any θ-stable proper parabolic
subgroup P of G, and for any v ∈ Lιθuni. An H-equivariant simple local system E on
O corresponding to τ ∈ AH(u)
∧ is said to be cuspidal if τ is cuspidal.
It follows from the definition that if τ is cuspidal, then its dual representation
τ ∗ is also cuspidal.
Lemma 2.5. The local system E on O is cuspidal if and only if for any proper
θ-stable parabolic subgroup P of G, and for any v ∈ Lιθuni, we have
H2δc (O ∩ η
−1
P (v), E ) = 0.
Proof. Let ξ : O˜ → O be the finite Galois covering with Galois group AH(u). Then
ξ∗Q¯l is a semisimple local system on O equipped with AH(u)-action, and we have
E = HomAH(u)(τ, ξ∗Q¯l). Hence
H ic(O ∩ η
−1
P (v), E ) ≃ (H
i
c(O ∩ η
−1
P (v), ξ∗Q¯l)⊗ τ
∗)AH (u)
≃ (H ic(ξ
−1(O ∩ η−1P (v)), Q¯l)⊗ τ
∗)AH(u),
where τ ∗ is the dual representation of τ . This implies that the condition τ does
not appear in the permutation representation of Iu,v is equivalent to the condition
H2δc (O ∩ η
−1
P (v), E ) = 0. Since Iu,v ≃ I(Yu,v) with AH(u)-action, the lemma follows.

2.6. More generally, we consider G and an involution θ : G→ G as in (2.1.4).
The definition of cuspidal local system E on O can be generalized to this case, and
Lemma 2.5 holds. Let E be a local system on O . Then, under the isomorphism
in (2.1.5), O ≃ O0 × O1 × · · · × Ot, where O0 ⊂ G
ιθ
0 and Oi ⊂ (Gi × Gi)
ιθ ≃ Gi
for i = 1, . . . , t. Thus E can be written as E = E0 ⊠ E1 ⊠ · · · ⊠ Et, where Ei is a
local system on Oi for each i. By Lemma 2.5, it is easy to see that E is cuspidal
on O if and only if Ei is cuspidal on Oi for each i. But note that the definition of
cuspidality for Ei (i ≥ 1) is exactly the same as the definition of cuspidality in the
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case of reductive groups in [L1, 2.4]. It is well-known that in the case of GLn, there
does not exist a cuspidal local system unless n = 1. Hence we have the following.
Lemma 2.7. Assume that H = SON . Let L be a θ-stable Levi subgroup of a θ-stable
parabolic subgroup of G. Let OL be an LH-orbit in L
ιθ
uni. If there exists a cuspidal
local system on OL, then LH ≃ (GL1)
a × SON0, where a = (N −N0)/2.
Remark 2.8. In the case where H = SpN , Proposition 2.2 still holds by putting
∆P = 0.
3. Admissible complexes
3.1. We follow the setting in 1.7, and consider H = (Gθ)0 ≃ SON . Let us
fix a θ-stable Borel subgroup B and a θ-stable maximal torus T contained in B.
By Lemma 1.2, the pair (B, T ) is Gθ-conjugate to the specific choice of the Borel
subgroup and the maximal torus given in 1.8. Let U be the unipotent radical of
B. We define a subgroup D of U by D = U(∆0). D is conjugate under G
θ to the
corresponding group defined in 1.10. In particular, we have D = U(∆0)
ιθ.
Let P = LUP be a θ-stable parabolic subgroup of G containing B such that
T ⊂ L. Here we assume that Lθ ≃ (GL1)
a×GLθN0 with N0 = N −2a for 0 ≤ a ≤ n.
Let OL be an LH-orbit in L
ιθ
uni, and consider Σ = (Z
0
L)
ιθ × OL ⊂ L
ιθ. Note that
(Z0L)
ιθ ≃ (GL1)
a. Let (Z0L)
ιθ
reg be the set of (t1, . . . , ta) ∈ (GL1)
a such that ti are all
distinct, under the above isomorphism. Put Σreg = (Z
0
L)
ιθ
reg×OL. Then Σreg is open
dense in Σ. Put DP = D ∩ UP . Then DP is a closed subgroup of UP contained
in U ιθP such that DP ≃ k
a. Moreover by 1.11, DP is stable under the conjugation
action of LH on U
ιθ
P . By (1.11.1), any element in Σ commutes with any element in
DP . Hence
(3.1.1) ΣDP ⊂ P
ιθ.
Note that dimDP = a = ∆P (see (2.1.6)).
Let D0P be the subset of DP ≃ k
a consisting of ξ = (ξ1, . . . , ξa) ∈ k
a such that
ξi 6= 0 for any i. We define varieties
Y˜(L,Σ) = {(x, gLH) ∈ G
ιθ ×H/LH | g
−1xg ∈ ΣregD
0
P}
Y(L,Σ) =
⋃
g∈H
g(ΣregD
0
P )g
−1.
We show a lemma.
Lemma 3.2. (i) Y(L,Σ) is a smooth, irreducible variety with
(3.2.1) dimY(L,Σ) = 2νH − 2νLH + dimΣ +∆P .
(ii) Let P ′ = L′UP ′ be another θ-stable parabolic subgroup with θ-stable Levi
subgroup L′, (L′, Σ ′) a pair defined for L′, similarly to (L,Σ). Assume that
(L′, Σ ′) is not H-conjugate to (L,Σ). Then we have Y(L,Σ) ∩ Y(L′,Σ′) = ∅.
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Proof. For each g ∈ Gιθ, let gs be the semisimple part of g in G
ιθ, and ZH(gs)
be the stabilizer of gs in H . Put Zg = Z
0
ZH (gs)
, the connected center of ZH(gs).
Then H(g) = ZH(Zg) is a Levi subgroup of some parabolic subgroup of H . If
g ∈ Y(L,Σ), H(g) is a Levi subgroup conjugate to LH under H . By identifying
H/NH(LH) with the set of Levi subgroups of H conjugate to LH , we define a map
ζ : Y(L,Σ) → H/NH(LH) by g 7→ H(g). Then one can show that
(3.2.2) ζ : Y(L,Σ) ≃ H ×
NH (LH ) ζ−1(LH)→ H/NH(LH)
is a locally trivial fibration with fibre isomorphic to ζ−1(LH). We have
ζ−1(LH) =
⋃
w∈NH(LH )/LH
w(ΣregD
0
P )w
−1.
Here NH(LH)/LH ≃ Sa ⋉ (Z/2Z)
a′ , where Sa is the symmetric group of degree a,
and a′ = a unless a = n and N is even, in which case a′ = n− 1. w ∈ NH(LH)/LH
leaves Σreg stable, and σ ∈ Sa leaves D
0
P stable. Hence
ξ−1(LH) ≃ Σreg ×
⋃
w∈(Z/2Z)a′
wD0Pw
−1.(3.2.3)
Since wD0Pw
−1 are mutually disjoint for w ∈ (Z/2Z)a
′
, we see that ζ−1(LH) is a
disjoint union of smooth pieces Σreg × wD
0
Pw
−1. Hence ζ−1(LH) is smooth, and so
Y(L,Σ) is smooth by (3.2.2). Since ΣregD
0
P is irreducible, Y(L,Σ) is also irreducible.
The dimension formula (3.2.1) follows from (3.2.2) and (3.2.3). Thus (i) holds. (ii)
is immediate since for g ∈ Y(L,Σ), H(g) determines a unique Levi subgroup in H ,
and once LH = H(g) is given, g determines a unique LH -orbit OL, hence determines
Σ uniquely. The lemma is proved. 
Remark 3.3. The definition of Y(L,Σ) given here depends on the special choice of
P as in 3.1. The discussion in 3.1 can not be applied for arbitrary L. So, we cannot
discuss the partition of Gιθ in terms of various Y(L,Σ) as given in [L1, 3.1].
3.4. By fixing (L,Σ), put Y = Y(L,Σ), Y˜ = Y˜(L,Σ). Recall the map ηP : P
ιθ →
Lιθ. Let Σ be the closure of Σ in Lιθ. We define varieties X, X˜ by
X˜ = {(x, gPH) ∈ G
ιθ ×H/PH | g
−1xg ∈ η−1P (Σ)},
X =
⋃
g∈H
g
(
η−1P (Σ)
)
g−1
and a map π : X˜ → X by (x, gPH) 7→ x. Then π is proper and surjective. We have
(3.4.1) X˜ ≃ H ×PH η−1P (Σ).
We have a lemma.
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Lemma 3.5. (i) X is a closed irreducible subvariety of Gιθ such that the closure
Y of Y coincides with X. We have dim X˜ = dimX.
(ii) The map (x, gLH) 7→ (x, gPH) gives an isomorphism γ : Y˜ ∼−→π
−1(Y ).
(iii) Y is an open dense subset of X. Hence Y is an irreducible, locally closed
smooth subvariety of Gιθ.
Proof. (i) Since ηP is an affine space bundle with fibre isomorphic to U
ιθ
P by (2.1.2),
we have dim η−1P (Σ) = dimΣ + dimU
ιθ
P . Thus (3.4.1) shows that X˜ is irreducible
with
dim X˜ = dimH − dimPH + π
−1
P (Σ)
= dimH − dimPH + dimΣ + dimU
ιθ
P
= 2νH − 2νLH + dimΣ − dimU
θ
P + dimU
ιθ
P .
By (1.10.1) and (1.10.2), we have dimU ιθP = dimU
θ
P +∆P . Hence by comparing the
last equality with (3.2.1), we have
(3.5.1) dim X˜ = dimY.
Since X˜ is irreducible and π is proper, X is an irreducible closed subset of Gιθ. Since
Y ⊂ X , we have Y ⊂ X . We have
dimY ≤ dimX ≤ dim X˜ = dimY
by (3.5.1). Hence dimY = dimX = dim X˜ . Since X and Y are irreducible, closed
with same dimension, we have X = Y . This proves (i).
(ii) The map (x, gLH) 7→ (x, gPH) gives a well-defined map γ : Y˜ → π
−1(Y ).
For u ∈ UP , t ∈ (Z
0
L)reg, if tu = ut, then u ∈ DP . Thus for 1 6= u ∈ U
θ
P , t ∈
(Z0L)
ιθ
reg, t
−1u−1tu produces an element in UP − DP . The injectivity of γ follows
from this. We will show that γ(Y˜ ) = π−1(Y ). Take an element in π−1(x) for
x ∈ ΣregD
0
P , which is of the form (x, gPH) with g
−1xg ∈ η−1P (Σ). Let xs be the
semisimple part of x. Then xs ∈ (Z
0
L)
ιθ
reg, and Z
0
H(xs) = LH . On the other hand,
since Σ = (Z0L)
ιθOL, g
−1xsg ∈ (Z
0
L)
ιθ. In particular, ZH(g
−1xsg) ⊃ LH . But since
ZH(g
−1xsg) = g
−1LHg, we have g
−1LHg = LH , namely, g ∈ NH(LH). Here note
that NH(LH)/LH ≃ Sa⋉ (Z/2Z)
a′ . Thus g ∈ NH(LH) leaves Σreg invariant. By our
assumption g−1xg ∈ ΣUP , g ∈ NH(LH) should be contained in the inverse image
of Sa under the map NH(LH) → NH(LH)/LH . Such a g leaves D
0
P invariant also.
Hence (x, gLH) ∈ Y˜ , and we have (x, gPH) = γ((x, gLH)). Since any element in
π−1(Y ) is H-conjugate to the element discussed above, we see that γ is surjective.
Hence γ is a bijection. The inverse morphism γ−1 : π−1(Y )→ Y˜ is constructed from
the above discussion. (ii) is proved.
(iii) Since X is irreducible, it is enough to show that Y is an open subset of X .
Other properties are already shown in Lemma 3.2. Put (Z0L)
ιθ
1 = (Z
0
L)
ιθ−(Z0L)
ιθ
reg and
Σ1 = (Z
0
L)
ιθ
1 OL. Then Σ1 is a closed subset of Σ, and X1 =
⋃
g∈H g(η
−1
P (Σ1))g
−1 is a
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closed subset ofX . Thus X−X1 is an open subset ofX , and in fact, it coincides with
the subset of X consisting of x such that the semisimple part of x is H-conjugate
to an element in (Z0L)
ιθ
reg. Let Σ2 = (Z
0
L)
ιθ(OL −OL). Then Σ2 is a closed subset of
Σ, and X2 =
⋃
g∈H g(η
−1
P (Σ2))g is a closed subset of X . Since Y = X − (X1 ∪X2),
Y is open in X . (iii) is proved. 
3.6. We consider the diagram
Σ
α0←−−− Ŷ
ψ0
−−−→ Y˜
π0−−−→ Y,
where
Ŷ = {(x, g) ∈ Gιθ ×H | g−1xg ∈ ΣregD
0
P},
and maps are defined by π0(x, gLH) = x, ψ0(x, g) = (x, gLH), α0(x, g) = ηP (g
−1xg).
Here H acts on Y˜ by h : (x, gLH) 7→ (hxh
−1, hgLH), and π0 is H-equivariant with
respect to the conjugation action of H on Y . On the other hand, H × LH acts on
Ŷ by (h, ℓ) : (x, g) 7→ (hxh−1, hgℓ−1), and ψ0 is H-equivariant. H ×LH also acts on
Σ by (h, ℓ) : y 7→ ℓyℓ−1, and α0 is H × LH -equivariant.
Let E1 be an LH -equivariant simple local system on Σ. Since Σ = (Z
0
L)
ιθ ×OL,
E1 can be written as E1 = S ⊠ E
†
1 , where S (resp. E
†
1 ) is a simple local system
on (Z0L)
ιθ (resp. OL). We say that (Σ, E1) is a cuspidal pair if E
†
1 is a cuspidal
local system on OL. Note that this definition is weaker than the definition of the
cuspidal pair in [L1, 2.4]. By abuse of the notation, we also say that (OL, E
†
1 ) is
a cuspidal pair if E †1 is cuspidal on OL. Now consider an arbitrary E1. Then E1 is
(H × LH)-equivariant with respect to the trivial action of H on Σ, and α
∗
0E1 is an
(H×LH)-equivariant local system on Ŷ . Since ψ0 is a principal bundle over Y˜ with
respect to the free action of LH , there exists a unique local system E˜1 on Y˜ , up to
isomoprhism, such that
α∗0E1 ≃ ψ
∗
0 E˜1.
Since α0 is smooth with connected fibre H×DP , E˜1 turns out to be an H-equivariant
simple local system on Y˜ .
Here W = NH(LH)/LH ≃ Sa ⋉ (Z/2Z)
a′ (see the proof of Lemma 3.2). Let W1
be the stabilizer of ΣregD
0
P in W . Then W1 ≃ Sa. We note that π0 : Y˜ → Y is a finite
Galois covering with group W1. In fact, we have an isomorphism Y˜ ≃ H×
LHΣregD
0
P ,
and by (3.2.2), the map π0 is given by the canonical map
π0 : H ×
LH ΣregD
0
P → H ×
NH (LH ) ζ−1(LH),
where ζ−1(LH) =
⋃
w∈(Z/2Z)a′ w(ΣregD
0
P )w
−1, see (3.2.3). Thus π0 is a finite Galois
covering with group W1.
We consider (π0)∗E˜1. Since π0 is a finite Galois covering, (π0)∗E˜1 is a semisimple
local system on Y . Put
WE1 = {n ∈ NH(LH) | n(ΣregD
0
P )n
−1 = ΣregD
0
P , ad(n)
∗
E1 ≃ E1}/LH ,
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where ad(n) : Σ → Σ, y 7→ nyn−1. Then WE1 is a subgroup of W1. In a similar
way as in [L1, Proposition 3.5], one can show that the endomorphism algebra AE1 =
End((π0)∗E˜1) of (π0)∗E˜1 is isomorphic to the (twisted) group algebra Q¯l[WE1 ]. Thus
(π0)∗E˜1 can be decomposed as
(3.6.1) (π0)∗E˜1 ≃
⊕
ρ∈A ∧
E1
ρ⊗ ((π0)∗E˜1)ρ,
where ((π0)∗E˜1)ρ = HomAE1 (ρ, (π0)∗E˜1) is a simple local system on Y corresponding
to ρ ∈ A ∧
E1
.
3.7. We consider the following commutative diagram
Σ
α
←−−− X̂
ψ
−−−→ X˜
π
−−−→ Xx x x
Σ
α′
←−−− X̂0
ψ′
−−−→ X˜0,
where
X̂ = {(x, g) ∈ Gιθ ×H | g−1xg ∈ η−1P (Σ)},
X̂0 = {(x, g) ∈ G
ιθ ×H | g−1xg ∈ η−1P (Σ)},
X˜0 = {(x, gPH) ∈ G
ιθ ×H/PH | g
−1xg ∈ η−1P (Σ)}.
Here Σ, X̂0, X˜0 are open dense smooth subsets of Σ, X̂, X˜ , and the horizontal maps
are natural inclusions. ψ is defined by (x, g) 7→ (x, gPH), α is defined by (x, g) 7→
ηP (g
−1xg), and ψ′, α′ are their restrictions on X̂0. H acts on X˜ by h : (x, gPH) 7→
(hxh−1, hgPH), and H×PH acts on X̂ by (h, p) : (x, g) 7→ (hxh
−1, hgp−1). With the
trivial action of UPH , PH acts on Σ, and α is H×PH-equivariant, ψ is H-equivariant.
Similar properties hold for α′, ψ′ as the restriction of α, ψ.
Let E1 be the local system on Σ as before. Since ψ
′ is a principal bundle over X˜0
with respect to the free action of PH , by a similar argument as in 3.6, there exists
a unique local system (up to isomorphism) E 1 on X˜0 such that
(α′)∗E1 ≃ (ψ
′)∗E 1.
Note that Y˜ is an open dense subset of X˜0, and the restriction of E 1 on Y˜ coincides
with E˜1 defined in 3.6. Put KE 1 = IC(X˜, E 1)[dim X˜ ]. Then KE 1 is an H-equivariant
simple perverse sheaf on X˜0. Since α is smooth with connected fibre H × U
ιθ
P , and
ψ is a principal bundle with respect to the free action of PH , the discussion in 3.6
works in the level of perverse sheaves, and we have
α∗ IC(Σ, E1)[dimΣ] ≃ ψ
∗ IC(X˜, E 1)[dim X˜].
GENERALIZED SPRINGER CORRESPONDENCE 21
We consider the complex π∗KE 1 on X = Y . The following result is an analogue
of [L1, Proposition 4.5]. Note that here we don’t need to assume that (Σ, E1) is
cuspidal.
Proposition 3.8. We have π∗KE 1 ≃ IC(X, (π0)∗E˜1)[dimX ].
Proof. By Lemma 3.5 and Lemma 3.2, we have dimX = 2νH − 2νLH +dimΣ+∆P .
Then the proof of the proposition is done by an entirely similar way as the proof of
Proposition 4.5 in [L1], by making use of Proposition 2.2. We omit the details. 
3.9. By Proposition 3.8, π∗KE 1 is a semisimple perverse sheaf. By (3.6.1), it
is decomposed as
(3.9.1) π∗KE 1 ≃
⊕
ρ∈A ∧
E1
ρ⊗ IC(X, (π0)∗E˜1)ρ)[dimX ].
A simple perverse sheaf isomorphic to a direct summand of π∗KE 1 obtained from
the various cuspidal pair (Σ, E1) is called an admissible complex.
Remark 3.10. In the case where P = B and L = T , we have Σ = T ιθ. Then
X˜ = {(x, gBH) ∈ G
ιθ ×H/BH | g
−1xg ∈ Bιθ},
X =
⋃
g∈H
gBιθg−1,
and π : X˜ → X is the first projection. A similar map can be defined even in
the case where H = SpN . However in that case, we have dim X˜ > dimX , and
Lemma 3.5 does not hold. Nevertheless, in the case where E1 is a constant sheaf
Q¯l on T
ιθ, it was proved in [H] (see also [SS]) that π∗Q¯l is a semisimple complex
equipped with Sn-action, and some modified formula of (3.9.1) holds. If we consider
the exotic symmetric space Gιθ × V associated to the symplectic group Sp(V ), the
map π : X˜ → X is also defined. In that case, an exactly analogous formula of (3.9.1)
holds ([SS], [K]).
4. Sheaves on the variety of semisimple orbits
4.1. We keep the setting in Section 3. In particular, consider Y = Y(L,Σ) and
X = Y with Σ = (Z0L)
ιθOL. In this section, we assume that the local system E1 on
Σ is of the form E1 = Q¯l ⊠ E
†
1 , where Q¯l is the constant sheaf on (Z
0
L)
ιθ and E †1 is
an LH -equivariant simple local system on OL.
Let σ′ : G → T/SN be the Steinberg map with respect to G = GLN . We have
a natural embedding A = T ιθ/Sn →֒ T/SN , where A has a structure of an affine
variety. Let Gιθ+ be the subset of G
ιθ consisting of g ∈ Gιθ such that its semisimple
part gs is H-conjugate to an element in T
ιθ. (Note that T ιθ is not a maximal θ-
anisotropic torus. See the example in 1.4, which corresponds to our setting with
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N = 2.) Then the restriction of σ′ on Gιθ+ induces a map σ : G
ιθ
+ → A. Since
Y ⊂ Gιθ+ , one can consider σ(Y ). We have
σ(Y ) = σ(η−1P (Σ)) = σ(Σ) = σ((Z
0
L)
ιθ) ⊂ A,
which we denote by AY .
4.2. Let (B′, T ′) be another θ-stable pair. By 1.9, the H-conjugate class of
(B′, T ′) is described as follows. If N is odd, we may choose (B′, T ′) = (B, T ). If N
is even, then (B′, T ′) = (B, T ) or B′ = tnBt
−1
n , T
′ = T , where tn ∈ NGθ(T ) is given
as in 1.9. We put B1 = tnBt
−1
n .
Assume that N is even, and let P be a θ-stable parabolic subgroup of G con-
taining B, and L the Levi subgroup of P containing T . Then P ′ = tnPt
−1
n is the
θ-stable parabolic subgroup containing B1, and L
′ = tnLt
−1
n is the Levi subgroup of
P ′ containing T . Note that L′ = L if L 6= T .
4.3. We now consider another θ-stable parabolic subgroup P ′ containing B′
and its θ-stable Levi subgroup L′ containing T , where B′ = B or B′ = B1. We
consider a set Σ ′ ⊂ L′ιθ similarly to Σ ⊂ Lιθ. We shall denote by Y ′, X ′, etc.
various objects associated to Σ ′, L′, P ′ by attaching prime to corresponding objects
Y,X , etc. associated to Σ,L, P . Put
Z = {(x, gPH), (x
′, g′P ′H)) ∈ X˜ × X˜
′ | x = x′}
Thus Z is isomorphic to the fibre product X˜ ×Gιθ X˜
′ of X˜ and X˜ ′ over Gιθ. Here
we assume that X ∩X ′ 6= ∅, otherwise Z = ∅. We define a map σ˜ : Z → AY ∩ AY ′
by the composite σ ◦ p1 of the first projection p1 : Z → X ∩X
′ and σ. For a ∈ AY ,
put Za = σ˜(a)−1 ⊂ Z.
Since Σ = (Z0L)
ιθOL, Σ has a stratification Σ =
∐
β Σβ with smooth strata
Σβ = (Z
0
L)
ιθOβ, where we put OL =
∐
β Oβ (Oβ : LH-orbit in L
ιθ
uni). We put
Σβ0 = Σ = (Z
0
L)
ιθOL : the open dense stratum. By defining X˜β in a similar way
as X˜0 in 3.7, we obtain a stratification X˜ =
∐
β X˜β, with X˜0 = X˜β0 , where X˜β
are locally closed subvarieties of X˜ . Given strata β of Σ and β ′ of Σ
′
, we put
Zaβ,β′ = Z
a ∩ (X˜β ×Gιθ X˜
′
β′). Then the sets Z
a
β,β′ form a partition of Z
a into locally
closed pieces, where Zaβ0,β′0
is open dense in Za. Put
(4.3.1) d0 = 2νH − νLH − νL′H + (dimOL + dimOL′)/2 + (∆P +∆P ′)/2.
Take local systems E1 on Σ and E
′
1 on Σ
′, and consider the external tensor product
K
E 1
⊠K ′
E
′
1
on Z. We define
(4.3.2) T˜ = H −r−r
′
(σ˜!(KE 1 ⊠K
′
E
′
1
)),
where we put r = dim(Z0L)
ιθ, r′ = dim(Z0L′)
ιθ. T˜ is a constructible sheaf on AY ∩AY ′.
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Put Z0 = X˜0 ×Gιθ X˜
′
0. Then Z0 is an open dense subset of Z. Let σ˜0 : Z0 →
AY ∩AY ′ be the restriction of σ˜ on Z0. Noticing that
K
E 1
⊠K ′
E
′
1
[− dimX − dimX ′]|Z0 = E 1 ⊠ E
′
1,
we define
(4.3.3) T = H −r−r
′
((σ˜0)!
(
K
E 1
⊠K ′
E
′
1
|Z0
)
= H 2d0
(
(σ˜0)!(E 1 ⊠ E
′
1)
)
.
T is also a constructible sheaf on AY ∩ AY ′. Since Z0 is open in Z, we have
a natural map T → T˜ . In order to obtain a relationship between T˜ and T , we
prepare a lemma, which is an analogue of [L1, Lemma 5.3]. The proof is done by a
similar argument as in the proof of [loc. cit.], by using Proposition 2.2, and we omit
the proof.
Lemma 4.4. (i) For any β, β ′, we have
dimZaβ,β′ ≤ d0 − (dimOL + dimOL′)/2 + (dimOβ + dimOβ′)/2.
In particular, we have dimZa ≤ d0.
(ii) The natural map
Hk+dimX+dimX
′
c (Z
a
β0,β0
, E 1 ⊠ E
′
1) ≃ H
k
c (Z
a
β0,β0
, K
E 1
⊠K
E
′
1
)→ Hkc (Z
a, K
E 1
⊠K
E
′
1
)
is an isomorphism for k > −r− r′, and is surjective if k = −r− r′. It is an
isomorphism for k = −r− r′ (i.e, for k+dimX+dimX ′ = 2d0) if a is such
that Zaβ,β′ is empty whenever exactly one of β, β
′ is equal to β0 or β
′
0.
4.5. Let T˜a (resp. Ta) be the stalk of T˜ (resp. T ) for a ∈ AY ∩ AY ′ . Then
we have
T˜a ≃ H
−r−r′
c (Z
a, K
E 1
⊠K ′
E
′
1
),
Ta ≃ H
−r−r′
c (Z
a
β0,β′0
, K
E 1
⊠K ′
E
′
1
),
and the natural map Ta → T˜a corresponds to the map in Lemma 4.4 (ii) for k =
−r − r′. Thus, by Lemma 4.4 (ii), we see that
(4.5.1) The natural map of sheaves T → T˜ is surjective.
Let O be an H-orbit in H/PH ×H/P
′
H , and put Z
O
0 = q
−1(O), where q : Z0 →
H/PH ×H/P
′
H is the projection (x, gPH, g
′P ′H) 7→ (gPH , g
′P ′H). Put
TO = H
−r−r′(σ˜)!
(
K
E 1
⊠K ′
E
′
1
|ZO
0
)
= H 2d0(σ˜0)!
(
E 1 ⊠ E
′
1|ZO
0
)
.
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TO is a constructible sheaf on AY ∩ AY ′ . Recall that W = N(LH)/LH and
W1 ≃ Sa is the subgroup of W . Let NH(LH)1 be the inverse image of W1 under the
map NH(LH)→ W .
We show a lemma.
Lemma 4.6. Assume that (Σ, E1), (Σ
′, E ′1) are cuspidal pairs. Let O = Oω be an
H-orbit corresponding to ω ∈ WLH\WH/WL′H , and w ∈ WH be a representative of
ω. Let w˙ ∈ NH(TH) be a representative of w.
(i) If (L,Σ) and (L′, Σ ′) are not conjugate under H, then TO = 0.
(ii) Assume that P = P ′, L = L′ and Σ = Σ ′. If w˙ ∈ NH(TH) is not contained
in NH(LH)1. Then TO = 0.
(iii) Assume that N is even, and P = B,P ′ = B1, L = L
′ = T . Then TO = 0.
Proof. In order to see TO = 0, we have only to show that, for any a ∈ AY ∩AY ′,
H2d0c (Z
a ∩ ZO0 , E 1 ⊠ E
′
1) = 0.
Since dim(Za ∩ ZO0 ) ≤ d0 (Lemma 4.4 (i)), by using the fibration Z
a ∩ ZO0 → O, it
is enough to see, for any a ∈ AY ∩ AY ′ and for any g ∈ H , H
2d0−2 dimO
c (V
a, j∗(E1 ⊠
E ′1)) = 0, where O is the H-orbit containing (PH , w˙P
′
H) (here w˙ ∈ NH(TH) is a
representative of w ∈ WH), and
V a = {x ∈ σ−1(a) | g−1xg ∈ η−1P (Σ), w˙
−1g−1xgw˙ ∈ η−1P ′ (Σ
′)},
and j : V a → Σ × Σ ′ is defined by j(x) = (ηP (g
−1xg), ηP ′(w˙
−1g−1xgw˙)). We have
g−1xg ∈ P ιθ∩wP ′ιθ. As in the proof of Proposition 2.2, one can write g−1xg uniquely
as g−1xg = (zy′) · u = (zy) · u′, where z ∈ L ∩ wL′, y′ ∈ L ∩ wUP ′, y ∈
wL′ ∩ UP ,
u ∈ U ιθP , u
′ ∈ wU ιθP ′. Thus V
a can be described as follows; put
V˜ a ={(u, u′, y, y′, z) ∈ U ιθP ×
wU ιθP ′ × (
wL′ ∩ UP )× (L ∩
wUP ′)× (L ∩
wL′)
| y′ · u = y · u′, (zy′)θ(zy′)−1 ∈ Σ ∩ σ−1(a), (zy)θ(zy)−1 ∈ w˙Σ ′w˙−1 ∩ σ−1(a)}.
Then V a is isomorphic to the quotient of V˜ a by Eθ, where E = (wL′ ∩ UP )× (L ∩
wUP ′) × (L ∩
wL′) and the action of Eθ is given by the same formula as in the
proof of Proposition 2.2. We now consider the map V˜ a/Eθ → E/Eθ induced by the
projection (u, u′, y, y′, z) 7→ (y, y′, z). Its image is given by
V
a
= {(y,y′, z) ∈ E | (zy′)θ(zy′)−1 ∈ Σ ∩ σ−1(a),
(zy)θ(zy)−1 ∈ w˙Σ ′w˙−1 ∩ σ−1(a)}/Eθ.
By a similar computation as in (2.2.4), we see that all the fibres of this map are
isomorphic to (UP ∩
wUP ′)
ιθ. Moreover, by a similar discussion as in the proof of
(2.2.8), one can show that
dim(UP ∩
wUP ′)
ιθ = 2νH − νLH − νL′H − dimOω + b
′
w,
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where
b′w = ♯{i | 1 ≤ i ≤ n− n0, 1 ≤ w
−1(i) ≤ n− n′0}.
(Here we assume that Lθ ≃ (GL1)
(N−N0)/2×GLθN0 and L
′θ ≃ (GL1)
(N−N ′0)/2×GLθN ′
0
,
and put n0 = [N0/2], n
′
0 = [N
′
0/2]. If B
′ = B, a similar argument as in the proof of
Proposition 2.2 can be applied. In the case where N is even, we need to consider
B′ = B1 also. But in this case, if we replace WH = NH(TH)/TH by a group
NGθ(TH)/TH , which is isomorphic to Sn ⋉ (Z/2Z)
n, a similar argument as in the
odd N case works.)
Thus we are reduced to showing that
(4.6.1) Hsc (V
a
, j
∗
(E1 ⊠ E
′
1)) = 0,
where s = dimOL + dimOL′ +∆P +∆P ′ − 2b
′
w, and j : V
a
→ Σ ×Σ ′ is defined by
(y, y′, z) 7→ ((zy)θ(zy)−1, w˙−1(zy′)θ(zy′)−1w˙).
We use the notation Q = L ∩ wP ′ the θ-stable parabolic subgroup of L with
Levi decomposition Q = MUQ, where M = L ∩
wL′, UQ = L ∩
wUP ′. Similarly, we
define Q′ = wL′∩P the θ-stable parabolic subgroup of wL′ with Levi decomposition
Q′ = MUQ′ , where UQ′ =
wL′ ∩ UP . Let π3 : V
a
→ M ιθ be the map defined by
(y, y′, z) 7→ zθ(z)−1. Since the semisimple part of zθ(z)−1 is contained in a fixed
H-orbit, π3(V
a
) consists of finitely many (Mθ)0-orbits Ô1, . . . , Ôm in M
ιθ. Since
dimV
a
≤ s/2, it is enough to show, for any i, thatHs−2dim Ôic (π
−1
3 (ξ), j
∗
(E1⊠E
′
1)) = 0
for ξ ∈ Ôi. Here π
−1
3 (ξ) is isomorphic to D ×D
′, where
D = {q ∈ Q ∩Σ | ηQ(q) = ξ},
D′ = {q′ ∈ Q′ ∩ w˙Σ ′w˙−1 | ηQ′(q
′) = ξ}.
Moreover, the restriction of j
∗
(E1⊠E
′
1) on π
−1
3 (ξ) corresponds to the tensor product
E1|D ⊠ n
∗E ′1|D′ (here n : w˙Σ
′w˙−1 ∼−→Σ
′). Here by Proposition 2.2 (i), 2 dimD ≤ d =
dimOL − dim Ôi +∆Q, 2 dimD
′ ≤ d′ = dimOL′ − dim Ôi +∆Q′ . In a similar way
as in (2.2.12), we have
∆Q + b
′
w ≤ ∆P ′, ∆Q′ + b
′
w ≤ ∆P ,
since one can write as
∆Q = ♯{i | n− n0 + 1 ≤ i ≤ n, 1 ≤ w
−1(i) ≤ n− n′0},
∆Q′ = ♯{i | n− n
′
0 + 1 ≤ i ≤ n, 1 ≤ w(i) ≤ n− n0}.
It follows that
d+ d′ = s− 2 dim Ôi +∆Q +∆Q′ −∆P −∆P ′ + 2b
′
w ≤ s− 2 dim Ôi.
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Hence by the Ku¨nneth formula we are reduced to showing
(4.6.2) Hdc (D, E1)⊗H
d′
c (D
′, n∗E ′1) = 0.
Unless L = wL′, Q = L∩wP ′ is a proper parabolic subgroup of L, orQ′ = wL′∩P
is a proper parabolic subgroup of wL′. In that case, since the local systems E1, E
′
1
are cuspidal, we have Hdc (D, E1) = 0 or H
d′
c (D
′, n∗E ′1) = 0 by Lemma 2.5. Thus
(4.6.2), and so (4.6.1) holds. Now assume that B′ = B. Then by the choice of P
and P ′, we have L = L′ and w˙ ∈ NH(LH). If Σ ∩ Σ
′ = ∅, then V a = ∅, so (4.6.1)
holds. This proves (i). Assume that w˙ ∈ NH(LH), but w˙ /∈ NH(LH)1. Then Q = L
and ∆Q = 0. Moreover ∆P > b
′
w. Hence d + d
′ < s − 2 dim Ôi. This implies that
Hs−2dim Ôic (π
−1
3 (ξ), j
∗
(E1 ⊠ E
′
1)) = 0, and so (4.6.1) holds. This proves (ii). Next
assume that N is even and B′ = B1. If L 6= T , we have L
′ = L (see 4.2), and
w˙ ∈ NH(LH). The same argument as before works, and (i), (ii) are proved. So
assume that L = L′ = T , and B′ = B1. This case is essentially the same as the case
where B′ = B, and w˙ ∈ NGθ(TH). We see that if w˙ ∈ NGθ(TH) − NH(TH)1, then
b′w = ♯{1 ≤ i ≤ n | w
−1(i) > 0} < ∆B = n. Hence d + d
′ < s, and (4.6.2) holds.
This proves (iii). The lemma is proved. 
4.7. Following [L1, 5.4], we recall the notion of perfect sheaves. A constructible
sheaf E on an irreducible variety V is said to be perfect, if
(i) E = IC(V, E |V0), where V0 is an open dense smooth subset of V and E |V0 is
locally constant,
(ii) the support of any non-zero constructible subsheaf of E is dense in V .
In particular, the complex IC(V, E |V0) is reduced to a single sheaf. The following
properties hold.
(4.7.1) If π : V ′ → V is a finite morphism, with V ′ smooth, and if E ′ is a locally
constant sheaf on V ′, then E = π∗E
′ is a perfect sheaf on V .
(4.7.2) If 0 → E1 → E2 → E3 → 0 is an exact sequence of constructible sheaves on
V , with E1, E3 perfect, then E2 is perfect.
4.8. We assume that (L,Σ) = (L′, Σ ′). We also assume O = Oω, where a
representative of ω satisfies the condition n = w˙ ∈ NH(LH) with w ∈ W1. In this
case, we have nΣn−1 = Σ. The computation in the proof of the lemma shows that
(4.8.1) TO ≃ R
sσ!(E1 ⊗ n
∗
E
′
1)
where σ : Σ → AY is the restriction of σ, s = 2dimOL (note that ∆P = b
′
w =
bw). Here Σ = (Z
0
L)
ιθ × OL. We denote by π1 : Σ → (Z
0
L)
ιθ the projection, and
σ1 : (Z
0
L)
ιθ → AY the restriction of σ. Since σ1 is a finite morphism, if we put
G = Rs(π1)!(E1 ⊗ n
∗E ′1), we have
FO = (σ1)∗G .
We note that
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(4.8.2) G is a locally constant sheaf on (Z0L)
ιθ.
In fact, (Z0L)
ιθ has a structure of a torus. Since E1 = Q¯l ⊠ E
†
1 , E1 is (Z
0
L)
ιθ-
equivariant local system on Σ with respect to the action of (Z0L)
ιθ on Σ by the
left multiplication. Hence E1 ⊗ n
∗E ′1 is also (Z
0
L)
ιθ-equivariant. Since π1 is (Z
0
L)
ιθ-
equivariant, G is (Z0L)
ιθ-equivariant with respect to the transitive action of (Z0L)
ιθ
on it. Hence G is locally constant.
Now σ1 : (Z
0
L)
ιθ → AY is a finite morphism, with (Z
0
L)
ιθ smooth, we have, by
(4.7.1),
(4.8.3) FO is a perfect sheaf on AY .
We now show
Theorem 4.9. (i) Assume that (L,Σ) and (L′, Σ ′) are not H-conjugate. Then
T = 0.
(ii) Assume that N is even, and P = B,P ′ = B1, L = L
′ = T . Then F = 0.
(iii) Assume that P = P ′, L = L′, Σ = Σ ′. Then F is a perfect sheaf on AY .
(iv) The natural map of sheaves F → F˜ is an isomorphism.
Proof. Let E be a locally closed subvariety of H/PH × H/P
′
H which is a union of
some H-orbits, and put ZE0 = q
−1(E) (q is as in 4.5). One can define a constructible
sheaf FE in a similar way as in the definition of FO. According to the filtration
of H/PH × H/P
′
H by various E, we obtain a filtration of Z0 by various Z
E
0 , which
yields an exact sequence among various FE. In the case of (i), since FO = 0 by
Lemma 4.6 (i), we have TE = 0 for any E, and so T = 0. (ii) also follows from
Lemma 4.6 (iii). On the other hand, since FO is perfect by (4.8.3), by using the
property on exact sequences in (4.7.2), we see that F is perfect. This proves (iii).
We show (iv). By (4.5.1) we know that the map F → F˜ is surjective. Hence
it is enough to show that the kernel of F → F˜ is zero. Put (AY )reg = σ(Σreg) =
σ1((Z
0
L)
ιθ
reg). Then (AY )reg is an open dense subset of AY . Since F is a perfect sheaf
by (i), by the property (ii) of perfect sheaves, it is enough to show that the stalk of
this kernel at any point a ∈ (AY )reg is zero. So, by Lemma 4.4 (ii), we have only to
show that Zaβ,β = ∅ if a ∈ (AY )reg and if β 6= β0 or β
′ 6= β0. Take (x, gPH, g
′P ′H) ∈ Z
such that the semisimple part xs of x isH-conjugate to an element in (Z
0
L)
ιθ
reg and that
g−1xg ∈ η−1P (Σ), g
′−1xg′ ∈ η−1P ′ (Σ). Then ZH(xs)
0 ≃ LH . We must have g
−1xg ∈
η−1P (Σ) since if g
−1xg /∈ η−1P (Σ), then dimZH(g
−1xsg) > dimLH , a contradiction.
Similarly, we have g′−1xg′ ∈ η−1P ′ (Σ). This shows that (x, gPH, g
′P ′H) ∈ Z
a
β0.β0
. (iv)
is proved. 
Proposition 4.10. Assume that P = P ′, L = L′, Σ = Σ ′. Then there exists an
isomorphism of sheaves on AY ;
F ≃
⊕
w∈W1
FO(w),
where O(w) is an H-orbit corresponding to w ∈ W1 ⊂ W = NH(LH)/LH .
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Proof. Recall that F = R2d0(σ˜0)!(E 1 ⊠ E
′
1). Here σ˜0 : Z0 → AY , where Z0 ≃
X0 ×X X0. By a similar argument as in the proof of [L1, Proposition 5.11], we see
that σ˜−10 ((AY )reg) ≃ Y˜ ×Y Y˜ . Thus the restriction of F on (AY )reg is the same as
R2d0(σ˜1)!(E˜1⊠ E˜1), where σ˜1 : Y˜ ×Y Y˜ → (AY )reg is defined similarly to σ˜0. Consider
the partition Z0 =
⋃
O Z
O
0 as before. The pieces Z
O
0 are locally closed subsets in Z0.
But since Y˜ is a principal W1-bundle over Y , the intersection Z
O(w)
0 ∩(σ˜0)
−1((AY )reg)
is an open and closed subset. Since FO(w) = 0 if w /∈ W1 by Lemma 4.6 (ii),
we have a natural isomorphism F ≃
⊕
w∈W1
FO(w) over (AY )reg. Since F and⊕
w∈W1
FO(w) are both perfect sheaves, this isomorphism can be extended uniquely
to the isomorphism over AY . The proposition is proved. 
4.11. Under the assumption of Proposition 4.10, we consider the sheaf F˜ =
R−2rσ˜!(KE 1 ⊠ KE ′1
). Since σ˜ = σ ◦ p1 with p1 : Z = X˜ ×X X˜ → X the natural
projection, one can write as
(4.11.1) T˜ ≃ R−2rσ!(π∗KE 1 ⊗ π∗KE ′1
).
By Proposition 3.8, π∗KE 1 ⊗ π∗KE ′1
has a natural structure of a module over the
algebra AE1 ⊗AE ′1 . Hence T˜ inherits a natural action of AE1 ⊗AE ′1 . As in [L1, 3.4],
AE1 has a natural decomposition AE1 =
⊕
w∈WE1
AE1,w such that AE1,w · AE1,w′ =
AE1,ww′. Then the action of AE1 ⊗ AE ′1 on T˜ ≃ T satisfies the relation (see [L1,
5.12])
(4.11.2) (AE1,w1 ⊗AE ′1,w′1) · TO(w) = TO(w1ww′1
−1)
for w ∈ W1, w1 ∈ WE1 , w
′
1 ∈ WE ′1 .
We consider the stalk T1 of T at 1 ∈ AY . For w ∈ W1, the stalk TO(w),1 of
TO(w) at 1 ∈ AY is given, by (4.8.1),
TO(w),1 ≃ H
2 dimOL
c (OL, E1 ⊗ n
∗
E
′
1).
Hence TO(w),1 is a one-dimensional Q¯l-vector space if w satisfies the relation n
∗E ′1 ≃
E ∗1 , the dual local system of E1, and TO(w),1 = 0 otherwise. Now assume that
E ′1 = E
∗
1 . Then n
∗E ′1 ≃ E
∗
1 if and only if w ∈ WE1 . Thus we have a decomposition
T˜1 = T1 =
⊕
w∈WE1
TO(w),1
into one-dimensional vector spaces, and (4.11.2) implies that
(AE1,w1 ⊗AE ∗1 ,w′1) · TO(w),1 = TO(w1ww′1
−1)
for w,w1, w
′
1 ∈ WE1 . This is nothing but the two-sided regular representation of AE1
if we identify AE ∗
1
with A 0
E1
the opposed algebra of AE1 . Thus we have proved
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Proposition 4.12. (i) T˜1 = 0 if E
′
1 and E
∗
1 are not conjugate under NH(LH).
(ii) Assume that E ′1 = E
∗
1 . Then the stalk T˜1 of T˜ at 1 ∈ AY is isomorphic to
the AE1 ⊗A
0
E1
-module AE1 (two-sided regular representation of AE1).
5. Generalized Springer correspondence
5.1. In this section, we shall establish the generalized Springer correspondence
for Gιθuni following the discussion in [L1, §6]. Let NG be the set of pairs (O , E ), where
O is an H-orbit in Gιθuni, and E is an H-equivariant simple local system on O . We
consider a triple (L ⊂ P,OL, E
†
1 ), where L is a θ-stable Levi subgroup of a θ-stable
parabolic subgroup P of G, and OL is an LH-orbit in L
ιθ
uni, E
†
1 is an LH-equivariant
simple local system on OL. Put Σ = (Z
0
L)
ιθOL, and E1 = Q¯l⊠E
†
1 . Let SG be the set
of triples (L ⊂ P,OL, E
†
1 ), up to H-conjugate, such that E1 is cuspidal on Σ. (Note
that in the case where N is odd, P is determined by L, up to H-conjugate, hence
we need not to write P in the notation of SG (see [L1, §6]). But in the case where
N is even and L = T , we need to distinguish the two cases T ⊂ B and T ⊂ B1).
For each (L ⊂ P,OL, E
†
1 ) ∈ SG, one can construct a semisimple perverse sheaf
K = π∗KE 1 on X = Y with Y = Y(L,Σ). By Proposition 3.8, K is equipped with an
action of AE1 , and is decomposed into simple perverse sheaves as follows;
K ≃
⊕
ρ∈A ∧
E1
ρ⊗Kρ,
where Kρ = Hom(ρ,K). We consider the restriction K|Gιθ
uni
of K on Gιθuni. Then
K|Gιθ
uni
inherits the natural action of AE1 . The following result gives the generalized
Springer correspondence for Gιθuni, which is an analogue of [L1, Theorem 6.5]
Theorem 5.2 (generalized Springer correspondence). Under the notation above,
(i) Let K = π∗KE 1 for (L ⊂ P,OL, E
†
1 ) ∈ SG, and put r = dim(Z
0
L)
ιθ. Then
K[−r]|Xuni is a semisimple perverse sheaf on Xuni = X ∩G
ιθ
uni, and is decom-
posed into simple perverse sheaves,
(5.2.1) K[−r]|Xuni ≃
⊕
(O,E )∈NG
V(O,E ) ⊗ IC(O , E )[dimO ].
The action of AE1 on K[−r]|Gιθ
uni
induces an action of AE1 on V(O,E ), which
makes V(O,E ) an irreducible AE1 module if it is non-zero. The map (O , E ) 7→
V(O,E ) gives a bijection
{(O , E ) ∈ NG | V(O,E ) 6= 0} ≃ A
∧
E1
.
Moreover, under the above correspondence (O , E )↔ ρ, we have
(5.2.2) Kρ[− dimX ]|Xuni ≃ IC(O, E )[−2dO ],
30 SHOJI - YANG
where we put dO = (νH − dimO/2)− (νLH − dimOL/2) +∆P/2.
(ii) For each (O , E ) ∈ NG, there exists a unique (L ⊂ P,OL, E
†
1 ) ∈ SG such
that IC(O , E )[dimO ] is a direct summand of π∗KE 1. The correspondence
(O , E ) 7→ V(O,E ) gives a bijection
NG ≃
∐
(L⊂P,OL,E
†
1
)∈SG
A
∧
E1
.
(iii) For (L ⊂ P,OL, E
†
1 ) ∈ SG, let f : X˜0 → X be the restriction of π : X˜ → X.
Under the correspondence in (ii), the condition (O , E ) corresponds to (L ⊂
P,OL, E
†
1 ) is that O ⊂ X and that E appears as a direct summand in the
local system R2dOf!E 1|O . Moreover, in that case, the natural homomorphism,
obtained from the embedding X˜0 ⊂ X˜,
R2dOf!E 1|O → H
2dO(π∗KE 1 [− dimX ])|O
is an isomorphism.
5.3. The remainder of this section is devoted to the proof of the theorem. Let
P = LUP be a θ-stable parabolic subgroup of G, with θ-stable Levi subgroup L.
Let O be an H-orbit in Gιθuni, OL an LH -orbit in L
ιθ
uni. We consider the following
diagram.
(5.3.1)
V = H ×PH (O ∩ η−1P (OL))
f1
−−−→ O
f2
y
V ′ = H ×PH OL.
Here in V ′, we consider the action of PH on OL such that UPH acts trivially. f1 is
the map induced from the map (g, x) 7→ gxg−1, and f2 is the map induced from the
map O ∩ η−1P (OL) → OL which is the restriction of the projection ηP : P
ιθ → Lιθ.
H acts on V, V ′,O naturally, and f1, f2 are H-equivariant. Moreover, the action of
H on V ′ and on O are transitive. Put
d1 = (νH − dimO/2)− (νLH − dimOL/2) +∆P/2,
d2 = (dimO − dimOL)/2 +∆P/2.
By Proposition 2.2 (ii), (i), all the fibres of f1 have dimension ≤ d1 and all the fibres
of f2 have dimension ≤ d2. Moreover, some (or all) fibre of f1 has dimension d1
if and only if some (or all) fibre of f2 has dimension d2 since this is equivalent to
the condition that dimV = (νH − νLH ) + (dimO + dimOL)/2 +∆P/2. Under this
situation, the following result was proved by [L1, (6.1.1)].
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Lemma 5.4. Let F be an H-equivariant simple local system on O, and F ′ be an
H-equivariant simple local system on V ′ (note that V ′ is a single H-orbit). Then the
multiplicity of F in the H-equivariant local system R2d1(f1)!(f
∗
2F
′) on O is equal
to the multiplicity of F ′ in the H-equivariant local system R2d2(f2)!(f
∗
1F ) on V
′.
5.5. If (O , E ) ∈ NG is a cuspidal pair, by Lemma 2.5, for any θ-stable parabolic
subgroup P 6= G, and any LH -orbit OL of L
ιθ
uni, we have
H2δc (O ∩ η
−1
P (v), E ) = 0,
where δ = (dimO − dimOL)/2 + ∆P/2 and v ∈ OL. Now let (O , E ) ∈ NG be
an arbitrary element. One can find a θ-stable parabolic subgroup P of G with the
θ-stable Levi subgroup L and an LH-orbit OL in L
ιθ
uni satisfying the property
(5.5.1) H2δc (O ∩ η
−1
P (v), E ) 6= 0
for v ∈ OL. We choose P a θ-stable minimal parabolic subgroup of G satisfying the
property (5.5.1). Note that P = G satisfies the condition (5.5.1).
Let f2 : O ∩ η
−1
P (OL) → OL be the map defined by x 7→ ηP (x), and let E
†
1 be a
LH-equivariant simple local system on OL which is a direct summand of R
2δ(f2)!(E ).
Proposition 5.6. The triple (L ⊂ P,OL, E
†
1 ) is uniquely determined by (O , E ).
Moreover, (OL, E
†
1 ) is a cuspidal pair on L
ιθ, namely (L ⊂ P,OL, E
†
1 ) ∈ SG.
Proof. Suppose that (OL, E
†
1 ) is not cuspidal. Then there exists a θ-stable parabolic
subgroup P ′ ( P and a Levi subgroup L′ of P ′ such that L′ ⊂ L, and an L′H -orbit
OL′ in L
′ιθ
uni satisfying the property
H2δ
′
c (OL ∩ η
−1
L∩P ′(v
′), E †1 ) 6= 0
for v′ ∈ OL′, where δ
′ = (dimOL − dimOL′)/2 +∆L∩P ′. It follows that
H2δ
′
c (OL ∩ η
−1
L∩P ′(v
′), R2δ(f2)!(E )) 6= 0.
The map f2 defines a map O ∩ η
−1
P ′ (v
′) 7→ OL ∩ η
−1
L∩P ′(v
′) by the restriction,
and all the fibres have dimension ≤ δ by Proposition 2.2. By the Leray spectral
sequence, we have
H2δ
′+2δ
c (O ∩ η
−1
P ′ (v
′), E ) 6= 0.
Since ∆P + ∆L∩P ′ = ∆P ′, we have δ
′ + δ = (dimO − dimOL′)/2 + ∆P ′. This
contradicts the minimality of P . Hence E †1 is cuspidal on OL.
Let Σ = (Z0L)
ιθOL, and put E1 = Q¯l ⊠ E
†
1 . Then (Σ, E1) is a cuspidal pair in
L. By Lemma 2.7, LH is of the form LH ≃ (GL1)
a × SON0 . Hence the discussion
in Section 3 can be applied. We consider Y = Y(L,Σ) and the map π : X˜ → X = Y .
Let X˜0 ≃ H ×
PH η−1P (Σ) be as in 3.7. The local system E 1 on X˜0 is constructed
from E1. Let f : X˜0 → X be the restriction of the map π : X˜ → X . Then
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the restriction of f on f−1(O) coincides with f1 in 5.3. By the definition of (L ⊂
P,OL, E
†
1 ) and by Lemma 5.4, we see that E is a direct summand of R
2df!(E 1)|O ,
where d = (νH − dimO/2)− (νLH − dimOL/2) +∆P/2 (note that d1 = δ, d2 = d in
the notation in Lemma 5.4).
We show that such a triple (L ⊂ P,OL, E
†
1 ) ∈ SG is uniquely determined from
(O , E ). Suppose that there exists another θ-stable minimal parabolic subgroup P ′
satisfying (5.5.1), and (L′ ⊂ P ′,OL′, E
′
1
†) ∈ SG. We can define a map f
′ : X˜ ′0 → X
′
and a local system E
′
1 on X˜
′
0 as before. We see that E appears as a direct summand
in R2d
′
f ′! (E
′
1)|O . It follows that R
2df!(E 1)⊗R
2d′f ′1(E
′∗
1)|O contains a constant sheaf
Q¯l on O , where E
′∗
is the dual local system of E
′
1. Hence
(5.6.1) H2 dimOc (O , R
2df!(E 1)⊗R
2d′f ′! (E
′∗
1)|O) 6= 0.
Let p : Z0 = X˜0×Gιθ X˜
′
0 → G
ιθ be the natural projection, and put Z0,O = p
−1(O).
Since for each x ∈ O , dim p−1(x) ≤ d + d′, (5.6.1) implies, by the Leray spectral
sequence, that
(5.6.2) H2d0c (Z0,O , E 1 ⊠ E
′∗
1) 6= 0,
where d0 = d + d
′ + dimO is as in (4.3.1). We consider Z10 = Z
1
β0,β′0
for a = 1 ∈
AY ∩ AY ′ under the notation in 4.3. Then Z0,O′ form a partition of Z
1
0 by locally
closed pieces Z0,O′ of dimension ≤ d0 (by Lemma 4.4) if O
′ varies the H-orbits in
Gιθuni. It follows from (5.6.2), that
H2d0c (Z
1
0 , E 1 ⊠ E
′∗
1) 6= 0.
This means that T1 6= 0, where T is defined with respect to (L ⊂ P,Σ, E1) and
(L′ ⊂ P ′, Σ ′, E ′∗1). Then by Theorem 4.9, P = P
′, L = L′, Σ = Σ ′. Moreover by
Proposition 4.12, E ′1 is NH(LH)-conjugate to E1. Thus the triple (L ⊂ P,OL, E
†
1 ) is
uniquely determined from (O , E ). 
5.7. By Proposition 5.6, for each (O , E ) ∈ NG, there exists a unique triple
(L ⊂ P,OL, E
†
1 ) ∈ SG. In this case, we say that (O , E ) belongs to the series
(L ⊂ P,OL, E
†
1 ). Hence we have a partition
(5.7.1) NG =
∐
ξ∈SG
N
(ξ)
G ,
where N
(ξ)
G is the set of all (O , E ) which belong to the series ξ = (L ⊂ P,OL, E
†
1 ).
For each (L ⊂ P,OL, E
†
1 ) ∈ SG, we consider Y = Y(L,Σ) and X = Y . Let
f : X˜0 → X be the restriction of π : X˜ → X . The following result gives a
characterization of the set N
(ξ)
G .
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Lemma 5.8. (O , E ) ∈ NG belong to ξ = (L ⊂ P,OL, E
†
1 ) if and only if O ⊂ X
and E is a direct summand of R2df!(E 1)|O , where d = (νH − dimO/2) − (νLH −
dimOL/2) +∆P/2.
Proof. In the course of the proof of Proposition 5.6, we have already shown that
if (O , E ) belongs to (L ⊂ P,OL, E
†
1 ), then O ⊂ X , and E is a direct summand
of R2df1(E 1)|O . Conversely, assume that O ⊂ X and E is a direct summand of
R2df!(E 1)|O . Then by Lemma 5.4, E
†
1 is a direct summand of R
2δ(f2)!(E ), where δ
and f2 are defined as in 5.5. The discussion in the proof of Proposition 5.6 shows
that (P, L,OL) satisfies the condition in (5.5.1), and if such a choice of (P, L,OL) is
not minimal, it contradicts that (OL, E
†
1 ) is a cuspidal pair. Hence (O , E ) belongs
to (L ⊂ P,OL, E
†
1 ). 
5.9. We fix (L ⊂ P,OL, E
†
1 ) ∈ SG. Put Xuni = X∩G
ιθ
uni, and X˜uni = π
−1(Xuni).
Thus
X˜uni = {(x, gPH) ∈ G
ιθ ×H/PH | g
−1xg ∈ η−1P (OL)},
Xuni =
⋃
g∈H
g(η−1P (OL))g.
Let π1 : X˜uni → Xuni be the restriction of π on X˜uni. Since π1 is proper, surjective,
Xuni is a closed subset of G
ιθ
uni.
Lemma 5.10. X˜uni, Xuni are irreducible varieties. We have
dim X˜uni = dimXuni = 2νH − 2νLH + dimOL +∆P .
Proof. Since X˜uni ≃ H×
PHη−1P (OL), X˜uni is irreducible. Also dim X˜uni = dimH/PH+
dim η−1P (OL) = 2νH − 2νLH + dimOL + ∆P (compare with Lemma 3.5). Thus
dim X˜uni = d0. Since π1 is surjective, dim X˜uni ≥ dimXuni, and Xuni is irreducible.
Suppose that dimXuni = δ < dim X˜uni. Then there exists an open dense subset D of
Xuni such that dim π
−1
1 (x) = dim X˜uni − δ for x ∈ D. We consider the fibre product
π−11 (D)×D π
−1
1 (D). It has the dimension dimD+2(dim X˜uni− δ) = 2 dim X˜uni − δ.
On the other hand, π−11 (D) ×D π
−1
1 (D) ⊂ X˜uni ×Xuni X˜uni ≃ Z
′, where Z ′ is as
in 2.1. By Proposition 2.2 (iv), we have dimZ ′ ≤ d0 = dim X˜uni. It follows that
dim X˜uni ≥ 2 dim X˜uni − δ, and so δ ≥ dim X˜uni. This is a contradiction, and the
lemma follows. 
5.11. We now consider the restriction of π∗KE 1 onXuni. Since Σ ≃ (Z
0
L)
ιθ×OL,
IC(Σ, E1) ≃ Q¯l⊠IC(OL, E
†
1 ). It follows that the restriction ofKE 1 = IC(X˜, E 1)[dim X˜]
on X˜uni coincides with K
1
E 1
[r], where K1
E 1
= IC(X˜uni, E
†
1)[dim X˜uni]. Here E
†
1 is de-
fined from E †1 in a similar way as E 1 is defined from E1. (Note that dim X˜ −
dim X˜uni = r by Lemma 5.10 and (3.2.1).) Hence the restriction of π∗KE 1 on Xuni
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coincides with (π1)∗K
1
E 1
[r]. The following lemma can be proved in a similar way as
Proposition 3.8, by using Proposition 2.2 (iv) (see also [L1, 6.6]).
Lemma 5.12. π∗KE 1 [−r]|Xuni ≃ (π1)∗K
1
E 1
is a perverse sheaf on Xuni.
5.13. Since π1 is proper, by Deligne-Gabber’s decomposition theorem, (π1)∗K
1
E 1
is a semisimple perverse sheaf on Xuni. Since π1 is H-equivariant, each simple com-
ponent in (π1)∗K
1
E 1
is an H-equivariant simple perverse sheaf, hence it is of the form
K(E ) = IC(O , E )[dimO ] for some (O , E ) ∈ NG. Here we prepare a lemma.
Lemma 5.14. Take (O , E ), (O ′, E ′) ∈ NG, and assume that O ,O
′ ⊂ Xuni. Then
dimH0c(Xuni, K(E )⊗K(E
′)) =
{
1 if O = O ′ and E ′ ≃ E ∗,
0 otherwise.
Proof. First, by assuming that O 6= O ′, we show that
(5.14.1) H0c(Xuni, K(E )⊗K(E
′)) = 0.
In order to show (5.14.1), it is enough to see, by using the hypercohomology spectral
sequence, that
(5.14.2) If H ic(Xuni,H
jK(E )⊗H j
′
K(E ′)) 6= 0, then i+ j + j′ < 0.
Put Dj,j′ = supp H
jK(E )∩ supp H j
′
K(E ′). Since the cohomology in (5.14.2)
is not changed if we replace Xuni by Dj,j′. Thus we may assume that
H ic(Dj,j′,H
jK(E )⊗H j
′
K(E ′)) 6= 0.
It follows that i ≤ 2 dimDj,j′. By the condition on the intersection cohomology for
K(E ) and K(E ′), we have
dimDj,j′ ≤ dim supp H
jK(E ) ≤ −j,
dimDj,j′ ≤ dim supp H
j′K(E ′) ≤ −j′.
Hence j, j′ ≤ − dimDj,j′. If we assume both are equalities, then we have O =
Dj,j′ = O
′, a contradiction. Hence we have i+ j + j′ < 0, as asserted.
Next assume that O = O ′. Put D = O −O . We show the following.
(5.14.3) H0c(D,K(E )⊗K(E
′)) = 0 and H−1c (D,K(E )⊗K(E
′)) = 0.
As in the previous argument, we consider the condition that
H ic(Dj,j′,H
jK(E )⊗H j
′
K(E ′)) 6= 0,
where Dj,j′ = D ∩ supp H
jK(E )∩ supp H j
′
K(E ′). Again we have i ≤ 2 dimDj,j′.
But since dimD < dimO , we have inequalities j < − dimDj,j′, j
′ < − dimDj,j′,
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and so i + j + j′ < −1. This proves (5.14.3). By using the cohomology long exact
sequence with respect to O ⊂ O, (5.14.3) implies that
H0c(Xuni, K(E )⊗K(E
′)) ≃ H0c(O , K(E )⊗K(E
′)).
Since the cohomology in the right hand side coincides with H2dimOc (O , E ⊗ E
′), we
obtain the required formula. The lemma is proved. 
5.15. We are now ready to prove (i) of Theorem 5.2. Put K = π∗KE 1, K1 =
K[−r]|Xuni = (π1)∗K
1
E 1
. We have EndK ≃ AE1 . Let
α : EndK → EndK1
be the natural homomorphism. We show that α gives rise to an isomorphism. Let
us consider the sheaf T˜ defined in (4.3.2) with E ′1 = E
∗
1 . Note that KE ∗1 = D(KE 1)
and π∗KE ∗1 = D(K), where D is the Verdier dual operator. Using the expression
(4.11.1), we have
T˜1 ≃ H
−2r
c (Z
′, K
E 1
⊠D(K
E 1
))
≃ H−2rc (Xuni, K|Xuni ⊗D(K)|Xuni)
= H0c(Xuni, K1 ⊗D(K1)).
Let nE be the multiplicity ofK(E ) appearing in the decomposition of the semisimple
perverse sheaf K1. Since nE coincides with the multiplicity of K(E
∗) = D(K(E ))
in the decomposition of DK1, by using Lemma 5.14, we have
dim T˜1 = dimH
0
c(Xuni, K1 ⊗D(K1)) =
∑
(O,E )∈NG
n2E .
On the other hand, by Proposition 4.12, dim T˜1 = dimAE1 = dimEndK. Since
dimEndK1 =
∑
n2
E
, we have dimEndK = dimEndK1. Hence it is enough to
show that α is injective. Now K1 can be decomposed as K1 ≃
⊕
ρ∈AE1
ρ⊗ (Kρ|Xuni),
up to shift, and the AE1 ⊗ A
0
E1
-module structure of T˜1 = H
0
c(Xuni, K1 ⊗ D(K1)) is
determined from this decomposition. By Proposition 4.12, we know that T˜1 is the
two-sided regular representation of AE1 . In particular, Kρ|Xuni 6= 0 for any ρ ∈ A
∧
E1
.
Since Kρ|Xuni is a direct summand of K1, Kρ|Xuni is a sum of various K(E ), at least
one summand. Thus α is injective, and so α gives an isomorphism. (5.2.1) follows
from this. From the above discussion, we have Kρ|Xuni ≃ IC(O, E )[dimO+r], which
is equivalent to (5.2.2). Thus (i) of Theorem 5.2 is proved.
5.16. We prove (ii) and (iii) of Theorem 5.2. Assume that O ⊂ X . First we
show that the homomorphism in (iii) is surjective. For this, it is enough to see that
H2dO−dimXc (π
−1(x) − π−1(x)β0, KE 1) = 0 for any x ∈ O , thus enough to see that
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H2dO−dimXc (π
−1(x)β , KE 1) = 0 for any β 6= β0. (Here we put π
−1(x)β = π
−1(x)∩ X˜β
under the notation in 4.3.) By using the hypercohomology spectral sequence, we
have only to show that if H ic(π
−1(x)β ,H
jK
E 1
) 6= 0, then i + j < 2dO − dimX . If
the cohomology is non-zero, Proposition 2.2 (ii) implies that
i ≤ 2 dim π−1(x)β ≤ 2dO − (dimOL − dimOβ),
and j < − dim X˜β = − dimX + (dimOL − dimOβ) since β 6= β0. Thus i + j <
2dO − dimX as asserted. Hence the homomorphism is surjective.
For an H-equivariant simple local system E on O , we denote by mE the mul-
tiplicity of E in R2dOf!E 1|O , and by m˜E the multiplicity of E in H
2dO−dimXK|O .
Since the homomorphism in (iii) is surjective, we have
(5.16.1) mE ≥ m˜E .
By (5.2.2), we have H 2dO(Kρ[− dimX ])|O ≃ H
0(IC(O , E ))|O ≃ E , and so m˜E =
nE . Hence by the discussion in 5.15, we have
(5.16.2)
∑
(O,E )∈NG
m˜2E = dimAE1 .
We shall prove that
(5.16.3)
∑
(O,E )∈NG
m2E = dimAE1 .
From the definition of mE , we have
dimH2 dimOc (O , R
2dOf!(E 1)⊗R
2dOf!(E
∗
1)) =
∑
E
m2E ,
where in the sum, E runs over all the H-equivariant local systems on a fixed O . Let
Z0 = X˜0 ×X X˜0 and p1 : Z0 → X be the first projection. For an H-orbit O ⊂ Xuni,
put Z0,O = p
−1
1 (O). We have a natural map Z0,O → O , and all fibres have dimension
≤ 2dO . Since 2dO+dimO = d0, where d0 is as in (4.3.1), by using the Leray spectral
sequence, we have
H2d0c (Z0,O , E 1 ⊠ E
∗
1) ≃ H
2dimO
c (O , R
2dOf!(E 1)⊗ R
2dOf!(E
∗
1)).
Now Z1β0,β0 =
∐
O
Z0,O gives a partition of Z
1
β0,β0
= p−11 (Xuni) by locally closed pieces
Z0,O , where dimZ0,O ≤ d0. Hence∑
(O,E )
m2E =
∑
O
dimH2d0c (Z0,O , E 1 ⊠ E
∗
1)
= dimH2d0c (Z
1
β0,β0, E 1 ⊠ E
∗
1)
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= dimT1 = dimAE1 .
Hence (5.16.3) holds. Comparing (5.16.2) and (5.16.3), we see, by (5.16.1), that
mE = m˜E . This shows that the natural homomorphism in (iii) is an isomorphism.
By Lemma 5.8, the condition (O , E ) ∈ NG belongs to ξ = (L ⊂ P,OL, E
†
1 ) ∈
SG, i.e., (O , E ) ∈ N
(ξ)
G , is equivalent to the condition that mE 6= 0. On the other
hand, let N˜
(ξ)
G be the set of (O , E ) ∈ NG such that IC(O , E )[dimO ] appears as
a direct summand of π∗KE 1 for ξ = (L ⊂ P,OL, E
†
1 ). Then by Theorem 5.2 (i),
the condition (O , E ) ∈ N˜
(ξ)
G is equivalent to the condition that m˜E 6= 0. Since
mE = m˜E , we conclude that N
(ξ)
G = N˜
(ξ)
G . Now (ii) and (iii) follows from (5.7.1)
and Lemma 5.8. This completes the proof of the theorem.
Remark 5.17. It is likely that the previous discussion for establishing the gener-
alized Springer correspondence will work for a symmetric space of general type if it
satisfies the condition that ∆+0 = ∅.
6. Restriction Theorem
6.1. Let P = LUP be as in 3.1. Hence L
θ ≃ (GL1)
a×GLθN0 with N0 = N−2a.
We consider a θ-stable parabolic subgroup Q of G containing P , and the θ-stable
Levi subgroup M of Q containing L. Here we assume that Mθ ≃ (GL1)
a′ × GLθN ′
0
,
where N ′0 = N − 2a
′ with a ≥ a′. Let OL be an LH -orbit in L
ιθ
uni, and E
†
1 a
cuspidal local system on OL. Put Σ = (Z
0
L)
ιθOL, and E1 = Q¯l ⊠ E
†
1 . We consider
the complex π∗KE 1 on X obtained from the triple (L ⊂ P,OL, E
†
1 ) ∈ SG. Then
the endomorphism algebra End(π∗KE 1) is isomorphic to AE1 , which is a twisted
group algebra of WE1 ⊂ W1 ≃ Sa. By applying a similar discussion for (L ⊂ M ∩
P,OL, E
†
1 ) ∈ SM , one can obtain a complex π
′
∗K
′
E 1
on X ′. Then the endomorphism
algebra End(π′∗K
′
E 1
) ≃ A ′
E1
, which is isomoprhic to a twisted group algebra of W ′
E1
⊂
W ′1 ≃ Sa′ . (Here we denote by X
′, π′, etc. by attaching the primes to express the
objects corresponding toX, π, etc.). A ′
E1
is canonically identified with the subalgebra
of AE1 .
We now apply the generalized Springer correspondence for H and MH = (M
θ)0.
By Theorem 5.2 (ii), if (O ′, E ′) ∈ NM belongs to the series (L ⊂ M ∩ P,OL, E
†
1 ) ∈
SM , then an irreducible representation ρ
′ ∈ (A ′
E1
)∧ is determined from (O ′, E ′). On
the other hand, if (O , E ) ∈ NG belongs to the series (L ⊂ P,OL, E
†
1 ) ∈ SG, then an
irreducible representation ρ ∈ A ∧
E1
is determined. We will describe the relationship
between ρ′ and ρ.
Take O and O ′ as above. Let fO,O′ : η
−1
Q (O
′) ∩O → O ′ be the restriction of the
map ηQ : Q
ιθ → M ιθ. We define an integer mE ,E ′ as the multiplicity of E
′ in the
local system R2dO,O′ (fO,O′)!(E ), where we put dO,O′ = (dimO − dimO
′)/2 +∆Q/2.
The following result is an analogue of Lusztig’s restriction theorem [L1, Theorem
8.3].
Theorem 6.2. Assume that (O ′, E ′) ∈ NM belongs to (L ⊂M ∩ P,OL, E
†
1 ) ∈ SM .
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(i) If mE ,E ′ 6= 0, then (O , E ) ∈ NG belongs to (L ⊂ P,OL, E
†
1 ).
(ii) Assume that (O , E ) ∈ NG belongs to (L ⊂ P,OL, E
†
1 ), and let ρ ∈ A
∧
E1
(resp.
ρ′ ∈ (A ′
E1
)∧ ) be the irreducible representation corresponding to (O , E ) (resp.
(O ′, E ′) ). Then we have
〈ρ|A ′
E1
, ρ′〉
A ′
E1
= mE ,E ′,
where the left hand side means the multiplicity of ρ′ in the restriction of ρ
on A ′
E1
.
6.3. The remainder of this section is devoted to the proof of the theorem. The
proof is done by a similar strategy as in [L1]. Although the discussions are parallel to
[L1], we give the full proof for the sake of completeness. Take (L ⊂ P,OL, E
†
1 ) ∈ SG,
and let Y =
⋃
g∈H g(ΣregD
0
P )g
−1, Y = X =
⋃
g∈H gη
−1
P (Σ)g
−1 be as in Section 3.
By replacing G,P by M,M ∩ P , we obtain similar varieties,
Y M =
⋃
g1∈MH
g1(ΣregD
0
M∩P )g
−1
1 , Y
M = XM =
⋃
g1∈MH
g1η
−1
M∩P (Σ)g
−1
1 .
Consider the following varieties,
Y˜ = {(x, gLH) ∈ G
ιθ ×H/LH | g
−1xg ∈ ΣregD
0
P},
Y˜M = {(x, gMH) ∈ G
ιθ ×H/MH | g
−1xg ∈ Y MD0Q},
X˜ = {(x, gPH) ∈ G
ιθ ×H/PH | g
−1xg ∈ η−1P (Σ)},
X˜Q = {(x, gQH) ∈ G
ιθ ×H/QH | g
−1xg ∈ η−1Q (X
M)}.
Note that Y MD0Q ⊂ Q
ιθ since
g1(ΣregD
0
M∩P )g
−1
1 ·D
0
Q = g1(ΣregD
0
M∩PD
0
Q)g
−1
1 = g1(ΣregD
0
P )g
−1
1 ⊂ Q
ιθ
for g1 ∈ MH . Let π0 : Y˜ → Y, π : X˜ → X be the first projections as before. We
have the following commutative diagram,
(6.3.1)
X˜
π′
−−−→ X˜Q
π′′
−−−→ X
jL
x xjM xj
Y˜
π′
0−−−→ Y˜M
π′′
0−−−→ Y,
where π′ : (x, gPH) 7→ (x, gQH), π
′′ : (x, gQH) 7→ x, π
′
0 : (x, gLH) 7→ (x, gMH), π
′′
0 :
(x, gMH) 7→ x. (Note that π
′
0 is well-defined since g
−1
1 xg1 ∈ Y
MD0Q for x ∈ ΣregD
0
P ,
g1 ∈ MH by D
0
P = D
0
P∩M × D
0
Q.) Moreover, jL : (x, gLH) 7→ (x, gPH), jM :
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(x, gMH) 7→ (x, gQH), j : x 7→ x are natural inclusions. By definition, π =
π′′ ◦ π′, π0 = π
′′
0 ◦ π
′
0. By Lemma 3.5, jL, j give embeddings of Y˜ , Y into X˜,X
as open dense smooth subsets. Since Y˜M = (π
′′)−1(Y ), Y˜M is open dense in X˜Q.
Here Y˜M ≃ H ×
MH (Y MD0Q). Since Y
M is smooth by Lemma 3.5, and so Y MD0Q is
smooth, thus Y˜M is smooth.
Recall that π0 : Y˜ → Y is a finite Galois covering with Galois group W1 ≃ Sa.
L = (π0)∗E˜1 is a semisimple local system on Y and we have EndL ≃ AE1 . Thus
L is decomposed as
(6.3.2) L ≃
⊕
ρ∈A ∧
E1
ρ⊗Lρ,
where Lρ = HomAE1 (ρ,L ). Similarly, π
′
0 : Y˜ → Y˜M is a finite Galois covering with
group W ′1 ≃ Sa′ . Thus L
′ = (π′0)∗E˜1 is a semisimple local system on Y˜M , and we
have EndL ′ ≃ A ′
E1
. We have a decomposition into simple local systems,
(6.3.3) L ′ ≃
⊕
ρ′∈(A ′
E1
)∧
ρ′ ⊗L ′ρ′ ,
where L ′ρ′ = HomA ′E1
(ρ′,L ′). Since L ≃ (π′′0 )∗(π
′
0)∗E˜1 ≃ (π
′′
0)∗L
′, by applying
(π′′0)∗ on both sides of (6.3.3), we have
(6.3.4) L ≃
⊕
ρ′∈(A ′
E1
)∧
ρ′ ⊗ (π′′0)∗L
′
ρ′.
By comparing (6.3.2) and (6.3.4), we see that (π′′0)∗L
′
ρ′ is a semisimple local
system whose simple components are of the form Lρ for some ρ ∈ A
∧
E1
. Since the
action of A ′
E1
on L in (6.3.4) is the restriction to A ′
E1
of the action of AE1 on L in
(6.3.2), we obtain the following decomposition into simple local systems.
(6.3.5) (π′′0 )∗L
′
ρ′ ≃
⊕
ρ∈A ∧
E1
Lρ ⊗ Q¯
〈ρ,ρ′〉
l ,
where 〈ρ, ρ′〉=〈ρ|A ′
E1
, ρ′〉
A ′
E1
is the multiplicity of ρ′ in the restriction of ρ on A ′
E1
.
6.4. We now consider K
E 1
= IC(X˜, E 1)[dim X˜]. By Proposition 3.8, π∗KE 1 is
a semisimple perverse sheaf on X , and is decomposed into simple perverse sheaves
(6.4.1) π∗KE 1 ≃
⊕
ρ∈A ∧
E1
ρ⊗Aρ,
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where Aρ = IC(X,Lρ)[dimX ].
Next we shall show that
(6.4.2) π′∗KE 1 ≃ IC(X˜Q,L
′)[dim X˜Q].
Under the isomorphisms
(6.4.3)
H ×PH (η−1P (Σ)) ∼−→ X˜,
H ×QH (η−1Q (X
M)) ∼−→ X˜Q,
consider the following commutative diagram
(6.4.4)
H ×PH (η−1P (Σ))
ξ˜
←−−− H × (QH ×
PH (η−1P (Σ))
η˜
−−−→ X˜M
π′
y yπ̂ yπM
H ×QH (η−1Q (X
M))
ξ
←−−− H × η−1Q (X
M)
η
−−−→ XM ,
where ξ is the quotient map under the free action of QH on H × η
−1
Q (X
M) by
q : (g, y) 7→ (gq−1, qyq−1), ξ˜ is the quotient map under the free action of QH on
H × (QH ×
PH (η−1P (Σ)) as above, under the natural isomorphism
H ×QH (QH ×
PH (η−1P (Σ))) ≃ H ×
PH (η−1P (Σ)).
η is the composite of the projection H × η−1Q (X
M) → η−1Q (X
M) and the map ηQ.
The map πM : X˜M → XM is the map analogous to π : X˜ → X obtained by
replacing G by M . η˜ is the composite of the projection H × (QH ×
PH (η−1P (Σ)) →
QH ×
PH (η−1P (Σ)) and the natural map
QH ×
PH (η−1P (Σ))→MH ×
(PH∩MH ) (η−1P∩M(Σ)) ≃ X˜
M
obtained from the projection Q → M . Under the isomorphisms in (6.4.3), π′ coin-
cides with the map induced from the natural inclusion H×η−1P (Σ) →֒ H×η
−1
Q (X
M).
π̂ = id×π̂1, where π̂1 : QH ×
PH (η−1P (Σ))→ η
−1
Q (X
M) induced from (g, x) 7→ gxg−1.
Here η, η˜ are QH-equivariant with respect to the natural action of MH (and the
trivial action of UQH) on X˜
M and on XM . Note that two squares are cartesian
squares.
By applying the construction of K
E 1
= IC(X˜, E 1)[dim X˜ ] to M , one can de-
fine the perverse sheaf K
E
M
1
= IC(X˜M , E
M
1 )[dim X˜
M ] on X˜M , and we obtain an
MH-equivariant semisimple perverse sheaf (π
M)∗K
E
M
1
on XM . Here η is a smooth
morphism with connected fibre isomorphic to H × U ιθQ , and is QH-equivariant.
Then η∗(πM)∗KEM1
[α] is a QH -equivariant perverse sheaf on H × η
−1
Q (X
M), where
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α = dimH + dimU ιθQ . On the other hand, since ξ is a QH-principal bundle, there
exists a unique perverse sheaf K1 on H ×
QH (η−1Q (X
M)) such that
(6.4.5) ξ∗K1[β] ≃ η
∗(πM)∗K
E
M
1
[α],
where β = dimQH .
A similar construction works also for an MH -equivariant perverse sheaf K
E
M
1
on X˜M , and one can find a perverse sheaf K2 on H ×
PH (η−1P (Σ)), unique up to
isomorphism, such that
(6.4.6) ξ˜∗K2[β] ≃ η˜
∗K
E
M
1
[α].
Here, if we note that the two squares in the diagram (6.4.4) are cartesian squares,
by using the proper base change theorem, (6.4.5) and (6.4.6) imply that
(6.4.7) K1 ≃ π
′
∗K2.
Thus, in order to prove (6.4.2), it is enough to see that
(6.4.8) K2 ≃ IC(X˜, E 1)[dim X˜ ], K1 ≃ IC(X˜Q, (π
′
0)∗E˜1)[dim X˜Q].
It follows from the construction thatK1 (resp. K2) is an intersection cohomology
complex on X˜Q (resp. X˜) whose support is X˜Q (resp. X˜). Hence to prove (6.4.8),
we have only to show that
(6.4.9) K2|Y˜ ≃ E˜1[dim Y˜ ], K1|Y˜M ≃ (π
′
0)∗E˜1[dim Y˜M ].
Under the isomorphisms
Y˜ ≃ H ×LH (ΣregD
0
P ),
Y˜M ≃ H ×
MH (Y MD0Q),
we have the following commutative diagram.
(6.4.10)
H ×LH (ΣregD
0
P )
ξ˜0
←−−− H × (MH ×
LH (ΣregD
0
P ))
η˜0
−−−→ Y˜ M
π′
0
y yπ̂0 yπM0
H ×MH (Y MD0Q)
ξ0
←−−− H × (Y MD0Q)
η0
−−−→ Y M
The maps are defined similarly to (6.4.4), and the diagram (6.4.10) enjoys similar
properties as (6.4.4). In particular, the squares in the diagram are both cartesian.
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We consider the local system E˜M1 on Y˜
M . Then one can check that the local system
on H ×LH (ΣregD
0
P ), obtained from E˜
M
1 by a similar discussion as before, coincides
with E˜1 on Y˜ . It follows from (6.4.10) that the local system on H ×
MH (Y MD0Q),
obtained from the local system (πM0 )∗E˜
M
1 on Y
M by a similar discussion as before,
coincides with (π′0)∗E˜1. (6.4.9) now follows from this by applying the proper base
change theorem to (6.4.4) and (6.4.10). Thus (6.4.2) is proved.
6.5. By applying the decomposition of L ′ in (6.3.3) to the isomorphism in
(6.4.2), we obtain the decomposition of π′∗KE 1 into simple perverse sheaves,
(6.5.1) π′∗KE 1 ≃
⊕
ρ′∈(A ′
E1
)∧
ρ′ ⊗ Bρ′,
where Bρ′ ≃ IC(X˜Q,L
′
ρ′)[dim X˜Q]. By applying π
′′
∗ on both sides of (6.5.1), we
obtain
(6.5.2) π∗KE 1 ≃
⊕
ρ′∈(A ′
E1
)∧
ρ′ ⊗ π′′∗Bρ′ .
Since π′′ is proper, π′′∗Bρ′ is a semisimple complex by the theorem of Deligne-Gabber.
Since π′′∗Bρ′ is a direct summand of a semisimple perverse sheaf π∗KE 1 , π
′′
∗Bρ′ is a
semisimple perverse sheaf, and all of its simple components have support on X .
Since π′′∗Bρ′ |Y ≃ (π
′′
0)∗L
′
ρ′[dimX ], we have
π′′∗Bρ′ ≃ IC(X, (π
′′
0)∗L
′
ρ′)[dimX ].
By applying the decomposition of (π′′0)∗L
′
ρ′ in (6.3.5), we obtain the following lemma,
which is a perverse sheaf version of (6.3.5).
Lemma 6.6. For each ρ′ ∈ (A ′
E1
)∧, ρ ∈ A ∧
E1
, put Aρ = IC(X,Lρ)[dimX ], Bρ′ =
IC(X˜Q,L
′
ρ′)[dim X˜Q]. Then we have an isomorphism of perverse sheaves on X,
(6.6.1) π′′∗Bρ′ ≃
⊕
ρ∈A ∧
E1
Aρ ⊗ Q¯
〈ρ,ρ′〉
l .
6.7. Let (Oρ, Eρ) ∈ NG be the pair which belongs to (L ⊂ P,OL, E
†
1 ) ∈ SG
and corresponds to ρ ∈ A ∧
E1
. Put d = dimX , and let dρ = dOρ be as in Theorem
5.2. By (5.2.2), we have Aρ|Xuni ≃ IC(Oρ, Eρ)[d− 2dρ], hence the following property
holds. For any ρ˜ ∈ A ∧
E1
, we have
(6.7.1) H 2dρ−dAρ˜|Oρ ≃
{
Eρ˜ if Oρ˜ = Oρ,
0 otherwise.
Comparing (6.7.1) with Lemma 6.6, we have the following.
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(6.7.2) 〈ρ, ρ′〉coincides with the multiplicity of Eρ in the local system H
2dρ−d(π′′∗Bρ′)|Oρ .
Put (X˜Q)uni = X˜Q ∩ (G
ιθ
uni ×H/QH). We will consider the restriction of Bρ′ on
(X˜Q)uni. Let (O
′
ρ′, E
′
ρ′) ∈ NM be the pair which belongs to (L ⊂ M ∩ P, ,OL, E
†
1 ) ∈
SM and which corresponds to ρ
′ ∈ (A ′
E1
)∧. Put
D = {(x, gQH) ∈ G
ιθ
uni ×H/QH | g
−1xg ∈ η−1Q (O
′
ρ′)}.
D is a closed subvariety of (X˜Q)uni. We note that
(6.7.3) supp Bρ′ |(X˜Q)uni ⊂ D.
In fact, as in(6.4.1), we denote by A′ρ′ the simple perverse sheaf on X
M appearing
in the decomposition of (πM)∗KEM1
, which corresponds to ρ′ ∈ (A ′
E1
)∧. Then Bρ′
can be constructed from A′ρ′ similarly to K1, K2, by using the diagram (6.4.4). On
the other hand, by the generalized Springer correspondence for M , the restriction
of A′ρ′ on M
ιθ
uni coincides with IC(O
′
ρ′, Eρ′), up to shift. (6.7.3) follows from this.
Let π′′D be the restriction of π
′′ on D. In view of (6.7.3), (6.7.2) can be rewritten
as follows.
(6.7.4) 〈ρ, ρ′〉 coincides with the multiplicity of Eρ in the local system
H 2dρ−d((π′′D)!(Bρ′ |D))|Oρ .
Put D0 = {(x, gQH) ∈ G
ιθ
uni ×H/QH | g
−1xg ∈ η−1Q (O
′
ρ′)}. D0 is an open subset
of D. Let π′′D0 be the restriction of π
′′ on D0. We define an integer xρ,ρ′ as the
multiplicity of Eρ in the local system H
2dρ−d((π′′D0)!(Bρ′ |D0))|Oρ . We show
Proposition 6.8. 〈ρ, ρ′〉 coincides with xρ,ρ′.
Proof. First we show that
(6.8.1) xr,ρ′ ≥〈ρ, ρ
′〉.
Consider the long exact sequence of local systems obtained from the open em-
bedding D0 →֒ D,
−−−→ H 2dρ−d((π′′D0)!(Bρ′ |D0))|Oρ
ϕ
−−−→ H 2dρ−d((π′′D)!(Bρ′ |D)|Oρ
−−−→ H 2dρ−d((π′′D−D0)!(Bρ′ |D−D0))|Oρ −−−→
If ϕ is surjective, then (6.8.1) holds. Thus it is enough to see that
H
2dρ−d((π′′D−D0)!(Bρ′ |D−D0))|Oρ = 0.
For this we have only to show that the stalk vanishes at any x ∈ Oρ. Hence we will
show that
(6.8.2) H2dρ−dc ((π
′′−1(x) ∩ (D −D0), Bρ′) = 0
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for any x ∈ Oρ.
We consider the decomposition of O
′
ρ′ into MH -orbits, O
′
ρ′ −O
′
ρ′ =
∐
α O
′
α. This
implies the decomposition of D −D0 into locally closed subsets, D −D0 =
∐
αDα,
where
Dα = {(x, gQH) ∈ G
ιθ ×H/QH | g
−1xg ∈ η−1Q (O
′
α)}.
In order to show (6.8.2), it is enough to see, for any x ∈ Oρ, and for any Dα, that
(6.8.3) H2dρ−dc (π
′′−1(x) ∩Dα, Bρ′) = 0.
We remark that the following holds.
(6.8.4) If H ic(π
′′−1(x) ∩Dα,H
jBρ′) 6= 0, then i+ j < 2dρ − d.
In fact, since the cohomology is non-zero, we have
i ≤ 2 dim(π′′
−1
(x) ∩Dα) ≤ (2νH − dimOρ)− (2νMH − dimO
′
α) +∆Q,
where the second formula is obtained from Proposition 2.2 (ii), applied to QH ⊂ H .
On the other hand, the condition H jBρ′|Dα 6= 0 is equivalent to the condition that
H j+(d−d
′)A′ρ′ |O′α 6= 0 under the correspondence Bρ′ ↔ A
′
ρ′ through the diagram
(6.4.4), where d′ = dimXM . Hence by applying (5.2.2) for M , we have
j + d ≤ (2νMH − dimO
′
ρ′)− (2νLH − dimOL) +∆P∩M
< (2νMH − dimO
′
α)− (2νLH − dimOL) +∆P∩M .
Since ∆Q +∆P∩M = ∆P , we obtain (6.8.4).
Now by applying the hypercohomology spectral sequence, we obtain (6.8.3) from
(6.8.4). Thus (6.8.2) holds, and so (6.8.1) is proved.
Since
∑
ρ′∈(A ′
E1
)∧(dim ρ
′)〈ρ, ρ′〉= dim ρ, in view of (6.8.1), in order to prove the
proposition, it is enough to show the following formula.
(6.8.5)
∑
ρ′∈(A ′
E1
)∧
(dim ρ′)xρ,ρ′ = dim ρ.
For an MH-orbit O
′ in M ιθuni, put xO′ =
∑
ρ′(dim ρ
′)xρ,ρ′, where the sum is taken
over all ρ′ ∈ (A ′
E1
)∧ such that O ′ρ′ = O
′. Then the sum in the left hand side of
(6.8.5) coincides with
∑
O′
xO′ , where the sum is taken over all MH -orbits O
′ in
M ιθuni. We consider xO′ separately. It follows from the decomposition (6.5.1) and
from the definition of xρ,ρ′ , we see that xO′ coincides with the multiplicity of Eρ in
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the local system
(6.8.6) H 2dρ−d
(
(π′′D
O′
)!(π
′
∗KE 1 |DO′ )
)
|Oρ ,
where DO′ is defined similarly to D0 by replacing O
′
ρ′ by O
′.
Here we note that the local system given in (6.8.6) coincides with the local
system
(6.8.7) H
2dρ−2d′
ρ′
(
(π′′D
O′
)!
(
H
2d′
ρ′
−d
(π′∗KE 1)|DO′
))
|Oρ .
since the discussion in the proof of (6.8.4) shows that if H i
(
(π′′D
O′
)!F
)
|Oρ 6= 0 for
a sheaf F , then i ≤ (2νH − dimOρ) − (2νMH − dimO
′
ρ′) +∆Q = 2dρ − 2d
′
ρ′ and if
H j(π′∗KE 1)|DO′ 6= 0, then j ≤ 2d
′
ρ′ − d.
By applying Theorem 5.2 (iii) to M , and by converting it to the sheaves on X˜0
by making use of the diagram (6.4.4), we obtain
H
2d′
ρ′
−d
(π′∗KE 1)|DO′ ≃ H
2d′
ρ′ (π′|X˜0)!E 1|DO′ ,
where X˜0 ≃ H ×
PH η−1P (Σ). Hence (6.8.7) can be rewritten as
H
2dρ−2d′ρ′
(
(π′′D
O′
)!
(
H
2d′
ρ′ (π′|X˜0)!E 1|DO′
))
|Oρ .
By using the spectral sequence associated to the composite π = π′′ ◦ π′, we see that
the last formula is equal to
(6.8.8) H 2dρ
(
(π′′ ◦ π′|X˜0,O′ )!E 1
)
|Oρ ,
where X˜0,O′ = X˜0 ∩ π
′−1(DO′). In particular, xO′ coincides with the multiplicity of
Eρ in the local system given in (6.8.8).
Here we note that X˜0 =
∐
O′
X˜0,O′ gives a partition of X˜0 by locally closed
pieces X˜0,O′, where O
′ runs over all the MH -orbits in M
ιθ
uni. By Proposition 2.2 (ii),
dim(X˜0,O′ ∩ π
−1(x)) ≤ dρ for any x ∈ Oρ. Then by applying the cohomology long
exact sequence of π−1(x), we see that
∑
O′
xO′ coincides with the multiplicity of Eρ
in the local system
(6.8.9) H 2dρ((π|X˜0)!E 1)|Oρ .
On the other hand, the stalk at x ∈ Oρ of the local system in (6.8.9) coincides
with H
2dρ
c (POL,x, E 1), where POL,x = {gPH ∈ H/PH | g
−1xg ∈ η−1P (OL)}. By
Theorem 5.2, H
2dρ
c (POL,x, E 1) has a natural structure of AE1 ×AH(x)-module, and
is decomposed as
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(6.8.10) H2dρc (POL,x, E 1) ≃
⊕
ρ˜∈A ∧
E1
Vρ˜ ⊗ τρ˜,
where Vρ˜ is an AE1-module, which is isomorphic to ρ˜ if it is non-zero, and τρ˜ is
an irreducible representation of AH(x) corresponding to the local system Eρ˜ on
Oρ = Oρ˜. In particular, the multiplicity of Eρ in the local system in (6.8.9) coincides
with dim ρ if it is non-zero. But by (6.8.1), we know that
∑
O′
xO′ ≥ dim ρ. It
follows that
∑
O′
xO′ = dim ρ. Thus we have proved (6.8.5), and the proposition
follows. 
6.9. We are now ready to prove the theorem. For an H-orbit O in Gιθuni and
an MH -orbit O
′ in M ιθuni, consider the diagram as in (5.3.1), but by replacing P by
Q, namely,
V = H ×QH (O ∩ η−1Q (O
′))
f1
−−−→ O
f2
y
V ′ = H ×QH O ′.
By putting
d1 = (νH − dimO/2)− (νMH − dimO
′/2) +∆Q/2,
d2 = (dimO − dimO
′)/2 +∆Q/2.
as in 5.3, we can apply Lemma 5.4 for Q.
Since O ′ ⊂ XM , we have V ⊂ H×QH (η−1Q (X
M)). The lower row of the diagram
(6.4.4) gives a diagram, where ξ1, η1 are restrictions of ξ, η on H × (O ∩ η
−1
Q (O
′)).
H ×QH (O ∩ η−1Q (O
′))
ξ1
←−−− H × (O ∩ η−1Q (O
′))
η1
−−−→ O ′.
By using a similar argument as in 6.4, we obtain an H-equivariant simple local
system E˜ ′ on V from an H-equivariant simple local system E ′ on O ′. On the other
hand, V ′ is a single H-orbit, and its stabilizer is isomorphic to ZMH (v)UQH for
v ∈ O ′. Hence the set of H-equivariant simple local systems on V ′ is in bijection
with the set of MH -equivariant simple local systems on O
′. We denote by Ê ′ the
local system on V ′ corresponding to E ′ on O ′. Here we note that
(6.9.1) f ∗2 Ê
′ ≃ E˜ ′.
In fact, since both of V, V ′ are locally trivial fibration over H/QH , we have the
following commutative diagram from the embedding of fibres.
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(6.9.2)
O ∩ η−1Q (O
′)
i
−−−→ H ×QH (O ∩ η−1Q (O
′))
f
O,O′
y yf2
O ′
i′
−−−→ H ×QH O ′,
where fO,O′ is the map defined in 6.1, and i, i
′ are inclusions of fibres. Since f ∗2 Ê
′, E˜ ′
are both H-equivariant local systems, it is enough to show that their restrictions on
O ∩ η−1Q (O
′) coincide. Since the restriction of Ê ′ on O ′ is equal to E ′, the restriction
of f ∗2 Ê
′ coincides with f ∗
O,O′E
′. On the other hand, it follows from the construction
of E˜ ′, one can check that the restriction of E˜ ′ on O ∩ η−1Q (O
′) coincides with E ′.
Thus (6.9.1) holds.
Recall that mE ,E ′ is the multiplicity of E
′ in the local system R2dO,O′ (fO,O′)!E .
Here d2 = dO,O′. Since (6.9.2) is the fibre product, we see that the restriction of
R2d2(f2)!(f
∗
1E ) on O
′ coincides with R2dO,O′ (fO,O′)!E . Hence mE ,E ′ coincides with
the multiplicity of Ê ′ in the local system R2d2(f2)!(f
∗
1E ). Then by using (6.9.1) and
Lemma 5.4, we obtain
(6.9.3) mE ,E ′ coincides with the multiplicity of E in the local system R
2d1(f1)!E˜
′.
Here the perverse sheaf Bρ′ on X˜Q is constructed from A
′
ρ′ on X
M by using the
diagram (6.4.4). The local system E˜ ′ on V is also constructed from E ′ on O ′ by
(6.4.4). If we write (O ′, E ′) = (O ′ρ′, E
′
ρ′), one can check that H
2d′
ρ′
−d
Bρ′ |V ≃ E˜
′.
Hence by (6.9.3), mE ,E ′ coincides with the multiplicity of E in the local system
R2d1(π′′|V )!(H
2d′
ρ′
−d
Bρ′ |V )|O . If we write (O , E ) = (Oρ, Eρ), we have d1 = dρ − d
′
ρ′.
It follows from the definition of xρ,ρ′ and (6.8.7), that this multiplicity of E actually
coincides with xρ,ρ′ . Hence by Proposition 6.8, we conclude that mE ,E ′ =〈ρ, ρ
′〉. This
proves (ii) of the theorem.
We show (i). Take (O ′, E ′) ∈ NM which belongs to (L ⊂ M∩P,OL, E
†
1 ). Assume
that mE ,E ′ 6= 0. Since H
2d′
ρ′
−d
π′∗KE 1 |V contains E˜
′, the above discussion implies
that E appears in the local system R2d1(π′′|V )!R
2d′
ρ′ (π′|X˜0,O)!(E 1)|V on O with non-
zero multiplicity. This is equivalent to saying that E appears in the local system
R
2d1+2d′ρ′ (π|X˜0,O)(E 1)|O with non-zero multiplicity (since dim π
−1(x)∩X˜0,O ≤ d1+d
′
ρ′
for x ∈ O). It follows that E appears in the local system R2d1+2d
′
ρ′ (π|X˜0)(E 1)|O with
non-zero multiplicity, by considering the partition of X˜0 by locally closed pieces
X˜0,O′ . Now (i) follows from Theorem 5.2 (iii) since d1 + d
′
ρ′ = dO in the notation
there. This complete the proof of Theorem 6.2.
6.10. By making use of the discussion in 2.3, we reformulate the restriction
theorem in a more convenient form for the application. We keep the notation in 6.1.
Let (O , E ) ∈ NG and (O
′, E ′) ∈ NM . We fix u ∈ O , v ∈ O
′. Let τ ∈ AH(u)
∧ be
the irreducible representation corresponding to E , and τ ′ ∈ AMH (v)
∧ the irreducible
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representation corresponding to E ′. As in 2.3, but by replacing L by M , we define
varieties
Yu,v = {gZ
0
MH
(v)UθQ | g ∈ H, g
−1ug ∈ η−1Q (v)},
Y˜u,v = {g ∈ H | g
−1ug ∈ η−1Q (v)}.
ZH(u) × ZMH(v) acts on Yu,v by (g1, g2) : gZ
0
MH
(v)UθQ 7→ g1gg
−1
2 Z
0
MH
UθQ. By the
discussion in 2.3, we have
dimYu,v ≤ s = (dimZH(u)− dimZMH(v))/2 +∆Q/2.
Let I(Yu,v) be the set of irreducible components in Yu,v of dimension s. Then AH(u)×
AMH (v) acts on I(Yu,v) as the permutations. We denote by εu,v the corresponding
permutation representation of AH(u) × AMH (v). As a corollary to the restriction
theorem, we have the following result (cf [LS, 0.4]).
Corollary 6.11. Assume that (O , E ) ∈ NG corresponds to ρ ∈ A
∧
E1
and (O ′, E ′) ∈
NM corresponds to ρ
′ ∈ (A ′
E1
)∧. Then
(6.11.1) 〈ρ|A ′
E1
, ρ′〉
A ′
E1
=〈τ ⊗ τ ′∗, εu,v〉AH(u)×AMH (v)
.
Proof. Assume that I(Yu,v) 6= ∅. Then it follows from the discussion in 2.3 that
dim(O ∩ η−1Q (v)) = dO,O′ = (dimO − dimO
′)/2 +∆Q/2. As in 6.1, let mE ,E ′ be the
multiplicity of E ′ in the local system R2dO,O′ (fO,O′)!E . Then mE ,E ′ coincides with
the multiplicity of τ ′∗ in the AMH(v)-module H
2d
O,O′
c (O ∩ η
−1
Q (v), E ). We consider
a similar diagram as in (2.3.1). We use the same notation there. ZH(u) × ZMH (v)
acts on Y˜u,v, Z
0
H(u)\Y˜u,v, and φ, ψ are ZH(u) × ZMH (v)-equivariant. On the other
hand, let ξ : O˜ = H/Z0H(u) → O = H/ZH(u) be the natural map. Then ZMH (v)
acts on ξ−1(O ∩ η−1Q (v)) under the isomorphism ξ
−1(O ∩ η−1Q (v)) ≃ Z
0
H(u)Y˜u,v, and
the map ξ−1(O ∩ η−1Q (v)) → (O ∩ η
−1
Q (v)) becomes ZMH -equivariant. Under this
situation, we can identify H
2d
E ,E ′
c (O ∩ η
−1
Q (v), E ) with the multiplicity space of τ
in the AH(u)-module H
2d
O,O′
c (ξ−1(O ∩ η
−1
Q (v)), Q¯l). Moreover, this identification
is compatible with the action of AMH (v) on both cohomologies. It follows that
mE ,E ′ coincides with the multiplicity of τ ⊗ τ
′∗ in the AH(u) × AMH(v)-module
H
2d
O,O′
c (ξ−1(O ∩ η
−1
Q (v)), Q¯l). From the discussion in 2,3, this AH(u) × AMH (v)-
module is isomorphic to the permutation representation εu,v on the set I(Yu,v). Thus
the corollary follows from Theorem 6.2. 
7. Unipotent orbits
7.1. We follow the notation in 1.7. Since g− is the set of self-adjoint matrices
in g = glN , and G
ιθ is the set of non-degenerate self-adjoint matrices in g, the map
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x 7→ x − 1 gives an isomorphism between Gιθuni and g
−
nil. This map is clearly H-
equivariant. In this way, we have a natural bijection between the set of H-orbits in
Gιθuni and the set of H-orbits in g
−
nil.
For an integer m ≥ 0, let Pm be the set of partitions λ = (λ1, . . . , λr) with
λr ≥ 0 such that
∑
i λi = m. m = |λ| is called the size of λ, and the maximal
number k = ℓ(λ) such that λk 6= 0 is called the length of λ. For λ = (λ1, . . . , λr),
put
(7.1.1) n(λ) =
r∑
i=1
(i− 1)λi.
It is known that the set of unipotent conjugacy classes in G = GLN is in
bijection with PN , via Jordan normal form. We denote by Oλ the unipotent class
in G corresponding to λ ∈ PN . Similarly, the set of nilpotent orbits in gnil is in
bijection with PN . We also denote by Oλ the corresponding nilpotent orbit in
gnil, if there is no fear of confusion. For x ∈ Oλ ⊂ gnil, we define a Jordan basis
{vi,j | 1 ≤ i ≤ ℓ(λ), 1 ≤ j ≤ λi} of V with respect to x by xvi,j = vi,j−1 if j ≥ 2, and
xvi,1 = 0. The following result gives a parametrization of G
θ-orbits in Gιθuni.
Lemma 7.2. For any λ ∈ PN , Oλ ∩ G
ιθ
uni 6= ∅. Any two elements in Oλ ∩ G
ιθ
uni is
conjugate under Gθ. Thus the set of Gθ-orbits in Gιθuni is in bijection with PN .
Proof. It is enough to prove the corresponding fact for g−nil. The argument below is in
part due to [CVX1, Lemma 2.2]. First assume that Oλ∩g
−
nil 6= ∅. Take x ∈ Oλ∩g
−
nil,
with λ = (λ1, . . . , λr). We show that there exists a Jordan basis {vi,j} of V with
respect to x satisfying the following property;
(7.2.1) 〈vi,j, vi′,j′〉=
{
1 if i = i′ and j + j′ = λi − 1,
0 otherwise.
Since 〈Kerxλ1−1, Im xλ1−1〉= 0, there exists v1 ∈ V such that 〈v1, x
λ1−1v1〉 6= 0. We
may assume that 〈v1, x
λ1−1v1〉 = 1. Then we have 〈x
iv1, x
jv1〉 = 0 unless i + j =
λ1 − 1, in which case it is equal to 1. Let W1 be the subspace of V spanned by
v1, xv1, . . . , x
λ1−1v1. Then dimW1 = λ1, and the restriction of the bilinear form 〈 , 〉
onW1 is non-degenerate. Hence we can write as V =W1⊕W
⊥
1 , andW
⊥
1 is stable by
x. The Jordan type of x|W⊥
1
is λ′ = (λ2, . . . , λr). Thus by induction on N = dim V ,
one can find a Jordan basis {vi,j} satisfying the property (7.2.1).
If we take another x′ ∈ Oλ ∩ g
−
nil, we can find a Jordan basis {v
′
i,j} satisfying
(7.2.1). The map g : vij 7→ v
′
i,j determines g ∈ G
θ, and we have gx = x′. Thus
Oλ ∩ g
−
nil consists of a single G
θ-orbit.
Next we show that Oλ∩g
−
nil 6= ∅. Take x ∈ Oλ ⊂ gnil, and choose a Jordan basis
{vij} of V with respect to x. We define a symmetric bilinear form 〈 , 〉
′ on V by a
similar condition as in (7.2.1). Then x is self-adjoint with respect to this bilinear
form, namely, we have 〈xv, w〉′ = 〈v, xw〉′ for any v, w ∈ V . By 1.7, this implies that
some G-conjugate of x is contained in g−nil. Hence Oλ ∩ g
−
nil 6= ∅. The lemma is
proved. 
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7.3. We denote by Oλ the G
θ-orbit in Gιθuni corresponding to λ ∈ PN . Also by
the same symbol Oλ, we denote the G
θ-orbit in g−nil. For x ∈ Oλ ⊂ g
−
nil, a Jordan
basis {vi,j} of V with respect to x satisfying the property in (7.2.1) is called a normal
basis of x.
We shall compute dimZGθ(x) for x ∈ Oλ. First we recall the well-known result
in the case of ZG(x) for x ∈ Oλ. Take x ∈ Oλ ⊂ gnil, and put E
x = {y ∈ End(V ) |
xy = yx}. Note that dimZG(x) = dimE
x. Let {vi,j} be a Jordan basis of V with
respect to x. Following [AH, Proposition 2.8], we define yi1,i2,s ∈ End(V ) as follows;
yi1,i2,s(vi,j) =
{
vi2,j−s if i = i1, s+ 1 ≤ j ≤ λi,
0 otherwise.
Then {
yi1,i2,s | i1, i2 ≤ ℓ(λ),max{0, λi1 − λi2} ≤ s ≤ λi1 − 1
}
gives rise to a basis of the k-vector space Ex. Hence we have
(7.3.1) dimEx =
∑
i1≥i2
λi2 +
∑
i1<i2
λi1 = N + 2n(λ).
We show a lemma.
Lemma 7.4. For x ∈ Oλ ⊂ G
ιθ
uni, we have dimZGθ(x) = n(λ).
Proof. It is enough to show the corresponding fact for x ∈ Oλ ⊂ g
−
nil. Thus we have
only to show that dimZg+(x) = n(λ). Here E
x = Zg(x) is stable under θ, and we
can decompose Ex = (Ex)+ ⊕ (Ex)−, where (Ex)+ = Zg+(x). We choose a normal
basis of x, and define yi1,i2,s by using this basis. Then by 1.7,
{yi1,i2,s + yi2,i1,s+(λi2−λi1 ) | i1 ≤ i2, 0 ≤ s ≤ λi1 − 1}
gives a basis of (Ex)− and
{yi1,i2,s − yi2,i1,s+(λi2−λi1 ) | i1 < i2, 0 ≤ s ≤ λi1 − 1}
gives a basis of (Ex)+. It follows that
dim(Ex)+ = n(λ), dim(Ex)− = n(λ) +N.
The lemma follows from this. 
Remark 7.5. In the case where k = C, the lemma follows from the general result
of Kostant-Rallis [KR]. In fact, by [KR, Proposition 5], we have
(7.5.1) dim[g+, x] = dim[g, x]/2
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for x ∈ g−. Now assume that x ∈ Oλ. By (7.3.1), dim[g, x] = dimOλ = N
2 − (N +
2n(λ)). If we notice that dimGθ = (N2 − N)/2, (7.5.1) implies that dim[g+, x] =
dimOλ = dimG
θ − n(λ), and the lemma follows.
7.6. Take x ∈ Oλ ⊂ g
−
nil. We write λ ∈ PN as λ = (a
m1
1 , a
m2
2 , . . . , a
mh
h ) with
a1 > a2 > · · · > ah > 0. Then by using a normal basis of x, we have a decomposition
of V into x-stable subspaces
(7.6.1) V =
⊕
1≤i≤h
J˜i,
where J˜i’s are mutually orthogonal, and the restriction of x on J˜i has the Jordan
type (amii ). By this decomposition, we have an embedding of groups
(7.6.2)
∏
1≤i≤h
Gθi ⊂ G
θ,
where Gi = GL(J˜i) is a θ-stable subgroup of G. One can find a subspace Ji of J˜i
such that dim Ji = mi and that J˜i = Ji⊕ xJi⊕ · · ·⊕ x
ai−1Ji. We define a quadratic
form Qi on Ji by
(7.6.3) Qi(v) =〈v, x
ai−1v〉, (v ∈ Ji).
Then Qi is non-degenerate on Ji. Let Oi = O(Ji) be the orthogonal group on Ji
with respect to the quadratic form Qi. For each g ∈ Oi, we define a map g˜ : J˜i → J˜i
by g˜(xkv) = xk(gv) for 0 ≤ k ≤ ai − 1, v ∈ Ji. Then g˜ commutes with the action
of x on J˜i, and g˜ preserves the bilinear form 〈 , 〉 on J˜i. Hence g˜ ∈ ZGθi (x). It is
clear that g 7→ g˜ gives a homomorphism Oi → ZGθi (x) whose image is isomorphic
to Oi. Thus we can construct a closed subgroup of ZGθ(x) which is isomorphic to∏
1≤i≤hOi. Actually, this subgroup is the reductive part of ZGθ(x), and, as in the
classical case, one can show that
(7.6.4) ZGθ(x) ≃
( ∏
1≤i≤h
Oi
)
⋉ U1,
where U1 is a connected unipotent normal subgroup of ZGθ(x).
7.7 Put AGθ(x) = ZGθ(x)/Z
0
Gθ
(x) for x ∈ Oλ. Then by (7.6.4), AGθ(x) ≃
(Z/2Z)h. We write an element α ∈ AGθ(x) as α = (α1, . . . , αh) with αi = ±1, where
αi = −1 is the generator of the i-th component Z/2Z. Let AH(x) = ZH(x)/Z
0
H(x)
as before. Since Z0Gθ(x) = Z
0
H(x), AH(x) is a subgroup of AGθ(x). It follows from
the discussion in 7.6, we see easily that
52 SHOJI - YANG
(7.7.1) AH(x) = {α = (α1, . . . , αh) ∈ AGθ(x) |
∏
ai: odd
αi = 1}.
A partition λ = (λ1, . . . , λr) is called an even partition if λi is even for each i. Then
(7.7.1) can be written as
(7.7.2) AH(x) ≃
{
(Z/2Z)h if λ is even,
(Z/2Z)h−1 if λ is not even.
Proposition 7.8. (i) Assume that N is odd. Then each Gθ-orbit Oλ is a single
H-orbit.
(ii) Assume that N is even. If λ is not an even partition, Oλ is a single H-orbit.
If λ is an even partition, Oλ splits into two H-orbits.
Proof. Since Gθ = H ∪ Hζ for some ζ ∈ Gθ − H , we have Gθx = Hx ∪ H(ζx).
Thus Gθx = Hx if ζ ∈ ZGθ(x), namely, if ZGθ(x) ) ZH(x). If N is odd, −1 ∈
ZGθ(x)−ZH(x) satisfies this condition. If N is even and λ is not an even partition,
then ZGθ(x) ) ZH(x) by (7.7.2). Hence Oλ is a single H-orbit. Now assume that N
is even and λ is an even partition. In this case, ZGθ(x) = ZH(x). We have
Gθ/ZGθ(x) ≃ (H
∐
ζH)/ZH(x) ≃ H/ZH(x)
∐
ζH/ZH(x).
Hence Oλ splits into two H-orbits. 
7.9. Let Oλ be the regular unipotent class in Guni, where λ = (N) ∈ PN .
Then Oλ is open dense in Guni. Since Oλ ∩ G
ιθ
uni 6= ∅, Oλ ∩ G
ιθ
uni is an open dense
subset of Gιθuni. In the case where N is odd, Oλ ∩ G
ιθ
uni = Oλ is a single H-orbit.
Thus Oλ is the unique H-orbit in G
ιθ
uni such that G
ιθ
uni = Oλ. In particular, G
ιθ
uni
is an irreducible variety. In the case where N is even, Oλ = Oλ ∩ G
ιθ
uni splits into
two H-orbits since (N) is an even partition. Thus if we decompose Oλ into two H-
orbits, Oλ = O
′
λ∪O
′′
λ , G
ιθ
uni = O
′
λ∪O
′′
λ gives a decomposition of G
ιθ
uni into irreducible
components. Sunning up the above arguments, we have
Lemma 7.10. Let λ = (N) ∈ PN .
(i) Assume that N is odd. Then Gιθuni is irreducible, which is the closure of the
H-orbit Oλ.
(ii) Assume that N is even. Then Gιθuni consists of two irreducible components,
which are the closures of H-orbits O ′λ and O
′′
λ. We have O
′
λ ∩ O
′′
λ = Oλ′,
where Oλ′ is the H-orbit corresponding to λ
′ = (N − 1, 1) ∈ PN , and Oλ′ is
irreducible. In particular, we have
O
′
λ − Oλ′ = O
′
λ, O
′′
λ − Oλ′ = O
′′
λ .
Proof. It is enough to show the latter statement of (ii). It is well-known that Oλ′
is the subregular unipotent class in Guni and that Guni − Oλ = Oλ′. Since Oλ′ =
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µ≤λ′ Oµ (here µ ≤ λ
′ is the dominance order on PN ), we have G
ιθ
uni −Oλ = Oλ′ =⋃
µ≤λ′ Oµ. (ii) follows from this. Note that Oλ′ is a single H-orbit since λ
′ is not an
even partition, so Oλ′ is irreducible. 
7.11. Let λ = (N) ∈ PN . We discuss the relationship between the regular
unipotent orbit Oλ and the varieties Xuni appeared in 5.9. We consider the case
where P = B,L = T , and Σ = T . Let Y = Y(L,Σ) and X = Y . Then Xuni is given
by
(7.11.1) Xuni =
⋃
g∈H
gU ιθg−1,
where U is the unipotent radical ofB. Under the notation in 1.7, we define x−1 ∈ gnil
by
(x− 1) : f1 7→ f2 7→ · · · 7→ fn 7→ e0 7→ en 7→ · · · 7→ e2 7→ e1 7→ 0
in the case where N is odd, and by
(x− 1) : f1 7→ f2 7→ · · · 7→ fn 7→ en 7→ · · · 7→ e2 7→ e1 7→ 0
in the case where N is even. Then x ∈ U ιθ ∩ Oλ. In particular, Xuni contains an
H-orbit containing x.
Assume that N is odd. In this case Oλ is a single H-orbit, and is contained in
Xuni. Since Xuni is irreducible, Xuni is a closed subset of G
ιθ
uni, and Oλ = G
ιθ
uni, we
conclude that
(7.11.2) Xuni = G
ιθ
uni.
Assume that N is even. In this case, we need to consider the pairs (B, T ) and
(B1, T ), where B1 = tnBt
−1
n as in 1.9. Put U1 = tnUt
−1
n . Then Xuni associated
to (B, T ) is defined as in (7.11.1), which we denote by X+uni. A similar variety is
defined by replacing U ιθ by U ιθ1 in (7.11.1), which we denote by X
−
uni. Note that
X−uni = ζX
+
uniζ
−1 for ζ ∈ Gθ − H . Let O+λ be the H-orbit containing x. Then
another H-orbit contained in Oλ is given by O
−
λ = ζO
+
λ ζ
−1. We have O+λ ⊂ X
+
uni
and O−λ ⊂ X
−
uni. Note that X
±
uni are irreducible, closed subsets of G
ιθ
uni. By Lemma
7.10 (ii), O
+
λ ∪O
−
λ gives a decomposition of G
ιθ
uni into irreducible components. This
implies that
(7.11.3) X+uni = O
+
λ , X
−
uni = O
−
λ ,
and Gιθuni = X
+
uni ∪X
−
uni gives a decomposition into irreducible components.
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8. Structure of the algebra AE1
8.1. We follow the notion in 6.1. Let Q be as in 6.1. Here we assume that
MH ≃ GL1×SON−2. Hence QH is a maximal parabolic subgroup of H , and H/QH
can be identified with the set of isotropic lines in P(V ). Let O be an H-orbit in
Gιθuni and O
′ an MH -orbit in M
ιθ
uni. We fix u ∈ O , v ∈ O
′, and consider the varieties,
Yu,v, Y˜u,v as in 6.10. Let O˜
′ be the Mθ-orbit in M ιθ containing O ′. Put
(8.1.1) Y˜u,O′ = {g ∈ H | g
−1ug ∈ η−1Q (O˜
′)}.
Then QH acts on Y˜u,O′ by x : g 7→ gx
−1, and Y˜u,O′/QH is a locally closed subset of
H/QH . Let τ : Y˜u,O′ → O˜
′ be the map defined by g 7→ ηQ(g
−1ug). Then τ is MH -
equivariant, and for any v′ ∈ O˜ ′, τ−1(v′) ≃ Y˜u,v. Hence dim Y˜u,O′ = dim Y˜u,v+dimO
′,
and we have
(8.1.2) dim Y˜u,O′/QH = dim Y˜u,v + dimO
′ − dimQH .
8.2. Let m = LieM , and consider the subvariety m−nil of m on which MH acts.
We denote by the same symbol O (resp. O ′) the H-orbit in g−nil (resp. MH -orbit in
m−nil) corresponding to O (resp. O
′) as in Section 7. In the Lie algebra setting, the
map ηQ : q
−θ → m−θ is defined similarly, where q = LieQ, and Y˜x,O′ is defined, for
x ∈ O ⊂ g−θnil , similarly to (8.1.1). We have Y˜u,O′ = Y˜x,O′ for x = u− 1.
By Lemma 7.2, the set of Gθ-orbits in Gιθuni is parametrized by PN , O corre-
sponds to λ ∈ PN if u ∈ O has Jordan type λ as an element in Guni. Similarly, the
set of Mθ-orbits in M ιθuni is parametrized by PN−2.
Now assume that O corresponds to λ ∈ PN , and O
′ corresponds to λ′ ∈ PN−2.
Take x ∈ O ⊂ g−nil. Put W = Ker x, and let P(W )
0 be the set of isotropic lines in
P(W ), namely, P(W )0 = {〈v〉∈ P(W ) | 〈v, v〉= 0}. Note that the form 〈 , 〉 induces
a non-degenerate symmetric bilinear form on V = V ⊥1 /V1 for V1 ∈ P(W )
0, and x|V
is self-adjoint with respect to this form. Here gl(V ) is H-conjugate to m, and x|V
gives an element in m−nil under this isomorphism. It is easy to see that
(8.2.1) Y˜x,O′/QH ≃ {V1 ∈ P(W )
0 | x|V ⊥
1
/V1 : Jordan type λ
′},
8.3. We will see the variety on the right hand side on (8.2.1) more precisely.
Write λ ∈ PN as λ = (a
m1
1 , a
m2
2 , . . . , a
mh
h ) as in 7.6, and put W
i = Kerx ∩ Im xai−1.
We have a filtration of W by subspaces
W =W h )W h−1 ) · · · )W 1 )W 0 = {0},
where dimW i/W i−1 = mi for i = 1, . . . , h. For v, v
′ ∈ W i, put (v, v′) = 〈v, v′1〉,
where v′1 ∈ V is such that x
ai−1v′1 = v
′. By using a normal basis of x ∈ g−nil,
one can check that this gives a well-defined symmetric bilinear form onW i, which is
identically zero onW i−1. The induced form ( , ) onW i/W i−1 gives a non-degenerate
symmetric bilinear form on W i/W i−1. For each non-zero v ∈ W i, let V1 =〈v〉be the
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line spanned by v. Since v ∈ Ker x, x induces a linear map x = x|V on V = V
⊥
1 /V1.
We have x ∈ gl(V )−nil ≃ m
−
nil. Define a variety Si of V such that W
i−1 ⊂ Si ⊂ W
i by
Si = {v ∈ W
i | (v, v) = 0}.
We consider the following conditions on λ ∈ PN and λ
′ ∈ PN−2.
(Ai) The Young diagram of λ
′ is obtained from that of λ by replacing one row of
length ai by a row of length ai − 2.
(Bi) The Young diagram of λ
′ is obtained from that of λ by replacing two rows of
length ai by two rows of length ai− 1 ( in this case, we assume that mi ≥ 2).
Moreover, we divide (Ai) into two cases (A
′
i) and (A
′′
i ). Here (A
′
i) is the case where
ai+1 ≤ ai − 2, and (A
′′
i ) is the case where ai+1 = ai − 1.
The following lemma can be checked easily, by using a normal basis of x. (It is
reduced to the case where λ = (am) with m = 1 or 2).
Lemma 8.4. Under the notation above, let λ′ be the Jordan type of x ∈ gl(V )−nil.
Then we have
(i) If v /∈ Si, λ
′ is obtained from λ by the procedure (Ai).
(ii) If v ∈ Si (in this case mi ≥ 2), λ
′ is obtained from λ by the procedure (Bi).
The following corollary is immediate from Lemma 8.4.
Corollary 8.5. Y˜x,O′ = ∅ unless λ
′ is obtained from λ by (Ai), (Bi) for some i. If
Y˜x,O′ 6= ∅, then
dim Y˜x,O′/QH =
{
m1 + · · ·+mi − 1, case (Ai),
m1 + · · ·+mi − 2, case (Bi).
8.6. Recall that dimYu,v ≤ s, where s = (dimZH(u)− dimZMH(v))/2+∆Q/2
by 6.10. Since we know by Lemma 7.4 that dimZH(u) = n(λ) if u ∈ G
ιθ
uni has Jordan
type λ, the number s can be computed explicitly. We have the following.
Proposition 8.7. Assume that u ∈ O has type λ, v ∈ O ′ has type λ′. Then Yu,v is
non-empty if and only if λ′ is obtained from λ by the procedure (Ai), or (Bi). We
have dimYu,v = s if and only if λ
′ is obtained from λ by (A′i).
Proof. Since Yu,v 6= ∅ if and only if Y˜x,O′ 6= ∅, the first assertion follows from Corollary
8.5. Now assume Yu,v 6= ∅. Since dim Yu,v = dim Y˜x,O′/QH , dimYu,v can be computed
from the formula in Corollary 8.5. Since MH ≃ GL1 × SON−2, dimZMH (v) =
n(λ′) + 1 by Lemma 7.4. Then we have
(8.7.1) dimZH(u)− dimZMH (v) =

2(m1 + · · ·+mi − 1)− 1 case (A
′
i),
2(m1 + · · ·+mi − 1) case (A
′′
i ),
2(m1 + · · ·+mi − 2) case (Bi).
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Since ∆Q = 1, we have
s =

m1 + · · ·+mi − 1 case (A
′
i),
(m1 + · · ·+mi − 1) + 1/2 case (A
′′
i ),
(m1 + · · ·+mi − 2) + 1/2 case (Bi).
The proposition follows. 
8.8. For x ∈ g−nil, let Bx = {gBH ∈ H/BH | g
−1x ∈ LieBH} be the Springer
fibre of x. We also define Px = {gQH ∈ H/QH | g
−1x ∈ LieQH} and a natural
map πQ : Bx → Px, gBH 7→ gQH . Px can be identified with P(W )
0. Thus Px
is partitioned into locally closed pieces Px,λ′ ≃ Y˜x,O′/QH , where O˜
′ is the Mθ-orbit
corresponding to λ′ ∈ PN−2, and we have a partition of Bx into locally closed pieces
(8.8.1) Bx =
∐
λ′∈PN−2
π−1Q (Px,λ′).
Assume that x ∈ O has type λ. By Lemma 8.4, if π−1Q (Px,λ′) 6= ∅, then λ
′ is
obtained from λ by the procedure given in (i) or (ii) in Lemma 8.4. If v ∈ W is
given, x ∈ gl(V )−θnil is defined as above. We denote by Bx the corresponding Springer
fibre for SO(V ). By applying Proposition 2.2 (ii) for the case P = B,L = T , we
have
dimBx ≤ νH − dimO/2 +∆B/2(8.8.2)
= dimZH(x)/2,
where ∆B = [N/2] = dimTH .
The following result was proved by [CVX1, Proposition 3.1] in the case where
N is odd, and k = C. The discussion below seems to be simpler. (But this result
will not be used in later discussions.)
Proposition 8.9. Assume that x ∈ O has type λ. Then dimBx = dimZH(x)/2 if
and only if λ = (λ1, . . . , λr) ∈ PN satisfies the condition that λi is even for i ≥ 2
(hence λ1 is odd (resp. even) if N is odd (resp. even)).
Proof. In the notation of 8.8, the restriction of the map πQ : Bx → Px on π
−1
Q (Px,λ′)
is surjective, and each fibre is isomorphic to Bx. Hence
dim π−1Q (Px,λ′) = dimPx,λ′ + dimBx,
and dimBx = max{dim π
−1
Q (Px,λ′) | λ
′ ∈ PN−2}. dimPx,λ′ is given in Corollary
8.5. If we denoteH = SO(V ), then dimBx ≤ dimZH(x)/2, and dimZH(x) = n(λ
′).
Thus by using a similar argument as in the proof of Proposition 8.7, we see that
dimBx = dimZH(x)/2 if and only if there exists i such that λ
′ ∈ PN−2 is obtained
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from λ by (A′i) and that dimBx = dimZH(x)/2. The proposition follows from this
by induction on N . 
8.10. ZH(x) acts on Y˜x,O′ by h : g 7→ hg, hence induces an action of ZH(x) on
Y˜x,O′/QH . Put Ci =W
i− Si, and let p(Ci), p(S
∗
i ) be the image of Ci, S
∗
i = Si−{0}
under the map p : W i − {0} → P(W ). Then by Lemma 8.4, the variety Y˜x,O′/QH
is isomorphic to p(Ci) or p(S
∗
i ) if O
′ corresponds to λ′, which is obtained from λ as
in Lemma 8.4 for some i. The corresponding action of ZH(x) on p(Ci) or p(S
∗
i ) is
given as follows; The natural action of ZH(x) on V leaves W
i invariant. Moreover,
the bilinear form ( , ) on W i is ZH(x)-invariant. Hence Si and Ci are stable by the
action of ZH(x). The induced action on p(S
∗
i ) or p(Ci) coincides with the action of
ZH(x) on Y˜x,O′/QH . We show the following lemma.
Lemma 8.11. (i) The action of ZH(u) on Y˜u,O′/QH is transitive.
(ii) The action of ZH(u)× ZMH(v) on Yu,v is transitive.
Proof. (i) It is enough to show that ZH(x) acts transitively on p(Ci) or p(S
∗
i ). Here
we only show the case of p(Ci), since this is the case needed in later discussions.
The case of p(S∗i ) is proved similarly. Put a = dimW
i, b = mi = dimW
i/W i−1
and r = [b/2]. Take v ∈ Ci. Then there exists a basis {v1, · · · , va} of W
i such that
{vb+1, · · · , va} gives a basis of W
i−1, satisfying the condition that v = v1 + vb and
that, for any w =
∑
j xjvj ∈ W
i,
(w,w) = x1xb + x2xb−1 + · · ·+ xrxb−r + δx
2
r+1,
where δ = 1 if b is odd and δ = 0 if b is even. Let C0i be the set of w =
∑
j xjvj ∈ Ci
such that x1 6= 0. Thus C
0
i is an open dense subset of Ci containing v. We show
(8.11.1) For any w ∈ C0i , there exists φw ∈ ZH(x) such that φw(v) = γ
−1w, where
we put (w,w) = γ2 ∈ k∗.
In fact, for a given w ∈ C0i , we choose γ such that (w,w) = γ
2, and define a
map φ′w :W
i →W i by
v 7→ γ−1w,
vb 7→ x
−1
1 γvb,
vj 7→ vj − xb−j+1vb if 1 < j < b,
vj 7→ vj if j > b.
It is easy to check that φ′w preserves the symmetric bilinear form ( , ) onW
i, and
the restriction of φ′w onW
i+1 is identity. Moreover detφ′w = 1. For λ = (λ1, . . . , λr),
let {wi,j} be a normal basis of x. For any i, we define V
i as the subspace of V
spanned by {wk,j | 1 ≤ k ≤ i}. Then V
i is an x-stable subspace of V such that
V i ∩Ker x =W i. The linear map φ′w on W
i can be extended in a canonical way to
a linear automorphism φ′′w on V
i which commutes with x, and preserves the form
〈 , 〉. We extend φ′′w to a linear map φw on V by defining wk,j 7→ wk,j for any k > a.
Then φw ∈ ZH(x), and satisfies the condition in (8.11.1). Thus (8.11.1) was proved.
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Now (8.11.1) shows that the action of ZH(x) on p(Ci) is transitive on p(C
0
i ).
For any v ∈ Ci, we can find such C
0
i containing v. Hence such p(C
0
i ) covers whole
p(Ci). Since p(C
0
i ) is open dense in p(Ci), we conclude that ZH(x) acts transitively
on p(Ci). Thus (i) is proved.
(ii) It follows from (i) that the action of ZH(u) on Yu,v is transitive modulo
QH , namely, for any gZMH(v)
0UθQ ∈ Yu,v, there exists z ∈ ZH(u) and q ∈ QH such
that zgqZMH(v)
0UθQ = ZMH (v)
0UθQ. Here we may replace q by m ∈ MH . Then
the definition of Yu,v implies that m
−1(g−1ug)m ∈ η−1Q (v). But this implies that
m ∈MH(v). Hence ZH(u)× ZMH(v) acts transitively on Yu,v. (ii) is proved. 
8.12. Take x ∈ O ⊂ g−nil, where the Jordan type of x is λ. The structure of
the group AH(x) is described in 7.7. Now assume that x ∈ qnil and let x ∈ m
−
nil
be the image of x under the map ηQ : q → m. Assume that the Jordan type of x
is λ′. AMH(x) is described similarly. Put ZQH(x) = ZH(x) ∩ QH , and let AQH (x)
be the image of ZQH(x) under the natural map ZH(x) → AH(x). The projection
QH →MH induces a map ZQH(x)→ ZMH (x), which gives a natural homomorphism
ϕ : AQH (x)→ AMH (x).
Now assume that λ′ is obtained from λ by (A′i). In this case, one can check that
AQH(x) = AH(x). Hence ϕ gives rise to a map ϕ : AH(x) → AMH(x). The image
Imϕ ⊂ AMH(x) is described as follows; we consider two cases, according to the case
where ai+1 = ai − 2 or ai+1 < ai − 2 (note that ai+1 ≤ ai − 2 by the assumption
(A′i).)
Caee I. ai+1 = ai − 2. In this case, λ
′ = (am11 , . . . , a
mi−1
i , a
mi+1+1
i+1 , . . . , a
mh
h ). Then
AMH (x) = {α
′ = (α′1, . . . α
′
i, α
′
i+1, . . . , α
′
h)} (here we ignore α
′
i if mi = 1). ϕ is given
by αj 7→ α
′
j for j 6= i, and αi 7→ α
′
i+1. We have Imϕ = {α
′ ∈ AMH (x) | α
′
i = 1},
which is an index two subgroup of AMH (x) if mi ≥ 2, and ϕ is surjective if mi = 1.
Case II. αi+1 < ai−2. In this case, λ
′ = (am11 , . . . , a
mi−1
i , ai−2, a
mi+1
i+1 , . . . , a
mh
h ). Then
AMH (x) = {α
′ = (α′1, . . . , α
′
i, α
′
∗, α
′
i+1, . . . , α
′
h)}. The map ϕ is given by αj 7→ α
′
j if
j 6= i, and αi 7→ α
′
∗. We have Imϕ = {α
′ ∈ AMH(x) | α
′
i = 1}, which is an index 2
subgroup of AMH (x) if mi ≥ 2, and ϕ is an isomorphism if mi = 1.
8.13. We now consider the variety Yu,v = Yx,x under the assumption that λ
′ is
obtained from λ by (A′i). Recall that I(Yx,x) is the set of irreducible components of
Yx,x of dimension s. By Proposition 8.7, we have dimYx,x = s, hence I(Yx,x) 6= ∅.
By Lemma 8.11, ZH(x)× ZMH(x) acts transitively on Yx,x, hence AH(x)×AMH (x)
acts transitively on I(Yx,x). In order to determine the permutation representation
εx,x of AH(x)×AMH (x) on I(Yx,x), it is enough to determine an isotropy subgroup
of AH(x)×AMH (x). By the definition of Yx,x, we can write as
Yx,x =
⋃
α∈AH (x),α′∈AMH (x)
αZ0H(x)U
θ
QZ
0
MH
(x)α′.
Hence Z0H(x)U
θ
QZ
0
MH
(x) is an irreducible component in Yx,x. We denote by E the
stabilizer of the component ZH(x)
0UθQZMH(x)
0 in AH(x) × AMH (x). We have the
following lemma.
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Lemma 8.14. Under the notation as above, we have
E =
{
{(α, α′) ∈ AH(x)× AMH (x) | αj = α
′
j (j 6= i), αi = α
′
i+1}, case (I),
{(α, α′) ∈ AH(x)× AMH (x) | αj = α
′
j (j 6= i), αi = α
′
∗}, case (II).
Proof. Since AH(x) = AQH(x), we have, for (α, α
′) ∈ AH(x)× AMH (x),
αA0H(x)U
θ
QA
0
MH
(x)α′ = A0H(x)U
θ
QA
0
MH
(x)ϕ(α)α′.
Hence the lemma follows from the discussion in 8.12. 
8.15. We denote an element τ of AGθ(x)
∧ ≃ (Z/2Z)h as τ = (τ1, . . . , τh) ∈
(Z/2Z)h, with τi = ±1. Let τi = (−1)i be the character of AGθ(x) corresponding to
the generator of the i-th component Z/2Z. Then AH(x)
∧ is given as
AH(x)
∧ = AGθ(x)
∧/
∏
ai : odd
(−1)i,
hence, we may identify AH(x)
∧ with the following subset of AGθ(x)
∧,
(8.15.1) AH(x)
∧ = {τ = (τ1, . . . , τh) ∈ (Z/2Z)
h | τi0 = 1},
where i0 is the index such that ai0 is the largest odd number among a1, . . . , ah.
Let λ, λ′ be as in 8.12, and we return to the setting that u ∈ O ⊂ Gιθuni, v ∈
O ′ ⊂ M ιθuni. Then we can write τ ∈ AH(u)
∧ as τ = (τ1, . . . , τh). As in 8.12, according
to the case (I) or (II), we can write τ ′ ∈ AMH(v)
∧ as τ ′ = (τ ′1, . . . , τ
′
i , τ
′
i+1, . . . , τ
′
h)
or τ ′ = (τ ′1, . . . , τ
′
i , τ
′
∗, τ
′
i+1, . . . , τ
′
h). Note that this notation is compatible with the
identification in (8.15.1). We define a subset D of AH(u)
∧ × AMH(v)
∧ by
D =
{
{(τ, τ ′) ∈ AH(u)
∧ × AMH(v)
∧ | τj = τ
′
j (j 6= i), τi = τ
′
i+1}, case (I),
{(τ, τ ′) ∈ AH(u)
∧ × AMH(v)
∧ | τj = τ
′
j (j 6= i), τi = τ
′
∗}, case (II).
Let εu,v be the permutation representation of AH(u) × AMH(v) on I(Yu,v) as
before. It follows from the previous discussions, we have
Proposition 8.16. AH(u)×AMH (v)-module εu,v can be decomposed into irreducible
modules as
εu,v ≃
⊕
(τ,τ ′)∈D
τ ⊗ τ ′.
8.17. We generalize the notation of τ ∈ AH(u)
∧ as follows; let u ∈ O with
type λ. Write λ ∈ PN as λ = (λ1, . . . , λN) with λ1 ≥ λ2 ≥ · · · ≥ λN ≥ 0.
Correspondingly, we consider the symbol τ = (τ1, . . . , τN ) satisfying the following
properties,
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(i) τi = ±1 for any i, and τi = 1 if λi = 0,
(ii) τi = τj if λi = λj,
(iii) τi = 1 for i such that λi is the largest odd number among λ1, . . . , λN .
The set of such symbols τ is in bijection with AH(u)
∧. If E is a local system on
O corresponding to τ ∈ AH(u)
∧, we denote it by E = Eτ .
8.18. Take (L ⊂ P,OL, E
†
1 ) ∈ SG. We assume that LH ≃ (GL1)
a × SON0
with N0 + 2a = N . Assume that the Jordan type of OL is ν = (ν1, . . . , νN0),
and E †1 = E
†
σ with σ = (σ1, . . . , σN0). For i = 0, 1, . . . , a, let P
(i) be the θ-stable
parabolic subgroup of G containing P , and L(i) the θ-stable Levi subgroup of P (i)
containing L such that L
(i)
H ≃ (GL1)
a−i × SON0+2i. Hence P
(a−1)
H = QH is the
maximal parabolic subgroup of H , and P
(0)
H = PH . We consider π : X˜ → X with
respect to (L ⊂ P,OL, E
†
1 ) and consider the semisimple perverse sheaf K = π∗KE 1
on X . We can define a similar complex K(i) on X(i) ⊂ (L(i))ιθ, by replacing G by
L(i). The following lemma is a generalization of Proposition 8.9.
Lemma 8.19. Let (O , E ) ∈ NG, and assume that (O , E ) belongs to (L ⊂ P,OL, E
†
1 ).
Then the Jordan type λ = (λ1, . . . , λN) of O satisfies the condition
(8.19.1) λi − νi ∈ 2Z≥0 for each i.
(Here we write ν = (ν1, . . . , νN) by putting νi = 0 for i > N0.)
Proof. We can formulate a similar property as in the lemma by replacing G by L(i).
We shall prove the claim of the lemma by induction on i. So we may assume that
the claim holds for i = a − 1, i.e., in the case where P
(i)
H is the maximal parabolic
subgroup P
(a−1)
H = QH . Let ρ ∈ A
∧
E1
be the irreducible character corresponding to
(O , E ) under the generalized Springer correspondence. Let A ′
E1
be the subalgebra of
AE1 associated to QH , and take ρ
′ ∈ (A ′
E1
)∧ such that 〈ρ, ρ′〉 6= 0. Let (O ′, E ′) ∈ NM
be the pair corresponding to ρ′ under the generalized Springer correspondence. Take
u ∈ O , v ∈ O ′, and write E = Eτ , E
′ = E ′τ ′ for τ ∈ AH(u)
∧, τ ′ ∈ AMH (v)
∧. Then
by Corollary 6.11, τ ⊗ τ ′ appears in the decomposition of εu,v. In particular, I(Yu,v)
is non-empty. Hence by Proposition 8.7, the Jordan type λ′ of O ′ is obtained from
λ by the procedure (A′i) for some i. By induction hypothesis, (O
′, E ′) satisfies the
claim of the lemma. Hence λ also satisfies the claim. The lemma is proved. 
Proposition 8.20. Let O0 be a unique H-orbit in Xuni such that O0 ∩ η
−1
P (OL) is
open dense in η−1P (OL).
(i) O0 is the unique open dense orbit contained in Xuni.
(ii) The Jordan type of O0 is given by λ = (2a + ν1, ν2, . . . , νN).
Proof. (i) Put O = O0. By the assumption, η
−1
P (OL) ⊂ O. Since Xuni is a union of
H-conjugates of η−1P (OL), Xuni ⊂ O . As O ⊂ Xuni, we have O = Xuni. Since Xuni is
irreducible, O is uniquely determined.
(ii) By Lemma 5.10, dimXuni = 2νH−2νLH +dimOL+a (here a = ∆P ). Hence
dimO = dimH − dimLH +dimOL+ a. But dimLH − dimOL− a = dimZH(v) for
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v ∈ OL, where H = SON0. Take u ∈ O , and put λ = (2a + ν1, ν2, . . . , νN ). If we
note that n(λ) = n(ν), by using Lemma 7.4 we have
(8.20.1) dimZH(u) = dimZH(v) = n(ν) = n(λ).
On the other hand, let dO be as in (5.2.2). The previous computation shows that
dO = 0. Thus R
2dOf!E 1 = f!E 1. Since η
−1
P (OL) ∩ O is open dense in η
−1(OL),
we see that f!E 1|O 6= 0. Hence by Theorem 5.2 (iii), the pair (O , E ) belongs to
(L ⊂ P,OL, E
†
1 ) for some local system E on O . Then by Lemma 8.19, the Jordan
type of O satisfies the condition (8.19.1). One can check that if λ′ 6= λ satisfies the
condition (8.19.1), then n(λ′) > n(λ). This implies, by (8.20.1), that the Jordan
type of O is equal to λ. The proposition is proved. 
We can now prove the following theorem , which is a counter-part of [L1, The-
orem 9.2] in the symmetric space case.
Theorem 8.21. Let the notations be as in 8.18.
(i) The algebra AE1 is isomorphic to the group algebra Q¯l[Sa].
(ii) Let E0 = Eτ be the local system on O0 defined by τ = (τ1, . . . , τN ) with
τi = σi for i = 1, . . . , N0, and τi = 1 for i > N0. Then (O0, E0) belongs
to (L ⊂ P,OL, E
†
1 ). E0 is the unique local system on O0 such that (O0, E0)
belongs to (L ⊂ P,OL, E
†
1 ).
(iii) Under the isomorphism AE1 ≃ Q¯l[Sa] in (i), (O0, E0) corresponds to the unit
representation of Sa.
Proof. The statement of the theorem can be formulated by replacing G by L(i). In
the case where i = 0 the claim of the theorem is trivial. By induction on i, we may
assume that the claim holds for i = a − 1, i.e., for L
(a−1)
H = MH . Let (O
′
0, E
′
0) be
the pair in NM defined similarly to (O0, E0) for H . Let λ
′ be the Jordan type of
O ′0. From the proof of Proposition 8.20, we know that there exists a pair (O0, E )
which belongs to (L ⊂ P,OL, E
†
1 ) for some local system E on O0. Let ρ ∈ A
∧
E1
be
the irreducible character corresponding to (O0, E ). Also define ρ
′ ∈ (A ′
E1
)∧ as the
character corresponding to (O ′0, E
′
0). Let ρ
′′ ∈ (A ′
E1
)∧ be a character appearing in
the restriction of ρ on A ′
E1
, and let (O ′′, E ′′) be the corresponding pair in NMH . By
Corollary 6.11 and Proposition 8.7, the Jordan type λ′′ of O ′′ is obtained from λ
by the procedure (A′i) for some i. On the other hand, by Lemma 8.19, λ
′′ satisfies
the condition (8.19.1). It follows that the multiplicity 〈ρ, ρ′′〉 = 0 unless λ′′ = λ′.
Now assume that λ′′ = λ′, i.e., O ′′ = O ′0. In this case, by our assumption, we
have (O ′′, E ′′) = (O ′0, E
′
0), hence ρ
′′ = ρ′. We write E = Eξ for ξ ∈ AH(u)
∧, and
E ′0 = E
′
τ ′ for τ
′ ∈ AMH (v) with v ∈ O
′
0. By Corollary 6.11, 〈ρ, ρ
′〉 coincides with the
multiplicity of ξ⊗ τ ′ in εu,v. Since 〈ρ, ρ
′〉 6= 0, by Proposition 8.16, we see that ξ = τ
and that 〈ρ, ρ′〉= 1. This shows that E = E0, and (ii) holds.
The above discussion shows that the restriction of ρ on A ′
E1
coincides with ρ′.
Since ρ′ is a one-dimensional representation by our assumption, we see that ρ is
one-dimensional. Recall that AE1 is isomorphic to a twisted group algebra Q¯l[WE1 ]
(see 3.6). By making use of the one-dimensional representation ρ, in a similar way
as in the proof of Theorem 9.2 in [L1], we can construct an algebra isomorphism
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AE1
∼−→ Q¯l[WE1 ], where ρ corresponds to the unit representation on WE1 . But in the
definition of WE1 in 3.6, n ∈ NH(LH) induces a trivial automorphism ad(n) on LH ,
hence acts trivially on OL if the image of n in W is contained in W1. It follows that
WE1 ≃ Sa. Thus (i) and (iii) holds. The theorem is proved. 
Remark 8.22. In [L1, Proposition 9.5], the unipotent class corresponding to
the sign representation of NG(L)/L was determined. In the symmetric space case,
however, the behavior of the H-orbit corresponding to the sign representation of Sa
is more complicated. For the description of this H-orbit, one has to wait for the
determination of the whole generalized Springer correspondence.
9. Determination of the generalized Springer correspondence
9.1. In order to obtain an exact parametrization of H-orbits in Gιθuni in the case
where N is even, we need some preliminaries. Assume that N = 2n. Let P+ be a
θ-stable parabolic subgroup of G containing B and L+ the θ-stable Levi subgroup
of G containing T such that L+H ≃ GLn. Then we can write as
L+H =
{(
a 0
0 ta−1
)
| a ∈ GLn
}
, L+ιθ =
{(
a 0
0 ta
)
| a ∈ GLn
}
.
Thus L+ιθ is in natural bijection with GLn, and the conjugation action of L
+
H on L
+ιθ
coincides with the conjugation action of GLn on GLn. Let O
†
λ be the L
+
H-orbit in
L+ιθ corresponding to the unipotent class of GLn corresponding to λ ∈ Pn. Let O
be the unique H-orbit in Gιθ such that η−1P+(O
†
λ)∩O is open dense in η
−1
P+(O
†
λ), where
ηP+ : P
+ιθ → L+ιθ is defined similarly as before. Similarly to the map π : X˜ → X
in 3.4, we define
X˜+λ = {(x, gP
+
H ) ∈ G
ιθ
uni ×H/P
+
H , | g
−1xg ∈ η−1P+(O
†
λ)},
X+λ =
⋃
g∈H
gη−1P+(O
†
λ)g
−1,
and let πλ : X˜
+
λ → X
+
λ be the first projection. Then πλ is proper surjective, and
X+λ is an irreducible closed subset of G
ιθ. The following result is an analogue of
Proposition 8.20.
Lemma 9.2. For λ = (λ1, . . . , λk) ∈ Pn, put 2λ = (2λ1, . . . , 2λk) ∈ PN .
(i) O is the unique open dense orbit in X+λ .
(ii) The Jordan type of O is equal to 2λ.
(iii) dim X˜+λ = dimX
+
λ .
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Proof. The proof of (i) is similar to the proof of Proposition 8.20 (i). We show (ii)
and (iii). First compute the dimension of X˜+λ . Since X˜
+
λ ≃ H ×
P+
H η−1P+(O
†
λ),
dim X˜+λ = dimU
θ
P+ + dimO
†
λ + dimU
ιθ
P+
= dimUP+ + dimO
†
λ
= 2n2 − n− 2n(λ)
since dimUP+ = n
2, dimO†λ = n
2 − n − 2n(λ) (known result for GLn, see (7.3.1)).
Since dimH = 2n2 − n, and πλ is surjective, we have
dimX+λ ≤ dimH − 2n(λ).
If O ′ is an H-orbit of type 2λ, then dimO ′ = dimH − 2n(λ) by Lemma 7.4. Hence
in order to prove (ii) and (iii), it is enough to show that X+λ contains an element of
Jordan type 2λ. Choose a basis e1, . . . , en, f1, . . . , fn of V as in 1.7. Consider the
following map x : V → V ;
f1 7→ f2 7→ · · · 7→ fλ1 7→ eλ1 7→ eλ1−1 7→ · · · 7→ e1 7→ 0,(9.2.1)
fλ1+1 7→ fλ1+2 7→ · · · 7→ fλ1+λ2 7→ eλ1+λ2 7→ eλ1+λ2−1 7→ · · · 7→ eλ1+1 7→ 0,
· · · · · ·
fλ1+···+λk−1+1 7→ · · · 7→ fn 7→ en 7→ · · · 7→ eλ1+···+λk−1+1 7→ 0.
Then u = x+ 1 ∈ η−1P+(O
†
λ) and the Jordan type of u is 2λ. Thus (ii) and (iii) hold.
The lemma is proved. 
9.3. For an even partition 2λ of N , we denote by O+2λ the unique open dense
orbit in X+λ given in Lemma 9.2. We denote by O
−
2λ another H-orbit contained
in O2λ. Note that (9.2.1) gives an explicit representative of the H-orbit O
+
2λ. In
particular, all the O+2λ are contained in Xuni =
⋃
g∈H gU
ιθg−1. Hence O+(2n) coincides
with the unique open dense orbit O0 in Xuni given in Proposition 8.20.
Let tn ∈ NGθ(T )−NH(T ) be as in 1.9. Then tnO
+
2λt
−1
n = O
−
2λ. Put P
− = tnP
+t−1n
and L− = tnL
+t−1n . Replacing P
+, L+ by P−, L−, we can define a variety X−λ
similarly to X+λ . Then O
−
2λ is characterized as the unique open dense orbit contained
in X−λ . The representatives of O
−
2λ are obtained by applying ad(tn) on x in (9.2.1).
We have a refinement of Proposition 8.7
Lemma 9.4. Assume that λ, λ′ are even partitions. Let Yu,v be as in Proposition
8.7, where u ∈ Oελ, v ∈ O
ε′
λ′ with ε, ε
′ ∈ {1,−1}. If I(Yu,v) 6= ∅, then we have ε = ε
′.
Proof. Assume that u ∈ O+λ . We choose a representative u such that x = u − 1 is
given as in (9.2.1). Then x ∈ O±λ′ is obtained from x, for example, by replacing
f1 7→ f2 7→ · · · fλ1 7→ eλ1 7→ · · · 7→ e2 7→ e1 7→ 0
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by
f2 7→ · · · 7→ fλ1 7→ eλ1 7→ · · · 7→ e2 7→ 0.
Thus v = x + 1 is contained in a similar variety X+λ′ as X
+
λ defined for λ
′. Hence
v ∈ O+λ′. If u ∈ O
−
λ , we can apply the same argument by replacing X
+
λ by X
−
λ , and
obtain that v ∈ O−λ′. The lemma is proved. 
9.5. Assume that N ≥ 1 is an odd integer. A pair (λ, τ) is called a signed
partition if λ = (λ1, . . . , λN) is a partition of N , and if τ = (τ1, . . . , τN ) satisfies the
condition (cf. 8.17) that
(i) τi = ±1, and τi = 1 if λi = 0,
(ii) τi = τj if λi = λj ,
(iii) τi0 = 1 where i0 is the index such that λi0 is the largest odd number among
λ1, . . . , λN .
We denote by ΨN the set of signed partitions of N . Note that, by Proposition
7.8 (i), the set of H-orbits in Gιθuni is parametrized by PN . We denote by Oλ the
H-orbit corresponding to λ ∈ PN . Then as in 8.17, H-equivariant simple local
system on Oλ can be expressed as Eτ for (λ, τ) ∈ ΨN , and the map (λ, τ) 7→ (Oλ, Eτ )
gives a bijection ΨN ∼−→NG if N ≥ 3.
Next assume that N ≥ 0 is an even integer. In this case, for each partition
λ ∈ PN , we prepare two copies λ
±, and assume that λ+ = λ− if λ is not an even
partition. A signed partition (λ±, τ) is defined similarly as above, for each λ+ and
λ−. We denote by ΨN the set of signed partitions of N . Note that if N = 0, we
regard the empty partition ∅ as an even partition, so we consider (∅+, 1) and (∅−, 1).
By Proposition 7.8 (ii), the set of Gθ-orbits in Gιθuni is parametrized by PN . G
θ-orbit
Oλ is a single H-orbit unless λ is an even partition, in which case, Oλ splits into two
H-orbits. By 9.3, we denote those two H-orbits by O+λ and O
−
λ . By abuse of the
notation, we denote Oλ by O
+
λ = O
−
λ if λ is not an even partition. Thus we have a
bijective map ΨN ∼−→NG by (λ
±, τ) 7→ (O±λ , Eτ), if N ≥ 2.
9.6. Assume that N is odd. Take integers N0 ≥ 1, a ≥ 0 such thatN = 2a+N0.
For a fixed ξ = (ν, σ) ∈ ΨN0 , we define a map Γξ : Pa → ΨN as follows; write
ν = (ν1, . . . , νN), σ = (σ1, . . . , σN ) by putting νi = 0, σi = 1 for i > N0. For each
µ = (µ1, . . . , µN) ∈ Pa, define integers λ1, . . . , λN by
(9.6.1) λi = νi + 2µi for i = 1, . . . , N .
Then λ = (λ1, . . . , λN) ∈ PN , and the pair (λ, σ) gives a well-defined element in ΨN .
By definition, Γξ(µ) = (λ, σ). In the case where N is even, the map Γξ : Pa → ΨN
is defined similarly, but we consider ξ± = (ν±, σ), and put Γξ±(µ) = (λ
±, σ).
Let N ≥ 0 be an integer. An element (λ, τ) ∈ ΨN (or (λ
±, τ) ∈ ΨN) is called
cuspidal if
(i) λi − λi+1 ≤ 2 for i = 1, . . . , N (here we put λN+1 = 0),
(ii) If λi − λi+1 = 2, then τi 6= τi+1.
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We denote by CN the set of triples (N0, ν, σ) such that N − N0 ∈ 2Z≥0 and
ξ = (ν, σ) ∈ ΨN0 is a cuspidal element. For c ∈ CN , we denote by Ψ
(c)
N the image of
Γξ : Pa → ΨN , where a = (N −N0)/2. Clearly Γξ gives a bijection Pa ∼−→Ψ
(c)
N . We
also denote by Ψ
(0)
N the set of cuspidal elements in ΨN .
Proposition 9.7. There exists a partition
(9.7.1) ΨN =
∐
c∈CN
Ψ
(c)
N .
Proof. For simplicity we assume that N is odd. The case where N is even is dealt
similarly. Assume that (λ, τ) ∈ ΨN is not cuspidal. Then there exists some i such
that λi > λi+1+2 or that λi = λi+1+2 with τi = τi+1. Put λ
′ = (λ′1, . . . , λ
′
N) ∈ PN−2,
where λ′i = λi−2, λ
′
j = λj for j 6= i. If we put τ
′ = τ , we have (λ′, τ ′) ∈ ΨN−2 by our
assumption. By induction on N , we may assume (9.7.1) holds for ΨN−2. Hence there
exists c = (N0, ν, σ) ∈ CN−2 such that (λ
′, τ ′) ∈ Ψ
(c)
N−2. In particular, (λ
′, τ ′) = Γξ(µ
′)
for some µ′ ∈ Pa, where ξ = (ν, σ) and a = (N −2−N0)/2. Here µ
′ = (µ′1, . . . , µ
′
N)
satisfies the condition that µ′i−1 ≥ µ
′
i + 1, and if we define µ = (µ1, . . . , µN) ∈ Pa+1
by µi = µ
′
i+1, µj = µ
′
j for j 6= i, (λ, τ) = Γξ(µ). Hence (λ, τ) ∈ Ψ
(c)
N . c is determined
by (λ, τ) uniquely. In fact, suppose that (λ, τ) ∈ Ψ
(c′)
N for another c
′. The above
argument shows, since (ν, σ) is cuspidal, that (λ′, τ ′) ∈ Ψ(c
′)
N−2. Hence by induction
on N , we have c = c′. 
9.8. We have a natural parametrization of S∧a by Pa. We denote by ρµ the
irreducible representation of Sa corresponding to µ ∈ Pa. (Here the partition (a)
corresponds to the unit representation, (1a) corresponds to the sign representation.)
Under the identification ΨN ∼−→NG in 9,5, we denote by N
(0)
G the image of Ψ
(0)
N .
We also denote by N
(c)
G the subset of NG which is the image of Ψ
(c)
N . For each
c = (N0, ν, σ) ∈ CN with ξ = (ν, σ), the map Γξ induces a bijection Γ˜c : S
∧
a
∼−→N
(c)
G ,
combined with Pa ≃ S
∧
a . Thus, by Proposition 9.7, we have a bijective map
(9.8.1) Γ˜ :
∐
c∈CN
S∧a ∼−→
∐
c∈CN
N
(c)
G = NG
where a = (N −N0)/2 for c = (N0, ν, σ) ∈ CN .
Recall the definition of N
(ξ)
G in 5.7 for ξ = (L ⊂ P,OL, E
†
1 ) ∈ SG. The following
result gives a combinatorial description of the generalized Springer correspondence
for the symmetric space associated to orthogonal groups.
Theorem 9.9. Let the notations be as above.
(i) N
(0)
G coincides with the set of cuspidal pairs in NG.
(ii) c = (N0, ν, σ) 7→ ξ = (L ⊂ P,OL, E
†
1 ) gives a bijection CN ∼−→SG such that
N
(c)
G = N
(ξ)
G , where L is such that LH ≃ (GL1)
a × SON0, and (OL, E
†
1 ) =
(Oν , E
†
σ ).
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(iii) The nap Γ˜ in (9.8.1) gives a bijection in Theorem 5.2 (ii).
Proof. We prove the theorem by induction on N . In the case where N = 2, 3,
the claim (iii) is verified directly, see Appendix. First consider the case where
N is odd. Assume that the theorem holds for L 6= G. We show (iii). Choose
(L ⊂ P,OL, E
†
1 ) ∈ SG with L 6= G. By (i) for L, we can attach (N0, ν, σ) ∈ CN to
(L ⊂ P,OL, E
†
1 ). Take ρ = ρµ ∈ S
∧
a , and let (O , E ) ∈ NG be the pair which belongs
to (L ⊂ P,OL, E
†
1 ) corresponding to ρ. Put (λ, τ) = Γξ(µ) for ξ = (ν, σ). In order
to prove (iii), it is enough to see that O = Oλ, E = Eτ . Let QH be the maximal
parabolic subgroup of H containing P and MH its Levi subgroup containing L as
in Section 8. Let ρ′ = ρµ′ be an irreducible character of Sa−1, and (O
′, E ′) ∈ NM
the pair which belongs to (L ⊂ M ∩ P,OL, E
†
1 ) corresponding to ρ
′. By induction
hypothesis, one can write as (O ′, E ′) = (O ′λ′, E
′
τ ′) with (λ
′, τ ′) = Γξ(µ
′). By Corollary
6.11 and Proposition 8.7, if 〈ρ, ρ′〉 6= 0, then the Jordan type of O is obtained from
λ′ by the inverse operation of (A′i) for some i. This is true for any ρ
′ such that
〈ρ, ρ′〉 6= 0. In the case where a ≥ 3, this condition determines the Jordan type of
O uniquely, and we have O = Oλ. Moreover, in this case, by Proposition 8.16, E is
determined uniquely from E ′τ ′, namely we have E = Eτ . Thus we have proved (iii)
for a ≥ 3.
Now assume that a = 1. In this case, S1 = {1}, and π∗KE 1 |Xuni = IC(Oλ′ , Eτ ′)
up to shift, where λ′ = (ν1+2, ν2, . . . , νN), τ
′ = (σ1, . . . , σN ) by Theorem 8.21. Hence
the claim holds. Next assume that a = 2. In this case, S∧2 has two representations,
the unit representation ρ(2) and the sign representation ρ(12). By Lemma 8.19, the
possibility for (O , E ) belonging to (L ⊂ P,OL, E
†
1 ) is only O = Oλ with λ = (ν1 +
4, ν2, . . . , νN) or λ = (ν1 + 2, ν1 + 2, ν3, . . . , νN). By Theorem 8.21, ρ(2) corresponds
to (O0, E0) = (Oλ, Eτ ), where λ = (ν1 + 4, ν2, . . . , νN) and τ = (σ1, . . . , σN). Hence
ρ(12) corresponds to (Oλ, Eτ ) with λ = (ν1 + 2, ν2 + 2, ν3, . . . , νN). The restriction
of ρ(12) on S1 is ρ(1) which corresponds to (Oλ′, Eτ ′). Thus, by a similar argument
as above, τ is determined from τ ′, namely we see that (λ, τ) = Γξ(1
(2)). Thus the
claim holds for a = 2. Hence (iii) is proved for odd N .
Next consider the case where N is even. We choose (L ⊂ P,OL, E
†
1 ) ∈ SG.
Assume that the Jordan type ofOL is not an even partition. Then a similar argument
as before works. (Note that in that case the Jordan type of O is not even for any
(O , E ) belonging to (L ⊂ P,OL, E
†
1 ) by Lemma 8.19.) Thus we assume that the
Jordan type of OL is even. Then by the same reason, the Jordan type of O is
even for such (O , E ). The previous argument shows that if (O , E ) corresponds to
ρ = ρµ ∈ S
∧
a , then the Jordan type of O is λ, and E = Eτ for Γξ(µ) = (λ, τ). But
we have to show that O = O±λ if Γξ±(µ) = (λ
±, τ). This is done by using Lemma
9.4. Thus (iii) is proved for even N similarly as above.
We show (i) and (ii). Assume that N is even. If N0 = 0, then a = n, and there
exists two triples c+, c− ∈ CN , where c
± = (0, ∅±, 1). We have Ψ(c
±) ≃ Pn. On the
other hand, N0 = 0 corresponds to the case where L = T , OL = {1} and E
†
1 = Q¯l :
constant sheaf. Hence there exist two triples (T ⊂ B, {1}, Q¯l), (T ⊂ B1, {1}, Q¯l) ∈
SG, where B1 = tnBt
−1
n . By (iii), the Springer correspondence gives a bijection
Ψ(c
±) ≃ N
(c±)
G . For other cases (for any N), c = (N0, ν, σ) ∈ CN determines a
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unique triple (L ⊂ P,OL, E
†
1 ) ∈ SG. By (iii), and by Proposition 9.7, this proves
(i). (ii) follows from (i). The theorem is proved. 
9.10. Following the discussion in [L1, 10.6], we shall give a formula which
describes the cardinality of Ψ
(0)
N , namely, the number of the cuspidal pairs (O , E )
in NG . Note that the computation below is much simpler compared to the case of
generalized Springer correspondence for orthogonal groups.
Let t be an indeterminate. Recall that the partition function p(n) = |Pn| is de-
fined by the formula
∏∞
i=1(1− t
i)−1 =
∑
n≥0 p(n)t
n. We define functions q1(n), q2(n)
for n ∈ Z≥0 as follows;
∞∏
i=1
(1 + ti)2 =
∑
n≥0
q1(n)t
n,
∞∏
i=1
(1 + t2i) =
∑
n≥0
q2(n)t
n.
Proposition 9.11. The cardinality |Ψ
(0)
N | = |N
(0)
G | of cuspidal pairs is given by the
formula,
|Ψ
(0)
N | =

1
2
q1(N) if N ≥ 3 : odd,
1
2
q1(N) +
3
2
q2(N) if N ≥ 2 : even.
Proof. Let xN be the number of elements in ΨN , and x
′
N (resp. x
′′
N) the number of
elements (λ, τ) ∈ ΨN such that λ is not an even partition (resp. even partition).
Hence xN = x
′
N + x
′′
N . Then as in [L1, 10.6],
1 +
∑
N≥1
(
2x′N + x
′′
N/2
)
tN =
∑
i1,i2,···≥0
2♯{a:ia>0}t1i1+2i2+3i3+···
=
(
1 +
∑
i1≥1
2ti1
)(
1 +
∑
i2≥1
2ti2) · · ·
=
1 + t
1− t
1 + t2
1− t2
· · ·
=
∞∏
i=1
(1− t2i)−1
∞∏
i=1
(1 + ti)2.
It follows that
(9.11.1) 2x′N + x
′′
N/2 =
∑
0≤a≤N/2
p(a)q1(N − 2a).
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By a similar computation shows that
1 +
∑
N≥2;even
(x′′N/2)t
N =
∑
i1,i2,···≥0
2♯{a:ia>0}t2(1i1+2i2+··· )
=
(
1 +
∑
i1≥1
2t2i1
)(
1 +
∑
i2≥1
2t4i2
)
· · ·
=
1 + t2
1− t2
1 + t4
1− t4
· · ·
=
∞∏
i=1
(1− t2i)−1
∞∏
i=1
(1 + t2i).
Hence we have
(9.11.2) x′′N/2 =
∑
0≤a≤N/2
p(a)q2(N − 2a).
Now assume that N is even. Then by (9.11.1) and (9.11.2), we have
xN = x
′
N + x
′′
N =
∑
0≤a≤N/2
p(a)
{
1
2
q1(N − 2a) +
3
2
q2(N − 2a)
}
.
On the other hand, by the generalized Springer correspondence (Theorem 9.9),
we have
|ΨN | =
∑
0≤a≤N/2
|S∧a ||Ψ
(0)
N−2a|.
Then by induction on N , we obtain the formula for |Ψ
(0)
N |. The case where N is odd
si similar (in this case, x′′N = 0). 
10. Induction
10.1. We consider the group G and θ : G → G as in (2.1.4). We fix a θ-
stable pair (B, T ) of a Borel subgroup B and a maximal torus of G. Let P be a
θ-stable parabolic subgroup of G containing B and L the θ-stable Levi subgroup of
P containing T . As before, let ηP : P
ιθ → Lιθ be the natural projection. Consider
the following diagram
(10.1.1) Lιθ
ψ
←−−− X̂P
ϕ′
−−−→ X˜P
ϕ′′
−−−→ Gιθ,
where
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X̂P = {(x, g) ∈ Gιθ ×H | g−1xg ∈ P ιθ},
X˜P = {(x, gPH) ∈ G
ιθ ×H/PH | g
−1xg ∈ P ιθ},
and ϕ′ : (x, g) 7→ (x, gPH), ϕ
′′ : (x, gPH) 7→ x, and ψ : (x, g) 7→ ηP (g
−1xg). Then
ϕ′, ψ are smooth with connected fibres. Moreover, H × PH acts on X̂
P by (h, p) :
(x, g) 7→ (hxh−1, hgp−1), and H acts on X˜P by h : (x, gPH) 7→ (hxh
−1, hgPH).
ϕ′, ϕ′′ are H-equivariant, and ψ is H × PH-equivariant with respect to the trivial
action of H and the action of PH on L
ιθ induced from the map PH → LH .
Let K be an LH-equivariant perverse sheaf on L
ιθ, which is regarded as an
H × PH-equivariant perverse sheaf. Since ψ is smooth with connected fibre, there
exists a perverse sheaf ψ∗K[α] on X̂P , where α is the dimension of the fibre. ψ∗K[α]
is H × PH-equivariant, and since ϕ
′ is a locally trivial principal PH-bundle, there
exits a perverse sheaf K1 on X˜
P such that ψ∗K[α] ≃ ϕ′∗K1[β], where β = dimPH .
We define indK = ϕ′′!K1. Since ϕ
′′ is proper, indK is a semisimple complex on Gιθ.
Since K1 is H-equivariant, indK is H-equivariant. We also write indK = ind
G
P K.
indK is an analogue of the induction functor of the character sheaves ([L2]).
Let Q be a θ-stable parabolic subgroup of G containing P , and M the θ-stable
Levi subgroup of Q containing L. Then M ∩ P is a θ-stable parabolic subgroup
of M with Levi subgroup L. Thus one can define functors indMM∩P and ind
G
Q. The
following transitivity property can be proved in a similar way as in [L2, Proposition
4.2].
Proposition 10.2. Let K be an LH-equivariant perverse sheaf on L
ιθ. Assume that
indMM∩P K is an M-equivariant perverse sheaf on M
ιθ. Then we have
indGQ(ind
M
M∩P K) ≃ ind
G
P K.
10.3. Returning to the original setting, we consider G = GLN , and let P
be the θ-stable parabolic subgroup such that LH ≃ (GL1)
a × SON0, where N =
N0 + 2a. Let Q be the θ-stable parabolic subgroup of G containing P such that
MH ≃ GLa × SON0. Thus (M ∩ P )H ≃ Ba × SON0, where Ba is a Borel subgroup
of GLa such that BH ∩ (GLa ×GLa)
θ ≃ Ba. Let ξ = (OL, E
†
1 ) be a cuspidal pair on
Lιθuni, and consider the LH -equivariant perverse sheaf Kξ = IC(OL, E
†
1 )[dimOL] on
Lιθ. Since indMM∩P Kξ is isomorphic to (ind
GLa
Ba
K0)⊠Kξ, where K0 is the constant
sheaf Q¯l on {1} ⊂ Ta (Ta is the maximal torus of Ba), by a well-known result of
Borho-MacPherson ([BM]) for GLa, ind
M
M∩P Kξ is a semisimple perverse sheaf on
M ιθuni, equipped with Sa-action, and is decomposed as
(10.3.1) indMM∩P Kξ ≃
⊕
µ∈Pa
ρµ ⊗ (K
a
µ ⊠Kξ),
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where Kaµ = IC(O
a
µ, Q¯l)[dimO
a
µ] (here O
a
µ is the unipotent class in GLa with Jordan
type µ). Thus indMM∩P Kξ is a MH -equivariant perverse sheaf on M
ιθ, and one can
apply the functor indGQ on it. By the transitivity of induction (Proposition 10.2), we
have
(10.3.2) indGP Kξ ≃
⊕
µ∈Pa
ρµ ⊗ ind
G
Q(K
a
µ ⊠Kξ).
On the other hand, by comparing the construction of indGP Kξ with the com-
plex π∗KE 1 constructed in 3.7, we see that ind
G
P Kξ ≃ π∗KE 1 [−r]|Xuni. Hence by
Theorem 5.2 together with Theorem 9.9, we have
(10.3.3) indGP Kξ ≃
⊕
µ∈Pa
ρµ ⊗KΓξ(µ),
where KΓξ(µ) = IC(O, E )[dimO ] if (O , E ) ∈ NG corresponds to Γξ(µ) ∈ ΨN .
indGQ(K
a
µ ⊠ Kξ) is an H-equivariant semisimple complex on G
ıθ. Since it is a
direct summand of the semisimple perverse sheaf on Gιθ, it is a semisimple perverse
sheaf. By counting the multiplicities
∑
dim ρµ, we see that ind
G
Q(K
a
µ ⊠ Kξ) is a
simple perverse sheaf on Gιθuni. Hence we have
(10.3.4) indGQ(K
a
µ ⊠Kξ) coincides with one of the simple component appearing in
the right hand side of (10.3.3).
Remark 10.4. If the isomorphisms in (10.3.2) and (10.3.3) are compatible with
Sa-action, we will immediately get the isomorphism ind
G
Q(K
a
µ ⊠Kξ) ≃ KΓξ(µ). Note
that the diagram in 3.7 with respect to π : X˜ → X corresponds to the diagram
(10.1.1) with respect to indGP . However, in the case of ind
G
Q, we cannot construct
an analogous diagram of 3.6. So, it is not certain whether indGQ commutes with
the action of Sa. Nevertheless we will show in the discussion below that the above
isomorphism actually holds.
10.5. Let O ′ be an MH -orbit in M
ιθ
uni. Then there exists a unique H-orbit O
in Gιθuni such that O ∩ η
−1
Q (O
′) is open dense in η−1Q (O
′). O is called the H-orbit
induced from O ′, and is denoted by O = IndGQ O
′. Put
X˜O′ = {(x, gQH) ∈ G
ιθ ×H/QH | g
−1xg ∈ η−1Q (O
′
)},
XO′ =
⋃
g∈H
gη−1Q (O
′
)g,
and let πO′ : X˜O′ → XO′ be the first projection. Then πO′ is proper, surjective.
By a similar argument as in the proof of Proposition 8.20, we see that O is the
unique open dense orbit contained in XO′ . Let OL be the LH -orbit in L
ιθ
uni as before,
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and consider O ′ = Oaµ × OL for each µ ∈ Pa. We write O
′ = O ′µ, and express
πO′ : X˜O′ → XO′ as πµ : X˜µ → Xµ. The following result shows that the induction
of H-orbits can be realized in the level of perverse sheaves.
Proposition 10.6. Let µ ∈ Pa. Under the notation above,
(i) indGQ(Kµ ⊠Kξ) ≃ KΓξ(µ).
(ii) Let (O , E ) ∈ NG be the pair corresponding to Γξ(µ) ∈ ΨN . Then O =
IndGQ(O
a
µ × OL). In particular, the Jordan type of O is equal to ν + 2µ.
(iii) dim X˜µ = dimXµ.
Proof. First we note the following property, which is obtained from the explicit
description of the generalized Springer correspondence in Theorem 9.9 (iii).
(10.6.1) Let (O , E ), (O ′, E ′) ∈ NG. Assume that (O , E ) corresponds to Γξ(µ), and
(O ′, E ′) corresponds to Γξ(µ
′). If the Jordan type of O is the same as that of O ′,
then µ = µ′.
We prove (i) by the backward induction on n(µ). Assume that the statement
holds for µ′ such that n(µ′) > n(µ). Put indGQ(Kµ ⊠ Kξ) = IC(O
′, E ′)[dimO ′].
It follows from the definition of indGQ, O
′ is open dense in Xµ. Let Oµ,µ,ν be the
unipotent class in M such that its intersection with M ιθ coincides with O ′µ = O
a
µ ×
OL. Then η
−1
Q (O
′
µ) ⊂ Oµ,µ,νUQ. It is known from the theory of Hall polynomials
(see [M]) that the unipotent class in GLN which has open dense intersection with
Oµ,µ,νUQ has Jordan type 2µ + ν, and all other unipotent classes with non-zero
intersection with Oµ,µ,νUQ have Jordan type < 2µ + ν. Hence the Jordan type of
O ′ is of the form 2µ′ + ν ≤ 2µ + ν. By induction hypothesis, for any µ′′ such that
n(µ′′) > n(µ), the pair (O1, E1) such that O1 has Jordan type 2µ
′′ + ν is already
assigned to indGQ(Kµ′′ ⊠Kξ). Thus n(µ
′) = n(µ), and so the Jordan type of O ′ must
coincide with 2µ+ ν. Hence (O ′, E ′) corresponds to Γξ(µ) by (10.6.1). This proves
(i).
We show (ii) and (iii). It follows from the definition that O ′ coincides with
IndGQ O
′
µ. Thus (ii) follows from (i). We have
dimXµ = dimO
′ = dimH − n(ν + 2µ).
On the other hand, since X˜µ ≃ H ×
QH η−1Q (O
′
µ), we have
dim X˜µ = dimH − dimQH + dimO
′
µ + dimU
ιθ
Q .
Since dimO ′µ = (a
2 − a − 2n(µ)) + (dimSON0 − n(ν)), dimU
ιθ
Q = dimU
θ
Q + a, we
conclude that dim X˜µ = dimXµ. Thus (iii) holds. The proposition is proved. 
Remark 10.7. Proposition 10.6 is a generalization of Proposition 8.20 and of
Lemma 9.2. But in contrast to the previous cases, in this discussion, we don’t need
to show the existence of an element of Jordan type ν + 2µ inside of Xµ.
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Appendix
We give some examples of the generalized Springer correspondence. Here we use
a simplified notation to denote the signed partition (λ, τ). If λ = (am11 , a
m2
2 , . . . ),
we only denotes the signature ±1 corresponding to the block amii as ±. For ex-
ample, (13; +1,+1,+1) is written as (13; +) and (2212;−1,−1,+1,+1) is written
as (2212;−+). If c = (N0, ν, σ) ∈ CN , the set Ψ
(c)
N is the set of signed partitions
corresponding to ρµ ∈ S
∧
a with a = (N −N0)/2, which we denote by Sa; (ν, σ). Let
Ψ
(0)
N be the set of cuspidal elements in ΨN . In the first column, we only list up the
elements which are not contained in Ψ
(0)
N .
• N = 3.
(λ, τ) S1; (1; +)
(3; +) (1)
Ψ
(0)
N = {(21,++), (21;−+), (1
3; +)}.
• N = 5.
(λ, τ) S2; (1; +) S1; (21; ++) S1; (21;−+) S1; (1
3; +)
(5; +) (2)
(41; ++) (1)
(41;−+) (1)
(32; ++) (12)
(312; ++) (1)
Ψ
(0)
N = {(32; +−), (31
2; +−), (221;++), (221;−+), (213; ++), (213;−+), (15; +)}.
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• N = 7
(λ, τ) S3; (1; +) S2; (21; ++) S2; (21;−+) S2; (1
3; +)
(7; +) (3)
(61; ++) (2)
(61;−+) (2)
(52; ++) (21)
(52; +−)
(512; ++) (2)
(512; +−)
(43; ++) (12)
(43;−+) (12)
(421; + + +)
(421;−−+)
(413; ++)
(413;−+)
(321;++) (12)
(322; ++) (13)
(314; ++)
The correspondence in the case of S1 is as follows;
S1; (32; +−)↔ (52; +−), S1; (31
2; +−)↔ (512; +−),
S1; (2
21;++)↔ (421; + + +), S1; (2
21;−+)↔ (421;−−+),
S1; (21
3 : ++)↔ (413; ++), S1; (21
3;−+)↔ (413;−+),
S1; (1
5; +)↔ (314; ++).
Here
Ψ
(0)
N =
{
(421;−++), (421; +−+), (321;+−), (322; +−),
(3212; + + +), (3212; + +−), (3212; +−+), (3212; +−−),
(314; +−), (231;++), (231;−+), (2213; ++), (2213;−+),
(215; ++), (215;−+), (17; +)
}
.
•N = 2.
(λ, τ) S1; (∅
+; +) S1; (∅
−; +)
((2)+; +) (1)
((2)−; +) (1)
Ψ
(0)
N = {(2)
+;−), ((2)−;−), (12; +)}.
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•N = 4.
(λ, τ) S2; (∅
+; +) S2; (∅
−; +) S1; ((2)
+;−) S1; ((2)
−;−) S1; (1
2; +)
((4)+; +) (2)
((4)+;−) (1)
((4)−; +) (2)
((4)−;−) (1)
(31; ++) (1)
((22)+; +) (12)
((22)−,+) (12)
Ψ
(0)
N =
{
(31; +−), ((22)+,−), ((22)−;−), (212; ++), (212;−+), (14; +)
}
.
•N = 6.
(λ, τ) S3; (∅
+; +) S3; (∅
−; +) S2; ((2)
+;−) S2; ((2)
−;−) S2; (1
2; +)
((6)+; +) (3)
((6)+;−) (2)
((6)−; +) (3)
((6)−;−) (2)
(51; ++) (2)
(51; +−)
((42)+; ++) (21)
((42)+;−+) (12)
((42)+;−−)
((42)−; ++) (21)
((42)−;−+) (12)
((42)−;−−)
(412; ++)
(412;−+)
(32; +) (12)
(313; ++)
((23)+; +) (13)
((23)−; +) (13)
The correspondence in the case of S1 is as follows;
(31; +−)↔ (51; +−), ((22)+;−)↔ ((42)+;−−),
((22)−;−)↔ ((42)−;−−), (212; ++)↔ (412; ++),
(212;−+)↔ (412;−+), (14; +)↔ (313); ++).
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Here
Ψ
(0)
N = {((42)
+; +−), ((42)−; +−), (321; + + +), (321; + +−),
(321; +−+), (321; +−−), (313; +−), ((23)+;−), ((23)−;−),
(2212; ++), (2212;−+), (214; ++), (214 : −+), (16; +)}.
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