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Abstract
Approximation properties of periodic quasi-projection operators with matrix dilations are
studied. Such operators are generated by a sequence of functions ϕj and a sequence of distribu-
tions/functions ϕ˜j . Error estimates for sampling-type quasi-projection operators are obtained
under the periodic Strang-Fix conditions for ϕj and the compatibility conditions for ϕj and ϕ˜j .
These estimates are given in terms of the Fourier coefficients of approximated functions and
provide analogs of some known non-periodic results. Under some additional assumptions error
estimates are given in other terms in particular using the best approximation. A number of
examples are provided.
Keywords. Periodic quasi-projection operators, Sampling-type operators, Kantorovich-type
operators, Periodic Strang-Fix conditions, Matrix dilation, Error of approximation, Best approxi-
mation, Wiener’s classes.
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1 Introduction
Approximation properties of non-periodic quasi-projection operators are actively studied by many
authors. The class of such operators is very large, it includes classical sampling and sampling-type
expansions (see, e.g., [40, 42, 6, 37, 1, 9, 8, 17, 22, 24, 26] and the references therein), Kantorovich-
Kotelnikov operators and their generalizations (see, e.g., [2, 30, 10, 12, 11, 41, 25]), scaling expansions
associated with wavelet constructions (see, e.g., [19, 20, 4, 5, 18, 23, 38]) and others. The most general
form of the multivariate quasi-projection operator with a dilation matrix M is given by∑
k∈Zd
mj〈f, ϕ˜(M j · −k)〉ϕ(M j · −k), (1)
where ϕ is a function and ϕ˜ is a distribution or function, m = | detM |, and the inner product
〈f, ϕ˜(M j · −k)〉 has meaning in some sense.
For a suitable function/distribution ϕ, the periodization ofmjϕ(M j ·) leads to the sequence {ϕj}j
of periodic functions/distributions such that the k-th Fourier coefficient of ϕj is equal to ϕ̂(M
∗−jk),
∗The first author was partially supported by DFG project KO 5804/1-1 (Section 4.2 belongs to this author);
the second and the third authors are supported by the Russian Science Foundation under grant No. 18-11-00055
(Sections 4.1 and 5 belong to these authors)
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where ϕ̂ is the Fourier transform of ϕ. So, in the periodic case, the quasi-projection operators take
the form
Qj(f, ϕj , ϕ˜j) =
1
mj
∑
k
〈f, ϕ˜j(· −M−jk)〉ϕj(· −M−jk),
where the sum over k is finite due to the periodicity of ϕj and the multiplier
1
mj is for a suit-
able normalization (see Section 3 for more details). In particular, the periodization of the clas-
sical sampling expansion, where ϕ˜ is the Dirac delta-function and ϕ is the sinc-function, leads to
Qj(f, ϕj , ϕ˜j), where ϕ˜j is a periodic distribution whose Fourier coefficients are ̂˜ϕj(k) = 1, k ∈ Zd, and
ϕj = m
jΛj, where Λj is a 1-periodic fundamental interpolant on a gridM
−jk, i.e. Λj(M−jk) = δ0k,
k ∈M j [−1/2, 1/2)d⋂Zd. It is easy to see that in this case, Qj(f, ϕj , ϕ˜j) takes a sampling form
Qj(f, ϕj , ϕ˜j) = Pj(f) =
∑
k
f(M−jk)Λj(· −M−jk).
Univariate and multivariate fundamental interpolants Λj on the uniform grids and the corre-
sponding quasi-projection operators Pj(f) were investigated by many authors (see, e.g., [28, 13, 36,
31, 32, 35]).
It is well known that in the non-periodic case some compatibility of ϕ and ϕ˜ and the Strang-Fix
conditions for ϕ are required for successful error estimates. The periodic Strang-Fix conditions were
introduced in [7]. For the case of the diagonal dilation matrix M = 2Id under the periodic Strang-
Fix conditions of order s > d/2 for the sequence {Λj}, the results in [7] and [34] yield the following
error estimate for Pj in L2 norm
‖f − Pj(f)‖2 ≤ C2−jmin{γ,s}‖f‖Hmax{γ,s}2 ,
where γ > d/2 and Hr2 is the Sobolev space of order r.
Many results in harmonic analysis involve spaces described in terms of the Fourier transform (in
the non-periodic case) such as the Fourier algebra and different its generalizations, see, e.g., [15],
[27]. Similarly, in the periodic case, spaces described in terms of the Fourier coefficients appear. In
particular, a natural class of such spaces, including the Sobolev space Hr2 and the Wiener algebra,
consists of the spaces Aαq such that the A
α
q -norm is a weighted ℓq-norm of the sequence of Fourier
coefficients (see Section 2). For the case M = 2Id, under the strengthened Strang-Fix conditions of
order s the following error estimate for Pj in the A
α
q -norm was obtained by Sprengel [35]
‖f − Pj(f)‖Aαq ≤ C2−jmin{γ−α,s}‖f‖Aγq , (2)
where q ≥ 1, γ ≥ α ≥ 0, and γ > d(1−1/q). For lattices generated by a matrixM whose eigenvalues
are greater or equal (in absolute value) than 2, an analogous estimate was obtained by Bergmann
and Prestin in [3].
The goal of this paper is to obtain periodic analogs of some author’s results in [22, 24, 25].
Namely, in [22] the error analysis of non-periodic quasi-projection operators (1) was given for a class
of tempered distributions ϕ˜, including the Dirac delta-function, and for a wide class of functions ϕ
with enough decay of ϕ itself as well as its Fourier transform ϕ̂. Error estimates in Lp-norm, p ≥ 2,
were obtained under the assumptions of the Strang-Fix conditions of order s for ϕ and the weak
compatibility of ϕ and ϕ˜ of order s (which means vanishing of all derivatives up to order s in the
origin of the function 1− ̂˜ϕϕ̂). The obtained estimates show that the approximation order depends
on the smoothness of f and on s. In particular, it was established that the approximation order
equals s for smooth enough functions f . Similar results were obtained in [24] for the same class
of distributions ϕ˜ and a class of band-limited functions ϕ, including the sinc-function, under the
assumption of strict compatibility of ϕ and ϕ˜ (which means that the function 1 − ̂˜ϕϕ̂ is identical
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zero in a neighborhood of the origin). In this case, it was shown that the approximation order
depends only on the smoothness of f . In [25], Kantorovich-Kotelnikov type operators, that are
the quasi-projection operators (1) with summable ϕ˜ and band-limited ϕ, were investigated. These
operators are bounded in Lp for 1 < p <∞. Under the assumption of weak compatibility of ϕ and
ϕ˜ of order s, the Lp-rate of convergence was given in terms of the classical moduli of smoothness of
order s.
The paper is organized as follows. Section 2 is devoted to notation and basic definitions. A
wide class of periodic sampling-type quasi-projection operators Qj(f, ϕj , ϕ˜j) with matrix dilations
is introduced in Section 3. The main results are presented in Section 4. Error estimates in terms of
the Fourier coefficients of the approximated function is given in Section 4.1. Under the Strang-Fix
conditions of order s for ϕj and the weak compatibility of order s of functions ϕj and distributions
ϕ˜j , an error estimate in the A
α
q -norm is obtained in Theorem 6. Under the same assumptions, an
error estimate for Qj in the Lp-norm, p ≥ 2, is obtained in Theorem 9. This theorem provides a
periodic analog of the results obtained in [22]. In Section 4.2, under some additional assumptions on
the distributions ϕ˜j and the matrix dilationsM , we give several improvements of the error estimates
obtained in the previous section. Particulary, if ϕj and ϕ˜j are strongly compatible, then we show
that the error estimate for Qj(f, ϕj , ϕ˜j) can be given only in terms of the best approximation
(see Theorem 19), but if ϕj and ϕ˜j are weakly compatible, then the corresponding estimates are
given simultaneously in terms of Fourier coefficients and the best approximation (see Theorem 22).
The case of Kantorovich-type quasi-projection operators (i.e., ϕ˜j is an integrable function) is also
considered. In Section 5, we provide some examples.
2 Notation
We use the standard multi-index notations. Let N be the set of positive integers, Rd be the d-
dimensional Euclidean space, Zd be the integer lattice in Rd, Td = Rd/Zd be the d-dimensional torus.
Let x = (x1, . . . , xd)
T and y = (y1, . . . , yd)
T be column vectors in Rd, then (x, y) := x1y1+· · ·+xdyd,
|x| :=
√
(x, x); 0 = (0, . . . , 0)T ∈ Rd; Zd+ := {x ∈ Zd : xk ≥ 0, k = 1, . . . , d}. If a ∈ Rd, r > 0, then
Br(a) denotes the ball of radius r with the center in a.
If α ∈ Zd+, we set [α] =
d∑
k=1
αk, D
αf = ∂
[α]f
∂α1x1...∂αdxd
.
If A is a d × d matrix, then ‖A‖ denotes its operator norm in Rd; A∗ denotes the conjugate
matrix to A.
Let M be a dilation matrix, i.e. an integer valued d× d matrix, such that the absolute value of
each its eigenvalue is greater than 1, m := | detM |, D(M) :=M [−1/2, 1/2)d∩Zd. It is known (see,
e.g., [21, Chapter 2]) that D(M) is a set of digits of M , and any k ∈ Zd can be uniquely represented
as k =Mn+ r, r ∈ D(M), n ∈ Zd.
Since the spectrum of the operatorM−1 is located in Br(0), where r = r(M−1) := lim
j→+∞
‖M−j‖ 1j
is the spectral radius of M−1, and there exists at least one point of the spectrum on the boundary
of the ball, we have
‖M−j‖ ≤ CM,ϑ ϑ−j , j ≥ 0, (3)
for every positive number ϑ whose absolute value is smaller than absolute value of any eigenvalue of
M . In particular, we can take ϑ > 1 and, hence, limj→+∞ ‖M−j‖ = 0.
A matrix M is called isotropic if it is similar to a diagonal matrix such that numbers λ1, . . . , λd
are placed on the main diagonal and |λ1| = · · · = |λd|. Thus, λ1, . . . , λd are eigenvalues of M and
the spectral radius of M is equal to |λ|, where λ is one of the eigenvalues of M. Note that if the
matrix M is isotropic then M∗ and M j are isotropic for all j ∈ Z. It is well known that for an
isotropic matrix M and for any j ∈ Z we have
CM1 |λ|j ≤ ‖M j‖ ≤ CM2 |λ|j , j ∈ Z, (4)
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where λ is one of the eigenvalues of M, constants CM1 , C
M
2 do not depend on j.
We will use notation Lp for the space Lp(T
d) with the usual norm ‖f‖p =
( ∫
Td
|f(x)|pdx
)1/p
for 1 ≤ p <∞, and ‖f‖∞ = vrai sup |f |.
If f ∈ L1, then f̂(k), k ∈ Zd, denotes the k-th Fourier coefficient of f .
For g ∈ L1, we will use the following notation g−(t) = g(−t).
As usual, the convolution of appropriate functions f and g is given by
(f ∗ g)(x) =
∫
Td
f(x− t)g(t)dt.
We will use notation θα(x) := (1 + |x|2)α2 , α ≥ 0, x ∈ Rd. It is easy to check that
θα(x+ y) ≤ θα(x)θα(y) ∀x, y ∈ Rd. (5)
Since ‖M‖ > 1 for any dilation matrix M , and hence ‖M∗j‖ > 1 for all j ∈ N, we have
θα(x) = θα(M
∗jM∗−jx) ≤ ‖M∗j‖αθα(M∗−jx). (6)
Also, for α ≥ 0 and 1 ≤ q ≤ ∞, we will use notation
ℓαq := {x = {xk}k : {θα(k)xk}k ∈ ℓq} , ℓq = ℓq(Zd),
and ‖x‖ℓαq = ‖{θα(k)xk}k‖ℓq for x ∈ ℓαq .
Let 1 ≤ q ≤ ∞ and α ≥ 0. The space Aαq of periodic functions is defined by
Aαq :=
{
f ∈ L1 : {f̂(k)}k ∈ ℓαq
}
, ‖f‖Aαq := ‖{f̂(k)}k‖ℓαq .
These spaces include the Wiener algebra A := A01 of functions with absolutely convergent Fourier
series. It is clear that Aβq ⊂ Aαq for β ≥ α. If q = 2, then the space Aα2 coincides with the Sobolev
space Hα2 . So α can be considered as a smoothness parameter. However, these smoothness properties
(except p = 2) differ from usual smoothness of the fractional Sobolev spaces Hαp . Some embeddings
of Aαq into H
β
p and vice versa can be found in [35].
For a function f ∈ Aαq , we set
‖f‖OutAαq ,j :=
( ∑
k/∈D(M∗j)
|f̂(k)|qθqα(k)
)1/q
, ‖f‖InAαq ,j :=
( ∑
k∈D(M∗j)
|f̂(k)|qθqα(k)
)1/q
.
for 1 ≤ q <∞, and
‖f‖OutAα∞,j := sup
k/∈D(M∗j)
|f̂(k)|θα(k), ‖f‖InAα∞,j := sup
k∈D(M∗j)
|f̂(k)|θα(k)
for q =∞. For convenience, we will also use the following notation:
‖f‖q,OutAαq ,j :=
∑
k/∈D(M∗j)
|f̂(k)|qθqα(k), ‖f‖q,InAαq ,j :=
∑
k∈D(M∗j)
|f̂(k)|qθqα(k).
Let D = C∞(Td) be the space of infinitely differentiable functions on Rd that are periodic with
period 1. A continuous linear functional on the space D is a periodic distribution. The linear space
of periodic distributions we denote by D′. For a periodic distribution ϕ ∈ D′ and a function f ∈ D,
we denote the action of ϕ on f by ϕ(f). For convenience, we will use notation 〈ϕ, f〉 := ϕ(f) and
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〈f, ϕ〉 = 〈ϕ, f〉. It is known (see, e.g., [14, p. 322], [33, p. 144]) that any periodic distribution ϕ can
be expanded in a weakly convergent (in D′) Fourier series
ϕ(x) =
∑
n∈Zd
ϕ̂(n)e2πi(n,x), (7)
where the sequence {ϕ̂(n)}n has at most polynomial growth and for any f ∈ D
〈f, ϕ〉 =
∑
n∈Zd
f̂(n)ϕ̂(n).
Also, conversely, for any sequence {ϕ̂(n)}n of at most polynomial growth the series in the right-hand
side of (7) converges weakly to a periodic distribution. The numbers ϕ̂(n) are called the Fourier
coefficients of a periodic distribution ϕ and ϕ̂(n) = 〈ϕ, e2πi(n,·)〉 = ϕ(e−2πi(n,·)). The convolution of
f ∈ D and the distribution ϕ is defined by (f ∗ ϕ)(x) = 〈f, ϕ(x− ·)〉.
3 Sampling-type quasi-projection operators
In this section, we define the periodic quasi-projection operators Qj(f, ϕj , ϕ˜j), where ϕ ∈ L1, ϕ˜j ∈
D′, j ∈ N, by
Qj(f, ϕj , ϕ˜j) =
1
mj
∑
k∈D(Mj)
〈f, ϕ˜j(· −M−jk)〉ϕj(· −M−jk).
By the definition of D′, such an operator Qj has meaning only for f ∈ D, and
〈f, ϕ˜j(· −M−jk)〉 =
∑
l∈Zd
f̂(l)̂˜ϕj(l)e2πi(k,M∗−j l). (8)
But since the Fourier coefficients of ϕ˜j have polynomial growth, the latter series converges for any f
whose Fourier coefficients decay sufficiently fast. Thus, to extend the class of functions f , we define
the inner product 〈f, ϕ˜j(· −M−jk)〉 by (8).
Next, we introduce several conditions on the sequences of functions ϕj and distributions ϕ˜j
under which the quasi-projection operator Qj(f, ϕj , ϕ˜j) provides good enough approximation of an
appropriate function f . For additional motivation of these conditions, we consider their connection
with the analogous conditions for the non-periodic case (see [22, 24]). For this, we note that the
periodic and non-periodic cases can be connected via periodization as follows. Let ϕ ∈ L1(Rd) with
{ϕ̂(k)}k∈Zd ∈ ℓ1. Setting ϕj,l(x) := mj/2ϕ(M jx+ l) and
ϕj(x) := m
j
∑
k
ϕ(M j(x+ k)) = mj/2
∑
k
ϕj,0(x + k), (9)
where the multiplier mj/2 is for a suitable normalization, we have that each ϕj is in L1 and by the
Poisson summation formula,
ϕj(x) = m
j/2
∑
k
ϕ̂j,0(k)e
2πi(k,x) =
∑
k
ϕ̂(M∗−jk)e2πi(k,x) =
∑
k
ϕ̂j(k)e
2πi(k,x),
which implies that ϕ̂j(k) = ϕ̂(M
∗−jk).
1. The conditions on the growth of order N ≥ 0 for Fourier coefficients of {ϕ˜j}j:
|̂˜ϕj(k)| ≤ Cϕ˜|M∗−jk|N , ∀k /∈ D(M∗j), ∀j ∈ N,
max
k∈D(M∗j)
|̂˜ϕj(k)| ≤ Cϕ˜, ∀j ∈ N. (10)
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These conditions correspond to the following non-periodic conditions:
|̂˜ϕ(ξ)| ≤ Cϕ˜|ξ|N for ξ /∈ [−1/2, 1/2]d
and
|̂˜ϕ(ξ)| ≤ Cϕ˜ for ξ ∈ [−1/2, 1/2]d.
To show this, we note that ̂˜ϕj(k) = ̂˜ϕ(M∗−jk). Thus, if non-periodic conditions are valid for ϕ˜,
then conditions (10) are valid for ϕ˜j .
2. The Strang-Fix conditions of order s, s > 0, for a sequence of functions {ϕj}j :
|ϕ̂j(M∗jn+ r)| ≤ bn|M∗−jr|s, ∀n 6= 0, ∀r ∈ D(M∗j). (11)
This corresponds to the well known Strang-Fix conditions for a non-periodic function ϕ: Dβϕ̂(n) = 0,
for n 6= 0, [β] < s, s ∈ N and the condition that ϕ̂ is boundedly differentiable up to order s. Indeed,
by Taylor’s formula near the point ξ = n, we have for r ∈ D(M∗j)
ϕ̂(n+M∗−jr) =
∑
[β]=s
s
β!
(M∗−jr)β
∫ 1
0
(1− t)s−1Dβϕ̂(n+ tM∗−jr)dt.
Thus, since ϕ̂j(M
∗jn+ r) = ϕ̂(n+M∗−jr), we get |ϕ̂j(M∗jn+ r)| ≤ Cs,ϕ|M∗−jr|s.
For error estimates in the non-periodic case (see, e.g., [22]), the following additional assumption
helps: ∑
n∈Zd
|Dβϕ̂(n+ ξ)|q ≤ Bs, ∀ξ ∈ Rd, [β] < s.
A periodic analog of this condition is {bn}n ∈ ℓq.
3. The weak compatibility conditions of order s, s > 0, for {ϕj}j and {ϕ˜j}j :∣∣∣1− ϕ̂j(r)̂˜ϕj(r)∣∣∣ ≤ b0|M∗−jr|s, ∀r ∈ D(M∗j), ∀j ∈ N. (12)
This corresponds to the following non-periodic condition: Dβ(1 − ϕ̂̂˜ϕ)(0) = 0, [β] < s, s ∈ N, and
condition that ϕ̂̂˜ϕ is boundedly differentiable up to order s. Indeed, by Taylor’s formula near the
point ξ = 0,
ϕ̂(M∗−jr)̂˜ϕ(M∗−jr) = 1 + ∑
[β]=s
s
β!
(M∗−jr)β
∫ 1
0
(1 − t)s−1Dβϕ̂̂˜ϕ(tM∗−jr)dt. (13)
Thus, since ϕ̂(M∗−jr)̂˜ϕ(M∗−jr) = ϕ̂j(r)̂˜ϕj(r), we have |1− ϕ̂j(r)̂˜ϕj(r)| ≤ Cs,ϕ˜|M∗−jr|s.
4. The conditions on the uniform boundedness of the Fourier coefficients of {ϕj}j:
max
k∈D(M∗j)
|ϕ̂j(k)| ≤ Cϕ, ∀j ∈ N. (14)
4 Error estimates for Qj(f, ϕj, ϕ˜j)
4.1 Estimates in terms of the Fourier coefficients
First we establish two utility lemmas. For convenience, in the proofs of these lemmas we will use
the following notation
Cd := max
x∈[− 12 , 12 ]d
θ1(x) =
(
1 +
d
4
) 1
2
.
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Lemma 1 Let 1 ≤ q ≤ ∞, 1/p+1/q = 1, j ∈ N, α ≥ 0, {ϕ˜j}j be a sequence of periodic distributions
whose Fourier coefficients satisfy condition (10) with parameter N ≥ 0. Suppose f ∈ Aγq , where
γ > N + d/p for q 6= 1 or γ ≥ N for q = 1. Then, if 1 ≤ q <∞ ∑
r∈D(M∗j)
∣∣∣∣∣∣
∑
n6=0
f̂(r +M∗jn)̂˜ϕj(r +M∗jn)
∣∣∣∣∣∣
q
θqα(r)

1
q
≤ CLem‖M∗j‖α‖M∗−j‖γ‖f‖OutAγq ,j ,
and if q =∞
sup
r∈D(M∗j)
∣∣∣∣∣∣
∑
n6=0
f̂(r +M∗jn)̂˜ϕj(r +M∗jn)
∣∣∣∣∣∣ θα(r) ≤ CLem‖M∗j‖α‖M∗−j‖γ‖f‖OutAγ∞,j ,
where the constant CLem does not depend on j and f .
Proof. First, let 1 < q < ∞ and α = 0. Applying Ho¨lder’s inequality, condition (10), and the
fact that 1|M∗jk| ≤ ‖M
∗−j‖
|k| , we derive
∑
r∈D(M∗j)
∣∣∣∣∣∣
∑
n6=0
f̂(r +M∗jn)̂˜ϕj(r +M∗jn)
∣∣∣∣∣∣
q
≤
∑
r∈D(M∗j)
∑
n6=0
1
|r +M∗jn|p(γ−N)

q
p
×
∑
n6=0
|f̂(r +M∗jn)|q|̂˜ϕj(r +M∗jn)|q|r +M∗jn|q(γ−N)
≤ max
r∈D(M∗j)
∑
n6=0
1
|r +M∗jn|p(γ−N)

q
p ∑
k/∈D(M∗j)
|f̂(k)|q|̂˜ϕj(k)|q |k|q(γ−N)
≤ ‖M∗−j‖(γ−N)q max
ξ∈ [−1/2,1/2)d
∑
n6=0
1
|n+ ξ|p(γ−N)

q
p
Cqϕ˜‖M∗−j‖qN
∑
k/∈D(M∗j)
|f̂(k)|q|k|qγ
≤ Cqp,γ,NCqϕ˜‖M∗−j‖qγ‖f‖q,OutAγq ,j .
Repeating the same steps, the required estimate for q =∞ can be derived. For q = 1, we have
∑
r∈D(M∗j)
∣∣∣∣∣∣
∑
n6=0
f̂(r +M∗jn)̂˜ϕj(r +M∗jn)
∣∣∣∣∣∣ ≤
∑
k/∈D(M∗j)
|f̂(k)̂˜ϕj(k)|
≤ Cϕ˜
∑
k/∈D(M∗j)
|f̂(k)||M∗−jk|N ≤ 2γCϕ˜
∑
k/∈D(M∗j)
|f̂(k)||M∗−jk|γ ≤ 2γCϕ˜‖M∗−j‖γ‖f‖OutAγ1 ,j
since |M∗−jk| ≥ 12 for k /∈ D(M∗j) and |M∗−jk|N ≤ (2|M∗−jk|)N ≤ (2|M∗−jk|)γ .
To prove the lemma for α > 0, it is sufficient to note that
max
r∈D(M∗j)
θqα(r) ≤ ‖M∗j‖qα max
r∈D(M∗j)
θqα(M
∗−jr) ≤ ‖M∗j‖qα max
x∈[− 12 , 12 ]d
θqα(x) ≤ Cαqd ‖M∗j‖qα, (15)
and CLem = Cp,γ,NCϕ˜C
α
d for q > 1 and CLem = 2
γCϕ˜C
α
d for q = 1. ✸
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Remark 2 The constant Cp,γ,N in the proof of Lemma 1 can be estimated as follows (see [31,
Lemma 1.10])
Cpp,γ,N = max
ξ∈ [− 12 , 12 )d
∑
n6=0
1
|n+ ξ|p(γ−N) ≤ 2
p(γ−N)
d∑
v=1
2v
1
vp(γ−N)/2
(
d
v
)(
1 +
v
2(p(γ −N)− v)
)v
.
Lemma 3 Let 1 ≤ q ≤ ∞, 1/p+ 1/q = 1, j ∈ N, α ≥ 0, {ϕj}j and {ϕ˜j}j be sequences of periodic
functions and periodic distributions, respectively, whose Fourier coefficients are such that conditions
(10), (11), (12), (14) are valid with parameters N ≥ 0, s > 0, and b = {bn}n ∈ ℓαq . Suppose f ∈ Aγq ,
where γ ≥ α and γ > N + d/p for q 6= 1 or γ ≥ N for q = 1,
I :=

( ∑
n∈Zd
∣∣∣f̂(n)−∑
l∈Zd
f̂(n+M∗jl)̂˜ϕj(n+M∗jl)ϕ̂j(n)∣∣∣qθqα(n)) 1q , if q <∞,
sup
n∈Zd
∣∣∣f̂(n)−∑
l∈Zd
f̂(n+M∗j l)̂˜ϕj(n+M∗j l)ϕ̂j(n)∣∣∣θα(n), if q =∞.
Then
I ≤ C1‖M∗j‖α‖M∗−j‖s‖f‖InAs+αq ,j + C2 ‖M
∗j‖α‖M∗−j‖γ‖f‖OutAγq ,j, (16)
where the constants C1 and C2 do not depend on j and f .
Proof. First, we consider the case q <∞. Set
J := Iq =
∑
n∈Zd
∣∣∣∣∣∣f̂(n)−
∑
l∈Zd
f̂(n+M∗jl)̂˜ϕj(n+M∗jl)ϕ̂j(n)
∣∣∣∣∣∣
q
θqα(n)
and split the sum J into two parts such that
J =
∑
n∈D(M∗j)
+
∑
n/∈D(M∗j)
:= J0 + J1.
Estimating J0, we derive
J0 =
∑
n∈D(M∗j)
∣∣∣∣∣∣f̂(n)− f̂(n)̂˜ϕj(n)ϕ̂j(n)−
∑
l 6=0
f̂(n+M∗j l)̂˜ϕj(n+M∗j l)ϕ̂j(n)
∣∣∣∣∣∣
q
θqα(n)
≤2 qp
∑
n∈D(M∗j)
|f̂(n)− f̂(n)̂˜ϕj(n)ϕ̂j(n)|qθqα(n)
+ 2
q
p
∑
n∈D(M∗j)
∣∣∣∣∣∣
∑
l 6=0
f̂(n+M∗jl)̂˜ϕj(n+M∗j l)ϕ̂j(n)
∣∣∣∣∣∣
q
θqα(n) =: J00 + J01.
For the first term J00, by the compatibility conditions for ϕj and ϕ˜j of order s, see (12), we get
J00 =2
q
p
∑
n∈D(M∗j)
|f̂(n)|q|1− ̂˜ϕj(n)ϕ̂j(n)|qθqα(n)
≤2 qp bq0‖M∗−j‖qs
∑
n∈D(M∗j)
|f̂(n)|q |n|qsθqα(n) ≤ 2
q
p bq0‖M∗−j‖qs‖f‖q,InAs+αq ,j.
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For the second term J01, by Lemma 1 and (14), we have
J01 = 2
q
p
∑
n∈D(M∗j)
∣∣∣∣∣∣
∑
l 6=0
f̂(n+M∗jl)̂˜ϕj(n+M∗jl)ϕ̂j(n)
∣∣∣∣∣∣
q
θqα(n)
≤ 2 qp max
n∈D(M∗j)
|ϕ̂j(n)|q
∑
n∈D(M∗j)
∣∣∣∣∣∣
∑
l 6=0
f̂(n+M∗jl)̂˜ϕj(n+M∗jl)
∣∣∣∣∣∣
q
θqα(n)
≤ 2 qpCqϕCqLem‖M∗j‖qα‖M∗−j‖qγ‖f‖q,OutAγq ,j .
Thus, the term J0 is estimated by
J0 ≤ 2
q
p
(
bq0‖M∗−j‖qs‖f‖q,InAs+αq ,j + C
q
ϕC
q
Lem‖M∗j‖qα‖M∗−j‖qγ‖f‖q,OutAγq ,j
)
. (17)
Consider J1. By Minkowski’s inequality, we get
J1 :=
∑
n/∈D(M∗j)
∣∣∣∣∣∣f̂(n)− f̂(n)̂˜ϕj(n)ϕ̂j(n)−
∑
l 6=0
f̂(n+M∗j l)̂˜ϕj(n+M∗j l)ϕ̂j(n)
∣∣∣∣∣∣
q
θqα(n)
≤ 2 qp
∑
n/∈D(M∗j)
∣∣∣f̂(n)− f̂(n)̂˜ϕj(n)ϕ̂j(n)∣∣∣q θqα(n)
+ 2
q
p
∑
n/∈D(M∗j)
∣∣∣∣∣∣
∑
l 6=0
f̂(n+M∗j l)̂˜ϕj(n+M∗j l)ϕ̂j(n)
∣∣∣∣∣∣
q
θqα(n) =: J10 + J11.
Again, by Minkowski’s inequality,
J10 ≤ 2
2q
p
∑
n/∈D(M∗j)
|f̂(n)|qθqα(n) + 2
2q
p
∑
n/∈D(M∗j)
∣∣∣f̂(n)̂˜ϕj(n)ϕ̂j(n)∣∣∣q θqα(n) =: J100 + J101.
For the sum J100, using the inequality
1
|n| ≤ ‖M
∗−j‖
|M∗−jn| , we derive
J100 = 2
2q
p
∑
n/∈D(M∗j)
|n|q(γ−α)
|n|q(γ−α) |f̂(n)|
qθqα(n) ≤ 2
2q
p ‖f‖q,Out
Aγq ,j
max
n/∈D(M∗j)
1
|n|q(γ−α)
≤ 2 2qp ‖f‖q,Out
Aγq ,j
‖M∗−j‖q(γ−α) max
n/∈D(M∗j)
1
|M∗−jn|q(γ−α)
≤ 2 2qp 2q(γ−α)‖M∗−j‖q(γ−α)‖f‖q,Out
Aγq ,j
,
where the last inequality is valid since for n /∈ D(M∗j) we have |M∗−jn| > 1/2.
Consider J101. By the Strang-Fix conditions (11) and inequalities (5), (6) and (15), for any
n = M∗jk + r with k 6= 0 and r ∈ D(M∗j), we obtain
|ϕ̂j(n)|qθqα(n) ≤ bqk|M∗−jr|qs‖M∗j‖αqθqα(k)θqα(M∗−jr) ≤ ‖b‖qℓα∞C
q(s+α)
d ‖M∗j‖αq.
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Therefore,
J101 = 2
2q
p
∑
n/∈D(M∗j)
∣∣∣f̂(n)̂˜ϕj(n)ϕ̂j(n)∣∣∣q θqα(n)
= 2
2q
p ‖b‖qℓα∞C
q(s+α)
d ‖M∗j‖αq
∑
n/∈D(M∗j)
∣∣∣f̂(n)̂˜ϕj(n)∣∣∣q
≤ 2 2qp ‖b‖qℓα∞C
q(s+α)
d ‖M∗j‖αqCqϕ˜‖M∗−j‖Nq
∑
n/∈D(M∗j)
|f̂(n)|q |n|qN
= 2
2q
p ‖b‖qℓα∞C
q(s+α)
d C
q
ϕ˜‖M∗j‖αq‖M∗−j‖Nq
∑
n/∈D(M∗j)
|f̂(n)|q |n|
qγ
|n|q(γ−N)
≤ 2 2qp ‖b‖qℓα∞C
q(s+α)
d C
q
ϕ˜‖M∗j‖αq‖M∗−j‖Nq
∑
n/∈D(M∗j)
|f̂(n)|q |n|qγ ‖M
∗−j‖q(γ−N)
|M∗−jn|q(γ−N)
≤ 2 2qp 2q(γ−N)‖b‖qℓα∞C
q(s+α)
d C
q
ϕ˜‖M∗j‖αq‖M∗−j‖qγ‖f‖q,OutAγq ,j ,
where the last inequality is valid because |M∗−jn| > 1/2 whenever n /∈ D(M∗j), and, therefore,
1
|M∗−jn|q(γ−N) ≤ maxn/∈D(M∗j)
1
|M∗−jn|q(γ−N) = 2
q(γ−N).
Combining the estimates for J100 and J101, we get
J10 ≤ 2
2q
p
(
2q(γ−α) + 2q(γ−N)‖b‖qℓα∞C
q(s+α)
d C
q
ϕ˜
)
‖M∗j‖qα‖M∗−j‖qγ‖f‖q,Out
Aγq ,j
.
Now, let us estimate J11. By Minkowski’s inequality,
J11 = 2
q
p
∑
n/∈D(M∗j)
∣∣∣∣∣∣
∑
l 6=0
f̂(n+M∗j l)̂˜ϕj(n+M∗jl)ϕ̂j(n)
∣∣∣∣∣∣
q
θqα(n)
= 2
q
p
∑
r∈D(M∗j)
∑
k 6=0
|ϕ̂j(r +M∗jk)|q
∣∣∣∣∣∣
∑
l 6=0
f̂(r +M∗j(k + l))̂˜ϕj(r +M∗j(k + l))
∣∣∣∣∣∣
q
θqα(r +M
∗jk)
= 2
2q
p
∑
r∈D(M∗j)
∑
k 6=0
|ϕ̂j(r +M∗jk)|q|f̂(r)̂˜ϕj(r)|qθqα(r +M∗jk)
+ 2
2q
p
∑
r∈D(M∗j)
∑
k 6=0
|ϕ̂j(r +M∗jk)|q
∣∣∣∣∣∣∣∣
∑
l 6=0
l 6=−k
f̂(r +M∗j(k + l))̂˜ϕj(r +M∗j(k + l))
∣∣∣∣∣∣∣∣
q
θqα(r +M
∗jk)
=: J110 + J111
Using the Strang-Fix conditions (11), inequalities (5), (6) and conditions (10), we obtain
J110 ≤ 2
2q
p
∑
r∈D(M∗j)
|M∗−jr|sq |f̂(r)̂˜ϕj(r)|qθqα(r)∑
k 6=0
bqkθ
q
α(M
∗jk)
≤ 2 2qp Cqϕ˜‖M∗−j‖sq
∑
r∈D(M∗j)
|r|sq |f̂(r)|qθqα(r)‖M∗j‖αq‖b‖qℓαq
≤ 2 2qp Cqϕ˜‖b‖qℓαq ‖M
∗j‖αq‖M∗−j‖sq‖f‖q,In
As+αq ,j
.
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For the second term J111, using Lemma 1 with α = 0, the Strang-Fix conditions (11) and (10),
inequalities (5) and (6), we get
J111 := 2
2q
p
∑
r∈D(M∗j)
∑
k 6=0
|ϕ̂j(r +M∗jk)|q
∣∣∣∣∣∣∣∣
∑
l 6=0
l 6=−k
f̂(r +M∗j(k + l))̂˜ϕj(r +M∗j(k + l))
∣∣∣∣∣∣∣∣
q
θqα(r +M
∗jk)
≤ 2 2qp
∑
r∈D(M∗j)
∑
k 6=0
bqk|M∗−jr|sq‖M∗j‖αqθqα(M∗−jr)θqα(k)
×
∣∣∣∣∣∣∣∣
∑
l 6=0
l 6=−k
f̂(r +M∗j(k + l))̂˜ϕj(r +M∗j(k + l))
∣∣∣∣∣∣∣∣
q
≤ 2 2qp Cq(s+α)d ‖M∗j‖αq
∑
k 6=0
bqkθ
q
α(k)
∑
r∈D(M∗j)
∣∣∣∣∣∣∣∣
∑
l 6=0
l 6=−k
f̂(r +M∗j(k + l))̂˜ϕj(r +M∗j(k + l))
∣∣∣∣∣∣∣∣
q
≤ 2 2qp Cq(s+α)d ‖b‖qℓαqC
q
Lem‖M∗j‖αq‖M∗−j‖qγ‖f‖q,OutAγq ,j .
Thus, combining the estimates for J11, J110, and J111, we derive
J11 ≤2
2q
p Cqϕ˜‖b‖qℓαq ‖M
∗j‖qα‖M∗−j‖sq‖f‖q,In
As+αq ,j
+ 2
2q
p C
q(s+α)
d ‖b‖qℓαqC
q
Lem‖M∗j‖qα‖M∗−j‖qγ‖f‖q,OutAγq ,j .
Finally, the estimates for J1, J10, and J11 yield
J1 ≤ CJ10‖M∗j‖qα‖M∗−j‖qγ‖f‖q,OutAγq ,j
+ CJ110‖M∗j‖qα‖M∗−j‖sq‖f‖q,InAs+αq ,j + CJ111‖M
∗j‖qα‖M∗−j‖qγ‖f‖q,Out
Aγq ,j
,
which together with (17) implies
∑
n∈Zd
∣∣∣∣∣∣f̂(n)−
∑
l∈Zd
f̂(n+M∗jl)̂˜ϕj(n+M∗jl)ϕ̂j(n)
∣∣∣∣∣∣
q
θqα(n)
≤ 2 qp bq0‖M∗−j‖qs‖f‖q,InAs+αq ,j + 2
q
pCqϕC
q
Lem‖M∗j‖qα‖M∗−j‖qγ‖f‖q,OutAγq ,j
+ CJ110‖M∗j‖qα‖M∗−j‖sq‖f‖q,InAs+αq ,j + (CJ10 + CJ111)‖M
∗j‖qα‖M∗−j‖qγ‖f‖q,Out
Aγq ,j
≤ C1‖M∗j‖qα‖M∗−j‖qs‖f‖q,InAs+αq ,j + C2‖M
∗j‖qα‖M∗−j‖qγ‖f‖q,Out
Aγq ,j
,
which completes the proof of (16) for the case q <∞.
If now q =∞, then repeating step by step all above estimates, one can easily obtain (16) for this
case. ✸
Remark 4 Analyzing the proof of Lemma 3, it is not difficult see that
C1 = 2
q
p bq0 + 2
2q
p Cqϕ˜‖b‖qℓαq , C2 ≤ C
′
2‖b‖ℓ∞ + C′′2 ‖b‖qℓαq ,
where C′2 and C
′′
2 do not depend on b.
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Remark 5 If under the assumptions of Lemma 3 the functions ϕj are trigonometric polynomials
such that spec ϕj ⊂ M∗jBR(0), then the assumption {bn}n ∈ ℓαq is not required. Indeed, there
exists a finite set Ω ⊂ Zd, depending only on R and d, such that ϕ̂j(M∗jn+ r) 6= 0 for at least one
r ∈ D(M∗j) only for n ∈ Ω. Analyzing the proof of Lemma 3, we see that ‖b‖ℓαq can be replaced by
CR,α‖b‖ℓ∞.
Theorem 6 Let 1 ≤ q ≤ ∞, 1/p+ 1/q = 1, j ∈ N, α ≥ 0, and let {ϕj}j, {ϕ˜j}j be a sequence of
periodic functions in Lp and periodic distributions, respectively, whose Fourier coefficients are such
that conditions (10), (11), (12), (14) are valid with parameters N ≥ 0, s > 0, and {bn}n ∈ ℓαq .
Suppose f ∈ Aγq , where γ > α and γ > N + d/p for q 6= 1 or γ ≥ N for q = 1. Then
‖f −Qj(f, ϕj , ϕ˜j)‖Aαq ≤ C‖M
∗j‖2α‖M∗−j‖min{γ,s+α}‖f‖Aγq , (18)
where C does not depend on j and f .
In addition, if M is an isotropic matrix and λ is its eigenvalue, then
‖f −Qj(f, ϕj , ϕ˜j)‖Aαq ≤ C
′|λ|−jmin{γ−2α,s−α}‖f‖Aγq , (19)
where C′ does not depend on j and f .
Proof. First of all we mention that the inner product 〈f, ϕ˜j(· −M−jk)〉 has meaning under our
assumptions, and hence the operator Qj(f, ϕj , ϕ˜j) is well defined. Taking into account that
∑
k∈D(Mj)
e2πi(k,M
∗−jr) =
{
mj , if r ≡ 0 (modM∗j),
0, if r 6≡ 0 (modM∗j),
we derive the following representation for the Fourier coefficients of g := f −Qj(f, ϕj , ϕ˜j):
ĝ(n) = f̂(n)− 1
mj
∑
k∈D(Mj)
〈f, ϕ˜j(· −M−jk)〉ϕ̂j(n)e−2πi(n,M
−jk)
= f̂(n)− 1
mj
ϕ̂j(n)
∑
l∈Zd
f̂(l)̂˜ϕj(l) ∑
k∈D(Mj)
e2πi(k,M
∗−j(l−n))
= f̂(n)− ϕ̂j(n)
∑
l∈Zd
f̂(n+M∗j l)̂˜ϕj(n+M∗j l).
Using this together with Lemma 3, taking into account that ‖M∗j‖−1 ≤ ‖M∗−j‖, we obtain
‖f −Qj(f, ϕj , ϕ˜j)‖Aαq ≤ C1‖M
∗j‖2α‖M∗−j‖s+α‖f‖As+αq + C2‖M∗j‖α‖M∗−j‖γ‖f‖Aγq . (20)
Assume first that s+α ≤ γ. Obviously, in this case, ‖f‖As+αq ≤ ‖f‖Aγq and ‖M∗−j‖γ ≤ ‖M∗−j‖s+α
for all j such that ‖M∗−j‖ ≤ 1. By (3), the last inequality is valid for all j which are greater than
some appropriate j0, and there exists a constant Cj0 such that ‖M∗−j‖γ ≤ Cj0‖M∗−j‖s+α for all
j ≤ j0, which yields (18).
Next, if s + α > γ, then we set s′ = γ − α and note that all assumptions of Theorem 6 with
s′ instead of s are satisfied. Indeed, we need to check that (11) and (12) are valid for s′. For low
dimensions (d ≤ 4), we have |M∗−jr| ≤ 1 for r ∈ D(M∗j) and, therefore, (11) and (12) obviously
hold. For d > 4, (11) and (12) are valid for s′ if we replace the constants bn by bn
(√
d
2
)s−s′
. Hence,
inequality (20) with s′ instead of s holds and s′ + α = γ = min{s+ α, γ}, which yields (18).
Finally, inequality (19) follows immediately from (18) and relation (4). ✸
12
Note that estimate (19) is actually a generalization of (2). To compare these relations, one has
to take into account that (2) was obtained under the following strengthened Strang-Fix conditions
of order s for a sequence of fundamental interpolants {Λj}j:
|Λ̂j(2jn+ r)| ≤ bn|r|s2−j(s+α), ∀n 6= 0, r ∈ D(M∗j).
Analyzing the proof of Lemma 3, it is not difficult to see that under the same strengthened Strang-
Fix conditions for {ϕj}j instead of (11), we can replace min{γ − 2α, s − α} by min{γ − α, s} in
inequality (19).
Remark 7 If under the assumptions of Theorem 6, the functions ϕj are trigonometric polynomials
such that spec ϕj ⊂ D(M∗j), then, analyzing the proof of Lemma 3, one can easily see that
J1 = J100 =
∑
n/∈D(M∗j)
|f̂(n)|qθqα(n) ≤ 2q(γ−α)‖M∗−j‖q(γ−α)‖f‖q,OutAγq ,j ,
which together with (17) implies
J ≤ C1‖f‖q,InAs+αq ,j‖M
∗−j‖qs + C2 ‖M∗j‖qα‖M∗−j‖qγ‖f‖q,OutAγq ,j .
It follows that (18) can be replaced by
‖f −Qj(f, ϕj , ϕ˜j)‖Aαq ≤ C‖M
∗j‖α‖M∗−j‖min{γ,s+α}‖f‖Aγq ,
where C does not depend on j and f . In a similar way, relation (19) can be also improved in this
case.
Next we need the following embedding properties between the spaces Lp and A
0
q .
Proposition 8 If 2 ≤ p ≤ ∞, 1/p+ 1/q = 1, then A0q ⊂ Lp, with
‖f‖p ≤ ‖f‖A0q . (21)
Relation (21) is the classical Hausdorff-Young inequality, for its multivariate version see, e.g., [16,
p. 174] or [35].
Theorem 9 Let 2 ≤ p ≤ ∞, 1/p + 1/q = 1, {ϕj}j, {ϕ˜j}j, N , s, and γ be as in Theorem 6 with
α = 0 and f ∈ Aγq . Then
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C1‖M∗−j‖s‖f‖InAsq,j + C2 ‖M
∗−j‖γ‖f‖OutAγq ,j , (22)
where C1 and C2 do not depend on j and f .
If ϑ is any positive number which is smaller in absolute value than any eigenvalue of M , then
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ Cϑ−jmin{s,γ}‖f‖Aγq , (23)
where C does not depend on j and f . In addition, if M is an isotropic matrix and λ is its eigenvalue,
then ϑ can be replaced by |λ| in (23).
Proof. Obviously, the operator Qj(f, ϕj , ϕ˜j) is well defined and belongs to Lp under our as-
sumptions. Using (21), one can see that f ∈ Lp and
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ ‖f −Qj(f, ϕj , ϕ˜j)‖A0q . (24)
Analyzing the proof of Theorem 6 and using Lemma 3, we obtain (22). Inequality (23) follows
from (24), (18) with α = 0, and (3). It remains to say that in the case of isoropic matrix M , one
can use (4) instead of (3). ✸
Note that non-periodic counterparts of the results stated in Theorem 9 were obtained in [22], see
Theorems 4, 5.
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Corollary 10 If under the assumptions of Theorem 9 we have f̂(n) = O(|n|−κ), where κ > N + d,
and M is an isotropic matrix, then
‖f −Qj(f, ϕj , ϕ˜j)‖p =

O(|λ|−js), s < κ− d/q,
O(j|λ|−js), s = κ− d/q,
O(|λ|−j(κ− dq )), s > κ− d/q, (25)
where λ is an eigenvalue of M .
Proof. First, we assume that s < κ − dq and choose γ > N + dp such that s < γ < κ − dq .
Therefore, s−κ < γ−κ < − dq and both expressions ‖f‖q,OutAγq ,j and ‖f‖
q,In
Asq,j
, in (22) are finite. Hence,
inequality (22) together with (4) yields that
‖f −Qj(f, ϕj , ϕ˜j)‖qp ≤ C‖M∗−j‖qs
∑
k∈Zd
|k|(γ−κ)q = O(‖M∗−j‖qs).
Now, we assume that s ≥ κ− dq . Choose γ > N + dp such that γ < κ − dq . Let us consider the
second term in (22). Since 1|n| ≤ ‖M
∗−j‖
|M∗−jn| we get
‖M∗−j‖qγ‖f‖q,Out
Aγq ,j
≤ ‖M∗−j‖qγ
∑
n6=0
∑
r∈D(M∗j)
1
|M∗jn+ r|(κ−γ)q
≤ ‖M∗−j‖qγ
∑
n6=0
∑
r∈D(M∗j)
max
ξ∈[− 12 , 12 )d
‖M∗−j‖q(κ−γ)
|n+ ξ|(κ−γ)q
≤ Cmj‖M∗−j‖qκ
Next, consider the first term in (22). Then
‖M∗−j‖qs‖f‖q,InAsq,j ≤ C‖M
∗−j‖qs
∑
n∈D(M∗j)
|n|(s−κ)q.
It is clear that there exists A = A(d) >
√
d/2 such that for |n| ≥ A, |x|/2 ≤ |n| ≤ 2|x| for any
x ∈ n + 12 [−1, 1)d (note that anyway |x| > A˜, for some A˜ > 0). Therefore, if s − κ ≥ 0, then
|n|(s−κ)q ≤ 2(s−κ)q|x|(s−κ)q , and if s− κ < 0, then |n|(s−κ)q ≤ (|x|/2)(s−κ)q. Thus,
|n|(s−κ)q ≤ 2|s−κ|q
∫
n+ 12 [−1,1)d
|x|(s−κ)qdx.
Hence,∑
n∈D(M∗j)
|n|(s−κ)q =
∑
|n|<A
|n|(s−κ)q +
∑
|n|≥A
|n|(s−κ)q ≤ C˜1 + 2|s−κ|q
∫
A˜<|x|<‖M∗j‖
√
d
4
|x|(s−κ)qdx
≤ C˜2
‖M∗j‖
√
d
4∫
A˜
r(s−κ)q+d−1dr ≤
{
C˜3 log ‖M∗j‖, s = κ− dq ;
C˜4‖M∗j‖(s−(κ−
d
q
))q, s > κ− dq .
Overall, for s = κ− dq inequality (22) and above considerations yields that
‖f −Qj(f, ϕj , ϕ˜j)‖qp ≤ C‖M∗−j‖qs(mj‖M∗−j‖d + log ‖M∗j‖).
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For s > κ− dq inequality (22) and above considerations yields that
‖f −Qj(f, ϕj , ϕ˜j)‖qp ≤ C(mj‖M∗−j‖qκ + ‖M∗−j‖qs‖M∗j‖(s−(κ−
d
q
))q).
It remains to note that m = |λ|d for isotropic dilation matrix, and using (4), we get the required
estimates. ✸
Let B = Bδ,R denote the class of sequences of trigonometric polynomials ϕj , j ∈ N, such that
spec ϕj ⊂M∗j
(
BR(0) \
⋃
n∈Zd\{0}
Bδ(n)
)
, (26)
|ϕ̂j(l)| ≤ C′ϕ ∀j ∈ N, ∀l ∈ Zd, (27)
for some positive constants R, δ, and C′ϕ.
Note that {ϕj}j belongs to B whenever (27) is valid and
spec ϕj ⊂M∗j
(
[−1 + δ, 1− δ]d), δ ∈ (0, 1/2).
Definition 11 We say that a sequence of integrable periodic functions {ϕj}j is strictly compatible
with a sequence of periodic distributions {ϕ˜j}j if
̂˜ϕj(l)ϕ̂j(l) = 1, ∀j ∈ N, ∀l ∈ Zd : |M∗−j l| ≤ δ, (28)
for some δ > 0.
Theorem 12 Let 1 ≤ q < ∞, 1/p+ 1/q = 1, {ϕ˜j}j be a sequence of periodic distributions satisfy-
ing (10) with N ≥ 0, and a sequence of trigonometric polynomials {ϕj}j ∈ B be strictly compatible
with {ϕ˜j}j with respect to the parameter δ ∈ (0, 1/2). Suppose f ∈ Aγq , where γ > 0 and γ > N+d/p
for q 6= 1 or γ ≥ N for q = 1, and α ∈ [0, γ). Then
‖f −Qj(f, ϕj , ϕ˜j)‖Aαq ≤ C‖M
∗j‖2α‖M∗−j‖γ
 ∑
|M∗−jr|≥δ
|r|qγ |f̂(r)|q
 1q , (29)
and moreover, in the case p ≥ 2,
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C′‖M∗−j‖γ
 ∑
|M∗−jr|≥δ
|r|qγ |f̂(r)|q
 1q , (30)
where C, C′ do not depend on f and j.
Proof. As in Theorem 6, the operator Qj(f, ϕj , ϕ˜j) is well defined under our assumptions. Let us
check that for any s > 0 the Strang-Fix conditions of order s for ϕj and the weak compatibility
conditions for ϕj and ϕ˜j of order s are satisfied. Indeed, let n ∈ Zd, n 6= 0, r ∈ D(M∗j). If
|M∗−jr| ≤ δ, then ϕ̂j(M∗jn+ r) = 0; if |M∗−jr| > δ, then, by (27),
|ϕ̂j(M∗jn+ r)| ≤ C′ϕδ−sδs ≤ C′ϕδ−s|M∗−jr|s.
Thus, conditions (11) are satisfied with bn ≡ C′ϕδ−s. Similarly, for every r ∈ D(M∗j), using (27),
(28) and (10), we have
|1− ̂˜ϕj(r)ϕ̂j(r)| ≤ (1 + C′ϕCϕ˜)δ−sδs ≤ (1 + C′ϕCϕ˜)δ−s|M∗−jr|s,
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which implies that (12) is satisfied with b0 = (1 + C
′
ϕCϕ˜)δ
−s.
Now, taking into account Remark 5, we see that all assumptions of Lemma 3 are fulfilled with
any s > 0. Analyzing the proof of this lemma, we see that
J :=
∑
n∈Zd
∣∣∣∣∣∣f̂(n)− ϕ̂j(n)
∑
l∈Zd
f̂(n+M∗j l)̂˜ϕj(n+M∗j l)
∣∣∣∣∣∣
q
θqα(n)
≤ J00 + J110 + C2‖M∗j‖αq‖M∗−j‖qγ‖f‖q,OutAγq ,j ,
(31)
Obviously,
‖f‖q,Out
Aγq ,j
≤ 2qγ
∑
|M∗−jr|≥δ
|r|qγ |f̂(r)|qγ .
Repeating step by step the estimates for J00 and J110, using (28), (26), and Remark 5, and taking
into account that ‖M∗j‖−1 ≤ ‖M∗−j‖, we obtain
J00 = 2
q/p
∑
r∈D(M∗j)
|f̂(r)|q |1− ̂˜ϕj(r)ϕ̂j(r)|qθqα(r)
≤ 2q(α+1/p)bq0‖M∗j‖αq‖M∗−j‖(s+α)q
∑
|M∗−jr|≥δ
|r|q(s+α)|f̂(r)|q
(32)
and
J110 = 2
2q
p
∑
r∈D(M∗j)
∑
k 6=0
|ϕ̂j(r +M∗jk)|q|f̂(r)̂˜ϕj(r)|qθqα(r +M∗jk)
≤ 2q(α+2/p)δ−sC′ϕCqϕ˜CqR,α‖M∗j‖2αq‖M∗−j‖(s+α)q
∑
|M∗−jr|≥δ
|r|q(s+α)|f̂(r)|q ,
where CR,α is the constant from Remark 5. Substituting these relations into (31) and choosing
s = γ − α, we obtain (29).
To prove (30) it remains to set α = 0 and combine (29) with (21). ✸
Note that relation (30) with p =∞ is a periodic analog of Theorem 15 in [24], which, in turn, is
a generalization of Brown’s inequality, see [6].
Proposition 13 If under the assumptions of Theorem 12, equality (28) holds for all l ∈ D(M∗j)
and specϕj ⊂ D(M∗j), then
‖f −Qj(f, ϕj , ϕ˜j)‖Aαq ≤ C‖M
∗j‖α‖M∗−j‖γ
 ∑
r 6∈D(M∗j)
|r|qγ |f̂(r)|q
 1q , (33)
and moreover, in the case p ≥ 2,
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C′‖M∗−j‖γ
 ∑
r 6∈D(M∗j)
|r|qγ |f̂(r)|q
 1q , (34)
where C and C′ do not depend on f and j.
Proof. Analyzing the proof of Theorem 12, we see that under our assumptions J00 = J110 = 0
and
‖f‖q,Out
Aγq ,j
≤ 2qγ
∑
r 6∈D(M∗j)
|r|qγ |f̂(r)|qγ .
Using this and taking into account Remark 7, we obtain (33) and (34). ✸
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4.2 Lp-errors using the best approximation
In this section, we will show that in some partial cases the results obtained in the previous sections
can be sharpened and extended to a wider class of functions f than those considered in Theorems 6,
9, and 12. Moreover, we show that the Lp-error estimates for Qj(f, ϕj , ϕ˜j) can be given using the
best approximation.
We restrict ourselves to the case of a diagonal dilation matrixM = diag(m1,m2, . . . ,md),mj ∈ Z,
and the case {ϕj}j ∈ B, where B = Bδ,R is the class of sequences of trigonometric polynomials
introduced in Section 4.1.
We need to specify the class of tempered distributions {ϕ˜j}j. We will say that a sequence of
tempered distributions {ϕ˜j}j belongs to the class S ′N,p for some N ≥ 0 and 1 ≤ p ≤ ∞ if it
satisfies (10) and for any trigonometric polynomial Tn such that specTn ⊂ {k ∈ Zd : |M−nk| ≤ 1},
one has
‖Tn ∗ ϕ˜j‖p ≤ Cϕ˜,pmNd (n−j)‖Tn‖p for all n ≥ j, j, n ∈ N. (35)
Note that in the case of p = 2 and an isotropic matrix M , conditions (10) imply inequality (35).
As a simple example of {ϕ˜j}j ∈ S ′N,p, we can take distributions {ϕ˜j}j corresponding to some
differential operator. Namely, let d = 1 and ̂˜ϕj(l) = ∑0≤β≤N cβ(2πiM−j l)β, N ∈ Z+, j ∈ N, then
by the well-known Bernstein inequality for trigonometric polynomials ‖T (r)n ‖Lp(T) ≤ nr‖Tn‖Lp(T)
(see, e.g., [39, p. 215]), we easily derive that {ϕ˜j}j ∈ S ′N,p.
We will also use the following class of sequences Lp, 1 ≤ p ≤ ∞. We will say that a sequence
{ϕ˜j}j belongs to Lp if for all j ∈ N
‖ϕ˜j‖Lp,j :=
mj ∫
M−jTd
(
1
mj
∑
k∈D(Mj)
|ϕ˜j(x−M−jk)|
)p
dx
 1p <∞ if 1 ≤ p <∞
and
‖ϕ˜j‖L∞,j :=
1
mj
sup
x∈Rd
∑
k∈D(Mj)
|ϕ˜j(x−M−jk)| <∞ if p =∞.
An important example of {ϕ˜j}j ∈ Lp is given by the normalized characteristic functions of
M−j[− 12 , 12 )d, ϕ˜j(x) = mjχM−j [− 12 , 12 )d(x). It is worth noting that such ϕ˜j provide a periodic coun-
terpart of Kantorovich-Kotelnikov operators studied in [25].
For any d× d-matrix A, we denote
TA := {T : specT ⊂ {k ∈ Zd : |A−1k| < 1}}.
The error of the best approximation of f ∈ Lp by trigonometric polynomials T ∈ TA is defined by
EA(f)p := inf {‖f − T ‖p : T ∈ TA} .
We will use the following anisotropic Besov spaces with respect to the matrix M . We will say
that f ∈ Bsp,q(M), 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and s > 0, if f ∈ Lp and
‖f‖Bsp,q(M) := ‖f‖p +
( ∞∑
ν=1
m
s
d
qνEMν (f)
q
p
) 1
q
<∞.
For simplicity, we will also denote
‖{ak}k‖ℓ
p,Mj
:=

(
1
mj
∑
k∈D(Mj)
|ak|p
) 1
p
, if 1 ≤ p <∞,
sup
k∈D(Mj)
|ak|, if p =∞.
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Lemma 14 Let 1 ≤ p ≤ ∞ and Tj ∈ TλMj for some λ > 0. Then, for any j ∈ N,∥∥{Tj(M−jk)}k∥∥ℓ
p,Mj
≤ C‖Tj‖p,
where the constant C depends only on p, d, and λ.
Proof. In the case p = ∞, the proof is obvious. The case 1 ≤ p < ∞ directly follows from the
following Marcinkiewicz-Zygmund type inequality (see [29])
m∑
j=1
|Tn(τj)|p ≤ (p+ 1)e
2
(
2n+
1
δ
)∫ 1
0
|Tn(x)|pdx,
where Tn is a univariate trigonometric polynomial of degree at most n, −1/2 ≤ τ1 < τ2 < · · · <
τm < 1/2, and δ = min{τ2 − τ1, τ3 − τ2, . . . , τm − τm−1, 1− (τm − τ1)}. ✸
Lemma 15 Let 1 ≤ p ≤ ∞, N ≥ 0, δ ∈ (0, 1/2), ϕ˜ ∈ S ′N,p, and f ∈ Bd/p+Np,1 (M). Suppose that the
polynomials Tµ, µ ∈ Z+, are such that specTµ ⊂ D(Mµ) and
‖f − Tµ‖p ≤ σEδMµ (f)p
with some constant σ independent of f and µ. Then the sequence {〈Tµ, ϕ˜j(· −M−jk)〉}∞µ=0 con-
verges uniformly with respect to k ∈ Zd and j ∈ N, and the limit does not depend on the choice of
polynomials Tµ. Moreover, for all n ∈ N,
∞∑
µ=n
‖{〈Tµ+1 − Tµ, ϕ˜j(· −M−jk)〉}k‖ℓ
p,Mj
≤ Cm−( 1p+Nd )j
∞∑
µ=n
m(
1
p
+N
d
)µEδMµ (f)p,
where the constant C depends only on d, p, M , and σ.
Proof. Let n ≥ j, n ∈ N. Using Lemma 14, condition 35, we obtain
∞∑
µ=n
‖{〈Tµ+1, ϕ˜j(· −M−jk)〉 − 〈Tµ, ϕ˜j(· −M−jk)〉}k‖ℓ
p,Mj
=
∞∑
µ=n
‖{〈Tµ+1 − Tµ, ϕ˜j(· −M−jk)〉}k‖ℓ
p,Mj
=
∞∑
µ=n
‖{(T−µ+1 − T−µ ) ∗ ϕ˜j(M−jk)}k‖ℓp,Mj
≤ m− jp
∞∑
µ=n
m
µ
p ‖{(T−µ+1 − T−µ ) ∗ ϕ˜j(M−µk)}k‖ℓp,Mµ ≤ C1m−
j
p
∞∑
µ=n
m
µ
p ‖(T−µ+1 − T−µ ) ∗ ϕ˜j‖p
≤ C2m−(
1
p
+N
d
)j
∞∑
µ=n
m(
1
p
+N
d
)µ‖T−µ+1 − T−µ ‖p ≤ C2m−(
1
p
+N
d
)j
∞∑
µ=n
m(
1
p
+N
d
)µEδMµ (f)p.
(36)
The latter series is convergent since f ∈ Bd/p+Np,1 (M), which yields that the sequence {〈Tµ, ϕ˜j(· −
M−jk)〉}∞µ=1 is convergent for every k ∈ Zd and j ∈ N. By analogy with (36), it is also easy to check
that the limit does not depend on the choice of functions Tµ. ✸
In the previous section, the operator
Qj(f, ϕj , ϕ˜j) =
1
mj
∑
k∈D(Mj)
〈f, ϕ˜j(· −M−jk)〉ϕj(· −M−jk),
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was considered for functions f whose Fourier coefficients decay sufficiently fast. In particular, sup-
posing that (10) holds and f ∈ Aγq with γ ≥ N , we defined the inner product by
〈f, ϕ˜j(· −M−jk)〉 =
∑
l∈Zd
f̂(l)̂˜ϕj(l)e2πi(k,M∗−j l). (37)
Taking into account Lemma 15 and using condition (35), we extend the functional 〈f, ϕ˜j(·−M−jk)〉
from f ∈ Aγq to the Besov spaces Bd/p+Np,1 (M) as follows.
Definition 16 Let 1 ≤ p ≤ ∞, N ≥ 0, ϕ˜ ∈ S′N,p, and the polynomials Tµ be as in Lemma 15. For
every f ∈ Bd/p+Np,1 (M) and k ∈ Zd, we set
〈f, ϕ˜j(· −M−jk)〉 := lim
µ→∞
〈Tµ, ϕ˜j(· −M−jk)〉, j ∈ N.
Now, if ϕ˜ ∈ S′N,p, then the quasi-projection operators
Qj(f, ϕ, ϕ˜) =
∑
k∈Zd
〈f, ϕ˜j(· −M−jk)〉ϕj(· −M−jk)
are defined on the space B
d/p+N
p,1 (M) for a wide class of appropriate functions ϕ.
Note that below we will consider the operators Qj(f, ϕ, ϕ˜) for the sequences {ϕ˜j}j belonging to
Lq. In this case, the inner product 〈f, ϕ˜j(· −M−jk)〉 has sense for any f ∈ Lp, 1/p+ 1/q = 1. As
usual, we have 〈f, ϕ˜j(· −M−jk)〉 =
∫
Td
f(t)ϕ˜j(t−M−jk)dt.
In what follows, a Fourier multiplier operator associated with a function ϕj is denoted by Sϕj ,
i.e. for any function f ∈ Lp, 1 ≤ p ≤ ∞, we set
Sϕj (f ;x) :=
∑
k∈Zd
ϕ̂j(k)f̂(k)e
2πi(k,x).
Denote also
Kϕj,q := sup
‖f‖q≤1
‖Sϕj(f ; ·)‖q.
The standard example of such operators is the partial sums of Fourier series. For example, if
ϕ̂j(ξ) = χMj [− 12 , 12 )d(ξ), then Sϕj represents the rectangular partial sums of Fourier series and
Kϕj,q ≍
{
1, 1 < q <∞,
jd, q = 1 or ∞.
We will need the following two auxiliary lemmas.
Lemma 17 Let 1 ≤ p ≤ ∞, 1/p+1/q = 1, {ak}k∈D(Mj) ∈ C, and {ϕj}j ∈ B. Then, for any j ∈ N,∥∥∥∥ 1mj ∑
k∈D(Mj)
akϕj(· −M−jk)
∥∥∥∥
p
≤ CKϕj ,q ‖{ak}k‖ℓ
p,Mj
.
where the constant C does not depend on j and {ak}.
Proof. Consider the case 1 ≤ p <∞. By duality, we can find a function gj such that ‖gj‖q ≤ 1 and∥∥∥∥ ∑
k∈D(Mj)
akϕj(· −M−jk)
∥∥∥∥
p
=
∣∣∣∣〈 ∑
k∈D(Mj)
akϕj(· −M−jk), gj
〉∣∣∣∣
=
∣∣∣∣ ∑
k∈D(Mj )
ak〈ϕj(· −M−jk), gj〉
∣∣∣∣. (38)
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Applying Ho¨lder’s inequality and Lemma 14, taking into account that 〈ϕj(· −M−jk), gj〉 = ϕj ∗
gj
−(−M−jk) and ϕj ∗ g−j ∈ TRMj , we obtain
∑
k∈D(Mj)
|ak〈ϕj(· −M−jk), gj〉| ≤
( ∑
k∈D(Mj)
|ak|p
) 1
p
( ∑
k∈D(Mj)
|〈ϕj(· −M−jk), gj〉|q
) 1
q
≤ C
( ∑
k∈D(Mj)
|ak|p
) 1
p
mj/q‖ϕj ∗ g−j ‖q ≤ C
( ∑
k∈D(Mj)
|ak|p
) 1
p
mj/qKϕj ,q‖gj‖q
≤ CmjKϕj,q ‖{ak}k‖ℓ
p,Mj
.
(39)
Then, combining (38) and (39), we prove the lemma for p 6= ∞. In the case p = ∞, the proof is
similar. ✸
Lemma 18 Let 1 ≤ p ≤ ∞, 1/p+ 1/q = 1, and {ϕ˜j}j ∈ Lq. Then, for any f ∈ Lp and j ∈ N, we
have ∥∥{〈f, ϕ˜j(· −M−jk)〉}k∥∥ℓ
p,Mj
≤ ‖ϕ˜j‖Lq,j‖f‖p.
Proof. In the case p =∞, the proof is obvious since ‖ϕ˜j‖L1,j = ‖ϕ˜j‖1. For p <∞, we have( ∑
k∈D(Mj)
|〈f, ϕ˜j(· −M−jk)〉|p
) 1
p
=
 ∑
k∈D(Mj)
∣∣∣∣ ∑
l∈D(Mj)
∫ l1+1
m
j
1
l1
m
j
1
dx1· · ·
∫ ld+1
m
j
d
ld
m
j
d
f(x)ϕ˜j(x −M−jk)dxd
∣∣∣∣p
 1p
=
 ∑
k∈D(Mj)
∣∣∣∣ ∫
M−jTd
∑
l∈D(Mj)
f(x+M−j l)ϕ˜j(x−M−j(k − l))dx
∣∣∣∣p
 1p
≤
∫
M−jTd
 ∑
k∈D(Mj)
∣∣∣∣ ∑
l∈D(Mj)
f(x+M−j l)ϕ˜j(x−M−j(k − l))
∣∣∣∣p

1
p
dx,
where the last formula follows from Minkowski’s inequality.
Next, applying Young’s inequality for the discrete convolution and Ho¨lder’s inequality, we derive
that the last expression can be estimated from above by
∫
M−jTd
 ∑
l∈D(Mj)
|f(x+M−jl)|p

1
p ∑
k∈D(Mj)
|ϕ˜j(x−M−jk)|dx
≤ ‖f‖p
∫
M−jTd
 ∑
k∈D(Mj)
|ϕ˜j(x−M−jk)|
q dx

1
q
= mj/p‖ϕ˜j‖Lq,j‖f‖p,
which proves the lemma. ✸
Now, we are ready to formulate and prove the main results of this section. We start from the
case of strictly compatible functions/distributions ϕj and ϕ˜j .
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Theorem 19 Let 1 ≤ p ≤ ∞, 1/p+ 1/q = 1, and N ≥ 0. Suppose that {ϕ˜j}j ∈ S ′N,p, {ϕj}j ∈ B
with respect to the parameter δ ∈ (0, 1/2), and ϕj and ϕ˜j are strictly compatible with respect to δ.
Then, for any f ∈ Bd/p+Np,1 (M) and j ∈ N, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ CKϕj ,qm−j(
1
p
+N
d
)
∞∑
ν=j
m(
1
p
+N
d
)νEδMν (f)p, (40)
if, additionally, {ϕ˜j}j ∈ Lq, then for any f ∈ Lp, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ CKϕj,q‖ϕ˜j‖Lq,jEδMj (f)p, (41)
where the constant C does not depend on f and j.
Proof. Let Tj ∈ TδMj be such that ‖f − Tj‖p = EδMj (f)p, then∥∥∥∥f − 1mj ∑
k∈D(Mj)
〈f, ϕ˜j(· −M−jk)〉ϕj(· −M−jk)
∥∥∥∥
p
≤ ‖f − Tj‖p +
∥∥∥∥Tj − 1mj ∑
k∈D(Mj)
〈Tj , ϕ˜j(· −M−jk)〉ϕj(· −M−jk)
∥∥∥∥
p
+
∥∥∥∥ 1mj ∑
k∈D(Mj)
〈f − Tj, ϕ˜j(· −M−jk)〉ϕj(· −M−jk)
∥∥∥∥
p
:= I1 + I2 + I3.
(42)
To estimate I2, we note that by Theorem 12,
Tj(x) − 1
mj
∑
k∈D(Mj)
〈Tj , ϕ˜j(· −M−jk)〉ϕj(x−M−jk) = 0,
which implies that
I2 = 0. (43)
Consider I3. Using Lemmas 17 and 15, we derive
I3 ≤ C1Kϕj,q‖{〈f − Tj, ϕ˜j(· −M−jk)〉}k‖ℓp,Mj
≤ C2Kϕj,q
∞∑
µ=n
‖{〈Tµ+1 − Tµ, ϕ˜j(· −M−jk)〉}k‖ℓ
p,Mj
≤ C3Kϕj,q
∞∑
µ=n
mµ(
N
d
+ 1
p
)EδMµ(f)p.
(44)
Then, combining (42), (43), and (44), we prove (40).
To obtain inequality (41), it is sufficient to use inequalities (42) and (43) as well as the following
estimate
I3 ≤ C4Kϕj,q‖{〈f − Tj, ϕ˜j(· −M−jk)〉}k‖ℓp,Mj ≤ C5Kϕj,q‖ϕ˜j‖Lq,j‖f − Tj‖p, (45)
which easily follows from Lemmas 17 and 18. ✸
Applying Hausdorff–Young’s inequality (21) to the right-hand sides of (40) and (41), we derive
the following improvements of the error estimate given in Theorem 12.
Corollary 20 Let 2 ≤ p ≤ ∞, 1/p + 1/q = 1, and N ≥ 0. Suppose that M = λId, λ > 1,
{ϕ˜j}j ∈ S ′N,p, {ϕj}j ∈ B with respect to the parameter δ ∈ (0, 1/2), and ϕj and ϕ˜j are strictly
compatible with respect to δ. Then, for any f ∈ Bd/p+Np,1 (M) and j ∈ N, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ CKϕj,qλ−j(
d
p
+N)
∞∑
ν=j
λ(
d
p
+N)ν
 ∑
|r|≥δλν
|f̂(r)|q
1/q
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if, additionally, {ϕ˜j}j ∈ Lq, then
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ CKϕj ,q‖ϕ˜j‖Lq,j
 ∑
|r|≥δλj
|f̂(r)|q
1/q ,
where the constant C does not depend on f and j.
In light of Proposition 13, it is not difficult to derive the following improvements of Theorem 19,
in which we replace the best approximation EδMj (f)p by
E∗Mj (f)p := inf
{‖f − T ‖p : specT ⊂ D(M j)} , j ∈ N.
Proposition 21 If under the assumptions of Theorem 19, equality (28) holds for all l ∈ D(M j)
and specϕj ⊂ D(M j), then, for any f ∈ Bd/p+Np,1 (M) and j ∈ N, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ CKϕj,qm−j(
1
p
+N
d
)
∞∑
ν=j
m(
1
p
+N
d
)νE∗Mν (f)p
if, additionally, {ϕ˜j}j ∈ Lq, then for any f ∈ Lp, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ CKϕj,q‖ϕ˜j‖Lq,jE∗Mj (f)p,
where the constant C does not depend on f and j.
Now, we consider the case of weakly compatible functions/distributions ϕj and ϕ˜j .
Theorem 22 Let 2 ≤ p ≤ ∞, 1/p+ 1/q = 1, and N ≥ 0. Suppose that {ϕ˜j}j ∈ S ′N,p, {ϕj}j ∈ B
with respect to the parameter δ ∈ (0, 1/2), and ϕj and ϕ˜j are weakly compatible of order s > 0.
Then, for any f ∈ Bd/p+Np,1 (M) and j ∈ N, we have
‖f−Qj(f, ϕj , ϕ˜j)‖p ≤ C
‖M−j‖s‖f‖InAsq,j +Kϕj,qm−j( 1p+Nd ) ∞∑
ν=j
m(
1
p
+N
d
)νEδMν (f)p
 (46)
if, additionally, {ϕ˜j}j ∈ Lq, then for any f ∈ Lp, we have
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ C
(‖M−j‖s‖f‖InAs,j +Kϕj,q‖ϕ˜j‖Lq,jEδMj (f)p) , (47)
where the constant C does not depend on f and j.
Proof. First, we prove inequality (46). Consider the de la Valle´e–Poussin means Vj(f) defined
by
Vj(f)(x) =
∑
k∈Zd
vδ(M
−jk)f̂(k)e2πi(k,x),
where vδ ∈ C∞(Rd), vδ(ξ) = 1 if |ξ| < δ and vδ(ξ) = 0 if ξ 6∈ (− 12 , 12 )d. As usual, we have for any
j ∈ N that
‖f − Vj(f)‖p ≤ (1 + ‖Vj‖1)EδMj (f)p ≤ cEδMj (f)p, (48)
where the constant c does not depend on j and f .
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Repeating the proof of Theorem 19 with Vj(f) instead of the polynomials of the best approxi-
mation Tj and using (48), we derive∥∥∥∥f − 1mj ∑
k∈D(Mj)
〈f, ϕ˜j(· −M−jk)〉ϕj(· −M−jk)
∥∥∥∥
p
≤
∥∥∥∥Vj(f)− 1mj ∑
k∈D(Mj)
〈Vj(f), ϕ˜j(· −M−jk)〉ϕj(· −M−jk)
∥∥∥∥
p
+ C1Kϕj ,qm
−j( 1
p
+N
d
)
∞∑
ν=j
m(
1
p
+N
d
)νEδMν (f)p := J1 + J2.
(49)
By Theorem 9, taking into account that the Strang-Fix conditions of order s for ϕj and the weak
compatibility conditions for ϕj and ϕ˜j of order s are satisfied (see the proof of Theorem 12), we
derive
J1 ≤ C2‖M−j‖s‖Vj(f)‖InAsq,j ≤ C3‖M
−j‖s‖f‖InAsq,j . (50)
Thus, combining (49) and (50), we prove (46).
The proof of estimate (47) is similar. One needs only to use inequality (45) instead of (44). ✸
Next, using the Hausdorff-Young inequality, we obtain the following corollaries, which provide
two shaper versions of Theorem 9.
Corollary 23 If under the assumptions of Theorem 22, {ϕ˜j}j ∈ Lq and f ∈ Aγq , where γ > 0, then
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ CKϕj,q‖M−j‖min{s,γ}‖f‖Aγq .
In particular, if M = λId, supj Kϕj,q <∞, and f̂(n) = O(|n|−κ) for some κ > d/q, then
‖f −Qj(f, ϕj , ϕ˜j)‖p = O(λ−jmin{s,κ−d/q}).
Corollary 24 If under the assumptions of Theorem 22, M = λId, 0 < s ≤ d/p + N , f ∈ Asq ∩
B
d/p+N
p,1 (M), then
‖f −Qj(f, ϕj , ϕ˜j)‖p ≤ CKϕj,qλ−js.
Remark 25 Note that this result provides a shaper version of Theorem 9 because there exist func-
tions f 6∈ Aγq , γ > d/p + N , for which conditions of Corollary 24 are valid. As an example in the
case d = 1, one can take the function
f(x) =
∞∑
k=1
eik log k
k
1
2+
1
p
+N+ε
e2πikx, ε > 0.
It follows from [44, Ch. V, Theorem 4.2] that f (N) ∈ Lip( 1p + ε) and, therefore, by the classical
Jackson inequality (see, e.g., [39, p. 260]), we have that Eλν (f)p = O(λ−γν) with γ = 1/p+N + ε,
which implies that f ∈ B1/p+Np,1 . At the same time, f ∈ Asq for s < γ − 1/q and f 6∈ Aγq .
5 Examples
1. In fact, for a sequence of periodic distributions {ϕ˜j} satisfying conditions (10) and such that
|̂˜ϕj(k)| ≥ c > 0 for k ∈ Zd : |M∗−jk| ≤ δ for any j ∈ N and some fixed δ ∈ (0, 12 ), an appropriate
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strictly compatible sequence of trigonometric polynomials ϕj can be constructed via defining its
Fourier coefficients by condition (28), namely
ϕ̂j(k) =
1̂˜ϕj(k) , k ∈ Zd : |M∗−jk| ≤ δ
and ϕ̂j(k) = 0 for others k ∈ Zd. Obviously, the sequence {ϕj}j belongs to B, and hence we are under
the assumptions of Theorem 12 or Theorem 19 (if {ϕ˜j}j ∈ S ′N,p and M is diagonal). For instance,
assume that ϕ˜j is a periodic distribution corresponding to some differential operator. Namely, let̂˜ϕj(k) = ∑
[β]≤N
cβ(2πiM
∗−jk)β , N ∈ Z+, c0 6= 0.
For any good enough function f , we have
〈f, ϕ˜j(· −M−jk)〉 =
∑
l∈Zd
f̂(l)̂˜ϕj(l)e2πi(M−jk,l) = ∑
[β]≤N
cβ
∑
l∈Zd
f̂(l)(−2πiM∗−jl)βe2πi(k,M∗−j l)
=
∑
[β]≤N
cβ [D
βf(−M−j·)](k) =: [Lf(M−j·)](k).
This sequence of periodic distributions ϕ˜j satisfies conditions (10). Since ̂˜ϕj(k) = P (M∗−jk), where
P is an algebraic polynomial and P (0) 6= 0, there exists δ > 0 such that |̂˜ϕj(k)| ≥ c > 0 whenever
k ∈ Zd : |M∗−jk| ≤ δ. In particular, if N = 0 and c0 = 1, then ̂˜ϕj(k) = 1 for k ∈ Zd. For the strict
compatibility, one can take ϕ̂j(k) = 1 for k ∈ Zd : |M∗−jk| ≤ 12 and ϕ̂j(k) = 0 for other k ∈ Zd, i.e.,
{ϕj}j is a sequence of Dirichlet-type kernels.
2. Let ̂˜ϕj(k) = 1 for k ∈ Zd. In order to achieve only the weak compatibility, we can take
truncated Fejer-type kernels ϕj defined by
ϕ̂j(k) =
{
1− CF ‖M∗−jk‖∞, if |M∗−jk| ≤ δ,
0, otherwise,
where δ ∈ (0, 12 ) and CF is a positive real number. In this case
1− ̂˜ϕj(k)ϕ̂j(k) = CF ‖M∗−jk‖∞ ≤ CF |M−jk|, k ∈ D(M∗j),
which means that compatibility condition (12) is valid for s = 1. Thus, we are in case of Theorem 22.
Alongside, consider the following Fejer-type kernels defined by
ϕ̂j(k) =
{
1− CF ‖M∗−jk‖∞, if ‖M∗−jk‖∞ ≤ 1,
0, otherwise.
In this case, we have to check the Strang-Fix conditions only for points M∗jn+ r, where ‖n‖∞ = 1
and r ∈ D(M∗j). Then
|ϕ̂j(M∗jn+ r)| = |1− ‖n+M∗−jr‖∞| = |‖n‖∞ − ‖n+M∗−jr‖∞| ≤ ‖M∗−jr‖∞ ≤ |M−jr|.
Therefore, the Strang-Fix condition of order 1 for the sequence {ϕj}j is satisfied. So, we are under
assumptions of Theorem 6 or Theorem 9 with s = 1.
3. Next, we discuss sequences {ϕj}j obtained by periodization of splines, which are applicable
in Theorem 6 or 9. We restrict ourselves to the case d = 1, and M is an integer greater than 1.
Assume that ϕs is a B-spline of an even order s, whose Fourier transform is given by
ϕ̂s(ξ) =
(
sinπξ
πξ
)s
. (51)
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Recall that suppϕs ⊂ [−s/2, s/2] and the non-periodic Strang-Fix conditions of order s are valid
for ϕs. Therefore, after periodization of ϕs by (9), we obtain the functions ϕsj(x) whose Fourier
coefficients are
ϕ̂sj(k) =
(
sinπ kMj
π kMj
)s
.
In fact, after periodization for a big enough j (such that [− s/2Mj , s/2Mj ] ∈ [−1/2, 1/2]) we have ϕsj(x) =
ϕs(M jx) for x ∈ [−1/2, 1/2], i.e. ϕsj is a contracted B-spline ϕs.
Now, check that the periodic Strang-Fix conditions of order s for the sequence {ϕsj}j are valid
and the corresponding sequence {bn}n from (11) belongs to ℓq for any q > 1. Indeed, let n 6= 0 and
r ∈ D(M j), then
|ϕ̂sj(M jn+ r)| =
∣∣∣∣∣ sinπM
jn+r
Mj
πM
jn+r
Mj
∣∣∣∣∣
s
=
∣∣∣∣ sinπ rMjπ(n+ rMj )
∣∣∣∣s ≤ ∣∣∣∣ rMjn+ rMj
∣∣∣∣s ≤ 2s(2|n| − 1)s ∣∣∣ rM j ∣∣∣s .
Also, we have that bn =
2s
(2|n|−1)s , n 6= 0, which implies that {bn}n ∈ ℓq.
Next, for a given sequence {ϕ˜j}j, we can consider linear combinations of splines in order to
construct an appropriate sequence {ϕj}j. For instance, in order to reduce noise contribution, it is
reasonable to use smoothed version of samples instead of the exact samples of f (see, e.g. [43]). Let
ϕ˜j be such that
〈f, ϕ˜j(· −M−jk)〉 = 1
2
f(M−jk) +
1
4
f(M−j(k + 1)) +
1
4
f(M−j(k − 1)).
This means that ̂˜ϕj(k) = 12 + 12 cos 2π kMj . Thus, condition (10) is satisfied with N = 0. Consider a
periodized B-spline as a dual sequence {ϕsj}, whose Fourier coefficients are defined by (51). Therefore,
1− ̂˜ϕj(k)ϕ̂sj(k) = 1− (12 + 12 cos 2π kM j
)(
sinπ kMj
π kMj
)s
.
Since, by Taylor’s formula, f1(x) := 1 −
(
1
2 +
1
2 cos 2πx
) (
sinπx
πx
)s
= 16
(
6π2 + sπ2
)
x2 + O(x4) as
x → 0, it is clear that the order of compatibility cannot be better than 2. Thus, using Lagrange’s
reminder for the case s = 2, we can state that
|f1(x)| ≤ |x|
2
2!
max
x∈[−1/2,1/2]
|f ′′1 (x)| =
4
3
π2|x|2,
which implies
|1− ̂˜ϕj(k)ϕ̂sj(k)| ≤ 43π2
∣∣∣∣ kM j
∣∣∣∣2 , k ∈ D(M∗j).
Now, consider a linear combination of the shifted splines ϕsj , which allows to provide a better
order of compatibility. For instance, let ϕj := u1ϕ
s
j +
u2
2 ϕ
s
j(· + 1Mj ) + u22 ϕsj(· − 1Mj ). The Fourier
coefficients of ϕj are
ϕ̂j(k) =
(
u1
(
sinπ kMj
π kMj
)s
+ u2 cos
(
2π
k
M j
)( sinπ kMj
π kMj
)s)
. (52)
To find the compatibility order, we consider the function
f2(x) := 1−
(
1
2
+
1
2
cos 2πx
)(
sinπx
πx
)s
(u1 + u2 cos(2πx)).
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From its Taylor’s formula near the origin, we get
f2(x) = (1− u1 − u2) + π
2
6
x2 (u1s+ 6u1 + u2s+ 18u2) +O(x4).
It is clear that for s = 4, u1 = 11/6, u2 = −5/6, the first two terms are vanished. In order to get
constant value b0 from condition (12), Moreover, using Taylor’s reminder, we have
|f2(x)| ≤ |x|
4
4!
max
x∈[−1/2,1/2]
|f (IV )2 (x)| =
32
15
π4|x|4.
This yields the weak compatibility of order 4 for {ϕsj}j and {ϕ˜j}j, i.e.,
|1− ̂˜ϕj(k)ϕ̂j(k)| ≤ 32
15
π4
∣∣∣∣ kM j
∣∣∣∣4 , k ∈ D(M∗j).
A similar procedure can be applied for the construction of a sequence {ϕj}j , which is weakly
compatible with a sequence of distributions {ϕ˜j}j corresponding to some differential operator. For
instance, assume that ̂˜ϕj(k) = 1 + c1(2πiM−jk)2
and ϕ̂j(k) are defined by (52) with s = 4. Let us try to achieve the weak compatibility of order 4
for the corresponding sequences {ϕj}j and {ϕ˜j}j. For this, it is enough to apply Taylor’s formula
to the function
f3(x) := 1−
(
1 + c1(2πix)
2
)( sinπx
πx
)4
(u1 + u2 cos(2πx))
and chose u1 = 2c1 + 4/3 and u2 = 1− u1 in (52). In particular, if c1 = −1/4, then
|1− ̂˜ϕj(k)ϕ̂j(k)| ≤ 7
15
π4
∣∣∣∣ kM j
∣∣∣∣4 , k ∈ D(M∗j),
which implies the required fact.
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