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Abstract
Abstract
Ultrafast femtosecond (fs) pulsed lasers are capable of inducing a wide range of local
structural modifications inside transparent materials, enabling direct three dimen-
sional (3D) patterning of features inside monolithic samples. As such, direct laser-
writing of waveguides, gratings, and other optical components has attracted consid-
erable interest for the purpose of 3D optical integration. Much progress has been
made in writing index-gradient waveguides in glass, but such amorphous waveguides
are inherently passive structures. For the important class of active optics applica-
tions that require a second-order nonlinear optical response, glasses are fundamen-
tally unsuitable due to their isotropically disordered structure. Bulk single crystals
of non-centrosymmetric phases are typically used when such functionality is needed,
but by choosing specific glass compositions which crystallize into these phases, non-
linear optical properties may be introduced locally into a glass through laser-induced
crystallization.
In this dissertation, major issues of practical and theoretical importance for fs laser
crystallization are examined in the model LaBGeO5 glass system—including focal
depth effects, nucleation mechanisms, growth dynamics, and obtained morphologies—
in order to develop a model framework that guides the optimization of process param-
eters for obtaining high quality single crystal waveguides with functional capability.
Initiation of new crystals from bulk glass in this strongly glass-forming system in-
volves a complex multi-step process with a strong sensitivity to focal depth. The
key mechanism is identified as a reliance on heterogeneous nucleation to increase the
1
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nucleation rate to practical laboratory timescales, which is facilitated by the forma-
tion of free surface in the form of bubbles and the local composition modification
induced by the laser heating. The role of focal depth is to modulate the heat source
geometry through optical aberration and thereby influence the geometry of the melt,
the bubble distribution, and the element redistribution. The convergence of local
composition and local temperature at the bubble surface ultimately determines the
nucleation rate, so focal depth may be used as a process parameter to accelerate
crystallization.
If consistent heating conditions are desired at different focal depths, which would
generally be the case for 3D fabrication, aberration effects are detrimental. A novel
method is described for correcting aberration effects when irradiating through mul-
tiple refracting layers in order to produce consistent focal conditions at arbitrary
focal depths inside externally heated samples inside a closed furnace. This enables
simultaneous aberration correction and in-situ annealing, which is essential for the
suppression of cracks.
Patterning of continuous crystal features like waveguides requires scanning the focus
through the glass. Counterintuitively, a preferential and seemingly consistent lattice
orientation with respect to the scan direction is found to be associated with polycrys-
tallinity rather than single-crystallinity, as has generally been thought. Rather, the
retention of preferential orientation even across changes in scan direction arises from
directional filtering and competitive maximization of growth rate between grains
of multiple orientations, of which new instances are frequently attempted at the
growth front. Crystal lines exhibiting preferential orientation may thus contain many
2
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similarly-oriented but distinct grains separated by low-angle grain boundaries, and
these would generally be overlooked by low angular resolution optical methods of
assessment.
Nevertheless, irradiation conditions which are capable of suppressing this polycrys-
tallinity are identified and explained in terms of the collective interactions between
the laser-induced temperature gradient, the focal scan rate, the intrinsic tempera-
ture and orientation dependences of crystal growth rate, and the tendency of the
growth front to initiate competing grains. Single crystallinity of lines written under
these conditions is confirmed by high resolution electron backscatter diffraction, and
a model of the dynamics of fs laser-induced single-crystal growth is presented.
Finally, the waveguiding capability of fs laser-written single crystal lines inside a glass
is demonstrated and quantified for the first time. A substantial power transmission is
obtained in the case of the waveguide with the most consistent long-range uniformity.
This confirms the potential applicability of the technique for writing nonlinear optical
crystal waveguides, which until now has been largely hypothetical. This work thus
provides the proof-of-concept for three dimensional fabrication of functional single-
crystal waveguides inside glass.
3
Chapter 1
Introduction
1.1 Motivation
Modern telecommunications systems rely on optical networks of device elements such
as waveguides, splitters, modulators, filters, and amplifiers in order to transport
and manipulate photonic signals [1]. A major trend in optics has been a drive to-
ward integration; that is, replacing systems of large discrete components that provide
individual functions with compact and multifunctional photonic integrated circuits
(PICs), in much the same way that integration has led to modern electronic inte-
grated circuits. Such devices can offer several advantages compared to discrete sys-
tems including smaller size, lower power consumption, and better performance and
reliability through simplification of component coupling and packaging processes, as
well as lower cost through batch fabrication [2, 3]. The methods currently employed
for fabricating PICs are suitable for planar geometries, but achieving a high density
4
Chapter 1. Introduction
of device elements requires moving to 3D systems [1]. This should be particularly
important for practical implementation of optical computing and new forms of high
density optical memory.
The development of ultrafast femtosecond (fs) lasers introduced a promising route
for producing 3D integrated devices. These lasers are capable of inducing a wide
range of local structural modifications inside transparent materials, enabling direct
3D patterning of features inside monolithic samples. Great strides have been made
in writing index-gradient waveguides in glass through ultrafast pulsed laser-induced
densification [4–7]. Nevertheless, amorphous waveguides are inherently passive struc-
tures. For active manipulation and processing of photonic signals, nonlinear optic
crystals are required. Such crystals are used extensively in modulators and wave-
length converters, and with appropriate doping they are useful as gain media or laser
materials. The ability to pattern optical crystals in glass is therefore essential for
3D laser-fabricated PICs to achieve broad impact; without active elements, their
capabilities would be severely limited.
Femtosecond laser-induced crystallization has been reported for several phases, but
the current body of literature does not go far beyond just demonstrating the pos-
sibility. A much better understanding of the process is necessary for the technique
to move beyond the early proof-of-concept stage toward practical applicability. This
dissertation aims to address this need by providing an in-depth study of the underly-
ing crystallization mechanisms and growth dynamics, explaining the principles that
govern how different irradiation conditions yield particular outcomes, and confirming
basic functionality of fs laser-crystallized structures.
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1.2 Background
1.2.1 History of laser micro-fabrication
Direct laser writing of functional microstructures for integrated optics and data stor-
age has been the subject of much research since the 1970s, with great advances
made in the development and commercialization of optical data storage via laser-
crystallization and photomelting of Ge-As-Te films [8, 9]. Other early efforts utilized
photo-activated chemical reactions or diffusion processes to pattern surface features
and waveguides on various substrates [10–17]. In 2002-2003, Honma et al. intro-
duced the method of selective ion heat processing and demonstrated crystallization
of nonlinear optical single-crystal lines [18–21]. Since then, much of the effort in laser
direct-writing research has been directed toward studies of laser-induced crystalliza-
tion of functional phases [22–34].
In the 1990s, much of the interest in laser micro-fabrication and the physics of laser-
matter interaction shifted to ultrafast pulsed lasers. These lasers introduced the
possibility of microfabrication in three dimensions (3D), with exciting implications
for compact integrated optics. Direct writing of waveguides and gratings inside bulk
glass in 3D were demonstrated by this method [35–37], followed by other more ex-
otic modifications [38–41] including crystallization of nonlinear optic crystals [42–49].
The ability to pattern different functional structures inside glass in three dimensions
introduced the possibility of creating compact and robust 3D micro-optical circuits
and 3D optical memory systems. The precipitation of crystalline phases is particu-
larly interesting because it offers space-selective activation of unique properties (e.g.
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ferroelectric, ferromagnetic, thermoelectric, and second-order nonlinear optic effects)
that are inherently forbidden in isotropic amorphous materials but can be very large
in certain crystals.
1.2.2 Crystal nucleation and growth in glass
Glassy materials are out-of-equilibrium solids with disordered atomic structures re-
sembling those of the liquid phase [50]. Although crystalline phases become more
energetically favorable than the liquid phase below the melting temperature of a
given system, crystallization does not necessarily occur immediately at the melting
point, and the liquid phase may persist in a supercooled state. This is a conse-
quence of three main factors: (1) Phase transformation is not instantaneous but
proceeds through nucleation and growth processes which require the creation of en-
ergetically unfavorable interfaces that counter the thermodynamic driving force for
phase change; (2) nucleation and growth are kinetic processes occurring on timescales
that vary strongly with melt viscosity, such that high viscosity melts may tolerate
relatively long exposures to high temperature before crystals have time to initiate;
and (3) crystal growth rates exhibit maxima at higher temperatures than crystal
nucleation rates (Fig. 1.1), but growth can only occur when nuclei are present, so
upon cooling a melt will encounter the growth range before nuclei have formed and
will form nuclei only after passing through the fastest growth range. On heating,
the order is reversed and the situation is therefore much more conducive to crystal
growth. In the following sections, the classical crystal nucleation and growth models
from Varshneya’s Fundamentals of Inorganic Glasses [50] are reviewed.
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1.2.2.1 Bulk nucleation theory
Although a more accurate model of nucleation should likely involve consideration of
specific atomic rearrangements and crystal anisotropies, nucleation inside a uniform
bulk phase (homogeneous nucleation) is usually idealized as the formation of a small,
continuous, and spherical phase within a continuous matrix of another phase. Below
the melting temperature (Tm), formation of a spherical nucleus should cause a reduc-
tion in free energy proportional to the volume of the sphere. Although this creates
a driving force for phase change, the interface between the nucleus and the matrix
contributes an increase in free energy proportional to the area of the sphere. The
combined effect describes the free energy change as a function of nucleus radius, r:
∆G =
4
3
pir3∆Gv + 4pir
2γ (1.1)
The effects of these competing terms are illustrated in Fig. 1.2. The change in
free energy associated with volumetric phase change ∆Gv is negative (energetically
favorable) below Tm, and its magnitude increases with undercooling. The surface
energy γ is always positive (energetically unfavorable). The squared term dominates
at very small r, such that very small nuclei with radii below some critical radius r∗
are unstable and tend to redissolve. However, if a nucleus does reach a size r > r∗,
further growth then produces a decrease in free energy, and the nucleus becomes
stable and may continue to grow at a rate determined by the temperature and the
kinetics of the system. Since r∗ represents the maximum of the curve in Fig. 1.2, it
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can be obtained by setting the derivative of Eq. 1.1 equal to zero and solving for r,
yielding Eq. 1.2:
r∗ = − 2γ
∆Gv
(1.2)
The thermodynamic barrier to nucleation (or the work of nucleation) is then given
by
∆G∗ = ∆G(r∗) =
16piγ3
3(∆Gv)2
(1.3)
Since growth is thermodynamically unfavorable until a critical size is exceeded, the
formation of critical nuclei relies on thermal fluctuations to create sufficiently large
local atomic rearrangements into crystalline or crystal-like structures to overcome
∆G∗. The probability of a random fluctuation happening to yield a crystalline ar-
rangement decreases quickly as the number of involved atoms increases, so generally
many sub-critical nuclei should form and redissolve before a stable nucleus appears.
These atomic rearrangements associated with nucleation have an additional kinetic
energy barrier ∆EI which can be considered the activation energy for these short-
range motions. This term is closely related to the viscosity, which itself varies by
orders of magnitude within the temperature range between melting and glass for-
mation. The total nucleation rate can then be estimated by Boltzmann statistics
according to Eq. 1.4:
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I = nv exp
(−N∆G∗
RT
)
(1.4)
Here n is volume density of atoms, v is the atomic vibration frequency (often esti-
mated as ∼ 10−15 s), and the product nv then represents an attempt frequency and
the upper limit on nucleation rate if every attempt were to succeed.
1.2.2.2 Heterogeneous nucleation theory
Nucleation rates in the bulk phase can be high in some systems, but usually nucleation
occurs preferentially at surfaces and defects, referred to as heterogeneous nucleation.
In this situation, instead of a single type of surface (crystal-liquid), there will be
three types of surfaces (crystal-liquid, crystal-substrate, and liquid-substrate) with
corresponding surface energy terms γcl, γcs, γls representing the free energy cost
of each type of surface per unit area. By nucleating a new phase on the existing
substrate, the total energy of the liquid-substrate interface can be reduced at the
cost of creating new crystal-liquid and crystal-substrate interfaces, which will have
their own surface energy contributions. The total change in free energy for a single
nucleus is then:
∆G = Vc∆Gv +Acs (γcs − γls) +Aclγcl (1.5)
Generally, for a flat substrate, the nucleus is approximated as a truncated sphere that
can be expressed in terms of radius r and contact angle θ (Fig. 1.3 (a)).
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The balance between interfacial energies determines the value of θ that will maximize
the reduction in free energy. Considering only the surface energy terms, the total
change in surface energy with area is minimized by setting the derivative equal to
zero,
0 = dAcs (γcs − γls) + dAclγcl (1.6)
Within the infinitesimally small regions of surfaces represented by dA, the curvature
of the of the crystal-liquid interface approaches linearity; and at edge of the nu-
cleus where the crystal-liquid and crystal-substrate interfaces meet, the relationship
between dAcs and dAcl can be obtained geometrically (Fig. 1.3(b)) yielding:
dAcl
dAcs
= cos θ (1.7)
Combining this with Eq. 1.6 yields Young’s equation for contact angle:
cos θ =
(γls − γcs)
γcl
(1.8)
The volume of the sphere section is given by
Vc =
pir3
3
(1− cos θ)2 (2 + cos θ) (1.9)
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While the areas of the flat (crystal-substrate) and curved (crystal-liquid) sections of
the crystal are, respectively,
Acs = pir
2 sin2 θ (1.10)
and
Acl = 2pir
2 (1− cos θ) (1.11)
Altogether,
∆G =
∆Gvpir
3
3
(1− cos θ)2 (2 + cosθ) + (γcs − γls)pir2 sin2 θ + γcl2pir2 (1− cos θ)
(1.12)
Combining Eq. 1.12 with 1.8 yields
∆G =
∆Gvpir
3
3
(1− cos θ)2 (2 + cosθ)− γclpir2
[
cos θ sin2 θ − 2(1− cos θ)] (1.13)
The critical radius r∗ can again be found by setting the derivative equal to zero and
solving for r:
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r∗ =
2γcl
[
cos θ sin2 θ − 2(1− cos θ)]
∆Gv(1− cos θ)2(2 + cos θ) = −
2γcl
∆Gv
(1.14)
This turns out to simplify to the same expression for r∗ as in the homogeneous
case, but since the sphere is truncated by the substrate, the same radius corresponds
to a progressively smaller volume as the contact angle is decreased. Thus, in the
heterogeneous case
∆G∗ =
(
16piγ3cl
3(∆Gv)2
)(
(1− cos θ)2(2 + cos θ)
4
)
(1.15)
The first term is equivalent to the homogeneous nucleation barrier, but the second
term varies between 1 and 0 as the contact angle is decreased. For a fully non-wetting
system (contact angle 180◦), since there is effectively no contact area, the energy
barrier simply remains equal to that of the homogeneous case. For a fully wetting
system (contact angle 0), the energy barrier to nucleation disappears completely. For
intermediate degrees of wetting, the energy barrier is decreased accordingly. For this
reason, heterogeneous nucleation may be much faster than nucleation in bulk.
1.2.2.3 Crystal growth dynamics
Crystal growth can proceed once nuclei exceed the critical size. Crystal growth rates
are Arrhenius in nature, with both kinetic and thermodynamic terms. The classical
growth rate expression [50] is given by
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u = av exp
(
−∆E
′
RT
)[
1− exp
(
∆Gv
RT
)]
(1.16)
where a is the distance between atomic sites, v is the atomic vibration frequency
which here approximates the attempt frequency for an atom in the melt to attach
to the crystal surface, ∆E′ represents the kinetic barrier the atom must overcome
to successfully jump, and ∆Gv again represents the volumetric free energy change
associated with crystallization. The base attempt frequency represents the theoretical
maximum growth rate which would be obtained if every atomic vibration led to
successful incorporation into the crystal. The first exponential term containing ∆E′
captures the temperature-dependent kinetics which modulate this attempt frequency,
while the second exponential term containing ∆Gv captures the thermodynamics.
The kinetics in glass-forming supercooled liquids change dramatically over many or-
ders of magnitude as temperature is varied. In the Wilson-Frenkel Theory, the kinetic
activation energy for crystal growth is assumed to be the same as that for diffusive
flow. In this case, Eq. 1.16 may be rewritten in terms of the diffusion coefficient
D(T ),
u =
D(T )
a
(
1− exp
[
∆Hf∆T
RTTm
])
(1.17)
where ∆Hf is the heat of formation (latent heat of phase change), and ∆T is the
undercooling T − Tm (negative in the supercooled range) [50]. The Stokes-Einstein
14
Chapter 1. Introduction
relation can then be invoked to relate the growth rate to the glass viscosity. This
relation is given by
D(T ) =
kBT
6piη(T )r
(1.18)
where kB is Boltzmann’s constant, η is the melt viscosity, and r is the radius of the
diffusing species. Combining Eqs. 1.17 and 1.18 and assuming a = 2r yields
u =
kBT
3piη(T )a2
(
1− exp
[
∆Hf∆T
RTTm
])
(1.19)
This may be further multiplied by a fraction of surface area where growth sites are
available. Near Tm, viscosity is low and the thermodynamic term dominates, such
that the growth rate increases with decreasing temperature. However, the viscosity
increases dramatically over orders of magnitude as temperature decreases, and even-
tually the kinetic term dominates and growth rate decreases back to zero. A similar
trend for nucleation rate occurs, but growth rates peak closer to Tm while nucleation
rates peak closer to Tg. Their relative temperature dependences are shown in Fig.
1.1.
Because growth rates reach a maximum closer to the melting temperature, above the
peak nucleation range, crystallization progresses much more easily on reheating than
on cooling. Crystal growth rates also depend on compositional incongruence. For
congruent growth, in which the composition of the crystal is equivalent to that of the
supercooled liquid, the elements required to grow the crystal are always present near
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the interface, and growth rate depends mostly on the time required for short-range
atomic rearrangements.
For an incongruent system, in which the crystal composition varies from that of the
matrix, long-range diffusion becomes necessary. Species which are underrepresented
in the matrix will be scavenged by the crystal, creating a depletion zone near the
interface. Likewise, species which are overrepresented in the matrix will be rejected
by the crystal and will pile up near the interface. Growth in this case becomes
diffusion-limited: the time required for species to diffuse either toward or away from
the interface becomes the rate-limiting factor. Thus, crystal growth may initially be
rapid but will gradually slow down as the local composition at the interface becomes
increasingly unsuitable for supporting further growth.
Since growth rate depends on temperature and composition, gradients in tempera-
ture and composition at the crystal growth front can have major effects on growth
morphology. Consider a crystal interface which begins at some temperature T < TU ,
where TU is the temperature of maximum growth rate, and proceeds up a tempera-
ture gradient (such as growth toward a heat source). The temperature increases as
the crystal advances, with a corresponding increase in growth rate (Fig. 1.1). Thus,
the growth front accelerates. This acceleration tends to amplify small fluctuations in
growth rate, such that any small bump in an otherwise smooth interface will not only
grow faster than its surroundings, but will also accelerate faster in a runaway feed-
back process. Such an interface is unstable and will tend to break up into dendritic
growth [51].
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In contrast, if the same situation of growth up a temperature gradient is considered
for an interface at T > TU , the growth rate will decrease as the crystal advances to
higher temperatures. Fluctuations in growth across the interface will then be damped
and will not grow into dendrites, resulting in stable growth. In commercial growth
of homogeneous bulk single crystals, management of temperature and composition
gradients to yield stable growth and avoid microsegregation is a high priority [52,
53]. One must consider not only the heat flow through the sample and the melt,
but also the latent heat of solidification generated at the interface itself. In laser-
induced crystallization, the heat source is point-like or line-like and the temperature
gradient is inherently radial, so the ability to manipulate the temperature gradient
is rather limited. Additionally, laser-induced composition modification may create
destabilizing composition gradients near the interface even in congruent systems [54].
As such, obtaining stable growth in laser-patterning of crystals requires overcoming
several unique challenges.
1.2.3 Continuous-wave laser crystallization
A method for patterning crystalline features in glass by continuous-wave laser was
developed in the early 2000s by the Komatsu group at Nagaoka University of Tech-
nology. In this method, selective doping by transition metal or rare-earth ions is used
to achieve single-photon absorption. The choice of dopant and glass composition are
tailored to achieve specific nonlinear optic phases. The initial works targeted the
Ln2O3-Bi2O3-B2O3 system, where Ln is any of La, Sm, or Gd, and crystallization
of a metastable nonlinear optic BixLn1−xBO3 phase was demonstrated [18, 19]. The
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method was then extended to diverse application across different systems incorporat-
ing rare earth ions, including β-BaB2O4 (β-BBO) crystallization in a BaO-B2O3 glass
doped with Sm2O3 or Dy2O3 [20, 23]; Sm2Te6O15 crystallization in a BaO-Sm2O3-
TeO2 glass [21]; Sm2(MoO4)3 crystallization in Sm2O3-MoO3-B2O3 glass [22, 31];
LiNbO3 crystals in Li2O-Nb2O5-Sm2O3-SiO2-B2O3 glass [27]; and LaBGeO5 crystals
in La2O3-B2O3-GeO2 glass doped with Sm2O3 or Nd2O3 [29, 55].
By moving from rare earths to transition metals as the absorbing dopant, new sys-
tems and nonlinear optic phases become accessible. Examples include crystallization
of Ba2TiSi2O8 and Ba2TiGe2O8 in BaO-TiO2-SiO2 and BaO-TiO2-GeO2 glasses, re-
spectively, doped with NiO, Fe2O3, or V2O5 [24]; LiFePO4 in Li2O-FeO-Nb2O5-P2O5
glass [25]; ion conducting Li1.3Al0.3Ti1.7(PO4)3 crystals in Li2O-Al2O3-TiO2-P2O5
glass doped with NiO [28]; and LiNbO3 crystals in Li2O-Nb2O5-B2O3-SiO2 glass
doped with CuO [30, 32].
Initial works focused on dots and straight lines. A consistent tendency toward prefer-
ential orientation of the crystal lattice with respect to the direction of laser scanning
is also demonstrated in several reports, along with a very uniform appearance in po-
larized optical micrographs, which suggests that single-crystal lines could be obtained
[19, 20, 27, 29, 32]. The ability to pattern bends, curves, and complex shapes was also
demonstrated [23, 26, 29]. More recently, the focus has shifted to raster-patterning
of planes of crystal [30, 33, 34]. Continuous-wave laser-induced crystallization is
thus a quite versatile technique applicable to many systems and crystal geometries.
However, the reliance on single-photon absorption and sample doping fundamentally
restricts the technique to the vicinity of the surface. It is in this aspect of full three
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dimensionality which femtosecond laser-induced crystallization offers a distinct ad-
vantage.
1.2.4 Initial research in femtosecond laser crystallization
The first example of crystallization by femtosecond laser irradiation inside a trans-
parent glass appears to be the formation of nonlinear β-BaB2O4 (BBO) crystals in a
BaO-Al2O3-B2O3 glass, reported in 2000 by Miura, Qiu, Mitsuyu, and Hirao. [42].
Previous reports of laser-induced crystallization had involved conventional absorp-
tion of continuous-wave (cw) lasers by doping the glass with rare earths or transition
metals, leading to local heating and crystallization but limiting the effect to the
near-surface region. In contrast, crystallization by fs pulsed lasers was attributed
to nonlinear multiphoton absorption, which could be induced well below the glass
surface due to its large intensity dependence and the high peak intensity of tightly
focused ultrashort pulses (intensity here and throughout this work refers to power
transmission per unit area, also called irradiance). This first paper demonstrated a
gradual appearance of a frequency-doubled signal during prolonged irradiation un-
til, by 40 minutes, a strong second-harmonic peak completely dominated the optical
emission at the focus. The BBO phase was identified by x-ray diffraction (XRD), and
the 3D capability of the technique was illustrated by growing a crystal line vertically
through the sample. A large qualitative difference was also evident between crystal
regions written at different speeds. A detailed crystallization mechanism was not
proposed at this point.
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In 2004, Qiu and Hirao along with several co-authors [43] performed a Raman spec-
troscopy study of fs laser crystallization in three different glasses, identifying BBO,
LiNbO3, and Ba2TiO4 crystals and showing a gradual increase of crystalline Ra-
man peak intensity over continued irradiation time. Although XRD is a more stan-
dard phase identification technique, confocal Raman allows much more precision in
measuring different points along the incident beam axis, making it well suited to
characterizing small and localized subsurface modifications like fs laser-crystallized
features.
In the next year, Miura and Hirao and a new set of co-authors in Japan [45] reported
crystallization of LiNbO3, BaTiO3, and Ba2TiSi2O8 phase in several different glass
systems and discussed thermal accumulation with high repetition rate (e.g. 200 kHz)
as the primary crystallization mechanism. Lower repetition rates (e.g. 1 kHz) were
found to be too slow to sustain continuous heating. Besides demonstrating the gen-
eral viability of the technique for a range of systems, this work included an elemental
analysis which showed strong radial segregation of elements within the heat affected
volume. The likely importance of this microsegregation was noted, for example in
the precipitation of LiNbO3 in local Nb-enriched regions around the outside of the
heat modification. With the aid of this composition information and the expecta-
tion of a radial temperature decline from a high temperature central heat source, a
process of thermal gradient-driven migration of constituent elements outward and a
corresponding ring-shaped nucleation region with subsequent inward crystal growth
was proposed. A wide range of crystallization onset times from 1 s to 30 min was also
noted between the various glass samples, attributed to differences in glass thermal
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stability, and a significant anisotropy in the shape of the crystallized volume along the
direction of beam propagation was recognized as a possible consequence of filamen-
tation via the Kerr effect. The same year, Qiu and a new set of co-authors in China
reported crystallization of Ba2TiO4 and anatase TiO2 after 20 minutes of irradiation.
In this case, Raman peaks corresponding to both TiO2 and Ba2TiO4 were observed
in all the spectra exhibiting crystalline features, suggesting not only that both phases
were present, but that they were well-distributed through the crystallized volume (as
opposed to two distinct crystallites).
In 2006, a Canadian group took a different approach [56]. Using a photosensitive
Foturan glass, they were able to use low repetition rate pulses and subsequent heat
treatment to crystallize despite the lack of heat accumulation at 1 kHz. A very
large asymmetry was shown in crystal cross sections, and the elongation length was
correlated with the laser fluence. Filamentation was again invoked to explain this
behavior, with the calculated fluence threshold for filamentation corresponding fairly
well to the inflection point in their plot of elongation length vs. laser fluence. Since
filamentation is an intensity-dependent nonlinear process, and the intensity of each
pulse is much higher at low repetition rates (for a given average power), it is perhaps
not surprising that filamentation effects should be stronger with this approach than
with a high repetition rate.
Qiu’s group in 2007 produced three more papers discussing fs laser crystallization
of Ba2TiSi2O8 and Sr2TiSi2O8 [46–48]. The next year, they also reported crystal-
lization of Ba2TiGe2O8 [49]. Interestingly, while the silicate systems exhibited rapid
crystallization inside bulk glass within seconds, crystallization in the germanate glass
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was only seen when focusing at the surface even though the crystals were analogous.
The surface-initiated crystal could then be grown into the glass bulk, but with the
preceding crystal blocking part of the beam path. Perhaps for this reason, the qual-
ity of the resulting lines was rough. In contrast to the ring-shaped nucleation and
inward growth proposed by Miura et al. in 2005 for a stationary beam [45], Qiu’s
group proposed a model for growth with their vertically moving beam in which the
tip of the crystal grows radially outward and downward as the focal point descends.
Excepting our own publications, the most recent report of fs laser crystallization in
bulk glass comes again from Qiu and co-authors in 2011 [57]. This work is partic-
ularly interesting in that the glass composition was predominantly borosilicate with
4% GeO2, but the crystallized phase was identified as cubic Ge. This demonstrates
that major deviations of crystal stoichiometry from glass composition are possible,
although the small relative amount of Ge in the glass will necessarily limit the crys-
tallized volume. In this case, almost half the heat-affected volume shows evidence
of Ge crystals (indicated by color change), suggesting that many nano-scale crystal-
lites must be finely dispersed in this region rather than all the Ge consolidating into
one or a few larger crystals. That this region only appears in the upper half of the
heat-affected volume is also noteworthy. This asymmetry was attributed to spherical
aberration, but it is likely that elemental redistribution also plays a role.
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1.2.5 Physics of optical modification
In the following sections, the major optical processes involved with optical absorption
and nonlinearity are reviewed.
1.2.5.1 General absorption mechanisms
In the simplest sense, laser modification of a material involves an absorption of pho-
ton energy within the material and subsequent dissipation of that energy, which can
drive dynamic processes such as heating, ablation, diffusion, melting, densification,
viscoelastic deformation, and phase transformation. Absorption can occur through
several mechanisms involving a transfer of energy into either the electronic or vibra-
tional structure of the material. Photons in the infrared (IR) range have energies
comparable to the phonon energies of lattice vibration modes, so all materials ex-
hibit an IR absorption edge such that the energy of photons below the IR edge
will be coupled into lattice vibrations (multiphonon absorption) and result in mate-
rial heating. For higher energy photons, absorption can occur by a coupling of the
photon energy into electronic excitations (ionization). This process depends on the
electronic structure of the material: for an individual photon to transfer its energy
to a valence electron, there must be a free state available at the resulting energy
level for the electron to occupy. Insulators and semiconductors exhibit electronic
band gaps, forbidden energy ranges between the valence and conduction bands, so
ionization of an electron by a photon in these materials requires that the photon
energy exceeds the band gap energy. This results in an electronic absorption edge
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in the ultraviolet-visible (UV-Vis) range which, together with the IR edge, defines a
transmission window. Wavelengths of light within this window will not be absorbed
and can pass through the material under normal circumstances.
Quantitatively, absorption is usually described by the Beer-Lambert Law (Eq. 1.20),
which relates the absorptive attenuation of light intensity within a material to an
absorption cross-section σ, which quantifies the probability of an absorption event.
I
Io
= exp(−σlN) = exp(−αl) (1.20)
Here Io is initial intensity, l is the distance traveled within the absorbing medium,
and N is the number density of absorbing sites. The product of the number density
and the cross-section gives the wavelength-dependent material property known as
the absorption coefficient, α(λ). For photons within the transmission window, α
becomes close to zero (Fig. 1), although transmitted intensity may still be reduced
by reflection, scattering, and dispersion effects.
Equation 1.20 is sufficient for most situations, but it actually represents a special
case derived from a more general relation:
dI
dl
= −αI − α(2)I2 − α(3)I3 − ... = −
∞∑
n
α(n)In (1.21)
Here each n > 1 term corresponds to a nonlinear multiphoton ionization process in
which n photons impart their combined energy to an electron, such that the total
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energy is sufficient to exceed the band gap and excite the electron. The higher order
coefficients become progressively smaller since they are related to the probability of n
photons encountering the same electron at the same time. Thus, for most familiar sit-
uations the higher order terms can be neglected, leaving only the linear single-photon
term dominant and resulting in Eq. 1.20. However, since the higher order coefficients
are multiplied by increasing powers of intensity, higher order terms can become signif-
icant when optical intensity is high. In this case, light with photon energy within the
transmission window (so called sub-bandgap light, which would typically experience
transparency) can nonetheless be absorbed via multiphoton mechanisms. This offers
a unique route for internal modification of transparent materials.
1.2.5.2 Nonlinear absorption mechanisms
Multiphoton ionization is the starting point for a complex series of nonlinear absorp-
tion mechanisms that can occur at high optical intensity. Electrons promoted to the
conduction band by multiphoton absorption become mobile carriers which can then
absorb single photons, becoming further energized and accelerated. When the ex-
cess energy imparted by these linear absorption events exceeds the band gap energy,
collisions between energized conduction electrons and valence electrons become ener-
getic enough to knock additional valence electrons into the conduction band through
impact ionization (Fig. 1.5). This sets up a runaway avalanche ionization cascade
which can quickly populate a dense electron plasma.
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The presence of plasma dominates the optical properties of the material and strongly
affects further light propagation, primarily through strong linear absorption and a
defocusing effect due to a refractive index below 1 (a unique property of plasmas).
While the plasma population is sustained by multiphoton and impact ionizations, it
also decays as electrons relax and expel their excess energy in the form of photons
or phonons. The former case contributes to a broad white light continuum emission,
while the latter acts as a strong heat source. The plasma will only be generated and
can only be sustained where optical intensity is extremely high. Recall that intensity
here refers to power per unit area, while power refers to energy per unit time:
I =
P
A
=
E
At
[
J
m2s
]
. (1.22)
It is clear from Eq. 1.22 that intensity is increased when the laser energy is compressed
either temporally (i.e. ultrashort pulses) or spatially (i.e. tight focusing). Thus,
plasma generation by sub-bandgap light is typically only achieved by focused, high
energy ultrashort pulsed lasers, and is generally confined to a small volume close to
the focal point. This is the key advantage offered by high intensity ultrafast lasers: the
ability to highly localize absorption allows for 3D modification well below the surface
of transparent materials with negligible absorptive loss. However, the high optical
intensity and the presence of plasma also give rise to additional nonlinear processes
which can dramatically alter light propagation behavior and the focal intensity profile.
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1.2.6 Nonlinear optical phenomena
When a material is exposed to an electric field E, positively charged nuclei and
negatively charged electron clouds attempt to move in opposite directions, such that
their charge centers are no longer coincident. This creates a polarization P within
the material as each nucleus-electron cloud pair forms a dipole (a pair of opposite
charges separated by a distance). Much like Eq. 1.21, the most general expression
describing the relationship between P and E in a material is given by
P = ε0χ
(1)E + ε0χ
(2)E2 + ε0χ
(3)E3 + ... (1.23)
Here ε0 is the permittivity of free space, χ
(n) is the n-th order dielectric susceptibility
tensor, and P and E are both vector fields. The susceptibility tensor is a set of
constants related to a material’s atomic symmetries and how strongly it is polarized
by an electric field. The higher powers of E indicate the outer product (tensor
product), while the product with χ is the component-wise (Frobenius) inner product
(scalar product). When only the first term is significant, the higher-order terms can
be ignored, and a linear response between electric field and polarization is obtained.
As with Eq. 1.21, higher-order nonlinear terms become more significant at high
optical intensities, since the intensity of a laser pulse is proportional to the square of
its electric field amplitude. Terms higher than third order can generally be neglected.
If terms higher than third order are dismissed and a factor of E is removed from Eq.
1.23, it can be rewritten in terms of a single effective susceptibility which collects the
27
Chapter 1. Introduction
nonlinear terms:
P = ε0
(
χ(1) + ε0χ
(2)E + ε0χ
(3)E2
)
E = ε0χE (1.24)
This effective susceptibility can then be related to refractive index according to:
n2 = (1 + χ) =
(
1 + χ(1) + ε0χ
(2)E + ε0χ
(3)E2
)
(1.25)
As such, when nonlinear terms are significant, the refractive index exhibits an elec-
tric field dependence. This mechanism is responsible for several unique optical and
electro-optical phenomena. Odd-ordered terms in Eq. 1.23 have no symmetry re-
strictions, so third-order effects occur in all classes of transparent materials, including
glasses. So-called nonlinear optic glasses thus refer to those compositions and systems
with high χ(3) values, whereas nonlinear optic crystals are generally those exhibiting
high χ(2) values. The properties and applications of nonlinear optic crystals glasses
are thus distinctly different.
1.2.6.1 Second-order
(
χ(2)
)
effects
Even-ordered terms in Eq. 1.23 are always zero in materials that exhibit isotropy or
inversion symmetry in their atomic arrangements. Although the atomic arrangements
in glasses lack any sort of long-range symmetry, including inversion symmetry, their
disorder makes them isotropic. This means that in general, only crystals with certain
space groups can exhibit second order nonlinear effects associated with nonzero χ(2).
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An exception is found in thermal poling, in which a glass is made anisotropic by
heating and cooling under an electric field. The heating decreases viscosity and
increases ion mobility, while the electric field provides a driving force for charged
species to migrate. Upon cooling the separated charges become trapped, such that
an intrinsic polarization remains even after removing the electric field. Through this
process one can obtain glasses with nonzero χ(2), but their anisotropy and nonlinear
response are unstable and tend to decay over time.
It is seen from Eq. 1.25 that when third order terms can be neglected (i.e. χ(3)=0),
crystals with nonzero χ(2) exhibit a linear electric field dependence. Known as the
Pockels effect, this property is extremely useful for active optics applications like
electro-optic modulation and switching, in which the phase, amplitude, polarization
or direction of light can be electronically tuned. This nonlinearity is also used for
frequency doubling of incident light through a process called second harmonic gener-
ation (SHG). Nonlinear crystals with large χ(2) values like lithium niobate (LiNbO3)
or potassium dihydrogen phosphate (KDP) are thus essential components of modern
optical systems. Laser-induced crystallization offers an alternative to thermal poling
in which second-order nonlinear functionality can be selectively introduced into a
glass substrate through micro-patterned crystal features.
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1.2.6.2 Third-order
(
χ(3)
)
effects
The quadratic electric field dependence associated with the χ(3) term in Eq. 6 (third-
order nonlinearity) is known as the Kerr effect and is responsible for nonlinear self-
focusing and self-phase-modulation effects. Electric field is related to intensity by
Eq. 1.26, where c is the speed of light in vacuum, n is the refractive index, and 0 is
the permittivity of free space.
I ≈ cn0
2
|E|2 (1.26)
Refractive index thus varies with irradiance when χ(3) is significant; and since the
irradiance of a light pulse is in generally non-uniform and highest at the center (e.g.
Gaussian beam), this effectively creates a gradient-index lens which has a focusing
effect on the pulse as it propagates. Any finite beam has a natural tendency to
diverge as it propagates, so self-focusing only becomes significant when the intensity
is high enough or the χ(3) is large enough to overcome this inherent divergence. If this
occurs, it begins a runaway threshold behavior, because the reduction in beam size
correspondingly increases irradiance and thereby amplifies the focusing effect. The
process is self-perpetuating until the optical intensity becomes high enough for plasma
generation, at which point defocusing becomes dominant and the beam widens again,
at which point the cycle may repeat. This cyclic competition between self-focusing
and plasma defocusing creates an overall self-guiding effect known as filamentation,
which can perpetuate over long distances until absorption by the plasma reduces
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the power below the self-focusing and multiphoton ionization thresholds. This has
obvious consequences for precision modification of materials, as the depth resolution
can be dramatically reduced.
Since the wavelength of a photon is shortened in a higher index medium, the refractive
index gradient responsible for self-focusing also modifies the frequency spectrum of
the pulse. A monochromatic pulse is gradually expanded into a range of phase-shifted
frequencies, a phenomenon known as self-phase modulation. This effect can be useful
for some applications, e.g. in generating white light continuum, but it is generally
detrimental for optical telecommunications.
1.2.7 Spherical aberration
Optical aberrations are various mechanisms by which light focused through an opti-
cal system fails to converge to a single point. Chromatic aberration is the result of
the wavelength dependence of refractive index (dispersion); differently colored pho-
tons encountering the same optic will refract at different angles, with the degree of
divergence increasing with wavelength variation. Chromatic aberration can thus be
minimized by using a highly monochromatic beam with a narrow wavelength pro-
file. However, mechanisms like spherical aberration are based on the geometry of the
optical system and would occur even for perfectly monochromatic light.
Spherical aberration is a well-known problem with spherical lenses, which refract
rays near the edge of the lens more strongly than rays near the center such that
they do not precisely converge to a common focus. Since aspheric lenses are much
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more difficult to produce, industrial microscope objectives rely on compound lenses:
multiple spherical lenses in series, arranged to collectively compensate for the spher-
ical aberrations of the individual lenses. Biological microscope objectives include
additional compensation for the aberration induced by focusing through cover glass.
However, spherical aberration is also introduced by the sample itself when focusing
below the surface of a transparent material. Different angular components of the
focused beam encounter the sample surface at different incident angles and are re-
fracted non-uniformly, such that they no longer converge to a single common focus
(Fig. 1.4). The result is a blurring of the focal intensity along the beam axis that
worsens as focal depth is increased.
Spherical aberration is a major concern in three dimensional laser modification and
crystallization of glass for three main reasons: (1) Distortion of shape and size of focal
intensity profile and resulting heat modification reduces spatial resolution of modi-
fication; (2) Variation of intensity profile with focal depth ensures inconsistency in
heating conditions and modification features; and (3) Reduced focal intensity causes
loss of absorption efficiency, requiring progressively higher laser power to achieve the
same heat flux as focal depth increases, and thereby limiting the maximum modifi-
cation depth.
Compensatory lenses could be used to counter this effect, but a different lens would
be required for each focal depth and material of interest. Digital phase modulators
provide a more practical solution, as they effectively act as programmable lenses which
can be quickly modified to match corresponding focal depth conditions. A method
for calculating the phase pattern necessary to correct for spherical aberration for a
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particular focusing condition is described by Itoh et al. [58]. This method can be
understood by considering spherical aberration as a series of phase shifts between
different angular components of the beam (Fig. 1.4). By correlating each pixel
position on the modulator screen with a corresponding incident angle and calculating
the phase shift between that angle and the normally incident ray at the beam center,
an array of compensatory phase shifts can be calculated and applied via the modulator
to substantially reduce aberration. Details of the present adaptation of this method
are described in Chapter 3.
1.2.8 Timescales of pulsed laser heating
Ultrashort pulses are here considered those with pulse width on the order of tens or
hundreds of femtoseconds, where one femtosecond equals 10−15 seconds. As a pulse
passes through the focus, some of its energy is deposited into the electronic structure
of the material via the mechanisms discussed in section 1.2.5.2. The timescales for
this electron heating and subsequent electron-phonon coupling are on the order of fs
or ps, but the timescales for heat diffusion are on the order of microns [59]. Each pulse
thus creates an abrupt, highly localized heat source which then dissipates over a much
longer time frame than the pulse itself. The relationship between this dissipation time
for a single pulse and the pulse interval largely determines the thermal characteristics
over sustained irradiation. Fig. 1.6 compares temperature curves as a function of
total pulses for three different repetition rates. In all cases, a periodic temperature
cycling is seen to occur on the timescale of the laser repetition rate as each pulse causes
a new temperature spike. However, At 1 MHz and 500 kHz, cumulative effects are
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seen to cause an increase in average temperature which is absent at 100 kHz. This is
because the pulse interval decreases as repetition rate increases, and heat begins to
accumulate when the pulse interval becomes shorter than the time required to fully
dissipate the heat from each pulse.
The result is that varying repetition rate leads to dramatically different heating con-
ditions and material modifications even when average laser power is constant. Besides
raising the average temperature and peak temperature, heat accumulation at high
repetition rate leads to a substantial increase in the size of laser-induced modifica-
tions to extend well beyond the focal point of the laser itself. The sustained heating
at high repetition rates also allows for relatively slow thermally activated kinetic pro-
cesses like diffusion and crystal nucleation and growth to become significant, whereas
the frequent quenching to ambient temperature that occurs at low repetition rates
effectively frustrates these processes even if the transient temperature with each pulse
is sufficiently high. For this reason, the literature usually reserves the term ”ther-
mal effect” specifically for those modifications produced by the heat accumulation
at high repetition rates rather than those produced by the relatively rapid heating
and quenching cycles associated with individual pulses [45], even though these are
technically thermally driven as well.
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1.2.9 The lanthanum borogermanate system
1.2.9.1 LaBGeO5 crystal structure and properties
Crystalline LaBGeO5 shares the same structure as the stillwellite class of borosilicate
minerals, (Ce, La, Ca)BSiO5, which are in the trigonal-pyramidal system with space
group P 31 (Hermann-Maugin Symbol 3) [60, 61]. This consists of helical chains
of corner-sharing BO4 tetrahedra with each adjacent pair also connected by corner-
sharing to a GeO4 tetrahedron. La are 9-coordinated and sit in large, irregular sites
between the chains [60]. LaBGeO5 exhibits a phase transition at 530 C (the Curie
temperature, Tc); the low temperature phase is ferroelectric (i.e. spontaneously po-
larized), with lattice parameters a = 7.0018A˚, and c = 6.8606A˚, at room temperature
[61]. The high temperature phase is a slightly modified structure in the space group
P3121 [60] which is paraelectric (i.e. exhibiting a nonlinear polarization response to
applied field). As it is non-centrosymmetric, the ferroelectric phase exhibits a second-
order nonlinear optical response with nonlinear optical coefficients d11, d22, d33, and
d31 respectively equal to 1.7, -0.6, 1.3, and -0.9 pm/V [62].
The LaBGeO5 crystal is uniaxially birefringent [63], meaning that light rays traveling
parallel to a single optic axis (the c axis of the lattice system) will experience a single
refractive index (termed the ordinary index, no) regardless of polarization, but rays
that are off-axis are effectively split into two orthogonal polarization components:
one with polarization parallel to the optic axis, which experiences the ordinary index
no, and another with polarization perpendicular to the optic axis, which experiences
the so-called extraordinary index ne. The wavelength dependences of the ordinary
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and extraordinary indices of the LaBGeO5 crystal are compared with the glass index
in Fig. 1.7. The ordinary index is lower than the extraordinary (termed ’negative
birefringence’), and may thus be described as the ”fast axis” of birefringence (as
light travels faster in a lower index medium). The birefringence is quantified by the
difference in ordinary and extraordinary axes, that is,
∆n = ne − no (1.27)
From Fig. 1.7, the birefringence of the LaBGeO5 crystal is approximately -0.040 and
is largely independent of wavelength.
1.2.9.2 LaBGeO5 glass structure and properties
LaBGeO5 is a strong glass-former which may be vitrified by simple melt-quenching.
Under typical heat treatment conditions, the glass crystallizes congruently to the
LaBGeO5 phase with no formation of metastable precursor phases [64]. As seen
in Fig. 1.7, the glass refractive index is close to that of the extraordinary axis of
the crystal. The glass transition temperature is approximately 670◦C [63, 65]. For
powder samples, the crystallization onset and peak temperatures obtained by DTA
are 807◦C and 824◦C, respectively, and for bulk samples they shift to 851◦C and
902◦C [63]. The crystallization peak is much sharper for powder samples, indicating
a strong tendency toward surface nucleation.
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1.2.9.3 Continuous-wave laser crystallization in LaBGeO5
Continuous-wave laser crystallization of LaBGeO5 was accomplished by the ion heat
processing method developed by the Komatsu group. Initially, a glass composi-
tion of Nd0.2La0.8BGeO5 was used to create an optical absorption peak at 800 nm,
such that local heating could be induced through linear single-photon absorption
of a continuous-wave Ti:sapphire laser. Surface-nucleated polycrystalline dots and
lines could be obtained which exhibited the same x-ray diffraction peaks as undoped
LaBGeO5, confirming that Nd replaces La in the stillwellite structure. However,
single crystals were not obtained [55].
Considering that the dopant choice could influence the nucleation rate, samarium
doping was also investigated. Single crystals could be obtained using a composition
of Sm0.5La0.5BGeO5 and a continuous-wave Nd:YAG laser source with wavelength of
1064 nm. Sm was also confirmed by x-ray diffraction to replace La in the stillwellite
structure even at such a high concentration, and energy dispersive spectroscopy indi-
cated that there was no deviation of Sm content between the crystal and the average
composition. With this method, single crystal architectures consisting of lines and
curves could be patterned near the glass surface [29].
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Figure 1.1: Typical crystal nucleation and growth rate curves as a function of
temperature, as adapted from [50]. Growth can only occur when nuclei are present,
so crystallization upon cooling can only occur within the overlap range (shaded
region). The offset between peak nucleation and growth temperatures and the degree
of overlap of the two curves thus indicate the glass-forming ability of the system.
However, if a glass is reheated through this range, the nucleation temperature range
is traversed before the growth temperature range, and crystallization is no longer
limited to the overlap region.
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Figure 1.2: Change in free energy as a function of radius for an idealized spherical
crystal nucleus in bulk glass phase. The surface energy term (red) competes with
the volumetric free energy term (blue) to produce a thermodynamic free energy
barrier to nucleation, ∆G∗.
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Figure 1.3: Schematic of heterogeneous nucleation geometry for an idealized
crystal nucleus spheric section. Three different types of surfaces with distinct surface
energies γ are indicated in red, blue, and violet. The angle θ characterizes the degree
of wetting between the nucleated phase and the substrate. The angle depends on
the relative energies of each surface, such that the total surface energy is minimized.
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Figure 1.4: Illustration of spherical aberration effect due to refraction at sample
surface. In a ray tracing interpretation, a spherical wavefront focuses all rays onto
a single point before refraction, but a varying incidence angle occurs when the
curved wavefront encounters a planar interface, such that refracted rays no longer
completely converge. In a wave interpretation, a phase shift arises because the
center of the wavefront travels farther in air, while the edges of the wavefront travel
farther inside the sample, such that the optical path length to the focus varies with
convergence angle.
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Figure 1.5: An initial multiphoton ionization event promotes an electron from
the valence band (VB) to the bottom of the conduction band (CB). A series of k
1-photon absorption events energize the electron through the conduction band until
it reaches a threshold energy sufficient to excite a new conduction electron through
impact ionization. This results in two electrons at the bottom of the conduction
band, each of which can participate in further impact ionizations [66].
42
Chapter 1. Introduction
Figure 1.6: Temperature evolution over subsequent pulses for three different
repetition rates, calculated at 2 microns from beam center by finite difference method
[59].
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Figure 1.7: Ordinary and extraordinary refractive indices of the LaBGeO5 crystal
and index of the corresponding glass [63].
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Research Objectives
2.1 Challenges and goals
The ability to crystallize glasses by both continuous-wave [18–34] and femtosecond
lasers [42–49] is now well-established, but the functionality of such features has not
been well addressed beyond demonstration of second harmonic generation. This
demonstrates a potential functionality, confirming that the inherent nonlinear prop-
erties of the crystals are not suppressed by size or confinement effects, but the func-
tionality of the laser-patterned structures themselves in the context of photonic inte-
grated circuits is still dependent on many additional considerations. Foremost among
them is the capability of waveguiding, which is the fundamental means by which light
in photonic devices can be controlled and directed. Crystallization typically involves
a densification and consequent increase in refractive index, so crystals confined in
glass should in principle be capable of waveguiding. However, it is the morphology
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of laser-patterned crystals that will ultimately determine whether appreciable power
transmission can be sustained over useful distances, and what the transmitted modes
will be.
Morphological control presents a significant challenge. Crystal growth is temperature
and orientation dependent; and when the heat source is a focused laser, the crystal
must grow through a spatial temperature gradient which will produce a range of
growth rates at different positions with different orientations along the crystal sur-
face. The shape of the temperature gradient is largely fixed by the physics of heat
conduction captured by the heat equation,
∂T
∂t
= α∇2T (2.1)
The result is a radial decrease in temperature with distance from the heat source, so
the temperature gradients in which the crystal grows are inherently curved and can
only be manipulated indirectly, to the extent that the heat source can be reshaped
and controlled. In the case of fs lasers, this is especially difficult since the intensity
threshold required to initiate nonlinear absorption limits the parameter space to very
high intensity, high flux heat sources.
The main goals, then, are (1) to understand the mechanisms and processes by which
different irradiation conditions yield particular crystal morphologies, (2) to determine
the extent to which morphological outcomes can be intentionally controlled by adjust-
ing process parameters, and (3) to demonstrate sufficiently optimized morphologies
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for effective waveguiding, which is central to the feasibility of applying the technique
to real devices.
2.2 Experimental approach
Because crystallization proceeds through distinct nucleation and growth processes,
establishing a new crystal in pristine glass and growing an existing crystal into a
waveguide must be addressed somewhat independently. The effects of the laser on
the glass prior to or in the absence of crystallization must also be considered, since
this defines the environment in which crystallization may eventually take place.
Characterization of fs laser-induced features presents particular challenges due to
their size and confinement within a glass matrix. Optical techniques such as Raman
spectroscopy and LC-PolScope imaging are particularly suitable as they are non-
destructive and take advantage of the transparency of the glass matrix. LC-PolScope
enables imaging of crystal birefringence and orientation, as well as assessment of long-
range uniformity of cross-section shape and size without relying on serial sectioning.
Raman spectroscopy enables analysis of local structural changes in the glass caused by
the laser, confirmation of the presence or absence of crystals, identification of specific
crystalline phases and their distribution, and preliminary assessment of crystal lattice
orientation. Optical spectroscopy is also useful for in-situ characterization of laser
irradiation effects such as the presence of focal plasma or the occurrence of second
harmonic generation (signaling the presence of nonlinear crystal).
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Characterizations based on scanning electron microscopy, although destructive (the
sample must be ground to expose the crystal on the sample surface), are also necessary
where optical techniques fall short. Energy-dispersive spectroscopy and wavelength-
dispersive spectroscopy effectively image the local composition in the crystal and
laser-modified glass. Electron backscatter diffraction offers high resolution analysis
(both spatial and angular) of crystal lattice orientation and grain structure. Variable
pressure charge-contrast imaging provides a view of the internal defect distribution
and growth dynamics of crystals.
Phase modulation techniques greatly expand the potential for modifying focal con-
ditions, and are in fact somewhat necessary for 3D fabrication in order to establish
consistency in focal conditions at different depths. Irradiation protocols must explore
a sufficient range of parameter space to identify the significant trends and mechanisms
governing crystallized outcomes. As fabrication of functional waveguides is a major
goal, these trends once identified can then guide further refinement of process param-
eters in order to approach an optimized condition. The degree to which an outcome is
optimized for waveguiding may be roughly assessed by the relative absence of cracks,
discontinuities, and visible defects, as well as the long-range uniformity of the crystal
geometry. However, this qualitative assessment must be reinforced with quantitative
measurement. Thus far, quantitative waveguiding results have never been reported
for laser-written crystal waveguides in glass.
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2.3 Dissertation outline
Details of experimental techniques are described in Chapter three. This includes
the procedures for preparation of the initial glass samples; laser irradiation proto-
cols, including the relevant calculations for phase modulation; and the principles and
application of the characterization methods summarized above.
Chapter four discusses the process of initiating new crystals in pristine LaBGeO5
glass. This includes the processes which precede crystal initiation and establish the
local environment for crystallization, such as the formation of a local melt, modifi-
cation of the glass structure and composition, and creation of laser-induced defects.
Effects of focal depth are addressed in this chapter, as they strongly influence the
initiation of new crystals. Both nucleation and growth processes are involved at this
stage, but nucleation is the dominant and rate-limiting factor involved with initiating
new crystals in this system. As such, nucleation mechanisms are primarily discussed
in this chapter. The initial crystal growth path through the stationary melt after
nucleation occurs is also examined.
Chapter five addresses the growth of crystalline features by scanning the focal point
through the glass. Morphologies of fs laser-written crystal lines are reviewed and cat-
egorized based on major features, and crystal orientation analyses by Raman spec-
troscopy and electron backscatter diffraction are presented. Models are proposed
to explain the relationship between process parameters and observed morphological
outcomes, and conditions that facilitate growth of single-crystals are identified. The
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internal inhomogeneity and composition fluctuations within single crystals are re-
lated to the growth dynamics of the crystal. Finally, the effects of residual stress are
discussed.
Chapter six is concerned with the functionality of laser-patterned crystals for poten-
tial application in photonic integrated circuits. Preliminary results in extending the
technique to more complex geometries such as planes, curves, and junctions through
phase modulation are presented. Finally, crystal lines which exhibited appreciable
waveguiding are reviewed, and their waveguiding capability is related to their cross-
section shape and long-range uniformity. An example of a single-crystal waveguide
with high long-range uniformity and relatively low loss is demonstrated. The last
chapter summarizes important conclusions and offers suggestions for future work.
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Experimental Techniques
3.1 Sample preparation
Glass samples were prepared by melt-quenching, with a 25La2O3 · 25B2O3 · 50GeO2
target composition corresponding to the stoichiometry of the ferroelectric LaBGeO5
nonlinear optic crystal. High purity batch materials of La2O3, H3BO3, and GeO2
were weighed (accounting for 1.9 wt% B2O3 loss [65]) and mechanically mixed for five
hours before melting at 1250 ◦C for 30 minutes. The melt was poured and pressed
between steel plates pre-heated at 500 ◦C , then annealed for two hours at 650 ◦C
(TG ∼ 670 ◦C). Samples were cut and polished to optical quality on the top and
bottom faces.
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3.2 Laser irradiation
3.2.1 Optical setup
A schematic of the optical setup is shown in Fig. 3.1. Irradiations were performed
using a regeneratively amplified Ti:sapphire laser oscillator (Coherent Mira 900) with
800 nm wavelength, 250 kHz repetition rate, and 130 fs pulse width. The beam
was passed through a digital liquid-crystal-on-silicon spatial light modulator (LCOS-
SLM; Hamamatsu) before entering the microscope column. Within the module, the
collimated beam was reflected off a 792x600 array of 20 micron pixels, each of which
could impart a variable phase shift between 0 and 2pi, and then passed through a
telescope system to reduce the beam diameter by a factor of 2 before entering the
objective aperture. A 50x magnification objective lens was used (Nikon CFI LU
Plan EPI ELWD), with 0.55 numerical aperture (NA), 4 mm focal length, and no
aberration compensation for cover glass. The lens was thus assumed to produce an
ideal spherical wavefront, and all aberration was assumed to arise from refraction
within the focusing geometry. A backlight and CCD camera allowed observation of
the focus during irradiation.
3.2.2 Sample heating
Irradiations were made at room temperature for initiation of seed crystals, assessment
of aberration correction, and in-situ observation of the irradiation profile. Attempts
to grow seed crystals into single-crystal lines at room temperature involved frequent
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cracking due to stresses associated with phase change and thermal expansion mis-
match. In order to reduce this cracking, samples were usually irradiated inside a
heated microscope stage during writing of crystal lines. The stage was held at 500 ◦C
during growth of crystal lines to allow some relaxation of the crystallization-induced
stresses. This heating necessitated irradiation of the sample through a 1 mm thick
silica glass window, which introduced an additional aberration contribution. This
heating did not cause any detectable change in power transmission through the sam-
ple or stage window, so variation of refractive index with temperature was considered
negligible. However, the heating was found to introduce instability in the focal posi-
tion, which could be attributed to refractive effects of hot air convection in the beam
path. Placing a small fan above the window minimized this instability.
3.2.3 Refractive index measurement
Refractive index values of the LaBGeO5 glass and SiO2 heating stage window were
required for aberration correction calculations. These were calculated by measuring
the reduction in average power of the unfocused beam when the sample or the window
were placed in the beam path. The transmitted power through a transparent sample
with parallel polished faces and normally incident light is given by
I = I0(1−R)2
∞∑
m=0
R2m (3.1)
where R is the reflection loss given by the Fresnel equation,
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R =
(n1 − n2)2
(n1 + n2)2
=
(n− 1)2
(n+ 1)2
(3.2)
In this case n1 and n2 represent the refractive indices of air (nair = 1) and either the
LaBGeO5 sample or SiO2 window. The infinite series represents the power contribu-
tions from increasing numbers of round-trips within the sample, i.e. some portion of
the first reflection at the output will reflect back toward the input, and some portion
of that will be reflected back to the output again, and so on. When such higher order
reflections are considered, the value of n must be obtained numerically rather than
algebraically, such as by Newton’s method.
To apply Newton’s method, the equation of interest (in this case Eq. 3.1) is rear-
ranged such that one side is equal to zero, i.e.
f(n) = I − I0(1−R(n))2
∞∑
m=0
R(n)2m = 0 (3.3)
The first derivative with respect to the variable to be solved is also required, in this
case
df(n)
dn
= f ′(n) = −2I0 4(n− 1)
(n+ 1)3
∞∑
m=0
mR(n)2m−1−(2m+1)R(n)2m+(m+1)R(n)2m+1
(3.4)
Starting with a guess value of nold, a better approximation is obtained by iteratively
solving Eq. 3.5:
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nnew = nold − f(nold)
f ′(nold)
(3.5)
Where the iteration stops once some error criterion is met, e.g. f(n) < 10−10. Because
higher order terms of Eq. 3.1 become progressively smaller, the infinite sum can
be truncated after the first few terms. To ensure that enough terms are used, an
additional iteration can be performed wherein n is solved for increasing orders and
compared with the previous result until some error criterion is met, e.g. |nm−nm−1| <
10−10.
Refractive indices of the SiO2 window and LaBGeO5 glass obtained by this calculation
were 1.399 and 1.804, respectively. The former is somewhat lower than expected of
vitreous SiO2 [67], but the latter is in good agreement with literature [63].
3.2.4 Phase modulation
3.2.4.1 Aberration correction
Aberration correction was implemented using the digital SLM module. It was first
necessary to calculate a unique phase modulation pattern for each focusing condi-
tion, such that the specific phase shifts associated with spherical aberration would
be cancelled out. An inverse ray-tracing method was described by Itoh et al. for cal-
culating such patterns in the case of irradiation of a bare sample [58]. In the present
case, since the silica window of the heated sample chamber introduced additional
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aberration, their derivation was modified to account for an arbitrary number of N
refracting layers.
The focusing geometry for the N=4 arrangement of the present case is illustrated in
Fig. 3.2. Ray ABCDE represents the optical path from a point on the lens to an
arbitrary focal point. The starting point A can be defined in terms of the unrefracted
convergence angle θ, and choosing an intended focal depth d4 defines the endpoint
E. The path ABCDE between these two points is then fixed by Fermat’s principle,
i.e. a ray of light travelling between two points takes the fastest path.
The optical path length (OPL) is the sum of the products of distance travelled and
refractive index for each component in the optical path (effectively normalizing for
the wavelength shortening that occurs inside materials). The OPL value Φ for path
ABCDE varies with θ such that without correction, the different angular components
of the beam will not generally be in phase at the chosen focal point. By calculating Φ
as a function of θ, these relative phase shifts can be quantified and then compensated
for by phase shifts at the SLM pixels. This brings all the angular components of the
beam into phase at the intended focal point, thereby achieving aberration correction
for the chosen focal depth.
Since the refracted angles are all fixed by Snell’s law, the value of Φ for a chosen
θ can be expressed in terms of only a single angle θ1 and the refractive indices ni
and thicknesses di of each layer i in the optical path. Simplification by trigonometric
identity yields Eq. 3.6:
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Φ(θ) = n1|AB|+ n2|BC|+ n3|CD|+ n4|DE| =
N∑
i=1
nidi
cos θi
=
N∑
i=1
n2i di√
n2i − n21 sin2 θ1
(3.6)
The phase shifts introduced by the SLM have a lens-like effect, and θ1 represents the
new incident angle that must result after aberration correction in order for the ray
to reach point E. Its value is initially unknown, but the relationship between θ and
θ1 can be obtained geometrically from Fig. 3.2. Another application of Snell’s law
and simplification by trigonometric identity yields Eq. 3.7:
sin(θ) =
n1 sin θ1
f
N∑
i=1
di√
n2i − n21 sin2 θ1
(3.7)
A problem remains that the value of d1 changes with θ due to the curvature of the
lens, as is clear from Fig. 3.2. To account for this, d1 can be expressed in terms of θ
and the other layer thicknesses (di for i > 1) according to Eq. 3.8:
d1 = f cos θ + dN − df −
N∑
i=2
di (3.8)
Here df is the depth of the intrinsic focal point of the lens in the absence of refraction
(Fig. 3.2). This substitution can be employed in both Eqs. 3.6 and 3.7 to remove
the d1 terms. Applying additional trigonometric identities to collect the θ terms, Eq.
3.7 becomes Eq. 3.9:
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sin(θ − θ1) = n1 sin θ1
f
dN − df + N∑
i=2
di cos θ1√
n2i − n21 sin2 θ1
− di
 (3.9)
Equations 3.6 and 3.9 describe the general case for aberration correction in a multi-
layer system, such as focusing through a window into a sample chamber with a
non-air atmosphere. In our case an air atmosphere was used, and the temperature
dependence of nair was considered negligible, such that n3 = n1 = 1. The d3 terms
in Eqs. 3.6 and 3.9 then cancel out, and only the thicknesses of the window d2 = dw
and the intended focal depth in the sample d4 = d must be known, along with the
refractive indices of the window n2 = nw and sample n4 = ns. For this special case,
Eq. 3.6 becomes Eq. 3.10:
Φ(θ) =
f cos θ − df − dw
cos θ1
+
n2wdw√
n2w − sin2 θ1
+
n2sds√
n2s − sin2 θ1
(3.10)
and Eq. 3.9 becomes Eq. 3.11:
sin(θ − θ1) = sin(2θ1)
2f
(
dw√
n2w − sin2 θ1
+
d√
n2s − sin2 θ1
− df + dw
cos θ1
)
(3.11)
Since Eqs. 3.9 and 3.11 cannot be rearranged to solve for θ1(θ), Newton’s method
was again used to numerically approximate the value of θ1 for each θ of interest (the
details of Newton’s method are given in the previous section). The discrete θ values
were obtained for each pixel on the SLM screen according to r = (f/m) sin θ, where
r is the radial distance of the pixel from the center of the grid and m is the internal
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magnification of the SLM module in the direction of beam propagation (in this case
m = 0.5). Substituting the obtained θ and θ1 values into Eq. 3.10, a phase shift
was obtained for each pixel equal to the OPL difference with respect to the center of
the beam, ∆Φ(θ) = Φ(θ)− Φ(0), mod 2pi. In principle, pixels outside the maximum
range of the lens aperture, θmax = sin
−1(NA), should not affect the focal intensity.
Nevertheless, these were assigned random phase values for destructive interference as
a precaution to minimize any unintended influence.
As a consequence of eliminating the d1 terms, obtaining ∆Φ(θ) required specifying
a value for df , the position of the intrinsic focal point of the lens in the absence of
refraction. This could be chosen arbitrarily, but a choice may be considered optimal
which minimizes the peak-to-valley value of the phase pattern (i.e. the maximum
phase shift between angular components of the beam). In general this occurs when
∆Φ(θmax) = 0. Thus, before calculating each correction pattern, the optimum value
of df was found by iteratively refining an initial guess until ∆Φ(θmax) ∼ 0 was
obtained. The aberration correction pattern was then calculated and added to a
baseline pattern provided by the SLM manufacturer (a correction for small distortions
of the SLM surface) to yield the final pattern.
3.2.4.2 Gerchberg-Saxton method for multiple foci
Beyond aberration correction, the LCOS-SLM offers a wide range of useful beamshap-
ing techniques. A common application is splitting a beam into multiple foci in specific
arrangements. Given a desired focal intensity distribution, a corresponding hologram
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(the pattern of phase shifts which would approximately produce that intensity distri-
bution when focused through a lens) can be obtained using a Gerchberg-Saxton (GS)
algorithm [68–70]. The result can then be summed (modulo 2pi) with an aberration-
correction pattern to achieve a combined effect.
The GS algorithm involves decomposing 2D arrays of complex values into amplitude
and phase components. Complex numbers have the form c = a+ib, where a and b are
both real numbers representing the real and imaginary components, respectively, and
i =
√−1. However, they may be equivalently written as c = |c| exp(iφc), where |c|
is the amplitude and φc is the phase. The amplitude of a complex number is related
to the real and imaginary components by |c| = √a2 + b2, and the phase is given by
φc = Arg(a+ib), where Arg refers to the counter-clockwise angle in the complex plane
from the positive real axis to the vector (a, b)). The Python programming language
and its Numeric Python (NumPy) library were used for these array manipulations.
Using NumPy, the element-wise amplitude and phase of a complex array could be
obtained by the built-in numpy.abs and numpy.angle functions, respectively.
Before iteration begins, the desired focal intensity distribution must be specified. This
was imported as a grayscale bitmap image using the scipy.misc.imread function from
the Scientific Python (SciPy) library. The GS algorithm requires that this bitmap be
a square array with dimensions limited to powers of 2. The resulting phase map will
share the same dimensions as the input bitmap, and the SLM resolution is 792x600,
so the maximum available resolution is 512x512.
A random phase may be introduced to the input array by multiplying each pixel
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by exp(iφ), where φ is randomly selected between 0 and 2pi. The initial phase may
also be left equal to zero. Before beginning the iteration cycle, the quadrants of this
array should be rearranged, i.e. the top and bottom halves of the image interchanged,
followed by the left and right halves. This rearranged target array, which provides the
starting point for the procedure below, will be referred to as g0. The The following
procedure is then iteratively repeated:
(1) An inverse discrete Fourier transform is performed on g0, yielding G (in subse-
quent iterations, g is transformed instead). This can be done with NumPy’s built-in
numpy.fft.ifft2 function.
(2) The values in G are decomposed into their amplitude and phase components.
The phase of G is then multiplied element-wise by the amplitude of the source, |s|, to
obtain G′ = |s| exp(iφG). The source here refers to the intensity distribution of the
unfocused beam, so an array representing a Gaussian distribution could be used here,
but for simplicity s may be treated as uniformly |s| = 1, such that G′ = exp(iφG).
(3) A 2D discrete Fourier transform is performed on G′, yielding g′. This can be done
with NumPy’s numpy.fft.fft2 function.
(4) The phase of g′ is then extracted and multiplied by the the original target ampli-
tude, |g0|, yielding g = |g0| exp(iφg′). Unlike step (1), |g0| is not replaced by |g| on
subsequent iterations.
This sequence may be repeated using the obtained g in place of g0 in step (1) until
the result has sufficiently converged. An example is given in Fig. 3.3. The hologram
to be used in the SLM is the array φG obtained in step (2). Because the result of this
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method is a 512x512 array, it should be placed in the center of a 792x600 array of
randomly generated phase values in order to implement it in the 792x600 pixel SLM.
Or alternatively, the array may be tiled and then cropped to 792x600. The obtained
phase pattern may then be simply added element-wise (modulo 2pi) to the aberration-
correction and distortion-correction patterns described previously in order to achieve
their combined effects. A preview of the focal intensity that will be produced by the
phase pattern is given by the amplitude of g′, which must be quadrant-interchanged
again to obtain the real-space focal plane intensity distribution.
The relationship between the pixel size in the SLM array, dpx, and the corresponding
real-space distance between two adjacent foci at the focal plane, dmin, is given by
dmin =
λf
lpxdpxm
(3.12)
where f is the focal length of the lens, m is the magnification of the telescope optics
inside the SLM module in the direction of beam propagation (in this case m = 0.5),
and lpx is the length in pixels along one dimension of the bitmap (e.g. 512). This can
be used to obtain the spacing in pixels npx required to produce a desired distance
between foci in real space dfoci,
npx =
lpxdpxdfocim
λf
(3.13)
In other words, if two foci are desired with a 10 micron spacing in the case of irradia-
tion with 800 nm light, 20 micron SLM pixel size, 4 mm focal length, and a 512x512
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bitmap, the target intensity bitmap should include two white pixels that are 16 pixels
apart.
3.2.5 Dynamic phase modulation
The SLM control software used for irradiation experiments was originally designed
to accommodate manual selection of individual static holograms. The software was
modified to enable a rapid automatic cycling through a series of holograms in order
to perform dynamic phase modulation. By coordinating this dynamic phase mod-
ulation with the stage motion, more complex manipulations could be achieved such
as deflection of the focal point independent of the stage motion and manipulation of
the relative positions of multiple foci.
The GS algorithm was initially used to obtain the phase patterns, but in practice, the
distance dmin given by Eq. 3.12 (2.5 microns for the experimental conditions used)
was found to be too large for smooth motion of the focal spots. However, for simply
deflecting a single focus, the algorithm produced only linear phase gradients with
varying slope. For symmetric splitting into two foci, the algorithm produced simple
gratings of alternating pi-shifted bands and period varying with interfocal distance.
This is because the SLM functionality ultimately relies on simple diffraction and
interference mechanisms, as illustrated in Fig. 3.4. Based on this observation, it was
possible to bypass the iterative Fourier algorithm and approximate a finer step size
by creating gradient and grating patterns directly.
63
Chapter 3. Experimental Techniques
3.2.5.1 Focal deflection
Lateral deflection of the focal point by SLM may be achieved by a simple linear phase
gradient. The slope of the gradient, ∆φ/∆npx (the change in phase between adjacent
SLM pixels), and the real-space deflection distance of the focal point, ddef , are related
according to Eq. 3.14,
∆φ
∆npx
=
2pidpxddef
λfm
(3.14)
where dpx is the SLM pixel size, m is the magnification of the telescope optics inside
the SLM module (not the objective lens), λ is the laser wavelength, and f is the focal
length of the objective lens. Because the SLM supports a phase shift range of 0 to
2pi, a modulo 2pi operation must be applied at each pixel, such that the phase profile
takes on a serrated appearance (Fig. 3.5).
Dynamic deflection of the focus was implemented using a series of 400 phase maps
with the slope varying according to a sine function in the range pi/2 to 3/2pi, with
amplitude ± 12.8. The phase maps were automatically cycled through at rates rang-
ing from 10-20 frames per second, and the sequence was reversed each time the end
was reached. This gave a maximum deflection step size (at the nodes of the sine
wave) of 1.28 µms. By scanning the sample orthogonal to this deflection at speeds
of 10-15 µm/s, a sine-shaped path was traversed by the focal point with a ± 163 µm
amplitude.
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3.2.5.2 Focal divergence
A pair of foci symmetric about the beam axis may be produced by an SLM phase map
consisting of a simple diffraction grating of alternating pi-shifted bands (Fig. 3.6).
The relationship between the period of the grating, p, and the real-space distance
between the foci, dfoci is given by Eq. 3.15,
p =
2λfm
dpxdfoci
(3.15)
where p refers to the number of pixels on the SLM spanned by a pair of adjacent
bands. The periodic occurrence of additional lower-intensity foci seen in Fig. 3.6
intensity distributions is a consequence of the simple symmetry of the target intensity
distribution. The average laser power may be adjusted to ensure that the intensity of
these points is below the threshold for nonlinear absorption, such that modification
of the glass only occurs at the primary foci.
Dynamic focal divergence was implemented using 113 individual phase gratings, sym-
metric about the center and with periods ranging between 32 and 286 SLM pixels
(i.e. individual bands in the grating varied between 16 and 143 pixels) in order to
give a linear variation in distance between foci ranging from 2.24 to 20 µm, with an
effective step size of 0.16 µm.
As dfoci increases, the grating period decreases, such that eventually the period
changes by less than one pixel per step. For example, the last four gratings of the to-
tal 112 used in this work had periods between 32 and 32.8, corresponding to distances
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between foci ranging from 19.52 to 20 µm. In order to approximate such fractional
changes in grating period, since the SLM is limited to discrete pixels, the width of
individual bands was varied such that the average period approximately equalled the
fractional value. For example, a period of 32.5 would correspond to individual bands
of 16.25 pixels (a pair of adjacent pi-shifted bands gives one period), in which case
one in every four would be 17 pixels while the rest would be 16.
Phase gratings were cycled at a rate of 8 frames per second while the sample was
scanned at 10 µm/s. The starting distance of 2.24 µm was small enough to produce
a single line, but as the foci diverged this split into two lines, each at an angle of
approximately 5◦ from the initial line axis. The sequence could then be reversed in
order to merge the two lines back into a single line.
3.2.6 Irradiation protocol
Since the aberration correction patterns have circular symmetry, alignment of the
SLM screen was necessary to ensure that the pattern center coincided with the center
of the beam. This alignment was evaluated by removing the sample chamber and
placing a paper well below the focal point of the beam in order to view a projected
image of the phase map. The aperture at the SLM input was then varied to ensure
that the pattern remained centered as the aperture was opened and closed. The
projected image also revealed whether the pattern was scaled correctly, in which case
the edge of the pattern at θmax occurred just at the edge of the projected circle with
the aperture fully open.
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For each focal depth, the sample must be positioned to place the intrinsic focal point
of the lens at the same df value used in calculating the phase map. For a bare sample
this should be as simple as focusing on the surface, then applying a displacement z
along the vertical axis equal to the calculated value of df . Including the window
complicates the situation: Focusing the image on the sample surface through the
window results in df < 0 (above the surface) due to refraction by the window. In
other words, a shift ∆d is introduced between df and the required stage displacement
z. Focusing at arbitrary depth thus involved a two-step process: (1) The beam was
first focused on the surface at very low power with an aberration correction pattern
calculated for d = 0. The negative value obtained for optimized df when d = 0 was
taken as the shift ∆d. (2) The correction pattern was then changed to correspond
to the intended focal depth, and the optimized df for this new pattern was used to
move the stage vertically into the correct position according to z = df − ∆d. All
references to ’focal depth’ herein refer to the real distance of the focus below the
sample surface (rather than the stage displacement), which in the uncorrected cases
was approximately 2z.
LaBGeO5 seed crystals were produced by sustained irradiation with a stationary
beam and could then be grown into crystal lines by moving the sample stage hori-
zontally at controlled speeds while aberration correction was applied for focal depths
of 100, 500, and 1000 microns. During growth, the sample was heated to 500 ◦C to
relieve stress and suppress cracking. A small fan was placed above the stage to reduce
beam instability caused by hot air convection.
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3.3 Temperature Distribution Modeling
In estimating the spatial distribution of temperature-dependent crystal nucleation
and growth rates during femtosecond (fs) laser heating of glass, it is of interest to
estimate the three-dimensional (3D) temperature gradient that develops during sus-
tained irradiation. Direct simulation from material and laser parameters presents an
enormous challenge because such a model must correctly account for a host of dy-
namic and interrelated processes associated with multiphoton absorption and plasma
excitation, including the rate of impact ionization, competition between self-focusing
and plasma defocusing, thermal lens effects, and so on.
An alternative semi-empirical method of estimating the temperature distribution
created by fs laser irradiation was proposed by Sakakura et al. [71]. The method
relies on two main assumptions: that (1) the outer boundary of refractive index
modification occurs at a characteristic temperature, and (2) the heat source and
temperature gradient produced by the laser are approximately independent of the
ambient temperature of the sample. The latter assumption means that changing the
ambient temperature while irradiating under constant conditions will simply shift the
laser-induced temperature gradient to higher or lower temperatures without changing
its shape. The former assumption means that such shifts will manifest as changes
in the size and shape of the refractive index modification, since the characteristic
temperature isotherm will effectively slice the temperature surface at different relative
positions along the temperature axis as the baseline of the curve is shifted. This is
illustrated schematically for the radial case in Fig. 3.7 (a).
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If the dimensions of heat modifications at different ambient temperatures correspond
to different slices through the temperature surface, then by irradiating samples at
a series of known ambient temperatures and measuring the dimensions, a dataset
representing the contour of the temperature surface may be obtained (Fig. 3.7 (b)).
Standard fitting methods such as the least-squares method can then be used to fit
an analytical model to these data. For the radial case of the maximum modification
diameter as viewed down the beam axis, dealt with by Sakakura, the data is well fit by
a simple Lorentzian distribution. However, in the present case, the 3D temperature
distribution is of interest. As the index modification is cylindrically symmetric but
generally axially asymmetric (Fig. 3.7 (c)), a different model expression must be
developed.
3.3.1 Three dimensional model development
A Lorentzian may still be suitable for the radial term, but the axial term will neces-
sarily be asymmetric due to the power decay associated with progressive absorption
of the laser energy through the focal plasma, so an asymmetric expression is needed
as well. A summation of several Gaussians or Lorentzians could be used, but such
empirical fits would require many parameters that lack physical significance. Instead,
a physical model was attempted based on defining an expression for the heat source
and then solving the heat equation,
∂T
∂t
= α∇2T +Q (3.16)
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where Q defines the heat source. This approach ensures that regardless of the choice
of heat source, the final model expression always represents a physically consistent
temperature distribution, since the model captures the physics of heat diffusion (this
is not necessarily the case for purely empirical models). An expression defining the
heat source must still be chosen, which is both close enough to experiment to provide a
reasonable fit and capable of yielding an analytical expression when applied to solving
the heat equation. To fully reproduce the laser pulse rate with the model would
require solving for a single pulse source and summing over millions of pulses. Since
the heat accumulation of multiple pulses quickly approaches a stable temperature
gradient as distance from the heat source itself increases, it is sensible to approximate
the problem as a continuous source which captures the average behavior of the pulses.
The strength of the heat source decreases along its length as the beam intensity is
gradually attenuated by absorption, which is the reason for the axial asymmetry
observed in laser heat modifications. In general, absorption is given by:
− dI
dz
= αI + βI2 + γI3 + I4 + ... (3.17)
Generally only single photon absorption is active, so the higher order terms cor-
responding to multiphoton absorption can be omitted. However, in this case sub-
bandgap light is used intentionally to take advantage of the intensity dependence of
multiphoton absorption and induce heating in transparent glass. At 800 nm, the
incident light should have a photon energy of 1.55 eV. The band gap energy can
be estimated by the absorbance spectrum of the glass (Fig. 3.8). The absorption
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edge is approximately 250 nm, corresponding to a band gap of about 5 eV. Thus, a
four photon process should be necessary to initiate nonlinear absorption. However,
the resulting plasma consists of free electrons in the conduction band which have free
states directly above them and can be excited by lower orders including single photon
absorption.
In order to use Eq. 3.17, one must integrate to solve for I. Integration by separation
of variables can be used to obtain any individual absorption term dIndz if all others are
discarded:
dI1
dz
= αI1 = αIo exp (−αz) (3.18)
dI2
dz
= β(I2)
2 = β
(
Io
Ioβz + 1
)2
(3.19)
dI3
dz
= γ(I3)
3 = γ
(
Io
(2I2oγz + 1)
1/2
)3
(3.20)
dI4
dz
= (I4)
4 = 
(
Io
(3I3o z + 1)
1/3
)4
(3.21)
Each of these represents absorption along the z axis with an initial intensity of Io
for pure single photon up to pure four-photon processes. In practice, although the
four-photon term would be required to initiate the process, the bulk of absorption
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along the plasma filament would be dominated by the single photon process, with
higher orders also active but with progressively decreasing probability. However,
when multiple terms are included it is no longer possible to use separation of variables
to solve Eq. 3.17 for I. In order to proceed, it was assumed that the absorption could
be sufficiently approximated by a single absorption term.
Solving the heat equation for a specific heat source requires integrating the product
of the heat source expression with a heat kernel Qk (the solution of the heat equation
for a point source for particular boundary conditions). Since the heating in this case
is inside the glass bulk, the simplest case of semi-infinite medium should be suitable.
The heat kernel then depends on whether a transient or steady-state solution is
sought. In general, one must integrate [72]:
T (x, y, z) =
∫ ∫ ∫
Qsrc(x
′, y′, z′)Qkdx′dy′dz′ (3.22)
For a transient solution (solved at a particular time after irradiation begins), Qsrc(x
′, y′, z′)
is the heat source term and Qk the transient heat kernel:
Qk(t) ∝
t∫
0
exp
(
− (x−x′)2+(y−y′)2+(z−z′)24Dth(t−t′)
)
[4Dth(t− t′)]3/2
dt′ (3.23)
However, Eq. 3.22 will not integrate in the z or t dimensions when any of the above
absorption terms are used in the heat source, and a numerical integration would
require that the expression were reduced to one integration variable. Therefore, the
steady-state solution was sought instead. A steady state solution should be applicable
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to the ten second irradiation data. In this case the transient term in Eq. 3.16 becomes
zero, yielding Poisson’s equation for which the semi-infinite 3D solution is known [73].
It is again described generally by Eq. 3.22, but now the heat kernel is given by:
Qk = −
(
4piDth
√
(x− x′)2 + (y − y′)2 + (z − z′)2
)−1
(3.24)
By using this expression, the numerical integration can be avoided if the source
term is integrable in x, y, and z. The x and y dimensions can be dismissed with
delta functions, effectively approximating the source as a true line source in z, which
leaves only z to be integrated. Attempting all four absorption terms given above, it
turns out that only one—second order, two photon absorption—yields an analytical
solution (and only for r > 0). A final model expression for T can thus be obtained by
computationally integrating Eq. 3.22, where the kernel is given by Eq. 3.24 and the
source term is give by Eq. 3.19 with integration limits in z restricted to the range
from 0 to a propagation length parameter l. Overall, when the x2 + y2 terms are
replaced by r2, Eq. 3.25 is obtained:
T (r, z) =
l∫
0
−βI2o
(βIoz′ + 1)2
dz′
4piDth
√
r2 + (z − z′)2 (3.25)
3.4 Data collection and fitting
Refractive index modifications were produced by 10 seconds of irradiation at 2.5 µJ
pulse energy, 60 fs pulse width, and 250 kHz repetition rate. Sample temperatures
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used were 25, 100, 200, 300, and 400◦C. A focal depth of approximately 200 µm
below the sample surface was used with no aberration correction, and the sample
was irradiated through the SiO2 heating stage window.
The refractive index modification dimensions were collected by direct measurement
from optical micrographs in profile view. The data were obtained in the form of radii
of the refractive index modification boundary rB at particular depth positions z for
each ambient sample temperature TS . The model must thus be fit to an expression
for TS(rB, z) rather than T (r, z). The relationship between T and TS is related to
the characteristic temperature of the outer boundary Tout according to
Tout = TS + T (rB, z) (3.26)
This can be rearranged to give TS(rB, z):
TS(rB, z) = Tout − T (rB, z) (3.27)
Eq. 3.27 is then the expression used in the fitting itself, with T given by Eq. 3.25
and Tout as an additional fitting parameter.
An additional problem arises when moving from the symmetric 2D radial problem
described by Sakakura to the axially asymmetric 3D case. The temperature surface is
constructed from the contours of the refractive index modifications created at different
sample temperatures, but the correct relative position of each contour is difficult to
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assess directly from the micrographs. Since the index of refraction changes slightly
during sample heating, the real focal depth of the modification is not constant even if
the vertical position of the sample is unchanged. The alignment of the datasets from
each individual modification can instead be left to the fitting itself by introducing a
fitting parameter for each individual modification used in the fit that represents a
relative shift along the beam axis.
In addition to the axial shift parameters (of which there is one per laser modification
used), there are four model parameters related to the physics of optical absorption
and heat diffusion, as seen from Eq. 3.25: the initial intensity Io, the second-order
optical absorption coefficient β, the thermal diffusion coefficient Dth, and the absorp-
tion length l. There is also the characteristic temperature of the outer boundary of
refractive index modification, Tout. Two pairs of parameters were found to be fully
correlated and could be consolidated as individual parameters: βIo and Io/Dth. Fit-
ting was performed using a Levenberg-Marquardt algorithm in the Sage mathematics
software.
3.5 Optical characterization
3.5.1 In-situ imaging of focal modification
As illustrated in Fig. 3.1, the laser was passed through a microscope column which
included a backlight and CCD camera as well as a 50x, 0.55 NA objective lens.
When the heating stage was used, SiO2 windows on both the top and bottom allowed
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real-time in situ observation of the focal modification during irradiation with image
and video capture. This setup allowed immediate assessment of the effect of laser
irradiation, including observation of focal plasma, crystallization, cracking, refractive
index change, and defect formation.
For observation of the focal modification in profile (from a viewpoint normal to the
beam axis), an additional CCD camera and objective lens were placed to the side
of the stage for some irradiations. In this case, samples were cut into rectangular
prisms (approximately 1.2 x 1.2 x 6 mm) and polished on the sides as well as the
top and bottom faces, and these irradiations were performed at room temperature
outside the heating stage.
3.5.2 LC-PolScope birefringence imaging
After irradiation, samples were imaged using an LC-PolScope. This is a specialized
optical microscope that allows detailed imaging of sample birefringence. A summary
of the basic concept is included here; for a full mathematical treatment see Shribak
and Oldenbourg [74].
Recall from Section 2.9.1 that birefringence is defined by an anisotropy in the re-
fractive index of a material, such that its index varies with the polarization of light
passing through it. When polarized light passes through such a material, its polariza-
tion state is modified (excepting the special case of propagation parallel to the optic
axis). In general, any polarization state of a polarized light wave travelling in the z
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direction can be represented by two orthogonal complex amplitude components in x
and y (known as a Jones vector), i.e.
E =
Ex
Ey
 =
E0x exp(iφx)
E0y exp(iφy)
 (3.28)
where E0 and φ are respectively the amplitude and phase of each component. When
the two components are in phase (φx = φy),single-mode the polarization is linear.
When the two components are of equal amplitude but 90◦ out of phase, the effect is a
rotation of the electric field vector about the z axis, such that its path traces a circular
projection onto the z plane (circular polarization). In the most general case when the
amplitudes vary or the phase shift is arbitrary, the electric field vector oscillates while
rotating such that its path traces an ellipse onto the z plane (elliptical polarization).
Circular and elliptical polarizations can be right- or left-handed depending on whether
the rotation is clockwise or counter-clockwise when looking along the propagation
direction.
The LC-PolScope uses a right circularly polarized monochromatic backlight with 546
nm wavelength for illumination of the sample, i.e.
E = E0
 exp(iφ)
exp
(
i
(
φ− pi2
))
 = E0
 1
−i
 (3.29)
The sample may then impart additional phase shifts depending on its birefringence
and orientation, such that the light exits with an unknown elliptical polarization.
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Specifically, defining x and y axes parallel to the fast and slow axes of the sample,
respectively (or, if the optic axis is tilted, their projections onto the image plane),
the y component will be retarded by some value Γ with respect to the x component,
since the former will experience a higher refractive index and thus travel more slowly
than the latter. When the light exits the sample, a phase delay exp(−iΓ) has been
introduced,
E = E0
 exp(iφ)
exp
(
i
(
φ− pi2 − Γ
))
 = E0
 1
−i exp(−iΓ)
 (3.30)
The value of the retardance Γ is related to the birefringence ∆n and thickness d of
the sample according to
Γ = d∆n (3.31)
The LC-PolScope extracts the value of Γ and the slow/fast axis orientation (azimuth)
Φ at each pixel using an elliptical analyzer above the sample based on two digital
liquid crystal (LC) waveplates (variable phase retarders). An image of the sample
birefringence may then be produced by mapping the Γ value to the brightness and the
azimuth angle to a color wheel. However, because of the cyclic nature of waves and
phase shifts, there is some ambiguity in interpreting the total retardance and whether
the azimuth represents the slow or the fast axis. For example, an x component slowed
by 3pi/2 with respect to y is effectively identical to a y component slowed by pi/2 with
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respect to x, since a 2pi shift represents a full cycle and return to the starting condition.
Additionally, a retardance greater than 2pi appears identical to the modulo 2pi case.
To deal with this ambiguity, the PolScope simply constrains the values of Γ and
Φ to between 0 and pi. This means that when faced with an example like the one
given above, the smaller phase differential is always chosen (i.e. y slowed by pi/2 with
respect to x) even when it is the alternative that is physically correct. If a birefringent
single crystal exhibits a large variation in thickness, the brightness in the PolScope
retardance map will therefore cycle through zero each time the retardance reaches a
multiple of pi, and the azimuth angle will alternate between the fast and slow axis
orientations with each cycle. This effect can be seen in laser-patterned crystal lines
as a fringe pattern of parallel bands. While it makes the PolScope images somewhat
difficult to interpret, they are nevertheless very useful for assessing how uniformly
any particular cross-section is reproduced down the length of a crystal line, as well
as comparing cross-sections between lines. The more uniform the cross-section, the
more consistent the fringe pattern will be down the length of the line. Changes in the
fringe pattern can indicate gradual thickness or shape variation or abrupt disruptions
of growth and initiation of new grains.
A simple model for approximating the fringe pattern associated with a given cross-
section and birefringence value was used in the analysis of LC-PolScope results. In
this procedure, an image of the cross-section was converted to a binary matrix using
photo editing software such that pixels outside the crystal were set to a value of 0
and pixels inside the crystal were set to a value of 1. The sum of each column was
then taken as proportional to the crystal thickness, with a proportionality constant
79
Chapter 3. Experimental Techniques
determined by the scale bar of the image. The result was a data set representing the
cross-section thickness at each pixel. This was multiplied by a birefringence value to
obtain a 1D plot of retardance according to Eq. 3.31. A modulo pi operation was
applied to account for the constraint imposed by the PolScope. The 1D plot was then
projected into a 2D map to simulate the fringe pattern which would be produced by
the PolScope when imaging a perfectly uniform cross-section line. Finally, a colormap
was applied to reproduce the oscillation between orthogonal azimuth orientations that
occurs in the PolScope maps at retardance multiples of pi. This approach neglects
refraction effects at the glass-crystal interface (light transmission is assumed to remain
perfectly vertical through the crystal), but the index difference between the crystal
and glass is small, so this still gives a good approximation.
3.5.3 In-situ emission spectroscopy
Photoemission at the focal point during irradiation provided an important means of
interpreting modification outcomes in situ. Although this emission could be seen in
the optical microscope image during irradiation, the interpretation of color by the
CCD camera was not generally reliable. A standard spectrometer with fiber input was
used to collect the photoemission signal from samples irradiated at room temperature
outside the heating stage. A filter centered at 800 nm was used to block the most
intense part of the incident beam.
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3.5.4 Raman spectroscopy
Raman spectroscopy was used to characterize the structural changes in the laser-
modified glass and to identify crystalline phases. This technique is based on inelastic
scattering of monochromatic photons by different structural groups within the mate-
rial. During irradiation with the focused probe laser, local polarizations are induced
in the material by the electric field of the incident light. The induced dipoles act
as scattering centers, with the scattering rate increasing with the magnitude of po-
larization of the dipole. The polarizabilities of different structural units, in turn,
are modulated by their vibrational modes. A given material will typically exhibit
many characteristic vibrational modes, corresponding mainly to various bending and
stretching vibrations of different types of bonds, which impart a significantly en-
hanced polarizability. [75]
The electric field of an incident photon is given by Eq. 3.32,
E = E0 cos 2piv0t (3.32)
where E0 is the amplitude, v0 is the frequency of the light, and t is time. A normal
vibrational mode takes the same form,
Qj = Q
o
j cos 2pivjt (3.33)
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where vj is the characteristic harmonic frequency of the jth normal mode and Q
o
j is
the amplitude of the vibration. The polarizability α of the corresponding structural
unit is modulated by Eq. 3.33 according to
α = α0 +
∑
j
δα
δQj
Qj (3.34)
where α0 is the intrinsic polarizability and the sum includes all the normal modes
supported by the structural unit. The induced polarization is then given by the
product of the polarizability and the electric field of the photon [75],
P = α0E0 cos 2piv0t+
∑
j
E0Q
o
j
δα
δQj
cos 2pi(v0 + vj)t+ cos 2pi(v0 − vj)
2
(3.35)
A scattering event can be considered an absorption and immediate re-emission of
incident photons by the oscillating dipoles, and this process may be elastic (the
emitted photon retains the same energy as the incident photon) or inelastic (the
emitted photon gains or loses energy during the interaction with the dipole). The
former case is deemed Rayleigh scattering (corresponding to the first term in Eq.
3.35, with a rate independent of vibrational modes), while the latter case includes
Stokes and anti-Stokes Raman scattering (corresponding to the second term in Eq.
3.35). Anti-Stokes scattering involves a transfer of vibrational energy to the scattered
photon (photon gains energy), and Stokes scattering involves transfer of energy from
the photon to the vibrational modes of the structure (photon loses energy). Based
on Eq. 3.35, a Raman scattering event between a photon with frequency v0 and
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a dipole modulated by a vibrational mode with characteristic harmonic frequency
vj may yield Stokes or Anti-Stokes photons with frequencies of v0 − vj or v0 + vj ,
respectively. Raman spectra are therefore typically displayed as scattered intensity vs
frequency shift (in units of cm−1) and display characteristic peaks at frequency shifts
corresponding to the particular vibrational modes of the structure. Stokes scattering
events occur more frequently than anti-Stokes, so Raman analyses typically utilize
only the Stokes signal [75]. A commercial Raman spectrometer (Nanofinder) was
used for Raman analysis of the laser-modified LaBGeO5 samples.
3.5.5 Waveguide loss measurements
To determine whether the laser-written crystal lines inside the glass could function
as waveguides, a sample containing parallel lines was sectioned and polished at both
ends in order to expose cross-sections at both ends of the lines. The lines were
0.707 cm long after sectioning. A continuous-wave 1530 nm laser output from an 8
micron single mode fiber was injected into the crystal lines in the sample, using a
manual 3-axis system to adjust the sample and fiber positions in order to align the
fiber with each crystal line. The sample was placed on a mirror, and an overhead
reflection microscope facilitated this alignment. This setup is shown in Fig. 3.9. A
microscope objective and CCD camera at the output enabled imaging of the output
of the lines. The CCD camera could be moved out of the optical path in order to
transmit any guided output to a power meter, which was placed approximately 30
cm away from the sample and behind aperture in order to minimize collection of any
extraneous light that was not guided through the waveguide of interest. This allowed
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calculation of the overall transmission loss of any lines which exhibited waveguiding
with a detectable power output.
3.6 Scanning electron microscopy
Scanning electron microscopy (SEM) offers high-magnification imaging of sample sur-
faces as well as various methods to characterize local morphology, chemistry, and crys-
tallinity of materials. In SEM analysis, samples are placed in an evacuated chamber
and exposed to a rastering beam of focused electrons. The interaction of the beam
with the material produces several emissions, including high-energy backscattered
electrons, low-energy secondary electrons (electrons knocked out of the material by
the high energy incident electrons), and characteristic X-rays (X-rays emitted when
higher-shell electrons drop down to replace electrons that have been ejected as sec-
ondary electrons). These signals may be collected by detectors within the chamber
and used in imaging or analysis.
3.6.1 Variable pressure charge contrast imaging
Most SEM imaging was performed using a Hitachi 4300 field emission SEM in vari-
able pressure (VP) mode. Because SEM involves bombardment with electrons, non-
conducting samples exhibit a buildup of charge under typical high vacuum condi-
tions, which can cause significant image distortion due to Coloumbic forces between
the surface charge and the rastering beam. Typically this is avoided by coating non-
conducting samples with a thin conductive layer of carbon, gold, or iridium. However,
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VP mode offers an alternative for imaging uncoated insulators. In this case, some
air or water vapor (on the order of a few tens or hundreds of Pascals) is intention-
ally introduced into the chamber. At these low pressures, the gas molecules cause
some diffuse scattering of the incident electrons but don’t significantly reduce reso-
lution or current reaching the sample. However, these scattering events ionize the
gas molecules, which become attracted to the negative charge buildup at the sample
surface and drift down to neutralize it. In this way, if gas pressure is sufficiently high,
charge dissipation can be achieved without a conductive path to the sample mount.
The disadvantage of this strategy is an inability to use the standard Everhart-
Thornley secondary electron detector, because the high voltage required for its scin-
tillator (on the order of 10 kV) would discharge at the gas pressures required for
charge neutralization. Instead, a environmental secondary electron detector (ESED),
sometimes referred to as gaseous secondary electron detector (GSED), must be used
for secondary electron imaging. In this case, a small positive bias (about 300V) is
applied between the sample mount and a metal plate under the polepiece. This accel-
erates secondary electrons toward the plate, but they encounter and ionize additional
gas molecules along the way. Each ionization event involves an incident electron
colliding with and ejecting an electron from the gas molecule, producing an extra
free electron. This sets up a cascade process which naturally amplifies the secondary
electron signal, measured as the current through the plate.
One of the unique aspects of imaging in VP mode is the potential to visualize sur-
face charge contrast. Referred to as charge contrast imaging (CCI), this approach
attempts to balance the charge deposition rate and the charge neutralization rate by
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manipulating the gas pressure, beam current, working distance, and magnification,
such that subtle differences in charge trapping density (e.g. caused by locally varying
defect density or composition) can exhibit significant image contrast [76–78]. For
example, if one region has a slightly higher charge trapping density than a neighbor-
ing region, and the gas pressure is tuned to just barely neutralize the lower charge
region, the higher charge region will still retain residual charge and will therefore
appear brighter in the ESED image. This level of control of surface charge density is
only possible in VP-SEM, and the contrast may reveal features that are inaccessible
in other SEM modes (although charge contrast images do bear close resemblance to
cathodoluminescence images).
3.6.2 Composition analysis
The X-rays emitted from a material in SEM occur at characteristic energies corre-
sponding to the particular transitions that can occur within the electronic structure
of its constituent elements. Energy-dispersive X-ray spectroscopy and wavelength-
dispersive X-ray spectroscopy (EDS and WDS, respectively) provide both qualitative
and quantitative information about the composition of the material by analyzing this
X-ray signal. In EDS, the X-ray detector is typically a Li-doped silicon diode (SiLi)
in which each incident X-ray creates a voltage signal by exciting electron-hole pairs.
The voltage signals are processed to obtain the energy of each incident X-ray, even-
tually producing a spectrum which is essentially a histogram of counts within each
energy interval. The newer silicon drift detector (SDD) operates under the same basic
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principle, but uses a unique geometry to achieve much higher count rates. The advan-
tage of EDS is its convenience, since EDS detectors are standard SEM components,
and a measurement is generally as simple as inserting the detector and adjusting the
sample current. The disadvantage is a fairly poor energy resolution that can make it
difficult to distinguish closely-spaced peaks.
WDS systems use various crystals as prisms to split the X-ray signal from the sample
into an angular distribution of wavelengths. In WDS, a much higher energy resolution
is achieved. However, WDS detectors are much more complex and are typically only
used in SEM dedicated to WDS analysis (also known as microprobes). EDS is usu-
ally sufficient for qualitative measurements of ’easy’ samples (i.e. mapping relative
concentrations of elements with well-separated peaks), but WDS is usually necessary
when multiple elements have peaks of interest at similar energies, or when quantita-
tive concentrations of constituent elements are required. In the latter case, standards
of known composition are used in order to correct for effects of atomic number vari-
ation, X-ray absorption within the sample, and fluorescence on the resulting X-ray
emission (ZAF correction).
3.6.3 Crystal orientation analysis
Electron backscatter diffraction (EBSD) is a powerful tool for spatial analysis of
crystal morphology in SEM. Whereas X-ray diffraction is typically only available as
a bulk measurement for identifying phases present, EBSD is a local probe for both
phase and lattice orientation. In EBSD, the sample is tilted toward a detector which
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captures an image of the distribution of backscattered electrons emerging from the
sample surface. For crystalline materials, this distribution is a so-called Kikuchi pat-
tern, in which diffracting lattice planes are represented by bands of intensity contrast
occurring at particular positions and angles. This pattern is processed by a Hough
transform, yielding an image in which the linear Kikuchi bands have been converted
into high intensity spots at coordinates corresponding to the band position and an-
gle. The strongest of these Hough peaks are then fit against the calculated patterns
of known candidate phases, and the best fit indicates the phase and orientation. By
scanning over a region of the sample and performing this analysis at regular intervals,
maps of orientation and phase data can be obtained. Various ways of representing
this data are available, yielding images that emphasize different features.
3.6.3.1 Inverse pole figure maps
EBSD data is typically displayed in inverse pole figure (IPF) maps. In IPF, crystal
orientations are described relative to some reference frame defined by three orthogonal
axes and related to the sample geometry (typically one normal to the surface, one
parallel to the surface pointing in the tilt direction, and one orthogonal to both). The
laser-written lines were oriented in the tilt direction such that the major reference
axes corresponded to longitudinal (L), transverse horizontal (TH), and transverse
vertical (TV) directions (Fig. 3.10). Any arbitrary direction can be specified as a
vector with components along these major axes.
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IPF maps use a color code to indicate the crystal lattice orientation which lies parallel
to any reference axis of interest. Grains will therefore appear as regions of consistent
color, and abrupt color changes will occur at grain boundaries. IPF maps are therefore
ideal for characterizing grain shape and size in polycrystalline samples and identifying
preferential orientations, high-angle grain boundaries, and twin boundaries.
3.6.3.2 Grain reference orientation deviation maps
A consequence of the color code scheme of IPF maps is a difficulty in discerning subtle
changes in hue corresponding to small angular misorientations, such that low-angle
grain boundaries may be overlooked. Grain reference orientation deviation (GROD)
mapping offers an alternative color scheme in which, rather than specific orientations,
the magnitude of angular deviation from some reference orientation is indicated. The
reference may be chosen as a particular pixel in the map or as the average orientation
of all pixels in the map. The scale can be tuned to a specific range of misorientation
angles, such that the angular resolution can be increased substantially, and low-angle
grain boundaries which were indiscernible in IPF maps appear as distinct features.
3.6.3.3 Grayscale maps
IPF and GROD maps may be complemented by overlapping grayscale maps which
convey metadata about the orientation analysis. A grayscale map of image quality
(IQ), which refers to the quality of the Kikuchi pattern, darkens pixels in amorphous
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regions, grain boundaries, or any other defects which exhibit no appreciable diffrac-
tion. Similarly, a grayscale map of confidence index (CI) darkens those pixels at
which a single orientation could not be unambiguously assigned (which may occur
despite a high image quality when certain orientations exhibit very similar Kikuchi
patterns).
A second type of grayscale map was used, as with GROD maps, to obtain higher
angular resolution and highlight low-angle grain boundaries. These were produced by
desaturating a standard inverse pole figure and then performing a levels adjustment
of the histogram to maximize contrast. As with the GROD mapping, distinct edges
appear where grain boundaries occur, even when misorientation angles are very small.
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Figure 3.1: Schematic of laser optics. Average power is modulated by a gradu-
ated neutral-density (GND) filter; beam diameter is expanded by telescope; A half
wave plate (HWP) rotates beam polarization for SLM alignment; SLM imparts cus-
tomized phase shifts; objective lens focuses beam inside glass sample; sample stage
allows heating and XYZ mobility.
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Figure 3.2: The focusing geometry used in aberration correction. Ray ABCDE
represents the optical path from a point on the lens to an arbitrary focal point. The
starting point A can be defined in terms of the unrefracted convergence angle θ, and
choosing an intended focal depth d4 defines the endpoint E. Incident angles θi for
each layer i depend on Fermat’s principle and Snell’s law. The ni terms represent the
refractive indices of each layer, the di terms represent the thicknesses of each layer,
f indicates the focal length of the objective lens, and df indicates the corresponding
depth of the intrinsic focal point of the lens (in the absence of refraction). The SLM
phase pattern is assumed to project onto the lens, such that r represents the radial
distance from the pattern center of the SLM pixel which corresponds to the angle
θ.
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Figure 3.3: Gerchberg-Saxton (iterative Fourier) method illustrated with example
(provided by M. Sakakura). Starting from a desired light pattern (amplitude) and
random or zero phase, a cycle of (discrete) Fourier transforms (FT) and inverse
Fourier transforms (IFT) is performed while alternatively replacing the amplitude
component of the result with either the source intensity distribution (shown here
as the white square, representing a uniform source) or the desired target intensity
distribution (in this case, JSAP 2008). At the bottom, the effect of increasing
iteration count is shown.
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Figure 3.4: Illustration of the effect of a phase grating on intensity profile when
focused through a lens, based on the Huygens-Fresnel principle. Light and dark
blue represent two phase conditions which are phase shifted by pi with respect to
one another. Interference of these phase-shifted components effectively causes the
focus to diverge. As the period of the grating increases, the divergent foci move
farther apart.
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Figure 3.5: Focal displacement caused by a phase gradient. Sections of SLM
holograms and their calculated focal intensity distributions are shown for three dif-
ferent gradient slopes, illustrating the correlation between gradient slope and focal
displacement distance. By cycling quickly through many gradients with gradually
changing slope, continuous motion of the focus can be approximated.
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Figure 3.6: Focal divergence caused by a phase grating. Sections of SLM holo-
grams and their calculated focal intensity distributions are shown for three different
phase gratings, illustrating the effect of grating period on focal separation distance.
Higher-order interference peaks also occur with progressively lower intensity as dis-
tance from the beam axis increases. By cycling quickly through many gratings with
gradually changing period, continuous divergence of one focus into two can be ap-
proximated. By scanning the sample stage at the same time, a growing crystal may
be split into two branches with the divergence angle determined by the rates of focal
scanning and hologram cycling.
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Figure 3.7: Illustrations of laser heating model. (a) 2D representation of the
model premise for the radial case. A laser-induced temperature gradient is shifted
up the temperature axis as the ambient sample temperature TS is progressively in-
creased. The outer modification boundary temperature remains constant, so these
shifts result in modification radii which progressively increase. Each modification
corresponds to a slice of the temperature surface, so stacking modifications ob-
tained at different temperatures reproduces the contour of the temperature curve.
(b) Schematic of irradiation and sample geometry. Modifications are created at
different sample temperatures and viewed in profile in order to obtain their 3D
cylindrically symmetric dimensions. This can be plotted as radii r vs. depth z and
sample temperature TS . (c) Example of actual modification geometry collected in-
situ during irradiation illustrating cylindrical symmetry, axial asymmetry, and the
line-like quality of the heat source (focal plasma).
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Figure 3.8: Measured transmission spectrum of LaBGeO5 glass exhibiting ab-
sorption edge near 250 nm. For 800 nm laser wavelength, at least a four-photon
absorption process would be required to promote valence electrons to the conduc-
tion band.
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Figure 3.9: Waveguiding characterization setup. From the left, an optical fiber
carries the laser input to the edge of the sample. The sample is placed on a mirror,
and a reflection optical microscope above provides an overhead view of the sample
and fiber. Alignment is found by manually adjusting the sample position with
respect to the fiber and observing the output through the side-mounted objective
lens and CCD camera.
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Figure 3.10: Interpretation of EBSD crystal orientation data. (a) Crystal orien-
tations are specified relative to a reference coordinate system based on the sample
geometry. For laser-written crystal lines, reference axes were chosen according to
their orientation with respect to the crystal and the sample surface: longitudinal
(L), transverse horizontal (TH), and transverse vertical (TV). Inverse pole figure
(IPF) maps use a color code (b) to indicate the crystallographic direction (Miller
indices) which is parallel to a chosen reference axis. (c) The color code shown in the
context of a hexagonal cell.
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Femtosecond Laser-induced
Crystal Nucleation
4.1 Laser irradiation effects
Upon irradiation with femtosecond laser, a variety of processes and effects may occur,
including persistent structural changes and various optical emissions. This chapter
describes the effects of static irradiation (stationary focus) on the glass, including
crystal nucleation, the processes that precede it, and their influence on crystal nucle-
ation rate.
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4.1.1 Light emission
Fig. 4.1 shows examples of the three main types of optical emission at the focus during
irradiation, as observed through the focusing objective by CCD camera. These could
be explained by examining their spectra. The white light in (a), which was the first to
appear upon irradiation, exhibited a broad emission approximately spanning the 400
to 800 nm range and consistent with supercontinuum generation due to laser-induced
plasma. As such, this emission was the main indication of whether absorption and
heating were sustained as irradiation progressed.
In some cases, emission would abruptly shift to the condition in (b). Despite the
bluish appearance conveyed by the CCD, the spectrum showed a strong signal only
near 800 nm, the wavelength of the incident laser. Examination of the focal region
in such cases revealed that cracking and damage had occurred, whereas cases that
showed only white light continuum did not exhibit cracking. This emission was
therefore attributed to reflection and scattering of the incident laser due to cracking
near the focal point, particularly cracks occurring at or above the region of plasma
formation, since these would lie in the path of the focusing beam and could prevent
further absorption by reducing the intensity of the focus. In contrast, cracks occurring
below the plasma did not disrupt absorption.
The third emission (c) exhibited a strong peak near 400 nm due to the presence
of a nonlinear optic crystal, which causes a frequency doubling (second harmonic
generation, or SHG) as a consequence of its second-order nonlinear optic response.
A small peak near 800 nm suggests that some reflection or scattering of unconverted
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incident light was also occurring. In this case, the light in (c) had a scintillating
appearance, and the SHG emission fully replaced the white light continuum. Much
like the cracks in (b), the crystal thus appears to have blocked the path of the
focusing beam and disrupted further plasma generation by reflecting and scattering
the incident light even as it converts it to 400 nm. However, in other cases plasma
generation would persist after crystallization, provided that the crystal remained
below or to the sides of the focal plasma.
4.1.2 Refractive index modification
With high repetition rate, and provided that the pulse energy is sufficient to in-
duce multiphoton absorption, fs laser irradiation creates substantial heat accumula-
tion around the focus [59], such that the glass there is remelted and then quickly
quenched when irradiation ceases. Additionally, significant thermal stresses arise as
the melt pool attempts to expand but is confined by the rigid surroundings. These
combined effects create a multi-zoned refractive index modification, as shown in Fig.
4.2. The innermost zone reaches the highest temperatures and is visibly remelted
during irradiation, as occasional motion of bubbles can be seen. The concentric zone
surrounding the melt can be attributed to softened glass close to the glass transition
temperature [71], which is densified as it is compressed between the expanding liquid
and the rigid sub-TG matrix.
Raman spectra taken from various points in the index-modified region are compared
with the spectrum of the unmodified glass in Fig. 4.3. No evidence of crystals is seen
103
Chapter 4. Mechanisms of Femtosecond Laser-induced Crystal Nucleation
in any of the spectra, including those of the dark features at the inner modification
boundary (crystals would exhibit sharp, distinct peaks). These features are best
attributed to bubbles, for reasons discussed in section 4.1.4. The spectra from the
center are practically equivalent between one and five minutes of irradiation, but
both differ substantially from the unmodified glass at low wavenumbers. The spectra
from the outer ring are close to that of the unmodified glass, and also very similar
between one and five minutes of irradiation. Only the spectra taken near the inner
boundary exhibit significant variation between one and five minutes.
In the literature on LaBGeO5, the band near 400-650 cm
−1 has been attributed to
overlapping bending modes of boron and Ge units, with BO4 modes occurring roughly
in the 500-650 cm−1 window and GeO4 modes occurring around 400 cm−1. The band
near 320 cm−1 is attributed to La-O stretching vibrations, and the large 800 cm−1
peak has been attributed to symmetric BO4 and GeO4 stretching vibrations [79–
81]. The lowest frequency modes, in the 100-200 cm−1 range, are attributed to La
displacements, as well as rotation of the BGeO5 chains and wagging of GeO4 units
[81].
Changes in refractive index and Raman spectra may be attributed to changes in local
atomic structure (e.g. through densification or composition change). Raman spec-
tra of several different compositions around stoichiometric LaBGeO5 were provided
by Califano et al. [79]. Their results indicate that the wide band near 550 cm−1
shifts strongly to lower wavenumbers as the lanthanum content is decreased. The
Raman results could therefore suggest a lanthanum depletion at the center of the
modification. Coussa et al. [80] considered pressure-induced changes in LaBGeO5
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glass. Their results suggest hystereses occur for certain peak shifts when loading and
unloading in compression, such that the peaks remain shifted after returning to ambi-
ent pressure. These include the 800 cm−1 peak, which shifts to lower wavenumbers,
and the peak near 320 cm−1, which shifts to slightly higher wavenumbers, after a
compression-decompression cycle to 19 GPa. Small examples of both of these shifts
appear in the five minute irradiation spectrum from the outer modified ring, and the
800 cm−1 shift appears in the one minute spectrum. This would be consistent with
the expected compression and densification of this region due to thermal expansion
stress.
The Raman results in Fig. 4.3 suggest that the structural changes caused by irradia-
tion are well established within one minute, and at five minutes very little has changed
at the center of the modification or in the outer ring. The exception appears to be
at the inner boundary where many small bubbles occur, in which case a discrepancy
occurs between the one minute and five minute irradiations in the Raman spectra at
low wavenumbers. Fig. 4.4 shows optical micrographs of laser modifications with in-
creasing duration, irradiated close to the surface (low-aberration condition). It can be
seen that the main change occurring at this timescale is coarsening and redistribution
of the bubbles collecting at the inner modification boundary that separates the melt
region and the outer density-modified ring. Initially small features bubbles at the top
and sides of the modification. Gradually, they disappear from the top while becoming
larger and more clustered at the sides. Eventually the crystal emerges, causing cracks
to form, and the appearance of the modification changes substantially.
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4.1.3 Effect of focal depth and optical aberration
Optical aberration has a beam-shaping effect which influences the size and shape
of the laser modification and becomes stronger with increasing focal depth. This
phenomenon can be seen in Fig. 4.5, in which a low-aberration case is compared
with increasingly aberration-influenced modifications in profile view. Although the
length of the modifications from top to bottom remains comparable, the width and
shape change dramatically as well as the distribution of bubbles.
The aberration correction procedure developed for multi-layer irradiation was suc-
cessful at creating consistent heating conditions at different focal depths and cor-
responding degrees of aberration. Fig. 4.6 shows a comparison of four focal depth
conditions with and without the aberration correction applied, and the corresponding
phase patterns. The reshaping of the refractive index modification due to aberration
is distinct between the uncorrected cases, but with the correction applied, a consistent
shape and size was obtained.
4.1.4 Bubble formation
The dark features on the order of about a micron or less in the transmission optical
micrographs (Figs. 4.2, 4.5, and 4.3 inset) appear as bright features in reflection
optical micrographs (Fig. 4.4). In other words, they are strongly reflecting and
scattering light and are thus not merely index-modified glass. Nevertheless, they lack
any sharp Raman peaks in Fig. 4.3 which would be characteristic of small crystals,
and they exhibit no birefringence in polarized optical micrographs (Fig. 4.7). They
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also appear consistently circular, and the larger examples in transmission optical
micrographs include a bright spot at the center of the otherwise dark circle, consistent
with a focusing effect. These observations all indicate that these features are small
bubbles. Bubbles may form through chemical processes related to composition change
and formation of gas phases, or through physical cavitation processes associated with
pressure wave propagation through a liquid medium.
4.1.4.1 Cavitation
Cavitation is a well-known consequence of laser-induced optical breakdown in water
and biological tissue [82–85]. Each pulse brings an explosive heating and expansion
of focal plasma, causing a compressive stress wave to propagate outward followed
by a trailing tensile wave which, depending on the pulse energy and the viscoelastic
behavior of the medium [85], may lead to cavitation. Because the glass is well within
the liquid or supercooled liquid temperature range near the focus during sustained
high repetition rate fs laser irradiation, this amounts to irradiation within a fluid
medium, and therefore some degree of cavitation might be expected. However, the
bubbles observed in Figs. 4.4, 4.5, 4.7, and 4.3 are numerous and scattered at the
edge of the melt, whereas cavitation bubbles tend to occur singularly at the center
of the outgoing stress wave. Indeed, examples were sometimes seen of larger bubbles
appearing at the center of the heat modifications in LaBGeO5 during irradiation and
were occasionally retained after irradiation was ceased (Fig. 4.8), although such cases
were rare.
107
Chapter 4. Mechanisms of Femtosecond Laser-induced Crystal Nucleation
4.1.4.2 Gas phase formation
Formation of a gas phase is another possible mechanism of bubble formation. For
example, volatile species could nucleate gas bubbles within the glass melt. This
mechanism would be more consistent with the time evolution of bubbles seen in Fig.
4.4, in that they appear to start very small and evenly dispersed, and then gradually
coarsen and aggregate. The presence of vapor pressure in the bubbles would also
explain why they do not immediately collapse within the compressed melt. Boron is
known to exhibit some volatility at the high temperatures used in batch melting of
LaBGeO5 glass [65], but vaporized boron should recondense upon cooling and coat
the inside of the bubble. In that case, the Raman spectrum from the bubbles should
be different from the surrounding glass, which was not observed.
Oxygen could also be responsible. However, oxide glasses lack the chemical flexibility
of chalcogenide glasses, and oxygen would not be expected to leave the structure
without some compensatory change in La, B, or Ge content. Boron is capable of
adopting both a 3-fold and a 4-fold coordination, so a change in average boron valence
could accommodate a net oxygen loss from the network, but a problem of charge
balance remains. Four-coordinated BO−4 units have a net -1 charge and only form in
the presence of network modifier species such as La2+, satisfying charge balance. If
O2 were simply removed from BO
−
4 units in the network, this charge balance would
be disrupted.
Nevertheless, the conditions near the focus during fs laser irradiation are far from
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equilibrium, with many electrons freed from the network and promoted to the con-
duction band within the focal plasma. As such, local charge balance between struc-
tural units may be significantly disrupted while the plasma is active, and oxygen ions
would be freed from the network as bonding electrons are removed. As such, it is
likely that the bubbles originate at the plasma and migrate outward until becom-
ing trapped and aggregating at the boundary of the liquid zone where the viscosity
becomes too high for convective flow.
In the case of strong aberration, where bubbles appear primarily at the bottom of
the modification, they appear to emanate from the plasma at the very tip as it
expands downward. A focusing effect of the modification itself is observed (Fig. 4.9),
whereby the plasma filament intensifies and migrates downward within the initial
seconds of irradiation, first creating a thin damage region extending below the heat
modification and then expanding the melt downward like a wedge as bubbles disperse
radially outward. In this case, large bubbles may be established within the first few
seconds of irradiation, whereas in the low-aberration case in Fig. 4.4, many small
bubbles appear and gradually coarsen over the course of minutes. Some aspects of
the bubble formation mechanism may therefore vary as aberration conditions change.
4.1.5 Composition modification
An SEM micrograph collected in backscatter mode is shown in Fig. 4.10 (a) for a hor-
izontal cross-section of a modification created under low-aberration conditions, along
with EPMA line scans for the four elements present in the glass, demonstrating the
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radial redistribution of elements in the melt prior to crystallization. The backscatter
image emphasizes elemental contrast, with heavier elements appearing as brighter
features. The inner boundary of the modification is marked by a distinct circle of
bubbles (small black dots). A clear contrast is seen within the circle and between the
circle and the exterior, with a distinct edge at the inner boundary. The brightness of
the exterior region represents the baseline composition of the glass matrix. Inside the
circle, the center is darker and the outer ring is brighter than the surroundings. This
is consistent with the EPMA traces, which show the heaviest element, La, migrating
outward while Ge migrates toward the center. Boron appears largely unchanged, and
oxygen shows only slight enrichment at the center.
Lanthanum is a network modifier that does not play a connective structural role in
the network, so it would be expected to be relatively mobile but hindered by its
size. Germanium and boron oxides form the backbone of the glass network and
would generally be less mobile. But because the focal region is far from equilibrium
during irradiation, there may be many contributing driving forces for elemental re-
distribution, including gradients in temperature, stress, and charge density, as well
as convection of the melt.
Fig. 4.10 (b) shows a vertical cross section (profile) view for the case when the focal
point has been scanned through the glass in a line. In this case, lanthanum migrates
predominantly to the upper half, while germanium concentrates in the lower half.
Bubbles appear near the edge of this transition, but occur mainly on the lanthanum-
enriched side. In this case bubbles are seen inside the modification as well as at the
edges, but these would have been deposited there as the trailing edge of the moving
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melt passed through the center. The same reason would explain why lanthanum is
not depleted in the center as it was for the stationary spot in (a).
The reason for the distinct vertical segregation is unclear. Shimizu et al. [54] demon-
strated that the redistribution of elements seen in silicate glass can be well reproduced
by a model based purely on diffusion driven by a steep temperature gradient. A trend
was noted that more strongly bonded oxides (i.e. glass-formers like GeO2) tend to
migrate toward higher temperature while weakly bonded oxides (i.e. glass-modifiers
like La2O3) tend to migrate toward lower temperature. However, only a radial slice
near the center of the heat modification was used, and redistribution along the beam
axis was not considered.
4.2 Temperature distribution of femtosecond laser heat-
ing
The results of the temperature distribution model described in Chapter 3 are sum-
marized in Fig. 4.11, which compares the geometry of the empirical refractive index
modifications with the corresponding geometries of the best-fit results. The best-fit
result had an R2 value of 0.986. The solid outlines in the model results correspond to
the isotherms of the outer boundary temperature Tout, which itself was obtained by
the fitting procedure. The interior solid line represents the melting onset temperature
of the crystal.
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As reviewed in Chapter 1, the peak crystallization rates for bulk and powder crystal-
lization in LaBGeO5 902
◦C and 824◦C, respectively [63]. The model results in Fig.
4.11 show the isotherms of 902 and 824◦C as the dashed and dash-dotted lines, respec-
tively. The dashed line would thus represent the regions of the cross-section where
the fastest crystal growth should occur, while the dash-dotted line would represent
where the fastest nucleation should occur.
The best-fit value of Tout was 689±7◦C, which is close to the glass transition temper-
ature of LaBGeO5, TG = 670
◦C [63]. This is consistent with the results of Sakakura
et al. [71] for the 2D radial model in silicate glass, which also occurred close to TG.
The physical meaning was attributed to the degree of temperature-dependent stress
relaxation which can occur within the experimental timescale. Temperatures below
Tout are too low for stress relaxation (i.e. they remain rigid, and the structure is
unmodified) whereas temperatures above Tout can reach maximal relaxation within
a few tens of degrees.
It can be seen from Fig. 4.11 that the best agreement between model and exper-
iment occurs for intermediate sample temperatures. The model result is narrower
at room temperature and wider at 400◦C with respect to the experiment. However,
overall the shape is reasonably well reproduced considering the number of necessary
approximations and assumptions, and the position and length of the plasma column
(with a best-fit value of 144± 1◦C) seems to correspond well with visible features in
the center of the experimental index modifications. Additionally, the agreement of
the value of Tout with expectation and the incorporation of the heat equation into
the model derivation provide confidence that the range of temperatures obtained
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within the melt should be in reasonable agreement with experiment (excepting the
extrapolated region very close to the heat source).
The main features to note are the high temperatures exceeding 2000◦C near the heat
source, well above the crystal melting point. Although temperatures approaching
the heat source itself are extrapolated away from the fitting data and should not be
considered precise, it is clear that there is a region in the center in which crystal
growth will not occur. The suitable temperatures for crystallization are thus bisected
by the heat source, occuring primarily to the sides and to a lesser extent on the bottom
and top. This geometry has significant implications for crystal growth morphologies,
which will be discussed in the following Chapter.
4.3 Focal depth dependence of crystal nucleation
A LaBGeO5 crystal, once initiated, could be easily grown by scanning the focal
point through the glass under a wide range of conditions. However, initiating a new
seed crystal in a region of pristine glass proved difficult and very sensitive to sample
and irradiation conditions, particularly focal depth. As discussed in Chapter 1, the
primary effect of changing focal depth is a variation in the degree of aberration and
its effects.
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4.3.1 Congruent crystallization at low-aberration conditions
Fig. 4.12 shows the initiation of a LaBGeO5 seed crystal during irradiation at low-
aberration conditions. In the upper sequence, a small crystallite appears at the inner
boundary at the side of the modification (black arrow) and quickly grows inward
through the melt, until a crack appears and the plasma becomes disrupted. The
full sequence of frames occurs within about one second, but only begins after several
minutes of irradiation. As mentioned in the Raman section, it is this inner bound-
ary where changes continue to progress over several minutes, while the rest of the
modification effectively reaches a steady state within the first minute or less. Visible
changes are seen in a gradual coarsening of the bubbles, and the Raman spectra re-
flect additional changes in atomic structural order, although changes in the 100-300
cm−1 range could be attributed to a variety of structural groups. The induction time
of several minutes suggests that the progressive structural changes and/or coarsening
of bubbles at the inner boundary may be necessary precursors to crystal nucleation.
By overlaying outlines of the crystal from each frame, the composite image resem-
bling a contour plot in the bottom-left of Fig. 4.12 is obtained. The green arrow
traces the path of fastest growth. For the first two frames, the crystal essentially
grows radially toward the modification center. In the subsequent frames, the growth
transitions into a much more tangential path which progresses around the periphery
of the heat source. This behavior emerges from the interaction between temperature-
dependent growth rate and the laser-induced temperature gradient, as illustrated in
the bottom-right of Fig. 4.12. Below the temperature gradient, a typical growth rate
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vs. temperature curve (see Fig. 1.1) is positioned in alignment with the major tem-
perature reference points. In the blue zone, the glass is close to the glass transition
temperature and is essentially rigid, so crystallization is kinetically prevented. In
the red zone, the temperature exceeds the melting point, and crystallization is ther-
modynamically prevented. The crystal may then grow only within the green zone,
with a peak growth rate occurring at some particular isotherm (dark green). The
closer the interface is to this isotherm, the faster the growth rate becomes. Thus
the initial nucleus accelerates radially inward, up the temperature gradient toward
the peak growth isotherm. But once this optimum temperature is reached, further
radial growth toward the center becomes progressively slower, and the ideal growth
path becomes tangential to the peak growth isotherm. In practice, since the growth
rate is also dependent on the lattice orientation, a more elliptical path is observed.
In the final frame, the crystal appears to have crossed into the red zone, but the
three dimensional nature of the modification must be considered; the green volume
also wraps above the heat source and the red volume, and it is more likely that the
crystal has simply grown above the heat source and blocked the beam, causing the
plasma to quench and a crack to form.
Crystallization of this sort could be obtained in some samples for low-aberration
focal depths near 50-100 µm and irradiations of approximately ten minutes, but
crystallization became slow and inconsistent as focal depth was increased into the
200-300 µm range. Reproducibility between samples was also poor. The presence of
bubbles seemed to be a determining factor; for samples in which this low-aberration
crystallization could not be obtained, there was also a lack of bubble formation.
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Because the glass batches were weighed, mixed, and poured by hand, small differences
in batch composition or thermal history may be responsible for these differences in
crystallization between samples. However, it does suggest that nucleation time for
a given irradiation condition is very sensitive to sample preparation conditions. In
practice, this meant that optimized irradiation conditions for crystallization varied
somewhat from sample to sample and had to be rediscovered through trial-and-error.
4.3.2 Incongruent crystallization at low-aberration conditions
Although the LaBGeO5 glass subjected to heat treatment would generally crystallize
congruently into the ferroelectric crystal of the same composition, the laser-induced
composition modification seen in Figs. 4.10 means that, within the melt where the
crystal can form, the local composition will generally deviate from this stoichiometry.
Accordingly, phases may appear which would not be expected to crystallize in a
typical heat treatment of glass of the base composition. One such case is shown in
Fig. 4.13. Irradiation was stopped after eight minutes while the focal plasma was
still active and before obvious signs of crystallization could be seen. Nevertheless,
the SEM backscatter image reveals the presence of strong, irregularly shaped bright
spots corresponding to high lanthanum concentrations around the periphery of the
modification. Boron is also enhanced in these regions, while germanium is strongly
depleted.
Such distinct and irregular composition distributions suggest that these regions have
crystallized, with the most likely candidate phases among the lanthanum borates.
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Raman results indeed exhibit sharp, distinct peaks characteristic of crystals, and
a review of the literature reveals fairly good agreement with published spectra for
LaBO3 (Fig. 4.14) [86]. These LaBO3 crystals occur around the outside of the
melt, where a high La concentration and germanium depletion was seen in Fig. 4.10
(a). This suggests that laser-induced composition may can have a large influence on
crystallization rates and phases formed during fs laser crystallization. The optimum
composition of bulk glass for crystallizing specific phases and suppressing undesired
phases in a typical heat treatment may not be the optimum composition for fs laser
crystallization, since the local environment of the crystal can deviate from the bulk.
On the other hand, crystalline phases with compositions that are not easily glass-
forming could perhaps be produced by this method, by starting from a different
bulk composition which is glass-forming and then relying on laser-driven composition
change to locally create the crystallization condition for the intended phase.
Fig. 4.15 shows another case where LaBO3 occurs, but this time appearing only as
a small sliver at the edge of a much larger LaBGeO5 crystal that has grown through
the center of the modification. The entire melt seems La-enriched with respect to
the surrounding glass. Since La content is conserved, this is a manifestation of the
vertical redistribution of La within the melt. As expected, in the vicinity of the
LaBO3 crystallite, the residual glass is La depleted and Ge-enriched. Other than
this, the LaBGeO5 shows minimal contrast with the residual glass.
Considered together, Figs. 4.13 and 4.15 suggest a multi-step process whereby (1)
irradiation drives local composition change, creating a La-enriched and Ge-depleted
zone around the periphery of the melt; (2) nucleation of off-stoichiometric LaBO3
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crystals is induced in this region by the composition change; (3) the growing LaBO3
crystals scavenge La and reject Ge, such that the residual glass composition begins to
return toward that of the surrounding bulk, slowing the growth rate of LaBO3; and
(4) stoichiometric LaBGeO5 crystals finally form and grow through the melt. The
preliminary formation of off-stoichiometric intermediate phases could influence the
further nucleation of stoichiometric LaBGeO5, for example by providing low-energy
heterogeneous nucleation sites at the crystal-glass interface or by their effect on the
composition of the residual glass. However, as seen in Fig. 4.12, the stoichiometric
phase may also crystallize directly, bypassing formation of intermediate phases.
4.3.3 Incongruent crystallization at high-aberration conditions
Crystallization at high aberration conditions could be obtained more consistently
and often with shorter induction times, with crystals appearing within ten seconds
of irradiation in the fastest cases. However, this crystallization was almost always
incongruent. Fig. 4.16 shows the modification from Fig. 4.9 after approximately 30
seconds of continued irradiation. A crystal grows upward from the bottom of the
modification out of the cluster of bubbles. This growth slows and stops before the
crystal has reached the top of the melt. In the last frame the backlight is turned off,
and a faint white light emission from the plasma can be seen in a vertical column
above the crystal, which scintillates with frequency-doubled light due to nonlinear
second harmonic generation.
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Although this crystal exhibits some SHG, the gradually slowing growth is suggestive
of incongruent crystallization, and its Raman features (Fig. 4.17 (a)) are unlike
both LaBGeO5 and LaBO3. An EDS composition mapping over a cross-section (Fig.
4.18) reveals that, much like the low-aberration case, this phase is again incongruent
and La-enriched and Ge-depleted with respect to the starting glass. It is also O-
depleted. Overall, the La and Ge maps look perfectly complementary; wherever
La is enriched, Ge is comparably depleted, and vice-versa. Looking closely at the
higher magnification views of the crystal, the respective enrichment and depletion
and La and Ge are seen to extend beyond the crystal itself at the bottom and into
the adjacent glass. A Ge enrichment and La depletion in the glass near the center
of the modification are also observed. Unlike La and Ge, O shows no variation in
the glass at the center or next to the crystal, and the oxygen depletion is confined
sharply to the crystal itself.
If incongruent crystal growth had caused the composition changes, then the La de-
pletion and Ge enrichment should occur in the glass adjacent to the crystal, since the
growing crystal would reject Ge and scavenge La. The elemental distributions in Fig.
4.18 thus suggest that the composition changes preceded and caused the incongruent
crystallization, rather than the reversed case. This is consistent with literature ac-
counts of fs laser-driven redistribution of elements within the heat modification, but
it is in conflict with the vertical redistribution seen in Fig. 4.10 (b) wherein La mi-
grated upward and Ge migrated downward. Since the main difference between these
two cases is the focal depth, it appears that the composition modification displays an
aberration dependence similar to that seen with the bubble distribution in Fig. 4.5.
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That is, La concentrates near the melt boundary in the top of the modification when
aberration is small, but this changes to the bottom of the modification as aberration
increases.
The presence of SHG indicates that this phase is also optically nonlinear, but its
Raman spectra are substantially different from LaBGeO5 spectra as well as LaBO3
(Fig. 4.17). Raman spectra of other possible alternatives such as lanthanum pyroger-
manate (La2Ge2O7) could not be found in literature. It could also be an unreported
phase in the ternary oxide system. X-ray diffraction would provide a better means of
identifying the phase, but a large enough crystal could not be produced because of
the progressively decreasing growth rate caused by the composition mismatch with
the glass.
The tendency to crystallize an unexpected incongruent phase at high-aberration con-
ditions appears problematic when the intent is to crystallize stoichiometric LaBGeO5,
but in practice it was always possible to produce the congruent phase within minutes
by simply continuing to irradiate the same spot after the first phase had formed.
Indeed, compared to the direct congruent crystallization case, this turned out to be
the more reliable route to forming a new LaBGeO5 crystal. Raman mapping was
used to clarify the structure of these two-phase crystallites. Noting from Fig. 4.17
that the Raman spectra of the unknown phase and LaBGeO5 crystal both include
pairs of peaks in the 700-900 cm−1 range with comparable intensity but shifted in
position, the two crystals could be distinguished by mapping the mass-center of the
area under each curve within this range.
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The result is shown in Fig. 4.19. Darker features correspond to the incongruent phase
and brighter features correspond to crystalline LaBGeO5. At the bottom, the incon-
gruent phase grows upward through a vertical column through the center in the same
manner seen in Fig. 4.16. LaBGeO5 first occurs adjacent to it, with both initially
occurring at the same depth. However, LaBGeO5 grows much faster and quickly
becomes dominant as growth continues upward, such that the top section contains
only LaBGeO5. In the same way, if the focal point is moved laterally through the
glass, a line containing only LaBGeO5 will be formed. As such, this two-phase crystal
initiation process is not a problem for establishing LaBGeO5 crystal architectures.
4.4 A generalized model for fs laser crystallization in
pristine glass
In a strong glass-forming system such as this, with such a small volume of mate-
rial heated to the temperature range suitable for crystal nucleation, crystallization
rates in general appear to be impractically slow. Only by adjusting focal depth and
laser power may particular conditions be found which accelerate crystallization rates
to laboratory timescales. This sensitivity to irradiation conditions was somewhat
surprising; the fs laser heat source establishes a temperature gradient around it in
which the entire range from ambient to melting temperature would be represented
at some distance from the heat source. If crystallization depended solely on reaching
an appropriate temperature for nucleation and growth somewhere within the heat
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modification, as discussed in Fig. 1.1, then this requirement should be met under al-
most any irradiation condition (assuming sufficient intensity for photomodification is
reached). The ability to dramatically accelerate crystallization by tuning irradiation
parameters thus requires consideration of additional mechanisms.
From the results described thus far, a generalized model of the crystal initiation
process can be inferred. Although differences arise as the amount of aberration is
varied, certain common aspects are identified which reveal important mechanisms.
Specifically, the following sequence is observed for crystallization at both low and high
aberration conditions: (1) laser-induced elemental redistribution creates regions of La
enrichment near the melt boundary; (2) bubbles collect at the melt boundary in the
La-enriched regions; (3) after some induction time usually on the order of minutes,
La-rich incongruent phases appear in the La-enriched regions and crystallize part of
the melt; (4) with continued irradiation, congruent LaBGeO5 crystals appear and
grow through the remaining melt. In some cases, step (3) was bypassed and direct
crystallization of LaBGeO5 was observed, but still always initiating where bubbles
had first formed.
Based on the above sequence, the acceleration of crystallization rates in certain sit-
uations relies on the creation of internal surfaces (bubbles) to act as heterogeneous
nucleation sites which reduce the energy barrier for nucleation (as detailed in Chapter
2). This begins to explain why simply reaching the correct temperature somewhere in
the melt is insufficient. By effectively fixing the potential nucleation sites to certain
specific locations in the melt, nucleation rates become dependent only on the highly
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localized conditions at those internal surfaces (particularly, the local composition and
temperature).
Not every case in which bubbles were present was found to crystallize. In other
words, formation of bubbles or defects appears to be necessary but not sufficient.
Optimization of irradiation parameters involves finding conditions which not only
produce bubbles, but also establish appropriate conditions at the bubble surface.
Since in this case bubbles always occur in regions of La enrichment, the tendency for
La-rich to form first is not surprising. They can grow easily within the La-enriched
glass zones but slow to a stop as the excess La is depleted. This leaves another
internal interface which, as seen from Fig. 4.18, extends into a region of glass with
comparable composition to the bulk LaBGeO5. A second heterogeneous nucleation
step then occurs at this stage, in which the ferroelectric LaBGeO5 crystal is able to
initiate at the existing crystal interface.
Obviously, the sequence discussed above is specific to the LaBGeO5 system. In gen-
eral, weak glass-formers which are already prone to crystallization will not likely
require such a circuitous path and should readily crystallize without such sensitivity
to irradiation parameters. For other strong glass-formers, although the particular
migrating species and phases formed will be different, certain general principles may
be inferred from the present results. In particular, (1) Crystallization may be highly
sensitive to process parameters, particularly laser power and focal depth; (2) Crys-
tallization may require first creating internal surfaces or defects within the laser
modification; (3) Because of elemental migration within the melt, phases formed
may not necessarily align with expectations based on standard heat treatment of the
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bulk composition; and (4) Initial formation of unintended phases is not necessarily a
problem and may actually assist in obtaining the intended phase.
4.5 Conclusions
Crystallization in LaBGeO5 glass is strongly nucleation rate-limited and is only ob-
tained under particular irradiation conditions which facilitate heterogeneous nucle-
ation through formation of laser-induced defects and local composition modifica-
tion. Although the glass has the same composition as the ferroelectric crystal in the
LaBGeO5 system, the laser-induced elemental migration makes formation of other
phases like LaBO3 initially more favorable. The occurrence of such phases is not nec-
essarily a problem, since in this case it serves as an intermediate step which ultimately
facilitates formation of stoichiometric LaBGeO5.
The long induction time required for each crystallization event and the sensitivity to
sample preparation and focal conditions would likely make this system unsuitable for
applications in which a large number of separate crystallites is required, especially if
the focal depth of the crystallites must vary (e.g 3D grid of crystalline pixels). How-
ever, these aspects also enhance the ability to grow continuous crystal architectures
composed of a single grain or a small number of grains by suppressing nucleation
of competing grains. In general this should be true for most strongly glass-forming
systems. In weak glass-formers which easily crystallize, the situation will be reversed;
many spots may be crystallized quickly, but the possibility of growing single-crystal
features is restricted. In choosing a glass-crystal system, depending on the desired
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outcome, a balance must be struck between the potential to form single crystals and
the time required to initiate them.
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Figure 4.1: Three types of light emission were found to occur at the focal point
during irradiation. (a-c) Micrographs of the focal spot observed through the focus-
ing objective, corresponding to yellow, blue, and violet curves (respectively) in the
collected emission spectra below. Based on these spectra, they may be interpreted
as (a) white light continuum emission from a laser-induced plasma, (b) reflection
of the incident laser off crack planes or other damage, and (c) scintillating second
harmonic generation scattering from a nonlinear optic crystal. A filter was used to
mask the signal of the 800 nm incident beam, so emissions near 800 are strongly
attenuated. Note that relative intensities between spectra are not meaningful, be-
cause it was necessary to move the input fiber with each measurement to bring the
intensity into the working range of the spectrometer.
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20 µm
(a) (b)
Figure 4.2: Refractive index modifications created by laser irradiation at high
repetition rate. (a) Backlit view of focal region through focusing objective during
irradiation near the sample surface (low-aberration conditions). The focal plasma
appears as a white light in the center. The modification contains two distinct zones
with radial symmetry about the beam axis and bounded by sharp interfaces. A crack
(out of focus) passes vertically through the image. Because it is below the plasma,
it does not disrupt absorption. (b) Profile view of a comparable modification after
irradiation has ceased.
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Figure 4.3: Raman spectra of laser modification compared with unmodified glass.
The three sets of spectra correspond to three different locations within the laser
modification, as indicated in the inset (optical micrograph, transmission mode). All
spectra have been scaled to the same average value. Green spectra correspond to 1
minute irradiation spots, and blue spectra correspond to 5 minute spots. A black
spectrum representing the unmodified glass is included with each set for comparison.
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Figure 4.4: Optical micrographs (reflection mode) of modifications produced
near the sample surface by one, two, and five minute irradiations, as well as after
crystallization has occurred (ten minutes of irradiation). The distribution and size
of bubbles (bright features) at the inner boundary gradually changes, while the size
of the modification remains practically unchanged. Crystallization is accompanied
by cracking.
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Figure 4.5: Optical microscope profile views of laser photomodifications at differ-
ent focal depths prior to crystallization, displaying the effect of optical aberration
on the shape of the melt and the distribution of defects. The effective focal depth
(including the contribution of the heating stage window) is indicated in microns
above each frame.
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10 μm
Figure 4.6: The effect of aberration correction, in order of increasing aberration
from (a) to (d). Laser heat-modification profiles (laser incident vertically from
above) were produced at room temperature by 30 s, 300 mW irradiation focused in
the bare sample at (a) 0.5 mm and (b) 1 mm below the surface, and focused through
the silica glass window at (c) 0.5 mm and (d) 1 mm below the sample surface. Each
frame compares uncorrected and aberration-corrected irradiations (left and right,
respectively), with the corresponding aberration correction pattern and its phase
profile (varying from 0 to 2pi) shown below.
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10 μm
Figure 4.7: Transmission optical micrograph close-up view of the bottom of a
laser modification produced under strong aberration conditions by 10 seconds of
irradiation. Solid black arrows indicate bubbles, white dashed arrows indicate the
position of the inner boundary of the melt, and the black dashed arrow indicates a
crack plane. The inset shows a closer view of the bubble position just outside the
melt boundary.
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10 μm
Figure 4.8: An example of cavitation, in which a large bubble has been frozen in
at the center of a laser modification.
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20 um
Figure 4.9: Optical microscope profile views of a 30 second temporal progres-
sion of a laser photomodification irradiated through the heating stage window with
no aberration correction (high aberration conditions). Heating is seen to proceed
downward with a strong white light emission, with a cone of bubbles forming around
the melt boundary at the bottom of the modification.
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Figure 4.10: Elemental migration induced by fs laser prior to crystallization under
normal low-aberration conditions. (a) includes an SEM backscatter image of a heat
modification exhibiting atomic radial number contrast and EPMA line scans across
the center of the modification showing La enrichment and Ge depletion around the
periphery of the melt. The composition change ends sharply at the melt boundary,
which is ringed with small bubbles in the SEM image (dark spots). The surrounding
glass contains circular cracks (dark lines). (b) shows an SEM backscatter image
and corresponding EPMA maps for a vertical cross-section of a line grown through
the glass, demonstrating the axial redistribution of elements in the melt. Higher
concentrations correspond to red red regions and lower concentrations correspond
to blue regions (the small spots of oxygen depletion were caused by beam damage).
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Figure 4.11: Optical micrographs and corresponding best-fit results for temper-
ature distribution modeling at the five ambient sample temperatures used in the
fitting. The solid outer line represents the value of outer boundary temperature
Tout obtained from the fit. The dashed and dash-dotted lines represent the peak
crystallization temperatures for bulk and surface crystallization, respectively [63].
The interior solid line represents the melting temperature.
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Figure 4.12: Crystal nucleation and initial growth under low-aberration condi-
tions (shallow focus, no heating stage window). The six frames at the top show
the temporal progression of a crystallite which nucleates at the edge of the melt
boundary and grows inward and around the melt until the plasma is quenched and
cracking occurs. The full sequence spans approximately 1 second. Below, the edges
of the crystal in each frame are overlaid in order to better visualize the path of
fastest growth. A transition from radial to tangential growth is observed, which
can be understood in terms of the interaction between temperature distribution and
temperature-dependent growth rate (bottom-right).
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Figure 4.13: Elemental redistribution associated with crystallization of an incon-
gruent precursor phase prior to LaBGeO5 formation for irradiation at shallow focus
(low-aberration conditions). An SEM composition micrograph (backscatter mode)
shows strong segregation of heavy elements into well-defined regions. Below, EPMA
composition mapping shows La and B enrichment and Ge depletion in these regions.
The phase was identified as LaBO3 based on these composition trends and Raman
spectroscopy.
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Figure 4.14: Comparison of an acquired Raman spectrum of the incongruent
phase in Fig. 4.13 with literature spectra for LaBO3 [86] under different orientations
with respect to the Raman input and output polarizations. Based on the general
agreement between spectra and the elemental redistribution, the phase appears to
be LaBO3.
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Figure 4.15: Elemental distribution after crystallization of LaBGeO5. The ring of
bubbles (dark spots) marks the edge of the melt in the SEM backscatter image, and
the LaBGeO5 crystal is slightly darker than its surroundings. The white horizontal
line was caused by the electron beam, but the smaller white sliver at the bottom of
the crystal is a real feature representing a small crystallite of LaBO3, as seen in the
EPMA element distribution maps. Along with as-collected maps, copies overlaid
with the outlines of the crystals are included to clarify where elemental contrast
occurs.
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20 um
Figure 4.16: Progression of crystallization for high aberration conditions (focusing
through heating stage window with no aberration correction). This is a continuation
of the sequence shown in Fig. 4.5 after additional irradiation time. A crystal appears
at the bottom of the modification from within the cluster of bubbles and grows
upward into a vertical column. Growth is initially rapid and slows gradually, with
the full sequence spanning 30 seconds. In the last frame, the backlight is turned off
in order to observe the light emission of the plasma column and the scattered SHG
signal from the crystal. Despite the SHG, Raman and EDS results indicate that
this crystal is not LaBGeO5 phase, but its exact identity was not conclusive.
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Figure 4.17: Comparison of collected Raman spectra of LaBGeO5, LaBO3, and
the unknown nonlinear phase from Fig. 4.16.
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Figure 4.18: EDS composition maps of the incongruent phase formed at high
aberration conditions, as seen in Fig. 4.16, along with the corresponding polarized
optical micrograph and SEM cross-section (environmental ESED mode). A wider
view of the modification and a closer view of the crystal itself are included.
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Figure 4.19: 3D Raman mapping of the mass-center of the area under the curve
for the spectral range of 700 to 900 cm−1 in a single-spot two-phase crystallization
showing the distributions of LaBGeO5 and the unidentified phase. The shaded
regions of the spectra illustrate the mass-center shift in this range between the two
phases. In the mapping, this manifests as the LaBGeO5 crystal appearing brighter
than the surrounding glass and the other phase appearing darker. The expanded
vertical dimension spans 12 µm.
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Femtosecond Laser-driven
Crystal Growth
The previous chapter emphasized the difficulty of initiating a new crystal in pristine
glass, with a strong sensitivity to focal conditions and typically requiring several
minutes of irradiation with a stationary beam. In contrast, growth of existing crystals
was fast and immediate. The crystallization process is thus nucleation-rate limited,
which is to be expected in a strongly glass-forming congruent composition such as
LaBGeO5. Because there is ideally no disparity in composition between the LaBGeO5
crystal and the base glass, growth rates are not reliant on long-range diffusion, so
once a crystal has been established it can be grown indefinitely at constant speed
by laterally scanning the focal point through the glass (whereas incongruent crystals
exhibit a cumulative slowing effect). The characteristics of the obtained crystal lines
can vary substantially depending on scanning speed, average power, focal depth, and
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other writing conditions. This chapter focuses on how particular heating conditions
interact with the inherent growth dynamics of the crystal to yield particular outcomes,
and discusses how these may be optimized based on this understanding.
5.1 Morphologies of fs laser-patterned crystals
As discussed in Chapter 2, crystal growth rates are strongly temperature dependent,
and laser-induced crystallization is in a sense just a matter of locally heating the
glass back into the temperature range between the glass transition and the melting
point (supercooled liquid range), wherein crystal nucleation and growth can occur
within experimental timescales. But unlike a typical heat treatment, in which the
entire sample is held at a constant temperature, femtosecond laser heating creates
a steep temperature gradient around a small but very high temperature heat source
which may reach several thousand Kelvin [71]. The morphology of laser-patterned
crystals emerges from the interaction between the temperature-dependent crystal
growth rate and the laser-induced temperature gradient as it is scanned through
the glass. Together with the generally anisotropic orientation-dependence of crystal
growth rate of nonlinear crystals, a complex growth dynamic is established.
In general, obtained crystal morphologies could be classified within two main cate-
gories: continuous or segmented growth, and unilateral or bilateral growth. Examples
will first be reviewed, and then the growth dynamics and associated issues will be
discussed.
146
Chapter 5. Femtosecond Laser-driven Crystal Growth
5.1.1 Continuous vs. segmented growth
Laser-patterning of crystals is premised on the ability to guide a continuously-growing
crystal through a desired path by moving the heat source smoothly through the
glass. However, crystal growth in LaBGeO5 was found to become discontinuous under
suboptimal conditions of high laser power and low scanning speed. Discontinuity here
refers to a brief but total interruption in the growth of the crystal, accompanied by
a fluctuation in the light emission at the focus. Growth can only occur when heating
is sustained, indicated by the white light emission from the laser plasma (see Fig.
4.1 (a)). Discontinuities coincided with an abrupt change from white light emission
to SHG emission (see Fig. 4.1 (c)) and formation of a crack near the focus. In
other words, a disruption of the heat source occurs either by the formation of a crack
(e.g. caused by the stresses associated with confined phase change), or by the crystal
itself blocking the path of the converging beam and scattering it before it reaches the
focus. In the latter case, the simultaneous cracking can be attributed to the thermal
shock associated with thermal expansion mismatch upon abrupt quenching of the
heat source. Such a crack could be intentionally produced by shuttering the laser
during growth.
This spontaneous disruption of the focal plasma was only observed in cases where the
crystal growth front had advanced ahead of the focus. As such, the frequency of this
event was dependent on the speed at which the focal point was scanned, relative to
the speed of the growing crystal. Once disrupted, a plasma would not reappear until
the focal point had moved past the existing crystal and back into the glass, at which
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point the crystal would again begin to grow. However, the interruption resulted
in a visible defect in the resulting morphology. As seen in Fig. 5.1, crystal lines
consequently develop a segmented appearance, with lower scanning speeds yielding
more frequent interruptions and shorter segments. In the limit where the scanning
speed approached the maximum rate at which the crystal could be grown, a single
continuous segment could be obtained even at high average power. Likewise for
lower laser power, growth appeared continuous regardless of scanning speed. Since
discontinuity defects will be detrimental for waveguiding purposes, laser power and
scanning speed should be tuned in order to avoid segmented morphologies.
5.1.2 Unilateral vs. bilateral growth
Over widely varying irradiation conditions, no examples could be found of fs laser-
written crystal cross-sections that were at the same time symmetric, centered, and
continuous across the center. The most common morphology, representing the general
case, was a bilateral growth that was continuous across the top but discontinuous
along a central vertical defect. The cross-section shape is thus like an elliptic ring or
horseshoe. Some examples of this bilateral growth morphology are shown in Fig. 5.2.
It should be emphasized that this discontinuity defect within the crystal cross-section
is distinct from the issue of longitudinal discontinuity and segmentation discussed in
the previous section.
Recall that the fs laser heat source manifests as a narrow plasma column at the
center of the heat modification (see Figs. 3.7, 4.11, 4.16), due to a combination of
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factors including the inherent focusing characteristics of the lens, optical aberrations,
and the nonlinear filamentation phenomenon. Accordingly, the defects at the cross-
section center appear to be a consequence of the high temperature of the heat source
exceeding the optimum temperature for crystal growth, such that the growth front
proceeds around the periphery of the plasma where the temperature is more favorable
(see Fig. 4.11). When the crystal appears on both sides, the result is typically
bilaterally symmetric and centered within the heat modification, but not continuous.
Some important points may be noted from Fig. 5.2. In some cross-sections, the
central defect clearly contains residual glass. In others, the two sides appear to have
fully crystallized through the center but formed a boundary. It seems that the unusual
shape requires that the crystal effectively impinge upon itself in order to grow through
the center. Even when both sides are part of the same single crystal connected across
the top, this impingement apparently fails to yield a seamless merge, perhaps due
to lattice strains in each side preventing a perfect alignment. This elongated central
defect is seen even in lines written with aberration correction and at very low power
approaching the minimum with which crystals could be reliably grown. In other
words, the problem cannot be resolved by simply lowering the power until the center
reaches a more conducive temperature for crystal growth. Nevertheless, crystals
lacking a defect in the center could be obtained through unilateral growth.
Examples of unilateral growth morphologies are shown in Fig. 5.3. In these cases,
although growth still occurs at the heat modification periphery, the crystal does not
wrap around to both sides of the heat source and instead occurs only to one side,
above, or occasionally below the heat source. Since the heat source does not divide
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the crystals in such cases, their cross-sections are continuous and no self-impingement
occurs. However, they are consequently off-center and generally asymmetric and ir-
regular in shape. In addition, unilateral growth tends to be unstable over long dis-
tances in the sense that the growing crystal can wander between the many possible
paths around the periphery. Nevertheless, the lack of an internal defect means uni-
lateral growth has the potential to produce more uniform lines if the cross-section
geometry can be stabilized.
Unilateral growth was only obtained under conditions of high scanning speed ap-
proaching the limit with which the crystal could follow, low aberration, and average
power of at least 300 mW. The high scanning speed is necessary to circumvent the
inherent symmetry of the melt and obtain growth on only one side. Given a slow
enough scanning speed, the crystal would grow around the periphery of the heat
source and become established on both sides in a bilateral arrangement; but at scan-
ning speeds approaching the maximum, longitudinal growth can just barely keep up
while the slower transverse growth is not given enough time to migrate around the
heat source. As aberration is decreased or power is increased, the heat source becomes
more intense and the modification becomes wider. Consequently, it becomes easier
to confine the crystal to only one side of the modification without it crossing into a
bilateral geometry. Based on this understanding, unilateral growth could be encour-
aged by using a two-pass method. For the first pass, a growth rate slightly above
the maximum is used (e.g. 50 µm/s for a maximum sustainable rate of 45 µm/s).
Although the crystal cannot be grown indefinitely at this speed, it will briefly follow
until the focus outpaces the growth front. Generally one side of the bilateral crystal
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will follow more effectively than the other, allowing it to be isolated. The second pass
near the maximum sustainable speed may then begin from this unilateral starting
point.
5.1.3 Morphological consequences of fs and cw heating mechanisms
The absorption mechanism of fs laser in glass relies on a runaway avalanche ionization
process that activates only above some threshold intensity (depending on the bandgap
and laser wavelength), and this effectively establishes a minimum heating condition
which is absent in the cw laser case. The peak temperature as a function of laser
power thus has a step-like behavior, with the material appearing fully transparent
below the threshold but potentially reaching very high temperatures just above it.
This threshold behavior presents a potential problem in terms of temperature control
and optimization, as some range of peak temperature values becomes inaccessible,
and even the minimum available heating condition may reach higher-than-optimal
temperatures. The intensity threshold also limits the extent to which the spot size can
be broadened while still heating the glass, since intensity drops as spot size increases.
Together with the self-focusing behavior inherent to high-intensity irradiation, this
effectively ensures that the heat source will be highly concentrated at the beam axis.
This issue of temperature control is perhaps the most consequential difference be-
tween fs and cw laser crystallization methods. With cw laser, by tuning both the
spot size and laser power, the heat source can be adjusted to, for example, reduce
the peak temperature while retaining the same modification diameter or reduce the
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modification diameter while retaining the same peak temperature. With fs laser, the
intensity threshold for absorption renders much of this parameter space effectively
inaccessible. Thus, it may not be possible to obtain the same outcomes as optimized
cw laser crystallization.
5.2 Crystal orientation of laser-patterned lines
5.2.1 Raman analysis
5.2.1.1 Preferential alignment of optic axis
Raman spectra were collected at randomly selected points from laser-patterned crys-
tal lines written in X and Y directions at constant focal depth. Lines were grown in
continuous architectures, e.g. by nucleating a seed crystal and writing a Y-oriented
line, and then using this line as the starting point for growing X-oriented lines, and so
on. Multiple independent architectures created in this way were considered. The ex-
citation and emission Raman polarizations were held mutually parallel and oriented
such that they were either parallel or perpendicular to the crystal lines.
The results are summarized in Fig. 5.4. Each line was found to yield consistent
spectral features among the various points sampled along its length and width, and
these features were representative of all lines investigated under the same relative
orientation with respect to the Raman polarizations. That is, all Y-oriented lines
probed with X-oriented Raman polarizations and all X-oriented lines probed with Y-
oriented Raman polarizations (i.e. orthogonal orientations) exhibited approximately
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the same spectra. Likewise, spectra were consistent among X-oriented lines probed
with X-oriented Raman and Y-oriented lines probed with Y-oriented Raman (i.e.
parallel orientations), but they were distinctly different from the spectra obtained
from orthogonal orientations. In particular, an intense peak emerges near 400 cm−1
when the Raman polarizations are parallel to the line, but it nearly disappears when
they are perpendicular.
The specific features in the Raman spectra of single crystal LaBGeO5 are known to
depend strongly on the relative orientation of the crystal with respect to the Raman
polarization, and the occurrence of a dominant peak near 400 cm−1 is associated
with a parallel orientation of the excitation and emission Raman polarizations along
the optic axis of the crystal (y¯(zz)y geometry) [87]. Since the peak in this case
was consistently observed when the Raman polarizations were parallel to the crystal
lines, it can be inferred that the optic axis was also consistently aligned approximately
parallel with the lines. Surprisingly, this was observed regardless of the particular
geometry of the architecture and even between different architectures grown from
independently nucleated seed crystals. This has important implications regarding
the mechanisms of crystal alignment and reorientation.
5.2.1.2 Raman orientation mapping
Since the peak near 400 cm−1 varies strongly with crystal orientation, its intensity
can be used as a probe to map the relative orientation over a transition region where
a lattice reorientation occurs. Examples are shown in Fig. 5.5 for a low-angle bend
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and a line written from an orthogonal seed. Both lines are seen to have a bilateral
morphology with a defect running down the center. In the case of the bend, the
crystal on either side of the defect shows a small and gradual intensity increase
across the bend, indicative of a progressive reorientation occurring gradually over
approximately 100 µm. This is suggestive of a lattice strain mechanism, although a
series of multiple low-angle grain boundaries could also possibly produce the same
appearance. In the case of the orthogonal lines, the transition is more difficult to
interpret. The Y-oriented line on the right served as the seed for the X-oriented line
in the center, grown from right to left. The Y-oriented line, being parallel to the
Raman polarizations, has the maximum intensity while the orthogonal X-oriented
line has approximately the same intensity as the surrounding glass, as expected from
the spectra in Fig. 5.4. The transition region is partially obscured by cracking and
damage in the center, but the crystal to either side is seen to initially adopt an
intermediate intensity consistent with a somewhat angled growth. The transition
from high to low intensity occurs in a very short distance compared to the bent
line, despite a much larger angle being traversed. As expected, this rapid transition
strongly suggests that a new grain (or possibly several new grains) is formed within
this region.
5.2.2 Electron backscatter diffraction mapping (EBSD)
Although Raman spectroscopy can provide nondestructive crystal orientation infor-
mation, it is somewhat difficult to interpret due to a relatively low angular resolution
and the possibility of cracks and defects affecting the collected intensity. This makes
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it particularly difficult to discern grain boundaries when the misorientation angle is
small. As such, electron backscatter diffraction was used to supplement the Raman
results. By polishing down the top surface of the sample until the crystal lines were
exposed, longitudinal crystal orientation maps could be acquired.
Fig. 5.6 shows a typical Kikuchi pattern obtained from a crystal line. The contrast is
strong, and diffraction bands and their intersection points can be clearly discerned.
The overlaid lines illustrate the results of the automated pattern indexing for the
stillwellite structure (P 31 space group) with lattice parameters set to those reported
in literature for LaBGeO5 (a = b = 7.020(5) A˚, c = 6.879(4) A˚) [61]. The indexed fit
is in good agreement with the pattern features, indicating that the crystal is correctly
identified as ferroelectric LaBGeO5, and that high quality orientation maps can be
obtained.
5.2.2.1 EBSD of bilateral lines
Figs. 5.7 and 5.8 show inverse pole figure (IPF) maps of straight lines with polycrys-
talline bilateral growth morphologies. The crystal lattice orientation is displayed in
each Figure with respect to three orthogonal axes defined by the sample geometry.
As discussed in Chapter 3, this unambiguously defines the orientation by account-
ing for rotations about any individual reference axis. In each case, the colormap
containing orientation data is overlaid with a grayscale image quality (IQ) map in
order to mask pixels where a diffraction pattern like as that in Fig. 5.6 could not be
detected (including glassy regions, cracks, grain boundaries, and surface scratches or
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debris). Finally, each Figure includes a grayscale map obtained by desaturating the
IPF maps and adjusting the black and white levels of the histogram to obtain max-
imized contrast within the crystal. In doing so, subtle color changes in the original
IPF maps (corresponding to very small misorientation angles) become emphasized,
enabling detection of low-angle grain boundaries.
Several important features may be noted from these images even before analyzing the
orientation data. In particular, the grayscale IQ overlay reveals considerable structure
within the crystals and along their edges. The parallel, nearly horizontal dark lines
running transverse across the crystal represent cracks, most of which appeared in
the process of polishing the surface down to expose the lines. Another dark line
runs longitudinally through the center of each line, indicating a bilateral growth
morphology. The edges of the crystals are not generally smooth and appear slightly
dendritic, with incursions of residual glass creating a somewhat jagged or scalloped
appearance. Networks of finer lines also occur inside the crystals. The orientation
data provides context for clarifying these features.
Focusing first on the y-axis IPF maps, the crystals are seen to exhibit an approxi-
mately [0001] orientation along the y-axis. In other words, the crystal’s [0001] axis
(i.e. the c-axis or optic axis) is approximately parallel to the y-axis, which was de-
fined as the direction parallel to the crystal line itself. The EBSD results are thus in
agreement with the Raman results regarding the preferential orientation of the optic
axis parallel to the line writing direction. However, a preferential c-axis alignment
still allows for rotations about that axis and 180o reversals. Considering the IPF
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maps for transverse directions (i.e. the x- and z-axes), both of these possibilities are
observed. Small tilts of the preferential axis are also observed.
The line written at 35 µm/s in Fig. 5.7 shows fairly strong orientational uniformity,
with the entire crystal exhibiting approximately the same coloration in all three axes.
Specifically, the [0001] axis (white) points in the same direction as the line writing
direction (the y-map), the transverse [1210] axis (cyan) lies parallel to the plane of
the sample surface (the x-map), and the [1010] axis (green) lies along the surface
normal (the z-map). This situation is illustrated in the diagrams on the left side. In
this case, the c-axis is pointing in the writing direction (parallel orientation).
In contrast, it is easily seen from the IPF maps that the line written at 25 µm/s
in Fig. 5.8 is composed of at least three distinct large grains. The particular color
combinations between the x- and z-axes indicate two main orientations, with the
third grain representing a small tilt. The grain in the upper left side of the crystal
exhibits a [1010] (green) orientation normal to the sample surface (z axis) much like
the 35 µm/s case, but the [1210] (red) orientation in the x direction represents a 180◦
reversal of the situation in Fig. 5.7. That is, the c-axis in this case points against
the direction of line writing in an antiparallel orientation, as if the previous crystal
had been rotated 180◦ about the z-axis. This is illustrated in the upper diagram on
the left of Fig.5.8. Similarly, remaining two grains share a comparable x-orientation
with the 35 µm/s line around [1210] (cyan), but the z-axis is reversed 180◦. This
again requires an antiparallel orientation of the c-axis, as illustrated in the lower
diagram. The relationship between these two antiparallel orientations, as indicated
by the middle diagram, is a 180◦ rotation about the y-axis.
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Although the 25 µm/s case in Fig. 5.8 is clearly polycrystalline, the 35 µm/s case in
Fig. 5.7 appears potentially single-crystalline based on the uniformity in coloration
of the as-collected IPF maps. But even in this case, the grayscale contrast-enhanced
map reveals a subtle low-angle grain structure. Many of the edges in this map are
seen to correspond with faint grain boundary lines in the image quality overlay in
the as-collected IPF maps. Thus this crystal, while highly oriented, nevertheless
is a polycrystal containing several small, slightly misoriented grains. Likewise, the
contrast-enhanced map of the 25 µm/s crystal contains similar small misorientations
within the more obvious grains.
Overall, then, two main types of grain boundaries are observed: low-angle grain
boundaries consisting of misorientations on the order of only a few degrees, and 180◦
reversals of particular axes. The specificity of the latter case is indicative of twin
boundaries. The abrupt appearance of such a twin in Fig. 5.8 on only the left
side confirms that the two sides were indeed growing separately about the centerline,
rather than growing as a single interface and subsequently being bisected by the focal
plasma.
5.2.2.2 EBSD of bends
Raman results indicated that a change in growth direction would induce a reorienta-
tion of the crystal’s c-axis, and that this occurred more gradually for smaller angular
deviations. This is confirmed by EBSD. Orientation maps are shown in Figs. 5.9,
5.10, and 5.11 for three crystal lines which were caused to bend at different angles
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by introducing an orthogonal component to the stage motion during growth. The
two smaller bends appear continuous and contain the same basic features as the
straight lines, including small dendritic lobes at the edges, internal cracks, defects
running down the center, surface scratches, and a grain structure consisting of many
very-low-angle misorientations.
No twin boundaries are seen, but the 15◦ bend (Fig. 5.9) has a generally parallel c-
axis orientation while the 25◦ bend (Fig. 5.10) has a generally antiparallel orientation.
Some scattered (violet) pixels of alternate orientation do occur in the z-map in Fig.
5.10. As they are not seen in the x- or y-maps, this represents a twinned orientation.
However, the noisy distribution and lack of correlation with the grain structure are
suggestive of a pseudosymmetry misindexing artifact. Additionally, these pixels all
have a very low confidence index.
In the vicinity of the bends, somewhat larger misorientations occur. Additionally,
the 25◦ bend (Fig. 5.10) shows a small rotation about the c-axis, which is seen
in the transverse (x and z) maps as a gradual change in color across the bend. One
interesting feature of these bent lines is a difference in the appearance of the dendrites
before and after the bends, as well as on the inside and outside surfaces of the
bends. This emphasizes that the growth dynamic must change in response to the new
growth direction. These results support most of the conclusions drawn from Raman
mapping, including the preferred orientation inducing a gradual reorientation across
the bends, but the mechanism is revealed by EBSD to involve an accumulation of
small misorientations across a series of low-angle grain boundaries. This also confirms
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the idea that initiation of new grains at the existing crystal interface is fast despite
the tendency of the bulk glass to resist nucleation.
In contrast to the smaller bend angles, the 45◦ bend in Fig. 5.11 is much less contin-
uous and exhibits much larger misorientations. Although regions of glass appear to
completely separate different sections of the line, one must remember that this is a
planar section through a 3D crystal, and there will be a connection point somewhere,
at a different depth position, where the new grains initiated at the surface of the
existing crystal. The orientations of particular grains are also more diverse than the
previous lines. The upper grain exhibits the familiar c-axis orientation in the y-map
(white). Since the line was grown from the bottom of the image toward the top, this
orientation was established just after a change in the focal point scanning direction
from a 45◦ angle (y = -x) to a parallel angle with the y-axis. Thus, the change in
scanning direction clearly induced an abrupt reorientation in order to realign the c-
axis with the new growth direction. This orientation persists for some distance after
this upper line is bent again, but the line is seen to taper in response to the reduced
growth rate arising from the misalignment. The grayscale grain map also shows a
series of smaller misorientations, much like in the case of the shallower bends. In
other words, both large and small misorientations may contribute to the reorienta-
tion process, with larger and more abrupt reorientations becoming more likely as the
deviation angle of focal scanning is increased.
The lower section of Fig. 5.11 is seen to contain two grains which are also separated
by a large misorientation angle and a gap containing a large volume of residual
glass. The first grain exhibits a y-oriented c-axis (white) despite a 45◦ writing angle,
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which can be interpreted as the overshoot of the previous grain after the writing
direction was changed. Since this angle has become unfavorable, it only persists a
short distance before an abrupt reorientation to a new grain. The coloration of the
new grain in both x- and y-maps is close to white, indicating that the c-axis in this
grain lies somewhere between the x- and y-axes. Plotting an IPF map with respect
to the y = −x vector, as in the lower-left inset, yields a white orientation. Thus,
as expected, the c-axis in this grain has again oriented approximately parallel to the
writing direction. Altogether, this tendency toward preferential alignment seems to
be the main determining factor influencing the obtained morphologies.
5.2.2.3 EBSD of unilateral lines
In the case of unilateral growth, a much different result is obtained. Figures 5.12, 5.13,
and 5.14 show EBSD results of three lines exhibiting unilateral growth morphologies
(the centerline in Fig. 5.12 is a crack which appeared during polishing and is not a
result of bilateral growth). In each Figure, (a) gives an example of an as-collected
IPF map. In this case these all exhibited a large amount of noise corresponding to
particular orientations. Examining the index results more carefully, as in Fig. 5.15,
the two alternative best fits to the Kikuchi pattern are nearly identical in terms of
intersections and angles. In this case, corresponding to the crystal in Fig. 5.13, they
amount to a 180◦ rotation about the [112¯0] axis (reversal of the direction of the c-
axis). In other cases, such as Fig. 5.12, an additional 180◦ rotation about the [0001]
axis is included. But unlike the twinned orientations in Fig. 5.8, which show a clear
distribution into distinct grains with a high confidence index, the twinned orientations
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in this case are practically indistinguishable during indexing, with a confidence index
near zero, and their noisy distributions and lack of any grain boundary structure in
the IQ features all indicate that these pixels are misindexed artifacts.
An ambiguity in the indexing result between twinned orientations is a well-known
problem called pseudosymmetry, and a correction may be applied to account for it.
The result of applying this correction for the three reference axes of the sample is
shown for each of Figs. 5.12, 5.13, and 5.14 in section (b). With pseudosymmetry
noise removed, all that remains is a single highly uniform orientation. This orientation
is shown schematically in section (d) along with the corresponding Kikuchi pattern,
the sample reference geometry, and the specific color correspondence with crystal
orientation.
Although the IPF maps suggest a single uniform orientation, low-angle boundaries
may be difficult to discern. The grain reference orientation deviation (GROD) maps
in section (c) confirm that misorientations within the crystal fall within a range of
variation of 1◦, likely approaching the precision limit of the measurement. Even at
this very high angular resolution, no clear grain structure can be seen. The main
features in these maps appear adjacent to cracks, where a release of residual strain
would be expected to bring about some minimal reorientation. In other words, these
lines appear to be fully single-crystals.
This conclusion is supported by EBSD analysis of unilateral cross-sections. Fig. 5.16
shows cross-section orientation maps for two unilateral lines. An example of an as-
obtained map is included in the upper-left frame of Fig. 5.16. The pattern indexing
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algorithm was again unable to distinguish between pseudosymmetric orientations,
with a high image quality but low confidence index, and the scattered distribution
again lacks any appearance of segregation into distinct grains. Likewise the grayscale
image quality overlay of the IPF maps shows no evidence of grain boundaries, as
were seen in the bilateral growth cases written at lower scan speeds. After applying a
pseudosymmetry correction, the IPF maps again exhibit a uniform orientation with
respect to all three axes and a c-axis approximately parallel to the y-axis. GROD
maps in the rightmost frames again show that misorientations within the crystal are
less than 1◦ and are not associated with any grain structure. Thus, it can be concluded
with good confidence that these lines are single crystals, and that unilateral growth
morphologies are associated with a significant potential for single crystallinity.
5.2.3 Mechanisms of alignment, reorientation, and polycrystallinity
5.2.3.1 Issues with existing model
A preferential alignment of the crystal is not unexpected. Growth rates of anisotropic
crystals generally vary directionally, meaning that a preferential growth direction is
inherent to the structure of the crystal itself. Preferential is effectively synonymous
with fastest since grain growth is fundamentally competitive, and the extent to which
a grain becomes dominant depends on the extent to which it can outgrow neighbor-
ing grains. In the model for cw laser crystallization of LaBGeO5 proposed by Gupta
[29], it is supposed that a polycrystal containing many random orientations is formed
at the point of initiation. Moving the focal point in a particular direction should
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then produce competition as the various grains attempt to grow through the melt.
Whichever happen to have a close alignment between their fast growth axes and the
focal scanning direction would outpace the others, eventually leaving a single dom-
inant grain or a small number of dominant grains grains displaying the preferential
alignment.
Of course, this competition mechanism requires the presence of multiple competing
grains sampling many orientations. In the present case of fs laser crystallization in
the LaBGeO5 system, the long induction time and poor reproducibility of crystal
initiation in pristine glass–when considered together with the rapid growth rate of
tens of microns per second observed once a crystal is present–indicate a very low
nucleation rate. Thus there is no reason to expect that a newly initiated crystal
should be polycrystalline in this system. As shown in Fig. 4.12, as soon as the first
stable grain appears, it quickly grows through the small melt volume until the heat
source itself is disrupted and further crystallization is prevented. As such, there is
very little time for multiple grains to nucleate. In this case, the preferential orientation
cannot be explained by competition between many randomly oriented grains.
A second problem with the cw model is the implication that any individual grain upon
heating would simply retain its orientation while growing in all directions according
to its inherent orientation-dependent growth rate. If this were the case, once a fully
oriented crystal was obtained, changes in growth direction should no longer produce
a preferential alignment since grains of competing orientation are no longer present.
Yet in the orthogonal lines investigated in Fig. 5.4, Y-oriented lines could be used
as the initiation site for new X-oriented lines, and both show the same preferential
164
Chapter 5. Femtosecond Laser-driven Crystal Growth
optic axis alignment with the growth direction. In other words, lines in which a single
orientation had been established could nevertheless be used as a seed to grow new
grains with a rotated orientation.
The low nucleation rate in the absence of existing crystal seems in conflict with the
apparent ease with which new grains can be initiated from existing grains. This could
be resolved by a mechanism of heterogeneous self-nucleation (existing grains providing
a substrate for low-energy nucleation of new grains), or local fluctuations in lattice
orientation due to errors such as stacking faults at the growth interface. In either case,
if it is accepted that the presence of existing crystal interface is conducive to frequent
or easy initiation of new grains, then the preferential orientation may be understood
to result (as in the cw model) from a competition between grains. However, rather
than starting from a polycrystal and isolating a particular orientation, it appears
from the EBSD results that alternative orientations are constantly being attempted
even after the preferential orientation is established.
5.2.3.2 Competitive grain growth
The tendency toward polycrystallinity provides the basis for competitive grain growth,
which itself is the basis for preferential orientation. Growth rate anisotropy and tem-
perature dependence provide the mechanisms of differentiation between the different
grains: The local temperature gradient at a crystal interface determines the optimum
orientation of the fastest-growth axis at that particular position within the melt. For
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example, when the interface occurs at the peak growth isotherm the optimum orien-
tation is tangential (growth along the peak isotherm), whereas it is radial in regions
below the peak growth temperature (growth toward the peak isotherm). The local
optimum orientation thus varies with position of the interface in the melt, but the
choice of scanning direction introduces a directional selection criterion that establishes
a global optimum orientation. This can be understood intuitively by considering that
crystals which primarily grow at an angle with respect to the scanning direction will
eventually grow into the edge of the melt and become unable to grow further in that
direction. The shallower the angle between the fastest-growth direction and the scan
direction, the longer it would take for the crystal to intersect the edge of the melt,
and as the fastest-growth orientation approaches parallel to the direction of scanning,
growth could in principle be sustained indefinitely. This establishes the optimality of
a parallel orientation of the fastest-growth axis with respect to the line.
This then explains the large residual glass fraction and large misorientations ac-
companying formation of new grains in the 45◦ bent line in Fig. 5.11 as well as the
low-angle grain boundaries and more gradual transitions in the other lines. When the
misorientation is small, as in the case of shallow bends, the new grains and old grains
will grow at almost the same rates, such that both can continue to grow and produce
a continuous-looking crystal. But when a large reorientation becomes required, as in
the case of the 45◦ bend, a new grain aligned with the new growth direction would
grow much faster than a parent grain aligned with the original growth direction.
Thus, as soon as such a grain initiates on the existing surface, it can quickly outpace
the previous interface and expand outward to effectively establish a new line from a
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single narrow connection point surrounded by residual glass. In other words, the new
grains succeed to the extent that they are better aligned than the parent grains, and a
larger angle disparity between the older orientation and the new optimal orientation
during a focal redirection corresponds to a greater opportunity for better alignment.
The tendency for new grains to appear at the growing interface also explains why
straight lines would develop low-angle grain boundaries, particularly at slow scanning
speeds. The location of the crystal interface within the melt affects the local growth
rate. The peak growth rate isotherm is curved due to the cylindrical symmetry of the
temperature gradient, so the fastest growth orientation (which should be tangential
to this isotherm) would vary spatially within the melt and produce a distribution
of orientations rather than a single optimum orientation. At lower scanning speeds
compared to the peak growth rate, a steady state is not reached, so the position of
the crystal interface will vary with respect to the moving frame of reference of the
melt pool (e.g. in segmented growth, the interface grows from behind the focus to
in front of the focus with each cycle). This variation means that the local optimum
orientation at the interface is constantly changing, and this is conducive to creating
new grains.
5.2.3.3 Mechanisms of single crystal growth
The EBSD results suggest that polycrystals are the general case for laser-patterned
crystals in this system, and reliable formation of single crystals is discouraged. Nev-
ertheless, as seen in Figs. 5.12, 5.13, 5.14, and 5.16 single-crystallinity could be
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established with the use of very high scan speeds. This can be understood in the
context of the competitive growth model described above.
While the scan direction establishes the optimum orientation for fastest growth (di-
rectional selection), the scan speed determines the degree of deviation from parallel
that can be sustained. In order for any grain to persist within the moving melt, not
only must it grow at a competitive speed compared to any neighbors, but the compo-
nent of its velocity parallel to the scan direction must meet or exceed the scan rate. At
lower scan speeds relative to the peak growth rate, a wider range of angles (centered
on the scan direction) would meet this condition. As focal scan speed increases, this
range of angles collapses until the limit where the focal scan speed is equivalent to the
peak growth rate of the fastest-growing orientation at the peak growth temperature.
In this limit, the only sustainable orientation is that in which the fastest growth axis
is exactly parallel to the direction of focal scanning. The foremost growth front would
then occur where the tangent to the peak growth rate isotherm is also parallel to the
scan direction, which was observed when writing crystals approaching the maximum
sustainable speed.
The focal scan speed thus effectively acts as an orientational filter, with only near-
optimally oriented grains being able to keep up with the focus at speeds approaching
the maximum. The ideal optimum orientation is established through a threefold
optimal alignment between the scan direction, the intrinsic fastest growth axis of the
crystal, and the tangent to the peak growth rate isotherm. Since the isotherm is
curved, in order for these three axes to remain in alignment, a steady-state must be
achieved such that the interface is effectively stationary with respect to the moving
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reference frame of the melt. Fortunately, this condition is obtained naturally when
the focal scan speed is balanced with the maximum growth rate of the optimally
oriented crystal. Thus, a near-maximum scan rate is ideal both in its effect as an
orientation filter and in its role in achieving a steady-state and sustaining the threefold
alignment.
5.3 Single crystal homogeneity
The EBSD results confirm that in the case of aberration corrected lines written at high
speed with a unilateral growth morphology, single-crystal lines could be obtained.
Nevertheless, these crystals exhibit distinct internal features which manifest in Raman
peak shifts and certain SEM imaging modes. This section details preliminary results
which confirm the existence of this internal structure and puts forth some possible
mechanisms.
5.3.1 Charge contrast imaging
Despite lacking any identifiable grain structure, the single-crystals exhibited unusual
features in variable-pressure SEM which were suspected to be caused by charge con-
trast. Fig. 5.17 compares SEM micrographs obtained from a crystal line cross-section
with those of a gibbsite grain exhibiting strong charge contrast. As with the gibbsite
grain, the brightness values of the features within the crystal line could be inverted
by manipulating the electron flux density. Such inversion of values is a characteris-
tic aspect of charge contrast [77], and considered together with the observation that
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these features only appear at low vapor pressure and particular imaging conditions
in variable pressure mode, this strongly suggests that charge contrast is responsible.
Charge contrast arises due to an inhomogeneity in the charge buildup of the surface
during electron beam irradiation. Electrons injected into an uncoated dielectric in
SEM enter the conduction band and may move through the material in response to
local and external fields [77]. In VP-SEM, they would be repelled by other local
negative charge concentrations and attracted by the positive bias on the plate under
the polepiece, making their way to the surface where they can recombine with positive
gas ions. However, imperfections in the lattice create empty energy levels within
the band gap in which these excess electrons can become trapped. The density of
defect sites thus determines the local charge trapping capacity, which in turn affects
the generation of secondary electrons excited at the surface by the incident beam
(SE1). When the flux of positive ions at the surface is nearly equal to the current
density implanted by the beam, the collected signal becomes dominated by SE1 and
these local inhomogeneities in charge density become visible features in the SEM
micrograph [78].
The charge contrast features in Fig. 5.17 can therefore be associated with local
defects in the crystal structure such as vacancies, dislocations, and compositional
impurities [77]. Two distinct zones can be distinguished: along the outside edge of
the crystal which faces away from the focal plasma (the right side of the crystal image
in the figure), a solid band approximately 3-5 µm wide is seen; and the remainder
of the crystal, the side facing the heat source, contains a series of narrow fringes of
alternating brightness. Both the wide band and the narrow fringes follow the general
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contour of the edges of the crystal. Longitudinal views of this charge contrast are
given in Fig. 5.18. From this perspective the outer region is seen to remain uniform,
and the banded region shows a characteristic angled pattern across all the lines.
Longitudinal cracks are also seen which emerged in the polishing process and may or
may not fall upon the dividing line between the two regions.
Although the contrast is not as strong, the fringes in the interior region do resemble
the charge contrast features in the gibbsite crystal. In the case of gibbsite these
growth zones have been attributed to calcite impurities that preferentially precipitate
at the beginning of periodic growth cycles [76]. It is very plausible that these are
growth zones in LaBGeO5 as well, since the pattern in the cross-section also follows
the contour of the surface, the pattern in the longitudinal sections follows the path of
the heat source, and cyclic processes do occur during line writing. The most obvious
cyclic process is the laser pulse rate of 250 kHz. This means a new laser pulse arrives
every 4 µs. At a crystal growth rate of 42 µm/s, which was sufficiently fast to
sustain unilateral growth, this corresponds to a spatial distance of 1.8 A˚per pulse,
much shorter than the observed periodicity. More likely, cyclic fluctuations could be
correlated with the motion of the motor stage.
5.3.2 Raman mapping
In addition to charge contrast, internal inhomogeneities also manifest in certain Ra-
man features. Fig. 5.19 compares an SEM charge contrast micrograph with a Raman
mapping of the 800 cm−1 peak for the same crystal. As with Fig. 5.17, the features
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in both the charge contrast and the Raman map suggest the same division of the
crystal into two main regions: a narrower band along the outer edge of the crystal
(left side in the image) and a wider band along the inner edge of the crystal (right
side) which in the SEM image contains many smaller fringes which track the contour
of the surface. These fringes are absent in the Raman map, but the same two regions
are distinguished by a dark band of high cm−1 running along the edge. The 800 cm−1
band is also shifted slightly higher within the inner region.
Recall from Chapter 4 that this peak is associated with symmetric BO4 and GeO4
stretching vibrations [79–81]. With lattice misorientations ruled out by EBSD, shifts
in this peak could be related to a number of effects influencing either of these groups,
including local strain, vacancies, impurities, stacking faults, and composition fluctu-
ations. It is noteworthy that the Raman map lacks the narrower bands seen in the
interior region of the crystal in SEM image. Considering this disparity, it seems that
at least two distinct mechanisms must be involved.
5.3.3 Composition mapping
Charge contrast and Raman peak shifts can be associated with a variety of differ-
ent kinds of lattice defects, including compositional impurities. Fig. 5.20 compares
EDS concentration maps of a single-crystal cross-section with a corresponding opti-
cal micrograph and SEM micrograph containing charge contrast. The signal-to-noise
ratio in the as-collected EDS maps is low, but some weak features in the vicinity of
the crystal can be seen. Since the base glass has the same composition as the ideal
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crystal, it is perhaps unsurprising that only weak elemental contrast is seen after
crystallization. Although the laser heating induces some elemental migration in the
glass melt, as discussed in the previous chapter, the growing crystal would tend to
drive the composition back toward stoichiometric LaBGeO5.
In order to better distinguish regions of subtle composition fluctuation, Fig. 5.20 also
includes modified versions of the EDS maps in which a 20 pixel Gaussian blur has been
applied, followed by an adjustment of the black and white levels to increase contrast.
The blur reduces the noise at the cost of also reducing resolution, but this greatly
enhances the ability to discern large regions of modified composition. Furthermore,
by overlaying outlines of the main regions of the crystal and modified glass obtained
from the optical and SEM micrographs, the regions of modified composition can
be compared with the major features of the crystal and the charge contrast. This
treatment serves to emphasize that some elemental contrast does occur within the
crystal, as well as between the crystal and the residual glass. Some of these features
can be correlated with the charge contrast.
As-collected, the Ge map shows the strongest composition variation with the most
distinct features. The crystal contains a slightly lower Ge concentration than the
base glass, with the strongest Ge depletion along the bottom edge. The residual
glass accordingly is Ge-enriched adjacent to the crystal interface on both the inner
and outer surfaces, but notably absent at the bottom surface. Within the crystal,
a slight Ge variation again divides the crystal into the same two regions seen in
Raman and SEM features (Figs. 5.19 and 5.17, respectively): a narrower outer band
following the contour of the melt boundary and wider band near the modification
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center. The outer band has a slightly lower Ge content than the interior region.
Variation in Ge content may therefore be responsible for the Raman peak shifts and
at least some of the charge contrast. The finer fringes in the interior band cannot
be discerned from the as-collected map, but variations on this scale would likely be
lost in the blurred image. Nevertheless, since these features appeared in only the
charge contrast and not in the Raman peak shifts, it is more likely that a different
mechanism is responsible.
The La and O maps show much weaker elemental contrast than the Ge map, but
the blurred maps show distinct regions of enhanced and depleted concentrations. La
is primarily enhanced along the bottom and inside edges of the crystal, whereas the
La content along the outer edge is approximately that of the base glass. Adjacent to
the La-enriched regions of the crystal, the residual glass is accordingly La-depleted.
Unlike the Ge distribution, the La features do not align with the two main crystal
zones seen in Raman and charge contrast. For example, although the La-enrichment
occurs primarily in the interior band, it also crosses considerably into the outer band
near the bottom of the modification. Likewise, the O distribution shows some segre-
gation into the two bands, but the more distinct features in the O map are a region
of depletion near the bottom of the modification and a region of enhancement near
the top. In general, though, the O content is not independent and is fixed by the
local La, B and Ge concentrations.
EDS mapping of a longitudinal section is shown in Fig. 5.21, again including as-
collected maps and maps which have been blurred and level-adjusted. In this case,
very little composition fluctuation is seen within the crystal. Ge is again somewhat
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depleted with respect to the glass while La and O are slightly enhanced. The main
feature to note is an asymmetric scavenging of La and rejection of Ge, with a larger
disparity at the interior interface (right side) as compared to the exterior interface.
Although the band structure in charge contrast could not be correlated to compo-
sition fluctuations, the stronger elemental contrast at this interface could perhaps
be explained by the close proximity to the heat source. Since the outer interface is
bounded by the edge of the melt, it should occur at lower temperatures close to TG
whereas the interior boundary would experience much higher temperatures near Tm
where temperature-dependent diffusion rates would be much higher. This would fa-
cilitate a higher flux at the interior interface, so a larger composition disparity should
occur there.
In summary, neither the La or O maps track strongly with the prominent charge
contrast or Raman features. The Ge map appears to align with the major division of
the crystal into two regions in the cross-section, but this could not be discerned in the
longitudinal section. None of the obtained EDS maps showed evidence of the finer
bands seen in charge contrast within the interior zone of the crystal. These bands
may be related to the boron content, for which a map could not be obtained, or they
may correspond to a finer elemental segregation than could be resolved from these
maps. Ge, La and O all do exhibit slightly inhomogeneous distributions within the
cross-section maps, and Ge and La are also modified in the residual glass. Most of
the segregation between the glass and crystal occurs at the interior boundaries where
temperature is highest.
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5.3.4 Single crystal growth zone model
If it is supposed that the fringe-like bands seen in charge contrast SEM are indeed
growth zones, as in the case of gibbsite, their arrangement would reveal certain aspects
of the crystal growth dynamics. Each band should represent a slice through a growth
plane, and the normal vector of these planes would indicate the growth direction in
that region of the crystal. In the present case, as seen in Fig. 5.18, the bands are
angled with respect to the line axis and exhibit a slight curvature. This indicates that
growth within the fringe region is progressing radially toward the heat source, despite
the parallel orientation of the c-axis with the line axis and the single-crystallinity of
the line.
Fig. 5.22 illustrates a proposed growth dynamics model to explain the distribution
of growth zones. Consider first the overhead view. The heat source creates a volume
in the center of the modification that exceeds the melting temperature TM (the red
circle) [71]. The maximum crystal growth rate occurs at an optimum temperature
which occurs some distance from the heat source (the green ring). In the case of
unilateral growth, the focal scan rate is approximately equal to the maximum opti-
mized crystal growth rate, and the crystal grows to only one side of the central heat
source. As discussed in Section 5.2.3, at such high scan speed the fastest growth axis
of the crystal must be both tangential to the peak growth isotherm and approaching
parallel to the scanning direction in order to keep up (threefold optimal alignment).
Sustaining this condition requires that a steady-state be reached such that the fore-
most growth interface remains adjacent to the heat source and remains stationary
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within the moving reference frame of the melt.
Based on the orientation characterizations in previous sections, the fastest-growing
orientation lies along the crystal’s c-axis. This c-axis growth may be considered the
’primary’ growth front, as it is at the forefront of the growing line and represents the
ideal threefold optimal alignment. In SEM, this growth mode manifests as the outer
region of the cross section where growth zoning is absent (the light green region in
Fig. 5.22). This region never exceeds the melting point of the crystal, and growth
occurs on heating rather than cooling.
The volume immediately around the heat source (the red circle in Fig. 5.22) is too
hot for crystal growth, but as the focal point progresses forward, the path behind
it (the light red region in Fig. 5.22) cools through the supercooled range, such that
growth into the center of the line becomes favorable. Whereas c-axis growth is nearly
parallel to the scan direction, any growth into the region in the wake of the T > Tm
volume (light red in Fig. 5.22) must include a significant transverse component, since
the crystal can only enter this region after the heat source has passed. This is the
region of the crystal in which growth zoning appears. The angle and curvature of
the growth zones suggests that growth is primarily radial in this region, with a small
tangential component where the interior edge intersects the peak growth isotherm
behind the focus. Unlike the ’primary’ c-axis growth, growth in this radial region
occurs on cooling rather than on heating.
If the motion of the focus is not perfectly smooth, temperature oscillations would
occur with amplitude maxima along the axis of motion (the center of the line). The
177
Chapter 5. Femtosecond Laser-driven Crystal Growth
crystal growth interfaces in the region in the wake of the focus would thus experi-
ence potentially significant temperature oscillations. In contrast, the tangential c-axis
growth interface would experience minimal oscillations since the growth front in this
region is not only tangential to the temperature gradient, but this tangent is also
parallel to the motion of the focus. Thus, the primary growth interface should ex-
perience a fairly stable temperature compared to the radial growth interface. Such
temperature oscillations would produce a corresponding growth rate oscillation, and
this is likely associated with the formation of growth zones.
In summary, this model explains the division of the crystal into two main regions
with the particular core-shell geometry and distribution of growth zones observed
in both longitudinal- and cross-sections in variable pressure SEM. The shell regions
is produced by the primary c-axis growth corresponding to the optimized threefold
alignment condition, in a region of relatively stable temperature which never exceeds
the melting point. The growth-zoned core is produced by a secondary radial growth
upon cooling of the melt, in a region where temperature oscillation is likely to oc-
cur. This model emerges naturally from the basic theory of temperature-dependent
crystal growth rate combined with the geometry of the laser-induced temperature
distribution and the inherent growth rate anisotropy of the crystal.
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5.4 Effect of confinement stress
5.4.1 Crack patterns
Cracking of laser-patterned crystals was frequently observed due to the large thermal
stress of the confined heat source, the volume change that occurs with crystallization,
and the thermal expansion mismatch between the crystal and glass. Two main types
of cracking were observed: cracking at the focal point associated with segmentation
discontinuous growth (Fig. 5.1), and delayed cracking well behind the focal point. In
the latter case, the orientation of the crack plane (as defined by its normal vector) was
consistently parallel to the line axis. In other words, the cracks exposed transverse
cross-sections. Examples can be seen in all of the longitudinal EBSD IPF maps
discussed previously (Figs. 5.7 - 5.11).
The crack orientation and relatively large distance from the focus at the time of
initiation indicate that the confined crystal lines upon cooling are left with a large
residual tensile stress parallel to the optic axis which is sufficient to induce cleavage
of the (0001) plane. As the ferroelectric LaBGeO5 crystal contains a spontaneous
polarization along the optic axis, this tensile strain should increase the distance be-
tween charge centers and thereby increase the polarization magnitude and enhance
the ferroelectric properties.
179
Chapter 5. Femtosecond Laser-driven Crystal Growth
5.4.2 Birefringence
The optic axis in LaBGeO5 is the fast axis of birefringence, corresponding to a lower
refractive index in this direction with respect to the orthogonal. Pulling the slow
axis in tension should therefore reduce the birefringence. This was confirmed by LC-
PolScope birefringence modeling. An unconfined LaBGeO5 crystal has a birefringence
of -0.04 (defined by the refractive index difference between ordinary and extraordinary
axes) [63]. Fig. 5.23 compares the obtained LC-PolScope fringe pattern for a high
uniformity crystal line with several simulated fringe patterns calculated from the
cross-section shape assuming varying values of birefringence. The best agreement
occurs for a birefringence value around -0.032.
Thus the birefringence is considerably reduced in the confined crystal. This is sur-
prising since LaBGeO5 has a negative birefringence, and the crack patterns suggest
a primarily longitudinal tensile strain along the lower-index ordinary axis. In other
words, the ordinary index is already lower than the extraordinary absent any strain,
and pulling it in tension would be expected to further reduce the ordinary index by
reducing density in that direction. As such, the mechanism of birefringence change
remains unclear.
5.5 Conclusions
Femtosecond laser-induced crystal growth morphologies are dominated by the effects
of the high-temperature heat source produced by nonlinear absorption. Since the
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temperature apparently exceeds the crystal melting point under all investigated con-
ditions, the crystal must grow around the heat source rather than directly through
the center. Generally, separate growth fronts proceed around either side of the heat
source to produce bilateral crystals with an impingement boundary or residual glass
remaining at the center. Under conditions of near-maximal scanning speed, interme-
diate laser power (e.g. 300 mW) and low aberration, unilateral growth of crystals
lacking a defect in the center could be obtained. However, only partial crystallization
of the melt occurs at such high scan speeds, because the growth rates in the trans-
verse directions are too slow to fully traverse the melt before the heat source has
moved too far away. As a consequence of this partial crystallization, the shape of the
crystal cross-section can vary both between different lines and within individual lines
as growth proceeds. Since optimum growth conditions occur around the periphery
of the melt rather than through the center, with a ring-like distribution as viewed in
the cross-section, these crystals will occur between the modification center and the
melt boundary. This breaks the general symmetry of the melt, so the cross-section
shape of such crystals is generally irregular and asymmetric.
Crystal lines exhibit a preferential orientation of the fastest-growing crystal axis par-
allel to the focal scanning path, which is sustained via a reorientation of the lattice
even if the focus changes direction. This reorientation occurs through establishment
of new grains at the existing interface (likely via stacking faults), with those better
aligned with the new growth direction able to grow faster than the precursor grain.
For small changes in growth direction, this produces a gradual reorientation through a
series of low-angle grain boundaries, while a large change in growth direction causes
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a more abrupt transition via a high angle grain boundary due to the much larger
disparity in growth rates between the precursor grain and the optimally aligned nu-
clei. Even straight lines generally contain low-angle grain boundaries, because the
curvature of the temperature gradient ensures that the optimum (fastest-growing)
orientation varies with position within the melt. However, the focal scan speed can
be used as an orientational filter: the only orientations which can be sustained by
the moving focus are those which have a growth velocity component parallel to the
scan direction which is equal to or greater than the scan rate. In the limit of maxi-
mum scan rate, only a single orientation satisfies this condition (the fastest growth
direction parallel to the scan direction), so single crystals can be obtained by writing
at near-maximal scan rates. Additionally, such high scan rates allow for isolation of
unilateral growth morphologies despite the bilateral symmetry of the melt, resulting
in single crystals which do not wrap around the heat source and thus lack the internal
defects characteristic of bilateral growth.
Single crystals were found to exhibit internal inhomogeneity in their elemental distri-
bution, SEM charge contrast, and Raman peak shift. These suggest a general division
of the crystals into two major zones resembling a core-shell structure, even when the
cross-section is a single grain. The charge contrast features resemble growth zones,
and their distribution suggests that the core-shell structure is due to different growth
dynamics in these two zones. The outer shell is associated with a longitudinal growth
of the foremost part of the crystal interface in the direction of focal scanning, which
occurs around the periphery adjacent to the heat source because the temperature
exceeds the melting point in the center. Growth in this case is tangential to the
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isotherms of the heat gradient. In contrast, the core region appears to form through
a radial growth toward the heat source which occurs in the wake of the moving focus
as it cools through the supercooled liquid range. The growth zoning is likely due to
temperature oscillations arising from a stepwise motion of the heat source.
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Figure 5.1: Optical micrographs (reflection mode) of crystal lines written at 500
mW and three different scan speeds, exhibiting segmented morphology. The length
of the segments increases with scanning speed.
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Figure 5.2: Examples of cross-sections exhibiting bilateral growth morphology.
From left to right, the upper row contains transmission optical micrographs of 3
aberration corrected and two uncorrected lines. The bottom row contains SEM
images (environmental mode) of smaller aberration-corrected lines (100-150 mW
average power). Bilateral morphologies were obtained for all uncorrected lines under
high aberration conditions (irradiation through heating stage window) and most
aberration corrected lines, particularly if power was low (100-200 mW range) or if
the scanning speed was slower than the maximum rate that the crystal could follow.
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10 μm
Figure 5.3: Examples of cross-sections exhibiting unilateral growth morphologies.
All examples of unilateral growth were obtained with aberration correction, 300 mW
average power, and scan speeds of 42-46 µm/s. The most common unilateral shape
is that shown in the upper row, but it was susceptible to transitioning into one of
the morphologies in the bottom row during growth of long lines.
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Figure 5.4: Raman spectra collected from LaBGeO5 laser-patterned lines exhibit-
ing characteristic orientation dependence. The upper spectra were representative of
lines oriented orthogonal to the excitation and emission Raman polarizations dur-
ing collection, while the lower spectra were representative of lines oriented parallel
to the Raman polarizations, regardless of the circumstances of their growth. This
indicates a preferential orientation of the crystal with respect to the direction of line
writing.
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Figure 5.5: Raman orientation maps of the average intensity of the 400 cm−1
peak for a line with a 15◦ bend and a line grown (from right to left) at 90◦ from an
existing line. The intensity of the Raman peak in the bent line changes gradually
across the bend, corresponding to a gradual reorientation in response to the change
in writing direction. A dark line down the center is indicative of a bilateral growth
morphology. The 90◦ bend shows a much more abrupt transition despite the larger
angle. A substantial damage zone occurs near the transition (dark features), where
the beam was initially stationary before beginning the lateral scan.
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Figure 5.6: Electron backscatter Kikuchi pattern obtained from laser-written
crystals with LaBGeO5 indexing result overlaid. The strong contrast and well-
defined bands and intersection points and the good agreement between the cal-
culated and collected patterns confirm that high quality orientation maps can be
obtained.
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Figure 5.7: Inverse pole figure (IPF) orientation maps (image quality grayscale
overlay) for a line written at 500 mW and 35 µm/s with no aberration correction.
The color wedge on the left side illustrates the color correspondence of different
crystal lattice directions. Each IPF map is colored to show the local lattice ori-
entation with respect to a reference axis, with three orthogonal axes chosen based
on the sample geometry: Y parallel to the crystal, Z normal to the surface, and
X orthogonal to both. The lower-left schematic shows the dominant orientation of
the line based on the mapping results. The grayscale map on the right shows the
arrangement of low-angle grain boundaries corresponding to small misorientations
of a few degrees or less. A single dominant orientation was obtained throughout the
map despite the bilateral growth morphology.
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Figure 5.8: Inverse pole figure (IPF) orientation maps (image quality grayscale
overlay) for a line written at 500 mW and 25 µm/s with no aberration correction.
The color correspondence and geometry of reference axes are the same as in Fig. 5.7.
Here two dominant orientations are seen, as illustrated on the left, distinguished by
a 180◦ rotation about the y-axis. It appears that a twinning event during growth of
the left side of the line created an abrupt transition with a jagged grain boundary.
191
Chapter 5. Femtosecond Laser-driven Crystal Growth
x y z
0001
Y
Z
X
1010
1210
c-axis
1210
1010
Figure 5.9: Inverse pole figure (IPF) orientation maps (image quality grayscale
overlay) for a 15◦ bend written at 500 mW and 20 µm/s with no aberration correc-
tion. A single dominant orientation is seen, but several prominent low-angle grain
boundaries are seen in the grayscale grain map.
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Figure 5.10: Inverse pole figure (IPF) orientation maps (image quality grayscale
overlay) for a 25◦ bend written at 500 mW and 20 µm/s with no aberration cor-
rection. Again a single dominant orientation is seen, but a gradual color change in
the X and Z maps indicates a gradual rotation across the bend in addition to the
c-axis realignment. The grain map shows that this reorientation occurs through a
series of low-angle grain boundaries.
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Figure 5.11: Inverse pole figure (IPF) orientation maps (image quality grayscale
overlay) for a 45◦ bend written at 500 mW and 20 µm/s with no aberration cor-
rection. Several large orientation changes are seen across several distinct grains
separated by regions of residual glass. The upper half has approximately the orien-
tation shown in the diagram, but rotated about the y-axis about 15◦. The angled
portion in the lower half exhibits an angled c-axis, as the coloration becomes white
when the reference axis is set to 45◦ between the X and Y axes.
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Figure 5.12: EBSD results for a unilateral line exhibiting single crystallinity.
All maps are modulated by a grayscale image quality overlay. An as-collected IPF
map is shown in (a) including pseudosymmetry artifacts. The three maps in (b)
show pseudosymmetry-corrected IPF maps with respect to the three orthogonal
reference axes. The map in (c) is a grain reference orientation deviation map showing
low-angle misorientations within a 1◦ range. A representative Kikuchi pattern, a
schematic of the lattice orientation, a schematic of the sample reference geometry,
and the color correspondence of lattice orientation are included in (d). This line
exhibits a longitudinal crack down the center in addition to transverse cracks.
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Figure 5.13: EBSD results for a unilateral line exhibiting single crystallinity.
All maps are modulated by a grayscale image quality overlay. An as-collected IPF
map is shown in (a) including pseudosymmetry artifacts. The three maps in (b)
show pseudosymmetry-corrected IPF maps with respect to the three orthogonal
reference axes. The map in (c) is a grain reference orientation deviation map showing
low-angle misorientations within a 1◦ range. A representative Kikuchi pattern, a
schematic of the lattice orientation, a schematic of the sample reference geometry,
and the color correspondence of lattice orientation are included in (d). Black features
indicate cracks, polishing scratches or surface contamination. It should be noted that
the termination of the crystal at the top of the map is not the growth front, but is
the result of a slight tilt in the polished surface and represents the point where the
top of the crystal first becomes exposed.
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Figure 5.14: EBSD results for a unilateral line exhibiting single crystallinity.
All maps are modulated by a grayscale image quality overlay. An as-collected IPF
map is shown in (a) including pseudosymmetry artifacts. The three maps in (b)
show pseudosymmetry-corrected IPF maps with respect to the three orthogonal
reference axes. The map in (c) is a grain reference orientation deviation map showing
low-angle misorientations within a 1◦ range. A representative Kikuchi pattern, a
schematic of the lattice orientation, a schematic of the sample reference geometry,
and the color correspondence of lattice orientation are included in (d). Black features
indicate cracks, polishing scratches or surface contamination.
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Figure 5.15: Indexing results for a Kikuchi pattern from the crystal line in Fig.
5.13 illustrating the problem of pseudosymmetry. The two best-fit orientations (with
81 and 79 votes) are practically equally good fits. This results in a confidence index
at or near zero and a noisy distribution of the indistinguishable orientations during
mapping.
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Figure 5.16: Inverse pole figure (IPF) orientation maps (image quality grayscale
overlay) for cross-sections of two aberration-corrected lines exhibiting single-
crystallinity. The map to the left shows the as-collected state, containing mis-
orientation noise due to pseudosymmetry. The sets of three maps show the
pseudosymmetry-corrected IPF maps for the two lines with respect to the sample
geometry illustrated to the left, with the crystal orientation color correspondence
given in the color wedge. The two rightmost maps are grain reference orientation
deviation maps showing the distributions of low-angle misorientations. The noisy
patterns lacking distinct boundaries indicate single crystallinity.
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5 μm
Figure 5.17: A comparison of variable pressure SEM micrographs of a crystal
line cross-section collected under different conditions (left) with charge contrast in
a gibbsite crystal (right) enabling imaging of growth zones. The charge contrast
features in the gibbsite can be value-inverted by changing the imaging conditions.
The features in the LaBGeO5 line resemble the gibbsite growth zones and can also
be value-inverted by changing the imaging conditions, indicating that these features
most likely correspond to charge contrast from growth zones in the laser-written
crystal.
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Figure 5.18: Examples of charge contrast features in longitudinal sections col-
lected in charge contrast SEM for various single crystal unilateral lines. Focal scan-
ning direction was from top to bottom. The banded region occurs on the interior
side of the melt and the smooth region occurs near the boundary.
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5 μm
Figure 5.19: A comparison of charge contrast features in variable-pressure SEM
with the shift of the Raman 800 cm−1 peak for an aberration-corrected crystal cross-
section. Although both show the same division of the crystal into two major zones,
the Raman map lacks the more closely-spaced fringes seen in the charge contrast im-
age, suggesting that two different charge contrast mechanisms are involved (Raman
map provided by Brian Knorr).
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Figure 5.20: Review of elemental redistribution around a single-crystal cross-
section by EDS mapping. The top row shows optical and SEM micrographs both
as-obtained and with prominent features outlined. Below, Ge, La, and O maps
are shown in both as-collected and contrast-enhanced versions. Brighter regions
correspond to higher concentrations. The contrast enhancement was produced by
applying a 20 pixel Gaussian blur followed by a levels adjustment of the value
histogram. The outlines from the optical and SEM micrographs are also overlaid on
the contrast-enhanced maps to show the elemental contrast in relation to the major
boundaries and charge-contrast features.
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Figure 5.21: Composition mapping of single crystal longitudinal sections. The
variable pressure SEM image is shown above and the corresponding elemental maps
for Ge, La and O are given below both as-collected and with a 20 pixel Gaussian
blur applied followed by a levels adjustment to maximize contrast.
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Figure 5.22: Illustration of proposed growth dynamics to explain the observed
growth zoning distribution seen in SEM charge contrast. On the left, overhead and
cross-section views are shown for a unilateral crystal during growth. As demon-
strated by Raman and EBSD, the c-axis of the crystal is parallel to the scanning
direction. The yellow circle represents the moving heat source and the volume of
the melt which exceeds the crystal melting point. A primary growth front advances
in the scanning direction (c-axis growth) and creates transverse growth zones, while
a secondary transverse growth process occurs behind the focus as the temperature
passes through the optimum growth range and creates growth zones which will be
visible in the transverse cross-section. On the right, an SEM image shows how the
charge contrast features relate to the model.
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Figure 5.23: A comparison of a collected LC-PolScope micrograph of the crystal
in Fig. 5.19 with calculated fringe patterns based on the cross-section dimensions
and varying values of birefringence. A value of 0.04 is expected for LaBGeO5, but
the best agreement between model and experiment occurs for a birefringence value
of 0.032. This can be attributed to a tensile strain in the direction of the line axis,
which would reduce the density anisotropy and thereby reduce the birefringence.
Such a tensile strain is expected due to thermal expansion mismatch and the crystal
geometry and confirmed by the tendency toward transverse cracks seen in the EBSD
image quality maps.
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Foundations of functional device
elements
This chapter details preliminary efforts to demonstrate optical functionality of fs
laser-patterned crystals and apply the technique to more diverse geometries such as
junctions and planar waveguides that are important for device elements.
6.1 Waveguiding of Laser-patterned Lines
If fs laser-patterned features are to be useful as active device elements, it is essential
that they be capable of waveguiding. So far, this has never been demonstrated in
literature. This section presents results of waveguiding measurements of aberration-
corrected laser crystallized lines, including some which do exhibit significant trans-
mitted power.
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6.1.1 Output intensity distributions and transmitted power
Figure 6.1 summarizes waveguiding results for several of the most noteworthy lines.
The first three lines, written at lower power and scanning speed, exhibit small cross-
sections approximately elliptical in shape, but the crystals are clearly inhomogeneous
as they exhibit internal features in the optical micrographs. The first, slightly larger,
appears to support guiding of an LP11 mode (characterized by a bilaterally symmetric
pair of intensity spots) whereas only a single spot could be obtained for each of the
smaller lines, suggesting that in these cases only the fundamental LP01 mode may
be supported, analogous to a single mode fiber. The transmitted power in all three
cases was low, with the first below the detection limit of the measurement.
The three rightmost lines were written at higher average power and speed and ex-
hibit larger cross-sections with generally more irregular outlines and large regions of
residual glass within the modification zone. The crystals themselves appear more ho-
mogeneous than the smaller cases, but there does appear to be some sort of internal
fringe pattern tracing the shape of the outline in each cross-section. Unlike the low
power cases, the shapes of the input and output faces are seen to vary substantially.
It is also noteworthy that the input face of the first large line strongly resembles
the output face of the second high power line, despite the seemingly irregular shape.
As discussed in Chapter 5, certain cross-section shapes seem to represent relatively
stable or metastable configurations and are seen to recur multiple times across dif-
ferent lines. Nevertheless, it is evident from Fig. 6.1 that retaining consistency from
start to finish remains a challenge. As such, these lines still exhibit fairly high losses,
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but transmitted power is much higher than in the case of the smallest lines. The
output intensity distributions are also more irregular, generally taking on a shape
resembling the cross-section of the output face, even when the geometry of the input
is substantially different.
The middle crystal represents a sort of middle-ground, as it was written with an
intermediate power and speed. Despite a very irregular cross-section and substantial
variation from the input to the output face, it still exhibits a somewhat lower loss than
the smaller lines. However, the output intensity profile again exhibits multiple spots.
The centerline division seen in the output face appears to be a larger-scale version of
the defect that occurs in the middle of the lines written at very low power. In this
case, though, the crystal halves on each side are large enough that each appears to
support its own modes. The higher losses in the smaller lines are likely due to their
central defects lying within the transmitted mode.
Fig. 6.2 shows results for the most effective waveguide that was produced in the course
of this project. The cross-section is seen to resemble the last case in Fig. 6.1, but a
much higher transmitted power is obtained in this case. By moving the position of the
input fiber slightly, different patterns of output intensity are obtained. Some contain
several spots in fairly irregular distributions, making them difficult to describe by the
standard mode classifications for symmetric waveguides. Nevertheless, they indicate
that waveguiding of multiple modes is supported by this crystal. The most efficient
guiding, though, occurs in the case where the intensity is predominantly localized in
the upper section of the crystal in an output resembling an asymmetric LP01 mode.
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A weaker output in the bottom section also occurs, indicating some coupling of the
light occurs from the top section into the bottom section.
6.1.2 Effect of cross-section shape
In a typical symmetric waveguide such as an optical fiber, for a given wavelength
and index disparity, the number of guided modes depends on the diameter of the
core. Below some threshold, only the fundamental LP01 mode is supported and the
waveguide is said to be single-mode. As the core size grows, increasing numbers
of higher order modes become guided. Although the crystal shapes in this case
are generally more irregular and asymmetric, the same basic principle should apply.
Larger crystals were indeed found to support higher-order modes characterized by
multiple output spots, with the distribution of spots corresponding to the shape of
the output cross-section accordingly (Fig. 6.3).
There is a close resemblance between the output cross sections of the most successful
waveguide in Fig. 6.2 and the first waveguide in Fig. 6.3. This same cross-section
shape was also observed in a number of other lines, but in general they showed only
faint output images with multiple spots suggestive of higher-order modes, and these
did not exhibit a sufficient power transmission to be measured by the power meter.
The difference can be attributed to how uniformly this shape is retained over the full
length of the crystal lines.
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6.1.3 Effect of crystal uniformity
Uniformity here refers to how consistently a particular cross-section geometry is pre-
served down the length of the crystal line. Since each geometry supports a particular
set of guided modes, changes in cross-section shape and size within a given line
will generally be accompanied by changes in the set of guided modes. Waveguiding
through a line with such a changing geometry would be hindered by frequent mode
coupling losses as each time the cross-section changes, the light must couple from one
set of modes into another which may not be particularly compatible.
The most uniform crystals should thus exhibit the most efficient waveguiding, and
the particular shape may not matter so much in this regard (although it is significant
in determining the particular mode characteristics and whether or not single-mode
operation may be achieved). This appears to be the reason why the crystal in Fig. 6.2
has such a lower loss value than the other lines. A comparison of LC-PolScope micro-
graphs for this and two other waveguides is shown in Fig. 6.4. The uppermost case,
corresponding to the most efficient waveguide, shows a much higher degree of unifor-
mity than the others, and the fringe pattern observed in the LC-PolScope is in good
agreement with the model patterns based on the input and output cross-sections. In
other words, the cross-section shape at the faces of the waveguide is well-represented
across the line. Although the other two lines do include long sections wherein the
fringe pattern retains good consistency and resembles the calculated patterns of the
input and output cross-sections, there is also substantial deviation. Most variation
occurs gradually and continuously, suggestive of single grains fluctuating in size and
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shape during growth, but in one case a grain boundary also appears (marked between
white lines), manifesting as a more abrupt kink in the line accompanied by a change
in hue from red to orange (this corresponds to a small counter-clockwise tilt of the
optic axis). The presence of a grain boundary and a tilt of the optic axis away from
parallel with the line itself should be detrimental to waveguiding functionality, but
this line did exhibit the second-highest power transmission that was observed.
6.2 Crystallization of Complex Geometries
Laser-patterning is basically a linear process, in the sense that the focus is only
ever moving in one direction at a given time. This is conducive to growing crystals
in straight lines or curves, but often branching or planar waveguide geometries are
required. Phase modulation offers a potential solution, enabling a single beam to be
split into multiple foci which may each be used to independently crystallize different
regions of the glass in a single pass; for example, gradually diverging two foci to
produce a Y-junction, or using a row of foci to grow a planar crystal. Curves may
also be introduced through phase modulation rather than movement of additional
stage axes.
6.2.1 Curved lines by dynamic focal deflection
Fig. 6.5 shows LC-PolScope micrographs of three wave-shaped lines produced by
dynamic focal deflection. All were written with the same lateral scan rate of 15
µm/s, but the wavelength of the lines was varied by the rate at which the the phase
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maps were cycled. Color changes in the lines are related to variation in thickness
and crystal orientation. The light blue regions at the peaks and troughs indicate
an increase in thickness, which can be attributed to a lower overall writing speed at
these sections. That is, the x-speed was constant while the y-speed varied, such that
the magnitude of the velocity vector oscillated slightly with the period of the lines.
In between the thicker regions are thinner angled regions. As discussed in Chapter 5,
the crystal’s c-axis prefers to orient in the direction of writing. Some evidence of this
effect can be seen in the color of the angled regions, but it is not fully consistent. As
indicated by the white lines on the color wheel, ascending slopes would be expected
to skew toward yellow-orange, while descending slopes would be expected to skew
toward violet. Some examples of both cases are seen, but exceptions also occur such
as yellow-orange coloration on descending slopes.
A closer view of three sections of the curves is shown in Fig. 6.6, including a thicker
light blue region and two ascending slopes. It can be seen that each line is composed
of two sections and divided down the center (bilateral growth). Thickness and crystal
orientation are seen to vary somewhat between the two ascending cases, based on the
differences in coloration.
6.2.2 Junctions by dynamic focal divergence
Fig. 6.7 shows examples of Y-shaped crystal junctions written by dynamic focal
divergence. Upon division of the single line into two branches, separate orientations
are established as indicated by the distinct coloration in the LC-PolScope images. The
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upper branches with ascending slopes consistently exhibit a more yellow coloration
than the lower branches, indicating that the orientation of the crystal c-axis on each
side of the Y tilts toward its respective branch, but not perfectly parallel, and with
some variation between lines. This angle is then sustained as the branches return to
parallel with the original line, and even as they converge back to a single line.
Fig. 6.8 shows closer views of a diverging junction and a merging junction. The
diverging junction again exhibits distinctly different colors on each branch, with the
ascending slope skewing yellow and the descending slope skewing red-violet. This col-
oration is consistent with a c-axis orientation approximately parallel to each branch.
Much like the case in Fig. 6.6, the center line of each branch contains a series of un-
crystallized dots likely corresponding to the positions of the heat source. The motion
of the focus would not be perfectly continuous due to the stepwise stage motion and
the frame rate of the phase modulation, so discrete high temperature points should
manifest as gaps in the crystal if their temperature exceeds the crystal melting point.
The merged junction exhibits the same shape as the diverged junction, but in the
merged case a distinct edge appears between light and dark blue regions, likely corre-
sponding to a grain boundary. Such an outcome would not be surprising even if the
crystal orientation of the diverged branches remained parallel and continuous with
the original line, because even small distortions in either branch should result in an
imperfect lattice match when the two growth fronts impinge. However, the tendency
for the two branches to adopt diverging orientations effectively ensures that the im-
pinging growth fronts will not merge back to a single lattice without forming a grain
boundary.
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6.2.3 Planar crystals and alternative heat sources
By arranging multiple foci in a line transverse to the direction of focal scanning,
wider planar crystals could be obtained. Fig. 6.9 shows LC-PolScope birefringence
micrographs of lines written in this manner. The phase patterns were obtained by the
Gerchberg-Saxton algorithm. Frame (a) includes examples where a uniform plane-
like geometry was successfully obtained. The fringes at the edges are indicative of
a curvature at the sides, but the wide band of consistent coloration in the center
corresponds to a region of uniform thickness approximately 40 µm wide. Frame (b)
includes examples of cases where unstable or irregular growth was obtained, which
represents the more general case. Frame (c) compares a uniform planar growth front
with a case in which uniform growth was obtained, but rather than a single planar
crystal, six separate lines grew in direct contact. In the planar case, although there
are multiple heat sources, a single growth front spans the width of the crystal. In
the six-line case, a distinct growth front is localized at each heat source. Such a
breakup into individual lines occurs as the foci become too far apart or the pulse
energy becomes too low.
Since the interfocal spacing must be close in order to avoid such breakup into discrete
lines, widening the crystal requires adding additional foci. But the total pulse energy
is distributed among all the foci, so the average power must also be increased to
account for the new foci if the pulse energy at each focus is to be preserved. Thus
the width of the plane that can be produced is limited in practice by the maximum
power available.
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Frame (d) shows examples of the particular case in which only two closely-spaced foci
were used, including several lines with good cross-section uniformity. The result is
not much wider than using a single focus, but the use of two foci enables additional
manipulation of the heat source via their relative spacing and pulse energy, which may
be useful for example in modifying the aspect ratio of the cross-section or introducing
intentional asymmetry by angling the foci with respect to the direction of scanning.
6.3 Conclusions
Coordinating stage motion with phase modulation enables a far greater range of
structures to be produced, and since phase modulation is already necessary for aber-
ration correction for 3D patterning, it is a natural extension to apply it to more
complex geometries. The use of multiple foci is also potentially useful for growing
straight lines with higher throughput, since it enables multiple lines to be grown in
a single pass. Perhaps most importantly, closely spaced foci can be used to manip-
ulate the heat source used to grow individual lines, as seen in Fig. 6.9 (d). Since
control over the temperature gradients produced by individual foci is rather limited,
this multi-foci approach may offer the best prospect for gaining control over single
crystal cross-section geometries and uniformity, and the corresponding waveguiding
efficiency and mode profiles. Overall, these techniques greatly enhance the versatility
fs laser-induced crystallization for patterning of functional structures in glass.
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Photonic circuits rely on waveguiding to contain and direct optical signals. For laser-
patterned crystals to be useful in optical devices, they must be capable of waveg-
uiding with reasonably low losses. Since crystals are typically denser than their
corresponding glasses, a refractive index increase upon crystallization is expected to
allow waveguiding for most systems. However, morphological concerns such as den-
drite formation, size and shape fluctuation, grain boundaries, cracks, defects, and so
on could cause so much loss as to render these crystals practically unusable. This
work has confirmed for the first time that successful crystal waveguides can be ob-
tained by fs laser irradiation, providing proof of concept of the potential for writing
active nonlinear waveguides using this method. As expected, this relies on producing
high-quality crystals with few or no grain boundaries (single-crystals), cross-sections
with high long-range uniformity, and a minimization of optically significant inter-
nal defects (particularly cracks,It would perhaps be preferable to residual glass, and
impingement boundaries). This, in turn, requires correcting for aberration while
heating the sample, optimizing laser power, and balancing scan speed with the in-
trinsic growth rate of the optimally oriented crystal in order to establish a single
grain with a unilateral growth morphology.
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Figure 6.1: Overview of crystal lines exhibiting significant waveguiding capability.
Optical micrographs of input and output cross-sections are shown above, with the
near-field output intensity imaged below along with measured output power for a 300
mW input, and estimates of the corresponding waveguiding losses after accounting
for calculated reflection losses.
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Figure 6.2: Waveguiding results of the crystal line found to yield the lowest
losses, approximately twice the transmitted power of the second-best lines. Input
and output cross-sections are shown to the left, and output intensity profiles on the
right. Different intensity distributions are obtained by small repositions of the input
fiber. The highest power transmission occurs in the lower-right case, with most of
the power confined to the upper region of the crystal.
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Figure 6.3: Examples of waveguiding higher-order modes. Power transmission was
negligible, but the output near-field intensity distributions show a clear correlation
with the output geometry. In the lower case, the input and output geometries
differ substantially, but the output governs the final mode profile, and the degree
of mismatch between the initial and final mode profiles (as well as any variation
between the two) can cause substantial power loss.
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Figure 6.4: Comparison of the uniformity of three crystal waveguides over several
hundred microns. From top to bottom, the waveguides respectively had losses of
2.64, 6.71, and 10.6 dB/cm. Each row contains output and input cross-sections of
one waveguide on the left and right sides, respectively, with a band above showing
a calculated LC-PolScope fringe pattern corresponding to each cross-section. Be-
tween the cross-sections, LC-PolScope image of several sections of the line line are
compared. As the calculated patterns indicate, the uniformity of the LC-PolScope
features in the crystals corresponds directly to the uniformity of the crystal cross-
section down the length of the line. The line with lowest loss exhibits very good
uniformity, while the other two lines show significant variation along their length.
A grain boundary is indicated by the white lines.
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50 μm
Figure 6.5: LC-PolScope optical micrographs of three curved crystal lines written
with dynamic focal deflection. Lines are continuous from top-right to bottom left.
Scan rate was 15 µm/s and phase patterns were cycled at rates of 20, 16, and 10
frames per second. The color wheel indicates orientation of slow axis of birefringence,
and the overlaid white lines indicate the angles of the crystal lines at the nodes.
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25 μm
Figure 6.6: A closer view of three sections of curved lines in which bilinear
morphology is apparent. In the upper frame, the thickness is increased in the blue
region as the crystal grows above the central defect. In the other two frames, the
central defect is more distinct and appears to contain regions of residual glass as
well as regions where the crystal is not continuous across the top.
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25 μm
Figure 6.7: Crystal junctions written by dynamic focal divergence. All lines were
grown from left to right with a scan rate of 15 µm/s. The upper line was written at
140 mW average power with phase gratings cycled at 10 frames per second, while
the lower lines were written with 125 mW average power at 8 frames per second.
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10 μm
Figure 6.8: Closer view of diverging (top) and merging (bottom) crystal junctions
written by dynamic phase modulation. Color correspondence with the color wheel
inset is related to the angle of the slow axis of birefringence (representative of crystal
lattice orientation) and the thickness of the crystal.
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Figure 6.9: Crystals grown by a linear distribution of closely spaced foci. (a)
Examples of successful planar geometries approximately 40 µm wide, indicated by
the wide central band of uniform coloration. (b) The more general case of unstable
and irregular growth. (c) Comparison of growth fronts between a planar crystal and
a case where the focal spacing was too wide, causing separation into discrete lines.
(d) Lines written with two closely-spaced foci.
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Chapter 7
Overall Conclusions and Closing
Remarks
The main goals of this dissertation outlined in Chapter 2 were (1) to understand the
mechanisms and processes by which different irradiation conditions yield particular
crystal morphologies, (2) to determine the extent to which morphological outcomes
can be intentionally controlled by adjusting process parameters, and (3) to apply these
principles in producing sufficiently optimized morphologies for effective waveguiding.
This final chapter will summarize how the results have addressed these goals.
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7.1 Parameter-morphology relations
7.1.1 Focal depth
The focal depth was found to exert a surprisingly strong influence on the process of
initiating new crystals inside LaBGeO5 glass, including the induction time, the phases
formed, and the position of crystal initiation within the melt. This was attributed
to aberration effects and could be utilized to reduce induction time through varying
focal depth. The mechanisms by which aberration leads to accelerated nucleation
with different crystal outcomes rely on the creation of conditions which facilitate
heterogeneous nucleation, including formation of free surface in the form of bubbles,
redistribution of elements within the melt, and optimization of local temperature and
composition at the bubble surface.
Regarding growth of existing crystals into extended structures like waveguides, the
focal depth mainly influences the shape of the crystal and the likelihood of bilateral
growth through the effect of aberration on the aspect ratio of the melt. A larger
focal depth causes stronger aberration and a larger aspect ratio, which suppresses the
potential for unilateral growth. However, the effects of aberration can be mitigated
by phase modulation, and doing so enhances the ability to induce unilateral growth
and single crystallinity.
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7.1.2 Laser power
Laser power influences the size and aspect ratio of the melt and the corresponding
size and shape of the crystal. At high power, segmented discontinuous growth occurs
for scan speeds below the maximum growth rate of the crystal. Increasing power
increases the melt volume while reducing the aspect ratio, but it also pushes the
range of supercooled temperatures farther away from the heat source and increases
the volume of melt at the center in which the temperature exceeds the melting point
of the crystal. This can result in an increased residual glass content at the center of
the crystal, particularly in segmented morphologies and with growth at lower speeds,
but it also reduces the slope of the gradient in the crystal growth range which is
conducive to faster growth. Higher power increases thermal stress and the stresses
associated with phase change, since a larger volume is crystallized, so cracking is
more prevalent.
Laser power affects the range of available scan rates at which the crystal can grow
fast enough to follow. At low power, only relatively slow growth can be sustained
compared to the rates available at higher power. Nevertheless, crystals produced
at the lowest useful speeds still retained residual glass in the center where the heat
source occurs, indicating that the peak temperatures exceeded the melting point even
at the lowest usable power. The reduction in available scan rate at low power is thus
related not to a reduction in peak temperature, but to the increase in the slope of the
heat gradient in the crystal growth range and the contraction of the melt volume.
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7.1.3 Scanning speed
Scanning speed is perhaps the most important process parameter in determining
growth dynamics and morphological outcomes. In particular, it is the relative scan-
ning speed with respect to the peak crystal growth rate which should be considered.
Somewhat counter-intuitively, the actual crystal growth rate is not determined by
the scanning speed, but by the temperature gradient. The average growth rate is
necessarily restricted by the scanning speed, but this may be achieved by cyclic oscil-
lations of fast growth followed by a waiting period. With this in mind, the scan rate
effectively establishes a moving reference frame for the temperature gradient, and
only when the scan rate approximately equals the maximum growth rate obtained by
the temperature gradient can something like a steady-state be achieved. For faster
scan rates, the crystal cannot keep up and falls behind, while for slower scan rates the
crystal grows ahead and then must wait for the focus to catch up. At high average
power this results in segmented discontinuous growth, and at low power it tends to
produce continuous but polycrystalline bilateral growth. Single crystallinity could
only be obtained when the scan rate and the maximum crystal growth rate were
balanced.
7.2 Morphological control and limitations
The crystal morphology emerges naturally from the geometry of the temperature
gradient and the relative scan rate, based on the inherent temperature and orientation
dependences of crystal growth rates. The tendency for orientation fluctuations to
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occur at the growth front adds a complication which discourages single-crystallinity
but facilitates a consistency in approximate lattice orientation with respect to the
scan direction. In other words, a preferential orientation of the fastest-growing axis
approximately parallel to the scan direction is obtained, with the crystal able to
reorient its lattice such that the preferential orientation is sustained even when the
scan direction is changed, but this reorientation relies on initiation of new grains and
introduction of grain boundaries.
The extent to which the morphology can be controlled is somewhat limited, par-
ticularly if single crystals are required. The scan rate in this case must be nearly
maximized (i.e. the maximum growth rate that the crystal can sustain) in order to
serve as an orientational filter and achieve a steady-state growth condition. Further-
more, due to the intensity-dependent nature of fs laser absorption, the temperature
of the heat source appears to exceed the melting point of LaBGeO5 even at the lowest
laser powers approaching the minimum with which a crystal could be reliably grown.
In other words, certain heat source conditions are effectively locked out by the high
optical intensity required for nonlinear absorption, which makes the use of fs laser
particularly challenging to optimize compared to cw laser. For example, a broad heat
source with low peak temperature below the temperature of maximum growth rate
could in principle avoid the issue of bilateral growth, but such a condition is likely
inaccessible with fs laser since the minimum requisite intensity appears to ensure a
heat flux which well exceeds this target.
This means that a general tendency for bilateral growth may be fundamentally un-
avoidable with fs laser, and boundaries or residual glass at the center of the crystal
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can only be prevented by suppressing growth of one side of the bilateral arrangement
by using near-maximal scan rates. Although such high scanning speeds are neces-
sary for single crystallinity anyway, it does still ensure that the single crystals will in
general have irregular, asymmetric shapes which tend to gradually fluctuate if grown
over long distances.
Control over specific cross-section shape thus remains a main limitation of fs laser
patterning of single crystals. Adjusting the laser power, numerical aperture, and
aberration conditions can modulate the size and shape of the melt pool and thereby
influence the maximum size of the crystal, but the shape in the case of unilateral
growth of single crystals is still left largely to chance and almost certain to be irregular
and asymmetric, whereas slower growth of bilateral crystals can produce a more
predictable shape which fills the melt but contains low-angle grain boundaries and
retains residual glass or impingement boundaries in the center. when To resolve this
issue (if indeed this is possible) will most likely require relying on more complex phase
modulation schemes to reshape the heat gradient using multiple foci. For example,
the preliminary attempts at writing crystals using two closely spaced foci shown in the
previous chapter suggest a potential enhancement in crystal uniformity. If unilateral
growth can be isolated within the overlap between two or more adjacent heat sources
arranged symmetrically about crystal, it may be possible to produce more symmetric
single crystals with more predictable or tailored morphologies.
The prospect of retaining single crystallinity long-term across direction changes also
appears to face fundamental challenges. A change in scanning direction during single-
crystal growth causes the fastest-growth orientation to change, and the crystal (at
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least in the present system) tends to eventually initiate one or more new grains
which are more favorably oriented with respect to the new scan direction. It may
be necessary to tolerate some minimal number of grain boundaries where directional
changes are required. Conversely, this tendency to reorient does mean that the optic
axis of the crystal remains approximately parallel to the line axis even across bends
or curves, which may ultimately be more important for waveguiding purposes than
absolute absence of low-angle grain boundaries in any case.
7.3 Optimization and confirmation of waveguiding
The ability to grow single-crystal lines in glass by laser irradiation has long been
supposed, and a preferential lattice orientation confirmed by Raman or birefringence
analyses is often considered evidence for single crystallinity. However, this work
shows that a seemingly consistent preferential orientation is an unreliable standard
due to the tendency of forming oriented polycrystals containing many low-angle grain
boundaries. Indeed, it appears that easy initiation of new grains at the growth front
is the primary mechanism responsible for establishing the preferential orientation and
allowing it to persist across changes in scanning direction.
Nevertheless, this work also demonstrates conclusively that long-range (on the order
of several 100s of µm) single crystals lacking even low-angle grain boundaries can
in fact be produced even in the particularly challenging case of fs laser irradiation,
and it provides the necessary understanding of the growth dynamics to purposefully
tailor the irradiation conditions to facilitate single crystal growth. Additionally, these
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are sufficiently general principles that they should apply similarly to any anisotropic
crystal system.
The confirmation of significant waveguiding capability of laser-written single-crystal
lines is also demonstrated here for the first time, which represents a major step
in establishing the practical applicability of the technique and advancing it beyond
the realm of mere hypothetical. At the same time, the main challenges of cross-
section shape control and long-range uniformity are identified and explained, such
that further improvement of fs laser-patterned waveguides can be approached with
specific strategies. In particular, the use of phase modulation and multiple foci to
reshape the temperature distribution, in conjunction with aberration correction and
unilateral growth strategies such as near-maximal scan rates and two-pass initiation
of new waveguides, offers the most promising route for increased control over single-
crystal geometry and waveguiding efficiency.
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