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SIMPLE SUPERCUSPIDAL L-PACKETS OF QUASI-SPLIT
CLASSICAL GROUPS
MASAO OI
Abstract. In this paper, for quasi-split classical groups over p-adic fields,
we determine the L-packets consisting of simple supercuspidal representations
and their corresponding L-parameters, under the assumption that p is not
equal to 2. The key is an explicit computation of characters of simple su-
percuspidal representations and the endoscopic character relation, which is a
characterization of the local Langlands correspondence for quasi-split classical
groups.
1. Introduction
The aim of this paper is to determine the structures of L-packets consisting
of simple supercuspidal representations and their corresponding L-parameters for
quasi-split classical groups over p-adic fields.
To be more precise, we start from recalling the local Langlands correspondence.
Let F be a p-adic field, G a connected reductive group over F , and G := G(F )
the set of F -valued points of G. Then G defines the L-group LG of G, which is a
semi-direct product of the Langlands dual group “G of G and the Weil group WF .
We denote the set of equivalence classes of irreducible smooth representations of
G by Π(G), and the set of “G-conjugacy classes of L-parameters of G by Φ(G).
Here we recall that an L-parameter of G is an admissible homomorphism from
the local Langlands group WF × SL2(C) to the L-group LG of G. Then the local
Langlands correspondence for G predicts that there exists a “natural” map from
the set Π(G) to the set Φ(G) with finite fibers (called L-packets). In other words,
the local Langlands correspondence asserts that there exists a natural partition of
the set Π(G) into finite sets parametrized by L-parameters:
Π(G) =
⊔
φ∈Φ(G)
ΠGφ .
For general linear groups, the local Langlands correspondence was established
by Harris and Taylor ([HT01]). For quasi-split classical groups (i.e., special or-
thogonal groups, symplectic groups, and unitary groups), the correspondence was
established by Arthur ([Art13]) and Mok ([Mok15]) recently. However, it is quite
difficult to figure out the correspondences explicitly by observing their construc-
tions. Therefore it is a natural attempt to describe explicitly the local Langlands
correspondence for these groups.
Our aim in this paper is to achieve this by investigating the “naturality” in
detail. Thus we next recall the naturality (namely, the characterization) of the
local Langlands correspondence for the above groups more precisely.
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In the case of general linear groups, the naturality of the correspondence is
formulated in terms of ε-factors and L-factors of representations.
In the cases of quasi-split classical groups, the naturality of the correspondence
is formulated by using the endoscopic character relation. To explain this, let G
be a quasi-split classical group over F . Then we can regard G as an endoscopic
group of a (twisted) general linear group GLN over F . In particular, we have an
embedding ι from the L-group of G to that of GLN . Here the size N of the general
linear group depends on each classical group. For example, for
• the symplectic group Sp2n of size 2n,
• the quasi-split special orthogonal group SOµ2n which is of size 2n and cor-
responds to a ramified quadratic character µ of F×,
• the split special orthogonal group SO2n+2 of size 2n+ 2, and
• the quasi-split special orthogonal group SOur2n+2 which is of size 2n+2 and
corresponds to the unramified quadratic character µur of F
×
(these are groups which will be treated in this paper), their dual groups and corre-
sponding general linear groups are given by the following:
G Sp2n SO
µ
2n SO
(ur)
2n+2“G SO2n+1(C) SO2n(C) SO2n+2(C)
GLN GL2n+1 GL2n GL2n+2
Now let us take a tempered L-parameter φ of G. Then, by noting that φ is a ho-
momorphism fromWF ×SL2(C) to LG, we obtain an L-parameter of GLN by com-
posing φ with the embedding ι. From these L-parameters, we get representations
of two different groups. One is the representation πGLNφ of GLN (F ) corresponding
to ι ◦ φ under the local Langlands correspondence for GLN (note that, for GLN ,
each L-packet is a singleton). The other is an L-packet ΠGφ , which is a finite set of
representations of G, corresponding to φ under the local Langlands correspondence
for G.
Π(GLN ) ∋ πGLNφ oo
LLC for GLN///o/o/o LGLN
Π(G) ⊇ ΠGφ
endoscopic lifting
OO
O
O
O
ooLLC for G///o/o/o WF × SL2(C)
φ
//
ι◦φ
88
rrrrrrrrrrrr
LG
?
ι
OO
In this situation, we say that πGLNφ is the endoscopic lift of Π
G
φ from G to GLN .
Then the endoscopic character relation is the equality between the twisted character
ΘGLNφ,θ of π
GLN
φ and the characters Θπ of representations π belonging to Π
G
φ , and
given by the following:
ΘGLNφ,θ (g) =
∑
h↔g/∼
DG(h)
2
DGLN ,θ(g)
2
∆G,GLN (h, g)
∑
π∈ΠG
φ
Θπ(h).
Here we do not explain the precise meaning of each term in this equality (see
Section 4 for the details). However, we emphasize that the relationship between
πGLNφ and Π
G
φ is characterized by the endoscopic character relation since we have
the linear independence of characters of representations. Then the naturality of the
local Langlands correspondence for G is formulated as follows: for every tempered
L-parameter φ, ΠGφ and π
GLN
φ satisfy the endoscopic character relation.
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Now we wish to describe the local Langlands correspondence for G explicitly.
Then, by the above formulation, we can divide the problem of explicit description
of the local Langlands correspondence for G into the following two problems:
(1) Describe the endoscopic lifting from G to GLN explicitly.
(2) Describe the local Langlands correspondence for GLN explicitly.
In this paper, we consider these problems for the simple supercuspidal represen-
tations, which were introduced by Gross and Reeder in [GR10] (and also by Reeder
and Yu in [RY14]), of quasi-split classical groups. From now on, we assume that
the residual characteristic p is not equal to 2. The simple supercuspidal repre-
sentations are supercuspidal representations obtained by the compact induction of
affine generic characters of the pro-unipotent radical of the Iwahori subgroup, and
characterized as the representations having the minimal positive depth. Here recall
that every irreducible smooth representation of G has a numerical invariant which
is called the depth. The depth is a non-negative rational number, and the minimal
positive depth for each group is given by the following:
G GLN Sp2n SO
µ
2n SO
(ur)
2n+2
minimal positive depth 1N
1
2n
1
2n
1
2n
Since the construction of simple supercuspidal representations is very explicit, af-
ter making some choices (for example, fixing a uniformizer of F ), we can easily
parametrize the equivalence classes of them by a concrete set, which is denoted by
SSC(G) in this paper. Roughly speaking, an element of SSC(G) consists of data
of
• central character,
• affine generic character on the pro-unipotent radical of the Iwahori sub-
group of G, and
• way to extend the affine generic character to its intertwining subgroup,
and described as follows (see Section 2 for details):
group G parametrizing set SSC(G)
GLN (k
×)∨ × k× × C×
Sp2n µ2 × {0, 1} × k×
SOµ2n µ2 × k×
SO
(ur)
2n+2 µ2 × {0, 1} × k× × µ2
Here µ2 is the set {±1} of signs, and (k×)∨ is the set of characters of the multi-
plicative group k× of the residue field k of F . For X ∈ SSC(G), we denote the
corresponding simple supercuspidal representation of G by πGX . We write ω
G
X for
the central character of πGX .
Now we state our main theorem.
Theorem 1.1 (Main theorem). We assume that p is not equal to 2. Let πGX be a
simple supercuspidal representation of G corresponding to an element X of SSC(G).
Let φ ∈ Φ(G) be the L-parameter of πGX (namely, the L-packet ΠGφ of φ contains
πGX ).
The case where G = Sp2n (Theorems 5.1 and 7.17): The order of the
L-packet ΠGφ is two and Π
G
φ equals the orbit of π
G
X with respect to the
action of the adjoint group of G. Moreover the endoscopic lift π
GL2n+1
φ of
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ΠGφ to GL2n+1 is given by the parabolic induction of
πGL2nY ⊠ ω
GL2n
Y
for some Y ∈ SSC(GL2n) which is explicitly described in terms of X ∈
SSC(Sp2n).
The case where G = SOµ2n (Theorems 7.15 and 7.16): The L-packet Π
G
φ
is a singleton. Moreover the endoscopic lift πGL2nφ of Π
G
φ to GL2n is
a simple supercuspidal representation πGL2nY corresponding to an element
Y ∈ SSC(GL2n), which is explicitly described in terms of X ∈ SSC(SOµ2n).
The case where G = SO
(ur)
2n+2 (Theorems 8.4, 8.6, and 8.7): The order of
the L-packet ΠGφ is two and Π
G
φ equals the orbit of π
G
X with respect to the
action of the adjoint group of G. Moreover the endoscopic lift of ΠGφ to
GL2n+2 is given by the parabolic induction of®
πGL2nY ⊠ (ω
GL2n
Y ⊗ µG)⊠ 1 if ζ = 1,
πGL2nY ⊠ (ω
GL2n
Y ⊗ µur ⊗ µG)⊠ µur if ζ = −1.
Here µG is the quadratic character of F
× corresponding to G, ζ is the
fourth parameter of the data X ∈ SSC(SO(ur)2n+2), and Y ∈ SSC(GL2n) is an
element described explicitly in terms of X.
We note that, in the case of even orthogonal groups, the local Langlands cor-
respondence has been established modulo the action of the outer automorphism.
However, in this introduction, we ignore the difference between the set of irre-
ducible smooth representations and the set of their orbits under the action of the
outer automorphism for simplicity.
Theorem 1.1 gives a complete answer to the problem (1) for simple supercuspidal
representations of Sp2n(F ), SO
µ
2n(F ), and SO
(ur)
2n+2(F ). Moreover, since the L-
parameters of simple supercuspidal representations of general linear groups have
been explicitly determined by the works of Bushnell–Henniart ([BH05]) and Imai–
Tsushima ([IT15]), by combining Theorem 1.1 with them, we also get an answer to
the problem (2) for the lifted representations.
Before we explain the outline of the proof of the main theorem, we remark on
several preceding works:
• In our previous works ([Oi16a, Oi16b]), we considered the same problem
for split special orthogonal groups of odd degrees and unramified quasi-split
unitary groups, and got the results of the same type.
• In the case of split special orthogonal groups of odd degrees, the endoscopic
lifts of simple supercuspidal representations had already been determined
by Adrian ([Adr16]) before our work ([Oi16a]), under some assumption on
the residual characteristic p. His method is based on a computation of the
twisted local γ-factors of simple supercuspidal representations, and totally
different from our one.
• For tamely ramified connected reductive groups, Kaletha constructed a can-
didate of L-packets consisting of epipelagic representations in [Kal15]. Since
a simple supercuspidal representation is a special case of epipelagic repre-
sentations, the L-packets constructed by him includes our ones. Moreover
he showed various expected properties of the local Langlands correspon-
dence for his L-packets. In particular, he proved the stability of L-packets
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under some assumption on the residual characteristic. Thus we can say
that, in the cases of quasi-split classical groups, his L-packets coincide with
those of Arthur and Mok. On the other hand, the endoscopic character
relation for twisted endoscopy has not been checked for his L-packets yet.
In other words, the endoscopic lifts of his L-packets to general linear groups
have not been determined yet. Therefore our main results (Theorem 1.1)
do not follow from his results. We also emphasis that, in our method, we
only have to assume that the residual characteristic p is odd.
Now we first explain the rough idea of the proof of Theorem 1.1. The starting
point is a computation of characters of simple supercuspidal representations. By
using the character formula for supercuspidal representations, we can write the
character of a simple supercuspidal representation as a group-theoretical sum of the
values of an affine generic character. In particular, at “shallowest” elements of pro-
p Iwahori subgroups (which we will call affine generic elements), we can write the
characters of simple supercuspidal representations in terms of Kloosterman sums.
Our basic strategy is to combine such an computation with the endoscopic character
relation. That is, get the values of the twisted character of πGLNφ by combining such
a computation with the endoscopic character relation, and then recover πGLNφ from
its twisted character. However, in carrying out such a procedure, there are several
difficulties.
First, a priori, there is a possibility that ΠGφ contains a representation which is
totally different from simple supercuspidal representations. Therefore we first have
to determine the structure of ΠGφ . To accomplish this, we utilize various properties
of the local Langlands correspondence.
Second, we do not have a full character formula for the twisted characters of
the representations which are obtained by the parabolic induction from “non-θ-
stable” parabolic subgroups (here θ is an involution of G used to define the twisted
character). In particular, we do not have a way to compute the twisted characters
of the lifted representations of GL2n+1(F ) in the case where G = Sp2n in Theorem
1.1. To resolve this difficulty, we first study the standard endoscopy of Sp2n and
reduce the problem to the case where G = SOµ2n.
Let us explain the more detailed outline of the proof of Theorem 1.1. From now
on, we put G := Sp2n. Let π
G
X and φ be as in Theorem 1.1. Then the proof of
main theorem (Theorem 1.1) can be divided into four parts as follows:
Step 1. Determine the structure of ΠGφ : The first step is to determine
the structure of ΠGφ . To do this, we first note that, by the stability of L-packets,
ΠGφ consists of orbits with respect to the action of the adjoint group Gad of G.
According to a result of Kaletha in [Kal13], every Gad-orbit of simple supercuspidal
representations consists of exactly two simple supercuspidal representations, only
one of which is generic (with respect to a fixed Whittaker data). Thus ΠGφ contains
at least two simple supercuspidal representations, one of which is generic. Moreover,
by combining this observation with a result of Mœglin and Xu ([Mœg11, Xu17]),
we know that every member of ΠGφ is supercuspidal.
On the other hand, by using a constancy and a non-vanishing property of the
characters of simple supercuspidal representations at affine generic elements of the
Iwahori subgroup, we can show that if the order of ΠGφ is greater than two, then Π
G
φ
contains either an irreducible depth-zero supercuspidal representation or another
simple supercuspidal representation. However we can eliminate these possibilities
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as follows. First, by the above Kaletha’s result and the uniqueness of a generic
representation in an L-packet (uniqueness part of so-called Shahidi’s generic packet
conjecture, which is established by [Var17] and [Ato17]), ΠGφ has no more simple
supercuspidal representation. Second, by the constancy of the formal degree of rep-
resentations in each L-packet (which is proved in [Sha90]), in order to show that ΠGφ
does not have an irreducible depth-zero supercuspidal representation, it suffices to
show that the formal degree of a simple supercuspidal representation is not equal
to those of irreducible depth-zero supercuspidal representations. However, since
irreducible depth-zero supercuspidal representations are obtained by the compact
induction of irreducible cuspidal representations of the reductions of maximal para-
horic subgroups of G ([MP96]), we can check this easily by studying the dimensions
of irreducible cuspidal representations of reductive groups over finite fields.
Step 2. Reduce the case of Sp2n to the case of SO
µ
2n: The second step
is to study the relationship between simple supercuspidal L-packets of Sp2n and
those of ramified even special orthogonal groups SOµ2n. Since the order of Π
G
φ
is two, we know that ΠGφ is the endoscopic lift of an L-packet Π
H
φ of a proper
endoscopic group H of G (i.e., H 6= G). In fact, by the argument in Step 1, we
can show that this group H is the special orthogonal group SOµ2n of degree 2n
corresponding to a ramified quadratic character µ of F× which is determined by
the data X ∈ SSC(Sp2n).
On the other hand, we note that (G,H) is a dual pair (strictly speaking, we
should consider the orthogonal group rather than the special orthogonal group, but
we ignore this difference in this introduction). Then ΠGφ can also be regarded as (a
character twist of) the theta lift of ΠHφ , by the compatibility of the theta lifting and
the endoscopic lifting, which is known by [GI14] (or a special case of [AG17]). As
the theta correspondence preserves the depth of representations ([Pan02]), we can
conclude that ΠHφ consists of only one representation, which is simple supercuspidal.
Let us denote this representation by πHX′ , for an element X
′ of SSC(H).
The final task in this step is to determine the data X ′ by computing the en-
doscopic character relation for ΠGφ and Π
H
φ . Then we know that every simple
supercuspidal representation of H can be obtained by such a “descent” of simple
supercuspidal representations of G, and the case of Sp2n of Theorem 1.1 is reduced
to the case of SOµ2n.
Step 3. Determine the endoscopic lift of ΠHφ to GL2n: The third step is
to determine the endoscopic lift πGL2nφ of Π
H
φ to GL2n and complete the proof of
the case of SOµ2n in the main theorem (Theorem 1.1).
We first show that the depth of πGL2nφ is not greater than
1
2n (in particular π
GL2n
φ
is either simple supercuspidal or depth-zero supercuspidal). Since the representa-
tion π
GL2n+1
φ is obtained by the parabolic induction of the tensor product of π
GL2n
φ
and its central character, the depth of πGL2nφ is equal to that of π
GL2n+1
φ . Thus
it suffices to show that the depth of π
GL2n+1
φ is not greater than
1
2n . In order to
evaluate the depth of π
GL2n+1
φ , it is enough to show that its twisted character is
constant on a sufficiently large open compact set. By using the endoscopic charac-
ter relation for (ΠGφ , π
GL2n+1
φ ), we can reduce it to constancy of the characters of
representations belonging to ΠHφ on an open compact coset of the Iwahori subgroup
of H , and we can check it easily. The key point of this argument is to consider the
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endoscopic character relation for (ΠGφ , π
GL2n+1
φ ), not for (Π
H
φ , π
GL2n
φ ). The reason
why we consider the pair (GL2n+1,G) rather than (GL2n,H) is that the Kottwitz–
Shelstad transfer factor, which appears in the endoscopic character relation, for
(GL2n+1,G) is trivial while that for (GL2n,H) is not trivial. Namely, for the pair
(GL2n,H), the above argument fails because the Kottwitz–Shelstad transfer factor
may not be constant on a coset of an Iwahori subgroup.
After we evaluate the depth of πGL2nφ , we eliminate the possibility that π
GL2n
φ
is depth-zero and determine πGL2nφ by computing the endoscopic character relation
for (GL2n,H) at affine generic elements.
GL2n+1 G
twisted
endoscopy
oo o/ o/ o/ o/ o/ o/ o/ H
standard
endoscopy
oo o/ o/ o/ o/ o/ o/ o/ o/ twisted
endoscopy
///o/o/o/o/o/o/o/o GL2n
π
GL2n+1
φ Π
G
φ
endoscopic
lifting
oo o/ o/ o/ o/ o/ o/ o/ ΠHφ
endoscopic
lifting
oo o/ o/ o/ o/ o/ o/ o/
endoscopic
lifting
///o/o/o/o/o/o/o πGL2nφ
Step 4. Deduce the case of SO
(ur)
2n+2 from the case of SO
µ
2n: The final
step is to construct the simple supercuspidal L-packets of split or unramified quasi-
split even special orthogonal groups, and determine their endoscopic lifts to general
linear groups. For simplicity, here we consider only the split case.
In order to construct simple supercuspidal L-packets, we consider the theta
lifting. More precisely, if we take a ramified quadratic character µ of F×, then
(SOµ2n, Sp2n) and (Sp2n, SO2n+2) are dual pairs, so we can construct representa-
tions of SO2n+2 from those of SO
µ
2n by considering the theta lifting twice. On the
other hand, SOµ2n× SOµ2 is an endoscopic group of SO2n+2, and the theta lift of
Π
SOµ2n
φ to SO2n+2 coincides with the endoscopic lift of the L-packet Π
SOµ2n
φ × {1}
to SO2n+2 up to a character twist, by the compatibility of the theta lifting and
the endoscopic lifting. Again by using the depth-preserving property of the theta
lifting, we can show that the lifted L-packet consists of two simple supercuspi-
dal representations. Finally, by computing the endoscopic character relation for
(SOµ2n× SOµ2 , SO2n+2), we can determine the lifted L-packet.
In fact, this construction gives only the half of the simple supercuspidal rep-
resentations of SO2n+2(F ). However, we can get the other half by twisting these
simple supercuspidal L-packets by the spinor norm character of SO2n+2(F ). This
completes the proof of Theorem 1.1.
SO2n+2
Sp2n

theta lifting
OO
O
O
O
SOµ2n× SOµ2
endoscopic lifting
;;;{
;{
;{
;{
;{
;{
;{
;{
;{
;{
;{
;{
;{
;{
SOµ2n

theta lifting
OO
O
O
O
inflation
via {1}
oo o/ o/ o/ o/ o/ o/ o/ o/
Finally, we comment on applications of our results. It is expected that the local
Langlands correspondence satisfies a lot of properties other than the endoscopic
character relation. We can use the results in this paper as a touchstone in verifying
such expectations.
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For example, we can check the formal degree conjecture for our L-packets. The
formal degree conjecture was formulated by Hiraga–Ichino–Ikeda in [HII08] and
asserts that there is an explicit relation between the special value of the adjoint
γ-factor of a discrete L-parameter and the formal degree of the representations in
the L-packet of φ. This conjecture is proved for several groups, for example, general
linear groups ([HII08]), odd special orthogonal groups ([ILM17]), and some small
classical groups such as the unitary group of degree 3 ([GI14]). However, for other
groups such as symplectic groups, the formal degree conjecture has still been open.
We consider this conjecture for simple supercuspidal representations. Since the
simple supercuspidal representations are obtained by the compact induction, we
can compute their formal degree quite easily. On the other hand, as we mentioned
before, we have an explicit description of the L-parameters of simple supercuspidal
representations as a consequence of our main results (Theorem 1.1) and the works of
Bushnell–Henniart and Imai–Tsushima. By using this description, a computation of
the special value of the adjoint γ-factors of such L-parameters is reduced to a simple
problem of the representation theory of finite groups. In the last part of this paper,
we carry out such a computation and confirm that the formal degree conjecture
holds for simple supercuspidal L-packets of the quasi-split classical groups, under
some assumption on p (including some cases of “bad” primes).
Another example is the depth preserving property of the local Langlands corre-
spondence. We can also define the depth for L-parameters by using the ramification
filtration of the Weil group WF . Then, it is known that the local Langlands cor-
respondence for general linear groups preserves the depth of representations (e.g.,
see [Yu09] or [ABPS16]). Thus it is natural to investigate the relationship between
the local Langlands correspondence and the depth for other groups. It is worth
pointing out that, by Theorem 1.1, the depth-preserving property holds for simple
supercuspidal L-packets.
Organization of this paper. We explain the organization of this paper. In
Section 2, we recall the definition of simple supercuspidal representations and de-
scribe the parametrizing set SSC(G) of equivalence classes of simple supercuspidal
representations explicitly for each G (a general linear group, a symplectic group,
and a special orthogonal group of even degree). In Section 3, we compute the
characters of simple supercuspidal representations at some special elements such as
affine generic elements. The results in this section are used throughout the whole of
this paper. In Section 4, we recall Arthur’s result, namely the local Langlands cor-
respondence for quasi-split classical groups, and the formulation of the endoscopic
character relation. Moreover we also explain other properties of the local Langlands
correspondence. In Section 5, we determine the structure of simple supercuspidal
L-packets of symplectic groups. In Section 6, we compute the Kottwitz–Shelstad
transfer factors for classical groups by using the formula of Waldspurger. The
results in this section are the key to compute the endoscopic character relations ex-
plicitly. In Section 7, we determine the structure of simple supercuspidal L-packets
of ramified special orthogonal groups of even degrees. Furthermore, we determine
the endoscopic lifts of them to the general linear groups. From this, we also get
a description of the L-parameters of simple supercuspidal L-packets of symplectic
groups. In Section 8, we determine the structure of simple supercuspidal L-packets
of unramified special orthogonal groups of even degrees, and determine their L-
parameters. In Section 9, as an application of our results, we check the formal
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degree conjecture for simple supercuspidal representations of the above groups. In
Section A, we collect some properties of the Kloosterman sums, which arises as the
character values of simple supercuspidal representations at affine generic elements.
In Section B, we characterize simple supercuspidal representations in terms of the
depth. In Section C, we show the compatibility of the local Langlands correspon-
dences for special orthogonal groups of even degrees and the spinor twist. This
result is used in the final step in Section 8.
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Notation.
p-adic field: Let p be an odd prime number. We fix a p-adic field F . We
denote its ring of integers, its maximal ideal, and its residue field by O, p,
and k, respectively. We fix a uniformizer ̟ of F . Let q be the order of k.
For x ∈ O, x¯ denotes the image of x in k. We often regard an element of
k× as an element of F× by the Teichmu¨ller lift.
We fix an algebraic closure F (resp. k) of F (resp. k). We denote the
Weil group of F , its inertia subgroup, and its wild inertia subgroup by WF ,
IF , and PF , respectively.
quadratic extension of F : For a quadratic character µ of F×, we denote
by Eµ the quadratic extension of F corresponding to µ under the local class
field theory. Let µur be the unramified quadratic character of F
×, and we
simply write Eur for Eµur .
quadratic extension of k: We write k˜ for the quadratic extension of k. We
denote the norm and the trace with respect to the extension k˜/k shortly
by Nr and Tr. We set Nr1 to be the kernel of Nr:
Nr1 := Ker(Nr : k˜× → k×).
We write ω0 for the nontrivial quadratic character of k
×. Let k×2 be the
set of square elements of k× and we fix a non-square element ǫ ∈ k× \ k×2
and an element ǫ˜ of k˜ satisfying Nr(ǫ˜) = ǫ.
Finally, for a character ψ (resp. χ) of k (resp. k×), we write ψ˜ (resp. χ˜)
for the character ψ ◦ Tr (resp. χ ◦Nr) of k˜ (resp. k˜×).
additive character: Throughout this paper, we fix an additive character ψ
on F of level one. Then its restriction ψ|O to O induces a nontrivial additive
character on k. We denote it by ψ again.
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algebraic group: For an algebraic variety G over F , we denote its F -valued
points by G. When G is an abelian algebraic group, we write G(q) for
the subgroup of G consisting of the elements of finite orders. When G
is a connected reductive group, we write “G and LG = “G ⋊ WF for its
Langlands dual group and L-group, respectively. For an algebraic group T
over F or C, we write X∗(T) for its absolute character group and X∗(T)
for its absolute cocharacter group.
matrix: We denote the identity matrix of size N by IN . We set JN to be the
anti-diagonal matrix whose (i, N + 1− i)-th entry is given by (−1)i−1:
JN :=
á
1
−1
. .
.
(−1)N−1
ë
.
2. Simple supercuspidal representations of classical groups
In this section, we prove some group-theoretic properties of Iwahori subgroups
and explain the definition of simple supercuspidal representations. Our arguments
are basically the same as in the cases of split groups in [Oi16a, Section 2], but we
explain them for the sake of completeness.
2.1. Iwahori subgroups. Let G be a quasi-split connected reductive group over
F , and we assume that G is tamely ramified over F . Note that every quasi-split
classical group considered in this paper satisfies this assumption.
We denote the center of G by ZG. We fix a maximal F -split torus SG of G,
and let TG be the centralizer of SG in G. Note that TG is a maximal torus of
G because of the assumption of the quasi-splitness of G. Then we get the set ΦG
(resp. ΨG) of relative roots (resp. affine roots). We fix a Borel subgroup BG of
G which contains SG and is defined over F , and write ∆G for the corresponding
root basis of ΦG. For each root a ∈ ΦG, we denote by Ua the corresponding root
subgroup of G.
The fixed split torus SG defines an apartment A(G,SG) of the Bruhat–Tits
building B(G) of G. For an affine function α on A(G,SG) whose gradient α˙
belongs to Φ, we denote by Uα its corresponding subgroup of Uα˙(F ) (see [Tit79,
1.4]). For an affine function α on A(G,SG) whose gradient α˙ does not belong to
ΦG, we set Uα = 1. We remark that if α˙ ∈ ΦG, then we have the following chain
of subgroups:
U2α ⊂ Uα ⊂ Uα˙(F ).
We denote by U¯α the quotient Uα/Uα+ε for a sufficiently small number ε > 0.
We fix an alcove C in A(G,SG) of SG in G. This determines an affine root basis
ΠG of ΨG and the set Ψ
+
G of positive affine roots. We set the Iwahori subgroup
associated to C and its subgroups as follows:
IG := 〈T 0G, Uα | α ∈ Ψ+G〉,
I+G := 〈T 1G, Uα | α ∈ Ψ+G〉, and
I++G := 〈T 1G, Uα | α ∈ Ψ+G \ΠG〉,
where T 0G is the maximal compact subgroup of TG = TG(F ), and T
1
G is the pro-
unipotent radical of T 0G. These groups are the first three steps of the Moy–Prasad
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filtration of the Iwahori subgroup IG associated to the barycenter of the fundamen-
tal alcove C (see [RY14, Section 2.6] and Section B). We note that I+G and I++G are
normal in IG, and the graded quotients are finite abelian groups.
Proposition 2.1. (1) We have
IG/I
+
G
∼= T 0G/T 1G ∼= TG(q).
(2) The quotient VG := I
+
G/I
++
G is a finite-dimensional k-vector space and
SG(k) acts on it. Moreover we have
VG ∼=
⊕
α∈ΠG
VG(α˙).
Here, VG(α˙) is the α˙-isotypic part of VG with respect to the SG(k)-action.
Proof. Since the all elements in I+G is p-adically unipotent, the intersection of I
+
G
and T 0G is equal to T
1
G. Hence we get (1).
We prove (2). Since the quotient VG is abelian, we have the following well-defined
map: ⊕
α∈ΠG
Uα → VG.
By the definitions of I+G and I
++
G , this map is surjective.
Let α ∈ ΠG, and α+ r the minimal affine root which is greater than α. Then we
have α+ r > α+ ε > α. Since α+ ε is not an affine root, we have U¯α+ε = U¯2(α+ε).
Thus we have Uα+ε = Uα+r · U2(α+ε) ⊂ Uα+r · U2α.
On the other hand, since α+ r and 2α are positive and not simple affine roots,
the map Uα → VG factors through Uα/(Uα+r · U2α). Hence it factors through
U¯α/U¯2α. As U¯α/U¯2α is a finite-dimensional k-vector space (see [Tit79, 1.6]) and
SG(k) acts on it by α˙, this completes the proof. 
We denote the image of x ∈ I+G under the map
I+G ։
⊕
α∈ΠG
VG(α˙)
by (xα)α∈ΠG , and call each xα the simple affine component of x.
Definition 2.2. (1) An element x ∈ I+G is said to be affine generic if xα is
nonzero for every α ∈ ΠG.
(2) A character χ : ZGI
+
G → C× is called affine generic if its restriction χ|I+
G
to I+G factors through the quotient VG and is nontrivial on VG(α˙) for every
α ∈ ΠG.
We put NG to be the normalizer of SG in G. Let W˜ be the Iwahori-Weyl group
of SG defined by
W˜ := NG/T
0
G.
Then we have the following proposition:
Proposition 2.3 ([Ric16]). (1) We have G = IGNGIG, and the map IGnIG 7→
n˙ induces a bijection
IG\G/IG ∼= W˜ .
(2) We have G = I+GNGI
+
G, and the map I
+
GnI
+
G 7→ n˙ induces a bijection
I+G\G/I+G ∼= NG/T 1G.
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(3) There exists an exact sequence
1→Waff → W˜ κG−−→ X∗
(
ZIF
Ĝ
)ΣF → 1,
where Waff is the affine Weyl group of SG, ΣF := Gal(F
ur/F ), and κG is
the Kottwitz homomorphism defined in [Kot97, Section 7]. Moreover the
subgroup Ω˜ ⊂ W˜ consisting of the elements normalizing I maps isomorphi-
cally to X∗(ZIF
Ĝ
)ΣF , and we have W˜ ∼=Waff ⋊ Ω˜.
We fix a set of representatives Ω ⊂ NG of Ω˜ ⊂ W˜ = NG/T 0G. Let NG(IG) and
NG(I
+
G) be the normalizers of IG and I
+
G in G, respectively. The following lemma
is a consequence of Proposition 2.3. See [Oi16a, Lemma 2.5] for the detail of the
proof (we can use the exactly same argument as in the proof of [Oi16a, Lemma
2.5]).
Lemma 2.4. We have NG(IG) = NG(I
+
G) = IGΩ.
Now we show a lemma which is a key to compute the characters of simple
supercuspidal representations. The next lemma is a slight generalization of [Oi16a,
Lemma 2.6] to the case where G is not split over F :
Lemma 2.5. Let y ∈ G. If y satisfies ygy−1 ∈ IG for an affine generic element
g ∈ I+G, then y ∈ NG(IG) = IGΩ.
Proof. Let y ∈ G satisfying ygy−1 ∈ IG for an affine generic element g ∈ I+G. Since
affine genericity is preserved by IG-conjugation, any element of IGyIG satisfies the
same condition as y. Therefore, by Proposition 2.3, we may assume y ∈ NG.
As yIGy
−1 and IG have the same volume for a Haar measure of G, we only have
to show yIGy
−1 ⊂ IG.
We recall that the multiplication map∏
a∈Φ+
red
Ua(F )×TG(F )×
∏
a∈Φ−
red
Ua(F )→ G
is injective in any order (see [BT84, 2.2.3]), where Φ+red (resp. Φ
−
red) is the set of
non-divisible positive (resp. negative) roots of SG. Moreover this induces a bijection∏
a∈Φ+
red
Ua+ra × T 0G ×
∏
a∈Φ−
red
Ua+ra → I
in any order, where ra ∈ R is the smallest number such that a+ra ≥ 0 with respect
to the fixed alcove C (see [BT72, 6.4.9]). We note that if a = α˙ (resp. a = α˙/2) for
α ∈ ΠG, then a + ra = α (resp. a + ra = α/2) since a simple affine root vanishes
on some wall of the alcove.
By using this decomposition, we write
g =
∏
a∈Φ+
red
xa · t ·
∏
a∈Φ−
red
xa, and
ygy−1 =
∏
a∈Φ+
red
yxay
−1 · yty−1 ·
∏
a∈Φ−
red
yxay
−1,
where t ∈ T 1G and xa ∈ Ua+ra for each a ∈ Φred. By Proposition 2.1 and the affine
genericity of x, if a = α˙ (resp. a = α˙/2) for α ∈ ΠG, then the image of xa ∈ Uα in
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U¯α (resp. the image of xa ∈ Uα/2 in U¯α/2) is not zero (note that U¯α/2 ∼= U¯α since
α/2 is not an affine root).
Therefore if the gradient a of a simple affine root α = a + r ∈ ΠG is reduced,
then α is the maximal affine function such that
• its gradient is a and
• xa belongs to Uα.
Hence the affine root yαy−1 ∈ ΨG is the maximal affine function such that
• its gradient is yay−1 and
• yxay−1 belongs to Uyαy−1.
Similarly, if the gradient 2a of a simple affine root α = 2a + r ∈ ΠG is non-
reduced, then α is the maximal affine function such that
• its gradient is 2a and
• xa belongs to Uα/2.
Hence the affine root yαy−1 ∈ ΨG is the maximal affine function such that
• its gradient is y(2a)y−1 and
• yxay−1 belongs to Uyαy−1/2.
On the other hand, by the above uniqueness of expression and the assumption
that ygy−1 ∈ IG, yxay−1 belongs to Uyay−1+ryay−1 for every a ∈ Φred. For α ∈ ΠG,
by the maximality of yαy−1, we get®
yαy−1 ≥ yα˙y−1 + ryα˙y−1 ≥ 0 (α˙ ∈ Φred)
yαy−1/2 ≥ yα˙y−1/2 + ryα˙y−1/2 ≥ 0 (α˙ /∈ Φred).
Therefore we have yαy−1 ∈ Ψ+G for every positive affine root α ∈ Ψ+G. This implies
yIy−1 ⊂ IG (note that we have yT 0Gy−1 = T 0G since y ∈ NG). 
2.2. General construction of simple supercuspidal representations. Let χ
be an affine generic character on ZGI
+
G. For g ∈ G and a subgroup J of G, we set
Jg := g−1Jg. We put
NG(I
+
G;χ) := {n ∈ NG(I+G) | χn = χ},
where χn is the character of (ZGI
+
G)
n = n−1(ZGI+G)n = ZGI
+
G defined by
χn(g) := χ(ngn−1).
This subgroup satisfies ZGI
+
G ⊆ NG(I+G;χ) ⊆ IGΩ by Lemma 2.4. For an irre-
ducible constituent χ˜ of c-Ind
NG(I
+
G
;χ)
ZGI
+
G
χ, we define
πχ˜ := c-Ind
G
NG(I
+
G
;χ)
χ˜.
Then the decomposition of the compact induction of χ to G is described as
follows:
Proposition 2.6. (1) We have a decomposition
c-IndG
ZGI
+
G
χ ∼=
⊕
χ˜
dim(χ˜) · πχ˜,
where the sum is over the set of irreducible constituents of c-Ind
NG(I
+
G
;χ)
ZGI
+
G
χ.
(2) The representation πχ˜ is irreducible, hence supercuspidal.
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(3) Let (χ′, χ˜′) be another pair as above. Then, πχ˜ and πχ˜′ are equivalent if
and only if χn = χ′ and χ˜n ∼= χ˜′ for some n ∈ T 0GΩ.
Proof. The assertions follow from the same argument in [Oi16a, Proposition 2.8]
(see also [RY14, Proposition 2.4] or [GR10, Proposition 9.3]). Note that, though
we assume that G is split in [Oi16a], we can apply the exactly same argument to
our situation. 
The irreducible supercuspidal representations πχ˜ constructed in this way are
called simple supercuspidal representations of G.
In the rest of this section, for each classical group considered in this paper, we
explain the following data:
• the choice of the maximal split torus SG and its centralizer TG,
• the root system ΦG and a choice of root basis ∆G, and their affine versions
ΨG and ΠG,
• the structure of the graded quotient VG of the Moy–Prasad filtration of the
Iwahori subgroup IG,
• the structure of the normalizer group NG(I+G;χ) for each affine generic
character χ, and
• a parametrization of the equivalence classes of simple supercuspidal repre-
sentations.
2.3. The case of twisted GL2n. Let SGL2n = TGL2n be the subgroup of GL2n
consisting of diagonal matrices. Then we can describe the set of roots ΦGL2n and
the set of affine roots ΨGL2n as follows:
ΦGL2n = {±(ei − ej) | 1 ≤ i < j ≤ 2n}, and
ΨGL2n = {a+ r | a ∈ ΦGL2n , r ∈ Z}.
Here we write ei for the i-th projection of the diagonal torus TGL2n :
ei : TGL2n → Gm, diag(t1, . . . , t2n) 7→ ti.
We take the root basis and the affine root basis to be
∆GL2n = {e1 − e2, . . . , e2n−1 − e2n}, and
ΠGL2n = {e1 − e2, . . . , e2n−1 − e2n, e2n − e1 + 1}.
Then the corresponding alcove of the apartment determines the Iwahori subgroup
IGL2n , and the normalizer of IGL2n in GL2n(F ) is given by
NGL2n(F )(IGL2n) = ZGL2nIGL2n〈ϕGL2na 〉,
for any a ∈ k×. Here, for a ∈ k×, we put
ϕGL2na :=
Å
0 I2n−1
̟a 0
ã
∈ GL2n(F )
(note that (ϕGL2na )
2n equals the scalar matrix a̟I2n).
The graded quotient VGL2n = I
+
GL2n
/I++GL2n is isomorphic to a direct sum of the
residue field k:
VGL2n
∼= k⊕2n
(xij)ij 7→
Ä
x12, . . . , x2n−1,2n, x2n,1̟−1
ä
.
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For a character ω on k×, a ∈ k×, and ζ′ ∈ C× we define an affine generic character
χGL2nω,a,ζ′ on ZGL2nI
+
GL2n
by
χGL2nω,a,ζ′(̟) := ζ
′,
χGL2nω,a,ζ′(z) := ω(z) for z ∈ O× ⊂ ZGL2n , and
χGL2nω,a,ζ′(x) := χ
Ä
x12 + · · ·+ x2n−1,2n + ax2n,1̟−1
ä
for x = (xij)ij ∈ I+GL2n .
Then the normalizer of this character is given by
NGL2n(F )
(
I+GL2n ;χ
GL2n
ω,a,ζ′
)
= ZGL2nI
+
GL2n
〈ϕGL2na−1 〉.
Since we have (ϕGL2na−1 )
2n = a−1̟I2n, by choosing a 2n-th root ζ of ω(a−1)ζ′, we
can extend χGL2nω,a,ζ′ to a character χ˜
GL2n
ω,a,ζ on NGL2n(F )(I
+
GL2n
;χGL2nω,a,ζ′) by putting
χ˜GL2nω,a,ζ
(
ϕGL2na−1
)
:= ζ.
Let πGL2nω,a,ζ be the representation of GL2n(F ) defined by
πGL2nω,a,ζ := c-Ind
GL2n(F )
ZGL2nI
+
GL2n
〈ϕGL2n
a−1
〉 χ˜
GL2n
ω,a,ζ .
Then, by Proposition 2.6, πGL2nω,a,ζ is a simple supercuspidal representation of GL2n(F )
and we can check that the set
SSC(GL2n) := {(ω, a, ζ) | ω ∈ (k×)∨, a ∈ k×, ζ ∈ C×}
parametrizes the set of equivalence classes of simple supercuspidal representations
of GL2n(F ).
Let θ be the automorphism of GL2n over F defined by
θ(g) = J2n
tg−1J−12n .
We next consider a parametrization of θ-stable simple supercuspidal representations
with nontrivial central characters.
The automorphism θ preserves the subgroups I+GL2n and I
++
GL2n
, and induces the
automorphism of VGL2n
∼= k⊕2n defined by
(x1, . . . , x2n−1, x0) 7→ (x2n−1, . . . , x1, x0).
On the other hand, by a simple computation, we can check θ(ϕGL2na ) = −(ϕGL2na )−1
and ωθ = ω−1 for every ω ∈ (k×)∨. Therefore we have(
πGL2nω,a,ζ
)θ ∼= c-IndGL2n(F )
ZGL2nI
+
GL2n
〈ϕGL2n
a−1
〉
(
χ˜GL2nω,a,ζ
)θ
∼= c-IndGL2n(F )
ZGL2nI
+
GL2n
〈ϕGL2n
a−1
〉 χ˜
GL2n
ω−1,a,ω(−1)ζ−1 = π
GL2n
ω−1,a,ω(−1)ζ−1 ,
and we can conclude that πGL2nω,a,ζ is θ-stable if and only if ω
2 = 1 and ζ2 = ω(−1).
Thus, when the central character of πGL2nω,a,ζ is nontrivial, the character ω is necessar-
ily the nontrivial quadratic character ω0 of k
×, and the central character of πGL2nω0,a,ζ
is given by
F× ∼= 〈̟a−1〉 × O× → C×; ̟a−1 7→ ω0(−1)n, and
u 7→ ω0(u) for u ∈ O×.
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In summary, the set of equivalence classes of θ-stable simple supercuspidal rep-
resentations of GL2n(F ) with nontrivial central characters is parametrized by the
set
SSCθω0(GL2n) := {(ω0, a, ζ) ∈ SSC(GL2n) | ζ2 = ω0(−1)}.
2.4. The case of Sp2n. In this subsection, we consider the case of
Sp2n := {g ∈ GL2n | tgJ2ng = J2n}.
Let SSp2n = TSp2n be the subgroup of diagonal matrices in Sp2n:
TSp2n :=
{
diag(t1, . . . , tn, t
−1
n , . . . , t
−1
1 ) | ti 6= 0
}
.
Then the set of roots ΦSp2n and the set of affine roots ΨSp2n are given by
ΦSp2n = {±ei ± ej | 1 ≤ i < j ≤ n} ∪ {±2ei | 1 ≤ i ≤ n}, and
ΨSp2n = {a+ r | a ∈ Φ, r ∈ Z}.
We take the root basis and the affine root basis to be
∆Sp2n = {e1 − e2, . . . , en−1 − en, 2en}, and
ΠSp2n = {e1 − e2, . . . , en−1 − en, 2en,−2e1 + 1}.
Then the corresponding alcove of the apartment determines the Iwahori subgroup
ISp2n , and the normalizer of ISp2n in Sp2n(F ) is given by ISp2n itself.
The graded quotient VSp2n is isomorphic to a direct sum of the residue field k:
VSp2n
∼= k⊕n+1
(yij)ij 7→
(
y12, . . . , yn,n+1, y2n,1̟−1
)
.
For ξ ∈ {±1}, κ ∈ {0, 1}, and a ∈ k×, we define an affine generic character χSp2nξ,κ,a
on ZSp2nI
+
Sp2n
= ±ISp2n by
χ
Sp2n
ξ,κ,a(−1) := ξ, and
χ
Sp2n
ξ,κ,a(y) := ψ
(
y12 + · · ·+ yn−1,n + ǫκyn,n+1 + ay2n,1̟−1
)
for y = (yij)ij ∈ I+Sp2n .
Then the normalizer of this character is given by
NSp2n(F )
(
I+Sp2n ;χ
Sp2n
ξ,κ,a
)
= ±I+Sp2n .
Thus, by Proposition 2.6, the representation
π
Sp2n
ξ,κ,a := c-Ind
Sp2n(F )
±I+
Sp2n
χ
Sp2n
ξ,κ,a.
is simple supercuspidal and we can check that the set
SSC(Sp2n) :=
{
(ξ, κ, a) | ξ ∈ {±1}, κ ∈ {0, 1}, a ∈ k×}
parametrizes the set of equivalence classes of simple supercuspidal representations
of Sp2n(F ).
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2.5. The case of SOµ2n. Let µ be a ramified quadratic character of F
×. In this
subsection, we consider the case of
SOµ2n := {g ∈ GL2n | tgJµg = Jµ, det(g) = 1}, where
Jµ :=

1
. .
.
1
1
∗
1
. .
.
1

, ∗ =
®
−̟ if Eµ ∼= F (√̟)
−̟ǫ if Eµ ∼= F (√̟ǫ).
We note that the group SOµ2n is a non-split and quasi-split connected reductive
group over F , and splits over Eµ.
Let SSOµ2n be the maximal F -split torus of SO
µ
2n consisting of diagonal matrices
in SOµ2n:
SSOµ2n :=
{
diag(t1, . . . , tn−1, 1, 1, t−1n−1, . . . , t
−1
1 ) | ti 6= 0
}
.
Then we can describe the set of relative roots ΦSOµ2n and the set of affine roots
ΨSOµ2n as follows (see e.g., [BT72, Section 10.1] for the details):
ΦSOµ2n = {±ei ± ej | 1 ≤ i < j ≤ n− 1} ∪ {±ei | 1 ≤ i ≤ n− 1}, and
ΨSOµ2n = {±ei ± ej + r | 1 ≤ i < j ≤ n− 1, r ∈ Z} ∪
ß
±ei + r
2
∣∣∣∣ 1 ≤ i ≤ n− 1, r ∈ Z™.
We take the root basis and the affine root basis to be
∆SOµ2n = {e1 − e2, . . . , en−2 − en−1, en−1}, and
ΠSOµ
2n
=
ß
e1 − e2, . . . , en−2 − en−1, en−1,−e1 + 1
2
™
.
Then the corresponding alcove of the apartment determines the Iwahori subgroup
ISOµ2n , and the normalizer of ISO
µ
2n
in SOµ2n(F ) is given by ±ISOµ2n .
Since the centralizer TSOµ2n of SSO
µ
2n
is given by
SSOµ2n × SO
µ
2 ,
the first graded quotient of ISOµ2n is given by
TSOµ2n(q) = SSO
µ
2n
(q)× SOµ2 (q)
= SSOµ2n(q)× {diag(1, . . . , 1︸ ︷︷ ︸
n−1
,±1,±1 1, . . . , 1︸ ︷︷ ︸
n−1
)} = ±SSOµ2n(q).
The second graded quotient VSOµ2n is isomorphic to a direct sum of the residue field
k:
VSOµ2n
∼= k⊕n−2 ⊕ k ⊕ k
(yij)ij 7→
(
y12, . . . , yn−2,n−1, yn−1,n, yn+1,1̟−1
)
.
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For ξ ∈ {±1} and a ∈ k×, we define an affine generic character χSO
µ
2n
ξ,a on
ZSOµ2nI
+
SOµ2n
= ±I+
SOµ2n
by
χ
SOµ2n
ξ,a (−1) = ξ and
χ
SOµ2n
ξ,a (y) = ψ
(
y12 + · · ·+ yn−2,n−1 + yn−1,n + ayn+1,1̟−1
)
for y = (yij)ij ∈ I+SOµ2n .
Then the normalizer of this character is given by
NSOµ2n(F )
(
I+
SOµ2n
;χ
SOµ2n
ξ,a
)
= ±I+
SOµ2n
.
Thus, by Proposition 2.6, the representation
π
SOµ2n
ξ,a := c-Ind
SOµ2n(F )
±I+
SO
µ
2n
χ
SOµ2n
ξ,a
is simple supercuspidal and the set
SSC(SOµ2n) :=
{
(ξ, a) | ξ ∈ {±1}, a ∈ k×}
parametrizes the set of equivalence classes of simple supercuspidal representations
of SOµ2n(F ).
Finally we comment on the outer automorphism of SOµ2n. We set
Oµ2n := {g ∈ GL2n | tgJµg = Jµ}, and
wµ :=
Ü
In−1
1
−1
In−1
ê
∈ Oµ2n(F ) \ SOµ2n(F ).
Then the conjugation via this element in Oµ2n preserves SO
µ
2n and defines an outer
automorphism of SOµ2n. We denote this automorphism again by wµ.
This automorphism wµ preserves ISOµ2n , I
+
SOµ2n
, and I++
SOµ2n
. The induced action
on the quotient VSOµ2n is given by
wµ : k
⊕n−1 ⊕ k → k⊕n−1 ⊕ k
(h1, . . . , hn−1, h0) 7→ (h1, . . . , hn−1,−h0).
Therefore we can describe the wµ-twist of the simple supercuspidal representations
of SOµ2n(F ) as follows: (
π
SOµ2n
ξ,a
)wµ ∼= πSOµ2nξ,−a .
2.6. The case of SO2n+2. In this subsection, we consider the case of
SO2n+2 := {g ∈ GL2n+2 | tgJ1g = J1, det(g) = 1},
with
J
1
:=
Ö
1
. .
.
1
è
.
We note that the group SO2n+2 is split over F .
Let SSO2n+2 = TSO2n+2 be the subgroup of diagonal matrices in SO2n+2:
TSO2n+2 :=
{
diag(t1, . . . , tn+1, t
−1
n+1, . . . , t
−1
1 ) | ti 6= 0
}
.
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Then the set of roots ΦSO2n+2 and the set of affine roots ΨSO2n+2 are given by
ΦSO2n+2 = {±ei ± ej | 1 ≤ i < j ≤ n+ 1}, and
ΨSO2n+2 = {a+ r | a ∈ Φ, r ∈ Z}.
We take the root basis and the affine root basis to be
∆SO2n+2 = {e1 − e2, . . . , en − en+1, en + en+1}, and
ΠSO2n+2 = {e1 − e2, . . . , en − en+1, en + en+1,−e1 − e2 + 1}.
Then the corresponding alcove of the apartment determines the Iwahori subgroup
ISO2n+2 , and the normalizer of ISO2n+2 in SO2n+2(F ) is given by
NSO2n+2(F )(ISO2n+2) = ±ISO2n+2〈ϕSO2n+2α,β 〉,
for any α ∈ k× and β ∈ k×. Here we put
ϕ
SO2n+2
α,β :=

(β̟)−1
In−1
α−1
α
In−1
β̟
 .
The graded quotient VSO2n+2 is isomorphic to a direct sum of the residue field k:
VSO2n+2
∼= k⊕n+2
(yij)ij 7→
(
y12, . . . , yn,n+1, yn,n+2, y2n+1,1̟−1
)
.
For ξ ∈ {±1}, κ ∈ {0, 1} and a ∈ k×, we define an affine generic character
χ
SO2n+2
ξ,κ,a on ZSO2n+2I
+
SO2n+2
= ±I+SO2n+2 by
χ
SO2n+2
ξ,κ,a (−1) = ξ, and
χ
SO2n+2
ξ,κ,a (y) = ψ
(
y12 + . . .+ yn,n+1 + ǫ
κyn,n+2 + ay2n+1,1̟−1
)
for y ∈ I+SO2n+2 .
Then the normalizer of this character is given by
NSO2n+2(F )
(
I+SO2n+2 ;χ
SO2n+2
ξ,κ,a
)
= ±I+SO2n+2〈ϕ
SO2n+2
ǫκ,−a−1〉.
Thus, if we take ζ ∈ {±1}, then we can extend χSO2n+2ξ,κ,a to a character χ˜SO2n+2ξ,κ,a,ζ on
NSO2n+2(F )(I
+
SO2n+2
;χ
SO2n+2
ξ,κ,a ) by putting
χ˜
SO2n+2
ξ,κ,a,ζ
(
ϕ
SO2n+2
ǫκ,−a−1
)
:= ζ.
Then, by Proposition 2.6, the representation
π
SO2n+2
ξ,κ,a,ζ := c-Ind
SO2n+2
±I+
SO2n+2
〈ϕSO2n+2
ǫκ,−a−1
〉
χ˜
SO2n+2
ξ,κ,a,ζ .
is simple supercuspidal and the set
SSC(SO2n+2) :=
{
(ξ, κ, a, ζ) | ξ ∈ {±1}, κ ∈ {0, 1}, a ∈ k×, ζ ∈ {±1}}
parametrizes the set of equivalence classes of simple supercuspidal representations
of SO2n+2(F ).
Finally we comment on the outer automorphism of SO2n+2. We set
O2n+2 := {g ∈ GL2n+2 | tgJ1g = J1}, and
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w :=
Ü
In
0 1
1 0
In
ê
∈ O2n+2(F ) \ SO2n+2(F ).
Then the conjugation via this element in O2n+2 preserves SO2n+2 and defines an
outer automorphism of SO2n+2. We denote this automorphism again by w.
This automorphism w preserves ISO2n+2 , I
+
SO2n+2
, and I++SO2n+2 , and the induced
action on the quotient VSO2n+2 is given by
w : k⊕n−1 ⊕ k ⊕ k → k⊕n−1 ⊕ k ⊕ k
(h1, . . . , hn−2, hn−1, hn, h0) 7→ (h1, . . . , hn−2, hn, hn−1, h0).
Hence, if we put
t := diag(1, . . . , 1︸ ︷︷ ︸
n
, ǫκ, ǫ−κ, 1, . . . , 1︸ ︷︷ ︸
n
),
then we have ((
χ
SO2n+2
ξ,κ,a
)w)t
= χ
SO2n+2
ξ,κ,a .
On the other hand, we have((
ϕ
SO2n+2
ǫκ,−a−1
)w)t
= ϕ
SO2n+2
ǫκ,−a−1 .
Therefore we can conclude that(
π
SO2n+2
ξ,κ,a,ζ
)w ∼= ((πSO2n+2ξ,κ,a,ζ )w)t ∼= πSO2n+2ξ,κ,a,ζ .
In particular, each simple supercuspidal representation of SO2n+2(F ) is stable under
the action of the outer automorphism.
2.7. The case of SOur2n+2. In this subsection, we consider the case of
SOur2n+2 := {g ∈ GL2n+2 | tgJurg = Jur, det(g) = 1},
with
Jur :=

1
. .
.
1
1
−ǫ
1
. .
.
1

.
We note that the group SOur2n+2 is a non-split and quasi-split connected reductive
group over F , and splits over Eur.
Let SSOur
2n+2
be the diagonal maximal F -split torus in SOur2n+2:
SSOur
2n+2
:=
{
diag(t1, . . . , tn, 1, 1, t
−1
n , . . . , t
−1
1 ) | ti 6= 0
}
.
Then the set of relative roots ΦSOur
2n+2
and the set of affine roots ΨSOur
2n+2
are give
by
ΦSOur
2n+2
= {±ei ± ej | 1 ≤ i < j ≤ n} ∪ {±ei | 1 ≤ i ≤ n}, and
ΨSOur
2n+2
= {a+ r | a ∈ Φ, r ∈ Z}.
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We take the root basis and the affine root basis to be
∆SOur
2n+2
= {e1 − e2, . . . , en−1 − en, en}, and
ΠSOur
2n+2
= {e1 − e2, . . . , en−1 − en, en,−e1 − e2 + 1}.
Then the corresponding alcove of the apartment determines the Iwahori subgroup
ISOur
2n+2
.
Since the centralizer TSOur
2n+2
of SSOur
2n+2
is given by
SSOur
2n+2
× SOur2 ,
the first graded quotient of ISOur
2n+2
is given by
TSOur
2n+2
(q) = SSOur
2n+2
(q)× SOur2 (q)
= {diag(t1, . . . , tn, t˜n+1, t−1n , . . . , t−11 ) | ti ∈ k×, t˜n+1 ∈ SOur2 (q)}.
The second graded quotient VSOur
2n+2
is isomorphic to a direct sum of the residue
field k and its quadratic extension k˜:
VSOur
2n+2
∼= k⊕n−1 ⊕ k˜ ⊕ k
(yij)ij 7→
(
y12, . . . , yn−1,n, yn,n+1 + yn,n+2
√
ǫ, y2n+1,1̟−1
)
(here we fix a square root
√
ǫ of ǫ). We note that if we fix an identification of
SOur2 (q) with the kernel Nr
1 of the norm map Nr: k˜× → k× as
SOur2 (q) =
ßÅ
x y
ǫy x
ã
∈ GL2(k)
∣∣∣∣x2 − ǫy2 = 1™ ∼= Nr1; Å x yǫy xã 7→ x+√ǫy,
then the action of TSOur
2n+2
(q) on VSOur
2n+2
is given by
diag(t1, . . . , tn, t˜n+1, t
−1
n , . . . , t
−1
1 ) · (y1, . . . , yn, y0)
=
Å
t1
t2
y1, . . . ,
tn−1
tn
yn−1,
tn
t˜n+1
yn,
1
t1t2
y0
ã
.
For κ ∈ {0, 1} and a ∈ k×, we define a character χSO
ur
2n+2
κ,a on I
+
SOur
2n+2
to be the
pull back of the character on k⊕n−1 ⊕ k˜ ⊕ k defined by
(y1, . . . , yn, y0) 7→ ψ
(
y1 + · · ·+ yn−1 +Tr(ǫ˜κyn) + ay0
)
for (y1, . . . , yn, y0) ∈ k⊕n−1 ⊕ k˜ ⊕ k. For ξ ∈ {±1}, we extend this character to an
affine generic character χ
SOur2n+2
ξ,κ,a on ZSOur2n+2I
+
SOur
2n+2
= ±I+SOur
2n+2
by
χ
SOur2n+2
ξ,κ,a (−1) := ξ, and
χ
SOur2n+2
ξ,κ,a (y) := χ
SOur2n+2
κ,a (y) for y ∈ I+SOur
2n+2
.
On the other hand, the normalizer of ISOur
2n+2
in SOur2n+2(F ) is given by
±ISOur
2n+2
〈ϕSO
ur
2n+2
α,β 〉,
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for any α ∈ Nr1 ∼= SOur2 (q) and β ∈ k×. Here we put
ϕ
SOur2n+2
α,β :=
à
(β̟)−1
In−1
α
In−1
β̟
íÜ
In
1 0
0 −1
In
ê
.
Then the normalizer of the character χ
SOur2n+2
ξ,κ,a is given by
NSOur
2n+2
(F )
(
I+SOur
2n+2
;χ
SOur2n+2
ξ,κ,a
)
= ±I+SOur
2n+2
〈ϕSO
ur
2n+2
(ǫ˜/c(ǫ˜))κ,−a−1〉.
Thus, if we take ζ ∈ {±1}, then we can extend χSO
ur
2n+2
ξ,κ,a to a character χ˜
SOur2n+2
ξ,κ,a,ζ on
NSOur
2n+2
(F )(I
+
SO2n+2
;χ
SOur2n+2
ξ,κ,a ) by putting
χ˜
SOur2n+2
ξ,κ,a,ζ
(
ϕ
SOur2n+2
(ǫ˜/c(ǫ˜))κ,−a−1
)
:= ζ.
Then, by Proposition 2.6, the representation
π
SOur2n+2
ξ,κ,a,ζ := c-Ind
SOur2n+2(F )
±I+
SOur
2n+2
〈ϕ
SOur
2n+2
(ǫ˜/c(ǫ˜))κ,−a−1
〉
χ˜
SOur2n+2
ξ,κ,a,ζ .
is simple supercuspidal and the set
SSC(SOur2n+2) :=
{
(ξ, κ, a, ζ) | ξ ∈ {±1}, κ ∈ {0, 1}, a ∈ k×, ζ ∈ {±1}}
parametrizes the set of equivalence classes of simple supercuspidal representations
of SOur2n+2(F ).
Finally we comment on the outer automorphism of SOur2n+2. We set
Our2n+2 := {g ∈ GL2n+2 | tgJurg = Jur}, and
wur :=
Ü
In
1 0
0 −1
In
ê
∈ Our2n+2(F ) \ SOur2n+2(F ).
Then the conjugation via this element in Our2n+2 preserves SO
ur
2n+2 and defines an
outer automorphism of SOur2n+2. We denote this automorphism again by wur.
This automorphism wur preserves ISOur
2n+2
, I+SOur
2n+2
, and I++SOur
2n+2
, and the induced
action on the quotient V +SOur
2n+2
is given by
wur : k
⊕n−1 ⊕ k˜ ⊕ k → k⊕n−1 ⊕ k˜ ⊕ k
(h1, . . . , hn−1, hn, h0) 7→
(
h1, . . . , hn−1, c(hn), h0
)
.
Here c is the nontrivial element of Gal(k˜/k).
Hence, if we put
t := diag(1, . . . , 1︸ ︷︷ ︸
n
, (ǫ˜/c(ǫ˜))κ, 1, . . . , 1︸ ︷︷ ︸
n
),
then we have ((
χ
SOur2n+2
ξ,κ,a
)wur)t
= χ
SOur2n+2
ξ,κ,a .
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On the other hand, we have((
ϕ
SOur2n+2
(ǫ˜/c(ǫ˜))κ,−a−1
)wur)t
= ϕ
SOur2n+2
(ǫ˜/c(ǫ˜))κ,−a−1 .
Therefore we can conclude that(
π
SOur2n+2
ξ,κ,a,ζ
)wur ∼= ((πSOur2n+2ξ,κ,a,ζ )wur)t ∼= πSOur2n+2ξ,κ,a,ζ .
In particular, each simple supercuspidal representation of SOur2n+2(F ) is stable under
the action of the outer automorphism.
3. Characters of simple supercuspidal representations
We recall that, for a connected reductive groupG over F and an irreducible rep-
resentation π of G, by the theorem of Harish-Chandra ([HC70]), we have its char-
acter Θπ, which is a locally constant function on the set G
rs of regular semisimple
elements of G.
Let G be one of the following groups:
GL2n, Sp2n, SO
µ
2n, SO2n+2, SO
ur
2n+2,
where µ is a ramified quadratic character of F×. In the previous section, we pa-
rametrize the set of equivalence classes of simple supercuspidal representation of G
by the set SSC(G). In this paper, for X ∈ SSC(G), we denote the character ΘπG
X
of the corresponding simple supercuspidal representation πGX simply by Θ
G
X .
We next recall the notion of twisted character. Let π be an irreducible smooth
representation of GL2n(F ). Since we have an automorphism θ of GL2n defined
over F , we can argue whether π is θ-stable (i.e., πθ is isomorphic to π) or not.
If π is θ-stable, then, by fixing an isomorphism Iθ : π ∼= πθ, we get its θ-twisted
character Θπ,θ, which is a locally constant function on the set GL
θ-rs
2n (F ) of θ-regular
θ-semisimple elements of GL2n(F ) (see [Clo87] and [LH17] for details). Note that
the θ-twisted character Θπ,θ depends on the choice of an isomorphism Iθ.
Now we let πGL2nX be a θ-stable simple supercuspidal representation of GL2n.
Then, by the observations in Section 2.2, πGL2nX is obtained by the compact induc-
tion of a θ-stable character χ˜GL2nX . We choose Iθ to be an isomorphism from π to
πθ obtained by the compact induction of id : χ˜GL2nX
∼= (χ˜GL2nX )θ. Then we have a
θ-twisted character Θ
π
GL2n
X
,θ
of πGL2nX . Similar to the abbreviation in the untwisted
case, we denote the θ-twisted character Θ
π
GL2n
X
,θ
normalized in this way by ΘGL2nX,θ .
Remark 3.1. By using a θ-stable Whittaker data of GL2n, we can normalize the
θ-twisted character of each θ-stable irreducible smooth representation in a natural
way depending only on the Whittaker data (see [Art13, Section 2.2]). In fact, for a
simple supercuspidal representation of GL2n, such a normalization coincides with
the above one (see [Oi16a, Proposition 5.1] for the details).
Since simple supercuspidal representation are constructed by the compact induc-
tion from open compact subgroups, we can apply the following character formulas
to ΘGX and Θ
GL2n
X,θ :
Theorem 3.2 (character formula, [Sal88]). Let K be an open subgroup of G such
that K contains ZG and K/ZG is compact. Let ρ be a finite-dimensional irreducible
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smooth representation of K. We assume that the representation π := c-IndGK ρ is
irreducible, hence supercuspidal. Then, for g ∈ Grs, we have
Θπ(g) =
∑
y∈K\G/K
∑
x∈KyK
xgx−1∈K
tr ρ(xgx−1).
In particular, we have
Θπ(g) =
∑
x∈K\G
xgx−1∈K
tr ρ(xgx−1),
provided that the sum is finite.
Theorem 3.3 (twisted character formula, [LH17, Partie 1, The´ore`me 6.2.1]). Let K
be a θ-stable open subgroup of GL2n(F ) such that K contains ZGL2n and K/ZGL2n
is compact. Let ρ be a θ-stable finite-dimensional irreducible smooth representation
of K, and we fix an isomorphism Iθ : ρ ∼= ρθ. We assume that the representation
π := c-IndGK ρ is irreducible, hence supercuspidal. Then, for g ∈ GLθ-rs2n (F ), we have
Θπ,θ(g) =
∑
y∈K\GL2n(F )/K
∑
x∈KyK
xgθ(x)−1∈K
tr
(
ρ(xgθ(x)−1) ◦ Iθ
)
.
In particular, we have
Θπ,θ(g) =
∑
x∈K\GL2n(F )
xgθ(x)−1∈K
tr
(
ρ(xgθ(x)−1) ◦ Iθ
)
,
provided that the sum is finite. Here the left-hand side is the θ-twisted character of
π normalized with respect to c-Ind Iθ : π ∼= πθ.
In this section, we compute the (twisted) characters of simple supercuspidal
representations of G at some special regular semisimple elements, such as affine
generic elements.
3.1. The case of twisted GL2n. For g ∈ GL2n(F ), we put
N (g) := gθ(g) ∈ GL2n(F ).
Let (ω0, a, ζ) ∈ SSCθω0(GL2n) and πGL2nω0,a,ζ the θ-stable simple supercuspidal rep-
resentation corresponding to the data (ω0, a, ζ) (see Section 2.3).
First, we compute the θ-twisted character ΘGL2nω0,a,ζ,θ of π
GL2n
ω0,a,ζ
at g ∈ I+GL2n ∩
GLθ-rs2n (F ) such that N (g) ∈ I+GL2n is affine generic by using the twisted character
formula (Theorem 3.3). To do this, we show the following lemma on the index set
of the sum in the twisted character formula.
Lemma 3.4. [Oi16a, Lemmas 3.8 and 3.9] Let g ∈ I+GL2n be an element such thatN (g) is affine generic. Then a system of representatives of the set{
x ∈ ZGL2nI+GL2n〈ϕGL2na−1 〉
∖
GL2n(F )
∣∣xgθ(x)−1 ∈ ZGL2nI+GL2n〈ϕGL2na−1 〉}
is finite and given by
T ′GL2n(q) := {diag(t1, . . . , t2n) ∈ TGL2n(q) | t1t2n = · · · = tntn+1, tn = 1}.
Proof. This follows from the assumption and Lemma 2.5. See [Oi16a, Lemmas 3.8
and 3.9] for the details. 
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Proposition 3.5. Let g ∈ I+GL2n∩GLθ-rs2n (F ) be an element such that N (g) is affine
generic. Let (g1, . . . , g2n−1, g0) be the simple affine components of g. Then we have
ΘGL2nω0,a,ζ,θ(g) = ω0(ag) ·Kln+1α (ψ;wGL2n,θ, χGL2n,θ),
where the right-hand side is the Kloosterman sum in Definition A.1, and
wGL2n,θ := (2, . . . , 2, 1, 1), χGL2n,θ := (1, . . . ,1, ω0),
α := a(g1 + g2n−1)2 · · · (gn−1 + gn+1)2gng0.
Proof. Note that the simple affine components of N (g) are given by
(g1 + g2n−1, . . . , g2n−1 + g1, 2g0),
and the affine genericity of N (g) means that none of them is zero. Thus α :=
a(g1 + g2n−1)2 · · · (gn−1 + gn+1)2gng0 is not zero.
By combining Theorem 3.3 with Lemma 3.4, we have
ΘGL2nω0,a,ζ,θ(g) =
∑
x∈T ′
GL2n
(q)
χ˜GL2nω0,a,ζ
(
xgθ(x)−1
)
=
∑
z∈k×
∑
t1,...,tn∈k×
tit2n+1−i=z,tn=1
ω0(z)ψ
Å
t1t2n−1g1
z
+ · · ·+ t2n−1t1g2n−1
z
+ a · t
2
2ng0
z
ã
=
∑
z∈k×
∑
t1,...,tn−1∈k×
ω0(z)ψ
Å
t1
t2
(g1 + g2n−1) + · · ·+ tn−1
1
(gn−1 + gn+1) +
1
z
gn +
z
t21
ag0
ã
=
∑
s1,...,sn+1∈k×
s21···s2n−1snsn+1=α
ω0(sn+1a
−1g−10 ) · ψ (s1 + · · ·+ sn + sn+1)
= ω0(ag0) ·Kln+1α
(
ψ; (2, . . . , 2, 1, 1), (1, . . . ,1, ω0)
)
.
Here, in the 4th equality, we replaced the i-th term in ψ with si. 
We next consider an element ϕGL2nu g, where g ∈ I+GL2n and u ∈ k× such that
−N (ϕGL2nu g) = ϕGL2nu g(ϕGL2nu )−1θ(g) ∈ I+GL2n is affine generic. In a similar way to
the proof of Lemma 3.4, we can prove the following lemma (see Lemmas 3.11 and
3.12 of [Oi16a] for the proof):
Lemma 3.6. Let g ∈ I+GL2n be an element such that −N (ϕGL2nu g) ∈ I+GL2n is affine
generic. Then a system of representatives of the set{
y ∈ ZI+GL2n〈ϕGL2na−1 〉\GL2n(F ) | yϕGL2nu gθ(y)−1 ∈ ZI+GL2n〈ϕGL2na−1 〉
}
is finite and given by
T ′′GL2n(q) := {diag(t1, . . . , t2n) ∈ TGL2n(q) | t1t2n−1 = · · · = t2n−1t1 = au, t2n = 1}.
Proposition 3.7. Let g ∈ I+GL2n be an element such that ϕGL2nu g ∈ GLθ-rs2n (F ) and
−N (ϕGL2nu g) is affine generic. Let (g1, . . . , g2n−1, g0) be the simple affine compo-
nents of g.
(1) If u /∈ a−1k×2, then we have
ΘGL2nω0,a,ζ,θ
(
ϕGL2nu g
)
= 0.
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(2) If u = a−1v2 for some v ∈ k×, then we have
ΘGL2nω0,a,ζ,θ
(
ϕGL2nu g
)
= ζ · (Klnβ(ψ) + Kln−β(ψ)) ,
where β := (v2g1 + ag0)(g2 + g2n−1) · · · (gn + gn+1)/v.
Proof. We use the twisted character formula (Theorem 3.3) and Lemma 3.6. If
u /∈ a−1k×2, then the set T ′′GL2n(q) is empty. Hence the sum in the twisted character
formula is zero.
We next consider the case where u = a−1v2 for some v ∈ k×. Note that the
simple affine components of −N (ϕGL2nu g) are given by
(g2 + g2n−1, g3 + g2n−2, . . . , g2n−1 + g2, u−1g0 + g1, ug1 + g0).
Thus affine genericity of −N (ϕGL2nu g) means that β is not zero. We can compute
the twisted character as follows:
ΘGL2nω0,a,ζ,θ(ϕ
GL2n
a−1v2g) =
∑
y∈T ′′
GL2n
(q)
χ˜ω0,a,ζ(ϕ
GL2n
a−1 )χ˜ω0,a,ζ
(
(ϕGL2na−1 )
−1yϕGL2na−1v2gθ(y)
−1)
= ζω0(v
2)
∑
t1,...,t2n∈k×
tit2n−i=v
2
t2n=1
ψ
Å
t2nt2n−1v2g1
v2
+
t1t2n−2g2
v2
+ · · ·+ t2n−2t1g2n−1
v2
+ a · t2n−1t2ng0
v2
ã
= ζ
∑
t1,...,tn∈k×
tn=±v
ψ
Å
1
t1
(v2g1 + ag0) +
t1
t2
(g2 + g2n−1) + · · ·+ tn−1
tn
(gn + gn+1)
ã
= ζ · (Klnβ(ψ) + Kln−β(ψ)).

3.2. The case of Sp2n. Next, we consider the case of Sp2n. Let (ξ, κ, a) ∈
SSC(Sp2n) and we take the simple supercuspidal representation π
Sp2n
ξ,κ,a defined in
Section 2.4.
Lemma 3.8. Let h ∈ I+Sp2n be an affine generic element. Then we have a bijection{
y ∈ (±I+Sp2n)\ Sp2n(F ) | yhy
−1 ∈ ±I+Sp2n
} ∼= {±1}\TSp2n(q).
Proof. Since the normalizer of the Iwahori subgroup ISp2n in Sp2n(F ) is given by
ISp2n , we can identify the left-hand side with ±I+Sp2n\ISp2n by Lemma 2.5. Then
the claim follows from an isomorphism I+Sp2n\ISp2n ∼= TSp2n(q). 
Proposition 3.9. Let h ∈ I+Sp2n ∩ Sp
rs
2n(F ) be an affine generic element. Let
(h1, . . . , hn, h0) be the simple affine components of h. Then we have
Θ
Sp2n
ξ,κ,a(h) =
1
2
Kln+1α (ψ;wSp2n) +
ω0(aǫ
κh0)
2
·Kln+1α (ψ;wSp2n , χSp2n),
where the right-hand side is the Kloosterman sum in Definition A.1, and
wSp2n := (2, . . . , 2, 1, 1), χSp2n := (1, . . . ,1, ω0),
α := aǫκh21 · · ·h2n−1hnh0.
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Proof. Note that the affine genericity of h implies that α := aǫκh21 · · ·h2n−1hnh0 is
not zero.
By combining Theorem 3.2 with Lemma 3.8, we have
Θ
Sp2n
ξ,κ,a(h) =
∑
y∈{±1}\TSp2n (q)
χ
Sp2n
ξ,κ,a(yhy
−1)
=
∑
t1,...,tn−1∈k×
tn∈{±1}\k×
ψ
Å
t1
t2
h1 + · · ·+ tn−1
tn
hn−1 + ǫκt2nhn +
a
t21
h0
ã
=
∑
t1,...,tn−1∈k×
tn∈{±1}\k×
ψ
Å
t1
t2
h1 + · · ·+ tn−1
1
hn−1 + ǫκt2nhn +
a
t21t
2
n
h0
ã
=
∑
s1,...,sn−1∈k×
sn+1∈ah0k×2
s21···s2n−1snsn+1=α
ψ(s1 + · · ·+ sn−1 + sn + sn+1)
=
∑
s1,...,sn∈k×
s21···s2n−1snsn+1=α
1 + ω0(sn+1a
−1h−10 )
2
· ψ(s1 + · · ·+ sn−1 + sn + sn+1)
=
1
2
Kln+1α
(
ψ; (2, . . . , 2, 1, 1)
)
+
ω0(ah0)
2
·Kln+1α
(
ψ; (2, . . . , 2, 1, 1), (1, . . . ,1, ω0)
)
.
Here, in the 3rd equality, we replaced (t1, . . . , tn−1, tn) with (t1tn, . . . , tn−1tn, tn).

Corollary 3.10. Let ξ ∈ {±1} and a ∈ k×. For an affine generic element h ∈
I+Sp2n ∩ Sp
rs
2n(F ) with the simple affine components (h1, . . . , hn, h0), we have(
Θ
Sp2n
ξ,0,a +Θ
Sp2n
ξ,1,aǫ−1
)
(h) = Kln+1α (ψ;wSp2n),(
Θ
Sp2n
ξ,0,a −ΘSp2nξ,1,aǫ−1
)
(h) = ω0(ah0) ·Kln+1α (ψ;wSp2n , χSp2n),
where
wSp2n := (2, . . . , 2, 1, 1), χSp2n := (1, . . . ,1, ω0), and α := ah
2
1 · · ·h2n−1hnh0.
3.3. The case of SOµ2n. Let µ be a ramified quadratic character of F
× and SOµ2n
the quasi-split special even orthogonal group corresponding to µ. Here note that
if n = 1, then SOµ2n is a torus. Thus, in this paper, we treat only the case where
n ≥ 2.
Let (ξ, a) ∈ SSC(SOµ2n) and we take the simple supercuspidal representation
π
SOµ2n
ξ,a defined in Section 2.5.
Lemma 3.11. Let h ∈ I+
SOµ2n
be an affine generic element. Then we have a bijection{
y ∈ (±I+
SOµ2n
)\SOµ2n(F ) | yhy−1 ∈ ±I+SOµ2n
} ∼= SSOµ2n(q).
Proof. By the same argument in the case of Sp2n (Lemma 3.8), we can identify
the left-hand side with the set (±I+
SOµ2n
)\ISOµ2n . Since we have an isomorphism
28
I+
SOµ2n
\ISOµ2n ∼= TSOµ2n(q), and TSOµ2n(q) is given by ±SSOµ2n(q) (recall the description
of these groups in Section 2.4), we get the claim. 
Proposition 3.12. Let h ∈ I+
SOµ2n
∩ SOµ,rs2n (F ) be an affine generic element. Let
(h1, . . . , hn−1, h0) be the simple affine components of h. Then we have
Θ
SOµ2n
ξ,a (h) = Kl
n
α(ψ),
where α := ah1 · · ·hn−1h0.
Proof. Note that the affine genericity of h implies that α := ah1 · · ·hn−1h0 is not
zero.
By combining Theorem 3.2 with Lemma 3.11, we have
Θ
SOµ2n
ξ,a (h) =
∑
y∈TSOµ
2n
(q)
χ
SOµ2n
ξ,a (yhy
−1)
=
∑
t1,...,tn−1∈k×
ψ
Å
t1
t2
h1 + · · ·+ tn−2
tn−1
hn−2 + tn−1hn−1 +
a
t1
h0
ã
=
∑
s1,...,sn∈k×
s1···sn=α
ψ(s1 + · · ·+ sn)
= Klnα(ψ).

3.4. The case of SO2n+2. We consider the split even special orthogonal group
SO2n+2. Here we note that
• if n = 0, then SO2n+2 is a torus, and
• if n = 1, then we have an accidental isomorphism
SO2n+2 ∼= (SL2× SL2)/µ2.
Thus we ignore these cases in this paper, and suppose that n ≥ 2.
Let (ξ, κ, a, ζ) ∈ SSC(SO2n+2) and we take the simple supercuspidal representa-
tion π
SO2n+2
ξ,κ,a,ζ defined in Section 2.6.
As in the proof of Lemma 3.8, we can show the following lemma:
Lemma 3.13. Let h be an affine generic element of I+SO2n+2 . Then the set
{y ∈ ±I+SO2n+2〈ϕ
SO2n+2
ǫκ,−a−1〉\ SO2n+2(F ) | yhy−1 ∈ ±I+SO2n+2〈ϕ
SO2n+2
ǫκ,−a−1〉}
is represented by TSO2n+2(q)/{±1}.
Proposition 3.14. Let h ∈ I+SO2n+2 ∩SOrs2n+2(F ) be an affine generic element. Let
(h1, . . . , hn+1, h0) be the simple affine components of h. Then we have
Θ
SO2n+2
ξ,κ,a,ζ (h) =
1
2
Kln+2γ (ψ;wSO2n+2) +
ω0(ǫ
κhnhn+1)
2
·Kln+2γ (ψ;wSO2n+2 , χSO2n+2),
where the right-hand side is the Kloosterman sum in Definition A.1, and
wSO2n+2 := (1, 2, . . . , 2︸ ︷︷ ︸
n−2
, 1, 1, 1), χSO2n+2 := (1, . . . ,1︸ ︷︷ ︸
n−1
, ω0, ω0,1),
γ := aǫκh1h
2
2 · · ·h2n−1hnhn+1h0.
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Proof. By Lemma 3.13, the index set of the character formula (Theorem 3.2) is
represented by a set
{diag(t1, . . . , tn+1, t−1n+1, . . . , t−11 | ti ∈ k×}/{±1},
we have
Θ
SO2n+2
ξ,κ,a,ζ (h) =
∑
x∈TSO2n+2(q)/ZSO2n+2
χ˜
SO2n+2
ξ,κ,a,ζ (xhx
−1)
=
∑
t1,...,tn∈k×
tn+1∈k×/{±1}
ψ
Å
t1
t2
h1 + · · ·+ tn
tn+1
hn + ǫ
κtntn+1hn+1 +
a
t1t2
h0
ã
.
Here, by replacing ti with titn+1 for each 1 ≤ i ≤ n, the right-hand side of this
equality is equal to∑
t1,...,tn∈k×
tn+1∈k×/{±1}
ψ
Å
t1
t2
h1 + · · ·+ tnhn + ǫκtnt2n+1hn+1 +
a
t1t2t2n+1
h0
ã
=
∑
t1,...,tn∈k×
s∈k×
1 + ω0(s)
2
ψ
Å
t1
t2
h1 + · · ·+ tnhn + ǫκtnshn+1 + a
t1t2s
h0
ã
=
∑
s1,...,sn+2∈k×
s1s
2
2···s2n−1snsn+1sn+2
=aǫκh1h
2
2···h2n−1hnhn+1h0
1 + ω0(snsn+1ǫ
κhnhn+1)
2
ψ(s1 + · · ·+ sn+2)
=
1
2
Kln+2γ (ψ;wSO2n+2) +
ω0(ǫ
κhnhn+1)
2
·Kln+2γ (ψ;wSO2n+2 , χSO2n+2).

Corollary 3.15. Let h ∈ I+SO2n+2 ∩ SOrs2n+2(F ) be an affine generic element. Let
(h1, . . . , hn+1, h0) be the simple affine components of h. Then we have(
Θ
SO2n+2
ξ,0,a,ζ +Θ
SO2n+2
ξ,1,aǫ−1,ζ
)
(h) = Kln+2γ (ψ;wSO2n+2),(
Θ
SO2n+2
ξ,0,a,ζ −ΘSO2n+2ξ,1,aǫ−1,ζ
)
(h) = ω0(hnhn+1) ·Kln+2γ (ψ;wSO2n+2 , χSO2n+2),
where the right-hand side is the Kloosterman sum in Definition A.1, and
wSO2n+2 := (1, 2, . . . , 2︸ ︷︷ ︸
n−2
, 1, 1, 1), χSO2n+2 := (1, . . . ,1︸ ︷︷ ︸
n−1
, ω0, ω0,1),
γ := ah1h
2
2 · · ·h2n−1hnhn+1h0.
Lemma 3.16. Let (α, β) and (α′, β′) be elements of k××k×. Then ϕSO2n+2α,β belongs
to ±I+SO2n+2〈ϕ
SO2n+2
α′,β′ 〉 if and only if (α, β) = (α′, β′).
Proof. Since the “if” part is trivial, we show the “only if” part. We suppose that
ϕ
SO2n+2
α,β ∈ ±I+SO2n+2〈ϕ
SO2n+2
α′,β′ 〉.
Then, since ϕ
SO2n+2
α,β does not belong to ±I+SO2n+2 , we have
ϕ
SO2n+2
α,β ∈ ±I+SO2n+2ϕ
SO2n+2
α′,β′ .
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In particular we have
ϕ
SO2n+2
α,β (ϕ
SO2n+2
α′,β′ )
−1 ∈ ±I+SO2n+2 .
Here the left-hand side is given by
ϕ
SO2n+2
α,β (ϕ
SO2n+2
α′,β′ )
−1 = diag
Å
β′
β
, 1, . . . , 1︸ ︷︷ ︸
n−1
,
α′
α
,
α
α′
, 1, . . . , 1︸ ︷︷ ︸
n−1
,
β
β′
ã
.
Thus, this element belongs to the right-hand side only if we have (α, β) = (α′, β′).

Lemma 3.17. Let α, β ∈ k×, and h ∈ I+SO2n+2 ∩ SOrs2n+2(F ) be an element such
that (hϕ
SO2n+2
α,β )
2 is affine generic. Then the set
±I+SO2n+2〈ϕ
SO2n+2
ǫκ,−a−1〉
∖{
x ∈ SO2n+2(F )
∣∣ xhϕSO2n+2α,β x−1 ∈ ±I+SO2n+2〈ϕSO2n+2ǫκ,−a−1〉}
is represented by
{±1}∖{diag(x1, . . . , xn+1, x−1n+1, . . . , x−11 ) ∣∣ xi ∈ k×, x−2n+1α = ǫκ, x−21 β = −a−1}.
Proof. Let x be an element of SO2n+2(F ). If x satisfies that
xhϕ
SO2n+2
α,β x
−1 ∈ ±I+SO2n+2〈ϕ
SO2n+2
ǫκ,−a−1〉,
then we have(
xhϕ
SO2n+2
α,β x
−1)2 = x(hϕSO2n+2α,β )2x−1 ∈ ±I+SO2n+2〈ϕSO2n+2ǫκ,−a−1〉.
As (hϕ
SO2n+2
α,β )
2 is affine generic, we have
x ∈ ±ISO2n+2〈ϕSO2n+2ǫκ,−a−1〉
by Lemma 2.5. Thus our task is to determine when an element x of TSO2n+2(q)
satisfies
(∗) xhϕSO2n+2α,β x−1 ∈ ±I+SO2n+2〈ϕ
SO2n+2
ǫκ,−a−1〉.
Since we have
xhϕ
SO2n+2
α,β x
−1 = xhx−1 · xϕSO2n+2α,β x−1
and xhx−1 belongs to I+SO2n+2 , (∗) happens if and only if
xϕ
SO2n+2
α,β x
−1 ∈ ±I+SO2n+2〈ϕ
SO2n+2
ǫκ,−a−1〉.
On the other hand, if we put
x := diag(x1, . . . , xn+1, x
−1
n+1, . . . , x
−1
1 ),
then the element xϕ
SO2n+2
α,β x
−1 is given by
xϕ
SO2n+2
α,β x
−1 =

x21(β̟)
−1
In−1
x2n+1α
−1
x−2n+1α
In−1
x−21 β̟
 .
Hence, by Lemma 3.16, we have
xϕ
SO2n+2
α,β x
−1 = ϕǫκ,−a−1
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and ®
x−2n+1α = ǫ
κ, and
x−21 β = −a−1.

Proposition 3.18. Let α ∈ k×, β ∈ k×, and h ∈ I+SO2n+2 ∩SOrs2n+2(F ) an element
such that (hϕ
SO2n+2
α,β )
2 is affine generic. Let (h1, . . . , hn+1, h0) be the simple affine
components of h.
Then we have
Θ
SO2n+2
ξ,κ,a,ζ
(
hϕ
SO2n+2
α,β
)
=
®
ζ ·Kln±δ(ψ) if ω0(α) = (−1)κ and ω0(β) = ω0(−a−1),
0 otherwise,
where δ :=
√
−βa−1
√
αǫ−κ
−1
a(−βh1 + h0)h2 · · ·hn−1(hn + αhn+1).
Here, we put Kln±δ(ψ) := Kl
n
δ (ψ) + Kl
n
−δ(ψ) and, in the former case, we fix square
roots
√−aβ and √αǫ−κ of −aβ and αǫ−κ, respectively.
Proof. By Lemma 3.17, the index set of the character formula (Theorem 3.2) is
given by
{±1}∖{diag(x1, . . . , xn+1, x−1n+1, . . . , x−11 ) ∣∣ xi ∈ k×, x−2n+1α = ǫκ, x−21 β = −a−1}.
In particular, the character is not zero only if®
ω0(α) = (−1)κ, and
ω0(β) = ω0(−a−1).
From now on, we assume these two conditions.
Then we have
Θ
SO2n+2
ξ,κ,a,ζ
(
hϕ
SO2n+2
α,β
)
=
∑
x: as above
χ˜
SO2n+2
ξ,κ,a,ζ
(
xhx−1 · xϕSO2n+2α,β x−1
)
= ζ
∑
x1,...,xn+1∈k×
x2n+1=αǫ
−κ
x1=
√
−βa
ψ
Å
x1
x2
h1 + · · ·+ xn
xn+1
hn + ǫ
κxnxn+1hn+1 + a
h0
x1x2
ã
= ζ
∑
x2,...,xn∈k×
x2n+1=αǫ
−κ
x1=
√
−βa
ψ
Å
x1h1 + ax
−1
1 h0
x2
+
x2
x3
h2 + · · ·+ xn−1
xn
hn−1 + xn
( hn
xn+1
+ xn+1hn+1ǫ
κ
)ã
= ζ
∑
xn+1=±
√
αǫ−κ
x1=
√
−βa
Kln
(x1h1+ax
−1
1 h0)h2···hn−1(x−1n+1hn+xn+1hn+1ǫκ)
(ψ)
= ζ ·Kln±(√−βah1+a√−βa−1h0)h2···hn−1(√αǫ−κ−1hn+√αǫ−κhn+1ǫκ)(ψ)
= ζ ·Kln±√−βa−1√αǫ−κ−1a(−βh1+h0)h2···hn−1(hn+αhn+1)(ψ).

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3.5. The case of SOur2n+2. We consider the quasi-split unramified even special
orthogonal group SOur2n+2. Here, similarly to the split case, we note that
• if n = 0, then SOur2n+2 is a torus, and
• if n = 1, then we have an accidental isomorphism
SOur2n+2
∼= (ResEur/F SL2)/µ2.
Thus we ignore these cases in this paper, and suppose that n ≥ 2.
Let (ξ, κ, a, ζ) ∈ SSC(SOur2n+2) and we take the simple supercuspidal representa-
tion π
SOur2n+2
ξ,κ,a,ζ defined in Section 2.6.
As in the proof of Lemma 3.8, we can show the following lemma:
Lemma 3.19. Let h be an affine generic element of I+SOur
2n+2
. Then the set
{y ∈ ±I+SOur2n+2〈ϕ
SOur2n+2
(ǫ˜/c(ǫ˜))κ,−a−1〉\ SOur2n+2(F ) | yhy−1 ∈ ±I+SOur2n+2〈ϕ
SOur2n+2
(ǫ˜/c(ǫ˜))κ,−a−1〉}
is represented by TSOur
2n+2
(q)/ZSOur
2n+2
.
Proposition 3.20. Let h ∈ I+SOur
2n+2
∩SOur,rs2n+2(F ) be an affine generic element. Let
(h1, . . . , hn, h0) be the simple affine components of h. Then we have
Θ
SOur2n+2
ξ,κ,a,ζ (h) =
1
2
Kln;1γ (ψ;wSOur2n+2) +
ω0
(
Nr(hn)ǫ
κ
)
2
Kln;1γ (ψ;wSOur2n+2 , χSOur2n+2),
where
wSOur
2n+2
= (1, 2, . . . , 2, 1; 1), χSOur
2n+2
= (1, . . . ,1;ω0),
γ = aǫκh1h
2
2 · · ·h2n−1Nr(hn)h0.
Proof. By Lemma 3.19, the index set of the character formula is represented by a
set
{diag(t1, . . . , tn, t˜n+1, t−1n , . . . , t−11 ) | ti ∈ k×, t˜n+1 ∈ Nr1}/{±1}.
Thus we have
Θ
SOur2n+2
ξ,κ,a,ζ (h) =
∑
x∈TSOur
2n+2
(q)/ZSOur
2n+2
χ˜
SOur2n+2
ξ,κ,a,ζ (xhx
−1)
=
∑
t1,...,tn∈k×
t˜n+1∈Nr1 /{±1}
ψ
Å
t1
t2
h1 + · · ·+ tn−1
tn
hn−1 +Tr
(
ǫ˜κ
tn
t˜n+1
hn
)
+
a
t1t2
h0
ã
.
By noting that
(k×)n × (Nr1 /{±1}) ∼=−→ (k×)n−1 × (k×Nr1)
(t1, . . . , tn, t˜n+1) 7→
Å
t1
t2
, . . . ,
tn−1
tn
,
tn
t˜n+1
ã
and that k×Nr1 consists of elements of k˜× whose norms lie in k×2, the right-hand
side of the above equality is equal to∑
s1,...,sn∈k×
sn+1∈k˜×
s1s
2
2···s2n−1 Nr(sn+1)sn
=aǫκh1h
2
2···h2n−1 Nr(hn)h0
1 + ω0
(
Nr(sn+1)Nr(hn)ǫ
κ
)
2
ψ(s1 + · · ·+ sn)ψ˜(sn+1)
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=
1
2
Kln;1γ (ψ;wSOur2n+2) +
ω0
(
Nr(hn)ǫ
κ
)
2
Kln;1γ (ψ;wSOur2n+2 , χSOur2n+2).

Corollary 3.21. Let h ∈ I+SOur
2n+2
∩ SOur,rs2n+2(F ) be an affine generic element. Let
(h1, . . . , hn, h0) be the simple affine components of h. Then we have(
Θ
SOur2n+2
ξ,0,a,ζ +Θ
SOur2n+2
ξ,1,aǫ−1,ζ
)
(h) = Kln;1γ (ψ;wSOur2n+2),(
Θ
SOur2n+2
ξ,0,a,ζ −Θ
SOur2n+2
ξ,1,aǫ−1,ζ
)
(h) = ω0
(
Nr(hn)
)
Kln;1γ (ψ;wSOur2n+2 , χSO
ur
2n+2
).
where
wSOur
2n+2
= (1, 2, . . . , 2, 1; 1), χSOur
2n+2
= (1, . . . ,1;ω0),
γ = ah1h
2
2 · · ·h2n−1Nr(hn)h0.
In exactly the same manner as the split case, we get the following two lemmas:
Lemma 3.22. Let (α, β) and (α′, β′) be elements of Nr1×k×. Then ϕSO
ur
2n+2
α,β be-
longs to ±I+SOur
2n+2
〈ϕSO
ur
2n+2
α′,β′ 〉 if and only if (α, β) = (α′, β′).
Lemma 3.23. Let α ∈ Nr1, β ∈ k×, and h ∈ I+SOur
2n+2
∩ SOur,rs2n+2(F ) an element
such that (hϕ
SOur2n+2
α,β )
2 is affine generic. Then the set
±I+SOur
2n+2
〈ϕSO
ur
2n+2
(ǫ˜/c(ǫ˜))κ,−a−1〉
∖{
x ∈ SOur2n+2(F )
∣∣ xhϕSOur2n+2α,β x−1 ∈ ±I+SOur
2n+2
〈ϕSO
ur
2n+2
(ǫ˜/c(ǫ˜))κ,−a−1〉
}
is represented by
{±1}∖{diag(x1, . . . x−11 ) ∈ TSOur2n+2(q) ∣∣αx˜n+1/c(x˜n+1) = (ǫ˜/c(ǫ˜))κ, x−21 β = −a−1}.
Proposition 3.24. Let β ∈ k×, and h ∈ I+SOur
2n+2
∩SOur,rs2n+2(F ) an element such that
(hϕ
SOur2n+2
1,β )
2 is affine generic. Let (h1, . . . , hn, h0) be the simple affine components
of h.
Then we have
Θ
SOur2n+2
ξ,κ,a,ζ
(
hϕ
SOur2n+2
1,β
)
=
®
ζ ·Kln±δ(ψ) if κ = 0 and ω0(β) = ω0(−a−1),
0 otherwise,
where δ =
√
−βa−1a(−βh1 + h0)h2 · · ·hn−1Tr(hn).
Here, we put Kln±δ(ψ) := Kl
n
δ (ψ)+Kl
n
−δ(ψ) and, in the former case, we fix a square
root
√−βa of −βa.
Proof. By the character formula (Theorem 3.2) and the lemma on the index set of
the character formula (Lemma 3.23), the character is not zero only if there exists
x1 ∈ k× and x˜n+1 ∈ Nr1 satisfying
(∗)
®
x˜n+1 ∈ ǫ˜κk×, and
x−21 β = −a−1.
Here note that the first condition of (∗) is equivalent to κ = 0. Indeed, if we have
x˜n+1 ∈ ǫ˜κk×, then we have
Nr(x˜n+1) = 1 ∈ Nr(ǫ˜κk×) = ǫκk×2.
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Thus we have κ = 0. Moreover, in this case, the possibility of x˜n+1 is ±1. On the
other hand, the second condition of (∗) is equivalent to ω0(β) = ω0(−a−1). From
now on, we assume these two conditions.
Then the index set of the character formula is represented by{
diag(x1, . . . , xn, 1, x
−1
n , . . . , x
−1
1 )
∣∣ xi ∈ k×, x−21 β = −a−1}.
Thus we have
Θ
SOur2n+2
ξ,0,a,ζ
(
hϕ
SOur2n+2
1,β
)
=
∑
x: as above
χ˜
SOur2n+2
ξ,0,a,ζ
(
xhx−1 · xϕSO
ur
2n+2
1,β x
−1)
= ζ
∑
x1,...,xn∈k×
x21=−aβ
ψ
Å
x1
x2
h1 + · · ·+ xn−1
xn
hn−1 +Tr(xnhn) + a
h0
x1x2
ã
= ζ
∑
x1,...,xn∈k×
x21=−aβ
ψ
Å
x1h1 + ax
−1
1 h0
x2
+
x2
x3
h2 + · · ·+ xn−1
xn
hn−1 + xn Tr(hn)
ã
= ζ ·Kln±(√−βah1+a√−βa−1h0)h2···hn−1 Tr(hn)(ψ)
= ζ ·Kln±√−βa−1a(−βh1+h0)h2···hn−1 Tr(hn)(ψ).

4. Arthur’s local classification theorem
In this section, we recall Arthur’s theory of the endoscopic classification of rep-
resentations of classical groups, especially in the cases of quasi-split symplectic or
even special orthogonal groups over F .
To state Arthur’s theorem on the classification of representations, we define some
notations. LetG be either a quasi-split symplectic or even special orthogonal group
over F . We write Out(G) for the group of outer automorphisms of G, namely the
quotient of the group Aut(G) of automorphisms of G by the group Inn(G) of inner
automorphism of G. Here we note that Out(G) is nontrivial only when G is an
even special orthogonal group, and that in this case we have Out(G) ∼= Z/2Z. More
explicitly, whenG is SOµ2n for a quadratic character µ of F
×, the nontrivial element
of Out(G) is represented by Int(w), for any w ∈ Oµ2n(F ) \ SOµ2n(F ).
We denote the set of equivalence classes of irreducible smooth (resp. tempered)
representations of G by Π(G) (resp. Πtemp(G)). Then the group Out(G) acts on
these sets. We write Π˜(G) (resp. Π˜temp(G)) for the set of Out(G)-orbits in Π(G)
(resp. Πtemp(G)). In the case where G = SO
µ
2n for a quadratic character µ of F
×,
for each irreducible representation π of G, its Out(G)-orbit consists of at most two
elements, namely π and πw. Here πw is the w-twist of π defined by
πw(g) := π(wgw−1).
For an Out(G)-orbit π˜ of π ∈ Π(G), we put
Θπ˜ :=
1
|π˜| ·
∑
π∈π˜
Θπ,
where Θπ is the characters of π.
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We denote the set of “G-conjugacy classes of L-parameters (resp. tempered L-
parameters) of G by Φ(G) (resp. Φtemp(G)), and their Out(G)-orbits by Φ˜(G)
(resp. Φ˜temp(G)). For φ ∈ Φ˜temp(G), we set
SGφ := CentĜ
(
Im(φ)
)
, and
SGφ := SGφ
/
(SGφ )
0Z
Ĝ
.
Here we remark that, in order to define these groups, we implicitly fix a represen-
tative of φ, namely a homomorphism from WF × SL2(C) to LG.
We writeGrs (resp.Gsrs) for the set of regular semisimple (resp. strongly regular
semisimple) elements of G.
Theorem 4.1 ([Art13, Theorems 1.5.1 and 2.2.1]). We have a partition of Π˜temp(G)
into the finite subsets (which are called the L-packets) which are parametrized by
L-parameters:
Π˜temp(G) =
⊔
φ∈Φ˜temp(G)
Π˜Gφ .
Here each Π˜Gφ satisfies the following properties:
(1) pairing with the group SGφ : We fix a Whittaker data wG of G. Let
φ ∈ Φ˜temp(G). Then there exist a bijection from Π˜Gφ to the set of irreducible
characters of SGφ :
Π˜Gφ
∼= ”SGφ , π˜ 7→ 〈−, π˜〉
depending on the Whittaker data wG of G.
(2) stability: Let φ ∈ Φ˜temp(G), Then the sum of the characters of Out(G)-
orbits belonging to Π˜Gφ is stable. Namely, for every g, g
′ ∈ Gsrs which are
stably conjugate, we have∑
π˜∈Π˜G
φ
Θπ˜(g) =
∑
π˜∈Π˜G
φ
Θπ˜(g
′).
We note that we have to take care the difference between Π˜Gφ and Π
G
φ only in
the case of even special orthogonal groups. Thus, in the case of symplectic groups,
we abbreviate the tilde from the notations.
Let Gad be the adjoint group of G, namely the quotient of G by its center ZG:
Gad := G/ZG.
Then, as a consequence of the stability of L-packets (Theorem 4.1 (2)), each L-
packet satisfies the following property:
Corollary 4.2. Let φ be a tempered L-parameter of G and Π˜Gφ its L-packet. Then
Π˜Gφ consists of Gad-orbits.
Proof. Let x ∈ Gad. We have to show that (Π˜Gφ )x := {π˜x | π˜ ∈ Π˜Gφ } is equal to
Π˜Gφ . Here π˜
x is the x-twist of π˜, that is the set {πx | π ∈ π˜}. We remark that we
can think of π˜x as the Out(G)-orbit of πx for any representative π of π˜, since the
x-twist commutes with the Out(G)-twist.
Since the natural mapG(F )→ Gad(F ) is surjective, we can take a lift x ∈ G(F )
of x. Therefore, for any g ∈ Gsrs, g and xgx−1 = xgx−1 are stably conjugate (note
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that the stable conjugacy is equivalent to the conjugacy inG(F ) for strongly regular
semisimple elements). By the stability of the L-packets (Theorem 4.1 (1)), we have∑
π˜x∈(Π˜G
φ
)x
Θπ˜x(g) =
∑
π˜∈Π˜G
φ
Θπ˜(xgx
−1) =
∑
π˜∈Π˜G
φ
Θπ˜(g)
for any g ∈ Gsrs. Since the set Gsrs of strongly regular semisimple elements is
Zariski-open in the set Grs of regular semisimple elements, the measure of the
complement of Gsrs in Grs is zero. Thus the above equality holds on Grs. Therefore
we have (Π˜Gφ )
x = Π˜Gφ by the linear independence of characters of representations.

The L-packets satisfy a lot of expected properties other than the above proper-
ties. We next recall them. First one is the following property known as the generic
packet conjecture:
Theorem 4.3 ([Art13, Proposition 8.3.2], [Var17], and [Ato17]). Let φ ∈ Φ˜temp(G).
Then any representative of the Out(G)-orbit in the packet Π˜Gφ corresponding to the
trivial character of SGφ under the bijection in Theorem 4.1 (1) is wG-generic, and
any representative of any other Out(G)-orbit is not wG-generic.
Remark 4.4. We emphasize that the bijection in Theorem 4.1 depends on the choice
of Whittaker data of G. See Section 6.3 for what kind of Whittaker data are taken
in this paper.
We next recall the endoscopic character relation. We first consider the case of
twisted endoscopy. Let G be either Sp2n or SO
µ
2n over F , where µ is a quadratic
character of F×. Then the dual group of G is a special orthogonal group SON (C),
where
N =
®
2n+ 1 if G = Sp2n,
2n if G = SOµ2n .
We note that, in the case of G = SOµ2n, the action of WF on the dual group“G = SO2n(C) is described as follows:
• when σ ∈WEµ , then σ acts on “G trivially, and
• when σ ∈ WF \WEµ , then σ(g) = wgw−1 for g ∈ SO2n(C), where w is a
fixed element of O2n(C) \ SO2n(C) given by
w :=
Ü
In−1
0 1
1 0
In−1
ê
.
We consider the following L-embedding from the L-group LG of G to that of a
general linear group:
the case where G = Sp2n:
LG = SO2n+1(C)×WF →֒ GL2n+1(C)×WF = LGL2n+1
(h, σ) 7→ (h, σ).
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the case where G = SOµ2n:
LG = SO2n(C)⋊WF →֒ GL2n(C)×WF = LGL2n
(h, σ) 7→
®
(h, σ) if σ ∈WEµ
(hw, σ) if σ 6∈WEµ .
Then G is an endoscopic group for (GLN , θ) with respect to these L-embeddings.
Here recall that θ is an outer automorphism of GLN over F defined in Section 2.3.
For an L-parameter of G, by composing it with the above L-embedding from
LG to LGLN , we get an L-parameter of GLN . Note that this operation gives an
injection
Φ˜(G) →֒ Φ(GLN ).
For φ ∈ Φ˜temp(G), we denote the irreducible tempered representation of GLN (F )
corresponding to the lifted L-parameter by πGLNφ . Note that this representation
is self-dual, hence θ-stable, since the corresponding L-parameter comes from an
L-parameter of G. Now we can state the twisted endoscopic character relation for
Π˜Gφ and π
GLN
φ :
Theorem 4.5 (Twisted endoscopic character relation for GLN andG, [Art13, The-
orem 2.2.1]). We fix a θ-stable Whittaker data wGLN of GLN . For φ ∈ Φ˜temp(G), by
Theorem 4.1, we have the finite subset Π˜Gφ ⊂ Π˜temp(G). Then the following equality
of characters holds for every strongly θ-regular θ-semisimple element g ∈ GLN (F ):
ΘGLNφ,θ (g) =
∑
h↔g/∼
DG(h)
2
DGLN ,θ(g)
2
∆G,GLN (h, g)
∑
π˜∈Π˜φ
Θπ˜(h).
Here,
• h in the sum runs over the stable conjugacy classes of strongly regular
semisimple elements of G which are norms of g,
• DG(h) (resp. DGLN ,θ(g)) is the Weyl discriminant for h (resp. the θ-twisted
Weyl discriminant for g),
• ∆G,GLN is Kottwitz–Shelstad’s transfer factor for G and GLN (note that
this depends on the choice of θ-stable Whittaker data wGLN of GLN ), and
• ΘGLNφ,θ is the θ-twisted character of πGLNφ normalized via the Whittaker data
wGLN .
Next we consider the case of standard endoscopy. We take φ ∈ Φ˜temp(G). Then,
as in the paragraph before the previous theorem, we may regard an element of
Φ˜(G) as an N -dimensional representation of WF × SL2(C). We decompose φ into
a direct sum of irreducible representations of WF × SL2(C), we can write
φ =
r⊕
i=1
liφi =
r⊕
i=1
li(φcusp,i ⊠ νai),
where φcusp,i is an irreducible representation of WF , νai the (ai − 1)-th symmetric
power of the standard representation of SL2(C), and li ∈ Z>0 the multiplicity. We
say that φ is discrete if li = 1 for every i. We can capture the discrete series
representations of G by discrete L-parameters. Namely, we have the following
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decomposition:
Π˜2(G) =
⊔
φ∈Φ˜2(G)
Π˜Gφ ,
where Π˜2(G) is the set of Out(G)-orbits of equivalence classes of irreducible discrete
series representations of G, Φ˜2(G) the set of Out(G)-orbits of discrete L-parameters
of G, and Π˜Gφ the L-packet for φ in the sense of Theorem 4.1.
Let φ ∈ Φ˜2(G) and we take a decomposition φ = ⊕ri=1φi as above. Then the
group SGφ is a finite abelian 2-group given by
SGφ ∼=
{
(si)i ∈ (Z/2Z)⊕r
∣∣∣ r∏
i=1
sdimφii = 1
}/
Z
Ĝ
(each si corresponds to the (−1)si-multiplication on φi and the product relation
is equivalent to the condition that the element of GLN (C) corresponding to (si)i
belongs to SON (C)).
Let s ∈ SGφ . From this, we can define an endoscopic group H of G and regard
φ as an L-parameter of H as follows. First, by conjugation, we may assume
s = diag(−1, . . . ,−1︸ ︷︷ ︸
d−/2
, 1, . . . , 1︸ ︷︷ ︸
d+
,−1, . . . ,−1︸ ︷︷ ︸
d−/2
) ∈ “G = SON (C) and
Im(φ) ⊂ Cent
Ĝ
(s)⋊WF
for a non-negative even integer d− and a positive integer d+. Note that the group
Cent
Ĝ
(s) is given by(
Od−(C)×Od+(C)
)det=1
:= {(g, h) ∈ Od−(C)×Od+(C) | det(g) det(h) = 1}.
Here, we regard (g, h) ∈ Od−(C)×Od+(C) as a matrixÑ
g11 0 g12
0 h 0
g21 0 g22
é
∈ SON (C) = “G,
where
g =
Å
g11 g12
g21 g22
ã
∈ Od−(C).
Then the group Cent
Ĝ
(s) ⋊WF can be regarded as the image of an L-embedding
from the L-group LH for the following group H:
H :=
®
SOµ
′
d− × Spd+−1 if G = Sp2n,
SOµ
′
d− × SOµµ
′
d+ if G = SO
µ
2n .
Here µ′ is a quadratic character of F× determined by φ and s as follows:
WF
φ|WF−−−→ (Od−(C)×Od+(C))det=1 ⋊WF → {±1}
(g, h)⋊ σ 7→ det(g),
and the L-embedding from LH to LG is given by the following:
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symplectic case:
LH =
(
SOd−(C)× SOd+(C)
)
⋊WF →֒ SO2n+1(C)×WF = LG
(g, h)⋊ σ 7→
®
(g, h)⋊ σ if σ ∈WEµ′
(g, h)S ⋊ σ if σ 6∈WEµ′ ,
where
S :=
à
Id−/2−1
1
−Id+
1
Id−/2−1
í
.
even orthogonal case:
LH =
(
SOd−(C)× SOd+(C)
)
⋊WF →֒ SO2n(C)⋊WF = LG
(g, h)⋊ σ 7→
®
(g, h)⋊ σ if σ ∈WEµ′
(g, h)S ⋊ σ if σ 6∈WEµ′ ,
where S := I2n+1 if µ
′ = 1 and
S :=

Id−/2−1
1
Id+/2−1
1
1
Id+/2−1
1
Id−/2−1

if µ′ 6= 1.
Since φ factors through this L-embedding, we can regard φ as an L-parameter
of H. Here we remark that in both cases this L-embedding induces an injection
Φ˜2(H) →֒ Φ˜2(G).
Now we can state the endoscopic character relation for G and H.
Theorem 4.6 (Endoscopic character relation for G and H, [Art13, Theorem
2.2.1]). Let φ ∈ Φ˜2(G) and s ∈ SGφ . Let H be the endoscopic group of G defined
in the above manner, and we regard φ as an L-parameter of H. Then, by Theorem
4.1, we have the finite subsets Π˜Gφ ⊂ Π˜2(G) and Π˜Hφ ⊂ Π˜2(H). In this situation,
we have the following equality of characters at every strongly regular semisimple
element g ∈ G:∑
π˜∈Π˜G
φ
〈s, π˜〉Θπ˜(g) =
∑
h↔g/∼
DH(h)
2
DG(g)2
∆H,G(h, g)
∑
π˜H∈Π˜Hφ
Θπ˜H (h).
Here,
• h in the sum runs over the stable conjugacy classes of strongly regular
semisimple elements of H which are norms of g,
• 〈−,−〉 is the pairing in Theorem 4.1 (2), and
• ∆H,G is Kottwitz–Shelstad’s transfer factor for H and G (which depends
on the Whittaker data wG of G).
40
Remark 4.7. (1) In [Art13, Theorem 2.2.1], the above relations (Theorems 4.5
and 4.6) are stated in terms of the distribution characters. However, we can
rewrite it as an equality of characters (i.e., functions on sets of strongly reg-
ular semisimple elements of H and G) by using Weyl’s integration formula
(e.g., see Section 5 in [Li13]).
(2) In the above explanation of the endoscopic character relation for standard
endoscopy, we focus on the discrete L-parameters in order to make a de-
scription of the group SGφ and endoscopic groups simple. However, more
generally, we can attach an endoscopic groupH (more precisely, a set of en-
doscopic data) to each element of the group SGφ for a tempered L-parameter
φ, and the endoscopic character relation for them holds. See [Art13, 36
page] for details.
(3) Later (in Sections 7 and 8), we compute the above endoscopic character
relations (Theorems 4.5 and 4.6) for simple supercuspidal representations.
In those cases, since the Whittaker normalization of the θ-twisted characters
of GLN coincides with the normalization used in Section 3 (see Remark 3.1).
Therefore we can combine the results in Section 3 with Theorems 4.5 and
4.6 without any scalar multiple.
We finally refer a general fact, which was established by Mœglin and Xu, on a
parametrization of supercuspidal representations in L-packets. For simplicity, in
the rest of this section, we consider only the case where G := Sp2n. See [Xu17,
Section 3] for the full explanation in the cases of orthogonal groups (we will use
Mœglin–Xu’s result only for the symplectic groups in this paper). Let φ be an
element Φ2(G). We decompose φ into a multiplicity-free direct sum of irreducible
representations of WF × SL2(C):
φ =
r⊕
i=1
φi =
r⊕
i=1
φcusp,i ⊠ νai
Via this decomposition, we define a finite set Jord(φ) for φ as follows:
Jord(φ) := {(ρi, ai) | 1 ≤ i ≤ r}
where ρi the irreducible supercuspidal representation of GLdimφcusp,i(F ) which cor-
responds to φcusp,i under the local Langlands correspondence for general linear
groups.
Recall that we have an identification
SGφ ∼=
{
(si)i ∈ (Z/2Z)⊕r
∣∣∣ r∏
i=1
sdimφii = 1
}
.
Then, by noting that there is a canonical isomorphism{
(si)i ∈ (Z/2Z)⊕r
∣∣∣ r∏
i=1
sdimφii = 1
} ∼=−→ (Z/2Z)⊕r/〈(−1, . . . ,−1)〉,
we get an isomorphism of their character groups:”SGφ ∼= {(εi)i ∈ (’Z/2Z)⊕r ∣∣∣ r∏
i=1
εi = 1
}
.
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By using this identification, we regard ε = (εi)i ∈ ”SGφ as a ’Z/2Z (∼= µ2)-valued
function on Jord(φ) by setting
ε(ρi, ai) := εi for (ρi, ai) ∈ Jord(φ).
Theorem 4.8 ([Xu17, Theorem 3.3] and [Mœg11, Theorem 1.5.1]). Let φ ∈ Φ2(G)
and ΠGφ the L-packet of φ. We assume that the L-packet Π
G
φ contains a supercus-
pidal representation of G.
(1) The set Jord(φ) satisfies the following condition:
(ρ, a) ∈ Jord(φ) and a− 2 > 0 =⇒ (ρ, a− 2) ∈ Jord(φ).
(2) Let π ∈ ΠGφ and ε ∈ ”SGφ the element which corresponds to π via the iso-
morphism Πφ ∼= ”SGφ in Theorem 4.1. Then π is supercuspidal if and only
if the following two conditions hold:
(i) (ρ, a), (ρ, a− 2) ∈ Jord(φ) =⇒ ε(ρ, a)ε(ρ, a− 2) = −1, and
(ii) (ρ, 2) ∈ Jord(φ) =⇒ ε(ρ, 2) = −1.
The following is a key consequence of this fact which will be needed later.
Corollary 4.9. Let φ ∈ Φ2(G) and ΠGφ the L-packet of φ. We assume that the
L-packet ΠGφ contains a wG-generic supercuspidal representation of G. Then every
element of ΠGφ is a supercuspidal representation.
Proof. Let π0 ∈ ΠGφ be a wG-generic supercuspidal representation of G. Then, by
Theorem 4.3, π0 corresponds to the trivial character ε0 ∈ ”SGφ . On the other hand,
since π0 is supercuspidal, ε0 should satisfy the condition (i) and (ii) in Theorem 4.8
(2). Therefore Jord(φ) does not contain any pair (ρ, a) whose a is greater than 1.
Then the assumptions of (i) and (ii) are always satisfied for every ε ∈ ”SGφ . Again
by Theorem 4.8 (2), every representation in ΠGφ is supercuspidal. 
5. Simple supercuspidal L-packet of Sp2n
In this section, we let G be the symplectic group Sp2n over F .
Recall that, by Arthur’s local classification theorem (Theorem 4.1), the set
Π(Sp2n) of equivalence classes of irreducible smooth representations of Sp2n(F )
is partitioned into a disjoint union of the L-packets. For (ξ, 0, a) ∈ SSC(Sp2n), we
consider the corresponding simple supercuspidal representation πGξ,0,a of Sp2n(F )
defined in Section 2.4. Let φ ∈ Πtemp(G) be the L-parameter of πGξ,0,a.
The goal of this section is to prove the following theorem:
Theorem 5.1. The L-packet ΠGφ of φ consists of two elements π
G
ξ,0,a and π
G
ξ,1,aǫ−1 .
5.1. Adjoint orbits of simple supercuspidal representations of Sp2n. In this
subsection, we show the following properties:
• every member of ΠGφ is supercuspidal, and
• ΠGφ contains no more simple supercuspidal representations other than πGξ,1,aǫ−1 .
To show this, we start from determining the Gad-orbits of simple supercuspidal
representations.
42
Proposition 5.2. The Gad-orbit of the simple supercuspidal representation π
G
ξ,0,a
is given by {
πGξ,0,a, π
G
ξ,1,aǫ−1
}
.
Remark 5.3. This proposition is stated in [GR10, Section 9.5 Remark] without
proof. For the sake of completeness, we explain a proof.
Lemma 5.4. We put t := diag
(√
ǫ, . . . ,
√
ǫ,
√
ǫ
−1
,
√
ǫ
−1) ∈ G(F ). Here √ǫ ∈ F×
is a square root of ǫ. Then the image of this element in Gad(F ) under the natural
projection G(F )։ Gad(F ) belongs to Gad and we have{
πGξ,0,a, π
G
ξ,1,aǫ−1
}t
=
{
πGξ,0,a, π
G
ξ,1,aǫ−1
}
.
Proof. For every σ ∈ Gal(F/F ), we have t−1σ(t) ∈ ZG(F ). Thus the image of t in
Gad(F ) belongs to Gad.
We next show the second assertion. Since the t-conjugation preserves ±I+G, we
have (
πGξ,0,a
)t ∼= c-IndG±I+
G
(
χGξ,0,a
)t
,
and the character (χGξ,0,a)
t is equal to χGξ,1,aǫ−1 Therefore
(
πGξ,0,a
)t
is equivalent to
πGξ,1,aǫ−1 . On the other hand, since t
2 belongs to G, we have
πGξ,0,a
∼= (πGξ,0,a)t2 ∼= (πGξ,1,aǫ−1)t.
Thus we get the assertion. 
Lemma 5.5. We put s := diag
(√
̟, . . . ,
√
̟,
√
̟
−1
,
√
̟
−1) ∈ G(F ). Here √̟ ∈
F
×
is a square root of ̟. Then the image of this element in Gad(F ) belongs to
Gad and we have {
πGξ,0,a, π
G
ξ,1,aǫ−1
}s
=
{
πGξ,0,a, π
G
ξ,1,aǫ−1
}
.
Proof. For the same reason as in the previous lemma, s is an element of Gad.
We show the second assertion. If we put
u :=
Å
0 In
−In 0
ã
∈ G,
then the su-conjugation preserves ±I+G. Thus we have(
πGξ,0,a
)s ∼= (πGξ,0,a)su ∼= c-IndG±I+
G
(
χGξ,0,a
)su
.
The character (χGξ,0,a)
su is an affine generic character of ±I+G which is defined by
g = (gij)ij 7→ ψ(g12 + · · ·+ gn−1,n + agn,n+1 + g2n,1) for g ∈ I+G, and
−1 7→ ξ.
Thus it is conjugate under G to either χGξ,0,a or χ
G
ξ,1,aǫ−1 . Therefore (π
G
ξ,0,a)
s is
equivalent to either πGξ,0,a or π
G
ξ,1,aǫ−1 . On the other hand, by the same argument
as in the proof of Lemma 5.4, we can show that (πGξ,1,aǫ−1)
s is equivalent to either
πGξ,0,a or π
G
ξ,1,aǫ−1 . This completes the proof. 
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Proof of Proposition 5.2. From the short exact sequence
1→ ZG(∼= µ2)→ G→ Gad → 1,
we get the following long exact sequence of the Galois cohomology:
1→ µ2(F )→ G→ Gad → H1(F, µ2)→ H1(F,G)→ · · · .
Since G = Sp2n is simply connected, the group H
1(F,G) is trivial by Kneser’s
theorem. Moreover, since Gal(F/F ) acts on µ2 trivially and µ2 is an abelian group
of order 2, we have
H1(F, µ2) ∼= Hom
(
Gal(F/F ), µ2
) ∼= Hom(F×/F×2, µ2)
by the local class field theory. Thus we get
Gad/G ∼= Hom
(
F×/F×2, µ2
)
.
On the other hand, since we have
F×/F×2 ∼= (〈̟〉/〈̟2〉)× (〈ǫ〉/〈ǫ2〉),
we have an isomorphism
Hom
(
F×/F×2, µ2
) ∼= (〈̟〉/〈̟2〉)× (〈ǫ〉/〈ǫ2〉).
By combining these isomorphisms, we get
Gad/G ∼=
(〈̟〉/〈̟2〉)× (〈ǫ〉/〈ǫ2〉).
Then, by the construction of the connecting homomorphism of the long exact
sequence of the Galois cohomology groups, the element t in Lemma 5.4 (resp. s
in Lemma 5.5) maps to ǫ (resp. ̟) in the right-hand side of the above isomor-
phism. Namely, Gad/G is represented by {1, t, s, ts}. Therefore the claim follows
by Lemmas 5.4 and 5.5. 
We next recall a fact about a generic representation in an adjoint orbit of simple
supercuspidal representations. Before we state the fact, we explain our choice of
Whittaker data of G. In this paper, we take Whittaker data wG of G = Sp2n to
be (BSp2n , λSp2n), where
• BSp2n is the upper-triangular Borel subgroup of Sp2n, and• λSp2n is the character of the unipotent radical USp2n of BSp2n defined by
λSp2n(y) = ψ(y1,2 + · · ·+ yn,n+1) for y = (yij) ∈ USp2n .
Proposition 5.6. Each Gad-orbit of simple supercuspidal representations of G
contains an exactly one wG-generic representation. In particular, exactly one of
πGξ,0,a and π
G
ξ,1,aǫ−1 is wG-generic.
Proof. The first assertion is [Kal13, Proposition 5.1]. The second assertion imme-
diately follows from the first one and Proposition 5.2. 
Corollary 5.7. Every member of the L-packet ΠGφ is supercuspidal. Furthermore,
ΠGφ has no more simple supercuspidal representation other than π
G
ξ,0,a and π
G
ξ,1,aǫ−1 .
Proof. By Proposition 5.6, ΠGφ contains a wG-generic supercuspidal representation.
Thus, by Corollary 4.9, ΠGφ consists only of supercuspidal representations.
On the other hand, by Corollary 4.2, ΠGφ consists of Gad-orbits. If Π
G
φ contains
a simple supercuspidal representation other than πGξ,0,a and π
G
ξ,1,aǫ−1 , then Π
G
φ also
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contains its Gad-orbits. In particular, by Proposition 5.6, Π
G
φ contains another
wG-generic representation. This contradicts to the uniqueness of a wG-generic
representation in each L-packet (Theorem 4.3). 
5.2. Formal degrees of simple supercuspidal representations. We next show
that our L-packet ΠGφ does not contain a depth-zero supercuspidal representation.
We fix a Haar measure dg of G. Then, for an irreducible discrete series rep-
resentation π of G, the formal degree of π is defined as follows. We first take a
G-invariant non-degenerate pairing
〈−,−〉 : π × π∨ → C,
where π∨ is the contragredient representation of π. Here we note that such a pairing
always exists by the assumption that π is discrete series, and that it is unique up to
a scalar-multiple by Schur’s lemma. Then, by Schur’s orthogonality relation, there
exists a positive real number deg(π) ∈ R>0 satisfying∫
G/ZG
|〈π(g)v, v∨〉|2 dg = deg(π)−1|〈v, v∨〉|2
for every v ∈ π and v∨ ∈ π∨. This number does not depend on the choice of 〈−,−〉
(but depends on the choice of dg). We call deg(π) the formal degree of π with
respect to dg. From now on, we fix a Haar measure dg on G.
Now we consider the formal degrees of representations which belong to the L-
packet ΠGφ . Since our L-parameter φ corresponds to a simple supercuspidal rep-
resentation πGξ,0,a, it is a discrete L-parameter. In particular, the L-packet Π
G
φ
consists only of discrete series representations (see Section 4).
The key fact is the following:
Theorem 5.8 ([Sha90, Corollary 9.10]). For every discrete L-parameter φ′ of G,
all representations in the L-packet ΠGφ′ have the same formal degree.
By this theorem, in order to show that ΠGφ does not contain a depth-zero su-
percuspidal representation, it is enough to check the formal degrees of depth-zero
supercuspidal representations are distinct from those of simple supercuspidal rep-
resentations.
The following lemma is well-known (e.g., see [BH96, Theorem A.14]):
Lemma 5.9. Let K be a compact open subgroup of G which contains ZG. Let ρ
be an irreducible smooth representation of K, and we assume that π := c-IndGK ρ is
irreducible, hence supercuspidal. Then we have
deg(π) = dim(ρ) · dg(K/ZG)−1.
By using this lemma, we compute the formal degrees of depth-zero and simple
supercuspidal representations.
Lemma 5.10. Let π be a simple supercuspidal representation of G. Then the
formal degree of π is given by dg(I+G)
−1.
Proof. This immediately follows from the definition of the simple supercuspidal
representations of G = Sp2n(F ) (Sections 2.2 and 2.4) and Lemma 5.9. 
Proposition 5.11. The formal degrees of irreducible depth-zero supercuspidal rep-
resentations of G are strictly smaller than those of simple supercuspidal represen-
tations of G.
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Proof. By [MP96, Proposition 6.8], every irreducible depth-zero supercuspidal rep-
resentation is given by c-IndGNG(P ) ρ. Here, NG(P ) is the normalizer of some
maximal parahoric subgroup P of G, ρ is an irreducible representation of NG(P )
which extends the inflation of an irreducible cuspidal representation of the quotient
P = P/P+ of P by its pro-unipotent radical P+. We note that P is the k-valued
points of a reductive group over k and that in our case NG(P ) always equals P
by the simply-connectedness of G = Sp2n. In particular, ρ is the inflation of an
irreducible cuspidal representation of P.
We show that the formal degree of c-IndGP ρ is smaller than dg(I
+
G)
−1, which
equals the formal degree of simple supercuspidal representations by Lemma 5.10.
By Lemma 5.9, we have
deg
(
c-IndGP ρ
)
= dim(ρ) · dg(P/ZG)−1.
Thus we have to show that the following inequality holds:
(⋆) dim(ρ) < dg(P/ZG) · dg(I+G)−1.
By noting that the square sum of the dimensions of the all irreducible represen-
tations of the finite group P is equal to |P| = [P : P+] and that P is not a trivial
group, we have dim(ρ)2 < [P : P+]. Thus, to show the inequality (⋆), it suffices to
show that the following inequality holds:
[P : P+] ≤ dg(P/ZG)2 · dg(I+G)−2.
By conjugation, we may assume that IG is contained in P , hence that
P+ ⊂ I+G ⊂ IG ⊂ P.
Then the above inequality is equivalent to
[I+G : P
+]2 · 22 ≤ [P : P+].
We note that the image of IG in P is a Borel subgroup of P and the image of I
+
G in
P is its unipotent radical. We denote them by B and U. Then we can rewrite the
above inequality as
|U|2 · 22 ≤ |P|.
However, since the map
B× Uop → P, (x, y) 7→ xy
is injective, we have
|U|2 · |B/U| ≤ |P|.
As G = Sp2n is split of rank n, B/U is a split torus of rank n (see [Tit79, Section
3.5]). Hence we have |B/U| = (q−1)n. Therefore this inequality holds unless n = 1
and k = F3.
We finally consider the case that n = 1 and k = F3. In this case, we show the
inequality (⋆) directly. When n = 1 and k = F3, the reduction P of a maximal para-
horic subgroup P is given by SL2(F3). Thus the right-hand side of the inequality
(⋆) is equal to
| SL2(F3)/U| · 2−1 = 24 · 3−1 · 2−1 = 4.
On the other hand, the dimension of irreducible cuspidal representations of SL2(F3)
is given by 2 (e.g., see [FH91, Section 5.2]). Thus we get (⋆). 
By combining Theorem 5.8 with Proposition 5.11, we get the following:
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Proposition 5.12. The L-packet ΠGφ does not contain any irreducible depth-zero
supercuspidal representation.
5.3. Simple supercuspidal L-packets of Sp2n. Now we show Theorem 5.1.
Proof of Theorem 5.1. We put
ΠGφ =
{
π0 := π
G
ξ,0,a, π1 := π
G
ξ,1,aǫ−1 , . . . , πr−1
}
,
where r ≥ 2 is the order of ΠGφ . Then, by Corollary 5.7 and Proposition 5.12,
• every πk is supercuspidal,
• πk is not simple supercuspidal for 2 ≤ k ≤ r − 1, and
• πk is not depth-zero for 2 ≤ k ≤ r − 1.
We take εk ∈ {±1} for each 0 ≤ k ≤ r − 1 and we consider the following linear
combination of characters
r−1∑
k=0
εkΘπk .
We first show the following claim.
Claim. There exist an affine generic element of g ∈ I+G ⊂ G such that the above
function
∑r−1
k=0 εkΘπk does not vanish at g.
Proof of Claim. By Corollary 3.10 and Proposition A.2 (3), we can take an affine
generic element g ∈ G such that ε0Θπ0 + ε1Θπ1 takes non-zero value c at g. If
r is equal to 2, then there is nothing to prove. We consider the case where r is
greater than 2. In this case, since the characters of simple supercuspidal represen-
tations at affine generic elements depend only on their simple affine components,
ε0Θπ0 + ε1Θπ1 is constant on the coset gI
++
G . On the other hand, if
∑r−1
k=0 εkΘπk
is identically zero on affine generic elements, then we have
r−1∑
k=0
εkΘπk(1gI++
G
) =
r−1∑
k=0
εk
∫
gI++
G
Θπk(y) dg
= c · dg(gI++G ) +
r−1∑
k=2
εk
∫
gI++
G
Θπk(y) dg = 0.
Therefore, for at least one k such that 2 ≤ k ≤ r − 1, we should have∫
gI++
G
Θπk(y) 6= 0.
However, by the property of the character, we also have∫
gI++
G
Θπk(y) = tr
(
πk
(
1gI++
G
) ∣∣∣ πI++Gk )
(note that 1gI++
G
is bi-I++G -invariant). Thus non-vanishing of this integral implies
that in particular π
I++
G
k is not zero. By noting the that I
++
G is the (
1
2n+)-th Moy–
Prasad filtration attached to the barycenter of an alcove, the depth of πk is not
greater than 12n by the definition of the depth of representations (see Section B
for details). Therefore, by Proposition B.11, πk is either simple supercuspidal or
depth-zero supercuspidal. This is a contradiction. 
47
Now we back to the proof of Theorem 5.1. If we take s ∈ SGφ , then an endoscopic
groupH is defined and we can regard φ as an L-parameter ofH as in Section 4, and
the following endoscopic character relation (Theorem 4.6) holds for any g ∈ Gsrs:
r−1∑
k=0
〈s, πk〉Θπk(g) =
∑
h↔g/∼
DH(h)
2
DG(g)2
∆H,G(h, g)
∑
π˜∈Π˜H
φ
Θπ˜(h),
where h in the sum runs through the set of stable conjugacy classes of elements of
Hsrs which is a norm of g. Here we note that, as we saw in Section 4, H is of the
form H− ×H+, where
• H− = SOµd− for a quadratic character µ of F×,• H+ = Spd+ , and
• d− and d+ are non-negative even integers satisfying d− + d+ = 2n.
By the above claim, the left-hand side of this equality is not zero for an affine
generic element g. Therefore, in particular there exists an element h of Hsrs which
is a norm of g. We put h = (h−, h+) ∈ H . Then, by the definition of the norm
correspondence, the characteristic polynomial pg ∈ F [T ] of g is equal to the product
of those ph− , ph+ ∈ F [T ] of h−, h+.
By noting that affine generic elements of Sp2n(F ) are affine generic also as el-
ements of GL2n(F ) and that characteristic polynomials of affine generic elements
are Eisenstein (see Lemma 7.5), we know that pg is irreducible of degree 2n over
F . On the other hand, the degrees of ph− and ph+ are given by d
− and d+, re-
spectively. Hence the possibilities of pairs (d−, d+) are only (0, 2n) and (2n, 0). In
other words, H must be either Sp2n or SO
µ
2n. This implies that the order of SGφ is
given by two. 
As a consequence of the above proof, we get the following corollary.
Corollary 5.13. The L-parameter φ is trivial on SL2(C) and decomposed into the
following direct sum as a (2n+ 1)-dimensional representation of WF :
φ = φ0 ⊕ det ◦φ0,
where φ0 is an orthogonal irreducible representation of dimension 2n. In particular,
φ factors through an endoscopic group SOµ2n of G, where µ is the quadratic character
of F× corresponding to det ◦φ0 under the local class field theory.
Proof. By the proof of Corollary 4.9, the set Jord(φ) consists only of elements of
the form (ρ, 1). In particular, φ is trivial on SL2(C).
Since the order of SGφ is 2, φ can be decomposed into a direct sum of two
irreducible representations of WF . On the other hand, by the proof of Theorem
5.1, the endoscopic group ofG which is determined by the unique nontrivial element
of SGφ is given by SOµ2n for a quadratic character µ of F×. Thus the one of two
irreducible constituent of φ is 2n-dimensional. We denote it by φ0. Since the image
of φ is contained in (
O2n(C)×O1(C)
)det=1 ×WF ,
the other one is given by det ◦φ0. Moreover, µ corresponds to det ◦φ0. 
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6. Transfer factors at affine generic elements
The purpose of this section is to compute the transfer factors at some special el-
ements such as affine generic elements of Iwahori subgroups by using Waldspurger’s
formula in [Wal10]. In this section, we let G be one of the following of groups:
twisted GLN , Sp2n, SO2n+2, SO
ur
2n+2,
and put
H :=

Sp2n if G = twisted GL2n+1,
SOµ2n if G = twisted GL2n,
SOµ2n if G = Sp2n,
SOµ2n× SOµ2 if G = SO2n+2,
SOµ2n× SOµ¯2 if G = SOur2n+2,
where µ is a ramified quadratic character of F×, and µ¯ is the ramified quadratic
character of F× such that µ 6= µ¯. Furthermore, we define an involution θ of G to
be
θ(g) :=
®
JN · tg−1 · J−1N if G = twisted GLN ,
g otherwise.
Then, as we described in Section 4, H is an endoscopic group for (G, θ). In the
following, we compute the transfer factors for these pairs.
6.1. Parametrization of conjugacy classes. We first recall a parametrization
of strongly regular semisimple conjugacy classes of classical groups, which will be
used in the statement of Waldspurger’s explicit formula of transfer factors. The
basic reference of this section is [Wal10] (see also [Li13]).
The (θ-)conjugacy classes of strongly (θ-)regular (θ-)semisimple elements of G
can be classified in terms of linear algebraic data as follows:
the case of twisted GL2n: The θ-conjugacy classes of strongly θ-regular θ-
semisimple elements are parametrized by the following data(
I, {F±i}i∈I , {Fi}i∈I , {xi}i∈I
)
,
where
• I is a finite set,
• {F±i}i∈I is a set of finite extensions of F satisfying∑i∈I [F±i : F ] = n,
• each Fi is an e´tale F±i-algebra of F±i-dimension 2, and
• xi ∈ F×i satisfying F [xi] = Fi.
We recall the correspondence between the above data and the θ-conjugacy
classes briefly. For data (I, {F±i}i∈I , {Fi}i∈I , {xi}i∈I) satisfying the above
conditions, we consider the following F -bilinear form on ⊕i∈IFi:⊕
i∈I
Fi ×
⊕
i∈I
Fi → F(∑
i∈I
wi,
∑
i∈I
w′i
)
7→
∑
i∈I
TrFi/F
(
τi(wi) · w′i · xi
)
,
where τi is the unique nontrivial F±i-automorphism of Fi. On the other
hand, we can identify the twisted GL2n with the space of non-degenerate
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F -bilinear forms on a 2n-dimensional F -vector space as follows:
GL2n(F ) ∼=
{
F⊕2n × F⊕2n → F : non-degenerate bilinear form}
g 7→ tg−1J2n = J2nθ(g),
θ(J−12n h)←[ h
Here, in the right-hand side, we regard tg−1J2n as a bilinear form on F⊕2n
whose representation matrix with respect to the canonical basis is given
by the matrix tg−1J2n. Note that the twisted GL2n and the space of non-
degenerate bilinear forms have structures of bi-GL2n(F )-torsors via
x · g · y := xgθ(y), for g ∈ GL2n(F ), and
x · g · y := tx−1gy, for a bilinear form g,
and the above bijection preserves these bi-GL2n(F )-tosor structures.
Thus, by this identification, we get a θ-conjugacy class of GL2n(F ) from
the above bilinear form (note that this θ-conjugacy class is independent of
the choice of an identification ⊕i∈IFi ∼= F⊕2n).
the case of symplectic group Sp2n: The conjugacy classes of strongly reg-
ular semisimple elements of Sp2n(F ) are parametrized by the following data(
I, {F±i}i∈I , {Fi}i∈I , {ci}i∈I , {yi}i∈I
)
,
where
• I, {F±i}i∈I , {Fi}i∈I , are as in the case of twisted GL2n,
• ci ∈ F×i satisfying τi(ci) = −ci for the unique nontrivial element
τi ∈ AutF±i(Fi), and
• yi ∈ F×i satisfying F [yi] = Fi and yi · τi(yi) = 1.
For such data, we first define an F -bilinear form qV on V := ⊕i∈IFi as
follows:
qV : V × V → F(∑
i∈I
wi,
∑
i∈I
w′i
)
7→
∑
i∈I
TrFi/F
(
τi(wi) · w′i · ci
)
.
Then this is a symplectic form on V by the assumption on each ci. More-
over, by the assumption on each yi, the automorphism y of V defined by
y ·
(∑
i∈I
wi
)
=
(∑
i∈I
yi · wi
)
preserves this symplectic form qV . Thus we get a conjugacy class of Sp2n(F )
by fixing an identification Sp2n
∼= Sp(V, qV ) (note that the conjugacy class
is independent of the choice of an identification).
the case of even special orthogonal group SOµ2n: Let qµ be a symmetric
bilinear form on F⊕2n whose representation matrix with respect the canoni-
cal basis is given by Jµ for a quadratic character µ. Then the O
µ
2n(F )-orbits
of the conjugacy classes of strongly regular semisimple elements of SOµ2n(F )
are parametrized by the following data(
I, {F±i}i∈I , {Fi}i∈I , {ci}i∈I , {yi}i∈I
)
,
where
• I, {F±i}i∈I , {Fi}i∈I , are as in the case of Sp2n,
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• ci ∈ F×i satisfying τi(ci) = ci and (F⊕2n, qµ) ∼= (W, qW ), and
• yi ∈ F×i satisfying F [yi] = Fi and yi · τi(yi) = 1.
Here, W := ⊕i∈IFi and qW is a symmetric bilinear form on W defined as
follows:
qW : W ×W → F(∑
i∈I
wi,
∑
i∈I
w′i
)
7→
∑
i∈I
TrFi/F
(
τi(wi) · w′i · ci
)
.
This is a symmetric form on W by the assumption on each ci. Moreover,
by the assumption on each yi, the automorphism y of V defined by
y ·
(∑
i∈I
wi
)
=
(∑
i∈I
yi · wi
)
preserves this symmetric form qW . Thus we get a conjugacy class of
SOµ2n(F ) by fixing an identification SO
µ
2n = SO(F
⊕2n, qµ) ∼= SO(W, qW )
(note that the conjugacy class is independent of the choice of an identifica-
tion).
6.2. Norm correspondence. We can reinterpret the norm correspondence for
strongly (θ-) regular (θ-) semisimple elements in terms of the above parametriza-
tions as follows (see Section 1.9 in [Wal10]):
(1) the case of twisted GL2n and SO
µ
2n: Let x ∈ GLθ-srs2n (F ) and y ∈ SOµ,srs2n (F ),
and we assume that they correspond to(
I, {F±i}i∈I , {Fi}i∈I , {xi}i∈I
)
and(
J, {F±j}j∈J , {Fj}j∈J , {cj}j∈J , {yj}j∈I
)
,
via the parametrizations in the previous section, respectively. Moreover, we
assume that y is very regular, namely does not have ±1 as an eigenvalue.
Then y is a norm of x if and only if the following hold:
• (I, {F±i}i∈I , {Fi}i∈I) is equal to (J, {F±j}j∈J , {Fj}j∈J ), and
• xi · τi(xi)−1 = −yi for every i ∈ I.
(2) the case of Sp2n and SO
µ
2n: Let x ∈ Spsrs2n(F ) and y ∈ SOµ,srs2n (F ), and
we assume that they correspond to(
I, {F±i}i∈I , {Fi}i∈I , {ci}i∈I , {xi}i∈I
)
and(
J, {F±j}j∈J , {Fj}j∈J , {cj}j∈J , {yj}j∈J
)
,
via the parametrizations in the previous section, respectively. Moreover,
we assume that y is very regular. Then y is a norm of x if and only if the
following holds:
• (I, {F±i}i∈I , {Fi}i∈I) is equal to (J, {F±j}j∈J , {Fj}j∈J ), and
• xi = yi for every i ∈ I.
(3) the case of SOµµ
′
2n+2 and SO
µ
2n× SOµ
′
2 : Let x ∈ SOµµ
′,srs
2n+2 (F ) and (y, y
′) ∈
SOµ,srs2n (F )× SOmu
′,srs
2 (F ), and we assume that they correspond to(
I, {F±i}i∈I , {Fi}i∈I , {ci}i∈I , {xi}i∈I
)
,(
J, {F±j}j∈J , {Fj}j∈J , {cj}j∈J , {yj}j∈I
)
and(
J ′, {F±j}j∈J′ , {Fj}j∈J′ , {cj}j∈J′ , {yj}j∈J′
)
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via the parametrizations in the previous section, respectively. Moreover,
we assume that these elements are very regular. Then (y, y′) is a norm of
x if and only if the following holds:
• (J, {F±j}j∈J , {Fj}j∈J)⊔(J ′, {F±j}j∈J′ , {Fj}j∈J′) is equal to (I, {F±i}i∈I , {Fi}i∈I),
and
• xi = yi for every i ∈ I = J ⊔ J ′.
6.3. Choice of Whittaker data and the invariant ηG. To state Waldspurger’s
result on the transfer factor, we next recall some invariant attached to a Whittaker
data (note that the transfer factors depend on the choice of a Whittaker data). We
first recall that a Whittaker data of G is a pair of
• a Borel subgroup BG defined over F , and
• a generic character of UG(F ), where UG is the unipotent radical of BG,
and that taking such data is equivalent to taking an F -splitting of G (see [KS99,
Section 5.3]).
For a (θ-stable) Whittaker data of G, the invariant ηG is defined as follows:
(1) the case of twisted GLN : Let (BGLN , λGLN ) be a θ-stable Whittaker
data of GLN . Then this defines a θ-stable F -splitting (BGLN ,TGLN , {ua}a)
of GLN , where a is over the set of simple roots of the maximal torus TGLN
in GLN with respect to the Borel subgroup BGLN . We set NGLN :=
∑
a ua
and define a bilinear form on F⊕N by
F⊕N × F⊕N → F
(v, v′) 7→ JN
(
v,NN−1GLN v
′).
Then this form is symmetric and equivalent to the sum of the (N − 1)-
dimensional null form and a 1-dimensional form ηGLN . We can regard
ηGLN as an element of F
×/F×2, and denote it by ηGLN again.
(2) the case of symplectic group Sp2n: Let (BSp2n , λSp2n) be aWhittaker
data of Sp2n. Then this defines an F -splitting (BSp2n ,TSp2n , {ub}b) of Sp2n,
and we get an element ηSp2n of F
×/F×2 by using NSp2n :=
∑
b ub and J2n
in the same manner as above.
(3) the case of special orthogonal group SOµ2n: If 2n = 2, then SO
µ
2n is
a torus. Thus we consider only the case where 2n ≥ 4. Let (BSOµ2n , λSOµ2n)
be a Whittaker data of SOµ2n, and (BSOµ2n ,TSO
µ
2n
, {ub}b) the corresponding
F -splitting of SOµ2n. We set NSOµ2n :=
∑
b ub and define a bilinear form on
F⊕2n by
F⊕2n × F⊕2n → F
(v, v′) 7→ qµ
(
v,N2n−2
SOµ2n
v′
)
.
Then we get an element ηSOµ2n of F
×/F×2 in the same manner as above.
In this paper, we take the following Whittaker data for classical groups:
(1) the case of twisted GLN : wGLN = (BGLN , λGLN ), where
• the upper-triangular Borel subgroup BGLN of GLN , and
• the character λGLN of the unipotent radical UGLN of BGLN defined by
λGLN (x) = ψ(x1,2 + · · ·+ xN−1,N ) for x = (xij) ∈ UGLN ,
where ψ is the fixed nontrivial additive character of F .
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Note that wGLN is θ-stable.
(2) the case of symplectic group Sp2n: wSp2n = (BSp2n , λSp2n), where• the upper-triangular Borel subgroup BSp2n of Sp2n, and• the character λSp2n of the unipotent radical USp2n of BSp2n defined by
λSp2n(y) = ψ(y1,2 + · · ·+ yn,n+1) for y = (yij) ∈ USp2n .
Note that this choice is the same as in Section 5.1.
(3) the case of special orthogonal group SOµ2n: wSOµ2n = (BSO
µ
2n
, λSOµ2n),
where
• the following “upper-triangular” Borel subgroup BSOµ2n of SO
µ
2n:
BSOµ2n :=

∗ . . . ∗ ∗ ∗
. . .
...
...
... ∗
∗ ∗ ∗
∗ ∗ ∗ . . . ∗
∗ ∗ ∗ . . . ∗
∗ . . . ∗
. . .
...
∗

• the character λSOµ2n of the unipotent radical USOµ2n of BSOµ2n defined
by
λSOµ2n(y) = ψ(y1,2 + · · ·+ yn−1,n + yn−1,n+1) for y = (yij) ∈ USOµ2n .
Proposition 6.1. For the above Whittaker data, the invariant ηG is given by
ηG =

(−1)N−1 if G = twisted GLN ,
−1 if G = Sp2n,
(−1)n−1 · 2 if G = SO2n+2,
(−1)n−1 · 4 if G = SOur2n+2 .
Proof. In the case of the twisted GLN , NGLN is given byÅ
0 IN−1
0 0
ã
.
Thus we have
NN−1GLN =
Å
0 1
0 · IN−1 0
ã
,
and the matrix representation of the bilinear form in the definition of ηGLN with
respect to the canonical basis of F⊕N is given by
JNN
N−1
GLN
=
Å
0 · IN−1 0
0 (−1)N−1
ã
.
Hence we have ηGLN = (−1)N−1.
In the case of Sp2n, NSp2n is given by the same matrix as GL2n. Thus, by exactly
the same computation, we get ηSp2n = −1.
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We next consider the case of SO2n+2. In this case, we have
NSO2n+2 =

0 In−1
1 1
−1
−1
−In−1
0
 .
Thus we have
N2nSO2n+2 =
Å
0 (−1)n−1 · 2
0 · I2n+1 0
ã
,
and we get
J
1
N2nSO2n+2 =
Å
0 · I2n+1 0
0 (−1)n−1 · 2
ã
.
Thus ηSO2n+2 is given by (−1)n−1 · 2.
We finally compute the case of SOur2n+2. In this case we have
NSOur
2n+2
=

0 In−1
2 0
−2
0
−In−1
0
 .
Thus we have
N2nSOur
2n+2
=
Å
0 (−1)n−1 · 4
0 · I2n+1 0
ã
,
and we get
JurN
2n
SOur2n+2
=
Å
0 · I2n+1 0
0 (−1)n−1 · 4
ã
.
Thus ηSOur
2n+2
is given by (−1)n−1 · 4. 
6.4. Normalized transfer factors. Recall that the normalized (with respect to
the fixed Whittaker data) transfer factors for γ ∈ Hsrs and δ ∈ Gθ-srs are defined
as the following product:
∆H,G(γ, δ) := ∆
IV
H,G(γ, δ) ·∆H,G,IV(γ, δ) · εH,G,
where,
• ∆IVH,G is the product of first, second, and third factors (see Section 4 of
[KS99] for details),
• ∆H,G,IV is the ratio of the θ-twisted Weyl discriminants of δ to the standard
Weyl discriminant of γ:
∆H,G,IV(γ, δ) :=
DG,θ(δ)
DH(γ)
,
and
• ε is the ratio of the root number of the root data of G to that of H:
εH,G :=
ε
(
1
2 , X
∗(TG)θ ⊗Z C, ψ
)
ε
(
1
2 , X
∗(TH)⊗Z C, ψ
)
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Here we took a θ-stable Borel pair (BG,TG) ofG and a Borel pair (BH,TH)
of H which are defined over F . Note that the resulting factor εH,G does
not depend on such a choice.
Proposition 6.2. The factor εH,G is given by
εH,G =

1 if (G,H) = (twistedGL2n+1, Sp2n),
G(ω0, ψ)
−1 · q 12 if (G,H) = (twistedGL2n, SOµ2n),
G(ω0, ψ)
−1 · q 12 if (G,H) = (Sp2n, SOµ2n),
ω0(−1) if (G,H) = (SO2n+2, SOµ2n× SOµ2 ),
−ω0(−1) if (G,H) = (SOur2n+2, SOµ2n× SOµ·µur2 ).
Here G(ω0, ψ) is the Gauss sum attached to the nontrivial quadratic character ω0
of k× and the fixed nontrivial additive character ψ of k (see Proposition A.2).
Proof. Let G0 be either GLN , Sp2n, or SO
µ
2n, where µ is any quadratic character
of F×. Then we have
X∗(TG0)
θ ∼=

1
⊕⌊N2 ⌋ if G0 = GLN ,
1
⊕n if G0 = Sp2n,
1
⊕n−1 ⊕ µ if G0 = SOµ2n
as representations of Gal(F/F ). On the other hand, for a quadratic character µ of
F , we have
ε
Å
1
2
, µ, ψ
ã
=

1 if µ = 1,
−1 if µ is unramified,
G(ω0, ψ) · q− 12 if µ is ramified
(see, for example, [BH06, 23.5]). Here recall that ω0 is the quadratic character of
k×, and that we took ψ to be of level one.
Then, by using the following well-known relation
G(ω0, ψ)
2 = q · ω0(−1),
we get the results. 
6.5. Waldspurger’s formula for transfer factors. Now we can state Wald-
spurger’s formula:
Proposition 6.3 ([Wal10, 1.10 Proposition]). Let y be an element of Hsrs which
is very regular, and
(I, {F±i}i∈I , {Fi}i∈I , {c′i}i∈I , {yi}i∈I)
its corresponding data. We define a polynomial P (T ) ∈ F [T ] by
P (T ) :=
∏
i∈I
∏
φ∈HomF (Fi,F )
(
T − φ(yi)
)
,
where HomF (Fi, F ) is the set of embeddings of Fi into F as F -algebras.
(0) the case where G = twisted GL2n+1: Let x be an element of GL
θ-srs
2n+1(F )
such that y is a norm of x. Then we have
∆IVH,G(y, x) = 1.
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(1) the case where G = twisted GL2n: Let x be an element of GL
θ-srs
2n (F )
such that y is a norm of x, and
(I, {F±i}i∈I , {Fi}i∈I , {xi}i∈I)
its corresponding data. Then we have
∆IVH,G(y, x) =
∏
i∈I∗
sgnFi/F±i
(
ηGx
−1
i P
′(yi)P (−1)yi1−n(1 + yi)
)
,
where I∗ = {i ∈ I | Fi is a field}, and sgnFi/F±i is the character of F×±i
corresponding to the quadratic extension Fi/F±i via the local class field
theory, namely
sgnFi/F±i : F
×
±i ։ F
×
±i
/
NrFi/F±i(F
×
i )
∼= {±1} →֒ C×.
(2) the case where G = Sp2n: Let x be an element of Sp
srs
2n(F ) such that y
is a norm of x, and
(I, {F±i}i∈I , {Fi}i∈I , {ci}i∈I , {xi}i∈I)
its corresponding data. Then we have
∆IVH,G(y, x) =
∏
i∈I∗
sgnFi/F±i
(−ηGciP ′(yi)P (−1)yi1−n).
(3) the case where G = SOµ2n+2: Let x be an element of SO
µ,srs
2n+2(F ) such
that y is a norm of x, and
(I, {F±i}i∈I , {Fi}i∈I , {ci}i∈I , {xi}i∈I)
its corresponding data. Then we have
∆IVH,G(y, x) =
∏
i∈I∗
sgnFi/F±i
(
2ηGciP
′(yi)P (−1)yi−n(1 + yi)(yi − 1)−1
)
.
Remark 6.4. We note that ci in the equalities of (2) and (3) is the data of x, and
that c′i of y does not appear. In general, the transfer factor is invariant under the
stable conjugacy of the endoscopic group (see [KS99, Lemma 5.1.B]).
Note that, in the case of G = GL2n+1 and H = Sp2n, the normalized transfer
factor is trivial:
Proposition 6.5. For γ ∈ Spsrs2n(F ) and δ ∈ GLθ-srs2n+1(F ) such that γ is a norm of
δ, we have
∆Sp2n,GL2n+1(γ, δ) = 1.
Proof. By Proposition 6.2 and Theorem 6.3 (0), it suffices to check the triviality of
∆IV. This can be done by comparing the definitions of the norm correspondence
and the Weyl discriminants. See [Oi16a, Proposition 4.8] for example. Note that,
in [Oi16a], the triviality of ∆IV is proved for the case where G = GL2n and H =
SO2n+1. However, the same proof works in our case. 
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6.6. Affine generic data of SOµ2n. Let u ∈ k× and ±ξu the following data:
±ξu :=
(
F [ϕu], F [ϕ
2
u], c
′
u :=
(−1)n
2n̟u
, ±yu := ±1 + ϕu
1− ϕu
)
.
Here, an index set I is a singleton and we omitted it from the above data, and
ϕu is a fixed root of the polynomial T
2n −̟u ∈ F [T ]. We write τ for the unique
nontrivial element of Gal(F [ϕu]/F [ϕ
2
u]). Note that we have τ(ϕu) = −ϕu.
Lemma 6.6. The data ±ξu correspond to elements of SOµ2n(F ) for an exactly one
quadratic character µ of F×. Moreover, the character µ is ramified and corresponds
to the following quadratic extension of F :
Eµ = F
(»
(−1)n−1̟u
)
.
Proof. We first recall that, from the data ±ξu, the symmetric bilinear form qF [ϕu]
is defined by
qF [ϕu] : F [ϕu]× F [ϕu]→ F
(w,w′) 7→ TrF [ϕu]/F
(
τ(w) · w′ · c′u
)
.
We compute this. Since elements of HomF (F [ϕu], F ) is given by
ϕu 7→ ϕuζj2n
for 1 ≤ j ≤ 2n, we have
TrF [ϕu]/F (ϕ
i
u) =
2n−1∑
j=0
(ϕuζ
j
2n)
i = ϕiu
2n−1∑
j=0
ζij2n =
®
2n̟u if i = 2n,
0 if 1 ≤ i < 2n.
Here ζ2n is a primitive 2n-th root of unity. Therefore, if we choose a basis of F [ϕu]
over F to be
{ϕ2n−1u , . . . , ϕn+1u , ϕnu, ϕ2nu ,−ϕn−1u , . . . , (−1)n−1ϕu},
then the representation matrix of qF [ϕu] is given by
1
. .
.
1
1
(−1)n̟u
1
. .
.
1

.

We compute a matrix representation of the element of SOµ2n(F ) corresponding
to the data ξu. If we choose a basis of F [ϕu] over F to be
{ϕ2n−1u , . . . , ϕn+1u , ϕnu, ϕ2nu , ϕn−1u , . . . , ϕu},
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then the matrix representation of ξu with respect to this basis is given by
1
1−̟u

1 +̟u 2 2 2̟u
. . .
...
... 2
2̟u 1 +̟u 2 2̟u
2̟u . . . 2̟u 1 +̟u 2̟u 2 . . . 2
2 . . . 2 2 1 +̟u 2 . . . 2
2̟u 2̟u 1 +̟u 2
2̟u
...
...
. . .
2̟u 2̟u 2̟u 1 +̟u

.
Here, in order to simplify this expression, we introduce the following matrices:
An =
Ö
1 +̟u 2
. . .
2̟u 1 +̟u
è
∈Mn−1,n−1(F ),
Bn =
Ö
2 . . . 2
...
. . .
...
2 . . . 2
è
∈Mn−1,n−1(F ),
Xn :=
Ö
1
...
1
è
∈Mn−1,1(F ), and Yn :=
(
1 . . . 1
) ∈M1,n−1(F ).
Then the above matrix is expressed as follows:
1
1−̟u
Ü
An 2Xn 2̟uXn Bn
2̟uYn 1 +̟u 2̟u 2Yn
2Yn 2 1 +̟u 2Yn
̟uBn 2̟uXn 2̟uXn An
ê
.
By the computation in the proof of Lemma 6.6, if we take a basis of F [ϕu] to be
{ϕ2n−1u , . . . , ϕn+1u , ϕnu, vϕ2nu ,−ϕn−1u , . . . , (−1)n−1ϕu},
then the representation matrix of the quadratic form qF [ϕu] is given by Jµ. Here v
is an element of k× satisfying®
v2(−1)n−1u = 1 if (−1)n−1u ∈ k×2,
v2(−1)n−1u = ǫ if (−1)n−1u 6∈ k×2.
Thus, if we put
Q := diag
(
1, . . . , 1︸ ︷︷ ︸
n
, v−1,−1, 1, . . . , (−1)n−1︸ ︷︷ ︸
n−1
)
,
then
g
SOµ2n
u :=
1
1−̟u ·Q
Ü
An 2Xn 2̟uXn Bn
2̟uYn 1 +̟u 2̟u 2Yn
2Yn 2 1 +̟u 2Yn
̟uBn 2̟uXn 2̟uXn An
ê
Q−1
is an element of SOµ2n which corresponds to the data ξu.
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In particular, this matrix belongs to the pro-unipotent radical I+
SOµ2n
of the Iwa-
hori subgroup and its simple affine components are given by
(2, . . . , 2, 2v−1).
Here note that, for each u, there exists two candidates of v ∈ k× satisfying the above
condition. In fact, there exists two stable SOµ2n-conjugacy classes corresponding to
the data ξu, and the other one is represented by
wµg
SOµ2n
u w
−1
µ
(recall that
wµ =
Ü
In−1
1
−1
In−1
ê
∈ Oµ2n(F ) \ SOµ2n(F )).
Lemma 6.7. Let Pξu(T ) be the polynomial corresponding to ξu in Proposition 6.3.
Namely, we set
Pξu(T ) =
2n∏
j=1
(
T − 1 + ϕuζ
j
2n
1− ϕuζj2n
)
.
Then we have
P ′ξu(yu) · Pξu(−1) ≡
2ϕ2n−1u
(1− ϕu)2n−1 ·
2n
1 + ϕu
mod NrF [ϕu]/F [ϕ2u]
(
F [ϕu]
×).
Proof. We have
P ′ξu(yu) =
2n−1∏
j=1
(
1 + ϕu
1− ϕu −
1 + ϕuζ
j
2n
1− ϕuζj2n
)
=
2n−1∏
j=1
2ϕu
(
1− ζj2n
)
(1− ϕu)
(
1− ϕuζj2n
) = (2ϕu)2n−1
(1− ϕu)2n−1 ·
2n∏2n−1
j=1
(
1− ϕuζj2n
) .
On the other hand, we have
Pξu(−1) =
2n∏
j=1
(
−1− 1 + ϕuζ
j
2n
1− ϕuζj2n
)
=
(−2)2n∏2n
j=1
(
1− ϕuζj2n
) .
Thus we get
P ′ξu(yu) · Pξu(−1) =
(2ϕu)
2n−1
(1− ϕu)2n−1 ·
2n∏2n−1
j=1
(
1− ϕuζj2n
) · (−2)2n∏2n
j=1
(
1− ϕuζj2n
)
≡ 2ϕ
2n−1
u
(1− ϕu)2n−1 ·
2n
1 + ϕu
.

Lemma 6.8. Let P−ξu(T ) be the polynomial corresponding to −ξu in Proposition
6.3. Namely, we set
P−ξu(T ) =
2n∏
j=1
(
T +
1 + ϕuζ
j
2n
1− ϕuζj2n
)
.
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Then we have
P ′−ξu(−yu) · P−ξu(−1) ≡
2ϕ−1u
(1− ϕu)2n−1 ·
2n
1 + ϕu
mod NrF [ϕu]/F [ϕ2u]
(
F [ϕu]
×).
Proof. We have
P ′−ξu(−yu) = (−1)2n−1P ′ξu(yu) = −P ′ξu(yu).
On the other hand, we have
P−ξu(−1) =
2n∏
j=1
2ϕuζ
j
2n
1− ϕuζj2n
=
(2ϕu)
2n · ζ
2n(2n−1)
2
2n∏2n
j=1
(
1− ϕuζj2n
) = −ϕ2nu Pξu(−1).
Thus we get
P ′−ξu(−yu) · P−ξu(−1) = ϕ2nu P ′ξu(yu) · Pξu(−1) ≡
2ϕ−1u
(1− ϕu)2n−1 ·
2n
1 + ϕu
.

Lemma 6.9. We have
DSOµ2n
(±gSOµ2nu ) = q−n−12 .
Proof. Since the ratio of g
SOµ2n
u to −gSO
µ
2n
u belongs to the center of SO
µ
2n, we have
DSOµ2n
(
g
SOµ2n
u
)
= DSOµ2n
(−gSOµ2nu ).
To compute DSOµ2n(g
SOµ2n
u ), we fix an isomorphism SO
µ
2n,F
∼= SO2n,F and take
an element
t = diag(t1, . . . , tn, t
−1
n , . . . , t
−1
1 ) ∈ SO2n(F )
which is conjugate to g
SOµ2n
u and lies in the diagonal maximal torus of SO2n(F ).
Then, since the set of absolute roots of SO2n is given by
{±ei ± ej | 1 ≤ i ≤ j ≤ n},
we have
DSOµ2n(g
SOµ2n
u ) =
∏
α∈{±ei±ej}
∣∣α(t)− 1∣∣ 12 .
On the other hand, by the definition of g
SOµ2n
u , we have{
t±1i | i = 1, . . . , n
}
=
{
1 + ϕuζ
j
2n
1− ϕuζj2n
∣∣∣∣∣ j = 1, . . . , 2n
}
.
Thus ti’s are distinct each other and val(α(t) − 1) is given by 1/2n for every α.
Hence we have
val
( ∏
α∈{±ei±ej}
(
α(t)− 1)) = ∣∣{±ei ± ej}∣∣ · 1
2n
= 2n(n− 1) · 1
2n
= n− 1,
and
DSOµ2n
(
g
SOµ2n
u
)
= q−
n−1
2 .

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6.7. The case of (twisted GL2n, SO
µ
2n). For u ∈ k×, we set
ξGL2nu :=
(
F [ϕu], F [ϕ
2
u], xu =
ϕ−1u
2n̟u
· (1 + ϕu)
)
, and
ξ˜GL2nu :=
(
F [ϕu], F [ϕ
2
u], ϕuxu =
1
2n̟u
· (1 + ϕu)
)
.
Then ξu (resp. −ξu) corresponds to ξGL2nu (resp. ξ˜GL2nu ) in the sense of Section 6.2.
We compute the θ-conjugacy classes corresponding to ξGL2nu and ξ˜
GL2n
u . Let us
compute the matrix representations of the bilinear forms
F [ϕu]× F [ϕu]→ F
(v, v′) 7→ TrF [ϕu]/F
(
τ(v)v′xu
)
, and
(v, v′) 7→ TrF [ϕu]/F
(
τ(v)v′ϕuxu
)
.
We take a basis of F [ϕu] to be {
ϕ2nu , . . . , ϕu
}
.
Then the matrix representations of above two bilinear forms are given by
J2n
à
1 1
. . .
. . .
. . . 1
̟u 1
í
= J2n(1 + ϕ
GL2n
u ), and
J2n

0 1 1
. . .
. . .
. . .
. . .
. . . 1
̟u
. . . 1
̟u ̟u 0
 = J2nϕ
GL2n
u (1 + ϕ
GL2n
u ).
Therefore the corresponding θ-conjugacy classes are represented by
θ(1 + ϕGL2nu ), and θ
(
ϕGL2nu (1 + ϕ
GL2n
u )
)
(recall the correspondence between elements of GL2n(F ) and bilinear forms on F
⊕2n
in Section 6.1). Since in general g ∈ GL2n(F ) is θ-conjugate to θ(g) ∈ GL2n(F ), if
we put
gGL2nu := 1 + ϕ
GL2n
u , and
g˜GL2nu := ϕ
GL2n
u (1 + ϕ
GL2n
u ),
then these are strongly θ-regular θ-semisimple elements of GL2n(F ) corresponding
to the data ξu and ξ˜u. Note that g
GL2n
u is an affine generic element of GL2n(F )
with simple affine components
(1, . . . , 1︸ ︷︷ ︸
2n−1
, u).
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Proposition 6.10. Let (γ, δ) be either (g
SOµ2n
u , gGL2nu ) or (−gSO
µ
2n
u , g˜GL2nu ). Then
we have
∆IVSOµ2n,GL2n
(γ, δ) = ω0(−1).
Proof. By Propositions 6.3 and 6.1, we have
∆IVSOµ2n,GL2n
(
g
SOµ2n
u , g
GL2n
u
)
= sgnF [ϕu]/F [ϕ2u]
(
−x−1u ·P ′ξu(yu)·Pξu(−1)·y1−nu (1+yu)
)
.
By Corollary 6.7, we have
− x−1u · P ′ξu(yu) · Pξu(−1) · y1−nu (1 + yu)
≡ −2n̟u · ϕu
1 + ϕu
· 2ϕ
2n−1
u
(1 − ϕu)2n−1 ·
2n
1 + ϕu
· (1 + ϕu)
1−n
(1 − ϕu)1−n ·
2
1− ϕu
≡ −1.
Thus we get
∆IVSOµ2n,GL2n
(
g
SOµ2n
u , g
GL2n
u
)
= ω0(−1).
We next compute ∆IVSOµ
2n
,GL2n
(−gSOµ2nu , g˜GL2nu ). Similar to the above case, we
have
− (ϕuxu)−1 · P ′−ξu(−yu) · P−ξu(−1) · (−yu)1−n(1− yu)
≡ 2n̟u · 1
1 + ϕu
· 2ϕ
−1
u
(1− ϕu)2n−1 ·
2n
1 + ϕu
· (−1)1−n · (1 + ϕu)
1−n
(1 − ϕu)1−n ·
2ϕu
1− ϕu
≡ ̟u · (−1)1−n
≡ −1.
Hence we have
∆IVSOµ2n,GL2n
(−gSOµ2nu , g˜GL2nu ) = ω0(−1).

Lemma 6.11. Let δ be either gGL2nu or g˜
GL2n
u . Then we have
DGL2n,θ(δ) =
®
q−
n
2 if δ = gGL2nu ,
q−
n−1
2 if δ = g˜GL2nu .
Proof. We first compute DGL2n,θ(g
GL2n
u ). Let s ∈ GL2n(F ) be a diagonal matrix
diag(s1, . . . , s2n) which is θ-conjugate to g
GL2n
u in GL2n(F ). The θ-action on the
set of roots ΦGL2n = {ei − ej | 1 ≤ i, j ≤ 2n} is given by
ei − ej 7→ e2n+1−j − e2n+1−i,
and a root ei− ej is fixed by θ if and only if i+ j = 2n+1. Therefore the θ-twisted
Weyl discriminant of gGL2nu is given by∣∣∣det(Ad(s) ◦ θ − 1 ∣∣ gl2n/tGL2n)∣∣∣ 12
=
∏
1≤i,j≤2n
i+j=2n+1
∣∣∣∣ sisj − 1
∣∣∣∣ 12 ∏
1≤i6=j≤2n
i+j>2n+1
∣∣∣∣1− sisj · s2n+1−js2n+1−i
∣∣∣∣ 12 .
Here gl2n (resp. tGL2n) is the Lie algebra of GL2n (resp. the diagonal maximal torus
TGL2n of GL2n).
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Since we may assume
si = 1 + ϕuζ
i
2n
for every 1 ≤ i ≤ 2n, the valuations of
si
sj
− 1 and 1− si
sj
· s2n+1−j
s2n+1−i
are given by 12n (note that we assume that p is not equal to 2). On the other hand,
we can check ∣∣{(i, j) | 1 ≤ i, j ≤ 2n, i+ j = 2n+ 1}∣∣ = 2n, and∣∣{(i, j) | 1 ≤ i 6= j ≤ 2n, i+ j > 2n+ 1}∣∣ = 2n(n− 1).
Thus we have
val ◦ det(Ad(s) ◦ θ − 1 ∣∣ gl2n/tGL2n) = 2n · 12n + 2n(n− 1) · 12n = n.
Hence we get
DGL2n,θ(g
GL2n
u ) = q
−n2 .
We next compute DGL2n,θ(g˜
GL2n
u ). Let s
′ ∈ GL2n(F ) be a diagonal matrix
diag(s′1, . . . , s
′
2n) which is θ-conjugate to g˜
GL2n
u in GL2n(F ). Since we may assume
s′i = ϕuζ
i
2n(1 + ϕuζ
i
2n)
for every 1 ≤ i ≤ 2n, the valuations of
si
sj
− 1 and 1− si
sj
· s2n+1−j
s2n+1−i
are given by 0 and 12n , respectively. Thus, similarly to the above case, we have
val ◦ det(Ad(δ) ◦ θ − 1 ∣∣ gl2n/tGL2n) = 2n · 0 + 2n(n− 1) · 12n = n− 1.
Hence we get
DGL2n,θ(g˜
GL2n
u ) = q
−n−12 .

Proposition 6.12. Let (γ, δ) be either (g
SOµ2n
u , gGL2nu ) or (−gSO
µ
2n
u , g˜GL2nu ). Then
we have
∆SOµ2n,GL2n,IV(γ, δ) =
{
q−
1
2 if (γ, δ) = (g
SOµ2n
u , gGL2nu ),
1 if (γ, δ) = (−gSO
µ
2n
u , g˜GL2nu ).
Proof. This follows from the definition of the fourth factor and Lemmas 6.9 and
6.11. 
In summary, we get the following:
Proposition 6.13. Let (γ, δ) be either (g
SOµ2n
u , gGL2nu ) or (−gSO
µ
2n
u , g˜GL2nu ). Then
we have
∆SOµ2n,GL2n(γ, δ) =
{
ω0(−1)G(ω0, ψ)−1 if (γ, δ) = (gSO
µ
2n
u , gGL2nu ),
ω0(−1)G(ω0, ψ)−1q 12 if (γ, δ) = (−gSO
µ
2n
u , g˜GL2nu ).
Proof. We combine Propositions 6.10, 6.12, and 6.2. 
63
6.8. The case of (Sp2n, SO
µ
2n). For u ∈ k×, we put
±ξSp2nu :=
(
F [ϕu], F [ϕ
2
u], cu =
−ϕu
2n̟u
, ±yu = ±1 + ϕu
1− ϕu
)
.
Then ξu (resp. −ξu) corresponds to ξSp2nu (resp. ξ˜Sp2nu ) in the sense of Section 6.2.
If we take a basis of F [ϕu] to be{
ϕ2nu , . . . , ϕu
}
,
then the matrices corresponding to ±ξSp2nu are given by
±gSp2nu := ±
1
1−̟u
Ö
1 +̟u 2
. . .
2̟u 1 +̟u
è
.
In particular, g
Sp2n
u is an affine generic elements with simple affine components
(2, . . . , 2︸ ︷︷ ︸
n
, 2u).
Proposition 6.14. Let (γ, δ) be either (g
SOµ2n
u , g
Sp2n
u ) or (−gSO
µ
2n
u ,−gSp2nu ). Then
we have
∆IVSOµ2n,Sp2n
(γ, δ) =
{
ω0(−2) if (γ, δ) = (gSO
µ
2n
u , g
Sp2n
u ),
ω0(2) if (γ, δ) = (−gSO
µ
2n
u ,−gSp2nu ).
Proof. We first show (1). By Propositions 6.3 and 6.1, we have
∆IVSOµ2n,Sp2n
(
g
SOµ2n
u , g
Sp2n
u
)
= sgnF [ϕu]/F [ϕ2u]
( −ϕu
2n̟u
· P ′ξu(yu) · Pξu(−1) · y1−nu
)
.
By Corollary 6.7, we have
−ϕu
2n̟u
·P ′ξu(y′)·Pξu (−1)·y′1−n ≡
−ϕu
2n̟u
· 2ϕ
2n−1
u
(1− ϕu)2n−1 ·
2n
1 + ϕu
· (1 + ϕu)
1−n
(1− ϕu)1−n ≡ −2
(note that ϕ2nu = ̟u and τ(ϕu) = −ϕu). Thus we get (1).
We next show (2). Similar to the above case, we have
−ϕu
2n̟u
· P ′−ξu(−y′) · P−ξu(−1) · (−y′)1−n
=
(−1)nϕu
2n̟u
· 2ϕ
−1
u
(1− ϕu)2n−1 ·
2n
1 + ϕu
· (1 + ϕu)
1−n
(1− ϕu)1−n
≡ (−1)n2(̟u)−1 ≡ 2.
Thus we get (2). 
Lemma 6.15. We have
DSp2n(±gSp2nu ) = q−
n
2 .
Proof. Since the absolute roots of Sp2n are given by
{±ei ± ej | 1 ≤ i < j ≤ 2n} ⊔ {ei | 1 ≤ i ≤ 2n},
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by the same argument as the proof of Lemma 6.9, we can compute the Weyl dis-
criminants as follows:
val ◦ det(Ad(t)− 1 ∣∣ sp2n/tSp2n) = ∣∣{±ei ± ej}∣∣ · 12n + ∣∣{±2ei}∣∣ · 12n
= 2n(n− 1) · 1
2n
+ 2n · 1
2n
= n.
Hence we get
DSp2n(±gSp2nu ) = q−
n
2 .

Proposition 6.16. Let (γ, δ) be either (g
SOµ2n
u , g
Sp2n
u ) or (−gSO
µ
2n
u ,−gSp2nu ). Then
we have
∆SOµ2n,Sp2n,IV(γ, δ) = q
− 12 .
Proof. This follows from the definition of the fourth factor and Lemmas 6.9 and
6.15. 
In summary, we get the following:
Proposition 6.17. Let (γ, δ) be either (g
SOµ2n
u , g
Sp2n
u ) or (−gSO
µ
2n
u ,−gSp2nu ). Then
we have
∆SOµ2n,Sp2n(γ, δ) =
{
ω0(−2)G(ω0, ψ)−1 if (γ, δ) = (gSO
µ
2n
u , g
Sp2n
u ),
ω0(2)G(ω0, ψ)
−1 if (γ, δ) = (−gSO
µ
2n
u ,−gSp2nu ).
Proof. We combine Propositions 6.14, 6.16, and 6.2. 
6.9. The case of (SO2n+2, SO
µ
2n× SOµ2 ). We put
H+ := SO
µ
2n, H− := SO
µ
2 , and H := H+ ×H−.
Here we assume that µ is a ramified quadratic character of F×.
Let u be an element of k× satisfying
Eµ = F
Å»
(−1)n−1̟u
ã
.
Note that this condition is equivalent to the condition that NrEµ/F (
√
(−1)n−1̟u) =
(−1)n̟u is mapped to 1 via µ. Since the restriction of µ to O× is given by the lift
of the quadratic character ω0 of k
×, the above condition is furthermore equivalent
to the condition that
ω0
(
(−1)n−1u) = µ(−̟).
For this u ∈ k×, we set
ξ+u :=
(
F [ϕu], F [ϕ
2
u], c
+
u =
(−1)n+1
2n̟u
, y+u =
1 + ϕu
1− ϕu
)
, and
ξ−u :=
(
F [
√
̟u˜], F, c−u =
−1
2̟u˜
, y−u =
1 +
√
̟u˜
1−√̟u˜
)
,
where
u˜ := (−1)n+1u.
Then the data ξ+u ⊔ ξ−u corresponds to (ξ+u , ξ−u ) in the sense of Section 6.2. We
compute matrix representations of these conjugacy classes.
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Let us first consider the following basis of F [ϕu]⊕ F [
√
̟u˜]:{
ϕ2nu , . . . , ϕu, ̟u˜,
√
̟u˜
}
.
Then the matrix representation of the bilinear form corresponding to the data
ξ+u ⊔ ξ−u is given by Å
J+u 0
0 J−u
ã
,
where
J+u :=
Å
(−1)n+1̟u 0
0 (−1)nJ2n−1
ã
, and J−u :=
Å−̟u˜
1
ã
.
If we put
Q :=

−1 0 0 0 0 (−1)n2̟u
0 In−1 0 0 0 0
0 0 −12 1 0 0
0 0 0 0 In−1 0
−1 0 0 0 0 (−1)n+12̟u
0 0 12 1 0 0
 , and
D := diag(1, . . . , 1︸ ︷︷ ︸
n+2
, 1,−1, 1 . . . , (−1)n−2︸ ︷︷ ︸
n−1
, 1),
then we have
t(QD) ·
Å
J+u 0
0 J−u
ã
·QD = J
1
.
Thus, if we put
gSO2n+2u := (QD)
−1 · diag(ξ+u , ξ−u ) ·QD,
then g
SO2n+2
u belongs to SO2n+2(F ). Here we denote the element of SO(diag(J
+
u , J
−
u ))
corresponding to the data (ξ+u , ξ
−
u ) by diag(ξ
+
u , ξ
−
u ).
When n+ 1 is odd, the matrix Q−1 diag(ξ+u , ξ
−
u )Q is given by
1
1−̟u

1+(̟u)2
1+̟u −Yn ̟u1+̟u −21+̟u −Yn −11+̟u
−2̟uXn An −Xn 2Xn Bn Xn
4̟u
1+̟u −2̟uYn 1+(̟u)
2
1+̟u
−4̟u
1+̟u −2Yn −2̟u1+̟u
− 2(̟u)21+̟u ̟uYn −̟u1+̟u 1+(̟u)
2
1+̟u Yn
1
1+̟u
−2̟uXn ̟uBn −̟uXn 2̟uXn An Xn
−4(̟u)2
1+̟u 2̟uYn
−2̟u
1+̟u
4(̟u)2
1+̟u 2̟uYn
1+(̟u)2
1+̟u

.
When n+ 1 is even, the matrix Q−1 diag(ξ+u , ξ
−
u )Q is given by
1
1−̟u

1 +̟u −Yn 0 −2 −Yn 0
−2̟uXn An −Xn 2Xn Bn −Xn
0 −2̟uYn 1 +̟u 0 2Yn −2
−2̟u ̟uYn 0 1 +̟u Yn 0
−2̟uXn ̟uBn −̟uXn 2̟uXn An −Xn
0 −2̟uYn 2̟u 0 −2̟uYn 1 +̟u
 .
In particular, g
SO2n+2
u belongs to the standard Iwahori subgroup of SO2n+2(F )
and its simple affine components are given by(−1, 2, . . . , 2︸ ︷︷ ︸
n−2
,−1, 2, (−1)n−12u).
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We next consider the matrix representation of ξ+u ⊔ −ξ−u . We can check easily
that
(QD)−1 ·
Å
I2n
−I2
ã
·QD = ϕSO2n+2−2−1,2u(−1)n+1
=

0 0 0 0 0 (−1)
n+1
2̟u
0 In−1 0 0 0 0
0 0 0 −2 0 0
0 0 − 12 0 0 0
0 0 0 0 In−1 0
2̟u(−1)n+1 0 0 0 0 0
 .
Thus the conjugacy class corresponding to the data ξ+u ⊔ −ξ−u is represented by
gSO2n+2u · ϕSO2n+2−2−1,2u(−1)n+1.
Proposition 6.18. We have
∆IVH,SO2n+2(γ, δ) =

ω0(−2) if (γ, δ) corresponds to
(
(ξ+u , ξ
−
u ), ξ
+
u ⊔ ξ−u
)
,
ω0(2) if (γ, δ) corresponds to
(
(−ξ+u ,−ξ−u ), −ξ+u ⊔−ξ−u
)
,
ω0(2) if (γ, δ) corresponds to
(
(ξ+u ,−ξ−u ), ξ+u ⊔ −ξ−u
)
.
Proof. We consider the first case. By Propositions 6.3 and 6.1, the transfer factor
is given by
sgnF [ϕu]/F [ϕ2u]
(
(−1)n4c+uP ′(ξ+u ,ξ−u )(y
+
u )P(ξ+u ,ξ−u )(−1)(y+u )−n
y+u + 1
y+u − 1
)
,
where P(ξ+u ,ξ−u ) is the polynomial corresponding to (ξ
+
u , ξ
−
u ) which is given by
P(ξ+u ,ξ−u )(T ) = Pξ+u (T ) ·
Å
T − 1 +
√
̟u˜
1−√̟u˜
ã
·
Å
T − 1−
√
̟u˜
1 +
√
̟u˜
ã
.
Thus we have
P ′
(ξ+u ,ξ
−
u )
(y+u ) = P
′
ξu(y
+
u ) ·
2(ϕu −
√
̟u˜)
(1 − ϕu)(1 −
√
̟u˜)
· 2(ϕu +
√
̟u˜)
(1− ϕu)(1 +
√
̟u˜)
= P ′ξu(y
+
u ) ·
4(ϕ2u −̟u˜)
(1 − ϕu)2(1−̟u˜) , and
P(ξ+u ,ξ−u )(−1) = Pξ+u (−1) ·
−2
1−√̟u˜ ·
−2
1 +
√
̟u˜
= Pξ+u (−1) ·
4
1−̟u˜ .
Hence, by noting that Pξ+u = Pξu and y
+
u = yu, we get
(−1)n4c+uP ′(ξ+u ,ξ−u )(y
+
u )P(ξ+u ,ξ−u )(−1)(y+u )−n
y+u + 1
y+u − 1
≡ − 1
2n̟u
(ϕ2u −̟u˜)
(1− ϕu)2 P
′
ξu(y
+
u )Pξu (−1)
(1 + ϕu)
−n
(1 − ϕu)−n
2
2ϕu
≡ − 1
2n̟u
(ϕ2u −̟u˜)
(1− ϕu)2
2ϕ2n−1u
(1 − ϕu)2n−1 ·
2n
1 + ϕu
(1 + ϕu)
−n
(1 − ϕu)−n
2
2ϕu
≡ −2(1− ϕ−2u ̟u˜)
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by Lemma 6.7. Finally, since F [ϕu]/F [ϕ
2
u] is a ramified quadratic extension, ϕ
−2
u ̟u˜
lies in the image of NrF [ϕu]/F [ϕ2u]. Thus we get
−2(1− ϕ−2u ̟u˜) ≡ −2 mod NrF [ϕu]/F [ϕ2u](F [ϕu]×).
Next we show the second case. The polynomial P(−ξ+u ,−ξ−u ) corresponding to
(−ξ+u ,−ξ−u ) is given by
P(−ξ+u ,−ξ−u )(T ) = P−ξ+u (T ) ·
Å
T +
1 +
√
̟u˜
1−√̟u˜
ã
·
Å
T +
1−√̟u˜
1 +
√
̟u˜
ã
Thus we have
P ′
(−ξ+u ,−ξ−u )(−y
+
u ) = P
′
−ξ+u (−y
+
u ) ·
−2(ϕu −
√
̟u˜)
(1 − ϕu)(1 −
√
̟u˜)
· −2(ϕu +
√
̟u˜)
(1− ϕu)(1 +
√
̟u˜)
= P ′−ξ+u (−y
+
u ) ·
4(ϕ2u −̟u˜)
(1 − ϕu)2(1−̟u˜) , and
P(−ξ+u ,−ξ−u )(−1) = P−ξ+u (−1) ·
2
√
̟u˜
1−√̟u˜ ·
−2√̟u˜
1 +
√
̟u˜
= P−ξ+u (−1) ·
−4̟u˜
1−̟u˜.
Then the ratio of the interior of the sign character of Waldspurger’s formula for(
(ξ+u , ξ
−
u ), ξ
+
u ⊔ ξ−u
)
to that of
(
(−ξ+u ,−ξ−u ), −ξ+u ⊔ −ξ−u
)
is given by
(−1)n (y
+
u + 1)
2
(y+u − 1)2P
′
(ξ+u ,ξ
−
u )
(y+u )P(ξ+u ,ξ−u )(−1)P ′(−ξ+u ,−ξ−u )(−y
+
u )
−1P(−ξ+u ,−ξ−u )(−1)−1
= (−1)n (y
+
u + 1)
2
(y+u − 1)2P
′
ξu(yu)Pξu(−1)P ′−ξu(−yu)−1P−ξu(−1)−1 · (−̟u˜)−1
≡ (−1)n 2
2
(2ϕu)2
ϕ2nu ·
(
(−1)n̟u)−1
≡ ϕ−2u ≡ −1.
Finally we show the third case. The polynomial P(ξ+u ,−ξ−u ) corresponding to
(ξ+u ,−ξ−u ) is given by
P(ξ+u ,−ξ−u )(T ) = Pξ+u (T ) ·
Å
T +
1 +
√
̟u˜
1−√̟u˜
ã
·
Å
T +
1−√̟u˜
1 +
√
̟u˜
ã
.
Thus we have
P ′
(ξ+u ,−ξ−u )(y
+
u ) = P
′
ξ+u
(y+u ) ·
2(1− ϕu
√
̟u˜)
(1− ϕu)(1 −
√
̟u˜)
· 2(1 + ϕu
√
̟u˜)
(1− ϕu)(1 +
√
̟u˜)
= P ′
ξ+u
(y+u ) ·
4(1− ϕ2u̟u˜)
(1− ϕu)2(1−̟u˜) , and
P(ξ+u ,−ξ−u )(−1) = Pξ+u (−1) ·
2
√
̟u˜
1−√̟u˜ ·
−2√̟u˜
1 +
√
̟u˜
= Pξ+u (−1) ·
−4̟u˜
1−̟u˜ .
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Then the ratio of the interior of the sign character of Waldspurger’s formula for(
(ξ+u , ξ
−
u ), ξ
+
u ⊔ ξ−u
)
to that of
(
(ξ+u ,−ξ−u ), ξ+u ⊔−ξ−u
)
is given by
P ′
(ξ+u ,ξ
−
u )
(y+u )P(ξ+u ,ξ−u )(−1)P ′(ξ+u ,−ξ−u )(y
+
u )
−1P(ξ+u ,−ξ−u )(−1)−1
=
ϕ2u −̟u˜
1− ϕ2u̟u˜
· (−̟u˜)−1
≡ −1.

Lemma 6.19. We have
DSO2n+2(γ) =

q−
n+1
2 if γ corresponds to (ξ+u , ξ
−
u ),
q−
n+1
2 if γ corresponds to (−ξ+u ,−ξ−u ),
q−
n−1
2 if γ corresponds to (ξ+u ,−ξ−u ).
Proof. It is enough to compute the first and third cases.
Let {x1, . . . , x2n} = {x±11 , . . . , x±1n } (resp. {y1, y2} = {y±1}) be the set of roots
of Pξ+u (resp. Pξ−u ). Then, since the set of absolute roots of SO2n+2 is given by
{±ei ± ej | 1 ≤ i < j ≤ n},
we have
DSO2n+2(ξ
+
u ,±ξ−u ) = DSO2n(ξ+u ) ·
2n∏
i=1
2∏
j=1
|xi ∓ yj| 12 .
Here, we denote the Weyl discriminant of γ which corresponds to (ξ+u ,±ξ−u ) simply
by DSO2n+2(ξ
+
u ,±ξ−u ).
Since we have
2n∏
i=1
2∏
j=1
(xi − yj) =
2n∏
i=1
Å
1 + ϕuζ
i
2n
1− ϕuζi2n
− 1 +
√
̟u˜
1−√̟u˜
ãÅ
1 + ϕuζ
i
2n
1− ϕuζi2n
− 1−
√
̟u˜
1 +
√
̟u˜
ã
=
2n∏
i=1
2(ϕuζ
i
2n −
√
̟u˜)
(1 − ϕuζi2n)(1 −
√
̟u˜)
· 2(ϕuζ
i
2n +
√
̟u˜)
(1 − ϕuζi2n)(1 +
√
̟u˜)
and
2n∏
i=1
2∏
j=1
(xi + yj) =
2n∏
i=1
Å
1 + ϕuζ
i
2n
1− ϕuζi2n
+
1 +
√
̟u˜
1−√̟u˜
ãÅ
1 + ϕuζ
i
2n
1− ϕuζi2n
+
1−√̟u˜
1 +
√
̟u˜
ã
=
2n∏
i=1
2(1− ϕuζi2n
√
̟u˜)
(1 − ϕuζi2n)(1 −
√
̟u˜)
· 2(1 + ϕuζ
i
2n
√
̟u˜)
(1 − ϕuζi2n)(1 +
√
̟u˜)
,
we get
2n∏
i=1
2∏
j=1
|xi − yj | 12 = q−2n×( 12n+ 12n )× 12 = q−1, and
2n∏
i=1
2∏
j=1
|xi + yj | 12 = 1.
Then, by Lemma 6.9, we get the results. 
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Proposition 6.20. We have
∆H,SO2n+2,IV(γ, δ) =

q−1 if (γ, δ) corresponds to
(
(ξ+u , ξ
−
u ), ξ
+
u ⊔ ξ−u
)
,
q−1 if (γ, δ) corresponds to
(
(−ξ+u ,−ξ−u ), −ξ+u ⊔ −ξ−u
)
,
1 if (γ, δ) corresponds to
(
(ξ+u ,−ξ−u ), ξ+u ⊔ −ξ−u
)
.
Proof. This follows from the definition of the fourth factor and Lemmas 6.9 and
6.19. 
In summary, we get the following:
Proposition 6.21. We have
∆H,SO2n+2(γ, δ) =

ω0(2)q
−1 if (γ, δ) corresponds to
(
(ξ+u , ξ
−
u ), ξ
+
u ⊔ ξ−u
)
,
ω0(−2)q−1 if (γ, δ) corresponds to
(
(−ξ+u ,−ξ−u ), −ξ+u ⊔−ξ−u
)
,
ω0(−2) if (γ, δ) corresponds to
(
(ξ+u ,−ξ−u ), ξ+u ⊔ −ξ−u
)
.
Proof. We combine Propositions 6.18, 6.20, and 6.2. 
6.10. The case of (SOur2n+2, SO
µ
2n× SOµ¯2 ). We put
H+ := SO
µ
2n, H− := SO
µ¯
2 , and H := H+ ×H−.
Here we assume that µ and µ¯ are distinct ramified quadratic characters of F× (note
that we have µur = µµ¯).
Let u be an element of k× satisfying
Eµ = F
Å»
(−1)n−1̟u
ã
.
Recall that this condition is equivalent to the condition that
ω0
(
(−1)n−1u) = µ(−̟)
(see Section 6.9).
For this u ∈ k×, we set
ξ+u :=
(
F [ϕu], F [ϕ
2
u], c
+
u =
(−1)n
2n̟u
, y+u =
1 + ϕu
1− ϕu
)
, and
ξ−u :=
(
F [
√
̟u˜], F, c−u =
−ǫ
2̟2v2
, y−u =
1 +
√
̟u˜
1−√̟u˜
)
,
where
u˜ := (−1)n+1uǫ.
Then the data ξ+u ⊔ ξ−u corresponds to (ξ+u , ξ−u ) in the sense of Section 6.2. We
compute matrix representations of these conjugacy classes.
Let us consider the following basis of F [ϕu]⊕ F [
√
̟u˜]:{
ϕ2nu , . . . , ϕu, ̟u˜,
√
̟u˜
}
.
Then the matrix representation of the bilinear form corresponding to the data
ξ+u ⊔ ξ−u is given by Å
J+u 0
0 J−u
ã
,
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where
J+u :=
Å
(−1)n̟u 0
0 (−1)n−1J2n−1
ã
and J−u :=
Ç−ǫ 0
0 1(−1)n+1̟u
å
.
If we put
Q :=
à
1 0 0 0 (−1)
n
2̟u
0 In 0 0 0
0 0 0 In−1 0
0 0 1 0 0
(−1)n+1̟u 0 0 0 12
í
, and
D := diag
(
1, . . . , 1︸ ︷︷ ︸
n+2
,−1, 1, . . . , (−1)n−1︸ ︷︷ ︸
n−1
, 1
)
,
then we have
t(QD) ·
Å
J+u 0
0 J−u
ã
·QD = Jur.
Thus, if we put
g
SOur2n+2
u := (QD)
−1 · diag(ξ+u , ξ−u ) ·QD,
then g
SOur2n+2
u belongs to SO
ur
2n+2(F ).
When n+ 1 is odd, the matrix Q−1 diag(ξ+u , ξ
−
u )Q is given by
1
1−̟u

1+ǫ(̟u)2
1+ǫ̟u Yn 1 ǫ
1−̟u
1+ǫ̟u Yn
1+ǫ
2(1+ǫ̟u)
2̟uXn An 2Xn 0 Bn Xn
2̟u 2̟uYn 1 +̟u 0 2Yn 1
−2̟u 1−̟u1+ǫ̟u 0 0 (1−̟u)1−ǫ̟u1+ǫ̟u 0 1−̟u1+ǫ̟u
2̟uXn ̟uBn 2̟uXn 0 An Xn
2(1+ǫ)(̟u)2
1+ǫ̟u 2̟uYn 2̟u −2ǫ̟u 1−̟u1+ǫ̟u 2̟uYn 1+ǫ(̟u)
2
1+ǫ̟u
 .
When n+ 1 is even, this matrix Q−1 diag(ξ+u , ξ
−
u )Q is given by
1
1−̟u

1−ǫ(̟u)2
1−ǫ̟u Yn 1 ǫ
1−̟u
1−ǫ̟u Yn
−1+ǫ
2(1−ǫ̟u)
2̟uXn An 2Xn 0 Bn −Xn
2̟u 2̟uYn 1 +̟u 0 2Yn −1
2̟u 1−̟u1−ǫ̟u 0 0 (1−̟u)1+ǫ̟u1−ǫ̟u 0 1−̟u1−ǫ̟u
2̟uXn ̟uBn 2̟uXn 0 An −Xn
2(−1+ǫ)(̟u)2
1−ǫ̟u −2̟uYn −2̟u −2ǫ̟u 1−̟u1−ǫ̟u −2̟uYn 1−ǫ(̟u)
2
1−ǫ̟u
 .
In particular, g
SOur2n+2
u belongs to the standard Iwahori subgroup of SO
ur
2n+2(F )
and its simple affine components are given by(
1, 2, . . . , 2︸ ︷︷ ︸
n−2
, 2, (−1)n−12u).
We next consider the matrix representation of ξ+u ⊔ −ξ−u . We can check easily
that
(QD)−1 ·
Å
I2n
−I2
ã
·QD = ϕSO
ur
2n+2
1,2u(−1)n
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=à
0 0 0 0 (−1)
n
2̟u
0 In 0 0 0
0 0 −1 0 0
0 0 0 In−1 0
2̟u(−1)n 0 0 0 0
í
.
Thus the conjugacy class corresponding to the data ξ+u ⊔ −ξ−u is represented by
g
SOur2n+2
u · ϕSO
ur
2n+2
1,2u(−1)n .
Proposition 6.22. We have
∆IVH,SOur
2n+2
(γ, δ) =

1 if (γ, δ) corresponds to
(
(ξ+u , ξ
−
u ), ξ
+
u ⊔ ξ−u
)
,
−ω0(−1) if (γ, δ) corresponds to
(
(−ξ+u ,−ξ−u ), −ξ+u ⊔ −ξ−u
)
,
−ω0(−1) if (γ, δ) corresponds to
(
(ξ+u ,−ξ−u ), ξ+u ⊔ −ξ−u
)
.
Proof. Since the differences between this case and the split case are ηG, c
+
u , and u˜,
we get the results (note that ω0(−ǫ) = −ω0(−1)). 
By the exactly same computation as in Lemma 6.19 and Proposition 6.20, we
get the following.
Proposition 6.23. We have
∆H,SOur
2n+2
,IV(γ, δ) =

q−1 if (γ, δ) corresponds to
(
(ξ+u , ξ
−
u ), ξ
+
u ⊔ ξ−u
)
,
q−1 if (γ, δ) corresponds to
(
(−ξ+u ,−ξ−u ), −ξ+u ⊔ −ξ−u
)
,
1 if (γ, δ) corresponds to
(
(ξ+u ,−ξ−u ), ξ+u ⊔ −ξ−u
)
.
In summary, we get the following:
Proposition 6.24. We have
∆H,SOur
2n+2
(γ, δ) =

−ω0(−1)q−1 if (γ, δ) corresponds to
(
(ξ+u , ξ
−
u ), ξ
+
u ⊔ ξ−u
)
,
q−1 if (γ, δ) corresponds to
(
(−ξ+u ,−ξ−u ), −ξ+u ⊔ −ξ−u
)
,
1 if (γ, δ) corresponds to
(
(ξ+u ,−ξ−u ), ξ+u ⊔ −ξ−u
)
.
7. Endoscopic lifting of simple supercuspidal L-packets of SOµ2n
In Section 5, we investigated the structure of the L-packets of Sp2n consisting of
simple supercuspidal representations. The purpose in this section is to determine
their endoscopic lifts to GL2n+1. To do this, we once “descend” them to a ramified
even special orthogonal group and again lift them to GL2n.
In this section, we putG := Sp2n. By Theorem 5.1, for any (ξ, 0, a) ∈ SSC(Sp2n),
ΠGφ =
{
πGξ,0,a, π
G
ξ,1,aǫ−1
}
is an L-packet ofG. Here we write φ for the L-parameter corresponding to these two
representations. Then we can regard φ as an L-parameter of GL2n+1 by composing
with the L-embedding from LSp2n to
LGL2n+1. We denote the irreducible smooth
representation of GL2n+1(F ) corresponding to this L-parameter by π
GL2n+1
φ .
Recall that, by Corollary 5.13, the L-parameter φ factors through an endoscopic
group H of G. Furthermore, this group H is given by SOµ2n, where µ is the qua-
dratic character of F× corresponding to det ◦φ0, where φ0 is the 2n-dimensional
irreducible constituent of φ as a representation of WF (note that φ is trivial on
SL2(C)). Then, by regarding φ0 as an L-parameter of H, we get an L-packet Π˜
H
φ0
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of H. Moreover, by composing φ0 with the L-embedding from the L-group of H to
that of GL2n, we get the L-parameter φ0 of GL2n.
In summary, we have the following diagram of the L-groups of GL2n+1, G =
Sp2n, H = SO
µ
2n, and GL2n (see Section 4 for the definitions of the L-embeddings):
LGL2n+1 = GL2n+1(C)×WF
WF
φ
//
φ0
))❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
LG = SO2n+1(C)×WF
?
OO
LGL2n = GL2n(C)×WF .
LH = SO2n(C)⋊WF
?
OO
& 
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
If we denote the corresponding representation of GL2n(F ) by π
GL2n
φ0
, then we
have the following:
Proposition 7.1. (1) The representation πGL2nφ0 is supercuspidal.
(2) We have
π
GL2n+1
φ
∼= πGL2nφ0 ⊞ ωdet◦φ0 := n-Ind
GL2n+1(F )
P2n,1(F )
πGL2nφ0 ⊠ ωdet◦φ0 ,
where
• P2n,1 is the standard parabolic subgroup of GL2n+1 with the Levi sub-
group GL2n×GL1,
• n-Ind is the normalized parabolic induction from P2n,1(F ) to GL2n+1(F ),
and
• ωdet◦φ0 is the character of F× corresponding to det ◦φ0 under the local
class field theory (note that this equals µ).
Proof. The first assertion follows from Corollary 5.13 and a property of the local
Langlands correspondence that supercuspidal representations corresponds to irre-
ducible representations of WF ×SL2(C) whose SL2(C)-part are trivial. The second
assertion follows from Corollary 5.13 the compatibility of the local Langlands cor-
respondence and the parabolic induction. 
By Proposition 7.1, to determine the endoscopic lift π
GL2n+1
φ of Π
G
φ from G to
GL2n+1 is equivalent to determine the endoscopic lift π
GL2n
φ0
of Π˜Hφ0 fromH to GL2n.
7.1. Depth bound for the lifted representations of GL2n+1. We write simply
Θ
GL2n+1
φ,θ for the θ-twisted character ΘπGL2n+1
φ
,θ
of π
GL2n+1
φ . Here we normalize the
θ-twisted character via the fixed θ-stable Whittaker data wGL2n+1 of GL2n+1 in
Section 6.3 (see Remark 3.1 for the way to normalize the twisted character).
Proposition 7.2. For every pair (g, h) ∈ GLθ-srs2n+1(F )×Gsrs such that h is a norm
of g, we have
Θ
GL2n+1
φ,θ (g) =
(
ΘGξ,0,a +Θ
G
ξ,1,aǫ−1
)
(h).
Proof. By Theorem 4.5, for every g ∈ GLθ-srs2n+1(F ), we have
Θ
GL2n+1
φ,θ (g) =
∑
h↔g/∼
DG(h)
2
DGL2n+1,θ(g)
2
∆G,GL2n+1(h, g)
(
ΘGξ,0,a +Θ
G
ξ,1,aǫ−1
)
(h),
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where h ∈ Gsrs runs over the stable conjugacy classes of norms of g. Thus our task
is to show:
(1) a norm of g is at most unique up to stable conjugacy, and
(2) ∆G,GL2n+1(h, g) is equal to 1 for a norm h of g.
The former one follows from the description of the norm correspondence for GL2n+1
and Sp2n in terms of Waldspurger’s data. See Section 1.9 [Wal10]) for the details.
The latter one was done in Proposition 6.5. 
Remark 7.3. We can also show the claim (1) in the above proof by considering the
definition of the norm correspondence directly. See, for example, [Oi16a, Lemma
4.4].
Proposition 7.4. The depth of the representation πGL2nφ0 is not greater than
1
2n .
In particular, πGL2nφ0 is either depth-zero or simple supercuspidal.
Proof. By Proposition 7.1, we have
π
GL2n+1
φ
∼= πGL2nφ0 ⊞ ωdet◦φ0 .
Then, since the parabolic induction preserves the depth of representations, we have
depth
(
π
GL2n+1
φ
)
= max
{
depth
(
πGL2nφ0
)
, depth(ωdet ◦φ0)
}
.
Thus, if we can show the depth of π
GL2n+1
φ is not greater than
1
2n , then so is
the depth of πGL2nφ0 . Moreover, by Proposition B.11, π
GL2n
φ0
is either depth-zero
supercuspidal or simple supercuspidal.
Therefore our task is to show that
depth
(
π
GL2n+1
φ
)
≤ 1
2n
.
By the definition of the depth of representations (see Section B), it suffices to find
a point x of the apartment A(GL2n+1,TGL2n+1) of the diagonal maximal torus
TGL2n+1 in GL2n+1 such that π
GL2n+1
φ has a non-zero GL2n+1,x, 12n+-fixed vector.
Here, GL2n+1,x, 12n+ is the next step of
1
2n -th Moy–Prasad filtration of the para-
horic subgroup GL2n+1,x of GL2n+1(F ) associated to x. We put
x :=
2n
2n
e∨1 +
2n− 1
2n
e∨2 + · · ·+
1
2n
e∨2n +
0
2n
e∨2n+1 ∈ A(GL2n+1,TGL2n+1)
(here we identify A(GL2n+1,TGL2n+1) with X∗(TGL2n+1)⊗ZR) and show that this
point satisfies the above condition. We remark that the Moy–Prasad filtration of
GL2n+1,x is θ-stable and its first three steps are described as follows:
Px := GL2n+1,x,0 =
àO× p−1
. . . O
p
. . .
O×
í
,
P+x := GL2n+1,x,0+ = GL2n+1,x, 12n =
à
1 + p O
. . . O
p
. . .
p2 1 + p
í
, and
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P++x := GL2n+1,x, 12n+ =

1 + p p O
. . .
. . .
p
. . .
p2
. . . p
p2 p2 1 + p
 .
We take u ∈ k× such that Kln+122n·u(ψ;wSp2n) 6= 0 (such u exists by Proposition
A.2 (3)), and put
gu :=

1 1 0
. . .
. . .
0
. . .
. . .
̟u
2
. . . 1
0 ̟u2 1
 ∈ Px, 12n ,
and consider the following claim:
Claim. (1) The element gu is strongly θ-regular θ-semisimple and we have
Θ
GL2n+1
φ,θ (gu) = Kl
n+1
22nau(ψ;wSp2n).
(2) Let x ∈ GLθ-srs2n+1(F ) be a strongly θ-regular semisimple element which be-
longs to guP
++
x . Then the twisted character Θ
GL2n+1
φ,θ (x) is equal to either
Kln+122nau
(
ψ;wSp2n
)
or 0.
We first admits this claim and show the proposition. Let f be the characteristic
function of guP
++
x . By the property of the twisted character, we have
trπ
GL2n+1
φ,θ (f) =
∫
GL2n+1(F )
f(x)Θ
GL2n+1
φ,θ (x) dx =
∫
guP
++
x
Θ
GL2n+1
φ,θ (x) dx.
Then, by the assumption on u, the above claim, and the local constancy of the
twisted character, this integral is not zero. On the other hand, since P++x is normal
in P+x , f is bi-P
++
x -invariant. Thus we have
tr π
GL2n+1
φ,θ (f) = tr
Å
π
GL2n+1
φ (f) ◦ Iθ
∣∣∣∣ (πGL2n+1φ )P++x ã.
Here Iθ is the intertwiner Iθ : π
GL2n+1
φ
∼= (πGL2n+1φ )θ normalized with respect to the
fixed Whittaker data of GL2n+1. Hence the non-vanishing of the trace trπ
GL2n+1
φ,θ (f)
implies that (π
GL2n+1
φ )
P++x is nonzero. 
To show the claim in the above proof, we first show the following lemma:
Lemma 7.5. Let x := (xij)ij be an element of the pro-unipotent radical of the
standard Iwahori subgroup of GLN (F ), that is
x ∈
Ö
1 + p O
. . .
p 1 + p
è
.
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Let px(T ) ∈ F [T ] be the characteristic polynomial of x, and we write
px(T ) = (T − 1)N + aN−1(T − 1)N−1 + · · ·+ a1(T − 1) + a0.
Then we have
(1) ai ∈ p for each 0 ≤ i ≤ N − 1, and
(2) a0 ≡ x12 · · ·xN−1,N · xN1 mod p2.
In particular, if x is affine generic, then px(T ) is an Eisenstein polynomial with
respect to T − 1.
Proof. Since x belongs to the pro-unipotent radical of the Iwahori subgroup, we
have
det(T − x) ≡ (T − 1)N mod p.
We show the second assertion. We consider the minor expansion of
px(T ) = det(T − x) = det
á
T − x11 −x12 . . . −x1N
−x21 T − x22 . . . −x2N
...
...
. . .
...
−xN1 −xN2 . . . T − xNN
ë
with respect to the first column. Then we have:
det(T − x) = (T − x11) · px,1(T ) + x21 · px,2(T ) + · · ·+ (−1)NxN1 · px,N(T ),
where px,i(T ) is the determinant of the (i, 1)-th minor matrix of T − x.
To determine the constant term of px(T ) modulo p
2, it suffices to compute px(T )
modulo (T−1, p2). Since x lies in the pro-unipotent radical of the Iwahori subgroup,
we have
T − x11 ≡ 0 mod (T − 1, p), and
xi1 ≡ 0 mod p for 1 < i ≤ N.
On the other hand, for 1 ≤ i ≤ N , the (i, 1)-th minor matrix of x modulo p is given
by 
x12
1 ∗
0
. . . ∗
1 xi−1,i
1 . . . xi+1,N
0
. . .
...
0 1

,
hence we have
px,i(T ) ≡
®
0 if 1 ≤ i < N − 1
(−1)N−1x12 · · ·xN−1,N if i = N
mod (T − 1, p).
Finally, xN1 belongs to p and we have Hence we have
px(T ) ≡ a0 ≡ x12 · · ·xN−1,NxN1 mod (T − 1), p2).

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Lemma 7.6. Let x ∈ P+x and we put xθ(x) = (zij)ij. Let px,θ(T ) ∈ F [T ] be the
characteristic polynomial of xθ(x), and we write
px,θ(T ) = (T − 1)2n+1 + a2n(T − 1)2n + · · ·+ a1(T − 1) + a0.
Then we have
(1) ai ∈ p for each 0 ≤ i ≤ 2n,
(2) a0 = 0, and
(3) a1 ≡ z2,3 · · · z2n−1,2n(z2n,2n+1 · z2n+1,2 + z2n,1 · z1,2) mod p2.
Proof. Since x ∈ P+x and θ preserves P+x , also xθ(x) is in P+x . Thus we have
px,θ(T ) ≡ (T − 1)2n+1 mod p.
We next prove (2). We have to show that 1 is an eigenvalue of xθ(x). Let
{α1, . . . , α2n+1}
be the set of eigenvalues of xθ(x). Since θ is the composition of the J2n+1-
conjugation and the transpose-inverse, the set of eigenvalues of θ(xθ(x)) is given
by
{α−11 , . . . , α−12n+1}.
However, since we have
θ
(
xθ(x)
)
= θ(x)x = θ(x) · xθ(x) · θ(x)−1,
two elements xθ(x) and θ(xθ(x)) are conjugate. Hence we have
{α1, . . . , α2n+1} = {α−11 , . . . , α−12n+1}.
By the oddness of 2n + 1, we have α2i = 1 for at least one i. Thus it suffices to
show that −1 is not an eigenvalue of xθ(x). We assume that −1 is an eigenvalue of
xθ(x), and take its non-zero eigenvector v. We may assume that
v =
Ö
v1
...
v2n+1
è
∈ O⊕2n+1 \ p⊕2n+1.
Then we have
xθ(x) · v = −v.
Since xθ(x) belongs to P+x , we have
xθ(x) · v =
Ö
z11 . . . z1,2n+1
...
. . .
...
z2n+1,1 . . . z2n+1,2n+1
èÖ
v1
...
v2n+1
è
≡
Ö
1 . . . z1,2n+1
...
. . .
...
0 . . . 1
èÖ
v1
...
v2n+1
è
mod p.
By comparing the last components, we get v2n+1 ≡ −v2n+1 mod p, hence v2n+1 ∈
p (note that p is not equal to 2). Then we can show that vi ∈ p for all i inductively.
However this contradicts to the choice of v.
Finally we show (3). We again consider the minor expansion of px,θ(T ) with
respect the first column:
det
(
T − xθ(x)) = (T − z11) · px,θ,1(T ) + z21 · px,θ,2(T )− · · · − z2n+1,1 · px,θ,2n+1(T ),
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where px,θ,i(T ) is the determinant of the (i, 1)-th minor matrix of T − xθ(x).
By the same argument as in the proof of Lemma 7.5, we have
det
(
T − xθ(x)) ≡ (T − z11) · px,θ,1(T ) + z2n,1 · px,θ,2n(T ) mod ((T − 1)2, p2)
(note that z2n+1,1 belongs to p
2). By Lemma 7.5, the constant term of px,θ,1(T )
(with respect to (T − 1)) is given by z2,3 · · · z2n,2n+1 · z2n+1,2 modulo p2. On the
other hand, we have
px,θ,2n(T ) ≡ det
â
z12
T − 1 ∗
0
. . . ∗
T − 1 z2n−1,2n
0 T − 1
ì
mod p
≡ (T − 1) · det
á
z12
0 ∗
. . .
0 0 z2n−1,2n
ë
mod
(
(T − 1)2, p)
≡ z12 · · · z2n−1,2n(T − 1).
Thus we get
det(T−z) ≡ z2,3 · · · z2n−1,2n(z2n,2n+1·z2n+1,2+z2n,1·z1,2)(T−1) mod
(
(T−1)2, p2).

Proof of Claim. We show (1). First, by Lemma 7.6 and the irreducibility of Eisen-
stein polynomials, gu is a semisimple element. On the other hand, if we set
ϕ′u :=

0 1 0
. . .
. . .
0
. . .
. . .
̟u
2
. . . 1
0 ̟u2 0
 ,
then we have
J2n+1
tϕ′−1u J
−1
2n+1 = −ϕ′u.
Thus we have
guθ(gu) = θ(gu)gu = (1 + ϕ
′
u)J2n+1
t(1 + ϕ′u)
−1J−12n+1
= (1−̟u)−1(1 + ϕ′u)
(
1 + ϕ′u + · · ·+ ϕ′2nu
)
= (1−̟u)−1
â
1
̟u 1 +̟u 2
...
. . .
̟u 2̟u 1 +̟u
(̟u)2/2 ̟u . . . ̟u 1
ì
,
and this element coincides with N(1 + ϕGL2nu ) in [Oi16a, Section 4.4] (note that
ϕGL2nu is denoted by ϕu in [Oi16a]). In particular, guθ(gu) is strongly regular
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semisimple as an element of SO2n+1(F ), hence as an element of GL2n+1(F ). There-
fore, by applying Lemma 4.11 in [Oi16a] to gu, we know that gu is a strongly
θ-regular θ-semisimple element.
Next, if we put
hu := (1 + ϕ
GL2n
u )θ(1 + ϕ
GL2n
u ) =
1
1−̟u
Ö
1 +̟u 2
. . .
2̟u 1 +̟u
è
∈ Sp2n(F ).
then hu is a norm of gu. Indeed, by the definition of the norm correspondence, hu
is a norm of gu if and only if we have
Eig
(
guθ(gu)
)
= Eig(hu) ⊔ {1},
where Eig is the set of eigenvalues (for example, see [Oi16a, Lemma 4.1]). How-
ever, since we have guθ(gu) = N(1 + ϕ
GL2n
u ), this follows by Lemma 4.12 (1) in
[Oi16a]. Therefore, by the twisted endoscopic character relation for GL2n+1 and
Sp2n (Proposition 7.2), we have
Θ
GL2n+1
φ,θ (gu) = Θ
G
ξ,0,a(hu) + Θ
G
ξ,1,aǫ−1(hu).
By Corollary 3.10, the right-hand side of this equation is given by
Kln+122nau(ψ;wSp2n),
and this completes the proof of (1).
We next show (2). We take x ∈ guP++x . If x does not have a norm in G
which belongs to ±I+G, then the character ΘGL2n+1φ,θ (x) is zero by Proposition 7.2
and the character formula (Theorem 3.2). Thus we may assume that x has a norm
y ∈ ±I+G ⊂ G. We let px,θ(T ) ∈ F [T ] and py(T ) ∈ F [T ] be the characteris-
tic polynomials of x · θ(x) and y, respectively. Then, again by noting the above
interpretation of the norm correspondence in terms of eigenvalues, we have
px,θ(T ) = py(T ) · (T − 1).
We put y = (yij)ij and z = (zij)ij := xθ(x). Then, by Lemmas 7.5 and 7.6, we
have
y12 · · · y2n−1,2n · y2n,1 ≡ z2,3 · · · z2n−1,2n(z2n,2n+1 · z2n+1,2+ z2n,1 · z1,2) mod p2.
Since x ∈ guP++x , we have
z2,3 · · · z2n−1,2n(z2n,2n+1 · z2n+1,2 + z2n,1 · z1,2) ≡ 22nu mod p2.
By the twisted endoscopic character relation (Proposition 7.2) and Corollary 3.10,
we get
Θ
GL2n+1
φ,θ (x) = Θ
G
ξ,0,a(y) + Θ
G
ξ,1,aǫ−1(y) = Kl
n+1
22nau(ψ;wSp2n).

7.2. Simple supercuspidal L-packet of SOµ2n. We next determine the L-packet
Π˜Hφ0 . By the irreducibility of φ0, the group SHφ0 is trivial. Therefore, by Theorem
4.1 (1), Π˜Hφ0 is a singleton. Let π˜
H be the unique Oµ2n(F )-orbit of the irreducible
smooth representations of H which belongs to the L-packet Π˜Hφ0 of φ0. In this
section, we determine π˜H.
We start from determining the quadratic character µ in H = SOµ2n:
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Proposition 7.7. The quadratic character µ corresponds to the quadratic extension
F
(»
(−1)n−1a̟
)
of F .
Proof. We take u ∈ k× and the element gGu ∈ Gsrs considered in Section 6.8. We
consider the endoscopic character relation (Theorem 4.6) for ΠGφ and Π˜
H
φ0
:
C · (ΘGξ,0,a −ΘGξ,1,aǫ−1)(gGu ) = ∑
h↔gGu /∼
DH(h)
2
DG(gGu )
2
∆H,G(h, g
G
u )Θπ˜H(h).
Here note that C is a sign which is defined by
C =
®
1 if πGξ,0,a is wG-generic,
−1 if πGξ,1,aǫ−1 is wG-generic.
If the left-hand side of this equality is not zero, then there exists a norm of gGu
in H = SOµ2n(F ). Since g
G
u corresponds to the data ξ
G
u , µ is characterized as the
unique quadratic character such that SOµ2n has an element which corresponds to
the data ξu. Then, by Lemma 6.6, µ is the quadratic character of F
× corresponding
to the ramified quadratic extension F
(√
(−1)n−1̟u).
Thus it is enough to find u ∈ k× such that the left-hand side of the above
equality does not vanish. Since the simple affine components of gGu are given by
(2, . . . , 2, 2u), by Corollary 3.10, we have
ΘGξ,0,a(g
G
u )−ΘGξ,1,aǫ−1(gGu ) = ω0(2au) ·Kln+122nau(ψ;wSp2n , χSp2n).
By Proposition A.2 (3), there exist u ∈ k× such that the term Kln+122nau(ψ;wSp2n , χSp2n)
is not zero. Moreover, by Lemma A.4, such u belongs to a−1k×2. Therefore µ is
the quadratic character of F× corresponding to the ramified quadratic extension
F
(»
(−1)n−1a̟
)
of F . 
We take a representative πH of π˜H.
Proposition 7.8. The representation πH is a simple supercuspidal representation
of H.
Proof. First, by the compatibility of the endoscopic lifting and the theta correspon-
dence between Sp2n and SO
µ
2n, the representation π
H is the theta lift of either πGξ,0,a
or πGξ,1,aǫ−1 . To be more precise, we denote the theta lifts of π
G
ξ,0,a and π
G
ξ,1,aǫ−1 to
Oµ2n(F ) by θ(π
G
ξ,0,a) and θ(π
G
ξ,1,aǫ−1), respectively. Then the following hold:
• θ(πGξ,0,a)|H and θ(πGξ,1,aǫ−1)|H are irreducible smooth representation of H ,
• θ(πGξ,0,a) and θ(πGξ,1,aǫ−1) are conjugate under Oµ2n(F )-action, and
• we have {
θ(πGξ,0,a), θ(π
G
ξ,1,aǫ−1)
}
= π˜H
(see, for example, [GI14, Section C.1]).
Then, by Pan’s depth-preserving result for theta correspondence ([Pan02]), the
depth of πH is equal to those of πGξ,0,a and π
G
ξ,1,aǫ−1 , namely
1
2n . Therefore π
H is a
simple supercuspidal representation of H by Proposition B.11. 
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Now we put πH = πHξ′,a′ for (ξ
′, a′) ∈ SSC(H).
Definition 7.9. We put νµ to be an element of {0, 1} satisfying
ω0(ǫ
νµ) = ω0
(
(−1)n−1a).
Note that, by Proposition 7.7, we have
νµ =
®
0 if µ corresponds to F (
√
̟),
1 if µ corresponds to F (
√
̟ǫ).
Theorem 7.10. We have
ξ′ = ξ · ω0(−1), and a′2 = (−1)n−1ǫνµ4a.
Proof. We again consider the endoscopic character relation for ΠGφ and Π˜
H
φ0
at gGu ,
which is considered in the proof of Proposition 7.7:
C · (ΘGξ,0,a −ΘGξ,1,aǫ−1)(gGu ) = ∑
h↔gGu /∼
DH(h)
2
DG(gGu )
2
∆H,G(h, g
G
u )Θπ˜H(h).
Here note that gGu has a norm in H only if we have u ∈ b−1k×2. In the case where
u 6∈ b−1k×2, both sides of the above equality are zero.
Let u ∈ b−1k×2. Recall that the stable conjugacy classes of the norms of gGu in
H are represented by two elements gHu and wµg
H
u w
−1
µ (see Section 6.8). Thus, by
the above relation and Propositions 6.16 and 6.17, we get
C · (ΘGξ,0,a −ΘGξ,1,aǫ−1)(gGu ) = ω0(−2) · q ·G(ω0, ψ)−1(Θπ˜H(gHu ) + Θπ˜H(wµgHu w−1µ ))
= ω0(−2) · q ·G(ω0, ψ)−1
(
ΘHξ′,a′(g
H
u ) + Θ
H
ξ′,a′(wµg
H
u w
−1
µ )
)
.
Now we recall that the simple affine components of gHu and wµg
H
u w
−1
µ are given
by
(2, . . . , 2, 2v−1) and (2, . . . , 2,−2v−1),
respectively. Here ±v are the square roots of®
(−1)n−1u−1 if (−1)n−1u ∈ k×2,
(−1)n−1u−1ǫ if (−1)n−1u 6∈ k×2.
Thus, by Corollary 3.10 and Proposition 3.12, we get
C · ω0(2au) ·Kln+122nau(ψ;wSp2n , χSp2n) = ω0(−2) · q ·G(ω0, ψ)−1 ·Kln±2na′v−1(ψ).
We consider the Fourier transform of this equality. For a multiplicative character
χ on k×, by Proposition A.2 (1), we have∑
u∈k×
χ(u) · LHS = C · ω0(2)χ(22na)−1
∑
u∈k×
χω0(u
′) ·Kln+1u′ (ψ;wSp2n , χSp2n)
= C · ω0(2)χ(22na)−1 ·G(χ2, ψ)n−1 ·G(χω0, ψ) ·G(χ, ψ).
On the other hand, again by Proposition A.2 (1), we have∑
u∈k×
χ(u) ·Kln±2na′v−1(ψ) =
∑
v∈k×
χ
(
(−1)n−1v−2ǫνµ) ·Kln2na′v−1(ψ)
= χ
(
2−2na′−2(−1)n−1ǫνµ) ∑
v∈k×
χ(v′)2 ·Klnv′(ψ)
= χ
(
2−2na′−2(−1)n−1ǫνµ)G(χ2, ψ)n.
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Therefore we have
C ·χ(a)−1 ·G(χω0, ψ)G(χ, ψ) = q ·ω0(−1)χ
(
a′−2(−1)n−1ǫνµ) ·G(ω0, ψ)−1G(χ2, ψ).
By using the Hasse-Davenport product relation (Lemma A.5 (2))
G(χω0, ψ)G(χ, ψ) = G(χ
2, ψ)G(ω0, ψ)χ(4)
−1,
and the relation
G(ω0, ψ)
2 = q · ω0(−1)
in Lemma A.5 (1), we get
C · χ(a)−1 = χ(4a′−2(−1)n−1ǫνµ).
Since this equality holds for every χ, we have
C = 1 and a′2 = (−1)n−1ǫνµ4a.
We finally compute ξ′. Let us take u ∈ a−1k×2 such that
Kln+122nau(ψ;wSp2n , χSp2n) 6= 0
(note that there exists such an element by Proposition A.2 and Lemma A.4). Then,
by the endoscopic character relation (Theorem 4.6) for gGu and −gGu and Proposi-
tions 6.16 and 6.17, we have(
ΘGξ,0,a −ΘGξ,1,aǫ−1
)
(gGu ) = ω0(−2) · q ·G(ω0, ψ)−1
(
ΘHξ′,a′(g
H
u ) + Θ
H
ξ′,a′(wµg
H
u w
−1
µ )
)
and
ξ ·(ΘGξ,0,a−ΘGξ,1,aǫ−1)(gGu ) = ξ′ ·ω0(2)·q ·G(ω0, ψ)−1(ΘHξ′,a′(gHu )+ΘHξ′,a′(wµgHu w−1µ )).
By the assumption on u, the left-hand sides of these equalities are not zero. Hence
we get
ξ′ = ξ · ω0(−1).

7.3. Endoscopic lifting from SOµ2n to GL2n. In this subsection, we determine
the endoscopic lift πGL2nφ0 of π
H
ξ′,a′ from H to GL2n.
By Proposition 7.4, πGL2nφ0 is depth-zero supercuspidal or simple supercuspidal.
We first show the simple supercuspidality of πGL2nφ0 . We recall a fact about the
depth-zero supercuspidal representations.
Proposition 7.11. Let π be an irreducible depth-zero supercuspidal representation
of GL2n(F ). Then there exists a irreducible smooth representation ρ˜ of ZGL2n GL2n(O)
such that
• its restriction to GL2n(O) is an inflation of an irreducible cuspidal repre-
sentation ρ of GL2n(k), and
• π is equivalent to c-IndGL2n(F )ZGL2n GL2n(O) ρ˜
(namely, the pair (GL2n(O), ρ˜) is a depth-zero unrefined minimal K-type of π).
Moreover, if π is θ-stable, then ρ˜ is also θ-stable.
Proof. By Theorem 6.1.2 in [DR09], there exists a pair of a hyperspecial subgroup
P and a irreducible smooth representation of ZGL2nP satisfying the required con-
dition. Since all hyperspecial subgroups of GL2n(F ) are conjugate, we get the first
assertion.
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We next assume that π is θ-stable. Then we have
c-Ind
GL2n(F )
ZGL2n GL2n(O) ρ˜
∼= π ∼= πθ ∼=
(
c-Ind
GL2n(F )
ZGL2n GL2n(O) ρ˜
)θ ∼= c-IndGL2n(F )ZGL2n GL2n(O) ρ˜θ,
namely, (GL2n(O), ρ˜θ) is also a depth-zero unrefined minimal K-type of πGL2nφ0 .
Therefore (GL2n(O), ρ˜) and (GL2n(O), ρ˜θ) are associated by Theorem 3.5 in [MP96].
That is, there exists g ∈ GL2n(F ) such that
(1) GL2n(O)∩GL2n(O)g surjects onto both GL2n(O)/GL2n(O)+ and GL2n(O)g/(GL2n(O)g)+,
and
(2) ρ˜ and (ρ˜θ)g are isomorphic on GL2n(O) ∩GL2n(O)g .
However the first condition implies that g ∈ ZGL2n GL2n(O). Indeed, by the Cartan
decomposition, g lies in a double coset GL2n(O)tGL2n(O) for some t ∈ TGL2n .
Then the condition (1) implies that the map
GL2n(O) ∩GL2n(O)t → GL2n(O)/GL2n(O)+
is surjective. Thus t necessarily lies in ZGL2n .
Thus ρ˜ is isomorphic to ρ˜θ on GL2n(O). On the other hand, since the restriction
of ρ˜ and ρ˜θ to ZGL2n are equal to the central character of π. Therefore ρ˜ and ρ˜
θ
are isomorphic on ZGL2n GL2n(O). 
To show the simple supercuspidality of πGL2nφ0 , we prove the following lemma.
Lemma 7.12. Let g ∈ GL2n(F ) be an affine generic element. Then the group
{x ∈ GL2n(F ) | xgx−1 ∈ ZGL2n GL2n(O)}
is equal to ZGL2n GL2n(O)〈ϕGL2nu 〉, for any u ∈ k×.
Proof. The group ZGL2n GL2n(O)〈ϕGL2nu 〉 is obviously contained in the group in
the assertion (recall that ϕGL2nu normalizes Iwahori subgroup). Thus it is suffice to
show the other inclusion.
Let x be an element of GL2n(F ) satisfying xgx
−1 ∈ ZGL2n GL2n(O). Then, since
the valuation of the determinant of xgx−1 is zero, xgx−1 belongs to GL2n(O). On
the other hand, since g lies in the Iwahori subgroup, the characteristic polynomial
of xgx−1 is O-coefficient and congruent to (T − 1)2n modulo p. In particular, the
characteristic polynomial of the reduction xgx−1 ∈ GL2n(k) is given by (T − 1)2n.
Therefore xgx−1 can be upper-triangulated in GL2n(k). This implies that there
exists an element y of GL2n+1(O) such that yxgx−1y−1 belongs to the Iwahori
subgroup. Then we can apply Lemma 2.5 to the element yx, and we have yx ∈
ZGL2nIGL2n〈ϕGL2nu 〉. Hence x belongs to ZGL2n GL2n+1(O)〈ϕGL2nu 〉. 
Proposition 7.13. The depth of πGL2nφ0 is not zero. In particular, π
GL2n
φ0
is simple
supercuspidal.
Proof. We suppose that the depth of πGL2nφ0 is zero. By using Proposition 7.11,
πGL2nφ0
∼= c-IndGL2n(F )ZGL2n GL2n(O) ρ˜ for a θ-stable irreducible smooth representation of
ZGL2n GL2n(O). If we let Iθ be an intertwiner Iθ : ρ˜ ∼= ρ˜θ such that c-Ind Iθ coincides
with the intertwiner of πGL2nφ0 normalized via the fixed Whittaker data wGL2n , then
the twisted character formula (Theorem 3.3) gives the equality
ΘGL2nφ0,θ (g) =
∑
x∈ZGL2n GL2n(O)\GL2n(F )
xgθ(x)−1∈ZGL2n GL2n(O)
tr
(
ρ˜(xgθ(x)−1) ◦ Iθ
)
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for g ∈ GLθ-srs2n (F ). Here we write simply ΘGL2nφ0,θ for the θ-twisted character of
πGL2nφ0 .
By using this, we show that the θ-twisted character ΘGL2nφ0,θ at ϕ
GL2n
u (1 +ϕ
GL2n
u )
vanishes for every u ∈ k×. To show this, it suffices to check that the index set of
the sum in the above formula is empty. If x ∈ GL2n(F ) satisfies
xϕGL2nu
(
1 + ϕGL2nu
)
θ(x)−1 ∈ ZGL2n GL2n(O),
then we have
xϕGL2nu
(
1 + ϕGL2nu
)
θ(x)−1 · θ
(
xϕGL2nu
(
1 + ϕGL2nu
)
θ(x)−1
)
= −x(1 + ϕGL2nu )θ(1 + ϕGL2nu )x−1
∈ ZGL2n GL2n(O)
(recall that θ(ϕGL2nu ) = −(ϕGL2nu )−1). Thus x belongs to ZGL2n GL2n(O)〈ϕGL2nu 〉
by the affine genericity of (
1 + ϕGL2nu
)
θ
(
1 + ϕGL2nu
)
and Lemma 7.12. If we put
x = zg
(
ϕGL2nu
)k
for z ∈ ZGL2n , g ∈ GL2n(O), and k ∈ Z, then we have
xϕGL2nu
(
1 + ϕGL2nu
)
θ(x)−1 = (−1)kz2g(ϕGL2nu )2k+1(1 + ϕGL2nu )θ(g)−1.
Hence we have
val ◦ det
(
(−1)kz2g(ϕGL2nu )2k+1(1 + ϕGL2nu )θ(g)−1) = 2k + 1 + 2val ◦ det(z).
On the other hand, we have
val ◦ det(ZGL2n GL2n(O)) = 2nZ.
Thus xϕGL2nu
(
1 + ϕGL2nu
)
θ(x)−1 does not belong to ZGL2n GL2n(O), and this is a
contradiction. Hence the index set of the sum in the character formula is empty,
and we have
ΘGL2nφ0,θ
(
ϕGL2nu (1 + ϕ
GL2n
u )
)
= 0
for any u ∈ k×.
On the other hand, by the endoscopic character relation (Theorem 4.5) for GL2n
and H and Propositions 6.12 and 6.13, we have
ΘGL2nφ0,θ
(
ϕGL2nu (1+ϕ
GL2n
u )
)
= ω0(−1)qG(ω0, ψ)−1
(
ΘHξ′,a′(−gHu )+ΘHξ′,a′(−wµgHu w−1µ )
)
.
As we see in the proof of Theorem 7.10, the right-hand side of this equality can be
written in terms of Kloosterman sum, and is not identically zero with respect to
u ∈ k× by Proposition A.2 (3). This is a contradiction. 
Theorem 7.14. The representation πGL2nφ0 of GL2n(F ) is equivalent to π
GL2n
ω0,4a,ζ
,
where ζ = ξ · q− 12ω0(−1)G(ω0, ψ).
Proof. By Proposition 7.13, πGL2nφ0 is simple supercuspidal representation of GL2n(F ).
We put πGL2nφ0 := π
GL2n
ω,b,ζ for (ω, b, ζ) ∈ SSC(GL2n). Here note that the first param-
eter of πGL2nφ0 is given by the nontrivial quadratic character ω0 of k
×. Indeed, since
the L-parameters of simple supercuspidal representations of GL2n(F ) with the triv-
ial central character are symplectic ([Mie16, Corollary 4.6 (iii)]), we can conclude
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that πGL2nφ0 is a self-dual simple supercuspidal representation whose central char-
acter is not trivial. Then, the central character of such a representation is in fact
ramified and made from a quadratic character ω0 of the residue field (see Section
2.3).
To investigate the relationship between (ξ′, a′) and (ω0, b, ζ), we consider the
following two endoscopic character relations:
• Theorem 4.5 for GL2n and H, and
• Theorem 4.6 for G and H.
By combining the first one with the second one, for any u ∈ k×, we have
ω0(2) ·ΘGL2nω0,b,ζ,θ
(
gGL2nu
)
=
(
ΘGξ,0,a −ΘGξ,1,aǫ−1
)(
gGu
)
On the other hand, by Proposition 3.5 and Corollary 3.10, we have
RHS = ω0(2) ·Kln+122nau(ψ;wG, χG), and
LHS = ω0(2) ·Kln+122(n−1)bu(ψ;wGL2n,θ, χGL2n,θ).
Thus, since we have wG = wGL2n,θ and χG = χGL2n,θ, we get b = 4a by Proposition
A.3.
We next determine ζ. By considering the contracted endoscopic character rela-
tion again, for any u ∈ k×, we have
q
1
2 · ω0(−2) ·ΘGL2nω0,4a,ζ,θ
(
ϕGL2nu g
GL2n
u
)
=
(
ΘGξ,0,a −ΘGξ,1,aǫ−1
)(−gGu ).
On the other hand, by Proposition 3.7 and Corollary 3.10, we have
RHS = ξ · ω0(2) ·Kln+122nu(ψ;wG, χG), and
LHS =
®
0 if u 6∈ k×2,
q
1
2 · ω0(−2) · ζ ·
(
Kln2n+2v(ψ) + Kl
n
−2n+2v(ψ)
)
if u = v2 ∈ k×2.
By Proposition A.2 (1), we have∑
u∈k×
LHS = ξ · ω0(2)G(1, ψ)nG(ω0, ψ) = (−1)nξ · ω0(2)G(ω0, ψ).
Similarly, we have∑
u∈k×
RHS = q
1
2 · ω0(−2) · ζ ·
∑
v2∈k×2
(
Kln2n+2v(ψ) + Kl
n
−2n+2v(ψ)
)
=
1
2
q
1
2 · ω0(−2) · ζ ·
∑
v∈k×
(
Kln2n+2v(ψ) + Kl
n
−2n+2v(ψ)
)
=
1
2
q
1
2 · ω0(−2) · ζ ·
(
G(1, ψ)n +G(1, ψ)n
)
= (−1)nq 12 · ω0(−2) · ζ.
Thus we get
(−1)nξ · ω0(2)G(ω0, ψ) = (−1)nq 12 · ω0(−2) · ζ.
Hence ζ is given by
ξ · q− 12 · ω0(−1)G(ω0, ψ).

In summary, we get the following:
85
Theorem 7.15. Let µ be a ramified quadratic character of F×. Let (ξ′, a′) ∈
SSC(SOµ2n) and
π˜
SOµ2n
ξ′,a′ :=
{
π
SOµ2n
ξ′,a′ , π
SOµ2n
ξ′,−a′
}
the Out(SOµ2n)-orbit of π
SOµ2n
ξ′,a′ . Then {π˜
SOµ2n
ξ′,a′ } is an L-packet of SOµ2n.
Theorem 7.16. Let µ be a ramified quadratic character of F× and (ξ′, a′) ∈
SSC(SOµ2n). Then the endoscopic lift of a simple supercuspidal L-packet {π˜SO
µ
2n
ξ′,a′ }
of SOµ2n to GL2n is given by π
GL2n
ω0,b,ζ
, where
b := (−1)n−1a′2ǫ−νµ , and ζ := q− 12G(ω0, ψ)ξ′.
Theorem 7.17. Let (ξ, 0, a) ∈ SSC(Sp2n). Then the L-packet {πSp2nξ,0,a , πSp2nξ,1,aǫ−1}
of Sp2n is given by the endoscopic lift of the L-packet {π˜SO
µ
2n
ξ′,a′ } of SOµ2n. Here
µ is the quadratic character of F× corresponding to the ramified quadratic exten-
sion F (
√
(−1)n−1a̟) and (ξ′, a′) is as described in Theorem 7.10. Moreover, the
endoscopic lift of the L-packet {πSp2nξ,0,a , πSp2nξ,1,aǫ−1} of Sp2n to GL2n+1 is given by
πGL2nω0,4a,ζ ⊞ µ. Here,
ζ = ξ · q− 12ω0(−1)G(ω0, ψ)
(note that µ coincides with the central character of πGL2nω0,4a,ζ).
G = Sp2n {πGξ,0,a, πGξ,1,aǫ−1}
H = SOµ2n
standard endoscopy
OO
O
O
O
{πHa′,ξ′}
endoscopic lifting
OO
O
O
O
ξ′ = ξω0(−1), a′2 = (−1)n−1ǫνµ4a
GL2n

twisted endoscopy
O
O
O
πGL2nω0,4a,ζ

endoscopic lifting
O
O
O
ζ = ξ · q− 12ω0(−1)G(ω0, ψ)
8. Simple supercuspidal L-packet of SO2n+2 and SO
ur
2n+2
Our aim in this section is to determine the structures of simple supercuspidal
L-packets of SO2n+2 and SO
ur
2n+2 and their L-parameters. To do this, we consider
the endoscopy of the following two types (see Section 4 for a precise description of
L-embeddings):
split case: We put
G := SO2n+2, and
H := H+ ×H−, where H+ := SOµ2n and H− := SOµ2 .
Here µ is a ramified quadratic character of F×. Then the group H is an
endoscopic group of G.
unramified case:
G := SOur2n+2, and
H := H+ ×H−, where H+ := SOµ2n and H− := SOµ¯2 .
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Here µ and µ¯ are the distinct ramified quadratic character of F×. Then
the group H is an endoscopic group of G.
We denote the quadratic character corresponding to the groupG by µG. Namely,
we put
µG :=
®
1 if G = SO2n+2,
µur if G = SO
ur
2n+2 .
8.1. Construction of simple supercuspidal L-packets: the case where ζ =
1. Let (ξ+, a+) ∈ SSC(H+). We consider the L-parameter φ+ (resp. φ−) of the
simple supercuspidal representation π
H+
ξ+,a+
of H+ (resp. the trivial representation
1 of H−):
Π(H+) ⊃ ΠH+φ+ ∋ π
H+
ξ+,a+
←→ φ+ : WF × SL2(C)→ LH+
Π(H−) ⊃ ΠH−φ− = {1} ←→ φ− : WF × SL2(C)→ LH−
Then we get an L-parameter (φ+, φ−) ofH. By composing it with the L-embedding
from LH to LG (see Section 4), we obtain an L-parameter φ of G:“G×WF = LG
WF × SL2(C)
(φ+,φ−)
//
φ
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
(“H+ × “H−)⋊WF = LH?
OO
In this subsection, we show the simple supercuspidality of the L-packet Π˜Gφ and
determine the simple supercuspidal representations contained in Π˜Gφ .
Recall that we may regard an L-parameter of an even special orthogonal group
as an representation of WF × SL2(C) by composing it with an L-embedding to the
L-group of a general linear group (see Section 4). Then, as (2n + 2)-dimensional
representations of WF × SL2(C), we have φ ∼= φ+ ⊕ φ−, and φ+ and φ− have the
following properties:
Lemma 8.1. As representations of WF × SL2(C),
(1) φ+ is irreducible, and
(2) φ− is equivalent to 1⊕ µ · µG =
®
1⊕ µ if G = SO2n+2,
1⊕ µ¯ if G = SOur2n+2 .
Proof. The first assertion is a consequence of the previous section (Theorem 7.16).
Namely, since the endoscopic lift of a simple supercuspidal representation of H+
to GL2n(F ) is again simple supercuspidal, in particular supercuspidal, the corre-
sponding L-parameter is irreducible as an representation of WF × SL2(C).
We show the second claim. SinceH− is a torus, the L-parameter φ− correspond-
ing to the trivial representation 1 is the trivial homomorphism
φ− : WF × SL2(C)→ SO2(C)⋊WF
(σ, x) 7→ 1⋊ σ.
(this is a general property of the local Langlands correspondence for tori). Thus
the composition of φ− with the natural L-embedding from LH− to LGL2 and the
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projection LGL2 ։ GL2(C) is given by
φ− : WF × SL2(C)→ GL2(C)
(σ, x) 7→

Ç
1
1
å
if σ ∈ WEµ·µG ,Ç
1
1
å
otherwise.
This representation is equivalent to 1⊕ µ · µG. 
Lemma 8.2. For any quadratic character µ′ of F×, the 2n-dimensional represen-
tation φ+ ⊗ µ′ of WF × SL2(C) is again the L-parameter of a simple supercuspidal
representation of H+.
Proof. By Theorem 7.16, the endoscopic lift of π
H+
ξ+,a+
to GL2n is given by π
GL2n
ω0,b,ζ
(see Theorem 7.16 for the description of b and ζ). Conversely, the all simple
supercuspidal representations of GL2n(F ) corresponding to the data of the form
(ω0, b
′, ζ′) ∈ SSCθω0(GL2n) satisfying ω0(b′) = ω(b) are obtained by the endoscopic
lift from H+. Therefore it suffices to show that if we regard φ+ ⊗ µ as an L-
parameter of GL2n, then it corresponds to such a simple supercuspidal representa-
tion of GL2n(F ).
By the compatibility of the local Langlands correspondence for GL2n and the
character twist, the representation corresponding to φ+ ⊗ µ′ is given by
πGL2nω0,b,ζ ⊗ (µ′ ◦ det) ∼= c-Ind
GL2n(F )
ZGL2nI
+
GL2n
〈ϕGL2n
b−1
〉
(
χ˜GL2nω0,b,ζ ⊗ µ′ ◦ det
)
.
On the other hand, since µ′ is a quadratic character and we assume that p 6= 2,
µ′ ◦ det is trivial on ZGL2n and I+GL2n . Moreover, we have µ′ ◦ det(ϕGL2nb−1 ) ∈ {±1}.
Thus χ˜GL2nω0,b,ζ ⊗ µ′ ◦ det is equal to either χ˜GL2nω0,b,ζ itself or χ˜GL2nω0,b,−ζ . This completes
the proof. 
Proposition 8.3. The L-packet Π˜Gφ of φ consists of two Out(G)-orbits of simple
supercuspidal representations of G, each of which consists of a single element.
Proof. First, by Lemma 8.1, the order of the group SGφ is given by two. Therefore
also the order of the L-packet Π˜Gφ for φ is given by two by Theorem 4.1 (1). On
the other hand, by the observation in Sections 2.6 and 2.7, each Out(G)-orbit of
simple supercuspidal representations of G is a singleton. Therefore our task is to
show that Π˜Gφ consists only of simple supercuspidal representations.
To show this, we note that (Sp2n,O
(ur)
2n+2) is a dual pair. Namely we can consider
the theta lifting between these groups. We consider the following L-parameter of
Sp2n:
φ′ := φ+ ⊗ µG ⊕ µ.
By Lemma 8.2, the first constituent φ+ ⊗ µG is the L-parameter of H+ corre-
sponding to a simple supercuspidal representation of H+. Moreover, we have
det(φ+ ⊗ µG) = det(φ+) = µ. Therefore, by Theorem 7.17, the L-packet of H+
corresponding to the above L-parameter φ′ consists of two simple supercuspidal
representations.
We consider the theta lift of the L-packet Π
Sp2n
φ′ to O
(ur)
2n+2(F ). For π ∈ ΠSp2nφ′ , we
denote its theta lift to O
(ur)
2n+2(F ) by θ(π). Since φ
′ does not contain the character
88
µG, by the compatibility of the local Langlands correspondence and the local theta
correspondence (e.g., see [GI14, Theorem C.5]), θ(π) is not zero for every π ∈ ΠSp2nφ′
and the map
π 7→ θ(π)|G
gives a bijection
Π
Sp2n
φ′ → Π˜Gθ(φ′),
where
θ(φ′) = φ′ ⊗ µG ⊕ 1 = φ+ ⊕ µ · µG ⊕ 1 = φ
(we remark that Sp2n has no nontrivial pure inner form). Here we note that, if we
follow the notations of [GI14], then we have G(V ) = SO
(ur)
2n+2 and H(W ) = Sp2n
(Case C′′).
On the other hand, by the depth-preserving theorem for the local theta corre-
spondence ([Pan02]), the depth of the representation θ(π) is given by 12n for every
π ∈ ΠSp2nφ′ . As the depth of representations are preserved by the restriction, we can
conclude that the L-packet of G for φ consists of two irreducible representations
of depth 12n . Thus, by Proposition B.11, the L-packet Π˜
G
φ consists of two simple
supercuspidal representation. 
We next determine the members of ΠGφ .
Theorem 8.4. The L-packet ΠGφ of φ is given by{
πGξ,0,a,1, π
G
ξ,1,aǫ−1,1
}
,
where
ξ = (−1)tGω0(−1) · ξ+ and a = a
2
+
22+tGǫνµ
.
Here we put
tG =
®
0 if G = SO2n+2,
1 if G = SOur2n+2 .
Proof. By Proposition 8.3, the L-packet for φ consists of two simple supercuspidal
representations of G, which are conjugate under the action of Gad. We denote them
by
πGξ,0,a,ζ and π
G
ξ,1,aǫ−1,ζ
(note that each of them is stable under Out(G)).
By Theorem 4.6, we have the following endoscopic character relation:
C · (ΘGξ,0,a,ζ −ΘGξ,1,aǫ−1,ζ)(g)
(∗) =
∑
(h+,h−)
↔g/∼
∆H,G
(
(h+, h−), g
)DH+(h+)2DH−(h−)2
DG(g)2
Θ
H+
ξ+,a+
(h+),
where the sum is over the stable conjugacy classes of norms (h+, h−) ∈ H+×H− of
g ∈ G (note that the character of the H−-part is trivial since now it is the character
of the trivial representation 1). Here note that C is a sign which is defined by
C =
®
1 if πGξ,0,a,ζ is wG-generic,
−1 if πGξ,1,aǫ−1,ζ is wG-generic.
In particular, C does not depend on g ∈ G.
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Now we let u ∈ k× and take g in the endoscopic character relation (∗) to be gGu
considered in Sections 6.9 and 6.10. By Lemma 6.6, gGu has a norm in H only if we
have
Eµ = F
Å»
(−1)n−1̟u
ã
.
If u satisfies this condition, then the sum of the endoscopic character relation runs
over two elements corresponding to the data (ξ
H+
u , ξ
H−
u ). Here we note that the
endoscopic character relation (∗) holds also for u ∈ k× which does not satisfy the
above condition. In this case, both sides of the relation are equal to zero.
Since the simple affine components of gGu are given by
(−1, 2, . . . , 2︸ ︷︷ ︸
n−2
,−1, 2, (−1)n−12u) if G = SO2n+2,(
1, 2, . . . , 2︸ ︷︷ ︸
n−2
, 2, (−1)n−12u) if G = SOur2n+2
(see Sections 6.9 and 6.10), we have(
ΘGξ,0,a,ζ −ΘGξ,1,aǫ−1,ζ
)
(gGu )
=
{
ω0(−2) ·Kln+2(−1)n+122n−2au(ψ;wG, χG) if G = SO2n+2,
Kln;1(−1)n+122n−1au(ψ;wG, χG) if G = SO
ur
2n+2,
by Corollaries 3.15 and 3.21. Here
wG =

(1, 2, . . . , 2︸ ︷︷ ︸
n−2
, 1, 1, 1) if G = SO2n+2,
(1, 2, . . . , 2︸ ︷︷ ︸
n−2
, 1; 1) if G = SOur2n+2,
χG =

(1, . . . ,1︸ ︷︷ ︸
n−1
, ω0, ω0,1) if G = SO2n+2,
(1, . . . ,1;ω0) if G = SO
ur
2n+2 .
Moreover, by Propositions 6.20 and 6.21, we have
∆H,G
(
(h+, h−), gGu
)DH+(h+)2DH−(h−)2
DG(gGu )
2
=
®
ω0(2) · q if G = SO2n+2,
−ω0(−1) · q if G = SOur2n+2 .
Here h± are any elements of H± corresponding to the data ξ
H±
u . Furthermore, if
we choose h+ to be the element g
H+
u considered in Section 6.6, then it is affine
generic and its simple affine components are given by(
2, . . . , 2︸ ︷︷ ︸
n−1
,±2v).
Here recall that v is an element of k× satisfying
v2ǫνµ = (−1)n−1u.
Therefore, by Proposition 3.12, we have∑
(h+,h−)
↔gGu /∼
Θ
H+
ξ+,a+
(h+) = Kl
n
±2na+v(ψ).
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Thus, by putting these equalities all together, we get{
C ·Kln+2(−1)n+122n−2au(ψ;wG, χG) = ω0(−1) · q ·Kln±2na+v(ψ) if G = SO2n+2,
C ·Kln;1(−1)n+122n−1au(ψ;wG, χG) = −ω0(−1) · q ·Kln±2na+v(ψ) if G = SOur2n+2 .
We consider the Fourier transform of this equality via a multiplicative character
χ of k×. Then, by Proposition A.2 (1) and Lemma A.5 (3), we have
C−1 ·
∑
u∈k×
χ(u) · LHS
= G(χ, ψ)2 ·G(χω0, ψ)2 ·G(χ2, ψ)n−2 ·
®
χ
(
(−1)n+122n−2a)−1 if G = SO2n+2,
−χ((−1)n+122n−1a)−1 if G = SOur2n+2 .
On the other hand, when u runs through all elements of k×, so does v. Therefore,
again by Proposition A.2 (1), we have∑
u∈k×
χ(u)Kln±2na+v(ψ) =
∑
v∈k×
χ
(
(−1)n−1v2ǫνµ)Kln2na+v(ψ)
= χ
(
(−1)n−1ǫνµ2−2na−2+
) ∑
v′∈k×
χ2(v′)Klnv′(ψ)
= χ
(
(−1)n−1ǫνµ2−2na−2+
)
G(χ2, ψ)n.
Therefore, for every χ, we have
C · χ((−1)n+122n−2+tGa)−1 ·G(χ, ψ)2 ·G(χω0, ψ)2 ·G(χ2, ψ)n−2
= ω0(−1) · q · χ
(
(−1)n−1ǫνµ2−2na−2+
)
G(χ2, ψ)n.
Since the Gauss sum is not zero, we have
C · χ(a)−1 ·G(χ, ψ)2 ·G(χω0, ψ)2 = ω0(−1) · q · χ
(
2tG−2a−2+ ǫ
νµ
) ·G(χ2, ψ)2.
By the Hasse-Davenport product relation (Lemma A.5 (2))
G(χ2, ψ) ·G(ω0, ψ) = G(χ, ψ) ·G(χω0, ψ) · χ(4)
and the relation
G(ω0, ψ)
2 = ω0(−1) · q
in Lemma A.5 (1), we get
χ(a) = C · χ(2−tG−2a2+ǫ−νµ).
Since this equality holds for every χ, we finally get
a =
a2+
2tG+2ǫνµ
and C = 1.
We next determine the data ξ of central character. We take g in the endoscopic
character relation (∗) to be −gGu . Then we have(
ΘGξ,0,a,ζ −ΘGξ,1,aǫ−1,ζ
)
(−gGu ) = ξ ·
(
ΘGξ,0,a,ζ −ΘGξ,1,aǫ−1,ζ
)
(gGu ), and∑
(h+,h−)
↔gGu /∼
Θ
H+
ξ+,a+
(−h+) = ξ+ ·
∑
(h+,h−)
↔gGu /∼
Θ
H+
ξ+,a+
(h+).
Moreover, from Propositions 6.20, 6.21, 6.23, and 6.24 we have
∆H,G
(
(−gH+u ,−gH−u ),−gGu
)DH+(−gH+u )2DH−(−gH−u )2
DG(−gGu )2
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= ∆H,G
(
(gH+u , g
H−
u ), g
G
u
)DH+(gH+u )2DH−(gH−u )2
DG(gGu )
2
· (−1)tGω0(−1).
Therefore, by the same computation as above, we get
ξ = (−1)tGω0(−1) · ξ+.
We finally determine the data ζ. To do this, we take g in the endoscopic character
relation (∗) to be an element corresponding to the data ξ+u ⊔−ξ−u . By the arguments
in Sections 6.9 and 6.10, such elements are given by
gGu ϕ
G
(−2)−1+tG ,2u(−1)n−1+tG .
Then, by Propositions 3.18 and 3.24, the character
ΘGξ,κ,aǫ−κ,ζ
(
gGu ϕ
G
(−2)−1+tG ,2u(−1)n−1+tG
)
is not zero only if
ω0(−2)−1+tG = (−1)κ and ω0
(
2u(−1)n−1+tG) = ω0(−aǫ−κ).
Here, since we took u to be in (−1)n−1ǫνµk×2 and we have a = a2+2−2−tGǫ−νµ , the
second condition is equivalent to the first one. Thus, the character is not zero only
if ω0(−2)−1+tG = (−1)κ. For such a κ, the index ±δ of the Kloosterman sums in
Propositions 3.18 and 3.24 are given by
±δ = ±2na+v.
Here v is an element of k× satisfying v2ǫνµ = (−1)n+1u. Thus, by Propositions
3.18 and 3.24, we get(
ΘGξ,0,a,ζ −ΘGξ,1,aǫ−1,ζ
)
(gGu ϕ
G
(−2)−1+tG ,2u(−1)n−1+tG ) = (−1)κ · ζ ·Kln±2na+v(ψ)
= ω0(−2)−1+tG · ζ ·Kln±2na+v(ψ).
On the other hand, by Propositions 6.20 and 6.21, we have
∆H,G
(
(gH+u ,−gH−u ), gGu ϕG(−2)−1+tG ,2u(−1)n−1+tG
) DH+(gH+u )2DH−(−gH−u )2
DG(gGu ϕ
G
(−2)−1+tG ,2u(−1)n−1+tG )
2
= ω0(−2)1−tG .
As the (h+)-parts of the elements corresponding to g
G
u ϕ
G
(−2)−1+tG ,2u(−1)n−1+tG are
represented by g
H+
u and its conjugation via the outer automorphism, we have∑
(h+,h−)↔
gGu ϕ
G
−2−1+tG ,2u(−1)n−1+tG
/∼
Θ
H+
ξ+,a+
(h+) = Kl
n
±2na+v(ψ)
by Proposition 3.12. Thus, by combining these results, we get
ω0(−2)1−tG · ζ ·Kln±2na+v(ψ) = ω0(−2)1−tG ·Kln±2na+v(ψ).
Since this equality holds for every v ∈ k×, we can conclude ζ = 1. 
92
8.2. Construction of simple supercuspidal L-packets: the case where
ζ = −1. We next construct L-packets of G consisting of simple supercuspidal
representations whose the final parameter ζ is given by −1. To do this, we consider
the twist of the L-packets in the previous subsection via the spinor norm
spin: G→ F×/F×2
of G (see Section C for the definition).
Lemma 8.5. For any (α, β), we have
µur ◦ spin(ϕGα,β) = −1.
Proof. We first note that the image of G(O) under the character spin is contained
in O×/O×2. In particular, the image under µur ◦ spin is trivial. Therefore, by the
definition of ϕGα,β (see Sections 2.6 and 2.7), it suffices to show that the image of
the matrix
ϕ˜ :=
Ñ
̟−1
I2n
̟
é
under µur ◦ spin is given by −1. Since this matrix represents the reflection with
respect to the vector
̟−1e1 − e2n,
we have
spin(ϕ˜) =
®
q
1
(̟−1e1 − e2n) if G = SO2n+2
qur(̟
−1e1 − e2n) if G = SOur2n+2
= −2̟−1.
Thus we get
µur ◦ spin(ϕ˜) = µur(−2̟−1) = −1.

Let φ be the L-parameter of G considered in the previous subsection.
Theorem 8.6. The L-packet of G for φ⊗ µur is given by{
πGξ,0,a,−1, π
G
ξ,1,aǫ−1,−1
}
where
ξ =
®
ω0(−1) · ξ+ if G = SO2n+2,
−ω0(−1) · ξ+ if G = SOur2n+2,
and a =
{
a2+
4ǫνµ if G = SO2n+2,
a2+
8ǫνµ if G = SO
ur
2n+2 .
Proof. By Theorem 8.4 and Proposition C.1, the L-packet of φ⊗ µur is given by{
πGξ,0,a,1, π
G
ξ,1,aǫ−1,1
}⊗ (µur ◦ spin).
As a consequence of the Frobenius reciprocity, the representation πGξ,κ,b,1 ⊗ (µur ◦
spin) is given by the compact induction of χ˜Gξ,κ,b,1 ⊗ (µur ◦ spin).
Since the image of ±I+G under spin is contained in O×/O×2, hence contained in
the kernel of µur, the twist via µur ◦ spin does not affect the first three data (ξ, κ, b).
On the other hand, by Lemma 8.5, we have
χ˜Gξ,κ,b,1 ⊗ (µur ◦ spin)(ϕGα,β) = −1,
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for every (α, β) ∈ {±1} × k×. Thus we can conclude
χ˜Gξ,κ,b,1 ⊗ (µur ◦ spin) ∼= χ˜Gξ,κ,b,−1
and get the result. 
In summary, we get the following:
Theorem 8.7. Let (ξ, 0, a, ζ) ∈ SSC(G). Then{
πGξ,0,a,ζ , π
G
ξ,1,aǫ−1,ζ
}
is an L-packet of G. Moreover, its endoscopic lift to GL2n+2 is given by the para-
bolic induction of®
πGL2nω0,b,η ⊠ (ω
GL2n
ω0,b,η
· µG)⊠ 1 if ζ = 1,
πGL2nω0,b,−η ⊠ (ω
GL2n
ω0,b,η
· µur · µG)⊠ µur if ζ = −1.
Here ωGL2nω0,b,η is the central character of π
GL2n
ω0,b,η
(note that ωGL2nω0,b,η = ω
GL2n
ω0,b,−η) and
η = (−1)tGq− 12G(ω0, ψ)ω0(−1)ξ and b = (−1)n−122+tGa.
Proof. We first consider the case where ζ = 1. By Theorem 8.4, the finite set in
the assertion is an L-packet of G. Moreover, this L-packets is the endoscopic lift
of an L-packet of H (for a ramified quadratic character µ of F×) which contains
π
H+
ξ+,a+
⊠ 1 and corresponds to an L-parameter φ+ ⊕ 1 ⊕ µ · µG. Here (ξ+, a+) is
an element of SSC(H+) satisfying the following relation:
ξ = (−1)tGω0(−1)ξ+ and a = a
2
+
22+tGǫνµ
,
and φ+ is the L-parameter of π
H+
ξ+,a+
.
On the other hand, by Theorem 7.16, the endoscopic lift πGL2nφ+ of π
H+
ξ+,a+
to GL2n
is given by πGL2nω0,b,η, where
η = q−
1
2G(ω0, ψ)ξ+ and b = (−1)n−1 a
2
+
ǫνµ
,
By combining the above relations, we get
η = (−1)tGq− 12G(ω0, ψ)ω0(−1)ξ and b = (−1)n−122+tGa.
Thus we get the assertion.
We next consider the case where ζ = −1. However, since we can check easily
that
πGL2nω0,b,η ⊗ (µur ◦ det) ∼= πGL2nω0,b,−η,
the assertion for this case follows from that for the case where ζ = 1. 
9. Application: Formal degree conjecture for simple supercuspidal
L-packets for some bad primes
In this section, as an application of our results on a description of the structure of
simple supercuspidal L-packets and their L-parameters, we prove that the Hiraga–
Ichino–Ikeda formal degree conjecture holds for simple supercuspidal L-packets of
quasi-split classical groups, under some restriction on the residual characteristic p.
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9.1. Formal degree conjecture of Hiraga–Ichino–Ikeda. We first recall the
formal degree conjecture. Let G be a quasi-split classical group over F . Then the
formal degree conjecture predicts that the following two objects are related under
the local Langlands correspondence for G:
Formal degrees of discrete series representations: We fix a Haar mea-
sure dg of G. Then, for an irreducible discrete series representation π ∈
Π2(G) of G, we can define the formal degree deg(π) of π with respect to
dg (see Section 5.2 for the definition of deg(π)).
Adjoint γ-factors of discrete L-parameters: For a discrete L-parameter
φ ∈ Φ2(G) of G, the adjoint γ-factor of φ is defined by
γ(s,Ad ◦φ, ψ) := ε(s,Ad ◦φ, ψ) · L(1− s,Ad ◦φ)
L(s,Ad ◦φ) .
Here ψ is the fixed additive character of F of level one and Ad is the adjoint
representation of LG on its Lie algebra ĝ := Lie(“G):
Ad: LG→ GL(ĝ).
We note that γ(s,Ad ◦φ, ψ) is holomorphic and not zero at s = 0 by the
assumption that φ is discrete (see [HII08, Lemma 1.2]).
Now we state the Hiraga–Ichino–Ikeda formal degree conjecture. Here we follow
Gross–Reeder’s formulation:
Conjecture 9.1 ([HII08, Conjecture 1.4], [GR10, Conjecture 7.1 (5)]). Let StG ∈
Π2(G) be the Steinberg representation of G, and φG its corresponding discrete L-
parameter. We take φ ∈ Φ2(G) and π ∈ ΠGφ ⊂ Π2(G). Then we have
deg(π)
deg(StG)
=
|SGφG |
|SGφ |
· |γ(0,Ad ◦φ, ψ)||γ(0,Ad ◦φG, ψ)| .
Remark 9.2. In the above formulation, the ambiguity of dg (resp. ψ) is cancelled
by taking the ratio of formal degrees (resp. γ-factors). On the other hand, in the
original paper of Hiraga–Ichino–Ikeda ([HII08]), by taking dg and ψ explicitly, they
formulated the above conjecture in the absolute form. However, as the absolute ver-
sion of the conjecture for the Steinberg representation is showed in [HII08, Section
3.3], these two formulations are equivalent. See also [GR10, Section 7].
The formal degree conjecture (Conjecture 9.1) is still open in the cases of sym-
plectic and even orthogonal groups. The aim of this section is to check this conjec-
ture for the simple supercuspidal L-packets of these groups under some assumption
on the residual characteristic. Namely, our goal in this section is the following.
Theorem 9.3. Let G be one of the following quasi-split classical groups over F :
Sp2n, SO
µ
2n, SO
(ur)
2n+2,
where µ is a ramified quadratic character of F×. We assume either
• that p does not divide 2n, or
• that 2n = pe · n′, where e ∈ Z≥1 and n′ ∈ Z>0 satisfying n′ | (p− 1).
Then the simple supercuspidal L-packets of G satisfy the formal degree conjecture
(Conjecture 9.1).
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9.2. The case where p does not divide 2n. We first consider the case where
p does not divide 2n. In this case, in [Kal13] and [Kal15], Kaletha constructed a
candidate for the local Langlands correspondence for simple supercuspidal (more
generally, epipelagic) representations. More precisely, for an epipelagic L-parameter
in the sense of Kaletha, he attached an L-packet consisting of epipelagic represen-
tations (note that simple supercuspidal representations are epipelagic). Here we
recall that, for a quasi-split tamely ramified connected reductive group G over F ,
an L-parameter φ of G is called epipelagic if it satisfies the following conditions:
(1)G: The centralizer CentĜ(φ(PF )) of the image of the wild inertia subgroup
PF of WF in “G is a maximal torus T belonging to an F -splitting of “G.
(2)G: The image of φ(IF ) in Aut(T ) is generated by a regular elliptic ele-
ment w of order m. Note that we say that w is regular elliptic if we have
X∗(T )w = X∗(ZĜ), where ZĜ is the center of “G.
(3)G: For σ ∈ I
1
m+
F , we have φ(σ) = 1⋊ σ ∈ LG. Here I•F is the ramification
filtration of IF .
Since he checked the formal degree conjecture for his L-parameters corresponding
to the epipelagic representations ([Kal15, Section 5.4]), it is enough to show that
our L-parameters described in Theorem 5.1 are compatible with his ones. Here we
note that his computation of the special value of the adjoint γ-factors of epipelagic
L-parameters in [Kal15] only needs the above three properties of those parameters.
Namely, in order to show the formal degree conjecture, we only have to show
that our L-parameters corresponding to simple supercuspidal representations are
epipelagic.
We recall that, by Corollary 5.13, if we put φ to be the L-parameter of a simple
supercuspidal representation of Sp2n(F ), then it is of the form
φ0 ⊕ det ◦φ0
as a representation ofWF (note that the SL2(C)-part of this L-parameter is trivial).
Here φ0 is the L-parameter of a simple supercuspidal representation of GL2n(F )
which is lifted from a ramified even special orthogonal group SOµ2n by Proposition
7.7. Hence the image of φ in ‘Sp2n = SO2n+1(C) is contained in(
O2n(C)×O1(C)
)det=1 ⊂ SO2n+1(C).
Lemma 9.4. The L-parameter φ0 is an epipelagic L-parameter of SO
µ
2n.
Proof. By Theorem 7.16, if we regard φ0 as an L-parameter of GL2n by compos-
ing it with the L-embedding from LSOµ2n to
LGL2n defined in Section 4, then it
corresponds to a simple supercuspidal representation of GL2n(F ). Thus φ0 is an
epipelagic L-parameter of GL2n (see [Kal15, Section 7]). In particular, φ0 sat-
isfies the conditions (1)GL2n , (2)GL2n , and (3)GL2n in the definition of epipelagic
L-parameters for GL2n. Then it is trivial that φ0 satisfies the conditions (1)SOµ2n
and (3)SOµ2n as an L-parameter of SO
µ
2n.
We check that φ0 satisfies (2)SOµ2n . We put
TGL2n := CentGL2n(C)
(
φ0(PF )
)
, and
TSOµ2n := CentSO2n(C)
(
φ0(PF )
)
= TGL2n ∩ SO2n(C).
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By the condition (2)GL2n , we have φ(IF ) = 〈w〉, where w is a regular elliptic element
of Ω(TGL2n ,GL2n(C)) ⋊ IF . That is, we have
X∗(TGL2n)w = X∗
(
ZGL2n(C)
)
.
Here ZGL2n(C) is the center of
’GL2n = GL2n(C). Our task is to show that w is a
regular elliptic element of Ω(TSOµ2n , SO2n(C))⋊ IF , namely, w satisfies
X∗(TSOµ2n)w = X∗(ZSO2n(C)) = 0.
Let θˆ be the dual involution of θ on LGL2n defined by
θˆ : GL2n(C)→ GL2n(C); g 7→ J2n tg−1J−12n .
Then w is invariant under θˆ and TSOµ2n coincides with the θˆ-fixed part of TGL2n .
Therefore we have
X∗(TSOµ2n)w = X∗(T θˆGL2n)w =
(
X∗(TGL2n)θˆ
)w
=
(
X∗(TGL2n)w
)θˆ
= X∗
(
ZGL2n(C)
)θˆ
.
Since θˆ acts on ZGL2n(C) by the inversion, we have X∗(ZGL2n(C))
θˆ = 0. 
By taking a conjugation, we may assume that TGL2n defined in the above proof
is the diagonal maximal torus of ’GL2n.
Lemma 9.5. Let P be a subgroup of O2n(C) ⊂ GL2n(C) satisfying CentGL2n(C)(P ) =
TGL2n . Then we have CentGL2n+1(C)(P ) = TGL2n+1 . Here TGL2n+1 is the diagonal
maximal torus of GL2n+1(C) and we regard P as a subgroup of GL2n+1(C) by the
following embedding:
O2n(C) ∼=
(
O2n(C)×O1(C)
)det=1 ⊂ SO2n+1(C) ⊂ GL2n+1(C)
g =
Å
A B
C D
ã
7→
Ñ
A 0 B
0 det(g) 0
C 0 D
é
.
Proof. We first note
P ⊂ CentGL2n(C)
(
CentGL2n(C)(P )
)
= CentGL2n(C)(TGL2n) = TGL2n .
Thus every g ∈ P is of the form g = diag(t1, . . . , t2n). By the assumption that
CentGL2n(C)(P ) = TGL2n , we know that every element outside the diagonal maximal
torus does not commute with some g ∈ P . In particular, the following holds:
(∗) for every 1 ≤ i, j ≤ 2n, there exists diag(t1, . . . , t2n) ∈ P such that ti 6= tj .
Now we show the assertion. By the definition of the embedding, the inclusion
CentGL2n+1(C)(P ) ⊃ TGL2n+1 is trivial. Therefore, in order to show the claim, we
have to show that every element of GL2n+1(C) outside the diagonal maximal torus
does not commute with some g ∈ P . Namely, it suffices to show that, for every
1 ≤ i, j ≤ 2n+ 1, there exists
diag(s1, . . . , s2n+1) = diag(t1, . . . , tn, 1, tn+1, . . . , t2n) ∈ P ⊂ GL2n+1(C)
such that si 6= sj . Then, by the condition (∗), it suffices to show that, for every
1 ≤ i ≤ 2n, there exists diag(t1, . . . , t2n) ∈ P such that ti 6= 1. Here we note that P
is a subgroup of O2n(C), hence every element g = diag(t1, . . . , t2n) of P satisfies ti =
t−12n+1−i. By applying (∗) to j = 2n+1−i, there exists diag(t1, . . . , tn, t−1n , . . . , t−11 ) ∈
P satisfying t2i 6= 1. In particular, we have ti 6= 1. 
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Proposition 9.6. The L-parameter φ is an epipelagic L-parameter of Sp2n.
Proof. By Lemmas 9.4 and 9.5, we have
CentSO2n+1(C)
(
φ(PF )
)
= CentGL2n+1(C)
(
φ(PF )
) ∩ SO2n+1(C)
= TGL2n+1 ∩ SO2n+1(C)
= TSp2n ,
where TSp2n is the diagonal maximal torus of SO2n+1(C). Hence φ satisfies the con-
dition (1)Sp2n . Moreover, since TSp2n is the image of TSOµ2n under the L-embedding
from LSOµ2n to
LSp2n, we have X∗(TSOµ2n) = X∗(TSp2n). Hence φ satisfies the con-
dition (2)Sp2n . Finally, the condition (3)Sp2n is obviously satisfied. Therefore φ is
an epipelagic L-parameter of Sp2n. 
This completes the case where p ∤ 2n.
9.3. Some wildly ramified extensions of p-adic fileds. From now on, we treat
the case where p divides 2n. We put
2n = pe · n′
for e ∈ Z≥1 and n′ ∈ Z≥1 satisfying (n′, p) = 1. Before we consider the formal
degree conjecture of the case where p divides 2n, we introduce a finite tower of
ramified extensions of F which will be needed in Imai–Tsushima’s description of
the L-parameters of simple supercuspidal representations of GL2n. See Section 2.2
in [IT15] for the details of the arguments in this subsection.
Let Q be a finite group of order p2e+1(pe + 1) defined by
Q :=
{
(a, b, c) ∈ k × k × k ∣∣ ape+1 = 1, bp2e + b = 0, cp − c+ bpe+1 = 0}
with the multiplication
(a1, b1, c1) · (a2, b2, c2) :=
Å
a1a2, b1 + a1b2, c1 + c2 +
e−1∑
i=0
(a1b
pe
1 b2)
pi
ã
.
We consider a Z-action on this group Q defined by
m · (a, b, c) := (ap−m , bp−m , cp−m),
for m ∈ Z and (a, b, c) ∈ Q. We take their semi-direct product Q⋊ Z.
We fix ϕ, α, β, and γ ∈ F satisfying
ϕn
′
= ̟, αp
e+1 = −ϕ, βp2e + β = −α−1, and γp − γ = βpe+1,
and set
E := F (ϕ), T := Eur(α), M := T (β), and N :=M(γ).
Then we can define a surjective homomorphism
Θ: WE ։ Q⋊ Z; σ 7→
(
(aσ, bσ, cσ), fnσ
)
.
Here we put
aσ := σ(α)/α, bσ := aσσ(β) − β, cσ := σ(γ)− γ +
e−1∑
i=0
(
bp
e
σ (β + bσ)
)pi
,
f := [k : Fp], and nσ := valE(σ).
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Note that Q has a subgroup
Q′ := {(a, b, c) ∈ Q | a = 1}.
This subgroup is a finite Heisenberg group with the center
Q′′ := {(a, b, c) ∈ Q | a = 1, b = 0} ∼= Fp.
These three groups Q, Q′, and Q′′ correspond to the fields Eur, T , M , and N
defined as above. Namely, we have
Q = Gal(N/Eur), Q′ = Gal(N/T ), and Q′′ = Gal(N/M).
Now we show the following technical lemma:
Lemma 9.7. If n′ divides p− 1, then the extension N/F ur is Galois.
Proof. Since we have N = F ur(β, γ), it is enough to check that N contains the all
roots of the minimal polynomials of β and γ over F ur. We check this only for the
case of γ (we can show the assertion for β in a similar, but simpler, computation).
By taking the (pe + 1)-th power of the equality βp
2e
+ β = −α−1, we have
βp
e+1
(
β(p
e+1)(pe−1) + 1
)pe+1
= ϕ−1.
By replacing βp
e+1 in this equality with γp − γ, we get
(γp − γ)((γp − γ)pe−1 + 1)pe+1 = ϕ−1.
Thus the minimal polynomial of γ over Eur divide
(∗) (xp − x)((xp − x)pe−1 + 1)pe+1 − ϕ−1 ∈ Eur[x].
By noting that
• the degree of this polynomial is given by p2e+1,
• the degree of the extension N/Eur is given by p2e+1(pe + 1), and
• the degree of β over Eur(γ) is not greater than pe + 1,
the polynomial (∗) is a minimal polynomial of γ over Eur. Thus, since N is Galois
over Eur, N contains the all roots of the polynomial (∗).
On the other hand, by taking the n′-th power of (γp−γ)((γp−γ)pe−1+1)pe+1 =
ϕ−1, we know that the minimal polynomial of γ over F ur divides
(⋆) (xp − x)n′((xp − x)pe−1 + 1)n′(pe+1) −̟−1 ∈ F ur[x].
We show that N contains the all roots of this polynomial. If we put
pζn′ (x) := (x
p − x)((xp − x)pe−1 + 1)pe+1 − ζn′ϕ−1
for an n′-th root ζn′ of unity, then we have
(xp − x)n′((xp − x)pe−1 + 1)n′(pe+1) −̟−1 =∏
ζn′
pζn′ (x),
where the product runs over the set of n′-th roots of unity. By the assumption that
n′ divides p− 1, we have a bijection from the set of roots of p1 to that of pζn′ given
by x0 7→ x0ζn′ . Since N contains the all roots of p1 by the argument in the previous
paragraph, we can conclude that N contains the all roots of the polynomial (⋆). 
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From now on, we further assume
n′ | p− 1.
and we put
Q := Gal(N/F ur).
The relationships between the fields and their Galois groups are summarized as
follows:
IF⋃
Θ|IF // // Q = Gal(N/F ur)⋃
index n′
F ur⋂
IE⋃
Θ|IE // // Q = Gal(N/Eur)⋃
index pe+1
Eur := F ur(ϕ)⋂ ϕn
′
= ̟
PF = PE
Θ|PF // // Q′ = Gal(N/T )⋃
index p2e
T := Eur(α)⋂ αp
e+1 = −ϕ
Q′′ = Gal(N/M)⋃
index p
M := T (β)⋂ βp
2e
+ β = −α−1
1 = Gal(N/N) N :=M(γ) γp − γ = βpe+1
Since N is a Galois extension of F ur, the absolute Galois group Gal(F/N) =
Ker(Θ|IE ) of N is normal in Gal(F/F ur) = IF . In particular, the IF -conjugation
on IF preserves Ker(Θ|IE ). Hence we can consider the IF -conjugation on Q, Q′,
and Q′′.
Now let us investigate the IF -action on Q
′′ (note that IE acts on Q′′ trivially
since Q′′ is the center of Q′, which is the image of IE).
Lemma 9.8. Let {γ0 = γ, . . . , γp−1} be the set of roots of the equation xp − x =
βp
e+1. Then, for every i 6= j, γi − γj belongs to the ring OF of integers in F and
its reduction belongs to Fp.
Proof. We take i 6= j. Then we have γpi −γi = γpj −γj. Thus, if we put γij := γi−γj,
then we get
(γij + γj)
p − (γij + γj) = γpj − γj
(∗) ⇐⇒ γpij +
p−1∑
k=1
Å
p
k
ã
γkj γ
p−k
ij − γij = 0.
Since γi is a root of the equation in the claim, its valuation with respect to F
ur
is given by − 1n′p2e+1 (note that the valuation of β is − 1n′(pe+1)p2e ). In particular,
the coefficient of γp−kij in (∗) has a positive valuation. Therefore γij is an integral
element of F . Moreover, by noting that γij 6= 0 and considering the reduction of
(∗), we get an equality γijp−1 − 1 = 0. This implies that γij belongs to Fp. 
By Lemma 9.8, we may assume that, for every 1 ≤ 0 ≤ p − 1, the following
equality holds:
γi ≡ γ0 + i mod pF ,
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where pF is the maximal ideal of the ring OF of integers in F . Then we can regard
Q′′ = Gal(N/M) as Fp via
Fp ∼= Gal(N/M); j 7→ σj ,
where σj is an M -automorphism of N defined by σj(γi) = γi+j .
On the other hand, if we fix a primitive n′-th root ζn′ of unity, then we can
identify IF /IE with Z/n
′Z via
Z/n′Z ∼= IF /IE ; 1 7→ σ,
where σ is an F ur-automorphism of Eur given by ϕ 7→ ϕζn′ . We note that, by the
assumption that n′ divides p− 1, we can regard ζn′ as an element of Fp.
Lemma 9.9. Under the above identifications, the action of σ ∈ IF /IE on Q′′ ∼= Fp
is given by the multiplication by ζn′ .
Proof. If we fix a primitive n′(pe + 1)-th root ζn′(pe+1) of unity so that ζn′ =
ζp
e+1
n′(pe+1), then we can realize a generator σ of IF /IE as an element of Gal(N/F
ur)
by σ(β) = βζ−1n′(pe+1) and σ(γ) = γζ
−1
n′ . Therefore we can compute the image of γ0
under σσjσ
−1 as follows:
σσjσ
−1(γ0) = σσj(γ0ζn′) = σ(γjζn′) ≡ σ
(
(γ0 + j)ζn′
)
= γ0 + j · ζn′ mod pF .
Namely σ acts on Q′′ ∼= Fp by the multiplication by ζn′ . 
Finally, we determine the lower ramification filtration ofQ. The following propo-
sition will be used to compute the Swan conductor of the L-parameter of simple
supercuspidal representations.
Proposition 9.10. The lower ramification filtration of Q is given by
Q0 ) Q1 ) Q2 = · · · = Qpe+1 ) Qpe+2 = · · · = 1,
and we have
Q0 = Q, Q1 = Q′, and Q2 = · · · = Qpe+1 = Q′′.
Proof. To determine the lower ramification filtration of Q = Gal(N/F ur), we com-
pute the Herbrand function ϕN/Fur of N/F
ur. Here recall that, for a finite Galois
extension L/K of complete discrete valuation fields with perfect residue fields and
the lower ramification filtration of its Galois groups Gal(L/K)•, its Herbrand func-
tion is defined by
ϕL/K(u) :=
∫ u
0
dt(
Gal(L/K)0 : Gal(L/K)t
) .
Here note that, for a real number t ∈ R ≥ 0, we put Gal(L/K)t := Gal(L/K)⌈t⌉
(see [Ser79, Section IV.3] for details). By noting that the Herbrand function is as-
sociative with respect to the chain of extensions of fields, we compute the Herbrand
function for each of extensions N/M , M/T , and T/F ur.
The case of T/F ur: As T/F ur is totally tamely ramified extension, we have
Gal(T/F ur)0 = Gal(T/F
ur), and
Gal(T/F ur)1 = Gal(T/F
ur)2 = · · · = 1.
Thus we have
ϕT/Fur(u) =
1
n′(pe + 1)
u.
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The case of M/T : Since β−1 is an uniformizer of M , in order to compute the
lower ramification filtration of Gal(M/T ), it is enough to compute the valuation of
σ(β−1)− β−1
for every σ ∈ Gal(M/T ).
By the same arguments as in Lemma 9.8 and the paragraph after Lemma 9.8,
we can identify Gal(M/T ) with the abelian subgroup
{x ∈ Fp | xp2e + x = 0}
of Fp. More precisely, for x ∈ Fp satisfying xp2e +x = 0, the corresponding element
σx ∈ Gal(M/T ) is characterized by the following condition:
σx(β) ≡ β + x mod pF .
Hence we have
valM
(
σx(β
−1)− β−1) = valMÅ−σx(β) − β
σx(β)β
ã
= 2
whenever x 6= 0. Therefore the lower ramification filtration of Gal(M/T ) is given
by
Gal(M/T )0 = Gal(M/T )1 = Gal(M/T ), and
Gal(M/T )2 = · · · = 1,
and we have
ϕM/T (u) =
®
u for 0 ≤ u ≤ 1,
1
p2e (u− 1) + 1 for 1 ≤ u.
The case of N/M : First, since N/M is totally ramified of degree p, we have
valN (β
pe+1) = −p(pe + 1). By combining this with the equality γp − γ = βpe+1,
we get
valN (γ) = −(pe + 1).
Let ̟N be a uniformizer of N and we put
γ = ̟
−(pe+1)
N u,
where u is a unit of ON . Then our task is to compute the valuation of
σ(̟N )−̟N
for every σ ∈ Gal(N/M).
By Lemma 9.8, the Galois group Gal(N/M) is identified with Fp and, for i ∈ Fp,
the corresponding element σi ∈ Gal(N/M) is characterized by
σi(γ) ≡ γ + i mod pF .
Hence we have valN (σi(γ)− γ) = 0 whenever i 6= 0.
Now we put
σi(̟N )−̟N = ̟s+1N v,
where s ∈ Z and v ∈ OF . Namely, s is the unique integer such that σi ∈
Gal(N/M)s \ Gal(N/M)s+1, and note that s > 0 since N/M is totally wildly
ramified. Let us determine s. Since we have
σi(γ)− γ = σi
(
̟
−(pe+1)
N u
)−̟−(pe+1)N u = ̟pe+1N σi(u)− σi(̟pe+1N )u
σi(̟
pe+1
N )̟
pe+1
N
,
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the valuation of ̟p
e+1
N σi(u)− σi(̟p
e+1
N )u is given by 2(p
e + 1) whenever i 6= 0.
On the other hand, since σi ∈ Gal(N/M)s, we have
σi(u) = u+̟
s+1
N v
′
for some v′ ∈ OF . Therefore we have
̟p
e+1
N σi(u)− σi(̟p
e+1
N )u = ̟
pe+1
N (u+̟
s+1
N v
′)− (̟N +̟s+1N v)pe+1u
= ̟p
e+s+2
N v
′ −
pe+1∑
k=1
Å
pe + 1
k
ã
̟
(pe+1−k)+(s+1)k
N v
ku.
Here, since s > 0, the valuations of the terms in the right-hand side are given by
the following:
valN
(
̟p
e+s+2
N v
′) = pe + s+ 2, and
valN
ÅÅ
pe + 1
k
ã
̟
(pe+1−k)+(s+1)k
N v
ku
ã®
= pe + s+ 1 if k = 1,
> pe + s+ 1 if k > 1.
Hence the valuation of the right-hand side is given by pe + s+ 1.
By comparing with the above computations, for i 6= 0, we get
2(pe + 1) = pe + s+ 1.
Thus s is equal to pe + 1.
Therefore the lower ramification filtration of Gal(N/M) is given by
Gal(N/M)0 = · · · = Gal(N/M)pe+1 = Gal(N/M), and
Gal(N/M)pe+2 = · · · = 1,
and we have
ϕN/M (u) =
®
u for 0 ≤ u ≤ pe + 1,
1
p (u− pe − 1) + pe + 1 for pe + 1 ≤ u.
Finally, we compose the above three functions. Then we get
ϕN/Fur(u) =
1
n′(pe + 1)
×

u for 0 ≤ u ≤ 1,
1
p2e (u − 1) + 1 for 1 ≤ u ≤ pe + 1,
1
p2e+1 (u + p
e+1 − pe − 1) + 1 for pe + 1 ≤ u.
In particular, the ramification filtration of Q jumps at three points:
Q0 ) Q1, Q1 ) Q2, and Qpe+1 ) Qpe+2.
On the other hand, since N/F ur is totally tamely ramified and Q′ is the image of
the wild inertia subgroup PF of IF , we have Q0 = Q and Q1 = Q′. Thus our final
task is to determine Q2 = · · · = Qpe+1. By the above description of the Herbrand
function, the order of this subgroup Q2 is equal to p. Moreover, since the lower
ramification filtration is compatible with those of subgroups, we have
Q2 = Gal(N/F ur)2 ⊃ Gal(N/M)2 = Gal(N/M) = Q′′.
Therefore we get Q2 = Q′′. 
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9.4. Some representation theory of finite Heisenberg groups. Recall that
Q′ is a finite Heisenberg group of order p2e+1 with the center Q′′ ∼= Fp. The follow-
ing is the fundamental fact in the representation theory of Q′ (see, e.g., [Bum97,
Exercises 4.1]):
Fact 9.11 (Stone–von Neumann’s theorem). Let ψ0 be a nontrivial character of
Q′′ ∼= Fp. Then there exists a unique irreducible representation τψ0 of Q′ whose
central character is given by ψ0. In particular, irreducible representations of Q
′ are
exhausted by {τψ0 | ψ0} and the characters of Q′/Q′′. Moreover, the dimension of
τψ0 is given by p
e.
By using this fact, we show some lemmas which will be used to compute the
exterior product of the L-parameter of a simple supercuspidal representation of
GL2n(F).
Lemma 9.12. For every nontrivial character ψ0 of Q
′, we have
τψ0 ⊗ τψ−10 ∼=
⊕
η∈(Q′/Q′′)∨
η.
Proof. The central character of τψ0⊗τψ−1
0
is trivial. On the other hand, the dimen-
sion of τψ0 ⊗ τψ−10 is equal to p
2e. Thus, since the quotient group Q′/Q′′ is abelian
of order p2e, it suffices to show that every character η of Q′/Q′′ is contained in the
left-hand side.
As the central character of τ∨ψ0 is given by ψ
−1
0 , by Stone–von Neumann’s theorem
(Fact 9.11), we have τ∨ψ0
∼= τψ−10 . Thus the canonical Q
′-invariant pairing
(−,−) : τψ0 × τ∨ψ0 → C
induces a non-zero Q′-invariant pairing on τψ0 × τψ−10 . This implies that τψ0 ⊗ τψ−10
contains the trivial representation of Q′.
On the other hand, for every character η of Q′/Q′′, the η-twist does not change
the central character of τψ0 . Thus, again by Stone–von Neumann’s theorem (Fact
9.11), we have τψ0 ⊗ η ∼= τψ0 . Therefore, for every character η of Q′/Q′′, we have
η = η ⊗ 1 ⊂ η ⊗ τψ0 ⊗ τψ−10 ∼= τψ0 ⊗ τψ−10 .
This completes the proof. 
Lemma 9.13. Let ψi and ψj be nontrivial additive characters of Fp satisfying
ψi 6= ψj. Then we have
∧2τψi ∼= τ⊕
pe−1
2
ψ2
i
and τψi ⊗ τψj ∼= τ⊕p
e
ψiψj
.
Proof. Since the dimension of the representation τψi is equal to p
e (Fact 9.11), that
of ∧2τψi is given by
(pe
2
)
= p
e(pe−1)
2 . On the other hand, the central character
of ∧2τψi is given by ψ2i . Since we assume p is not equal to 2, ψ2i is a nontrivial
character of Q′′. Therefore, by Stone–von Neumann’s theorem (Fact 9.11), we have
∧2τψi ∼= τ⊕
pe−1
2
ψ2i
.
By noting that the dimension of τψi⊗τψj equals p2e and that the central character
of τψi⊗τψj is given by ψiψj , we can show the latter assertion by the same argument.

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9.5. The case where p divides 2n. Now we consider the formal degree conjecture
for simple supercuspidal representations in the case where p divides 2n. Recall that
we put 2n = pe · n′ for e ∈ Z≥1 and n′ ∈ Z≥1 satisfying (n′, p) = 1.
To compute the adjoint γ-factor of the L-parameters of simple supercuspidal
representations explicilty, we utilize a result of Imai–Tsushima in [IT15].
For (ω, a, ζ) ∈ SSC(GL2n), we consider the simple supercuspidal representation
πGL2nω,a,ζ of GL2n(F ) defined in Section 2.3 (note that, in [IT15], this representation
is denoted by πa−1,ω,−ζ). Here, by replacing the fixed uniformizer ̟ with a−1̟,
we may assume a = 1.
Now we define a representation τ2n,1,ω,−ζ of WE by
τ2n,1,ω,−ζ := τ2n,1 ⊗ (ω ◦ λ1)⊗ φ−ζ .
Here we do not explain the definitions of the representations in the right-hand side
(see [IT15, Section 2.2]). However, the key properties of this representation are the
following:
• τ2n,1 is the pull-back of a representation τ2n of Q⋊ Z via Θ,
• τ2n is an irreducible representation of Q ⋊ Z satisfying τ2n|Q′ ∼= τψ0 for an
nontrivial character ψ0 of Fp,
• ω ◦ λ1 is a character of WE which is trivial on the wild inertia PE , and
• φ−ζ is a character of WE which is trivial on the inertia IE .
Theorem 9.14 ([IT15, Theorem 4.1]). The L-parameter corresponding to the sim-
ple supercuspidal representation πGL2nω,1,ζ of GL2n(F ) is given by
φω,1,ζ := Ind
WF
WE
τ2n,1,ω,−ζ .
In the following, we compute the special value (at s = 0) of the adjoint γ-factor
of the L-parameter of a simple supercuspidal representation of Sp2n(F ) by using
this description. From now on, we denote φω,1,ζ and τ2n,1−1,ω,−ζ simply by φ0 and
τ0, respectively.
We first compute φ0|PE .
Corollary 9.15. The representation φ0 ofWF is trivial on Ker(Θ|PF ) = Gal(F/N).
In particular, we can regard φ0|PE as a representation of Q′. Moreover, as repre-
sentations of Q′, we have
φ0|PE ∼= τψ1 ⊕ · · · ⊕ τψn′ ,
where ψ1, . . . , ψn′ are nontrivial additive characters of Fp which are distinct each
other.
Proof. By Mackey’s theorem, we have
φ0|PE =
(
IndWFWE τ0
)∣∣
PE
∼=
⊕
s∈PE\WF /WE
IndPEPE∩sWEs−1 τ
s
0
∼=
⊕
s∈IF /IE
τs0 .
As IF -conjugations preserves Ker(Θ|PF ) and τ0 is trivial on Ker(Θ|PF ), we get the
first assertion. Now we determine τs0 as a representation of Q
′. However, since τ0
is equivalent to τψ0 for some nontrivial character ψ0 of Fp as a representation of
Q′, τs0 is an irreducible representation of Q
′ with the central character ψs0. Namely,
by Fact 9.11, we have τs0
∼= τψs
0
. By combining this with Lemma 9.9, we get the
second assertion. 
We next compute the exterior product of φ0 as a representation of Q
′.
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Proposition 9.16. As representations of Q′, we have
∧2φ0 ∼=
Å M⊕
i=1
τi
ã
⊕
Å ⊕
η∈(Q′/Q′′)∨
η⊕
n′
2
ã
,
where M := n
′(2n−pe−1)
2 and each of τi is an irreducible representation of Q
′ with
a nontrivial central character.
Proof. By Corollary 9.15, as representations of Q′, we have
∧2φ0 ∼=
Å n′⊕
i=1
∧2τψi
ã
⊕
Å ⊕
1≤i<j≤n′
τψi ⊗ τψj
ã
.
By Lemma 9.13, we have
∧2τψi ∼= τ⊕
pe−1
2
ψ2
i
for every ψi. Thus our task is to compute τψi ⊗ τψj . Since we have {ψ1, . . . , ψn′} =
{ψs0 | s ∈ IF /IE} and the finite group IF /IE acts on Q′ as in Lemma 9.9, for each
i, there exists exactly one j 6= i satisfying ψiψj = 1. Thus we have
|{(i, j) | 1 ≤ i < j ≤ n′, ψiψj = 1}| = n
′
2
, and
|{(i, j) | 1 ≤ i < j ≤ n′, ψiψj 6= 1}| =
Ç
n′
2
å
− n
′
2
=
n′(n′ − 2)
2
.
Hence, by Lemmas 9.12 and 9.13,
⊕
1≤i<j≤n′ τψi ⊗ τψj is the direct sum of
• pen′(n′−2)2 irreducible representations of Q′ with nontrivial central charac-
ters, and
• η⊕n′2 , for every character η of Q′/Q′′.
This completes the proof (note that we have 2n = pen′). 
Proposition 9.17. (1) For an irreducible representation τψ0 of Q
′ with a non-
trivial central character ψ0, we have∑
j≥1
dim
(
τψ0/τ
Qj
ψ0
) |Qj |
|Q0| =
1
n′
.
(2) For a character η of Q′/Q′′, we have∑
j≥1
dim
(
η/ηQj
) |Qj |
|Q0| =
®
1
n′(pe+1) if η 6= 1,
0 if η = 1.
Proof. Recall that, by Proposition 9.10, the ramification filtration of Q is given by
Q0 ) Q1 ) Q2 = · · · = Qpe+1 ) Qpe+2 = · · · = 1,
and we have
Q0 = Q, Q1 = Q′, and Q2 = · · · = Qpe+1 = Q′′.
Here the orders of these groups are given by
|Q| = n′p2e+1(pe + 1), |Q′| = p2e+1, and |Q′′| = p.
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We show (1). Let us take an irreducible representation τψ0 of Q
′ with a nontrivial
central character ψ0. Then, since we have
τ
Qj
ψ0
=
®
0 for 1 ≤ j ≤ pe + 1,
τψ0 for p
e + 2 ≤ j,
we get ∑
j≥1
dim
(
τψ0/τ
Qj
ψ0
) |Qj |
|Q0|
= pe
p2e+1
n′p2e+1(pe + 1)︸ ︷︷ ︸
j=1
+ pe
p
n′p2e+1(pe + 1)
+ · · ·+ pe p
n′p2e+1(pe + 1)︸ ︷︷ ︸
j=2,...,pe+1
=
pe
n′(pe + 1)
+
1
n′(pe + 1)
=
1
n′
.
We next show (2). We take a character η of Q′/Q′′. If η = 1, then we immedi-
ately get ∑
j≥1
dim
(
1/1Qj
) |Qj|
|Q0| = 0.
Hence it is enough to consider the case where η 6= 1. In this case we have
ηQj =
®
0 for j = 1,
η for 2 ≤ j.
Thus we get ∑
j≥1
dim
(
η/ηQj
) |Qj |
|Q0| =
p2e+1
n′p2e+1(pe + 1)︸ ︷︷ ︸
j=1
=
1
n′(pe + 1)
.

Now we show the formal degree conjecture for the simple supercuspidal L-packets
for Sp2n. Recall that the L-parameter φ of a simple supercuspidal L-packet of Sp2n
is of the form φ0 ⊕ det ◦φ0 as a (2n+ 1)-representation of WF , where φ0 is the L-
parameter of a simple supercuspidal representation of GL2n(F ) by Corollary 5.13.
We compute the γ-factor of Ad ◦φ for
Ad: LSp2n → GL(so2n+1(C)).
Here note that we have
Ad ◦φ ∼= ∧2φ
as (2n+ 1)-dimensional representations of WF .
Let Swan(Ad ◦φ) be the Swan conductor of the representation Ad ◦φ of WF .
That is, if we put D0 := φ(IF ) (this is a finite group) and denote its lower ramifi-
cation filtration by
D0 D D1 D D2 D · · · ,
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then Swan(Ad ◦φ) is given by
Swan(Ad ◦φ) =
∑
j≥1
dimC
(
so2n+1(C)/so2n+1(C)
Dj
) |Dj |
|D0| .
Proposition 9.18. We have
Swan
(
Ad ◦φ) = n.
Proof. We first note
Ad ◦φ ∼= ∧2φ ∼= (∧2φ0)⊕ (φ0 ⊗ det ◦φ0).
Thus we get
Swan(Ad ◦φ) = Swan(∧2φ0) + Swan(φ0 ⊗ det ◦φ0).
By Propositions 9.16 and 9.17, we can compute the first term as follows:
Swan(∧2φ0) =
M∑
i=1
∑
j≥1
dim
(
τi/τ
Qj
i
) |Qj |
|Q0| +
n′
2
∑
η∈(Q′/Q′′)∨
∑
j≥1
dim
(
η/ηQj
) |Qj |
|Q0|
=
M
n′
+
n′
2
(p2e − 1) 1
n′(pe + 1)
=
2n− pe − 1
2
+
pe − 1
2
= n− 1.
On the other hand, by noting that φ0 ⊗ det ◦φ0 is the L-parameter of a simple
supercuspidal representation of GL2n(F ), we can apply Corollary 9.15 to φ0 ⊗
det ◦φ0. Hence, again by Proposition 9.17, we get
Swan(φ0 ⊗ det ◦φ0) =
n′∑
i=1
∑
j≥1
dim
(
τψi/τ
Qj
ψi
) |Qj |
|Q0| =
n′
n′
= 1.
Thus we get the assertion. 
Proposition 9.19. The adjoint L-factor L(s,Ad ◦(φ0 ⊕ det ◦φ0)) is trivial.
Proof. By the definition of the L-factor:
L
(
s,Ad ◦(φ0 ⊕ det ◦φ0)
)
:= det
Å
1− Frob ·q−s
∣∣∣∣ (Ad ◦(φ0 ⊕ det ◦φ0))IFã−1,
it suffices to show that Ad ◦(φ0⊕det ◦φ0) does not contain the trivial representation
of IF . Since we have
Ad ◦(φ0 ⊕ det ◦φ0) ∼= (∧2φ0)⊕ (φ0 ⊗ det ◦φ0)
and (φ0 ⊗ det ◦φ0) is the L-parameter of a simple supercuspidal representation of
GL2n(F ), our task is to show that (∧2φ0)IF = 0. Namely, it is enough to show that
φ0 does not have an IF -invariant symplectic form. Therefore, by noting that φ0 is
orthogonal, it suffices to show that φ0 is irreducible as a representation of IF .
By Mackey’s theorem, we have
φ0|IF =
(
IndWFWE τ0
)∣∣
IF
∼=
⊕
s∈IF \WF /WE
IndIFIF∩sWEs−1 τ
s
0
∼= IndIFIE τ0.
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Thus, if τs0 6∼= τ0 for every s ∈ IF /IE , φ0|IF is irreducible by the irreducibility
criterion of induced representations ([Ser77, Proposition 23, Section 7.4]). However,
by Corollary 9.15, τs0 is not equivalent to τ0 as representations of PE . Hence φ is
multiplicity-free as a representation of IE . 
Proof of Theorem 9.3. Let π be a simple supercuspidal representation of Sp2n(F )
with the L-parameter φ. By the equality (72) of [GR10], we have
deg(π)
deg(StG)
=
qN+l
|ZG| · γ(0,Ad ◦φG, ψ) .
Here |ZG| is the order of the center of G = Sp2n(F ), N is the number of positive
roots of G, and l is the rank of G. Thus, in our situation, |ZG|, N , and l are given
by 2, n2, and n, respectively. Hence the right-hand side is equal to
qn
2+n
2 · γ(0,Ad ◦φG, ψ) .
Our task is to show that this equals
|SGφG |
|SGφ |
· |γ(0,Ad ◦φ, ψ)||γ(0,Ad ◦φG, ψ)| .
Since we have |SGφG | = 1 and |SGφ | = 2, it suffices to show that
|γ(0,Ad ◦φ, ψ)| = qn2+n.
By Proposition 9.19, the adjoint L-factor of φ is trivial. On the other hand, we
have
|ε(0,Ad ◦φ, ψ)| = q 12Artin(Ad ◦φ)
(see the equality (10) and Proposition 2.3 in [GR10]). Here Artin(Ad ◦φ) is the
Artin conductor of Ad ◦φ. Therefore, by the definition of the adjoint γ-factor, it
suffices to show that
Artin(Ad ◦φ) = 2n2 + 2n.
We recall that the Artin conductor of Ad ◦φ is defined by
Artin(Ad ◦φ) =
∑
j≥0
dimC
(
ĝ/ĝDj
) |Dj |
|D0| .
Here D• is the lower ramification filtration of the finite group φ(IF ). In particular,
we have
Artin(Ad ◦φ) = Swan(Ad ◦φ) + dimC(ĝ/ĝD0).
By the proof of Proposition 9.19, the space of D0(= φ(IF ))-fixed vectors of ĝ is
zero. Thus we have
dimC(ĝ/ĝ
D0) = dimC so2n+1(C) = n(2n+ 1).
Therefore, by combining this with Proposition 9.18, we get
Artin(Ad ◦φ) = n+ n(2n+ 1) = 2n2 + 2n.
This completes the proof for the case where G = Sp2n.
Finally, by the compatibility of the formal degree conjecture with the theta
lifting, the cases whereG is SOµ2n or SO
(ur)
2n+2 follows from the case whereG = Sp2n.
More precisely, we apply Theorem 15.1 (ii) in [GI14] to the following pairs (here we
follow the notations in [GI14]):
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• G(W ) = Sp2n and H(V ) = Oµ2n (Case C′′), and
• G(W ) = SO(ur)2n+2 and H(V ) = Sp2n (Case D).

Appendix A. Kloosterman sums and Gauss sums
In this section, we summarize the properties of Kloosterman sums and Gauss
sums, which are exponential sums defined by using characters of finite fields. We
first define the Kloosterman sum. Let k be a finite field, k˜ its quadratic extension,
and ψ a nontrivial additive character on k.
Definition A.1. We take the following data:
• non-negative integers n and m,
• positive integers k1, . . . , kn, l1, . . . lm, and
• multiplicative characters χ1, . . . , χn, η1, . . . , ηm of k×.
We define the Kloosterman sum with respect to the above data, which is a function
on u ∈ k, as follows:
Kln;mu
(
ψ; (k1, . . . , kn; l1, . . . lm), (χ1, . . . , χn; η1, . . . , ηm)
)
:=
∑
x1,...,xn∈k
y1,...,yn∈k˜∏n
i=1
∏m
j=1
x
ki
i
Nr(yj)
li=u
ψ(x1+· · ·+xn)ψ˜(y1+· · ·+yn)χ1(x1) · · ·χn(xn)η˜1(y1) · · · η˜m(ym)
When the above set (n,m, (k1, . . . , kn; l1, . . . lm), (χ1, . . . , χn; η1, . . . , ηm)) includes
trivial data, we omit them from the notation. For example, if m = 0, (k1, . . . , kn) =
(1, . . . , 1), and (χ1, . . . , χn) = (1, . . . ,1), then we simply write
Klnu(ψ) := Kl
n;0
u
(
ψ; (1, . . . , 1), (1, . . . ,1)
)
.
We remark that the Kloosterman sums whosem = 0 are defined in [Kat88, Chapter
4]. In this paper, in order to treat the characters of simple supercuspidal represen-
tations of the unramified quasi-split even special orthogonal group SOur2n, we have
to consider the more general Kloosterman sums as above.
Now we define the Gauss sum with respect to (χ, ψ) by
G(χ, ψ) :=
∑
t∈k×
χ(t)ψ(t).
Then we can write the Fourier transforms of the Kloosterman sums in terms of the
Gauss sums:
Proposition A.2. (1) For a multiplicative character χ of k×, we have∑
u∈k×
χ(u)Kln;mu
(
ψ; (k1, . . . , kn; l1, . . . lm), (χ1, . . . , χn; η1, . . . , ηm)
)
=
n∏
i=1
G(χiχ
ki , ψ)
m∏
j=1
G(ηj χ˜
lj , ψ˜).
(2) The Kloosterman sum Kln;mu (ψ; (k1, . . . , kn; l1, . . . lm), (χ1, . . . , χn; η1, . . . , ηm))
is not constant on u ∈ k×.
(3) For some u ∈ k×, Kln;mu (ψ; (k1, . . . , kn; l1, . . . lm), (χ1, . . . , χn; η1, . . . , ηm))
is not zero.
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Proof. We can show the assertions by the same computation as in the cases of usual
Kloosterman sums. See, e.g., [Oi16a, Proposition A.4, Corollary A.5]. 
Proposition A.3. Let a, b ∈ k× and c ∈ C×.
If we have
Kln;ma
(
ψ; (k1, . . . , kn; l1, . . . lm), (χ1, . . . , χn; η1, . . . , ηm)
)
= cKln;mub
(
ψ; (k1, . . . , kn; l1, . . . lm), (χ1, . . . , χn; η1, . . . , ηm)
)
for every u ∈ k×, then we have c = 1 and a = b.
Proof. By using Proposition A.2 (1), the claim is reduced to the non-vanishing of
the Gauss sums. See [Oi16a, Proposition A.6] for details. 
We next show a lemma on a vanishing property of a Kloosterman sum of the
form
Kln+1u
(
ψ; (2, . . . , 2︸ ︷︷ ︸
n−1
, 1, 1), (1, . . . ,1︸ ︷︷ ︸
n
, ω0)
)
,
where n ∈ Z>0 and ω0 is the nontrivial quadratic character of k×. Note that
the Kloosterman sum of this type arises as the characters of simple supercuspidal
representations of symplectic groups (see Proposition 3.9).
Lemma A.4. Let u be an element of k×. If u does not belong to k×2, then we
have
Kln+1u
(
ψ; (2, . . . , 2, 1, 1), (1, . . . ,1, ω0)
)
= 0.
Proof. By the definition of the Kloosterman sum, we have
Kln+1u
(
ψ; (2, . . . , 2, 1, 1), (1, . . . ,1, ω0)
)
=
∑
t1∈k×
ψ(t1)
∑
t2∈k×
ψ(t2) · · ·
∑
tn−1∈k×
ψ(tn−1)Kl
2
ut−21 ···t−2n−1
(
ψ; (1, ω0)
)
.
Thus it is enough to show the claim in the case where n = 1.
In this case, we have
Kl2u
(
ψ; (1, ω0)
)
=
∑
t1,t2∈k×
t1t2=u
ψ(t1 + t2)ω0(t2)
=
∑
x∈k×
ψ(x+ ux−1)ω0(x)
=
1
2
∑
x∈k×
ψ(x+ ux−1)
(
ω0(x) + ω0(ux
−1)
)
.
Since u does not belong to k×2, we have
ω0(x) + ω0(ux
−1) = 0
for every x ∈ k×. Hence we have
Kl2u
(
ψ; (1, ω)
)
= 0.

We finally introduce well-known properties about Gauss sums. The following
lemma will play a key role in a comparison of characters of simple supercuspidal
representations.
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Lemma A.5. Let q be the order of the finite field k.
(1) We have
G(ω0, ψ)
2 = q · ω0(−1).
(2) (Hasse-Davenport product relation) If the characteristic of k is not equal to
2, then we have
G(χω0, ψ)G(χ, ψ) = G(χ
2, ψ)G(ω0, ψ)χ(4)
−1
for every multiplicative character χ of k×.
(3) (Hasse-Davenport lifting relation) For every multiplicative character χ of
k×, we have
G(χ˜, ψ˜) = −G(χ, ψ)2.
Proof. We can check (1) easily as follows:
q = G(ω0, ψ) ·G(ω0, ψ) =
Å∑
x∈k×
ω0(x)ψ(x)
ã
·
Å∑
y∈k×
ω0(y
−1)ψ(−y)
ã
=
Å∑
x∈k×
ω0(x)ψ(x)
ã
· ω0(−1) ·
Å∑
y∈k×
ω0(y)ψ(y)
ã
= ω0(−1)G(ω0, ψ)2.
The assertion (2) follows from basic properties of Gauss sums and Jacobi sums.
See, for example, [IR90, Chapter 8, Theorem 1 and Exercise 6].
See, for example, [Wei49, 503 page] or [IR90, Chapter 11, Theorem 1] for a proof
of the final assertion. 
Appendix B. Depth of simple supercuspidal representations
The aim of this section is to characterize the simple supercuspidal representations
via the notion of depth.
Let G be a connected reductive group over F . We assume that G is quasi-split
and tamely ramified over F , namely splits over a tamely ramified extension of F .
Furthermore, we put the following assumption:
G is F -simple (i.e., the local Dyinkin diagram is connected).
We take a maximal F -split torus SG of G. Then this defines an apartment
A(G,SG) of SG in the Bruhat–Tits building B(G) of G, and the set of affine roots
ΨG. We fix an alcove C of the apartment A(G,SG). Then we get a set ΠG of
simple affine roots. We put
ΠG = {α0, . . . , αl}.
Then there exists a unique (l + 1)-tuple of positive integers (b0, b1, . . . , bl), one of
which is equal to 1, and e ∈ Z≥0 satisfying
l∑
i=0
biαi =
1
e
.
By using these constants, we can define the twisted Coxeter number h of G by
h = e
l∑
i=0
bi
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(see [RY14, Sections 2.6 and 3.3] for details).
For example, when the residual characteristic of F is odd, every quasi-split clas-
sical group treated in [Oi16a], [Oi16b], and this paper satisfies the assumptions in
the beginning of this section. For such groups, the twisted Coxeter number are
given by ®
N if G is GLN , ResEur/F GLN , or UEur/F (N),
2n if G is SO2n+1, Sp2n, SO
µ
2n, or SO
(ur)
2n+2.
By the assumption of the F -simplicity of G, the affine root system with respect
to (G,SG) is irreducible and we have
dimA(G,SG) = l.
Therefore there exists a unique point b ∈ C ⊂ A(G,SG) such that
α0(b) = · · · = αl(b).
We call this point the barycenter of the alcove C.
We next recall the definition of the Moy–Prasad filtrations of parahoric groups,
and the notion of the depth of representations. We take x ∈ A(G,SG) and a non-
negative real number r ∈ R≥0. Then the subgroups Gx,r and Gx,r+ of G = G(F )
are defined by
Gx,r := 〈T rG, Uα | α ∈ ΨG, α(x) ≥ r〉, and
Gx,r+ := 〈T r+εG , Uα | α ∈ ΨG, α(x) > r〉.
Here
• TG is the centralizer of SG in G (note that this is a maximal torus since
G is quasi-split),
• T rG is the r-th Moy–Prasad filtration of the unique parahoric subgroup of
TG := TG(F ),
• Uα is the affine root subgroup attached to the affine root α, and
• ε is a sufficiently small positive number.
Remark B.1. Note that, in [MP96], the Moy–Prasad filtration is defined as the
restriction of an filtration of G(F ur) to G(F ). However, since we assume that G is
quasi-split, our definition coincides with their one. This follows from a fundamental
property on the behavior of the valuation of root datum for a quasi-split reductive
group over a p-adic field under an unramified extension. More precisely, for a quasi-
split reductive groupG over a p-adic field F , the valuation of root datum of G over
F coincides with the descent of that of G over F ur. See [BT84, 5.1.20, Remarques
(2)] and [Lem09, Remark 3.3] for details.
Remark B.2. In this paper and [RY14], we use the valuation of F to define the
valuation of root datum of G and the above Moy–Prasad filtrations. We note that
this normalization differs from the original definition in [MP96] (in [MP96], the
valuation of the splitting field of G is used to define Moy–Prasad filtrations).
Remark B.3. The subgroups IG, I
+
G, and I
++
G of G defined in Section 2.1 are
the first three steps of the Moy–Prasad filtration of the parahoric subgroup of G
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attached to the barycenter b. More precisely, we have the following:
IG = Gb,0,
I+G = Gb,0+ = · · · = Gb, 1h , and
I++G = Gb, 1h+ = · · · = Gb, 2h .
Definition B.4. Let π be an irreducible smooth representation of G. Then we
define the depth of π by
depth(π) := inf
{
r ∈ R≥0
∣∣πGx,r+ 6= 0 for some x ∈ B(G)} ∈ R≥0
Note that the depth of representations are non-negative by the definition.
Fact B.5 ([MP96, Theorem 3.5]). For every irreducible smooth representation π
of G, its depth is attained by a point of B(G), and is a rational number.
Lemma B.6. For every point x of the closure of the fixed alcove C, there exists
y ∈ C satisfying the following condition for every 0 ≤ i ≤ l:
αi(x) <
1
h
=⇒ αi(y) = 0.
Proof. We first note that the cardinality of the set
{i | αi(x) < 1/h}
is at most l. Indeed, if it is l + 1, then we have
1
e
=
l∑
i=0
biαi(x) <
l∑
i=0
bi · 1
h
=
1
e
and this is a contradiction.
Since the dimension of A(G,SG) is given by l = |ΠG| − 1, we can take a point
y ∈ C which is contained in the zero locus of every αi ∈ ΠG satisfying αi(x) < 1/h.
Then y is as desired. 
Lemma B.7. For every x ∈ A(G,SG), there exists y ∈ A(G,SG) satisfying
Gy,0+ ⊂ Gx,1/h.
Proof. By taking a conjugation, we may assume that x belongs to the closure of
the fixed alcove C. Then, by Lemma B.6, we can take a point y ∈ C such that, for
every 0 ≤ i ≤ l, we have
(∗) αi(x) < 1
h
=⇒ αi(y) = 0.
Now, for this point y, we show that
Gy,0+ ⊂ Gx,1/h.
To show this, by the definitions of Gy,0+ and Gx,1/h, it is enough to check that, for
every α ∈ ΨG, we have
α(y) > 0 =⇒ α(x) ≥ 1/h.
Let us take an affine root α ∈ ΨG satisfying α(y) > 0. We first note that we
can write
α =
l∑
i=0
aiαi,
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where ai are integers which are either all non-negative or all non-positive. Since
y belongs to the closure of the fixed alcove C, we have αi(y) ≥ 0 for every αi.
Therefore, by the assumption that α(y) > 0, we have
• ai ≥ 0 for every i, and
• ai0 ≥ 1 and αi0(y) > 0 (hence αi0(x) ≥ 1/h by (∗)) for at least one i0.
Thus we can conclude that
α(x) =
l∑
i=0
aiαi(x) ≥ ai0αi0(x) ≥
1
h
.

Proposition B.8. If the depth of an irreducible smooth representation of G is
smaller than 1/h, then it equals zero.
Proof. Let π be an irreducible smooth representation of G, and d the depth of π.
Then, by Fact B.5, there exists a point x ∈ A(G,SG) such that π has a non-zero
Gx,d+-fixed vector.
Now we suppose that d is smaller than 1/h. Then we have
Gx,1/h ⊂ Gx,d+.
On the other hand, by Lemma B.7, there exists y ∈ A(G,SG) such that
Gy,0+ ⊂ Gx,1/h.
Thus we have
πGy,0+ ⊃ πGx,d+ 6= 0.
Therefore, by the definition of the depth, we have d = 0. 
Corollary B.9. The number 1/h is the minimal positive depth of irreducible smooth
representations of G.
Proof. The depth of simple supercuspidal representations is given by 1/h (see
[RY14, Section 2.6]). Thus, by Proposition B.8, the number 1/h is the minimal
positive depth of irreducible smooth representations of G. 
Lemma B.10. Let b be the barycenter of the fixed alcove C. Let αi ∈ ΠG be a
simple affine root. Then there exists a point y ∈ C such that
〈Gb,1/h+, Uαi〉 ⊃ Gy,0+.
Proof. Let b be the barycenter of the alcove C, namely the unique point satisfying
αj(b) = 1/h for every 1 ≤ j ≤ l. We take y to be a point of C contained in the
zero locus of αj for every j 6= i. We show that y satisfies the desired condition. To
show this, it suffices to check that, for every α ∈ ΨG satisfying α(y) > 0, we have
either
• α = αi, or
• α(b) > 1/h.
Let α ∈ ΨG be an affine root satisfying α(y) > 0. Then, since y belongs to
C, the condition α(y) > 0 implies that α is a positive affine root (see the proof of
Lemma B.7). Now we suppose that we have α(b) ≤ 1/h. Then, since α is positive
and αj(b) equals 1/h for every 1 ≤ j ≤ l, α is a simple affine root. On the other
hand, by the assumption on y, we have αj(y) = 0 for every j 6= i. This implies
that α = αi. 
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Proposition B.11. For an irreducible smooth representation π of G, the following
are equivalent:
(1) π is a simple supercuspidal representation of G.
(2) π has the minimal positive depth 1/h.
Proof. By Corollary B.9, it suffices to show that (2) implies (1). Let us take an
irreducible smooth representation π of G whose depth is given by 1/h. Then, by
Fact B.5, there exists a point x ∈ A(G,SG), satisfying
πGx,1/h+ 6= 0.
By taking a conjugation, we may assume that this point x belongs to C.
If this point x is the barycenter of the alcove C, then π is simple supercuspidal.
Indeed, since we have πGx,1/h+ 6= 0 and the quotient VG := Gx,1/h/Gx,1/h+ is
abelian, the representation π contains a character χ of VG. Here recall that, by
Proposition 2.1, we have an isomorphism
VG ∼=
l∏
i=1
VG(α˙i),
where VG(α˙i) is the α˙i-isotypic part of VG with respect to the SG(k)-action. If χ
is not an affine generic character, then π has a non-zero 〈Gx,1/h+, Uαi〉-fixed vector
for some simple affine root αi ∈ ΠG by the definition of the affine genericity and
the description of VG(α˙i) (see the proof of Proposition 2.1). Then, by Lemma B.10,
π has a non-zero Gy,0+-fixed vector for some point y. Therefore, by the definition
of the depth, the depth of π is given by zero. This is a contradiction. Thus χ
is affine generic. Hence, by the Frobenius reciprocity and the definition of simple
supercuspidal representations, π is simple supercuspidal.
Now our task is to show that the point x is the barycenter of the alcove C. If x
is not the barycenter, then the cardinality of the set
{i | αi(x) ≤ 1/h}
is at most l. Indeed, if every simple affine root αi satisfies αi(x) ≤ 1/h, then we
have
1
e
=
l∑
i=0
biαi(x) ≤
l∑
i=0
bi · 1
h
=
1
e
.
Hence we have α(x) = 1/h for every i. Namely x is the barycenter of C, and this
is a contradiction.
Then, by the same argument in the proofs of Lemmas B.6 and B.7, we can take
a point y ∈ C such that
Gy,0+ ⊂ Gx,1/h+.
In particular, we have
πGy,0+ 6= 0.
This implies that the depth of π is zero and this is a contradiction. 
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Appendix C. Spinor twists for L-packets of SO2n and SO
ur
2n
In this section, we put
G := GL2n, and
H := SO2n or SO
ur
2n,
and denote the spinor norm character of H = H(F ) by spin:
spin: H → F×/F×2.
Here let us recall the definition of spin briefly. Let (V, q) be a quadratic space over
F corresponding to H. Then every element h of H can be expressed as a product
of reflections. If we have
h = τv1 · · · τvr ,
where τvi is the reflection with respect to a vector vi ∈ V , then the spinor norm of
h is defined by
spin(h) := q(v1, v1) · · · q(vr, vr)
(we note that spin can be defined on O
(ur)
2n (F )). See, for example, [Shi10, Section
24] for details.
The aim of this section is to show the following compatibility between the local
Langlands correspondence for H and the spinor twist:
Proposition C.1. Let φ be a tempered L-parameter of H. Then, for a quadratic
character χ of F×, we have
Π˜Hφ⊗χ = Π˜
H
φ ⊗ (χ ◦ spin).
We first show this proposition by admitting the following proposition:
Proposition C.2. Let g ∈ G be a strongly θ-regular θ-semisimple element, and
h ∈ H be a strongly regular semisimple element which is a norm of g. Then we
have
det(g) ≡ spin(h) mod F×2.
Proof of Proposition C.1. Let πGφ be the endoscopic lift of Π˜
H
φ to G. Then the
endoscopic lift of Π˜Hφ⊗χ is given by π
G
φ ⊗ (χ ◦ det) by the compatibility of the local
Langlands correspondence of GL2n and the determinant twist.
Since the endoscopic character relation characterizes the L-packets, in order to
show our claim, it is enough to show
(∗) ΘπG
φ
⊗(χ◦det),θ(g) =
∑
h↔g/∼
DH(h)
DG,θ(g)
∆H,G(h, g)
∑
π˜∈Π˜H
φ
⊗(χ◦spin)
Θπ˜(h).
By the endoscopic character relations for (πGφ , Π˜
H
φ ), we have
ΘπG
φ
,θ(g) =
∑
h↔g/∼
DH(h)
DG,θ(g)
∆H,G(h, g)
∑
π˜∈Π˜H
φ
Θπ˜(h)
for every g ∈ GLθ-srs2n (F ). On the other hand, we have
ΘπG
φ
⊗(χ◦det),θ(g) = ΘπG
φ
,θ(g) · (χ ◦ det)(g), and
Θπ˜⊗(χ◦spin)(h) = Θπ˜(h) · (χ ◦ spin)(h).
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Moreover, by Proposition C.2, we have
χ ◦ det(g) = χ ◦ spin(h).
Thus we get (∗). 
In the rest of this section, we prove Proposition C.2. We put
G := GL2n×Gm, and
H :=
®
GSpin2n := (Spin2n×Gm)/µ2 if H = SO2n,
GSpinur2n := (Spin
ur
2n×Gm)/µ2 if H = SOur2n .
Here we regard µ2 as the kernel of the double cover Spin
(ur)
2n of SO
(ur)
2n :
1→ µ2 → Spin(ur)2n → SO(ur)2n → 1.
Let θ˜ be an involution of G defined by
θ˜(g, x) :=
(
θ(g), det(g)x
)
.
Then the dual groups of G and H are given by GL2n(C) × C× and GSO2n(C) =
GO2n(C)
0, where
GO2n(C) := {g ∈ GL2n(C) | tgJ1g = sim(g)J1 for some sim(g) ∈ C×},
respectively, and H is an endoscopic group for (G, θ˜).
To be more precise, we take pairs of a Borel subgroup and a maximal torus for
G, Ĝ, H, and “H to be the upper-triangular matrices and the diagonal matrices.
We denote them by (BG ,TG), (BG , TG), (BH,TH), and (BH, TH), respectively. Let
(BH,TH) be the pair ofH obtained by the pull-back of (BH,TH) via the projection
pH : H = (Spin(ur)2n ×Gm)/µ2 ։ Spin(ur)2n /µ2 ∼= SO(ur)2n = H.
Then these data defines the based root data Ψ(G), Ψ(Ĝ), Ψ(H), and Ψ(“H) of G, Ĝ,
H, and “H, respectively. These are described explicitly as follows:
The case of G: Ψ(G) is the quadruple consisting of
X∗(TG) = Ze1 ⊕ · · · ⊕ Ze2n ⊕ Ze0,
∆(BG ,TG) = {e1 − e2, . . . , e2n−1 − e2n},
X∗(TG) = Ze∨1 ⊕ · · · ⊕ Ze∨2n ⊕ Ze∨0 ,
∆∨(BG ,TG) = {e∨1 − e∨2 , . . . , e∨2n−1 − e∨2n},
where ei and e
∨
i are the character and cocharacters of TG given by the
following:
ei : TG → Gm;
(
diag(t1, . . . , t2n), t0
) 7→ ti,
e∨i : Gm → TG ; t 7→

(
diag(1, . . . , 1︸ ︷︷ ︸
i−1
, t, 1, . . . , 1), 1
)
1 ≤ i ≤ 2n,
(
diag(1, . . . , 1), t
)
i = 0.
The case of Ĝ: Ψ(Ĝ) is the quadruple consisting of
X∗(TG) = Ze1 ⊕ · · · ⊕ Ze2n ⊕ Ze0,
∆(BG , TG) = {e1 − e2, . . . , e2n−1 − e2n},
X∗(TG) = Ze∨1 ⊕ · · · ⊕ Ze∨2n ⊕ Ze∨0 ,
∆∨(BG , TG) = {e∨1 − e∨2 , . . . , e∨2n−1 − e∨2n},
where ei and e
∨
i are the character and cocharacters of TG given by the
following:
ei : TG → C×;
(
diag(t1, . . . , t2n), t0
) 7→ ti,
e∨i : C
× → TG ; t 7→

(
diag(1, . . . , 1︸ ︷︷ ︸
i−1
, t, 1, . . . , 1), 1
)
1 ≤ i ≤ 2n,
(
diag(1, . . . , 1), t
)
i = 0.
The case of H: Ψ(H) is the quadruple consisting of
X∗(TH) = Zf1 ⊕ · · · ⊕ Zfn ⊕ Zf0,
∆(BH,TH) = {f1 − f2, . . . , fn−1 − fn, fn−1 + fn},
X∗(TH) = Zf∨1 ⊕ · · · ⊕ Zf∨n ⊕ Zf∨0 ,
∆∨(BH,TH) = {f∨1 − f∨2 , . . . , f∨n−1 − f∨n , f∨n−1 + f∨n + f∨0 }.
We do not explain an explicit description of fi and f
∨
i here, but remark
that the character
TH →֒ H = (Spin(ur)2n ×Gm)/µ2 ։ Gm/µ2 ∼= Gm; [g, x] 7→ x2
is given by 2f0 − f1 − · · · − fn. See [Asg02] for details (note that fi in this
paper is denoted by ei in [Asg02]).
The case of “H: Ψ(“H) is the quadruple consisting of
X∗(TH) = Zf1 ⊕ · · · ⊕ Zfn ⊕ Zf0,
∆(BH, TH) = {f1 − f2, . . . , fn−1 − fn, fn−1 + fn + f0},
X∗(TH) = Zf∨1 ⊕ · · · ⊕ Zf∨n ⊕ Zf∨0 ,
∆∨(BH, TH) = {f∨1 − f∨2 , . . . , f∨n−1 − f∨n , f∨n−1 + f∨n },
where fi and f
∨
i are the character and cocharacters of TH given by the
following:
fi : TH → C×; diag(t1t0, . . . , tnt0, t−1n , . . . , t−11 ) 7→ ti,
f∨i : C
× → TH; t 7→

(
diag(1, . . . , 1︸ ︷︷ ︸
i−1
, t, 1, . . . , 1, t−1, 1, . . . , 1︸ ︷︷ ︸
i−1
) 1 ≤ i ≤ n,
diag(t, . . . , t︸ ︷︷ ︸
n
, 1, . . . , 1) i = 0.
We fix isomorphisms of these based root data as follows:
Ψ(G)∨ ∼= Ψ(Ĝ); ei ↔ e∨i , e∨i ↔ ei,
Ψ(H)∨ ∼= Ψ(“H); fi ↔ f∨i , f∨i ↔ fi.
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Here the left-hand sides are the dual root data of Ψ(G) and Ψ(H). Then the action
of θ˜ is inherited from Ψ(G) to Ψ(Ĝ). We extend the pair for Ĝ to a splitting such
that the induced dual action of θ˜ on Ĝ is given by
ˆ˜
θ : GL2n(C)× C× → GL2n(C)× C×
(g, z) 7→ (z · θˆ(g), z).
On the other hand, the action of Gal(F/F ) on Ψ(H) is inherited to Ψ(“H). When
H = GSpinur2n, we take a splitting of “H extending the fixed pair such that the Galois
action on “H is given by
σ : GSO2n(C)→ GSO2n(C); g 7→
®
g σ ∈ Gal(F/Eur),
wgw−1 σ /∈ Gal(F/Eur),
where
w =
Ü
In−1
0 1
1 0
In−1
ê
∈ GO2n(C) \GSO2n(C).
We define an L-embedding ξ from LH to LG by
ξ : LH = GSO2n(C)⋊WF →֒ (GL2n(C)× C×)×WF = LG
g ⋊ 1 7→ (g, sim(g))⋊ 1,
1⋊ σ 7→

(1, 1)⋊ σ if H = GSpin2n,®
(1, 1)⋊ σ σ ∈ Gal(F/Eur),
(w, 1)⋊ σ σ /∈ Gal(F/Eur).
if H = GSpinur2n .
Then the quadruple (H, LH, s, ξ) satisfying the axiom of endoscopic data for the
triplet (G, θ˜, 1), where
s =
(
diag(1,−1, 1, . . . , (−1)2n), 1) ∈ GL2n(C)× C× = Ĝ.
By using the data fixed as above, we can describe explicitly the norm correspon-
dence for G and H as follows. Here recall that the norm correspondence is a map
from semisimple conjugacy classes of H(F ) to θ˜-semisimple θ˜-conjugacy classes of
G(F )
AH/G : Clss(H)→ Clss(G, θ˜).
First, the L-embedding ξ defined in the previous paragraph induces the isomor-
phism
TH
∼=−→ (TG)
ˆ˜θ
diag(t1t0, . . . , tnt0, t
−1
n , . . . , t
−1
1 ) 7→
(
diag(t1t0, . . . , tnt0, t
−1
n , . . . , t
−1
1 ), t0
)
.
Thus we get the isomorphism of their cocharacter groups
X∗(TH) ∼= X∗
(
(TG)
ˆ˜
θ
) ∼= X∗(TG) ˆ˜θ; f∨i 7→ ®e∨1 + · · ·+ e∨n + e∨0 i = 0,
e∨i − e∨2n+1−i 1 ≤ i ≤ n.
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Furthermore, by using the fixed isomorphism of based root data Ψ(G)∨ ∼= Ψ(Ĝ)
and Ψ(H)∨ ∼= Ψ(“H), we get an isomorphism of character groups
φH/G : X∗(TH) ∼= X∗(TG)θ˜ ∼= X∗
(
(TG)θ˜
)
fi 7→
®
e1 + · · ·+ en + e0 i = 0,
ei − e2n+1−i 1 ≤ i ≤ n.
Then we have an isomorphism
ψH/G : TH ∼= (TG)θ˜
characterized by the following property:
f(t) = φH/G(f)
(
ψH/G(t)
)
for any t ∈ TH and f ∈ X∗(TH).
On the other hand, if we put ΩH (resp. ΩG) to be the Weyl group of TH in H
(resp. TG in G), then we have
TH/ΩH ∼= Clss(H), and
(TG)θ˜/Ω
θ˜
G
∼= Clss(G, θ˜)
(note that the Weyl groups of TH in H and TG in G are also given by ΩH and
ΩG, and we have Ω
θ˜
G
∼= ΩθG). Then the norm correspondence AH/G is the map
induced by the map ψH/G :
TH

ψH/G
// // (TG)θ˜

Clss(H)
AH/G
// // Clss(G, θ˜)
Now we define characters of G and H as follows:
detG : G → Gm; (g, x) 7→ det(g)x2,
spinH : H → Gm; [g, x] 7→ x2.
We show a few lemmas used in the proof of Proposition C.2.
Lemma C.3. Let g˜ ∈ G(F ) be a strongly θ˜-regular θ˜-semisimple element and
h˜ ∈ H(F ) be a strongly regular semisimple element which is a norm of g˜. Then we
have
detG(g˜) = spinH(h˜).
Proof. Since detG (resp. spinH) is invariant under θ˜-conjugacy (resp. conjugacy),
we may assume g˜ ∈ TG(F ) (resp. h˜ ∈ TH(F )) and ψH/G(h˜) = g˜. On the other
hand, we have
detG |TG = 2e0 + e1 + · · ·+ e2n, and
spinH |TH = 2f0 − f1 − · · · − fn.
Thus we get
φH/G
(
spinH |TH
)
= detG |TG .
Therefore we have detG(g˜) = spinH(h˜) by the construction of the isomorphism
ψH/G . 
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We put pG to be the first projection from G to G. Note that pG is (θ˜, θ)-
equivariant.
G = GL2n×Gm pG // // GL2n =G
H = (Spin(ur)2n ×Gm)/µ2

endoscopy
OO
O
O
O
pH
// // Spin
(ur)
2n /µ2
∼= SO(ur)2n = H

endoscopy
OO
O
O
O
Lemma C.4. Let g˜ ∈ G(F ) be a strongly θ˜-regular θ˜-semisimple element. Let
h ∈ H be a strongly regular semisimple element which is a norm of g := pG(g˜).
Then there exists an element h˜ ∈ H(F ) satisfying the following conditions:
• h˜ is a norm of g˜, and
• pH(h˜) and h are stably conjugate.
Proof. We show that there exists a unique stable conjugacy class S of H(F ) such
that
• S corresponds to the stable θ˜-conjugacy class of g˜, and
• the image of S under pH corresponds to the stable conjugacy class of h.
If we can show this, then we know thatS is Gal(F/F )-stable. Thus, by the theorem
of Steinberg–Kottwitz on the rational conjugacy classes ([Kot82, Theorem 4.1]), S
has an F -valued point (note that the derived group of H is Spin(ur)2n and simply
connected). This is a desired one.
Recall that the norm correspondences for (H,G) and (H,G) are defined by the
following maps:
TH
/
ΩH ։ (TG)θ˜
/
ΩθG, and
TH
/
ΩH ։ (TG)θ
/
ΩθG.
Here note that we have isomorphisms TH ∼= (TG)θ˜ and TH ∼= (TG)θ, and the
above surjections are obtained by a natural identification ΩH ⊂ ΩθG. Thus, to show
the unique existence of a stable conjugacy class satisfying the above conditions, it
is enough to show the following diagram is cartesian:
(TG)θ˜
/
ΩθG
pG
// // (TG)θ
/
ΩθG
(TG)θ˜
/
ΩH
can. quot.
OOOO
pH
// // (TG)θ
/
ΩH
can. quot.
OOOO
However, we have the following isomorphisms
(TG)θ˜
∼=−→ Gnm ×Gm
[diag(t1, . . . , t2n), t0] 7→
Å
t1
t2n
, . . . ,
tn
tn+1
, t0t1 · · · t2n
ã
,
(TG)θ
∼=−→ Gnm
[diag(t1, . . . , t2n)] 7→
Å
t1
t2n
, . . . ,
tn
tn+1
ã
,
and the Weyl groups acts only on the first factor of (TG)θ˜. Therefore the above
diagram is cartesian. 
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Lemma C.5. Let h˜ ∈ H(F ) and h := pH(h˜) ∈ H. Then we have
spinH(h˜) = spin(h) in F/F
×2.
Proof. We apply the snake lemma to the following diagram:
1 // 1

// Spin
(ur)
2n (F ) _

// Spin
(ur)
2n (F )

// 1
1 // F× // GSpin(ur)2n (F )
pH
// SO
(ur)
2n (F )
// 1
Then, by noting that the cokernel of the middle (resp. right) map is spinH (resp.
spin), the claim follows. See [BWW13, Section 7] for details. 
Lemma C.6. The spinor norm is invariant under the stable conjugacy. Namely,
if h1 ∈ Hsrs and h2 ∈ Hsrs are stably conjugate, then we have
spin(h1) = spin(h2).
Proof. We note that the covering
pH : H = GSpin2n ։ Spin2n = H
is a z-extension in the sense of Kottwitz. Therefore, from [Kot82, Lemma 3.1],
there exist stably conjugate elements h˜1, h˜2 ∈ H(F ) such that pH(h˜1) = h1 and
pH(h˜2) = h2. Since spinH is invariant under stable conjugation, we get the claim
by Lemma C.5. 
Proof of Proposition C.2. We put g˜ := (g, 1) ∈ G(F ). Then we have
detG(g˜) = det(g).
On the other hand, if we take h˜ ∈ H(F ) as in Lemma C.4, then we have
detG(g˜) = spinH(h˜) = spin(h)
in F/F×2, by Lemmas C.3 and C.5. Thus we get the claim. 
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