The paper describes an enhancement of the traditional 2-point crossover operator used for binary representation in genetic algorithms. This operator preserves a schema common to both parent chromosomes. The enhancement of its functionality is in a modified treatment of this common schema. The offspring produced by the modified operator is partially randomised so that it contains both the common schema and its binary complement. It helps to prevent the genetic algorithms from getting stuck in a local optimum and enhance the exploration of the search space beyond the limits imposed by the classical operator's functionality. The partially randomised 2-point crossover operator has been tested on a number of different problems and compared to the original 2-point operator.
GENETIC ALGORITHMS AND SCHEMATA
Genetic algorithms (GAs) are probabilistic search and optimisation techniques, which operate on a population of chromosomes, representing potential solutions of the given problem. In standard GA (SGA), binary strings represent the chromosomes. Each chromosome is assigned a fitness value expressing its quality reflecting the given objective function. In the main loop of SGA, chromosomes are reproduced and recombined to generate a new population of chromosomes, i.e. new sample points from hopefully more promising parts of the search space. This is repeatedly performed until some given termination-condition is fulfilled. As the population evolves, current best-so-far solution is maintained, which is at the end of the run considered as the found solution.
A simple analysis of SGA's behaviour is provided by theory of schemata introduced by Holland [1] . The theory defines a schema S as a template, which defines a certain class of chromosomes. The schema of the same length as the used chromosome consists of 0s, 1s and wildcard symbols * s that can stand for either 0 or 1 (for example schema 1 1 * 0 * covers strings 1 1 0 0 0, 1 1 0 0 1, 1 1 1 0 0, and 1 1 1 0 1).
In order to describe the properties of schemata we use terms as defining length δ(S), order o(S) and fitness f(S) of the schema S. The defining length is the distance between positions of the first non-wildcard and the last nonwildcard element of the schema. It expresses the compactness of the information contained in the schema. For example, 1 1 * 0 * has defining length P (0) -P (1) = 4 -1 = 3. It also expresses the number of possible crossing points that might damage the schema. The order o(S) is the number of non-wildcards in the schema S. So our schema 1 1 * 0 * is of order 3. Finally the fitness f(S) is defined as the average fitness value over all the chromosomes in the population covered by the schema S.
The theory concludes in so-called Schema Theorem, which provides a rough estimation of how the schema S will be sampled in the next population when considering a reproduction based on the relative fitness of its instances and the disruptive aspects of the crossover and mutation. It states that as the population evolves the above-average schemata are represented by increasing number of chromosomes whilst bad schemata disappear. 0s and 1s of those good schemata constitute building blocks, which represent important components of the final solution. The optimum solution emerges when these building blocks are eventually mixed together in an optimal way in some chromosome. It can be seen that GAs simultaneously carry out exploration of the solution space for potentially good areas and exploitation of the promising genetic material found so far. 
CLASSICAL CROSSOVER OPERATORS AND PREMATURE CONVERGENCE
Classical recombination operators for binary representation like 1-point, 2-point and uniform crossovers strictly preserve a common schema of the parent's chromosomes i.e. the all bits, which are the same in both parents. The common schema can be considered as a piece of information about the solution, which is contained in both parents and which will be transferred to subsequent population irrespective of the disruption rate of the used crossover operator. Remaining bits are filled in according to a rule specific for each operator -see Figure 1 .
On the other hand, as the population evolves, the common schema occupies a growing portion of the parent chromosomes. This leads to the situation where the recombination operation becomes inefficient since only a little new can be produced by crossing-over two very similar chromosomes. The promising building blocks, which have emerged during the evolution, are mixed together but their inner configuration cannot be reset any more. The loss of the population diversity on the corresponding positions within the chromosome results in its convergence to the final solution.
Very often SGA converge to a false solution that may happen for several reasons. One of them is an insufficient population size causing lack of genetic material to evolve the optimal chromosome. Improperly designed representation and the genetic operators, which cannot maintain an optimal balance between exploitation and exploration of the SGA, can be another cause of problems with premature convergence. SGA also fail to find a global optimum due to so-called deception included in the solved problem. This phenomenon concerns the fitness function and its improper mapping on the binary string. The deception appears when low-order schemata, which cover some non-optimal solution have higher fitness than their complementary schemata covering the global optimum. It results in a situation that the good-looking building blocks mislead the SGA and cause its convergence to a false solution. More about deception can be found in [2] , [3] . Even when no deception is involved in the problem a very complex multi-modal fitness function landscape can represent a severe obstacle for the SGA. Next section describes a modification of classical crossover operators that helps to prevent the genetic algorithms from getting stuck in a local optimum and makes them more exploratory when facing problems mentioned above.
PARTIALLY RANDOMISED 2-POINT CROSSOVER OPERATOR (2-POINT PRX)
This section introduces an enhancement of the functionality of classical crossover operators working on the binary representation [4] . Though any of the classical operators can be used, an enhancement of the 2-point crossover is described in this paper. This operator was chosen since (1) it is more exploratory than the 1-point crossover and (2) it has lower disruptive rate than uniform operator, thus better preserving schemata. The enhancement lies in a modified treatment of the common schema of the parental chromosomes. The PRX operator does not strictly preserve the common schema of the parents. In one of the two generated offspring, a portion of the common schema is inverted. Thus, the population is not saturated with superior building blocks but also with their randomly chosen binary complements. The diversity of the population is permanently maintained, which helps to preserve the SGA from getting stuck in a local optimum and enhance the exploration of the search space beyond the limits imposed by the pure evolution.
2-point PRX operator works in two steps -see Figure 2 . First, a standard 2-point crossover creates the offspring chromosomes. In the second step, one of the offspring is partially changed so that in a randomly chosen section of length l PRX some of the bits belonging to the common schema are inverted. The length l PRX is a parameter of the operator and its value stays constant through the whole computation. The position of the modified section within the chromosome as well as the number and selection of the inverted bits are chosen by random. This means that neither a constant number of bits nor bits of the same part of the representation are changed. Instead, randomly chosen subset of bits in a randomly chosen region of the chromosome is affected by randomisation. Let us denote N CS the number of the bits within the section of length l PRX that are identical in both parents. It should be stressed that not all of the N CS bits will necessarily be inverted. Instead each of the common-schema bits in the given section is changed with the probability P PRX = l PRX /(2⋅N CS ).
The value of P PRX changes as the population of chromosomes evolves. For the initial population whose binary chromosomes are generated randomly with probability 0.5 the average value of N CS is expected to be l PRX /2.⋅It means that the common-schema bits are changed with the probability close to 1.0. In the later stages of the run the population becomes more and more homogenous and the ratio of the common-schema bits in the sub-strings to be randomised increases. The more the population has converged the higher value of N CS is and the probability P PRX decreases to 0.5. It means that all 2 lPRX possible binary combinations within the considered region have almost the same chance to be changed. This mechanism can be considered as a permanent re-initialisation of the population genotype at the level of schemata of predefined length l PRX . In the early stages of the run, it prevents GAs from premature convergence whilst at the end of the run it makes them more exploratory with homogeneous population. It ensures that new pieces of genetic code that may be crucial for finding a global optimum and that otherwise would not appear in the converged population can be still inserted into the population.
An important question is how to choose the value of l PRX . Note that besides the desired effect of introducing a useful genetic material into the population engaged inversions cause damages as well. The radical changes imposed on the generated chromosomes could represent a severe obstacle for GA to effectively converge to the desired solution. So some reasonable compromise between the added exploration power and disruption effect should be found. The proportion of randomised individuals in the population can be controlled by use of a special rule, which is introduced in section 0. It is clear that the PRX operator will perform best on such problems, where the related bits, constituting the fundamental building blocks, will be situated close each other within the chromosome. In this case, the parameter l PRX can be small enough to reduce the disruptions still allowing useful interventions to the individuals genetic code.
Despite this limiting assumption, the set of possible applications still covers a large range of practically interesting problems where the structure or interpretation of the chromosome is known. These are for example the cases, where the chromosome is made up of a number of continuous sub-strings representing the parameters of the solved problem. Here the partially randomised operators can improve the search for the optimal configuration of the fundamental building blocks inside the binary expression of particular parameters. Similar effect can be obtained whenever some spatially compact groups of bits capturing certain properties of the solution can be identified within the representation. Some of the experiments carried out on such problems are described further.
BASE FUNCTIONS USED IN TEST-BEDS
In this section, the base functions from which our test-beds were composed are briefly described. The first two 4-bit functions DF2 and DF3, taken from [3] , are representatives of the fully deceptive functions. The function DF2 has the global optimum at string 1111 (fitness 30) and deceptive attractor at 0000, which is also the local optimum (fitness 28). Remaining strings are assigned values according to their Hamming distance from the global optimum. The more distant the string is from the global optimum the more fit the string is and vice versa, see Figure 1 . The function DF3 is a kind of a fully deceptive function with a deceptive attractor 0000 of fitness 10, which is not a local optimum. Instead, four strings of high fitness (1000-28, 0100-27, 0010-26, 0001-25) surround this string. In both cases, it can easily be shown that every lower order schema that covers the deceptive attractor 0000 has higher fitness than corresponding complementary schema covering optimal string 1111. It means that according to the schema theorem the evolution will lead to finding the sub-optimal strings around the deceptive attractor.
The last representative of deceptive functions is the partially deceptive function PDF, which we have designed for testing purposes. The function is defined so that there are only a few deceptive schemata -see Table 1 , which could obstruct finding of the optimal string. The deceptive schemata cover solution 1001 and strings 1010 and 0101, which have high fitness 8. Thus, besides the optimum 1111, genetic algorithm is expected to converge to those strings. What more, from these sub-optimal strings the solution 1111 can be obtained only by mixing 1010 and 0101. So once these sub-optimal strings are found only a little chance left that the global optimum will be generated.
The deceptive functions are used as fundamental building blocks in our test-beds 50×DF2, 50×DF3 and 50×PDF, which are composed of 50 copies of DF2, DF3 and PDF respectively. Thus, the total representation has 200 bits and the global optimum is 1500 (for 50×DF2 and 50×DF3) and 500 (for 50×PDF).
Besides the deceptive functions, we used the function F2, which is a member of De Jong's test suite [5] commonly used as the standard for measuring the performance of GAs. This function F2 is a non-linear non-separable function over two variables. It means that the optimal value of one parameter cannot be determined independently of the other parameter. Unless stated otherwise, the function is coded using 12 bits per parameter and parameters are from the interval 〈-2.048, 2.047〉. The function has the global minimum F2(1.0, 1.0) = 0.0.
CONFIGURATION OF GA USED IN EXPERIMENTS
All the presented experiments were statistically evaluated over series of 50-100 replications and the following characteristics were used for comparing the operators: ! fbest -the average of the best-of-run values, ! stdev -a standard deviation over the set of best-of-run values, ! #success -the count how many times the global optimum was found, and ! convergence curve -the averaged course of the convergence.
Configuration of the experiments: population size (100-200), number of generations (1500), selection (Remainder Stochastic Sampling without Replacement), scaling (Linear Ranking), elitism (1), crossover probability (1.0), and mutation probability (0.002-0.005). The value 10 is used for the parameter l PRX unless stated otherwise.
PERFORMANCE OF SIMPLE 2-POINT CROSSOVER
In this section the performance of simple 2-point crossover with regard to the convergence rate is demonstrated. Figure 5 shows how it performs on the problem 10×DF3. It can be seen that the population very quickly (around generation 120) becomes almost totally homogeneous as the partial building blocks converge either to global optimum or to sub-optimal solution. It is clear that now only a proper mixing of those already configured building blocks can bring some improvement since the likelihood of generating a new instance of 1111 is very small. Note that by crossing-over of any pair of the high-fit strings 0001, 0010, 0100, 1000 only strings with two 1s can be created. Thus, neither the mutation can help to achieve 1111. FIGURE 6. Speed of convergence of GA using simple 2-point crossover on the problem 10×F2. First graph shows a typical convergence rate at positions of the most significant bits and the fifth bits of the encoding of parameters x and y. Graph b) shows how the proportion of the common schema bits of the parent-pair chromosomes increases during the evolution process. Figure 6 illustrates similar behaviour on the problem 10×F2 composed of 10 copies of F2 function. We can see that although the proportion of the common schema of the parents does not exceeds 92 % the most-significant bits acquire particular value at the very beginning of the run and overwhelm almost the whole population with it. From that moment, the GA performs only a local search in the areas of the search space defined by the significant bits, which can result in missing of region with the global optimum.
EXPERIMENTS WITH 2-POINT PRX OPERATOR
Presented results of the experiments show that the enhancement of the classical operator by partial randomisation feature valuably improved its performance. Table 2 illustrates that the 2-point PRX crossover outperforms the classical operator on all deceptive problems. We can see that the probability of finding of the optimal chromosome considerably increased with the utilisation of the partial randomisation. With the original 2-point crossover we were not able to find the complete optimal solution in any out of the 50 experiments for the problems 50×DF2 and 50×DF3. The number of the optimal building blocks in the solutions was about 25 (50×DF2) and 20 (50×DF3) in average. The classical operator did not trivially solve even the problem 50×PDF where still 2-3 building blocks were not set correctly in average. On the contrary, the PRX operator was almost 100 % successful in finding the optimal configuration of the building blocks for all of the deceptive problems. FIGURE 7. Speed of convergence of GA using 2-point PRX crossover on the problem 50×DF3. First graph shows a typical convergence rate at positions of bits belonging to the building blocks 1111 and 1000. Graph b) shows how the proportion of the common schema bits of the parent-pair chromosomes increases during the evolution process. Figure 7 illustrates the effect of partial randomisation of the parents' common schema on the convergence of the population. The level of homogenisation of the population for both 1111 and 1000 combinations oscillates around the value 0.95 in the bandwidth about 0.1 during the whole run, see Figure 7a . Figure 7b shows that the average size of the common schema of two parents reaches the level 0.92. It means that the parents differ from each other in average in 16 bits even at the final stage of the run. It strongly contrasts to the behaviour of the classical operator shown in Figure 5 . So the PRX operator is much more capable of maintaining the population diversity that helps the GA to escape from the local deceptive optima.
We observed a considerable improvement in performance with the PRX crossover on the 10×F2 problem as well, see Table 3 . Value of the fbest for the PRX operator is about twice better than this obtained with the classical crossover and the results were falling within much narrower interval. FIGURE 8. Speed of convergence of GA using 2-point PRX crossover on the problem 10×F2. First graph shows a typical convergence rate at positions of the most significant bits and the fifth bits of the parameters x and y. Graph b) shows how the proportion of the common schema bits of the parent-pair chromosomes increases during the evolution. Again, the population has much less converged than with the classical crossover. Even the diversity of the most (x 1 , y 1 ) and less (x 5 , y 5 ) significant bits of the encoded parameters is comparable, see Figure 8a . It is reasonably high during the whole run. As shown in Figure 8b , the common schema of the parents does not exceed 80% of the chromosome length. It means that parents have more than 50 different bits in average.
ENHANCED REPLACEMENT STRATEGY
As mentioned above, the randomisation not only introduces a useful formation of bits into the chromosomes but it has a destructive effect as well. It can significantly slow down the evolution process. One way to control the proportion of randomised chromosomes in newly created population is to use a proper replacement strategy, which is responsible for composition of the population. Up to now, we have considered a pure generational strategy that replaces the entire old population with a new one in each generation step. Note that with probability of crossover 1.0 population consists exclusively of the offspring i.e. direct and randomised offspring half-and-half.
For this reason a replacement strategy equipped with an auxiliary decision rule was designed. It serves as an arbiter responsible for the proper composition of a new population. The rule determines whether the randomised individual will be inserted into the new population or not. The rule is formulated as follows: If any of the offspring is at least as good as the better parent than both offspring will be used in the new population, otherwise the better parent and the better child will be used.
As experiments showed, such a rule could provide an efficient means to keep a balance between the initialisation power of the randomisation and the level of undesirable disruptions involved in the population's genetic material. Thus, the effect of utilisation of this enhanced strategy is twofold (i) it ensures that the quality of the created population is preserved and (ii) at least one of the offspring will appear in the new population and thus the evolution is still going on.
EXPERIMENTS WITH ENHANCED REPLACEMENT STRATEGY
The effect of the enhanced strategy depends on the used crossover operator compare Table 4 with Table 2 and  Table 5 with Table 3 . In the case of the simple 2-point crossover, the results are worse with the enhanced strategy than with the simple one for all tested problems. Nearly opposite results with the enhanced strategy can be observed for the 2-point PRX operator. Besides the fact that the PRX crossover is again better than the original 2-point crossover, one can see how the use of the enhanced replacement strategy improved the performance of the PRX crossover.
Although it can seem weird, the explanation of this behaviour is simple. Actually, the rule involved in the process of creating of the new population brings an additional selection pressure that comes from its emphasis on the quality of the used individuals. It consequently accelerates the convergence. Thus, it results in further loss of exploratory ability of the simple 2-point crossover and strengthens its convergence to the local optimum. For the same reason the rule improves a performance of the PRX operator since it fairly reduces the number of used randomised individuals. It suppresses namely those individuals with rather poor fitness that is the individuals most likely containing severe damages. Figure 9 shows how the decision rule affects a composition of the new population when the partially randomised crossover is used. We can observe two major aspects (i) the randomised offspring occupy less than a half of the created population and (ii) the population contains a significant number of parental strings (about 1/3 of the population for 10×F2). Note that these are the individuals, which did not undergo the recombination, so that they do not bring anything new to the created population. This can be considered as a kind of elitism that helps to exploit the promising genetic material contained in the current population whilst the role of the randomisation is to extend the exploration power.
The graphs for the problem 50×DF3 in Figure 9a may seem a bit strange. The strong non-monotonous character of the contribution lines follows from the deceptive nature of the problem. Two major phases can be distinguished within the whole run. First, as the search starts with identifying the most-fit schemata only (that are deceptive in this case), the randomised strings lose the competition with the unchanged strings and their number in a population declines. Then after population partially converged and the common schema of parental chromosomes enlarged (about 40 th generation, compare with Figure 7 ) the number of useful inversions starts to increase again. Figure 10 shows an interesting statistics of the number of changes of the best-so-far solution during the process of solving of the problem 10×F2. We can see that when the simple replacement strategy was used the number of improvements of the best-so-far solution was even higher with the classical than with the PRX crossover. However the final results obtained with the PRX operator were better. This contradiction can be explained so that the PRX operator besides the mixing of the parental genetic material performs also kind of local search inside the neighbourhood of the randomised offspring. In this way, even better solution can be found than by pure crossover. On the other hand, possible disruptions imposed by randomisation slow down the evolution and reduce the frequency of best-so-far changes. In the case of enhanced replacement strategy the statistics of the number of improvements correspond with a quality of results obtained with classical and PRX 2-point crossover. Especially the dramatic growth for the PRX operator is interesting. Another series of experiments have been carried out on the test-bed 7×doubleF2, which is a modified version of the problem 10×F2. In the case of the problem 10×F2 the chromosome consists of 10 pairs of x, y parameters each of them is contributing with its F2(x,y) value to the fitness of the chromosome. The problem 7×doubleF2 is a bit harder, it consists of triples x 1 -y 1,2 -x 2 where each contributes to the individual's fitness with the value F2(x 1 ,y 1,2 ) + F2(x 2 ,y 1,2 ). It means that all the three parameters are nonlinearly bound and so the whole triplet x 1 -y 1,2 -x 2 should be optimised at once. In order to have a chromosome length comparable to that for the problem 10×F2 (240 bits) a number of 7 triples of parameters was used (252 bits).
In order to make the problem even harder, we used a special structure of the chromosome as shown on Figure  11 . Each parameter encoding is split into high-significant (-H) and low-significant (-L) parts and the distance between the parts belonging to one parameter is 12 bits. Since the value of l PRX was again 10 only one part of any parameter can be affected by the randomisation. Moreover, the more significant bits of any two parameters are not directly linked. As Table 6 shows, the PRX crossover is again considerably better than the original 2-point crossover.
The last experiments presented here were carried out on a simple job-shop scheduling problem (JSSP). It assumes N jobs to be processed on M machines (in our case N=M=6). The schedules are encoded in the binary strings according to the representation introduced in [6] . A chromosome consists of N⋅(N-1)⋅M/2 bits, each carrying priority information of certain job-pair on a given machine. Despite all the bits are strongly bounded each other there are groups of M adjacent bits, which describe the priority situation on particular machine. The partial randomisation has been focused directly on those blocks so that it is applied on portions of the chromosome related to 2 randomly selected machines. There are the statistics of found schedules of the total length 55, 57, 58, and 59 out of 100 performed experiments in Table 7 . The schedules of length 59 represent strong local optima. Thus, the interesting schedules are those of length 55, 57, and 58. It is important that the PRX 2-point crossover was able to find the optimal schedule of the length 55 in 6 cases out of 100 experiments and the number of found schedules with length 58 was higher as well.
CONCLUSIONS
The paper introduces partial randomisation as an enhancement of the functionality of the classical crossover operators working on a binary representation. Namely, the 2-point partially randomised operator is described. The enhancement lies in a modified treatment of the common schema of the parent-pair's chromosomes. In one of the two generated offspring, a portion of the common schema is inverted. In such a way the diversity of the population can better be maintained, which helps to preserve the genetic algorithm from getting stuck in a local optimum and enhance the exploration of the search space beyond the limits imposed by the pure evolution. The paper presents some experiments, which show how the partially randomised 2-point operator outperforms the original 2-point operator on such problems where the spatially compact building blocks can be identified. It turns also that the PRX operator performs better when a replacement strategy equipped with a decision rule is used.
