We present a detailed analysis of the convergence properties of the finite cell method which is a fictitious domain approach based on high order finite elements. It is proved that exponential type of convergence can be obtained by the finite cell method for Laplace and Lamé problems in one, two as well three dimensions. Several numerical examples in one and two dimensions including a wellknown benchmark problem from linear elasticity confirm the results of the mathematical analysis of the finite cell method.
Introduction
The finite cell method (FCM) [13, 7, 8] is a combination of a fictitious domain approach [19, 20] with finite elements of high order [25, 4] . The main idea is to embed the domain of the problem to be solved into a bigger domain that has a simple geometric shape and can therefore be readily meshed. Thanks to the simple shape of the embedding or fictitious domain, mesh generation is dramatically simplified. The geometry of the problem is considered during the integration of the cell matrices, i.e. when computing the stiffness and mass matrices. To this end an indicator function α is introduced which is equal to 1 inside the domain and 0 outside of the domain. In order to avoid conditioning problems, α is set to a very small value close to zero outside the domain. In this way the contribution of the fictitious domain is penalized, shifting the effort of meshing towards the numerical integration of the cell matrices. Since the quality of the finite cell approximation strongly depends on the accuracy of the numerical integration, an adaptive quadrature scheme is applied to compute the stiffness and mass matrices of cells that are cut by the boundary of the domain or include holes. The adaptive integration can be carried out very generally by applying quadtree (in 2D) and octree (in 3D) space partitioning schemes in a fully automatic, error-controlled fashion [2] . Summarizing, the finite cell method is based on three important ingredients: a fictitious domain approach, high order shape functions and an adaptive integration of the cell matrices. Combining these ingredients allows to achieve an exponential type of convergence when performing a p-extension of the trial and test functions of the cells.
The FCM has been applied to several problems like linear elasticity in 2D [13] and 3D [7] , to shell problems [16] as well as to problems in biomechanics [5, 26, 27] . Nonlinear problems such as geometrically nonlinearity [23] or elastoplasticity [1, 3] have been addressed as well. The FCM has also been successfully applied to the numerical homogenization of materials with complicated microstructures [9] or to topology optimization [6, 14] in structural mechanics. Instead of classical hierarchic shape functions [25] NURBS, which have become very popular thanks to the isogeometric analysis [10] , can also be successfully used within the FCM, see [22, 17] . Local refinement strategies have been also developed for the FCM and it turned out that the hp-d method [15, 5] presents a general framework for local improvement of accuracy within the FCM, see [21, 11] .
Despite the fact that the FCM has been numerically demonstrated to yield high convergence rates in many different problems, there is still a lack of a thoroughly mathematical analysis of its convergence properties. Therefore, this paper is devoted to the analysis of the FCM, proving its capabilities of achieving exponential convergence under conditions, which are similar to those for the p-version of the finite element method.
The layout of the paper is as follows: In Section 2 the setting of the problem is defined and the convergence of the discrete and continuous problem with respect to the penalization parameter is presented. In Section 3 Céa and Strang lemmas are revisited to check that strict positiveness of the bilinear forms is not necessary. In Section 4 the convergence of the p-version of finite elements is addressed which is one of the main ingredients of the FCM. Numerical examples for 1D problems are presented in Section 5 and the observed exponential convergence is proved. In Section 6 a two-dimensional benchmark of linear elasticity is studied and it is demonstrated that the exponential convergence can be also obtained in 2D. Finally, a conclusion is drawn in Section 7.
2 Neumann condition obtained by penalization
The setting
We consider a bounded domain Ω ⊂ R n , n = 1, 2 or 3 with reasonable smoothness assumption (regular or polyhedral or Lipschitz...). We assume that the boundary of Ω has at least two connected components, so that Ω has a finite number of holes: The complement domain Ω ′ := R n \ Ω has one unbounded component Ω ′ 0 and a finite number of bounded connected components Ω ′ j , j = 1, . . . , J. We denote by H the hole
by Γ be the boundary of Ω ′ 0 , by Σ the boundary of H and by D the domain with holes removed
Note that the boundary of D is Γ, the boundary of Ω is Σ ∪ Γ.
The aim is to solve an elliptic equation Lu = f on Ω with Dirichlet conditions on Γ and Neumann conditions on Σ by solving Dirichlet problems on D. So D plays the role of a fictitious domain.
More specifically, we are given two differential bilinear forms b 0 and b 1 of degree 1 which we assume for simplicity to be real symmetric with constant coefficients (at this point we may consider systemsLamé -as well), e.g.
Let us define variational spaces:
and the variational forms
Let f ∈ L 2 (Ω). We want to solve the variational problem
Instead, we solve for small α > 0 the following variational problem on D
At the discrete level, we replace a FEM discretization of problem (2.5) by a discretization of (2.6):
, and a numerical integration D|ap over D, the discrete problem with parameter α is
where
Convergence of discrete problems with respect to the penalization parameter
Let us consider the finite dimensional space V = V ap (D) and the numerical integration D|ap as fixed, and let α tend to 0. We prove in Lemma 1 that, under a simple assumption, problem (2.7) converges to a limit as α → 0. We introduce the kernel of a ap 0 9) and its orthogonal space
Here ϕ, v denotes the duality pairing between V ′ and V .
We define the operatorsĀ k for k = 0, 1: And introduce their restrictions 12) and 13) and, finally, the operator A A :
(2.14)
These two latter spaces have the same dimension. Since A 1 K 0 is bijective, the kernel of A is reduced to {0}, hence the bijectivity of A.
We define recursively:
This makes sense, since by definition
converges in V and is solution of problem (2.7).
More generally, if the right-hand side is any element ϕ of V ′ , we solve the problem 15) by the series
with u (−1) ∈ K 0 the unique solution of
, and u (j) for j ≥ 1 defined as above.
This proves that the operator
is onto as soon as α ≤ α 0 . Therefore, it is injective. This ends the proof.
Convergence of the continuous problem with respect to the penalization parameter
We assume that a 0 is strongly coercive on V (Ω). Then the kernel
Since any function u ∈ V (Ω) can be extended in a functionū ∈ H 1 0 (D), and, conversely, the restriction of any v ∈ H 1 0 (D) to Ω is an element of V (Ω), the coercivity property of a 0 implies that
Hence K 0 is the space of the extensions by zero to Ω of the elements of H 1 0 (H). Thus the orthogonal space is
It is the space of the extensions by zero to H of the elements of V (Ω) ′ .
We assume that a 1 is strongly coercive on H 1 0 (H) and define the operator A like in (2.12)-(2.14). Let
(2.16) Let for k = 0, 1 the interior and boundary operators L k and B k be such that
We can see that u 0 Ω is the solution u 
We have a statement similar to Lemma 1
Lemma 2
In the continuous framework, let a 0 be strongly coercive on V (Ω) and a 1 be strongly coercive on
has a unique solution. Let u 0 be the solution of (2.16). Then u α tends to u 0 in H 1 (D), and
Proof: It follows the same lines as the proof of Lemma 1. Since
, ∀j ≥ 1.
We deduce the convergence in H 1 (D) of the series j≥0 α j u (j) and the estimate of the Lemma.
Céa and Strang lemmas
We revisit these lemmas to check that strict positiveness of the bilinear forms is not necessary.
Lemma 3 Let a be a real symmetric bilinear form, non-negative on the space V :
Let V ap be a subspace of V . Let f ∈ V ′ . We assume that u ∈ V and u ap ∈ V ap satisfy
Inequality (3.1) then follows by Cauchy-Schwartz inequality.
Lemma 4 Let a be a real symmetric bilinear form, non-negative on the space V . Let V ap be a subspace of V and let a ap be a real symmetric bilinear form, non-negative on V ap . Let d(f, v) be a duality pairing between V ′ and V , and d ap be a duality pairing between V ′ and V ap . We define the semi-norms
and |u| a ap := a ap (u, u)
We assume that there exists a positive constant C ap such that
We assume that u ∈ V and u ap ∈ V ap satisfy
Then for all v ap ∈ V ap the following two inequalities hold:
Proof: Let us choose v ap ∈ V ap . We write
We set
We note that
Combining (3.6) and (3.7):
Identity (3.8) implies the inequality
Combining (3.9) with (3.2):
Finally, we deduce (3.3) by dividing (3.10) by |w ap | a , taking the sup in w ap ∈ V ap , and coming back to (3.5).
The second estimate (3.4) is obtained by dividing (3.9) by |w ap | a ap and using (3.2) next.
We can use Lemma 4 with a = a 0 or a = a 0 + αa 1 , and also take numerical integration into account in a ap and d ap .
Assuming exact integration, we can also use the lemma with a = a 0 , a ap = a 0 + αa 1 and d = d ap .
In this case, the third term in the right-hand side of (3.4) is zero and the second one is the sup for
In this case, C ap = 1 and (3.4) yields:
Corollary 
Remark 6 Under the conditions of Lemma 3 with a = a 0 and Lemma 1 with a ap 0 = a 0 and a ap 1 = a 1 (i.e., assuming exact integration), we can write for all α
Lemma 3 yields that |u − u ap 0 | a 0 is less than |u − v ap | a 0 for all v ap ∈ V ap and Lemma 1 yields the information that |u
But the multiplicative constant in front of α a priori depends on the discretization. That is why we cannot improve estimate (3.11) by replacing √ α with α, in general. In fact, our numerical experiments also display a √ α behavior in the general case. △
p-version of finite elements
Let T be a fixed mesh of the domain D and let V p (D) be the p-extension over the mesh T with the boundary condition v = 0 on Γ. We denote by
We note that Γ is contained in ∂Ω ap and we denote the common boundary ∂Ω ap ∩ ∂H ap by Γ ap .
We denote by A(U) the space of analytic functions up to the boundary of the domain U . 
Proof: We use Corollary 5. By the coercivity assumption on a 0 , we find that the semi-norm | · | a 0 is equivalent to the H 1 (Ω)-norm.
Thus, relying on estimate (3.11), it suffices to find v ap ∈ V p such that
Therefore, in particular,
There existsṽ p ∈ V p (H ap ) such that
We define v ap by v p on Ω ap andṽ p on H ap and we deduce (4.3) from (4.4)-(4.6).
In the case where the grid is matching with the interface Σ, the estimate (4.2) is improved (see also Remark 6 on this question -why such an improvement does not hold in the general case). If Ω ap coincides with D, we may even have exponential convergence with α = 0:
We assume that Ω ap = D (i.e., H ap = ∅). Let a 0 be strongly coercive on V (Ω). Let f ∈ A(Ω) and let u 0 be the solution of the mixed problem (2.5). We assume that u 0 admits an analytic extensionū 0 ∈ A(Ω ap ). Let u ap [p] be solution of (here we assume exact integration)
8)
Then there exist c > 0 and γ > 0 such that for all p ≥ 1 
is reduced to {0}. Let v ∈ K 0 . Then a 0 (v, v) = 0. Since v Ω belongs to V (Ω), we deduce from the coercivity property of a 0 that v Ω ≡ 0. By assumption any element K of the mesh T has a non-empty intersection with Ω. Since v is a polynomial on K which is zero on K ∩ Ω, it is zero over the whole of K. Hence v ≡ 0, which ends the proof.
The difficulty is that in practice, the assumptionū 0 ∈ A(Ω ap ) has no reason to be satisfied in general. Nevertheless, we will see examples where this assumption is not satisfied, and where exponential convergence for α = 0 can be observed.
5 1D test problem with Neumann boundary conditions at the hole
Problem definition and exact solution
As the simplest possible model for a hole in 1D, we choose the two component domain
Thus, the "hole" H is the interval (− We consider the family of bilinear forms, indexed by the coefficient α
Here, the coefficient α inside the hole has been set to zero only for the mass matrix and small for the stiffness matrix. It corresponds to our general setting with
The domain Ω is symmetric with respect to the origin. We investigate two problems with different symmetry properties: the first one is odd, and the second, even.
The odd problem is described by The even problem reads
denotes the exact solution.
Finite cell approach
The bilinear form (5.3) as described in the previous subsection is discretized by means of the finite cell method. To this end, the fictitious domain D is subdivided into a mesh T consisting of n c cells with the corresponding nodal coordinates denoted as X c , X c+1 . On each cell hierarchic shape functions N i based on integrated Legendre polynomials [25, 4] are applied to discretize the trial and test functions. The discretization of the bilinear form results in a matrix composed of two parts: the stiffness matrix and the mass matrix. Since in general the cells do not conform with the geometry, the integrand of the cell stiffness matrix
and the cell mass matrix
might be discontinuous. In (5.8) and (5.9) x, ξ denote the global and local coordinates, which are related to each other by a linear mapping function. Note, that we distinguish between α and α M . In (5.8) α corresponds to Equation (5.3), whereas α M = 0 in (5.9) assures that inside the hole there is no contribution of the mass matrix. The integration of the cell matrices is carried out by applying a composed Gaussian quadrature. To account for the hole, i.e. the jump of α, α M , the corresponding cell is divided for the purpose of (exact) integration into n sc sub-cells, so that on each sub-cell α and α M are constant. In this way it is possible to perform an exact computation of the stiffness and mass matrix with n G = p + 1 Gaussian points applied on the sub-cells which are introduced just for integration purposes. Considering a mesh with one cell only, the minimum number of sub-cells needed for an exact integration is n sc = 3.
Evaluation of the error
In order to quantify the efficiency and accuracy of the finite cell method we briefly present in this section the definition of the error. Thanks to availability of the exact solution, the error
of the finite cell approximation can be evaluated directly. In the following we compute the error in the H 1 norm
by considering the contribution in the domain Ω only, i.e. ignoring the results of the finite cell method in the hole H. Since the computation of the error in H 1 norm (5.11) involves the integration of nonpolynomials a Gaussian quadrature will not yield exact values. Therefore we apply an composed Gaussian quadrature as described in the previous section in order reliably determine the error.
Numerical examples for Neumann boundary conditions at the hole
In the following we present several numerical results obtained with the finite cell method discretizing the problem described in Section 5.1. We choose k = 3 and compute the error in terms of Equation (5.11).
Non-matching grid with one cell
First, we choose one finite cell with nodal coordinates X 1 = 0 and X 2 = 2 to discretize the fictitious domain and perform a p-extension with p = 1, 2, 3, ..., 20. In this example, α and likewise α M is set to 0 inside the hole. The integration of the stiffness and mass matrix is carried out exactly. A comparison of the exact solution and the finite cell approximation for p = 20 is given in Figure 1 . It can be seen that one cell very accurately represents the exact solution. Note that in the hole the FCM approximation presents a smooth behaviour, connecting the two branches of the exact solution. To quantify the efficiency more precisely, the error e 2 H 1 of the FCM approximation with p = 1, 2, 3, ... is plotted in Figure 2 against the polynomial degree. From this it is evident that an exponential convergence can be obtained although the mesh consisting of one cell only does not conform to the geometry. It is also noted that the convergence of the problem with the even solution is faster.
Based on the Céa Lemma 3 used with the form a 0 , we prove this exponential convergence if we know the existence of a polynomial v p of degree ≤ p such that
≤ c e −pγ . Proof: Considering the even and odd parts of g, we may reduce to the case when g is either even or odd.
Even case: By the formula
Let p = 2q be a positive (even) integer. There exists Φ q ∈ P q ( √ λ, 1) satisfying the estimate
We set v p (x) = Φ q (x 2 ) and have proved (5.13) with γ = γ ′ /2.
Odd case: Similarly, by the formula
Let p = 2q + 1 be a positive (odd) integer. There exists Φ q ∈ P q ( √ λ, 1) satisfying the estimate (5.14). We set v p (x) = xΦ q (x 2 ) and have proved (5.13) as before. 
Matching grid with three cells
Next, we consider the odd problem discretized by a mesh with three cells where the layout is such that the hole is precisely covered by one cell. The nodal coordinates X c of the mesh correspond to {0, 0.75, 1.25, 2}. In this case, the integration of the cell matrices can be carried out exactly by a standard Gaussian quadrature with n G = p + 1 without the necessity of introducing sub-cells. The aim of this example is to consider the influence of the parameter α. In Figure 3 the results of the FCM obtained with p = 20 for two different values of α, i.e. α = 10 −01 and α = 10 −14 are presented. Small deviations from the exact solution are observed in the case of α = 10 −01 . These deviations are due to the fact that a value different from α = 0 inside the hole corresponds to a modification of the original problem, replacing the hole by a (very) soft material. Therefore, it can not be expected that a p-extension of the FCM converges to the exact solution of the problem when α = 0 inside the hole. In order to study the influence of α let us consider the convergence of a p-extension for different values of α inside the hole, see Figure 4 . It can be observed that the error e 2 H 1 converges exponentially down to a certain threshold which depends on the value of α. The smaller we choose α the higher is the achievable accuracy. The influence of α is investigated more systematically in Figure 5 , where the error e 2 H 1 is plotted against α obtained with three cells with a polynomial degree of p = 20. From this it can be observed that a p-extension on the mesh with three cells, with nodes being aligned to the hole, yields exponential convergence up to the error α 2 in quadratic energy. This is in coherence with Theorem 8. an exponential convergence up to a certain threshold depending on the chosen value of α. However, in this example where the grid is not matching with the hole, the convergence is not as fast as in the case of the matching grid. The convergence of the error e 2 H 1 with respect to α is plotted in Figure 8 . From of a p-extension applying the FCM for different values of α is plotted in Figure 10 . First of all, we observe a similar behaviour as in the previous example, i.e. an exponential convergence can be obtained which is limited by the value of α. However, increasing the polynomial degree further on can result also in an increase of the error. This effect can be explained by the poor conditioning of the resulting equation system observed by the increase of the number of iterations of the preconditioned conjugate gradient method which is applied to solve the overall equation system. The poor conditioning is due to the fact that one cell is completely inside the hole and therefore almost no stiffness is related to the corresponding degrees of freedom of that element. Increasing the polynomial degree further on deteriorates the situation and therefore round-off error start to accumulate. Considering the scale of the y-axis of Figure 10 reveals that still very accurate results can be obtained with the FCM. Figure 11 presents, as in the previous examples, the dependency of the error e 2 H 1 on α. Although the conditioning problem interferes this investigation, the numerical results are again in good coherence with Theorem 7, stating that the error in quadratic energy converges linearly in α. Summarizing the results, a p-extension on the (non-matching) mesh with two cells yields an exponential convergence up to the error α in quadratic energy e 2 H 1 . Since in two and three spatial dimensions an exact integration of the stiffness and mass matrix is in general impossible, we investigate also the influence of the quality of the quadrature. The integration of the matrices of the two equidistant cells can be carried out exactly when applying n sc = 1−0 1−0.75 = 4 sub-cells with n G = p + 1 Gaussian points on each sub-cell. Here we choose n sc such that we can not perform an exact integration in order to investigate the influence of the quadrature. We choose α = 0 in order exclude a modelling error and focus only on the influence on the integration. In Figure 13 the convergence of the error e 2 H 1 is plotted as a function of the number of sub-cells n sc in a double logarithmic style. From the figure it is evident that the convergence is up to n −2 sc in quadratic energy. 6 A 2D benchmark of linear elasticity Finally, we study a two-dimensional benchmark problem of linear elasticity which was defined in [24] to compare different adaptive finite element strategies. The benchmark problem is a two-dimensional plate under plane strain condition. Due to symmetry it is sufficient to discretize one quarter of the system, see Figure 14 . The width and height are b = h = 100 mm and the radius is r = 10 mm. Linear isotropic elasticity with Young's modulus E = 206900 MPa and Poisson's ratio of ν = 0.29 is assumed. The plate is loaded by a traction of p = 450 MPa. The quantities to be computed are given in Table 1 Table 1 : Reference values cells on which the tensor product space utilizing hierarchic shape functions [25, 4] is used to discretize the trial and test functions. In Figure 15 the FCM grid as well as the sub-cells that are introduced for integration purposes only are presented. The sub-cells are generated in a fully automatic way by means of a space partitioning scheme based on a quadtree. We set α = 10 −14 inside the hole and the quadtree is refined towards the boundary of the circle. The leafs of the quadtree correspond to the sub-cells that are used for the adaptive quadrature [2] . On each of the sub-cells a Gaussian quadrature is performed to accurately compute the stiffness matrix of the cell that is cut by the circle. As a first result the relative error in energy norm
is plotted in Figure 16 demonstrating clearly the exponential convergence of the p-extension. Similar to the one-dimensional test example the optimal type of convergence for the FCM performing a pextension can be obtained also in the case of holes in two-dimensions. In order not to hinder the optimal Figure 17 showing a fast convergence of the p-extension also for point-wise quantities like displacements. More challenging than the results at points 4 and 5 are those quantities which are computed directly at the boundary of the hole. Therefore we study also the convergence of the displacement u x and stress component σ yy at point 2, see Figure 18 . Again, a fast convergence towards the reference values can be observed even for the stress component σ yy . 
Conclusions
A mathematical analysis of the finite cell method has been presented, proving exponential rate of convergence which has been observed earlier by numerical investigations, only. Necessary smoothness conditions of the exact solution are similar to those which have to be assumed for the classical pversion of the finite element method. Furthermore, the dependence of an inherent modelling error on the computational scheme's penalisation parameter was proved and numerically confirmed. This high order fictitious domain approach thus not only yields significant advantages over FEM concerning engineering applications by virtually relieving from the necessity to generate a finite element mesh, it also guarantees convergence properties, which are inachievable for low order methods. This paper concentrates on Neumann boundary conditions at the transition from the physical to the fictitious domain. Numerical experiments using Nitsche's method [12] to apply Dirichlet conditions show [23, 18] that also in this case exponential convergence rates can be obtained. A mathematical investigation confirming this observation still has to be done in future work.
