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It has been pointed out that there is a big difference between the thinking 
process of game program and human, and that humans cannot easily 
understand the game program. Therefore, in this paper, we conducted two 
different visualization studies. 
 
The first visualization study focuses on helping humans' understanding. In 
the recognition and learning of Go, Go terms play important roles. However, 
it is a big burden for beginners to memorize these terms. In this research, we 
propose a system for automatic display of Go terms corresponding to game 
records. In order to identify the terms, it needs to recognize not only the 
"placement" of stones but also the combination of knowledge including the 
"momentum" of stones. We implemented them by using the Go program "Ray". 
We have realized a system that automatically displays the relatively 
frequently used terms. When the performance of the system was evaluated 
by a professional player, it showed a high matching rate over 90% against the 
judgment of a professional shogi player. 
 
The second visualization study focuses on understanding the thinking process 
of artificial intelligence. Deep learning for the game of Go achieved 
considerable success with the victory of AlphaGo against Ke Jie in May 2017. 
Thus far, there is no clear understanding of why deep learning performed so 
well in the game of Go. In this paper, we introduce visualization techniques 
used in image recognition that provide insights into the function of 
intermediate layers and the operation of the Go policy network. When used 
as a diagnostic tool, these visualizations enable us to understand what occur 
s during the training process of policy networks. Further, we introduce a 
visualization technique that performs a sensitivity analysis of the classifier 
output by occluding portions of the input Go board, and revealing parts that 
important for predicting the next move. Further, we attempt to identify 
important areas through Grad-CAM and combine it with the Go board to 













に関する研究が散見されるようになり，2016 年に DeepMind 社が開発した深層学習
と強化学習手法を用いたアルファ碁（英: AlphaGo）という囲碁プログラムが登場する
と，事態は一変する．それまでの囲碁プログラムは，当時最強と言われたものでも，
プロ棋士に対して 3 子～４子程度の棋力差があったが，AlphaGo は，欧州囲碁選手権
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していた Deep Thought[Berliner 1989]の開発に用いられた．しかし，評価項目自体
はまだ研究者によって設計されていた．その後，ニューラルネットワーク（英: neural 
network）の研究の発展とともに， 1980 年代後半に， Gerald Tesauro と Terrence 
Sejnowski はニューラルネットワークを用いて，バックギャンの評価関数を作成する
手法を提案し，Neurogammon というバックギャン AI を作成した[Tesauro 1989]． 
Neurogammon は 1989 年に開催されたコンピュータオリンピアード（英: Computer 
Olympiad）において優勝したが，まだ人間プロ選手に勝てるレベルに至らなかった．
また，そのニューラルネットワークで用いられていた特徴は，人間の手作業によって






































ラム「Crazy Stone」が登場した[Coulom 2007a]．Crazy Stone は第 11 回コンピュー
タオリンピアードの囲碁の 9 路部門で優勝し，翌 2007 年の第 12 回コンピュータオリ
ンピアードにおいては，19 路部門で同様の手法を用いた MoGo と Crazy Stone が優
勝と準優勝になり，一躍モンテカルロ木探索の手法がコンピュータ囲碁の主流となっ
た[美添 2008]．その後，コンピュータ囲碁は徐々に強くなり，その手法を改良した囲
碁プログラム「Zen」は 2016 年に行われた第 4 回電聖戦において小林光一名誉棋聖を





られなかった．ところが，2014 年に，Christopher Clark のグループ[Clark 2015]と
DeepMind のグループ[Maddison 2014]が，教師あり学習手法を用いて次の一手を予




の 2 年後，2016 年には DeepMind 社が開発した深層学習と強化学習手法を用いたア
ルファ碁（英: AlphaGo）に関する論文が発表され，欧州囲碁選手権を 3 連覇した樊麾
二段と 2015 年 10 月に対局し 5 戦全勝したことがその棋譜とともに公表され衝撃を与
えた[Silver 2016]．囲碁界でコンピュータがプロ棋士に互先で勝利を収めたのはこれ
が史上初である．翌 2017 年には，改良を加えた AlphaGo が当時の世界最強棋士であ





し，それまでの AlphaGo よりも強い「アルファ碁ゼロ（英: AlphaGo Zero）」を開発
したことを発表した[Silver 2017a]．また同年，同じ開発チームは汎用化された
AlphaGo Zero の手法を使用して，囲碁のみならず，チェスや将棋の世界チャンピオン



















































ては深層学習の汎化誤差 (英: generalization error)についての研究が挙げられる


































































































らず，主流の研究対象とはならなかった．しかし，2006 年に Coulom がモンテカルロ
を木探索に適用する手法としてモンテカルロ木探索を提唱すると，この手法は革新的







Large Scale Visual Recognition Challenge）で優勝した深層学習は，研究と投資の巨
大な波を引き起こした．深層学習の技術とハードウエアの進歩が相まって，深層学習
をコンピュータ囲碁に適用しようとする初の試みが，Clark らによってなされた


























ータ囲碁 AlphaGo が登場した[Silver 2016]．翌 2016 年 3 月には，世界最強レベルの









































































































2012 年のコンピュータビジョンコンペティション（英：ILSVRC ，ImageNet 
































イヤーと同様に機能するが、たとえば 3x3 入力ピクセルから 1 出力にマッピングする










その後，2015 年に Zhou らは CAM（英：Class Activation Mapping）という可視化








間がかかる．Selvaraju らは CAM 手法を基づいて Grad-CAM という可視化手法を提




ットがある．また，Grad-CAM 手法は最終結果の後に ReLU 層を追加することによっ
て，画像認識の結果にポジティブな影響を与えるエリアを表示することができる．ま





Wei Yu らの Alexnet と VGG の可視化結果の比較実験において，Alexnet（精度：
Top1 = 63％，Top5 = 85％）と VGG（精度：Top1 = 74％，Top5 = 92.7％）の画像認
識精度の差は 10％を超えたが，Alexnet と VGG の可視化の結果には幾つかの類似点
があることが指摘された．Alexnet の可視化結果と VGG の可視化結果から見ると，





































































p のモンテカルロオーナーの値 MC Owner(p)は，次の式(1)(2)で求められる． 
 
P(𝑛𝑖, 𝑝) = {
1(𝑠𝑡𝑎𝑡𝑒(𝑝) = black)
0(𝑠𝑡𝑎𝑡𝑒(𝑝) = blank)
−1(𝑠𝑡𝑎𝑡𝑒(𝑝) = white) 
              (1) 
 
MC Owner(𝑝) =  100 × ∑
P(𝑛𝑖, 𝑝)
𝑛










P(𝑛𝑖, 𝑝): 𝑖番目のプレイアウト時の点ｐの状態 
 











トを利用したネット碁対局サイト KGS では二段程度の実力のプログラムである[KGS 
2017]．KGS における二段という棋力は，日本の道場では一般にアマチュア三段から
     










必要があると考えた．宍戸らの先行研究では，トップアマチュアを 6 名使い 60 局の




では，この表１から，出現比率の高いものから順に，出現比率 0.5％以上のもの 36 個
の用語を対象とすることにした． 











































































判定条件：判定する石 p の位置． 
判定結果：判定する石の死活状態 state_dead_or_alive(p)． 
この二段階のアルゴリズムは以下となる： 
set turn( te ) == -s 
If owner (MC Owner(𝑝，𝑡𝑒，turn( 𝑡𝑒 ))) == s 
state_dead_or_alive(𝑝) =「無条件生き」 
set turn( te ) == s 
If owner (MC Owner(𝑝，𝑡𝑒，turn( 𝑡𝑒 ))) == -s 
state_dead_or_alive(𝑝) =「無条件死」 





手番(te)：手数 te の手番（「自分」or「相手」） 
p：判定する石の位置 
s：判定する石の所属（「自分」or「相手」, -s はｓの逆） 
MC Owner(𝑝，𝑡𝑒, turn)：手数 te，手番 turn の場合，判定する石の位置𝑝のモンテ
カルロオーナー値 
owner(MC Owner)：MC Ownerの符号が表す所属（「自分」or「相手」） 
表 3 に挙げた囲碁用語に対応する石の死活判定に必要な入力とその成立条件をまと
めたものを表 4 に示す． 
図 4 の局面を例に挙げて，丸印の付いた黒石の死活を判定してみよう．白番である
として，モンテカルロオーナーの値を調べてみると，－56 となり，白地になる確率が
高い（白の色の符号と一致）と判断され，段階 2 に進む．段階 2 では，黒番であると
して，モンテカルロオーナーの値を調べる．それでも－14 と白地になる確率が高い
表 4 囲碁用語と石の死活判定の対応関係 
 
 




















判定条件：判定する石の位置 p と判定する列 line． 
判定結果：判定する線 p に沿って，進出しているかどうか state_line． 
アルゴリズムは以下となる： 
MC_line_Diff(𝑝，𝑡𝑒，𝑙𝑖𝑛𝑒) = MC_line(𝑝，𝑡𝑒，𝑙𝑖𝑛𝑒) − MC_line(𝑝，𝑡𝑒 − 1，𝑙𝑖𝑛𝑒1)   
If ｜Mean(dir_out(p，MC_line_Diff)) ｜＞｜Mean(dir_in(p，MC_line_Diff)) ｜ 
state_line = 「進出」 
else 







MC_line(p，te，line)：手数 te、判定する列 line のモンテカルロロオーナー値の列 
dir_in(p，MC_line) ：line の進出方向（外側）のモンテカルロロオーナー値の列 
dir_out(p，MC_line) ： line の内側モンテカルロロオーナー値の列 





大きければ，進出と判定される．手数 te，座標 p におけるモンテカルロオーナーの値
の差分 Diff は以下の関係式で求められる． 
Diff(𝑝，𝑡𝑒) = MC Owner(𝑝，𝑡𝑒) − MC Owner(𝑝，𝑡𝑒 − 1)   



















図 6 の白の一手の「オサエ」の判定には，打つ前の局面（図 5(c)）における黒の進出
方向を調べる必要がある．黒石は三線に沿って右側から左側へ進出しようとしてい
       
(a) 一手前の局面           (b) 対応のモンテカルロオーナー 
           
(c) 現局面                    (d) 対応のモンテカルロオーナー 











判定条件：判断を行う範囲内の位置𝑝𝑛（1 ～ n）． 
判定結果：判断する範囲の所属 state． 
アルゴリズムは以下となる： 
avg MC Owner(𝑝𝑛) =






黒（avg MC Owner ＞ 0）






state（MC Owner）：MC Owner が表す所属 
 












avg MC Owner(𝑝𝑛) =












      
(a)                       (b) 

































        
図 9 石の絶対位置を示す用語の場合 
        









       
(a)                       (b)  
           
(c)                              (d)  
図 12 石の形勢を可視化結した例 
        






















評価の対象とする棋譜は，2016 年度に行われた第 64 回 NHK 杯テレビ囲碁トーナ
メントから，以下の４局を用いた． 
１）2 回戦第 3 局：山下敬吾九段 vs 藤沢里菜三段 
２）3 回戦第 4 局：井山裕太棋聖 vs 余正麒七段 




４）決勝：一力遼七段 vs 井山裕太棋聖 






すべての手に対して，プロ棋士 2 名の囲碁用語を比較したところ，85 手（総手数
767 手中）において，2 人の用語に齟齬が見られた．齟齬のあった手について 2 名に
再度確認を取った所，どちらの用語でも良いと判断したものは 61 手に絞られ，それ以
外は，どちらか一意に意見が集約した． 
そのため，システムとの比較では，プロ棋士 2 名が一致した用語 706 手については





























































































本研究で使用したデータは，GoGoD（Games of Go on Disk）[GoGoD 2018]という
棋譜データセットから抽出されたものである．GoGoD の棋譜データはプロ棋士レベル
の人間同士の対戦棋譜で構成され，一つ一つの棋譜は SGF というコンピューターファ
イル形式で保存されている．任意の一手の石の配置は，19 * 19 の盤面の各着手点の座
表 9 入力特徴として利用する盤面情報 
特徴 # 層 詳細 
石 1，2，3 層目 自分の石/ 相手の石 / 空いている位置 





標（361 のうちの 1 つ）として表示される．本研究では 2018 年まで 86329 局の棋譜




































表 10 提案したポリシーネットワークの構造と ALPHAGO-ZEROの構造の比較 
詳細 Lite Policy Net AlphaGo-Zero Net 
Input Planes 5 17 
Residual Block 10 40 
Width 64 256 
Network head policy head policy head/value head 
Output next move board value/next move 
Batch size 128 32 × 19 
Dataset 86329 professional games (GoGoD) 4.9 million games of self-play 



















グラム（アルファ碁 Zero（60.4%）と Leela Zero（54%）など）と比べると，モデル
の構造と入力が簡単化されたため，本研究で提案したポリシーネットワークの精度は
やや劣る．しかしながら，前述の先行研究[Yu 2014]に示すように，Alexnet（精度：
Top1 = 63％，Top5 = 85％）と VGG（精度：Top1 = 74％，Top5 = 92.7％）の画像認
識精度の差は 10％を超えていたが，Alexnet と VGG の可視化の結果には幾つかの類












































学習率が適切な場合               学習率が高い場合 
     





フィルタの重みの可視化結果を図 17 に示す．図 17 は 10 個の最初のレイヤーのフ
ィルタの可視化結果である．最初の 3 つの特徴（盤面の石位置）に対応するフィルタ





























ったことが原因として考えられる．Clark らが用いたフィルタのサイズは 7×7 であっ














また，各学習プロセス（エポック１ ー＞ エポック 5 ー＞ エポック 10）の可
視化結果を見ると，石の色の特徴に対応する上のブロックはあまり変化しなかったこ
とに対して，直前の着手に対応するフィルタ（ブロック 2 とブロック 3）は比較的変
化が見られた．つまり，石の色の特徴に対応するフィルタは訓練初期からある停留点
に収束したのに対して，直前の着手に対応するフィルタは最後まで最適な重みを求め
て収束しようとしているように見える（例えば，ブロック 2，列 6 およびブロック
3，列 10）．各フィルタ平面の収束速度を評価するために，エポック 1，5，10 の間に
可視化されたフィルタの平均絶対差を計算する．その結果を表 11 に示す．表 11 を見









表 11： 各フィルター面の平均絶対差 
Epoch Plane 1,2,3 Plane 4 Plane 5 
epoch1 – epoch5 9.65 31.64 27.97 
epoch5 – epoch10 3.72 11.78 17.25 









(a) 今の盤面                             (b) 一層目のレイヤーの可視化結果 
          
(c) 五層目（合計十層）の resnet ブロックの可視化結果      (d) 最後の resnet ブロックの可視化結果








図 18 と図 19 は，ポリシーネットワークの特徴マップの可視化結果を示している．
(a) current board        (b) visualized MCTS owner     (c) activation map 1          (d) activation map 2 
    
    
    











以外のレイヤーの特徴マップのサイズは 64×19×19 であり，図 18 は 64 個の 19×19
グレースケールの画像として表現される．64 個の小さな画像のそれぞれは，入力の盤
面（1〜19）×（A〜T）と同じ空間レイアウトを使用している．また，最後のレイヤ
ーの特徴マップのサイズは 2×19×19 であり，図 19 は 2 つの 19×19 のグレースケ
ール画像として表現される． 
ここでは，AlphaGo Zero（白）と柯潔（英：Ke Jie）（黒）の一つの対局を可視化




ないため，中間レイヤーの特徴マップ（例えば，5 番目の ResNet の残差ブロックの
特徴マップ図 18(c)と 10 番目の ResNet の残差ブロックの特徴マップ図 18(d)）を解釈
することは困難である． 
また，連続の着手の中の可視化結果の変化を分析するために，AlphaGo（白）と柯






ードされるため，隣接の着手（例：着手 17 と 18，着手 19 と 20）の入力はほぼ逆に




見られる．特徴マップ 1 を見ると，ポリシーネットワークへの入力（着手 17 と 18，
着手 19 と 20）はほぼ逆だが，右下の「フリカワリ」（相手に利益を与える代わり，自
分も別の場所で利益を取って変化する手のこと）を除いて可視化結果は類似してい
る．また，特徴マップ１と特徴マップ 2 とを比べると，特徴マップ 1 の方が元の盤面
といくつかの点で関連が見える．特に，右下の攻め合いが激しい所が元の盤面の特徴
と類似していることが分かる． 
 Deconvnet による可視化 
Deconvnet（Transposed convnet）を用いると，中間層の特徴マップの活性化状態





本研究では，Zeiler ら [Zeiler 2014]と同じ，反転フィルタ（各フィルタを垂直方向
(a) 元の画像              (b) Deconvnet による可視化結果       (c) 画像(b)の拡大図 
      















(a) 元の局面          (b)モンテカルロオーナーの可視化                       (c) Epoch 1         
      
(d) Epoch5                                                 (e) Epoch 10   
     





画像認識のモデルの入力の 3 つのチャネル（RGB のカラーモデル）と異なり，コン
ピュータ囲碁のポリシーネットワークの入力には 3 つ以上のチャネルがある．したが
って，一度にすべての可視化結果を表示することはできない．図 21 と図 22 では，再
構築された入力の最初の 3 つのチャネルの可視化結果を示す．画像それぞれには，入
力盤面と同じ（1〜19）×（A〜T）空間レイアウトを用いる． 
図 21 では，最後の変換レイヤーは二つのチャネルがあるため，二つの 19 × 19 のグ
レースケール画像で可視化できる．また，図 22 の(b)列は，最初の畳み込み層のサイ
ズは 64 × 19 × 19 であるため，可視化結果は 64 個の 19 × 19 の RGB 画像として表
す．8 × 8 マトリクスの中に， 64 個の画像が優先順に並べられている． 
図 21 は，学習プロセスの各段階（epoch 1, epoch 5, epoch 10）の可視化結果を示
している．最後のレイヤーの可視化結果は，入力特徴マップと盤面に対応している．
また，予測された次の一手の近くの領域はより強調されて表現されている．例えば，


















(a) 可視対象となる着手   (b) 一層目の可視化結果       (c) 最後のレイヤの可視化結果      
     
     
     
    
図 22 Deconvnet による可視化結果． 
Match 1 Move 13
Match 2 Move 90
Match 3 Move 173






























うに，図 23(e)から順位＞9 の青色を使用し，遮蔽された位置の中心 H13 に記入す
る．全盤面 361 個（19×19）遮蔽可能な点があるため，図 23（a）（b）（c）のプロセ
スを 361 回繰り返す．そして，入力遮蔽による可視化の結果は図 23(d)となる． 
    
(a)                                          (b) 
   
(c)                                          (d) 
 
(e) 色のランクは正解の予測順位がどれだけ変化したかを表す 
















図 24(b)において，遮蔽サイズは 1×1 のため，遮蔽は 1 つの石を削除することを意
味する．図 24(b)を見ると，盤上の特定の石（たとえば，白い石– H12，K12，黒い石
– G13，M12）が遮蔽されると，正しい次の一手 「K14」の予測順位が大幅に下がる
ことがわかる．図 24(c)の遮蔽サイズは 3×3 で，図 24(d)の遮蔽サイズは 5×5 であ
る．これらの結果を見ると，特定の石（たとえば，白い石– H12，K12，黒い石– 
G13，M12）または特定のエリアは予測に強い影響を及ぼすことが示唆される．さら
(a) 可視化対象としなる着手    (b) 閉塞サイズ 1×1   (c) 閉塞サイズ 3×3    (d) 閉塞サイズ  5×5  












める比率）を計算する．その結果を表 12 に示す．表 12 を見ると，遮蔽領域が大きい
ほど重要な石がブロックされる可能性が高くなるため，変化エリア率が高くなること
が示された． 
ここでは，AlphaGo（白）と李世ドル（英：Lee Sedol）（黒）の対局における 3 つ
の着手に対し，3×3 の遮蔽のサイズによる効果を調べる可視化実験を行った．その結
果を図 25，図 26，図 27 に示す．図 25，図 26，図 27 を見ると，特定の領域で大き
な変化が見られ，囲碁のポリシーネットワークによって囲碁の局面における重要な部
分という概念を学習できている可能性が示唆された． 
具体的に，図 25 は黒の「トビ」の良い形（石 H6 および石 H4）に対抗するため
に，白は「ノゾキ」（J5）で脅す手を選択した局面である．ここで黒は「ツギ」（石
H5）を打った．この図を見ると，H6 または H4 が遮蔽されるより，黒の「トビ」の
良い形（石 H6 および石 H4）が遮蔽されたときに，次の一手の予測順位に影響が出て
いることが分かる．図 26 は，黒は左に「オシ」たのに対し，AlphaGo は下側に「ボ









ウシ」（石 H8）を打つことによって，2 つの石（H6 と H4）が中央に進出することを
阻止した局面である．L4 の白石があるため，H4 と O3 が接続することが困難になっ
ている．図 26 の左の領域が示すように，石 H6，H4，L4 は次の一手の予測に強い影









           
図 25 対象となる着手（直前の着手は J5，次の一手は H5）と遮蔽による可視化結果 
 
           
図 26 対象となる着手（直前の着手は D9，次の一手は H8）と遮蔽による可視化結果 
 
        





 Grad-CAM による可視化 













    











せであるが，Grad-CAM ヒートマップの後に ReLU は接続される．図 27 に表示され




果を図 29 に示す．列(a)と列(b)は訓練途中（エポック 5）のポリシーネットワークの
可視化結果で，列(c)と列(d)は訓練完了（エポック 10）のポリシーネットワークの可
視化結果である．また，列(a)と列(c)は Grad-CAM による可視化結果で，列(b)と列(d)





















いう手法と Counterfactual Exp という手法の可視化結果は同じく，エポック 5 ―＞ 
エポック 10 の間，特定された領域が疎らになった．この結果を見ると，ポリシーネッ
トワークは注目するエリアを狭くすることによって，ポリシーネットワークの予測精
度を向上することが考えられる（エポック 5 のネットワーク精度：Top1 = 45.5％，エ






(a) Grad-CAM (epoch 5)   (b) Counterfactual Exp (epoch 5)   (c) Grad-CAM (epoch 10)    (d) Counterfactual Exp (epoch 10) 
       
       
       
       
       


































（学習率は 10-2と 10-4，合計 6 個）を訓練する．さらに，有意差を調べるために， 




















るが，エポック 10 の終わりのポリシーネットワークの精度は 46.24％から 46.51％ま
で向上した．また，追加された３セットのポリシーネットワークの精度評価の結果は
表 13 となる．表 13 を見ると，可視化結果に基づいて，最初の畳み込み層の学習率を
 
表 13 テストデータセット（330 万のデータペア）に基づいて計算した精度 
学習率 10-2 10-4 
セット１ 46.14 % 46.41 % 
セット２ 46.26 % 46.52% 




図 30 各訓練プロセス中のテストデータセット（10 万のデータペア）に基づいて計算した精度（上






を使用して最初の層の学習率を調整し（10-3および 10-5），他の 2 つのネットワークを
 
図 31 精度および第 1 層目フィルタにおける学習率の変化前後の平均絶対差の関係
 




訓練した．その結果を図 31 と図 32 に示す。図 31 では、4 層目と 5 層目のフィルタ
（直前の一手という特徴に対応するフィルタ）の平均絶対差が減少し，平坦な線に近 
づいている．それに対し，1，2 および 3 層目（盤面上の石という特徴に対応するフィ
ルタ）の平均絶対差は、比較的低いレベルのままである。1，2 および 3 層目と比較し
て、4，5 層目のほうが学習率に敏感であることが示唆される。また，図 32 では学習
率とモデル精度の関係を示す。図 32 から，学習率が下がるとモデル精度は高くなる傾
(a) orgianl - move 6                           (b) orgianl - move 44  
     
(c) new trained - move 6                       (d) new trained - move 44  
      






ム対戦に２つの着手（着手 6 と着手 44）を選び，ポリシーネットワークの中間層に対
して可視化実験を行った．学習率変化前後，囲碁ポリシーネットワークの中間層の可
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