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Evaluation of supervised learning algorithms with cross-validation
Given a dataset D from population P, and a set of learners, 
which learner learns from D the most accurate model on P?
Given a population P, and a set of learners, which learner is 
expected to yield the most accurate model on P, 
when given a random sample of a particular size from P? 
It should always clearly be stated whether one is estimating the error of the learner or the model 
Repeated cross-validation leads to more accurate estimates of the error of both the learner and the model
Repeated cross-validation does not result in more accurate statistical inference 
Experimental setup
1. Conditional error
2. Unconditional error
(law of total variance)
References
k-fold cross-validation:
The quality of an estimator ê is expressed by its Mean Squared Error:
MSE(ê,e) = Variance(ê) + Bias (ê,e)
Bias(ê,e) = E [ê-e]
Variance(ê) = E [(ê-E [ê]) ]
MSE(ê,e) = E [(e-ê) ]
Var (ê) = Var (E [ê|S])+E [Var (ê|S)]FSS,F S F
Stated otherwise, the repeated cross-validation estimate does not always converge to the conditional or  
the unconditional error, when averaging over an increasing number of partitionings
Our experiments indicate that in a few cases the repeated cross-validation estimate converges to the 
conditional or the unconditional error. Can we determine the properties of the learning problems for which
this is the case? 
Future work
Estimating the variance of the cross-validation estimator is a difficult problem
If each evaluation on a test fold would be an independent evaluation:
However, the actual variance of ê is higher because of dependencies between    : 
    errors on different test folds, caused by partially overlapping training folds
    errors on the same test fold, caused by evaluating the same model
Context and motivation
ê ê ê ê1 2 k3
training settest set
ê cv = 1Σê ik
leave-one-out cross-validation:
repeated cross-validation:
êrcv = 1 Σê cvr
k=number of instances in D
variants
This task definition is, however, still somewhat vague:
Which error are we estimating?
How reliable is our cross-validation error estimate?
Our goal is to answer these questions and give insight into the correct use of cross-validation,
and the correct interpretation of the resulting error estimate
Task:
Error measures 
The error of a classifier m is the probabiity of making an incorrect prediction for an instance drawn 
randomly from the population P: e(m) = Pr [m(x)   y](x,y)~p
Two types of errors can be distinguished for a learner L applications
research
e = e(L,T)c
e = E [e(L,T)]
{S: |S|=n}u
In many cases, ê(L,T) does not converge to the conditional, nor to the unconditional error, 
when increasing the number of repetitions
Given: A large dataset D (population) and a learner L
Sample a small dataset T with n instances from D
1. Compute e(L,T) by learning a model on T 
    and evaluating it on D \ T
2. Compute ê (L,T) by using cross-validation
For i from 1 to M do:
Procedure
cv
Yet, 10 to 20 repetitions often increases the accuracy of the error estimate for either parameter. 
This is because of the reduced internal variance when averaging over multiple cv repetitions
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How often is the best learner, when evaluated with cross-validation, also the  
learner with the best conditional error?
Evaluation of naive Bayes and a decision tree on 100 samples from the adult UCI 
dataset with twofold cross-validation:
Conclusions
How well does repeated cross-validation estimate the error?
Quality of the cross-validation estimator
Comparing learners with cross-validation
When the decision tree outperforms naive Bayes, 
cross-validation only selects the decision tree with P = 0.54 
When cross-validation selects naive Bayes, the probability is only 0.4 
that naive Bayes is actually better 
This is because of the many samples on which the decision tree wins, 
where yet naive Bayes is selected as the winner
Var(ê)=Var(ê )
k
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The variance of the cross-validation estimator depends on two random variables: 
The sample and the fold partitioning. Therefore      :
When varying both sample and partitioning, cross-validation is unbiased for the unconditional error 
(ignoring the bias because of smaller training sets)   
Var (ê|S) cannot replace the sample variance: It reduces to 0 when averaging over all fold partitionings 
With one sample we can only estimate Var (ê|S). 
We do not know how much the error estimate varies over all possible samples       
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Var (ê|S) is a property of the estimation method, not the learning problem
However, when fixing sample T, while varying its partitioning, there is no guarantee that E  [ê|S] = e(L,T) 
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