Signomial geometric programming (SGP) has been an interesting problem for many authors recently. Many methods have been provided for finding locally optimal solutions of SGP, but little progress has been made for global optimization of SGP. In this paper we propose a new accelerating method for global optimization algorithm of SGP using a suitable deleting technique. This technique offers a possibility to cut away a large part of the currently investigated region in which the globally optimal solution of SGP does not exist, and can be seen as an accelerating device for global optimization algorithm of SGP problem. Compared with the method of Shen and Zhang [Global optimization of signomial geometric programming using linear relaxation, Appl. Math. Comput. 150 (2004) 99-114], numerical results show that the computational efficiency is improved obviously by using this new technique in the number of iterations, the required saving list length and the execution time of the algorithm.
Introduction
The signomial geometric programming (SGP) problem is stated: 
and jt is a positive and real coefficient; jt = +1 or −1; jti is an arbitrary real constant exponent; x and x are N-vectors with x > 0. In general, (SGP) corresponds to a nonlinear optimization problem with nonconvex objective function and constraints. Without loss of generality, any equality constraint is treated as an equivalent pair of oppositely restricted inequalities in this paper.
(SGP) has many applications in production planning, location, distribution contexts in risk management, and various chemical process design and engineering design [2, 9, 1] . Many local optimization approaches have been developed for solving (SGP) ( [10, 6] , for example), but the global optimization algorithms based on the characteristics of (SGP) are scarce. Maranas and Floudas [7] gave a global optimization algorithm of (SGP) based on the convex relaxation. By using linear relaxation, Shen and Zhang [8] gave a method for finding global minimum of (SGP).
The main purpose of this paper is to provide an accelerating method for global optimization algorithm of (SGP). Based on Ref. [8] , a new deleting technique is given, and this technique offers the possibility to cut away a large part of the currently investigated feasible region which does not contain the global minimum of (SGP). By using this new deleting technique which can be seen as an accelerating device of the global optimization algorithm for (SGP), we can improve largely the convergence of the algorithm by reducing currently investigated feasible region. Numerical experiments show that the computational efficiency can be improved obviously using this new technique, that is, the number of iterations, the required saving list length and the execution time of the algorithm can be reduced significantly.
The remainder of this paper is organized as follows. In Section 2 the new deleting technique is presented. In Section 3 the proposed accelerating algorithm is given, and the convergence of the algorithm is proved. Numerical results of some problems in the area of engineering design are considered in Section 4. Section 5 provides a summary.
New deleting technique
In this section, we pay our attention to form a new deleting technique for eliminating a region in which the global minimum of (SGP) does not exist, and to use this technique as an accelerating device for solving globally the problem (SGP). To this end, we apply the exponent transformation x i = exp(y i ) (i = 1, . . . , N) for (SGP) to obtain an equivalent problem of (SGP):
and y 0 = ln x, y 0 = ln x. Next, what we want to do is to find global minimum of (P1 Assume that Y ⊆ Y 0 represents either the initial rectangle of (P1) or the modified rectangle as defined for some partitioned subproblem in a branch-and-bound scheme to be presented. (ii) The differences
Proof. The proof can be referred to Theorem 1 in Ref. [8] .
From Theorem 1 it follows that g jt (y) and h jt (y) converge to f jt (y) as jt → 0. Next, by means of Theorem 1 we can give the relaxation linear programming problem (P2) of (P1) as follows:
Based on the above linear under-estimators, every feasible point of (P1) in sub-domain Y is feasible for (P2), and the objective function value of (P2) is less than or equal to that of (P1) for all points in Y. Thus, the minimum of (P2) provides a valid lower bound for the globally optimal value of (P1) over the partition set Y.
According to the above discussion, the linear relaxation problem (P2) is used to derive a lower bound of the solution of (P1), which can be calculated by solving (P2) inside some rectangle defined by
Clearly, the smaller this rectangle, the tighter the linear under-estimator R j (y) of the corresponding function j (y), j = 0, 1, . . . , M, and therefore the closer the solution of (P2) will be to the solution of (P1). To show this, we will give the new deleting technique to reduce this partitioned rectangle in the next results. This technique can be used to delete a region in which there is no globally optimal solution of (P1)(see Theorems 2 and 3), and can be utilized to prevent the rapid growth of the branching tree to some extent, in order to accelerate the convergence speed of the branch-and-bound algorithm to be presented. 
Proof. First, we will show that 0 (y) Note that m > 0, then from the expression of m and the above inequality, we have
Next, by the definitions of f 0t (y), g 0t (y) and h 0t (y), it follows from (3) and the above results that
Furthermore, by using Theorem 1 we can obtain that * 0
This means that there does not exist globally optimal solution of (P1) over Y 1 .
By arguments similar to the above, we can derive that there is no global minimum point on Y 2 if m < 0 and m < m y m for some m. 
Proof. We first show that 0 (y) < 0 for any y = (y i ) N×1 Note that m > 0, and this implies that
In addition, by the definitions of g 0t (y), h 0t (y) and f 0t (y), it follows from the above inequality and (3) that
This means that * 0 0 > 0 (y) for any y ∈ Y 3 . Hence, there is no globally optimal solution of (P1) over Y 3 , and this proves the first part of the theorem.
The proof of the second part of this Theorem is similar.
By Theorems 2 and 3, we can give the new deleting technique to remove some regions in which the globally optimal solution of (P1) does not exist.
Next, we will show how this new deleting technique is formed, in other words, we provide a process that show how 
, which is left for further consideration. On the contrary, i.e.,Ỹ m = ∅, Y is eliminated from further being processed. This deleting technique provides a possibility to cut away all or a large part of the sub-rectangle Y which is currently investigated by the algorithm procedure.
New accelerating algorithm and its convergence
In this section, based on the former linear relaxation method and the new deleting technique, a new accelerating algorithm is proposed to find the globally optimal solution of (P1). There are three fundamental processes in the algorithm procedure: a deleting process, a branching process, and an updating upper and lower bounds process.
Firstly, based on the former new deleting technique, when some conditions are satisfied, the deleting process can cut away all or a large part of the currently investigated feasible region in which the globally optimal solution does not exist.
The second fundamental process iteratively subdivides the rectangle Y k into two sub-rectangles. During each iteration of the algorithm, the branching process creates a more refined partition that cannot yet be excluded from further consideration in searching for a globally optimal solution for (P1). In this paper we choose a simple bisection rule which is the same as that in Ref. [8] . This rule is sufficient to ensure convergence since it drives all the intervals shrinking to a singleton for all the variables. This branching rule is as follows.
Consider The third process is to update upper and lower bounds of optimal objective function value of (P1). This process needs to solve a sequence of linear programming problems and to compute the objective function value of (P1) at the midpoint of sub-rectangle Y k ⊆ Y 0 for problem (P1). In addition, some bound tightening strategies are applied to the proposed algorithm.
Let LB(Y k ) refer to the optimal objective function value of (P2) for the sub-rectangles Y k and y k = y(Y k ) refer to an element of corresponding argmin. The basic steps of the new accelerating algorithm are summarized as follows.
Algorithm statement.
Step 0 (Initialization): Given a convergence tolerance c > 0, a feasibility tolerance f > 0 and a deleting tolerance d > 0; iteration counter k = 1; the upper bound UB = +∞; the active node set Q 0 = {Y 0 }; the set of feasible points F = ∅. Solve (P2) for Y = Y 0 to obtain the lower bound LB 0 = LB(Y 0 ) and y 0 = y(Y ). If y 0 is feasible for (P1), update F and UB if necessary. If UB − LB 0 c , stop, and y 0 is the globally optimal solution of (P1). Otherwise, proceed to Step 1.
Step 1 (Checking midpoint): If the midpointŷ of Y k is feasible for (P1), update F and UB such that F = F ∪ {ŷ} and UB = min y∈F 0 (y). If F = ∅, the incumbent point is denoted by b := argmin y∈F 0 (y).
Step 2 Step 3 (Branching): According to the above rectangle bisection rule for Y k , we can get two new sub-rectangles, and denote the set of new partition rectangles as Y k .
Step 4 (Fathoming node):
Step 5 
Step 6 (Checking convergence):
= ∅ then stop and UB is the optimal value of (P1), b is an optimal solution of (P1). Otherwise,
for further considering, and return to Step 1.
For the above algorithm, a given sufficiently small tolerance d is utilized as a deleting test to determine whether an interval to be discarded exists or not in Step 2 of the algorithm.
Next, we will give the convergence of the proposed algorithm. Assume that the number of globally optimal solution of (SGP) is finite. Then the above proposed algorithm either terminates finitely at a globally optimal solution or generates an infinite sequence of iteration nodes. If the algorithm terminates at some iteration k, then obviously the point b is a globally optimal solution and UB is the optimal value of (P1). If the algorithm is infinite, its convergence is discussed as follows.
Theorem 4. Assume that the above algorithm is infinite, then it generates an infinite sequence of iterations such that
along any infinite branch of the branch-and-bound tree any accumulation point of the sequence {LB k } will be the global minimum of (P1).
Proof. Since the algorithm is infinite, it generates an infinite sequence
. .. In this case, since the partition sets used by the proposed algorithm are all rectangles and compact, it follows from Refs. [4, 5] that this rectangle subdivision is exhaustive. Hence, for every iteration k = 0, 1, 2, . . . , by design of the algorithm there is at least an infinite subsequence {LB k l } of {LB k } such that
where D denotes the feasible region of (P1). We see from Refs. [3] [4] [5] that {LB k l } is a nondecreasing sequence bounded above by min y∈D 0 (y), which guarantees the existence of the limit lim l→∞ LB k l := LB and LB min y∈D 0 (y).
Since {y k l } is an infinite sequence on a compact set, it follows that there exists a convergent subsequence {y q } of {y k l } satisfying lim q→∞ y q =ŷ, y q ∈ Y q and LB q = LB(Y q ) = R 0 (y q ), where {Y q } is a subsequence of {Y k l }. By using Theorem 1 and Lemma 1 of Ref. [8] , we see that the linear subfunctions 
Numerical experiment
To verify the performance of the new accelerating method, some well-known test problems are implemented on a Pentium III microcomputer. Although these problems have a relatively small number of variables, they are quite challenging. The algorithm was coded in C + +, and the linear programming problem (P2) was solved by using the simplex method. The convergence and deleting tolerances were set to c = d = 10 −8 in our experiment. For all test problems, numerical results show the proposed global optimization algorithm can solve these problems efficiently. We only describe some of these sample problems in order to compare with Ref. [8] . Computational results are illustrated in Tables 1 and 2 . We can see easily that the new accelerating algorithm improves the computational efficiency largely.
In Tables 1 and 2 , some notations have been used for column headers: Iter: the number of the algorithm iterations; Max-node: the maximal number of the active nodes necessary; Time: the execution time in seconds; f : the feasibility tolerance. [8] ). Note that the notation Dim in Table 2 denotes the number of decision variables for the corresponding test problems, and SZ indicates the corresponding computational results using the algorithm in Ref. [8] . In addition, the feasibility tolerance was set to f = 10 −8 in computation of Examples 5 and 6.
Example 1 (Shen and Zhang
It is seen from Tables 1 and 2 that the new accelerating method can reduce the number of iterations, the execution time and the required list length of the algorithm.
Conclusion
In this paper, a new accelerating global optimization algorithm is presented for solving the problem (SGP) arising from various engineering design and robust stability problems. The proposed deleting technique can discard a part of the feasible region in which the globally optimal solution of (SGP) does not exist, and this technique can be seen as an accelerating tool to improve the global optimization algorithm for solving (SGP). Several test problems are used to verify the superiority of the new accelerating algorithm. To compare with those in Ref. [8] , the numerical results show that the new accelerating method can reduce largely the number of iterations, the runtime and the required list length in executing the algorithm.
