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Abstract
Modern industries take advantage of human-robot interaction to facilitate better manufacturing processes, particularly in applications where a human is working in a shared workplace with robots. In manufacturing settings where separation barriers, such as fences,
are not used to protect human workers, approaches should be implemented for guaranteeing human safety. Despite existing methods, which define specifications and scenarios for
human-robot cooperation in industry, new approaches are needed to provide a safer workplace while enhancing productivity. This thesis provides collision-free techniques for safe
human-robot collaboration in an industrial setting. Human-robot interaction in industry is
studied to develop novel solutions and provide a secure and productive industrial environment.
Providing a safe distance between a human worker and a manipulating robot, to prevent
a collision, is an important subject of this work. This thesis presents a safe workplace
by proposing an effective human-tracking method using a sensor network. The proposed
technique utilizes a non-linear Kalman filter and Gaussian optimization to reduce the risk
of collision between human and robot. In this regard, selecting the most sensitive sensors to
update the Kalman filter’s gain in a noisy environment is crucial. To this end, reliable sensor
selection schemes are investigated, and a strategy based on multi-objective optimization is
implemented.
Finally, safe human-robot cooperation is investigated where humans work close to the
robot or directly manipulate it in a shared task. In this case, the human’s hand is the most
vulnerable limb and should be protected to achieve safe interaction. In this thesis, force
myography (FMG) is used to detect the human hand activities to recognize hand gestures,
detect the exerted force by a worker hand, and predict human intention. This information
is then used to control the robot parameters, such as the gripper’s force. Furthermore, a
human intention prediction scheme using FMG features and based on recurrent neural net-

vi

work (RNN) topology is proposed, to ensure safety during several industrial collaboration
scenarios.
The validity of the proposed approaches and the performance of the suggested control
techniques are demonstrated through extensive simulation and practical experimentation.
The results show that the proposed approaches will reduce the collision risk in human-robot
cooperation.
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Chapter 1
Introduction

1.1 Motivation
Nowadays, industries are utilizing robotic manipulators because of their ability to perform
repetitive tasks with high positional precision while separated from workers by cages. Since
a robot’s controller is task specific, the robotic fixture should be changed for every manufacturing application [1–3]. This will decrease the flexibility of industries for producing
various products. On the other hand, flexibility to perform various tasks can be achieved
by applying human adaptability to different kind of activities [1]. Research results show
that close cooperation between human and robot can improve flexibility and productivity by combining human adaptability with robot precision and indefatigability [2]. As a
consequence, human-robot interaction in a shared workplace has received a lot of interest
in modern industry. The combination of robot and human relieves human workers from
repetitive work and increases the automated system’s flexibility by doing various tasks
through the cooperation. Robot industry leaders such as ABB [4], Rethnik Robotics [5],
and KUKA [6] have introduced collaborative robots to enhance productivity and flexibility in a manufacturing environment. Figure 1.1 illustrates flexibility versus productivity in
such a collaborative environment and shows that maximum productivity and flexibility is
achieved in a working environment where space is shared between humans and collaborative robots.
Although applying cooperative manipulators is economically beneficial, accidents still
represent a serious concern. Based on the researches by Backstrom et.al., Bulzacchelli et.
al., and Shaw, reported in [7–9], a considerable number of amputations and fatalities have
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Figure 1.1 – Human and robot in industry. Flexibility and productivity are increased by humanrobot collaboration [1].

occurred in automotive industries around the world because of accidents involving manufacturing robots. In assembly plants, research shows wrists and hands are more exposed
to danger than other parts of the human body [10]. Although current measures of security such as isolation of robots from humans or the process of emergency stops [11] are
available, more intelligent and preventive methods are needed. On the other hand, if the
robot is isolated by caging there will not be any collaborative or simultaneous work on a
shared task. As a result, to gain all the benefits from human-robot interaction, safe distance are needed to address the challenges that are faced in such a dynamic environment.
The additional information regarding human presence can be achieved by utilizing external sensors such as force, light, haptic, camera, or other sensing schemes to enhance the
monitoring process. An appropriate sensing mechanism can provide information regarding
a worker’s presence when working around the robot. Furthermore, the sensing mechanism
can develop a constant interaction when they are sharing a task. However, external sensor
integration into a robot system is a challenging task in human-robot interaction that should
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Table 1.1 – Methods and challenges in providing safe human-robot interaction in industrial
setting

Methods

Challenges

Secure Distance
Monitoring workplace
Detecting human worker
Tracking human worker
Existing blind spots
Estimating distance
High complexity
Existing noise

Safe Interaction in Proximity or Contact
Detecting exerted force by worker
Estimating worker intention
Controlling robot motion
Unnecessary stop
Bulky and inflexible sensors
Cooperating reliably
High complexity

be addressed.
Environment monitoring provides useful information to plan a secure collaboration in a
shared workplace. A sensing system can be used to monitor the relative locations of workers and robots before they come into contact. When contact is required or they are working
in close proximity, wearable sensors can be used to monitor the worker’s movements and
detect human forces applied to the robot’s arm. The data collected by the sensing system
is processed and applied to control the robot actions, improve human safety and maximize
productivity. Table 1.1 summarizes the methods and challenges in providing secure distance between human and robot and safe interaction when human worker is in proximity
or contacts a robot. Based on methods and challenges, the motivation of this thesis are
described in two parts as following subsections.

1.1.1 Detecting Safe Distance Between a Human and Robot
One of the safety schemes in human-robot cooperation is a secure distance between human
and robot while they are sharing a workplace. Once a human is detected while moving
around an automated manipulator, the system starts to monitor and track him or her in order
to avoid collisions. This is particularly important when a machine is moving or operating
at high speed and sufficient reaction time is required to control the robot and prevent a
collision. Although cameras have been used for monitoring the workplace, they still have
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limitations, such as blind spots, camera movements, and computational complexity. In
addition, if typical cameras are installed too far from the shared workplace, estimating the
distance between worker and robot will be difficult. To cope with these problems, a sensing
scheme containing a network of fast and simple sensors is helpful. This network can be
utilized at several locations to monitor a wide range of views constantly and detect the
moving worker while working around the robot. In such a working environment where
a sensor network is applied to monitor the workplace, developing a tracking method to
estimate the location and velocity of a worker relative to a robot should be addressed. Given
sensors’ uncertainties such as noise, and their failure to detect a moving target correctly, it
is essential to select reliable sensors measurements to avoid damaging the tracking process
and missing the target. Therefore, developing effective tracking methods, as well as sensor
selection approaches, using a sensor network to ensure safety while human and robot are
sharing the workplace is one of the motivations of this study.
In this study, wireless sensor network (WSN) is used to provide an effective and flexible approach to monitor a workplace, detect and human worker without existing of blind
spots, less noise and low complexity. WSN consists of several sensor nodes to monitor the
environment and detect events, such as human presence in proximity to the sensors. The
sensors can be designed to detect and respond to input from the physical environment, such
as light, infrared, ultrasonic, etc. [12]. The sensors are attached to a board, which gathers
the sensory information and filters the signals. The board is mounted on a device (named as
mote) that is responsible to broadcast the captured data by the sensors. A base station is designed in the network to get the broadcast data by sensor nodes and deliver to a processing
unit. The sensor nodes and base station are programmed using a specific operating system
that controls the sampling rate and communication between nodes and base station. Nodes
have limited capabilities of signal processing, gathering sensory information, communicating and cooperating with other connected nodes in the wireless network [13]. Sensor nodes
can be expanded by connecting extra sensors to the designated places on the board. Figure
1.2 (a) illustrates a network with 16 distributed sensor nodes where each node is in distance
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d with the neighbour node. Figure 1.2 (b) shows a sample of a sensor node in model Telosb
TPR2420, including on board CPU, radio transmitter, user and reset buttons, three types
of sensors, such as visible light, visible to infra red, and temperature sensors, and sensor
expansion connectors.

1.1.2 Providing Safe Interaction when Human Contacts a Robot
Providing a safe environment for a worker when he or she is in contact or proximity to
the robot is another challenge that will be addressed. This scenario often exists in industries such as automotive assembly plants. In this case, monitoring the force exerted by the
worker on the payload or the robot arm by using force sensors [14] provides useful information that can safeguard the worker. In addition, detection of the exerted force can be
used to develop methods that differentiate between undesired collision and intended contact [15]. In the case of intentional contact with a robot by an operator, the robot system
should synchronously and consistently cooperate with the human with no abrupt stoppage
during the work. While force sensors have been utilized in robot arms for detecting exerted
force, they are not sufficient to provide information regarding intention [16]. Therefore,
without additional intelligence, the robot may stop working to prevent a dangerous collision when detecting external force even if the contact is intentional. For this reason, the
sensors that capture data from the worker’s body parts, (i.e. wearable sensors), can obtain
more information about the worker’s intention and provide collision prevention. However,
current sensors that capture data from the human body, for instance electro myography
(EMG) sensors, are still bulky and require complex techniques to remove noise from the
captured signal. These limitations prevent them from being used as wearable sensors in
collaborative industrial applications. Thus, capturing data using more flexible wearable
devices and developing techniques to extract more useful information from the captured
signal is of interest. As discussed earlier, the human hand is more exposed to dangerous
collision than other body parts, so, this research focuses on minimizing the injuries to the
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(a)

(b)

Figure 1.2 – Sensor network layout and sensor node, a) A network layout with 16 distributed
sensors. Black circles indicate the sensor nodes and orange circle shows the base station in the
network., b) Telosb TPR2420 wireless sensor node.
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hand and wrist using a wearable sensing device that detects human hand movements and
exerted force. Furthermore, detection of human intention using a wearable sensor will also
be investigated.
In this study, FMG is utilized to detect a human applied force and estimating his or her
intention while providing a flexible approach to be used in different human-robot interaction tasks. FMG capture changes in the volume of a limb resulting from muscle contraction
and relaxation using force sensor resistance (FSR), and can be used to monitor human muscles [17–20]. Figure 1.3 shows some major muscles that contribute to movements of the
hand and wrist, even elbow. These muscles are the flexor carpi ulnaris and palmaris longus
in the palm-up position of the hand and palmaris longus, extensor digitorum, and extensor
carpi ulnaris in the palm-down position. In this thesis, a wearable lightweight FSR strap is
used to capture FMG which has been introduced in [21]. Figure 1.4 shows the FMG bandage where eight FSR sensors have been placed to sense muscles surface expansion and
contraction around the forearm. This strap was designed to cover the muscles involved in
hand and wrist movements. By changing the pressure on the FSR sensors, their resistible
values are changed and that is indicative of the amount of pressure on the sensor. These
sensors are reasonable in price and easy to use.

1.2 Objectives
This thesis contributes to improving human-robot collaboration and safety in an industrial
setting. The conducted research develops methods to provide a safe workplace where human and robot collaborate on a shared task. This study presents methods based on different
interaction scenarios and specific industrial requirements. This research considers an indoor workplace without environmental effects such as rain, strong wind, and flood. The
primary objectives and contributions of this thesis are summarized as follows.
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Figure 1.3 – Proximate span of the forearm muscles.

Figure 1.4 – FMG bandage including 8 FSR sensors to monitor forearm muscles activities.

1.2.1 Objective (1): Providing a Safe, Shared Workplace using a Sensor Network
As discussed earlier, an accurate worker locating and tracking method establishes a safe
workplace for human by providing a secure distance while working in a shared workplace
8

Figure 1.5 – The process of providing a safe, shared workplace using a sensor network.

with a robot. In this case, an effective monitoring system usin sensor network covers a wide
area and provide information regarding human presence and movement around a robot.
Figure 1.5 illustrates the process chart of the first objective that WSN is used to detect
a human, recognize human motion, track the human worker, and prevent collision. This
objective has two main parts, workplace monitoring to detect and recognize human motion,
and human tracking while working around an industrial robot, which are discussed in the
following items.
• Workplace Monitoring to Detect and Recognize Human Motion
The first step in improving safety in an industrial setting where humans and robots
work together is to prevent any undesired collisions. Since workers move around in the
environment while working, human locating is helpful for preventing dangerous collisions.
Despite recent attempts to introduce a safe industrial workplace by using laser range finders to detect moving objects [22], more work is still needed to ensure safety in a dynamic
industrial environment with industrial robots present. For instance, by analyzing human
activities and gestures in an industrial setting, action recognition can be applied to differentiate dangerous movements from safe motions. As a result, safety control systems will be
more reliable and more efficient, since there will be no unnecessary interruption. A secure
distance for workplace monitoring is set as 1m. The proposed human worker detection and
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motion recognition methods are presented in Chapter 4.
• Human Tracking While Working Around an Industrial Robot
In this part of the objective 1, methodologies are proposed to employ high-performance
tracking that consider sensor noise as an uncertainty in an industrial environment for a
workplace monitoring system and human worker tracking. To prevent collision while tracking a worker around a manipulating robot using distance sensors in a network, secure distance is set as 20cm between human and robot’s endpoint. In addition, this study proposes
sensor selection methodologies to improve the tracking performance of the system. This
work considers tracking one human worker in a shared workplace while evaluating the
proposed approach. The proposed method, can be extended to track more than one person.
The proposed tracking and sensor selection methods are presented in Chapter 5.

1.2.2 Objective (2): Recognizing Human Intention by Detecting Hand
Activities and Exerted Force
This study is inspired by protecting the human hand as the most vulnerable human body
part in interaction with a robot. In protecting the human hand, effective methods are investigated and developed to monitor different hand gestures as well as the force exerted on a
shared load and the robot’s arm. For this reason, Force Myography (FMG) is studied and
applied to detect forearm muscle movements that include hand, wrist, and elbow activities.
In addition, this thesis proposes a feature extraction scheme to extract informative data
from the detected FMG signals. During a shared task between human and robot, intended
contacts frequently occur. In this situation, the robot should cooperate with the human by
proper reactions without any interruption. The current collision detection algorithms only
detect the existence and magnitude of the exerted force, they cannot distinguish between
intended contact and unintended collision to minimize danger and maximize productivity.
Therefore, this thesis proposes a method to estimate intended contact and unintended collision. In this regard, this thesis utilizes the extracted features from FMG, robot dynamics,
10

Figure 1.6 – The process of recognizing human intention and preventing collision by detecting
hand activities and exerted force.

and the distance between human and robot. To establish safe and consistent interaction,
this thesis develops a method based on machine learning to train the system with different
collaboration strategies. The attractive feature of this approach is that it can offer a safe
interaction with no sudden stoppage during the work. On the other hand, current industrial robots are equipped with brakes to prevent collisions, but brakes stop the task midway
even when the human-robot contact does not put either one at risk. Such a situation could
be avoided by estimating intentions of the human worker and planning the robot’s motion
accordingly.
This work considers one human worker cooperating with a robot and can be extended
to more than one worker by using more FMG devices. Figure 1.6 illustrates the process
chart of the second objective that FMG is used to detect hand activities, recognize hand
gestures, detect human applied force, estimate human worker intention, and prevent collision. This objective has two main parts, hand gesture recognition using force myography
of the forearm muscles activities, and human intention estimation by developing RNNbased approach and detecting human applied force using FMG, which are discussed in the
following items.
• Hand Gesture Recognition Using Force Myography of the Forearm Muscles Activities
11

Gesture recognition refers to classifying meaningful movements of human body parts
such as head, feet, and hands to enable humans to control machines or computers more
intuitively [23]. Due to its convenience for interaction, hand gestures are extensively used
in many applications such as patient rehabilitation [24], entertainment [25], and controlling
certain devices [26,27]. This technique has emerged as an attractive and promising method
in human-machine interaction.
In protecting the human hand and controlling a robot when they are in proximity, hand
gesture recognition using FMG is studied. Gesture recognition can be applied to translate
human intention to control a machine such as a robot. This method of sensing (using FMG
device) alleviates some of the common challenges with current approaches such as lighting
condition [27] and occlusion [28] in vision based methods, or noise and elaborate set up in
Surface Electromyography (sEMG) [29]. This thesis proposes a feature extraction scheme
to extract informative data from the detected FMG signals. The robot controller applies
the prepared features to recognize hand gestures using hidden markov model (HMM). The
proposed hand gesture recognition method is presented in Chapter 6.
• Human Intention Estimation by Developing RNN-based Approach and Detecting Human Applied Force using FMG
A human intention recognition system can be achieved by monitoring human-applied
effort when collaborating with a robot on a shared task. Monitoring features such as human
applied force for grasping a rigid part [30] or pushing a robot’s arm [1,11], and the distance
from the robot [31], can provide useful information about human intention. According to
the necessity of using sensors to detect such features, the major concerns for utilizing them
are their flexibility and reliability. In addition, a method to use the obtained data is required
from the sensors and to detect human intention.
In certain situation, the desired robot response must be according to the detected force
while executing a task [32–34]. Instrumenting the robot end-effector with tactile, torque,
and force sensors [6,16,35,36], and estimating human muscle activities using EMG signals
12

are examples of approaches for measuring the applied force on the robotic arm [2, 11, 37–
41]. However, in the real world, the uncertainty of the task execution affects the humanrobot interaction performance. For example, unpredictable human movements, malfunction or delay in robot sensors cause missing a reliable interaction [11]. Such systems can
provide information to determine human intention during interaction. However, these approaches increase cost and require additional design considerations that limit their usage
in industry [42]. In this regard, analyzing the movements of a human hand and arm is a
viable alternative for estimating the worker intention and exerted force. Because of the
small size and low computational cost, FMG is suitable for this purpose. Capturing human intention is particularly crucial in human-robot cooperation which can help the robot
actively adjust the reactions according to human applied force [43]. In this case, an intention recognition method based on machine learning technique that applies FMG signals
and detected applied force is proposed. The proposed human applied force detection and
intention estimation methods are presented in Section 7.

1.3 Organization
The remainder of this thesis is organized as follows.
• Chapter 2 presents a literature review of the existing work on safe human-robot
cooperation in industrial settings.
• Chapter 3 presents the methodology of the proposed approach in providing a safe
human-robot cooperation in industry. The methodologies to address two objectives
of this thesis are introduced and required devices, software, and limitations are presented.
• Chapter 4 proposes a safe workplace for humans with a sensor network using motion recognition to address human locating in a workplace as mentioned in objective
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(1). In this chapter, a feature extraction scheme based on a sliding window is proposed. The Hidden Markov Model (HMM) is utilized to categorize the features and
recognize human motion in the sensor network. The proposed method facilitates a
safe, shared industrial workplace for humans.
• Chapter 5 investigates target tracking in the sensor network to estimate relative human location and velocity with respect to a robot to address human worker tracking
in a workplace as mentioned in objective (1). A reliable tracking method based on
Unscented Kalman Filter (UKF) is developed. In addition, this chapter proposes two
methods for sensor selection to overcome uncertainties in the network such as noise.
These methods help to develop effective tracking and avoid missing a human worker
while they are moving in the shared workplace. The proposed methods are evaluated
in simulation and practical experimentation.
• Chapter 6 introduces FMG and studies forearm muscle activities to recognize hand
gestures to address detecting human activities as mentioned in objective (2). The
goal is to apply forearm muscles movements while performing tasks to categorize
different hand activities and distinguish human intention. In this chapter, a novel
feature extraction from the detected FMG signals is proposed and Support Vector
Machine (SVM) is utilized for feature classification. Experiments are conducted to
test the proposed features.
• Chapter 7 studies safe cooperation when a human is working in close proximity to
a robot to address estimating human intention as mentioned in objective (2). The
proposed control scheme for the robot tries to avoid collisions while working with
the human worker on a shared task. This method is based on quantifying the forces
generated by forearm muscles while handling parts of different size and weight to
control the robot gripper force to address detecting human applied force as mentioned in objective (2), and a Recurrent Neural Network (RNN) with the Long Short
Term Memory (LSTM) technique. This approach utilizes the FMG features as well
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as robot dynamics to discriminate between intended and unintended contacts. The
experimental results indicate that the proposed technique can be generalized to train
the robot to provide a safe and reliable interaction.
• Chapter 8 summarizes the research findings and concludes this dissertation by discussing possible areas of further research and future work.
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Chapter 2
Human and Industrial Robot Cooperation: a
Literature Review

2.1 Introduction
Collaborative solutions, where human workers and robots share their skills, have attracted
a lot of interest and become the new frontier in industrial robotics. Some of the existing
trends of automation aim to reduce the cost and increase productivity and flexibility by
utilizing collaborative robotic scenarios [44]. These collaborative robots have been introduced to overcome the classical division of work space, making it possible for worker and
robot to work alongside each other [2, 45]. This combines the advantages of automation
with the flexibility and skills of human workers. Figure 2.1 illustrates three collaborative
robots that have been introduced by ABB [4], Rethink Robotics [5], and KUKA [6]. But,
safety is one of the core problems and limitations when introducing industrial robots into
workspace with no separation from workers. In such a shared workplace, monitoring using
external sensors and anticipating dangerous activities helps to avoid undesired collisions.
Sensors have been developed to monitor and obtain specific information about human and
robot conditions and to decrease dangerous collisions between human and robot in different
human-robot interactions.
Several approaches have been introduced for avoiding a collision by planning the robot
endpoint movement route and controlling motion to enhance reliable and safe cooperation. These techniques use specific types of sensors to monitor the area to provide a safe
distance between human and robot while they are cooperating in proximity. The safe dis-
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Figure 2.1 – Three different types of the collaborative robots, ABB Yumi [4], Baxter [5], and
Kuka iiwr [6] respectively.

tance between human and robot arm serves protect the human worker from collision with
the robot. In addition, it provides consistent interaction and the human can work with no
fear of collision. To provide this safe distance, sensors have to be utilized to monitor the
workers’ location and speed in order to measure the danger and probability of collision. In
applications where human directly manipulates a robot’s arm, the stability of the contact
between the human limb, (for instance, the hand), and the robot’s arm in performing tasks
should be quantified. Detecting the magnitude and direction of human exerted-force on the
robot’s arm helps to establish a mechanism to provide safe interaction. Workplace monitoring is a common requirement for all human-robot interactions; however, the approaches
for providing a safe interaction are different.
Accordingly, this section surveys and explains the existing methods and groups them
into two different categories: those that provide a safe distance between human and robot,
and those that provide safe cooperation when human is working in proximity or in contact to a robot. Figure 2.2 schematically illustrates two possible modes of human-robot
collaboration. In the first mode, workplace monitoring and human worker tracking as two
main features to guarantee safety between human and robot. In the second mode, detecting human applied force and controlling the robot provide a safe interaction when a human
contacts the robot. In the following section, these two approaches to providing safe humanrobot interaction are reviewed.
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(a)

(b)

Figure 2.2 – Two modes of human-robot cooperation. (a) Overview of the collaboration methods through monitoring workplace and tracking human worker to provide a safe distance, (b)
Overview of the safe human-robot interaction methods when human is working in proximity or
contact with a robot.
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2.2 Providing Safe Distance Between Human and Robot
Providing a safe distance between human and robot is one of the conventional methods
when human and robot work in a shared workplace. The authors, Zanchettin et al. 2016,
Vicentini et al. 2014, and Marvel 2013, report the minimum operational distance to enforce
safety in [46–48]. Current industrial safety standards such as ANSI/RIA R15.06-2012 [49],
ensure safety through severe restrictions, including isolation of the robot from humans
or stopping the manipulating process. For this reason, human should be detected when
present in the workplace and safety reactive mechanisms must be under taken by the robot
to prevent collision.
Figure 2.2 (a) shows that human worker is working around an industrial robot and two
challenges have to be considered. The challenge is to estimate the worker’s location and
speed using a workplace monitoring approach while they are moving around the robot. Figure 2.3 shows the block diagram of a workplace-monitoring and human-locating process.
This figure describes monitoring the industrial environment by utilizing sensors, and preventing a collision by estimating human location and speed. Table 2.1 summarizes safety
providing methods and their problems in human-robot interaction. The existing approaches
are categorized as locate human worker, measure distance, and robot reaction while monitoring a workplace, and estimate human location and speed and provide robot reaction
while tracking. The problems are defined as blind spots, because of using camera to detect
human, complex, due to high computational load, and inflexible, because of task specific
hardware and software setup. The inflexible approaches cannot be used for different tasks
easily with small changes in setting. Table 2.1 shows that the presented method in this
thesis can provide a safe workplace by monitoring the workplace and tracking a human
worker without blind spots, complex, and inflexible problems. The previous methods and
problems will be reviewed in the following subsections.

19

Figure 2.3 – The block diagram of the process in providing a safe distance between human and
a robot.

2.2.1 Workplace Monitoring Methods
In the case of a shared workplace between human and robot, the operator performs manual
tasks inside a collaborative area, which is an adequate space shared between the human
and robot. According to the cooperative scenario, to save time and increase productivity,
position monitoring within the workplace has been introduced through the safety-related
monitoring system. To prevent collisions between human and robot in a shared workplace,
monitoring sensors detect the human while they are working around a robot. Once a human
is detected, a default sequence of robot reactions, such as a stop operation [50], are executed
to ensure worker safety. Once the area is clear, the robot continues working.
More advanced solutions for collision avoidance and safe operational distance maintenance between an active robot and surrounding objects based on the various types of sensing can be used with other types sensors. In this regard, area inspection by vision-based
sensors, such as cameras in combination with video processing software has received attention in the literature [46, 48, 51–56]. In the work reported by Lenz et al. 2014 [51],
an array of cameras was utilized on the area ceiling to detect a human moving around a
robot. The primary target of approaches addressed by Zanchettin et al. 2016, Ceriani et al.
2015, and Flacco et al. 2012 [46, 52, 53] is a safe workplace without physical fences using
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the Kinect sensors, which provide a 3D sense of the environment. Additional, analysis
and test results have been presented in the literature for implementing distance monitoring
between a human body and the robot arm position using Kinect sensors [53]. Since the
Kinect sensors and stereo vision methods can be applied to reconstruct the 3D Cartesian
space, researchers Jiménez et al. 2001 in [57] introduced collision avoidance strategies
using depth map images to reconstruct 3D Cartesian area. Then, the robot continues working safely using monitored points in the 3D workspace [46, 57]. In these cases, the robot
joint and endpoint positions in the 3D representation of the area are determined to prevent
collision with a human worker or any other obstacles. If the cameras or Kinect sensors are
placed at a distance from the working area, blind spots will present a serious problem in
detecting the distance between the human and robot. The limited field of view of video
cameras for close distance interaction restricts their application. In addition, real-time processing of video signals is time consuming and needs powerful signal and image processing
equipments and techniques.
Transmitter and receivers such as ultrasound and distance measurement sensors [22,27,
58] are an alternative technique for estimating the distance between human and the robot.
These sensors can monitor places that vision sensors cannot cover because of occlusions.
Ultrasound transceivers are usually applied in an array to obtain a reliable image of the
surroundings [27]. However, the amount of the reflected signal from specially a worker is
quite small since the human body absorbs a majority of the ultrasonic energy. Therefore,
the use of ultrasound transceivers requires extra signal processing to obtain reliable data
and this limits their application in industrial monitoring. In addition, in an unstructured
environment, such as an industrial setting with manipulating robots, the detected signals
are affected by reflections from surrounding objects. To cope with these problems, distance measuring sensors can provide a mechanism to detect the distance between human
and robot. Sensors are mounted on the robot to solve the occlusion problem that can occur
in such a dynamic industrial setting. Sensor placement on a robot, to have effective monitoring, has been presented in literature by Ceriani et al. 2013, Lacevic et al. 2013 [15, 59].
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Robot control to provide safe interaction by using the detected distance between human and
robot has been studied by Ceriani et al. 2015, Avanzini et al. 2014, and Frese et al. 2014
in [31, 60, 61]. However, these methods cannot estimate location and track a human while
they are moving around the robot, since they cannot cover a large space and are vulnerable
to noise.
To address the shortcomings of single-sensor technologies in completely covering an
area during monitoring, multi-sensor techniques have been developed for detecting humans and estimating of their distance to the robot. The work reported Frese et al. 2014
in [61] uses a combination of lidar with a camera to monitor the industrial environment
and detect obstacles. However, this system suffers from the existing problems in visionbased approaches. To provide a locating method in the indoor environment, the research
conducted by Vicentini et al. in [47] proposes utilizing a wearable sensor with RFID technology. This technology uses received signal strength indication (RSSI)-based location.
Similarly, a wireless sensor network (WSN) was used to track moving targets, such as
human, in different applications where it can cover more space than other types of sensor systems [47, 62–67]. A WSN is applied to detect events in the network and send the
obtained information to the base station for further processing. WSN has variety of applications, such as environmental monitoring [68–70], Internet of Things (IoT) [12, 71, 72], and
medical applications [27, 73, 74]. The sensor network consists of sensor nodes distributed
in the area to detect events. In the presented method by Avanzini et al. 2014, Vasic et al.
2013, Rybski et al. 2012, and Anton et al. 2012 in [31, 75–77], distance sensors are utilized in a network to protect human workers from a collision. In these approaches, sensors
send detected distance to the fusion center for further processing and locating humans in
the network. Although motoring the workplace using a sensor network is more beneficial
compared to other methods, localizing a human worker in the workplace is a challenging
task that requires further work. In view of the limitations of current technologies and the
demand for human safety in a shared workplace with a robot, an effective tracking method
in a sensor network should be developed.
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2.2.2 Tracking Worker
One of the requirements for providing a safe workplace is estimating worker location and
speed in relation to a robot. An effective tracking method leads to a correct estimation about
the worker’s location and velocity [31, 66], and predicting of collisions by considering the
robot’s arm joint and endpoint positions. Kalman Filter (KF) has been introduced by Yu
2016, Mahfouz et al. 2014, and Wang et al. 2012 in [70, 78, 79] for tracking; however,
in many cases where the dynamic system is not linear in nature, the KF cannot estimate
the state of the system [80]. Therefore, KF has been further developed into an Extended
Kalman Filter (EKF) through enhanced metric strategies [81]. But, EKF cannot capture the
higher order moments from non-linear transformation and approximation using the Taylor
series. Also, by quantizing the measurements in the presence of noise, EKF fails to provide
acceptable tracking performance [82,83]. To address that, Julier et al. 2006 in [17] propose
the Unscented Kalman Filter (UKF) for tracking. However, the parameters of the unscented
transform are fixed during tracking, it fails to track the target in noisy environments [84].
A Particle filter [85] is used in [82] to track moving objects in a WSN by estimating the
location of the target. However, they are vulnerable to noise in an industrial setting, same
as the UKF. In the approach reported by Heine 2005 and Zhu et al. 2014 in [86, 87] a
Sequential Importance Re-sampling (SIR) technique is proposed. The methods discussed
in [85–87] using the SIR, have low tracking accuracy while applying sensors’ observations
in the network.
In reality, sensors are affected by uncertainties such as noise and interference from the
industrial environment, and failures in designed hardware and software components in a
sensor network can affect the tracking performance. In this situation, selecting reliable
sensors is one of the critical tasks to provide a reliable tracking method. The work by
Vicentini et al. 2014 [47] presents a method that applies reliable sensors data and discards
the faulty data using RSSI measurement in wireless transmission. In the reported research
by Wang et al. 2004 [88], Fisher Information (FI) has been used for sensor selection. The
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research by Wang et al. 2014 in [89] proposes an entropy-based sensor selection where
reliable sensors are selected by minimizing the entropy of the target location probability
distribution. Mutual Information (MI) has been proposed by Frese et al. and Wang et al.
2014 in [62, 89] for sensor selection, and the combination of the MI and Rao Lower Band
(RLB) criteria has been investigated by Zuo et al. 2008 in [90]. Optimization techniques
have been investigated to select sensors by solving an integer programming problem as
reported by Joshi et al. 2009 in [91]. Sensor selection can be applied to increase the
lifetime of the network by broadcasting the smaller number of the sensors in a network.
An optimal sparse collaboration topology in a sensor network has been presented by Zhang
et al. 2013 in [82] to address the energy efficiency while ensuring the required quality of
tracking. However, all the aforementioned methods are vulnerable to noise in an industrial
environment in the presence of a robot and cannot be applied to track a target, such as a
human as described by Hadidi et al. 1973 [29] and elaborated later by Lee 2010 [92]. In
other words, in such an uncertain environment, sensors may report a human presence even
when there is no one (human worker) in the workplace.
In most of the tracking techniques, the number of the selected sensors is picked a priori.
By picking a small set of sensors, (for example, 3 sensors out of 20 in a network), detailed
information regarding human location in the network will be missed. Selecting a limited
number of sensors eliminates detailed information in the network. Particle Swarm Optimization (PSO) [93], Adaptive Metropolis Search (AMS) [94], and Pareto Envelop-based
Algorithm-II (PESA-II) algorithms [95] are commonly applied in optimization applications to choose the optimum number of the sensors in a network. Methods that utilize
multiple evolutionary algorithms improve target tracking performance by usage of multiple techniques to find the minimum of the optimization function. Then Multiobjective
Optimization (MO) [96] has been proposed in the work by Cao et al. 2016 in [82] to select
a subset of sensors. Additionally, NSGA-II is a non-dominated sorting genetic algorithm
with multiple objective functions that has been proposed by Deb et al. 2002 in [97], and
has attracted researcher attention. The aim of this method to find a pareto-optimal solu-
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Table 2.1 – Overview of the methods in providing safe distance between human and robot
while human-robot interaction
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tion of the functions. In the case of picking the optimal number of sensors in the network,
MO tries to find the pareto-optimal solution of the objective functions by minimizing the
information loss and the number of the selected sensors.

2.3 Providing Safe Cooperation While Working in Proximity or in Contact With a Robot
A new generation of collaborative robots cooperate with humans on performing shared
tasks while a human is in proximity to, or is directly manipulating, the robot. However, in
such a dynamic workplace, accidents still present a serious concern that has to be addressed
to provide a safe interaction between human and robot. As stated in Chapter 1, since the
human hand is the most vulnerable limb during interaction, monitoring the hand has at-
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tracted a great deal of attention. Hand monitoring provides information regarding human
exerted force. A successful and productive collaboration is achieved if there are no undesirable stops due to a safety issue. In order to accomplish that outcome, detection of worker
intention as well as control of robot motion to provide a safe and consistent collaboration
have to be addressed.
In this regard, challenges in providing a safe and productive cooperation are divided
into two main categories: monitoring human applied force, and controlling a robot using
human intention. Figure 2.2 (b) shows an schematic of the approaches in human-robot
interaction when they are in proximity or in contact. Figure 2.4 shows a block diagram of
the steps that need to be addressed. Here, sensors capture data to estimate worker exerted
force. The robot’s controller plans performance of the task considering the robot’s joint
reference dynamics, resulting in a collision-free interaction. Then, methods that detect
exerted force when handling a shared object or manipulating a robot’s arm are reviewed
first. Then, robot controlling and motion planning approaches based on human intention are
discussed. Table 2.2 summarizes the methods in human-robot collaboration and providing
safety while they are working in close proximity or in contact. The existing approaches are
categorized as estimate force, detect position, and estimate human intention while detecting
human applied force, and prevent collision and collaborate with human while controlling
robot. The problems are defined as complex, due to high computational load, and inflexible,
because of task specific hardware and software setup. The inflexible approaches cannot be
used for different tasks easily with small changes in setting.

2.3.1 Detecting Human Applied Force
Detecting human applied force on the robot’s arm has been studied in a number of studies
[35, 39, 98, 99]. These techniques utilize human physical interaction information, such as
exerted force, to control the robot. Force sensors were used in the robotic systems to capture
the applied human force on the robot’s arm, with an aim to create instructions to provide a
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Figure 2.4 – The block diagram of the process for providing safety when human is in proximity
or in contact with a robot.

reliable physical interaction.
Despite this use of force sensors in industrial applications, more reliable force detection
schemes are still needed to develop safe and productive collaboration on a shared task. In
addition, detecting the position of the applied force helps to provide a reliable and safe reaction by the robot [99]. For this reason, external sensors have been developed to monitor
the position of the worker’s hand. Tactile sensors [100–104] are used to detect obstacles
such as a human hand or detect the direction of the exerted external force. They are utilized
as a part of a smart-skin technology to protect specific areas that are more exposed to collision than other parts of the robot. However, these sensors suffer from noise and extra bulky
hardware design on the robot’s arms that limit their flexibility to be applied for producing
different parts in an industrial environment [42]. For tactile sensing to be effective, sensors
should be located in a location where the human touches the robot [2]. Visual feedback
using cameras has been proposed in [15, 105] to track human movements. In this case,
many limitations, such as blind spots and heavy computational load which increases the
system complexity are exist [33], and prevent deriving the desired sensor data about human
movement. Moreover, applied force is not detectable using a vision approach.
In addition to detecting human-applied force, monitoring of human intention has been
studied to provide a consistent and reliable human-robot interaction. The robot finds the
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human behavior more predictable and thus, the human perceives the interaction as more
natural. For example, controlling the robot end-effector by human eye-gaze detection has
been investigated in [106] using vision-based methods. The Kinect sensor has been utilized
in [46, 53, 54, 107] to detect human hand position while working around the robot. Then,
Kinect sensors outputs can be used to provide the position of the human exerted force.
As mentioned before, due to the sensitivity of the camera in different lighting conditions,
occlusion, and complex data processing, short distance measurement sensors have been
applied. Short distance sensors based on the tactile sensors technology have been used
to detect obstacles, such as human hand, to provide evasive motions [60, 108]. Frese et
al. in [61] proposes a system using multiple sensors such as microwave sensors, passive
infrared sensors, and cameras for reporting human hand’s collision position when it collides
with a robot’s arm. Utilizing different sensors such as pyroelectric infrared and RF sensors
for detecting a human applied-force position has also been addressed [109–111]. However,
these methods suffer from noise, bulky device structure and complicated signal processing
required to combine different data captured by different sensors.
To cope with the above problems, haptic assistance methods, (which detect human activities), have been introduced and are implemented in many areas of physical human-robot
interaction, including joint human-robot object transportation [112] and robot training in
surgery applications [113]. In these methods, systems that sense human body activities
using EMG sensors have been used [11, 37–40, 114, 115], the resulting data can be used
to predict both hand posture and force. Even though this method allows human activity
monitoring, it requires sizable equipment and computationally-expensive signal processing
for detecting exerted hand force. Since EMG sensors are sizable and occupy a noticeable
area, they are not suitable to be used for industrial applications. Due to the necessity of providing a more flexible and effective platform for human-robot cooperation in an industrial
environment, new and more practical approaches should be developed.
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2.3.2 Controlling Robot and Planning Motion
Understanding human intention is one of the fundamental problems in controlling a robot
in a human-robot interaction situation. Virtual impedance has been studied by Lo et al.
in [116] for collision avoidance by considering the externally force imposed by a worker.
Task constraints have been presented in [60] as a decisive approach for robot operation in
an unstructured environment by detecting human-applied force during task performance.
However, controlling a robot to provide a consistent and safe collaboration requires more
effective approaches, which cannot be achieved by force monitoring alone.
Monitoring the robot’s dynamics parameters, such as joint torque and force, the robot
arm’s endpoint or tool central point (TCP) velocity and location, provides a control strategy to detect collision. These parameter monitoring techniques help the robot to react in
response to an external force on the arm or end effector. In this case, impedance control
has been presented in [117, 118] to implement a dynamic relation between manipulator
parameters and detected force where the mass-spring-damper concept achieves the desired
dynamic response in a structured environment. As a result, hybrid force-impedance platform in Cartesian coordinates has been presented in [34, 41, 119, 120] to regulate imposed
force and impedance control. Accordingly, admittance control has been proposed by kouris
et al. 2016, Cherubini et al. 2016, and Calanca et al. 2016 in [121–123] to human interaction with a robot arm, while ensuring a physical compatibility with the applied human
force. Although impedance technique can be applied to provide collaboration between human and robot, it cannot detect a collision. Therefore, impedance control cannot guarantee
safety by an appropriate collision prevention response in a limited time. To overcome this
problem, emergency stop is the most straightforward strategy that has been utilized in applications where human and robot cooperate in performing a task. However, this apparently
imposes unnecessary stop when human tries to directly manipulate the robot, and prevents
the collaboration.
Recognizing different types of collisions helps to overcome the aformentioned prob-
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lems and to provide a safe and consistent strategy [1]. In order to ensure reliable cooperation, human intention detection when interacting with a manipulating robot has been
investigated. With the aim to generate a collision-free paths incorporating human behavior
to safely plan robot motion, machine learning methods have received great deal of attention
to model human behavior in collaboration with robots. These approaches do not require
a complete model of the system, such as human body dynamics or a robot’s arm-joints
model, and apply data processing methods using the sensor data [41, 106, 124, 125]. Machine learning approaches such as hidden Markov model, Gaussian mixture model, and
neural network are all among the methods used for detecting and predicting human intention in robotic applications [106, 124, 126–128]. Despite machine learning used to predict
probable of future, predicting individual intention using body information remains challenging. A recurrent neural network for predicting continuous body pose and motion has
been addressed by Schydlo et al. 2018 and Jain et al. 2016 in [125, 129]. Since human activities in collaboration with an industrial robot can be dangerous, an effective approach to
provide a safe interaction is still needed. One potential approach to process past contextual
information to provide more informative data for predicting a fixed number of steps in the
future [129]. Although controlling a robot based on human intention is a very active area
of research, the usage of human intention models to provide safe and consistent interaction
on a shared task is still in its early attempts.

2.4 Summary
This chapter presented the most relevant and prominent methodologies for safe humanrobot interaction in an industrial setting. Methods for providing a safe distance between
humans and manipulating robots have been summarized along with their limitations. These
methods offer safe distance by workplace monitoring and worker tracking. Sensors are applied to capture the events in the area and to detect obstacles, such as workers moving
around robots. They also provide information to estimate workers location and speed. The
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Table 2.2 – Overview of the methods in providing safe collaboration while working in close
distance
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reported monitoring techniques, such as camera-based human detection, fail to track human workers correctly because of occlusions and varying light conditions. To overcome
this, methods using sensor network have been presented to cover a workplace. For estimating worker location and speed, state-of-the-art target tracking methods have been studied.
Given uncertainties such as noise and interference signals in a shared industrial workplace,
sensor selection methods in a sensor network have been reviewed and their weaknesses and
strengths are highlighted. This review illustrates that reliable human tracking in a sensor
network can be achieved by an appropriate sensor selection scheme.
Furthermore, methods in human-robot interaction when a human is working in proximity, or is in contact with the robot have been reviewed. This chapter studied interaction
methods that detect force exerted by the human operator and control the robot. In this regard, approaches for detecting collision by using applied force have been studied. Since
the embedded sensors in a robot cannot guarantee safety, sensors to capture human body
activities during an interaction have been investigated. For this reason, various types of
sensors such as tactile and EMG have been reviewed.
During the following chapters, safe human and industrial robot cooperation will be
investigated and new methods will be proposed to provide a safe workplace and reliable interaction. Chapter 3 presents methodologies of the proposed approach in providing a safe
cooperation between human and robot in two objectives. Chapter 4 presents a method for
monitoring a workplace while recognizing human worker motions. Chapter 5 proposes a
tracking method while human is moving around an industrial robot. Chapter 6 describes
human hand gesture recognition using sensors that capture hand activities. Chapter 7 proposes methods to detect human worker applied force and recognize intended contact and
unintended collision to provide a safe and reliable human-robot interaction while he or she
is working in proximity or in contact with a robot.
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Chapter 3
Methodology
In this chapter, the methodology to provide a safe human robot cooperation, along with
two objectives of this thesis is described. Methodologies to objective 1 includes designed
sensor network, proposed feature extraction approach, tracking, and sensor selection, and
Methodologies to objective 2 are designed FMG sensor, recognizing human hand activities,
detecting applied force, estimating human intention, the experiment requirement such as
participants in performing tasks. Each of these objectives will be explained below, in detail.

3.1 Objective 1
In order to provide a safe human-robot environment, two tasks need to be addressed, workplace monitoring to detect human location for motion recognition and human worker tracking. Human detection has been widely investigated in the literature using variety of approaches, such as vision sensors [51, 56], laser range finders [22], and doppler radars [64].
WSN, which has been largely used for environment monitoring [65, 71], can also be used
for workplace monitoring to locate and track a human worker. However, they suffer from
uncertainties such as noise and additional cost because of the using inflexible sensors in
a network [29, 75–77, 92]. In addition, it is neither possible nor desirable for all sensors
to broadcast their signal and process all of them instantaneously [82, 88]. Then, a reliable
sensor selection method is required for human tracking by using a WSN. Since selecting a
few number of sensors may remove useful information regarding human location, an optimized number of sensors should be picked. Therefore, this study develops methodologies
for human action recognition, human worker tracking, and sensor selection.
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3.1.1 Human Motion Recognition to Provide a Safe Environment Using WSN
To detect and recognize human worker motion, WSN is distributed to cover the entire
workplace and detect human presence within the network coverage area. The network
is designed to localize human worker and report the location to the base station. The
base station includes a sensor node that captures the network nodes signals and delivers
to a processor unit. In the base station, there is a PC for data processing to recognize
human motion and and find the distance between the human and the dangerous objects
such as manipulating robot. The schematic diagram of the connection between sensors is
shown in Figure 3.1. The sensor nodes and base station are on IEEE 802.15.4 compliant
TelosB mote in TPR2420 model produced by Crossbow Technology. At every time step
t = kTs , the system output from the sensor node i is delivered to a base station which is
connected to the USB port of the PC. The sensor nodes and base station are on IEEE
802.15.4 compliant TelosB mote in TPR2420 model produced by Crossbow Technology.
WSN is built up in a lab with 16 TelosB motes on the ground. To eliminate the effect of
the light in human detection, we apply visible to infra red sensors which can detect human
presence even in a dark area. Every workplace consists of couple of objects which may
affect the human detection performance. To cope with this problem, we record the received
signal by sensors at the beginning of the environment monitoring and call it background
signal. During the monitoring the environment, the background signal will be subtracted
from the sensors’ observation in the base station. Three classes of common motions within
the indoor environment such as Walking, Spinning, and Running are used. The proposed
method is tested practically in a lab environment. The proposed feature extraction and
motion recognition method is presented in Chapter 4 in detail. The detail about experiment
setting and results will be presented in section 4.4.
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Figure 3.1 – The structure of the sensor nodes data delivery to the base station in the network.

3.1.2 Tracking Human While Working Around an Industrial Robot
Proposed approach for human worker tracking and sensor selection using WSN is proposed
and evaluated by simulation and practical experiments with two scenarios in Chapter 5.
First, worker tracking while walking and sensor selection are performed in a distributed
network. In this case, sensor motes are located on ground to detect and track a human
while moving in a workplace. In the second scenario, the proposed method is evaluated
in a dense network. Dense network is utilized to protect human worker by locating the
sensors around the dangerous robot and detecting the worker while getting close to it. In
this case, distance sensors are mounted on sensor mote and placed around a robot. As
reported in [130], the walking speed of an adult is set to 1.5 m/s. Figure 3.2 shows the
sensors motes with on board visible to infra red sensor and connected distance sensor.
In this study, multi-objective optimization along with the proposed methods is applied
to select a number of sensors without any priori knowledge of the selected sensors. The
sensor selection method is applied along with human tracking to provide a better human
worker location and speed estimation. Danger field is defined in section 5.5 to evaluate the
proposed method in a practical setting where sensors are located around a robot in a dense
configuration. In Chapter 5, the proposed method to track human worker while selecting
an optimized number of sensors are presented in detail. Section 5.5 presents detail about
experiment and section 5.6 shows experimental results.
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Figure 3.2 – Telosb sensor mote. 1) Onboard infrared sensor, 2) Mounted distance sensor.

3.2 Objective 2
Simultaneous work on a shared task can put both human and robot on a collision path [15].
For this reason, human intention estimation has been received attentions by researchers. A
human intention recognition system can be achieved by monitoring human-applied effort
when collaborating with a robot on a shared task. Monitoring features such as human
applied force for grasping a rigid part [30] or pushing a robot’s arm [1,11], and the distance
from the robot [31], can provide useful information about human intention. According
to the necessity of using sensors to detect such features, the major concerns for utilizing
them are their flexibility and reliability. In addition, a method to use the obtained data
is required from the sensors and to detect human intention. The wearable FMG strap has
been proposed in [18–21] to detect the upper extremities muscles movements to help people
during their recovery from a stroke. In this thesis, FMG is used to detect hand activities
and applied force by human worker.
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Figure 3.3 – Demographic of participants in the test, (a) pie chart indicating the number of
male and female, (b) plot of the participants weight versus age.

3.2.1 Hand Gesture Recognition Using Force Myography of the Forearm Muscles Activities
To evaluate the proposed method in hand gesture recognition, the number of ten people,
including male and female in the age range of the 22-36, participated the experimental
study. Figure 3.3 shows demographic of the participants in the test. We collected data
from their left hand by using the FMG band. The LabView platform were used for data
acquisition. The sampling frequency is 10 Hz. The process of data collection for each
class were done in about 90 seconds. This process results in approximately 900 samples
for each category. The user takes a rest between every class of the hand activities. Six
different classes of hand gestures such as grasping, opening, shaking, rotating, pulling and
pushing were performed, and the data was recorded. The last two classes of the gestures are
accomplished by pushing and pulling the robot’s arm. The goal of these classes of gestures
and data acquisition scenarios is to control and give instruction to the industrial robot in
future research. Figure 3.4 shows the six classes of hand gestures.
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Figure 3.4 – Six classes of hand gesture.

3.2.2 Human Intention Estimation and Applied Force Detection for
Safe Interaction
To validate the proposed approach in controlling a robot gripper force and estimating
human intention by detecting human hand activities, extensive experiments are designed
where the human and robot cooperate to move parts. The robot picks up a part and put it
at an assigned location. The robot should set the gripper’s force for picking and prevent
collision while human is working in proximity. In this work, a dual arm Yumi ABB robot
is used. The robot left arm is applied to pick up the part from a location where a human left
it. The fmax in Yumi ABB dual-arm robot is 20 N [4]. The fmin is set to 0.01 N to mimic the
passive stiffness in human forearm muscles. If the required pick up force is more than the
maximum by one arm gripper, the second robot arm will be participating in the task. The
position of the robot arm was predetermined by the controller. Figure 3.5 illustrates the
architecture of the experimental process with a robot that a laptop is connected by Ethernet
port. This robot uses RobotWare software programming platform and communicates with
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Figure 3.5 – The architecture of the experiment. Robot communicates with the process unit
using Ethernet. The process unit is a laptop with RobotStudio and MATLAB that calculates the
human applied force and estimates the required robot gripper force.

the laptop via Ethernet connection. The laptop equipped with Matlab to process the data.
The resulting output is read by RobotStudio software and the force fr is calculated and sent
to the controller. The FMG signals are sampled at a frequency of 50Hz. Chapter 7 presents
the proposed method in detecting human applied force and estimating human worker intention. Three experiments are conducted to evaluate the proposed approach. Experimental
setting and results are presented in section 7.4 in detail.
Three experiments are conducted to evaluate the proposed method as follows:
In experiment 1, the propose method in detecting and transferring human applied force
to robot gripper force where the human and robot cooperate to move parts is validated. The
robot picks up a part and put it at an assigned location. The robot should set the gripper’s
force for picking. This process is repeated 20 times for 10 different pieces. Figure 3.6
shows the hand that wears the strap while moving the part close to the robot.
In experiment 2, two scenarios of human-robot cooperation in packing and moving are
presented. In the first scenario, the human is located next to the robot’s left arm and participated in packing and moving small boxes, as shown in Figure 7.11 (a). In this case, the
robot controller should adjust the joints positions to prevent a collision when the worker’s
hand is contacting or getting too close to the robot. The participant in the experiment packs
a small box and puts it at an assigned location (A) for the robot to move to a new location (B). Firstly, human intention is estimated using the FMG band worn on the forearm in
the presence of the distance sensors on joints 3 and 4, and the appropriate robot decisions
are made in different positions of the robot arm in the form of evasive joint angles during
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Figure 3.6 – Experiment 1, the human picks up the part by the arm wears the strap and the
robot adapts the gripper force by processed FMG signals to mimic the arm stiffness.

unintentional collision, and endpoint velocity and releasing brakes during intentional contact. Secondly, the robot response is defined in the form of endpoint velocity and brakes
without distance sensor when the worker tries to adjust the robot endpoint location manually. Therefore, the human intention should be estimated and recognized between intended
contact or unintended collision. Table 3.1 summarizes the various human intentions and
the robot’s reactions with distance sensors and without distance sensors. Without distance
sensors, the robot reactions are stop, slow down, release brake, and with distance sensors,
the robot reactions are stop, release brake, and evasive motion. To train the LSTM-F, the
human worker performed packing and placing three different weight boxes ten times. The
participant was asked to try to touch the robot arm with their hand wearing with the FMG
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Figure 3.7 – The FMG band equipped with FSRs and Arduino micro controller and positioning
of the band around forearm muscles

band. A total of 200 sequences including 100 sequences for packing and moving three
different parts and 100 sequences for touching the robot arm, were collected. Table 3.2
shows the part size and weights. To train the LSTM-R, the Cartesian joint angles, endpoint
velocities, and stops were defined in the controller and captured at different times in the
process in the presence of a human worker.
In the second scenario of the experiment 2, the worker performs a task while standing
in front of the collaborative robot. The distance sensors were attached close to the robot
gripper, which are joints 5 and 6. In this scenario, no evasive motion is performed and
collision prevention takes place by stop. The right arm of the Yumi ABB dual-arm robot is
used to interact with the human worker’s right hand.
In experiment 3, the proposed approach is evaluated by several collaboration where
Table 3.1 – Experiment 2, different robot reactions in providing safe human robot interaction

Stop
Release brake
Intentional contact
Stop
Without distance sensor
Release brake
Evasive motion
With distance sensor
Slow down, Brake
Unintentional collision
Stop
Without distance sensor
Slow down, Brake
With distance sensor
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Figure 3.8 – Distance sensors mounted on the Telosb wireless mote. The sensors are attached
on the robot’s arm joints to prevent collision with obstacles within 5 centimetres distance.

human and robot are moving a shared part. The experiment is divided in three segments
of the part moving route and the proposed method’s performance is evaluated in these
segments individually. The total time for moving a part is 12 seconds. Figure 3.9 shows
the experimental setup and movement path. The route is divided into 3 sections that have
been labelled by R1, R2, and R3. First, the robot and worker pick the shared part from
location (A) and lift it 57 cm. Second, they move the shared part 70 cm to the left side
of the worker. Third, they lower the part to location (B). The test is repeated with three
different parts with different sizes and weights as stated in Table 3.3. To test the proposed
method, the participant repeated the test 35 times with each part, after 10 minutes break.
Six scenarios were defined to evaluate the proposed approach to provide safety and reliable
interaction as follows:
1. The worker cooperates with the robot in moving the part consistently. The human
and robot are moving the part from the location A to B.
Table 3.2 – Utilized parts in the experiment 2

Parts
Size (cm)
Weight (gr)

1
3×3×1.5
100
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2
5×3×2
250

3
6×5×4
500

2. The worker lowers his grip pressure when holding the part. This could happen due
to human fatigue while working for an extended period. In this case, the part does
not fall and the task is completed. The robot should increase its gripper force to hold
and move the part safely.
3. The worker intentionally adjusts the part location during the move. In this case, the
robot should collaborate with the worker and release the brakes.
4. The worker drops the part in the middle of the cooperation. The robot should stop to
prevent dangerous movement, such as collision with the worker.
5. The worker impedes movement during the collaboration. In this case, the robot
brakes and does not move to prevent dangers such as an injury to the worker’s hand
because of increasing pressure.
6. The worker abruptly shakes the part during movement. This case is considered as
unintentional movement and dangerous because it will exert more pressure on the
worker’s hand. The robot should stop moving.
From the above, scenarios 1, 2, and 3 are considered intentional and scenarios 4, 5, and
6 are considered as unintentional.

3.3 Summary
In this chapter, methodologies to provide safe human-robot collaboration are presented.
The methodologies are in two parts according to the two objectives of this thesis. Required
Table 3.3 – Utilized parts in the experiment 3

Parts
Size (cm)
Weight (gr)

1
30×7×4
1200
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2
3
20×3×2 20×7×2
300
1050

Figure 3.9 – Experiment 2, human and robot are cooperating to move a shared part.

sensor settings, software, participants to collect data, and flow of each objective are presented. At the rest of this thesis, Chapter 4 presents a method human worker detection and
motion recognition, Chapter 5 introduces human worker tracking in a sensor network in
two settings and sensor selection. Chapter 6 presents human hand gesture recognition to
show the effectiveness of FMG and proposed features, Chapter 7 introduces human intention recognition by detecting human applied force and estimating human intentions.
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Chapter 4
Human Motion Recognition to Provide a Safe
Environment Using WSN
The main goal of this chapter is to develop a strategy to detect a human and recognize
his or her motion in a shared workplace. Developing a collision avoidance mechanism
can be defined in terms of the human movement within the sensor network and his or her
closeness to the manipulating robots. Since a human has various movements in an indoor
environment, motion recognition plays a significant role in this study. In this chapter, Hidden Markov Model (HMM) is applied to classify the data related to the detected human,
and to recognize human motion. Since human activities, such as running and spinning, can
be dangerous when they happen in proximity to a manipulating robot, rules are defined for
safe/unsafe movements of the worker. Figure 4.1 illustrates an overview of the proposed
approach. Section 4.1 describes human detection using a sensor network. A feature extraction method is proposed in section 4.2 to provide information regarding human presence
in the network. Section 4.3 presents HMM for recognizing human motion. Experiments
including setting and results will be shown in section 4.4, by using a practical setting to
evaluate the proposed method of human motion recognition and to provide a safe shared
environment with a manipulating robot. Finally, this chapter is concluded in section 4.5.

4.1 Human Detection
Human worker is detected by sensor nodes and a signal regarding a human presence is sent
to the base station. Consider the sent signal by sensor i to the base station is shown by
[Sidi , Sloci , Ssigi ] in which Sidi is the ID of the mote, Sloci is the location of the mote, and Ssigi
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Figure 4.1 – Overview of the proposed approach.

is the sensor observation. The sensor i observation is given by:

Ssigi


 n +z H
i
i
1
=
 n
H0
i

(4.1)

where Ssigi is the received signal, ni is the noise and interference, H1 and H0 denote the
presence and non-presence of the human, and zi is the amount of energy which the sensor
involved while detecting the human, and depends on the path loss and distance of the human
from the sensor node i [131].
For the observation from sensor node i, the probability density function (pdf) of the
sensed signals is defined that f1 (Ssigi ) and f0 (Ssigi ) are the pdf function under H1 and H0
conditions respectively. By using the pdf, the likelihood ratio at the sensor node i is defined
in [131] as:
L(Ssigi ) =

f1 (Ssigi )
f0 (Ssigi )

(4.2)

For the detection process, the noise is explicitly assumed to be statistically independent
at each sensor and its probability does not depend on which hypothesis, H1 or H0 , is true.
Based on this assumption, the probability of the human observation is simply the product of
the individual probability densities. Thus, the condition pdf of the observation in a network,
Ssig = {Ssig1 , Ssig2 , ..., SsigN } under condition H j can be defined as:
N

p(Ssigi |H j ) = ∏ f j (Ssigi ),
i=1

j = {0, 1}

The likelihood presented in the equation (4.2) can be expressed in ln form as:
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(4.3)

ln(L(Ssig )) = ln

N
p(Ssig|H1 )
= ∑ ln(L(Ssigi ))
p(Ssig|H0 ) i=1

(4.4)

Decision between H0 and H1 is made based on the likelihood L and the threshold T as:

 H,
1
Hi =
 H,
0

if

L>T

if

L<T

(4.5)

where T is the threshold that is determined by Neyman-Pearson criterion [132] by considering the probability functions as:
pd = p(L > T |H1 )

(4.6)

p f = p(L > T |H0 )

(4.7)

and

where pd and p f are the probabilities of the detection and false alarm respectively. Based
on the Neyman-Pearson criterion [132], the threshold T can be obtained by solving p f = ν .
Since the overall log-likelihood ratio given in equation (4.4) is the simply sum of the loglikelihood ratios at each sensor, it shows that each sensor has partial contribution to the
overall detection capability. Since we focus on white noise, ni ∼ N {0, σi2 }, at each sensor,
the log-likelihood ratio can be formulated as,
N

2zi Ssigi − z2i
2σi2
i=1

ln(L(Ssig )) = ∑

(4.8)

As a consequence, the likelihood ratio formula considering the H0 and H1 can be written
as,
N

N
2zi Ssigi H1
z2i
≷
T
+
∑ 2 H
∑ 2
0
i=1 2σi
i=1 2σi
| {z } |
{z
}

τ

g
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(4.9)

where the g is the new test statistic with new threshold τ . For a fix number of sensors in
the network, the second part of the τ will be fixed as well. To make decision about the
value of the variable g, knowing the Ssigi is sufficient. Then, for notational convenience,
the following relation is defined,
N

z2i
ψ,∑ 2
i=1 2σi
where it can be deduced that the

z2i
2σi2

(4.10)

is the signal to noise (SNR) level at sensor i. Then,

the H1 and H0 can be re-written as,
H1 : g ∼ N {ψ , ψ }

(4.11)

H0 : g ∼ N {0, ψ }
Then the false alarm probability is defined as,

τ
p f = p(g > τ |H0 ) = 1 − Φ( √ )
ψ
where Φ(.) is the standard Gaussian cumulative distribution, i. e. φ (x) =

(4.12)
Rx

−∞

√1
2π

2

exp(− x2 )dz.

By considering the false alarm level as p f = ν , the equation (4.12) can be computed by following relation,

τ=

√

ψ .Φ−1 (1 − ν )

(4.13)

Then, the detection probability will be as follow,
√
pd = 1 − Φ(Φ−1 (1 − ν ) − ψ )

(4.14)

Given a specific value of ν , maximizing the pd leads to maximizing ψ which is the sum
of SNR value at each sensor. Hence, term ψ quantifies the detection performance earned
across all the N sensors in the network. Moreover, it can be seen from the equation (4.13),
pd is increasing with respect to ν . Then, to achieve a larger value for pd , we must increase
the ν .
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Figure 4.2 – Overview of the proposed feature extraction approach.

4.2 Feature Extraction
Human worker is moving in an industrial environment where sensor observation is affected
by interference and noise signals. Then, extracting informative features from the sensors’
observation for human motion classification task is challenging. In addition, the obtained
information from signals must be limited to establish a classification. Figure 4.2 illustrates
the block diagram of the proposed feature extraction. The proposed method consists of
applying window on the sensor observation to extract a limited part of the signal, removing
the noise effects by low pass filter, differentiating from the signal to find the variations, and
applying a threshold to detect the strong variations of the signal that is related to detecting
a human in the network. The threshold is related to the environment and should be found
experimentally.
Figure 4.3 (a) shows the observation signal and three windows in width W . To find

49

the optimum amount of the window width and overlap, the required time for the system to
detect and recognize the human motion should be considered. The relation between human
motion recognition accuracy, time, and window width will be investigated in experimental
results. Figure 4.3 (b)-(d) illustrates the differentiated signals in each window that shows
the signal variations during the time steps. By applying a threshold, as illustrated in Figure
4.3 (e)-(g), the most informative feature regarding the human detection in the network is
achieved which is named fk . Finally, the resulted features, fk , from kth window, relate to
the strong variations and are used for motion recognition.

4.3 Human Motion Recognition by Using HMM
Generally, the type of the obtained signal by sensors can be categorized into two models, i.
e. deterministic and statistical. Deterministic model apply the known specific signals such
as sine wave. In this case, the properties of the signal such as phase, frequency, and amplitude are required to determine values of the parameters of the signal. The second class of
signal model includes a set of statistical models in which tries to characterize the statistical properties of the signal. The underlying assumption of the statistical model is that the
signal can be well characterized by a random process [133]. Since Human motion cannot
be characterized by a known deterministic signal, it is categorized as a statistical model. In
this case, a random process is utilized to determine the parameters of the stochastic process
in precise manner to model human motions. Among many statistical approaches, we use
HMM method which is famous for classifying sequential data in finite state model that the
model changes state at discrete sequence time steps according to a probability distribution
defined over all possible state transitions. In such a model, the probability of observing a
specific state is related to the previous state [134].
Recognition using HMM has been discussed in certain applications such as on-line
and off-line character recognition [134], speech recognition [133], and object recognition
in image processing tasks. In this chapter, a HMM-based method is proposed to model
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Figure 4.3 – Feature extraction process, a) Sensor observation signal in 26 time samples with
three windows in width W samples, b), c), and d) Differentiated signal from sensor observation
in each window, e), f), and g) Extracted feature in each window by applying threshold on the
differentiated signal.

different human motions by data obtained from sensor nodes. HMM considers a set of
distinct states {s1 , s2 , ..., su}. The probabilistic description in HMM is truncated to the
current and the predecessor state which is shown as p(qt = s j |qt−1 = si ) where qt is the
actual state at time t. The probability of transition from state i to state j is represented by
ai j where,
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ai j = p(qt = s j |qt−1 = si ),
with the condition ∑uj=1 ai j = 1,

1 ≤ i, j ≤ u

(4.15)

ai j ≥ 0. Matrix A = {ai j } is defined in which every

element of the matrix A is a state transition probability in a system and the dimension of
the matrix A is u × u. In the case of having three classes of the human motions, the state
transition matrix can be expressed as,


s11 s12 s13







A = {ai j } = s21 s22 s23 


s31 s32 s33

(4.16)

In this work, a sequence of observations is defined as:
F = { f1 , f2 , ..., fk}

(4.17)

where fk is the extracted features from the kth window that the dimension of F is W × n.
Another element of HMM is the number of distinct class per state which is shown by
C = {c1 , c2 , c3 , ..., cM }. The observation class probability distribution in state j is shown by
B = {b j (k)} at time t, and given as,
b j (k) = p(ck |qt = s j ) 1 ≤ k ≤ M

(4.18)

The initial value of the state distribution π = {πi } is defined as,

πi = p(q1 = si ) 1 ≤ i ≤ u

(4.19)

given values of u, M, A, B, and π , HMM can be utilized to give an observation sequence
of F as stated in equation (3.17). To train the model using HMM, we need to specify
two model parameters such as N and M and three probability measures A, B, and π . The
parameter λ = (A, B, π ) is defined to note in a compact form.
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To train different types of human motion in indoor environment, extracted features from
each window of the achieved signal from sensors are sorted in a matrix with the form of
equation (4.17). This matrix is used to train HMM for each class of the action. The main
goal is to maximize the probability of P(F|λ ). The class of an action could be recognized
by calculating the likelihood ratio using the class specific parameters which have been
extracted during HMM training. It is shown by the following equation,

λ ∗ = arg max P(λ |Ftest )
λ

(4.20)

where the λ ∗ is the specific parameters for a class of human motion.

4.4 Experiments
This section shows the setting and results of the evaluation of the proposed method to
human motion recognition in a practical setting.

4.4.1 Setting
The effectiveness of the proposed human motion recognition method is practically evaluated under realistic network conditions. The schematic diagram of the connection between
sensors is shown in Figure 3.1. The base station delivers data to the PC for feature extraction and motion recognition which is implemented in Matlab. For simplicity, we assume
the same SNR for every sensor node and set it to 4 × 104 which is almost 105 dB. Then, the
detection threshold, p f = ν , can be obtained by the method as equation (4.12) and equation (4.14). The schematic model of the experimental setup has been shown by Figure 4.4
(a). Figure 4.4 (b) shows the real test environment in the lab. The sensor nodes’ sampling
frequency was set on 50 Hz.
Three classes of common motions within the indoor environment such as Walking,
Spinning, and Running are used. Three persons with 155, 175, and 184 centimetres heights
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(a)

(b)

Figure 4.4 – Experiment setup, a) schematic model of the WSN in the test, b) The real network
in the lab environment including 16 sensors placed on ground.

participated in the experiments with three different speeds such as 1m/s, 1.5m/s, and 2m/s.
The participants performed each class of the motion for 60 seconds. Then, the number of
3000 sample per each person, per class of motion, per speed, have been achieved. Half of
them have been used to train and the other half applied to test HMM. To evaluate the effect
of the window width on the classification, the feature extraction and recognition tasks were
repeated for the window sizes 12, 18, 25, 31 of the time samples. The overlap between each
window was set to 20% of the window size to prevent additional delay in data processing.
The proposed human motion recognition and workplace monitoring consists of three
steps. Firstly, the effect of Human Velocity (HV) and Windows Width (WW) on classification is evaluated. Secondly, HMM recognition accuracy is compared to SVM and KNN
classification methods. Finally, we apply the WW = 25 to evaluate the proposed method
in providing safety when a worker is moving in a shared workplace with a manufacturing
robot. For this reason, different types of the rules have been defined as shown in Table 4.3.
In this case, safety is provided by recognizing human motion and closeness of the human
to the robot. The closeness is estimated when the close sensors to the robot (1m distance
from a manipulating robot) are detecting a human and reporting their observations to the
base station.
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4.4.2 Results
Table 4.1 shows the accuracy in each class of the motion in different human velocity (HV)
and window width (WW). As it can be seen from the table, the system performance in
WW = 25samples is better than other window width. It means that the proposed method
can recognize the human motion in 1 second. In addition, it shows that by increasing
HV, the accuracy is decreases. By applying WW = 25samples, the difference between the
lowest and higher accuracy is 4% and is in the class of running. This amount of difference,
4% with WW=25, is the smallest difference between all the WW. Figure 4.5 shows the true
acceptance rate (TAR) to false acceptance rate (FAR) of motion recognition using WW =
25 and all the velocities. The plot illustrates that by accepting 10% FAR, we could reach to
94% TAR.
In the second part of the experiment, performance of HMM is compared with SVM
and KNN in Table 4.2. In this case, the WW set to 25 samples which provides the best
performance compare to the other WW. Table 4.2 shows that HMM can classify the human
motions better than the other methods. The result shows the effectiveness of HMM in
classifying sequential data like human movement in a workplace.
In the last part of the experiment, WW=25 and safe workplace is examined by defining
different rules. The results show that the accuracy of the proposed system in detecting
unsafe activities is close to 100%. The lowest accuracy is in the class of spinning where
sensors close to the robot detected the human while spinning in the sensor network.

4.5 Summary
In this chapter, a method was presented to provide a safe workplace by developing a motion
recognition approach and using WSN. WSN was able to detect a human while moving in a
workplace. A feature extraction scheme was introduced to provide useful information for
motion recognition using HMM to model three natural motions in the indoor environment.
Experimental results show the reliability of the proposed system using WSN to provide
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Table 4.1 – Motion recognition performance in percent (%) with different human velocity (HV)
and window width (WW), 12, 18, 25, and 31 samples

Motion
Walking

Running

Spinning

HV
1 ± 0.1 m/s
1.5 ± 0.1 m/s
1.6 ± 0.1 m/s
2 ± 0.1 m/s
2.2 ± 0.1 m/s
2.6 ± 0.1 m/s
1 ± 0.1 m/s
1.5 ± 0.1 m/s
1.6 ± 0.1 m/s

WW 12
84%
84%
81%
82%
80%
71%
80%
76%
74%

WW18
89%
88%
86%
88%
86%
80%
85%
80%
79%

WW 25
94%
92%
91%
92%
91%
88%
90%
89%
87%

WW 31
93%
91%
91%
90%
90%
85%
91%
87%
84%

Table 4.2 – Comparing HMM to SVM and KNN with different HV and WW=25 samples

Motion
Walking

Running

Spinning

HV
1 ± 0.1 m/s
1.5 ± 0.1 m/s
1.6 ± 0.1 m/s
2 ± 0.1 m/s
2.2 ± 0.1 m/s
2.6 ± 0.1 m/s
1 ± 0.1 m/s
1.5 ± 0.1 m/s
1.6 ± 0.1 m/s

HMM
94%
92%
91%
92%
91%
88%
90%
89%
87%

SVM
89%
87%
86%
86%
85%
81%
89%
85%
80%

KNN
90%
89%
89%
90%
89%
85%
90%
88%
86%

Table 4.3 – Different rules of safe and unsafe motions

1
2
3
4
5
6

Motion
Walking
Walking
Running
Running
Spinning
Spinning

Rout
Close to the Robot
Far from the Robot
Close to the Robot
Far from the Robot
Close to the Robot
Far from the Robot
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Rule
Unsafe
Safe
Unsafe
Safe
Unsafe
Safe

Accuracy
100%
99%
100%
97%
96%
98%

Figure 4.5 – True acceptance rate (TAR) versus false acceptance rate (FAR) of human motion
recognition using HMM in three classes of: 1) walking, 2) running, and 3) spinning. The red
line shows that by accepting 10% FAR, we have a system with 94% TAR.

a safe indoor workplace by addressing human motion recognition. The proposed feature
extraction method in a WSN can be utilized in industrial setting to prevent human worker
collision with dangerous equipments such as manipulating robots. Human worker tracking
will be investigated in the next chapter to provide safe shared workplace for human while
moving around an industrial robot.

57

Chapter 5
Tracking Human While Working Around an
Industrial Robot
The contribution of this chapter is divided into two main parts such as: a) human worker
tracking, and b) sensor selection. First, in section 5.2, an effective tracking method is developed to have an estimation of the human location and speed relative to a manipulating
robot. After that, in subsection 5.2.2, Updated UKF (U2KF) is proposed in order to achieve
an accurate target tracking method. At the next step, in section 5.3, novel sensor selection
methods are proposed along with U2KF to form an effective tracking technique. As it will
be demonstrated, our proposed sensor selection approach, sigma point’s probability (SP)
and target trajectory (TT), are incorporated with U2KF to achieve a better tracking performance in a sensor network compared with other state-of-the-art approaches. In section
5.4, the sensor selection strategy is investigated through MO scheme using AMALGAM
algorithm to select the optimal number of sensors dynamically. In this chapter, the effect
of noise as a source of uncertainty is reviewed and statistically analyzed. In section 5.5 and
5.6, the effectiveness of the proposed approach is evaluated in different sensors configurations and tested practically in an indoor environment. The results show that the proposed
approach is able to find the optimal number of sensors while achieving satisfactory target
tracking.

5.1 Updated Unscented Kalman Filter in Sensor Network
Sensors’ observation can be defined by equation (4.1) where they were shown by detected
noise and human presence. In this section, for more simplicity we define yi,k = Ssigk that
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yi,k is sensor i observation at time step k. In this chapter, it is assumed that all sensors are
the same in terms of type, noise, and detection probability.

5.1.1 Unscented Kalman Filter in Sensor Network
At the first step of the UKF, the probability of estimating the state at time step k given the
observation sequence until the time step k − 1, p(sk |yk−1 ), is calculated as follow,
p(sk |yk−1 ) =

∑ p(sk |sk−1)p(sk−1 |y1:k−1 )

sk−1

(5.1)

and the observation is predicted as,
p(yk |y1:k−1 ) = ∑ p(yk |sk )p(sk |y1:k−1 )

(5.2)

sk

At the final step, the state should be updated using the observations at time step k. Note, the
term p(sk |y1:k ) contains information on sensor measurements and is related to the sequence
of measurements which is given by p(yk |y1:k−1 ). The state estimate and measurement
noise can be combined together and are calculated using a nonlinear function to eliminate
the effect of additive and multiplicative noise [80]. In this case, the system dynamics and
the measurement from the sensor i and time step k are described as follows [80].
sk = f (sxk−1 , suk−1 , k − 1), yi,k = h(sxk , svk , k)

(5.3)

where sk ∈ ℜ is the state, yi,k ∈ ℜ is the measurement, suk−1 and svk are the covariance of the
Gaussian process and measurement noise respectively, i. e.:
suk−1 = Cov(uk−1 ),

svk−1 = Cov(vk−1 )

(5.4)

In these equations, u and v are state and observation noise, respectively. The applied symbols and their definitions are,
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• Ns : Number of sensors in the network
• ψ : Sigma points
• N = 2D + 1: Number of sigma points
• m: Mean value of the sigma points
• q: Covariance of the sigma points
• A: Cholesky matrix
• w: Associated weights
• α , β , κ : Unscented transform parameters
• λ : α 2 (D + κ ) − D
The UKF uses a number of 2D + 1 sigma points, ψ , to approximate the probability distributions in equations (5.1) and (5.2) where sigma points have the mean m and covariance
q, with associated weights w where ∑ni=1 wi = 1. The q is considered as q = AAT where
the matrix A is calculated by the lower triangular matrix of the Cholesky factorization as
introduced in [80]. In unscented transform, the sigma points coordinates are calculated
using the distribution of the states. These points are calculated as follow,
p
ψ 0 = m, ψ i = m ± ( (D + λ )q)i

(5.5)

and the associated weights are given by:
1
λ
, wim = wic =
D+λ
2(D + λ )
λ
w0c =
+ (1 − α 2 + β )
D+λ

w0m =

(5.6)

wm is used as weight for mean values and the wc is the associated weights for covariance.
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The sigma points are given in the matrix form as follow,

ψ = [m ... m]2D+1 + [0

q
[ (D + λ )Q] j1
|
{z
}

p
− (D + λ )Q j2 ]2D+1
|
{z
}

(5.7)

j2=D+1,...,2D

j1=1,...,D

The UKF process at time step k − 1 with state variables sk−1 = [sxk−1 , suk−1 , svk−1 ] is given in
matrix form in predict and update steps as follow:

predict

h
iT
m̃k−1 = mTk−1 0 0


q
0
0

 k−1


Qk−1 =  0 Uk−1
0 


0
0
Vk−1

(5.8)

T
Q−
k = ψk wc ψk

(5.9)

The mean and covariance of the predicted state in equation (5.8) is shown by:
m̃−
k = ψk wm ,
update

µk = Yk− wm ,

ψk = Yk− wmYk−T ,

Ck = ψk wYk−T

(5.10)

T
where w = (I − [wm ...wm ]) × diag(w0c ...w2n
c ) × (I − [wm ...wm ]) . Finally, the Kalman gain

(Kk ) is computed to update the mean and covariance
Kk = Ck ψk−1 ,

mk = m̃−
k + Kk [yk − µk ]

T
Qk = Q−
k − Kk ψk Kk

(5.11)

During the tracking in the WSN, the resulting observation at time step k is shown in the
matrix form as follow,
Yk = [Y1,k ,Y2,k , ...,YNs ,k ]
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(5.12)

If environmental noise is present or if there is a sensor breakdown, the tracking performance
can be negatively affected if the parameters of the sigma points in the unscented transform
are fixed. Therefore, if the UKF parameters are updated, a more accurate estimate can be
resulted and the uncertainties effect are reduced. For this reason, updating the parameters
(α , β , κ ), and sigma points’ weights will be presented in the next subsection.

5.1.2 Updated UKF (U2KF)
Placing the unscented transform sigma points could be tricky and can result in inaccurate
tracking that is commonly referred to as sigma point collapse [84]. This issue can be happened by noise or sensor breakdown in a sensor network. In this subsection, a novel method
is proposed to compensate the problems raised by fixed parameters of the unscented transform using 1) estimating the proper model parameters using Gaussian process optimizer,
and 2) sigma points weighting.
5.1.2.1 Estimating The Proper Model Parameter Using Gaussian Process Optimizer
The proposed tracking approach is an alternate to improve the variance and associated
weights by learning the parameters φ = (α , β , κ ). The collapse will be compensated by
applying the marginal log-likelihood through the parameters learning at time step k and is
formulated as follows,
k

l(φ ) = log(p(Y1:k |φ )) =

∑ log(p(Yt |Y1:t−1 , φ ))

(5.13)

t=1

where Yk = [y1,k , ..., yn,k ] and l(φ ) is a bounded function that the bound limit is experimentally selected. Gaussian process (GP) optimization is proposed in [135, 136] to solve
the log-likelihood by maximizing the l(φ ). The aim of this approach is to find the proper

φ to closely match with the sensor observations. In this chapter, GP Upper Confidence
Bound Rule (GP-UCB) optimization which is introduced in [136], is utilized to find the
proper parameters of the model φ = (α , β , κ ). This algorithm decreases uncertainty glob62

ally, and unlike GP, which calculates the Cov−1 at each iteration of the process, is not
time-consuming [136]. In this strategy, the following relation is defined,

φm = arg max(B),
φm

B(φ ) = µk−1 (l(φ )) + ck .σk−1 (l(φ ))

(5.14)

where µ and σ are the mean and variance of the l, and c is an appropriate constant that is
set experimentally. As it can be observed from the equation (5.14), it tries to find points

φm such that the function B become maximum and function l(φ ) reaches the upper bound
of the limit. Bayesian rule is utilized to get µ (l(φ )) and σ (l(φ )). To find the best-matched
parameters to the l(φ ) and extract the states and estimate observations, a differential equation describing

dB
dφ

is proposed. In this scenario, at each time step during the tracking, the

parameters are updated to have the maximum value of p(Yk |φm ).
Algorithm 4.1 shows the model parameters updating using Gaussian process optimizer.
At the beginning of the algorithm, initial values of α , β , and κ are generated and the sigma
points ψ , states s, and estimated observation y are extracted using these parameters. At
each time step of the human worker tracking, the Cholesky of covariance matrix q and
initial parameter φ0 are calculated. The algorithm tries to find the maximum value of the
p(Yk |φm ) by updating the φ parameter and calculating the µ (φ ), σ (φ ), and ci , which are

mean, covariance, and the constant in B, equation (5.14). The ci = 2log(i2π 2 /6) in GP has
been presented in [136]. Maximum B is found using the resulted parameters. Finally, state
sk (φ (arg max(B))) is extracted and observation yk = h(sk ) is estimated.
5.1.2.2 Sigma Points Weighting
By considering the uncertainty in the network, e.g. noise, target tracking ability may be
greatly affected while using the same weights for every individual sigma points. Then,
weighting the sigma points based on their closeness to the target would be a logical solution
of the problem in order to have a better performance of U2KF. Importance factor, γ , is
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Algorithm 5.1 Estimating the model parameter using Gaussian process optimizer
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:

Generate the candidate parameters α , β , and κ
Calculate the sigma points ψ
Calculate the state s = [sx , su , sv ]
Calculate the y = h(s)
for k = 1,2,... do
q = Compute Cholesky of covariance matrix
φ 0 = N (µk (φ ), σk (φ ))
for i = 1:maximum iteration do
Calculate l(φi )
Calculate µ (φi ) = ∑2D+1 p(φi |sφi , yi )
Calculate σ (φi )
Calculate ci = 2log(i2π 2 /6)
Calculate Bi = µi−1 + ci .σi−1
Find maximum point φm where dBi = 0
if p(Yk |φm ) > threshold then
Break the loop
end if
end for
Find sk (φ (arg max(B)))
Calculate yk = h(sk )
end for

proposed to update the associated weight to the jth sigma point as follows,
j
γkj = γk−1
p(sk |y1:k−1 )

(5.15)

Using the Bayesian rule equation (5.15) can be rewritten in the following form:
j

j

γk = γk−1

p(yk |s1:k )p(sk |s1:k−1 )
p(yk |y1:k−1 )

(5.16)

The weights are shown in matrix form as follow,
j

Γk = [γk1 , ..., γk ]
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(5.17)

Finally, the sigma points’ weight are updated as
′

Wk = diag(wk ) × ΓTk

(5.18)

5.2 Sensor Selection for Target Tracking
An effective sensor selection method helps to apply the most informative sensors’ measurement and prevent the effect of uncertainties in the U2KF technique. This section describes
the two proposed approaches for sensor selection, namely Sigma points Probability (SP)
and Target Trajectory (TT).

5.2.1 Sensor Selection Using Sigma Points Probabilities (SP)
As discussed earlier in U2KF, the sigma points weights have considerable influence on
sensor selection. SP measures the contribution of the sensors in observing the target, using
updated sigma points in U2KF. The sensor’s contribution is defined as follow,
p(yik |ψ1:k−1 , yi1:k−1 ) =

1
Ns

N

j
, yi1:k−1 )
∑ p(yk |ψkj , ψ1:k−1

(5.19)

j=1

j

This means at time step k we can select a participant sensor i by drawing ψk with the
following probability,
j

p(ψk |yik ) =

1
j
j
p(ψk |ψ1:k−1 , yik , yi1:k−1 )
Vk

(5.20)

where
Ns

j

j

Vk = ∑ p(ψk |ψ1:k−1 , yk , yi1:k−1 )
i=1
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(5.21)

where Ns is the number of sensors in the network. Then, sensors can be selected by considering sigma points as follow,
j

p(yik |ψk ) =

∑Nj=1 p(ψk |yik )p(yik )
j

∑Nj=1 p(ψk )

(5.22)

where p(yik |ψk ) in equation (5.22) depicts the probability of selecting the sensor i measurement considering sigma points ψk at time step k. Since U2KF updates the sigma points
weights at each time step, their weights are meaningful and can be applied to simplify equation (5.22). The sum of the sigma points probabilities in the denominator of the equation
can be considered as the sum of the associated weights as,
N

∑

N

j

p(ψk ) =

′

∑ Wj

(5.23)

j=1

j=1

where N is the number of the sigma points. By considering the equal sensing probabilities
of all sensors in the network, equation (5.22) can be rewritten as follow,
j

p(yik |ψk ) =

∑Nj=1 p(ψk |yik )
′

Ns ∑Nj=1 Wi

(5.24)

The above equation states that the probability of selecting a sensor depends on sensor i
observation and the joint probability with the sigma points. Finally, sensors which have
the highest value of p(yik |ψk ) are selected as the most informative sensors about the human
worker presence in the sensor network.
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5.2.2 Sensor Selection Using Target Trajectory (TT)
TT helps to have a precise sensor selection by applying an energy function while the target
moves in the network. The energy function is described as,
xNs yNs

E(k) =

∑ ∑ [h(x + ∆x, y + ∆y, k) − h(x, y, k − 1)]2P

(5.25)

x=0 y=0

where xNs and yNs are the x and y coordinates of the detected human using Nsth sensor in the
network, and ∆x and ∆y represent the amount of the human worker displacement in x and y
coordinates respectively. The parameter P is the weight of the sensor observation which can
be defined by equation (5.24) in SP sensor selection method. The location of the sensors
are known by the base station. The derivation is performed by subtracting the observation
signals between every two neighbour sensors. By using Taylor series expansion, the energy,
E, in equation (5.25) can be rewritten as:
xNs yNs

E(k) =

∑ ∑ [h(x, y, k) + ∆x

x=0 y=0

∂ h(x, y, k)
∂ h(x, y, k)
+ ∆y
− h(x, y, k − 1)]2P
∂x
∂y

(5.26)

xNs yNs

E(k) =

∑ ∑ [h(x, y, k) − h(x, y, k − 1) + g.D]2P

(5.27)

x=0 y=0

where g = [ ∂∂ hx

∂h T
∂y ]

and D = [∆x ∆y]. By differentiating E, with respect to g and equat-

ing it to zero and ignoring the P factor, the minimum displacement is obtained:
dE
=0
dg
or

(5.28)

xNs yNs

xNs yNs

x=0 y=0

x=0 y=0

∑

∑ [h(x, y, k) − h(x, y, k − 1)] = − ∑
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∑ ggT D

where the ggT can be defined as follow,


∂ 2h
2
T

G = gg = ∂ 2x
∂ h
∂ x∂ y



∂ 2h
∂ x∂ y 
∂ 2h
∂ y2

(5.29)

Since generated signals by sensors are uncertain due to presence of noise, some communicated signals do not contain real motion information. To overcome this difficulty the
sensors in the region with high spatial frequency content are selected to track the worker.
To find the best sensor observations, equation (5.29) must be solved reliably as described
in [137,138]. If very fast transitions in signals occur in the network, which can be attributed
to presence of noise, the two eigenvalues, λmin and λmax , of matrix G in equation (5.29),
will be large with no big difference in their magnitudes. Small and large values of the two
eigenvalues point to the moving human. If the smaller eigenvalue is relatively and experimentally large, the sensor can be considered as reliable. Then, the higher λ (x, y)min in the
network indicates the most probable sensors participating in the tracking.

5.3 Sensor Selection Using Multi-objective Optimization
(MO)
It is important to note that of all the sensors available, it is desired to use a small number
of activated sensors. This is because of the fact that sensors use energy and loss age upon
repeated use. On the other hand, an optimum number of sensors should picked to capture
more information about the human worker presence for good tracking performance. Hence,
there is an important trade-off between handling the loss of information to have a good
tracking performance and selecting a small set of sensors [82, 88].
The MO considers a problem with m objective functions described as follows,
f (Θ) = { f1 (Θ), f2 (Θ), ..., fm(Θ)}
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(5.30)

where Θ is the decision vector that in this application it indicates the sensor selection vector with 0 and 1 elements for non-selected and selected sensors respectively. The number
of elements in Θ is Ns . The decision variables is constrained between the minimum and
maximum values, described as a ≤ Θ ≤ b. MO defines a Pareto-optimal solution by considering a trade-off between the different constrained objective functions using evolutionary
algorithm [139]. In this chapter, a hybrid based algorithm, A Multi-ALgorithm Genetically Adaptive Multi-objective (AMALGAM) [140] is utilized to provide a reliable sensor
selection strategy.

5.3.1 AMALGAM Optimization
To initiate the algorithm, a population P0 of size M is generated randomly from some
prior ranges using, for instance, hypercube sampling. Then, each parent is assigned arank
using the fast non-dominated sorting (FNS) algorithm [97]. In this algorithm multi-method
search is applied to create a population of off-spring Q0 of size M and is shown as,
Q0 = {Q10 , ..., Qn0}

(5.31)

where n is the number of algorithm used to generate off-springs Q0 from P0 using different
procedure in the number of,
M = {M 1 , ..., M n}

(5.32)

The elitism solution is extracted by combining the current generation with previous points
and is shown as R0 = P0 ∪ Q0 . Thus, the size of combined population would be 2M. For
the next population, P1 , the members are selected from R0 and are chosen based on their
ranks and crowding distances [97]. The new population P1 is used for creating the new offsprings and this process continues until the convergence criteria are reached. AMALGAM
method gives weights to different algorithms and updates the {Mk1 , ..., Mkn} at each time

69

step k using the following formula,
n

i
i
)
Mki = M.(Pki /Mk−1
)/ ∑ (Pki /Mk−1

(5.33)

i=1

i
where the Pki /Mk−1
depicts the ratio of the number of contributed off-spring points of the
i . In this chapter, NSGA-II [97], Particle Swarm [93],
new step, Pki , over previous step Mk−1

adaptive metropolis search (AMS) [94], and Preto Envelop-based Algorithm-II (PESAII) [95] are implemented in the AMALGAM algorithm to search and generate contributed
off-spring points.

5.3.2 Candidate Objective Functions in Multi-objective Optimization
In this subsection, alternative objective functions for selecting the optimum number of
sensors using AMALGAM are outlined. State-of-the-art methods Fisher Information (FI)
[17] and Mutual Information (MI) [89] will be presented and their objective functions are
defined in a comparative study with our proposed approaches.
5.3.2.1 SP Objective Functions
In the proposed approach, the objective function tries to compensate for the lost information
by discarding some sensor information that affects the tracking accuracy.
N

f1 (Θk ) =

s
p(yik |ψk−1 , yi1:k−1 ) − p(θi .yik |ψk−1 , yi1:k−1 )
∑i=1

N

s
p(yik |ψk−1 , yi1:k−1 )
∑i=1

(5.34)

Another alternative is to minimize the following cost function,

f2 (Θk ) =

1 Ns
∑ θi,k
Ns i=1

that tend to minimize the number of selected sensors at time step k.
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(5.35)

5.3.2.2 TT Objective Functions
In this approach, the energy concept has been used for sensor selection (see equation
(5.26)). The objective function is represented as follows,
N

N

s
θi,k Ei,k
∑ s Ei,k − ∑i=1
f1 (Θk ) = i=1
Ns
∑i=1 Ei,k

(5.36)

while f2 (Θk ) is defined in the same manner as the equation (5.35) which tries to minimize
the number of the selected sensors.
5.3.2.3 FI Objective Functions
FI is proposed in [88] for sensor selection in WSN while tracking objects by Kalman Filter.
In the FI approach, the estimation error is presented by:
Ns

b − Si[k]])2 > J −1
∑ ([S[k]
k

(5.37)

i=1

d and S[k] are estimated and actual states,
where J is the Fisher Information matrix. S[k]

respectively. Since sensor measurements are conditionally independent, their observations
are independent and the Fisher information can be written as:
zmax

Jn =

∑ Jkz .ps + Jkp

(5.38)

z=0
p

In the above equation, the Jk is the a priori Fisher information matrix and the Jkz is the
standard Fisher information of each sensor and target state S[k]. Since noise and states are
considered to have Gaussian distributions, the PDF of the signal can be defined as:
p(yk |Sk ) = ps .N (µk , σk2 ) + (1 − ps )N (0, σk2)

71

(5.39)

Consequently, by considering equation (5.38), the Fisher information Jn is defined as:
Jk = p2s .Ck .(


∂ 2 µk
(ps )2 .m2 .µ 2 .d 2m−4
.
)
=
D
.
k
4(1 + dkm )2
∂ Sk2

(px − pix )2



(p − p )(p − p )
ix
y
iy
 x



0


0
where
Dn = ∑
yi

(px − pix )(py − piy ) 0 0
(py − piy )2
0
0





0 0



0 0


0 0

(yi − µ )2
yik − µk
1
exp(− k 2 )]2
[ √
p(yik |Sk ) σ 2 2πσ 2
2σ

(5.40)

(5.41)

The higher values of FI depict their higher probabilities of detecting the target. The objective functions for FI in multi-objective optimization tries to minimize the FI gap between
all sensors measurements and the selected ones as follow,

f1 (Θk ) =

Ns
D
P
D
P
s
logdet(∑N
i=1 Ji,k + Jk ) − logdet(∑i=1 θi,k Ji,k + Jk )
s
D
P
logdet(∑N
i=1 Ji,k + Jk )

(5.42)

and the second function, f2 (Θk ), is the same as equation (5.35).
5.3.2.4 MI Objective Functions
Mutual information (MI) uses the sensor’s information by minimizing the uncertainty in
the estimation of the target’s state. It uses the concept of entropy and is calculated as
follow [82, 90],

−

Z

{

Z

I(Sk ,Yk ) = H(Yk ) − H(Yk |Sk ) =
p(yk |Sk )p(Sk )dSk }{log(

N Z Z

+∑

i=1

(

Z

p(yk |Sk )p(Sk )dSk )}dyk

p(yi,k |Sk )logp(yi,k |Sk )dyi,k )p(Sk )dSk
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(5.43)

The upper bound has been proposed in [82] to reduce the complexity as follows,
I(yi,k ; Sk |yi−1,k , ..., y1,k ) ≤ I(yi,k ; Sk )

(5.44)

and the upper bound on I(yk ; Sk ) is defined as ∑N
i=1 I(yi,k;Sk ). The effect of the MI on
sensor selection with U2KF will be evaluated in experimental results section. The objective
function is defined in a way to find the gap between the information of all and the selected
sensors. The function is defined as follows,
N

N

f1 (Θk ) =

s
s
Ii,k − ∑i=1
θi,k Ii,k
∑i=1
Ns
Ii,k
∑i=1

(5.45)

and f2 (Θk ) is the same as equation (5.35).

5.4 Experiments
Evaluation of the proposed method in tracking and sensor selection is presented in this
section. Firstly, experiment setting in simulation and practice is presented for distributed
and dense network are presented. Secondly, results of the experiments in both types of
network are discussed.

5.4.1 Setting
Proposed approach for sensor selection and human worker tracking in WSN is evaluated
by simulation and practical experiments with two scenarios, such as distributed and dense
network as mentioned in Chapter 3. The initial UKF parameters are set to α = 1, β =
1, κ = 1 which are updated by using U2KF. The sampling time is set to 0.25 second. The
RMSE is applied to measure the errors between the real and estimated trajectories over the
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process time step, k, and averaged over T trials as follow,

RMSEk =

s

1 T
( ) ∑ ((xtk,r − xtk )2 + (ytk,r − ytk )2 )
T t=1

(5.46)

where the xtk and ytk are the estimated and xtk,r and ytk,r are the real states at time step k and
trial t. The nodes in the network are considered as distance measure sensors. The dynamics
of the target is defined as follow,
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 + uk−1

 =


  
yk  0 0 1 ∆k yk−1 


  
0 0 0 1
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In the above equation u is the Gaussian noise with zero mean and covariance matrix U and
is described as follow,
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where the ⊗ symbol is the Kronecker product. The measurement model for sensor j is
given as,
j
dk

=

q

j

j

j

(xk − ny )2 + (yk − ny )2 + vk
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(5.49)

j

j

In the above equation ny and nx give the coordinate of the sensor j. The covariance matrix
of the measurement noise, V , is defined by a diagonal matrix as:


2
0 0 0
σ
 v



 0 σv2 0 0 


V =

2
 0 0 σv 0 


0 0 0 σv2

(5.50)

where σv is the measurement noise variance. Every 4 time steps or 1 second, the sigma
points are updated in order to have an acceptable real time tracking ability. The test was
performed over 500 runs and the results in average are reported. The selected sensor will
be considered as unreliable if its measurement amplitude be within the region [−3σv , 3σv]
which has been found experimentally.
AMALGAM sensor selection performance on target tracking and sensor selection is
evaluated for both scenarios. In [96] a compromised approach to selecting a particular
point among Pareto-optimal solutions was discussed. In this method, the distance between
the potential optimal point and a utopia point is defined as follows,
m

1

C(α ) = | f − f (α u )| = arg min{( ∑ ( fi (α ) − fi (α u ))2 ) 2 }
α

(5.51)

i=1

where utopia point of the objective function i, fi (α u ), is the minimum point that minimizes
the function f , as stated by arg minα { fi }.

5.4.2 Results
5.4.2.1 Scenario 1: Distributed Sensor Network
In this subsection, tracking and sensor selection performance of the proposed approach in
a distributed sensor network are investigated. Figure 5.1 illustrates WSN with 25 sensors
over an area of 25m2 . The sensing probability of the nodes is assumed to be known by the
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Figure 5.1 – Sensor network with 25 sensors over 25 m2 area.

fusion center in equal probabilities of sensing for all the sensors. The initial value of the
state is set as s0 = [1, 0, 4.5, 0].
5.4.2.2 Tracking Performance
First, the tracking performance of the proposed method is evaluated using different observation noise variance, σv , and number of the selected sensors. The results are illustrated in
Figure 5.2. It is clear that by increasing the sensor noise variance, the RMSE is increasing
as well. Figure 5.3 illustrates the RMSE versus time steps extracted from the U2KF along
with using selection methods in presence of noise variance 0.2. Figure 5.3 shows that the
U2KF+TT has better tracking performance than other approaches because it can detect the
most reliable sensors measurement. The performance of the proposed methods in RMSE,
the average number of reliable sensors per selected sensors (ANRS), and average processing time (APS) are compared with other commonly applied approaches in the literature in
measurements noise σv = 0.2, and the results are reported in Table 4.1 and shows that the
tracking performance using the proposed approaches, SP and TT, are superior.
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(a)

(b)

Figure 5.2 – RMSE versus the number of selected sensors and noise variance, a) U2KF+SP, b)
U2KF+TT.
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Figure 5.3 – Comparison of the sensor selection methods while using U2KF tracking algorithm.

5.4.2.3 AMALGAM Sensor Selection Performance
Figure 5.4 illustrates the Pareto-optimal points using different sensor selection methods at
time step k = 50. The optimized calculated value of the f1 and f2 by the compromised approach is shown by gold color in Figure 5.4. They show that the AMALGAM+U2KF+TT
which has the best performance reaches the value of 0.16 in f2 and as well as a value of
0.16 for f1 . Figure 5.5 compares the number of selected sensors by each selection approach
using AMALGAM. It shows that the number of the selected sensors are decreasing during
the human worker tracking which shows the effect of the tracking method and AMALGAM on selecting the less sensors measurements. Table 4.1 compares the average number
of reliable broadcasting sensors, column ANRS, and computational time, see column APT,
using tracking and sensor selection methods. It shows the proposed approach, AMALGAM+U2KF+TT is more accurate than the other methods while choosing more reliable
sensors to broadcast their sensed signal. As it can be seen from the table, the proposed updated technique does not raise the computation time very much and is real time according
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Figure 5.4 – Pareto-optimal solutions after 100 generation of the AMALGAM algorithm at
time step 50, k = 50. Gold points show the compromised solution.
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Figure 5.5 – Number of selected sensors using AMALGAM at each time step of the target
tracking.

to the 0.25 second sampling time.
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Figure 5.6 – Telosb sensor mote. 1) Onboard infrared sensor, 2) Mounted distance sensor.

5.4.2.4 Practical Experiment
To evaluate the proposed algorithm in a practical WSN, a network including 25 wireless
nodes has been utilized. These nodes are on IEEE 802.15.4 compliant TelosB motes with
Table 5.1 – Comparison of the tracking and sensor selection performance and process time on
the distributed network and σv = 0.2, ANRS: Average Number of Reliable sensors per Selected
Sensors, APT: Average Process Time per each time step

Method
RMSE
PF
0.14
UKF
0.16
U2KF
0.12
PF+MI
0.13
PF+FI
0.13
U2KF+SP
0.12
U2KF+TT
0.1
U2KF+MI
0.12
U2KF+FI
0.13
AMALGAM+U2KF+SP
0.09
AMALGAM+U2KF+TT 0.05
AMALGAM+U2KF+MI
0.1
AMALGAM+U2KF+FI
0.17
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ANRS
0.21
0.21
0.21
0.49
0.39
0.71
0.75
0.55
0.50
0.80
0.83
0.80
0.80

APT
0.00087
0.00086
0.00098
0.00112
0.00112
0.00115
0.00118
0.00116
0.00116
0.00328
0.00339
0.00331
0.00332
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Figure 5.7 – Comparison of the proposed approach with the state of the art methods in a
practical setting.

TinyOS operating system programmed by NesC programming language [141]. TPR2420
are low power motes with 3 types of onboard sensors such as light, light to infrared, and
humidity sensors. To set up an experiment, the infrared sensor which exists onboard is
applied to sense the environment. This kind of sensor covers the 320 nm to 1100 nm waves.
Figure 5.6 illustrates the sensor mote where the component in the box number 1 is the
onboard infrared sensor and the component in box number 2 is the distance measurement
sensor mounted and programmed by the user. The sensor 1 is applied to detect human
worker presence in the distributed network and the sensor 2 will be studied later in the next
subsection. The measurement noise is set to 0.2 which has been estimated practically in
the simulation experiments. The test ran 50 times and the average RMSE is reported.
The base station is a sensor node which is connected to a PC by serial port with core
i7 CPU and 8 GB RAM. The processing is performed by MATLAB platform. To evaluate
the effectiveness of the proposed approach, the AMALGAM+U2KF+TT and SP, which
have lower RMSE, are compared with the different state-of-the-art methods such as KF+FI,
UKF+FI, and PF+MI, and results are shown in Figure 5.7. The plots show that the linear KF
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which uses all the sensors’ observations, is not good enough for tracking the target because
of the notable amount of the RMSE. The AMALGAM+U2KF+TT has better performance
compared to other common approaches.
5.4.2.5 Scenario 2: Dense Sensor Network
In this subsection, tracking and sensor selection performance of the proposed approach
in a dense sensor network are investigated. Figure 5.8 illustrates the network where 12
sensors are located in a circular area with a radius of 0.5 meter. This kind of movement is
challenging because of the circular path of the human worker.
5.4.2.6 Tracking Performance
Figure 5.9 illustrates the RMSE versus noise variance and the number of the selected sensors. By considering noise variance of 0.2, the minimum RMSE is obtained by selecting
3 and 6 most probable sensors using U2KF+TT and U2KF+SP respectively. Table 4.2 reports the tracking performance in RMSE in average of 500 runs of the algorithms. As it
can be seen from the results, the approaches that use the proposed TT selection method,
have better performance compared to others, see RMSE column, while utilizing the most
reliable sensors for estimating and updating the states of the proposed tracking approach,
see ANRS column. The APT in the table shows that the proposed method does not increase
the process time considerably. Figure 5.10 compares the performance of the U2KF through
sensor selection methods. Figure 5.10 shows that the RMSE is decreasing gradually which
depicts the effect of the updating the unscented parameters in U2KF approach during the
tracking.
5.4.2.7 AMALGAM Sensor Selection Performance
The case of sensor selection without a priori knowledge on the number of broadcasting
sensors is examined here. In this experiment noise variance is σv = 0.2, which is the same
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Figure 5.8 – Dense sensor network with 12 sensor nodes.

as the previous arrangement. Figure 5.11 illustrates the Pareto-optimal points at time step
k = 28 and the best points extracted by compromised solution. Figure 5.12 illustrates the
number of selected sensors at each time step k during the target tracking. Figure 5.12 shows
that the number of the selected sensors is decreasing during the tracking and that shows the
effect of the U2KF. Table 4.2 shows that the RMSE of the AMALGAM+U2KF+TT is less
than the other methods while ANRS is more than others and APT is not much higher than
other methods. Then, the proposed method is more reliable for target tracking compare to
other state-of-the-art approaches.
5.4.2.8 Practical Experiment
As discussed before, collision avoidance in an industrial environment including human
and robot, is an important problem. In this experiment, the proposed sensor selection
approaches are reliably applied to track the human worker around industrial robots. To
give instruction to the robot for collision avoidance, the concept of Danger Field (DF) is
studied in [31]. DF tries to find the dangerous activities around the protected object during
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(a)

(b)

Figure 5.9 – RMSE versus the number of selected sensors and noise variance, a) U2KF+SP, b)
U2KF+TT.
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Figure 5.10 – Comparison of tracking performance using U2KF with different sensor selection
methods in circular sensor network at each time step.

Figure 5.11 – Pareto-optimal solutions after 100 generation of the AMALGAM algorithm at
time step 28, k = 38. Gold points show the compromised solutions.
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Figure 5.12 – Number of selected sensors using AMALGAM at each time step of the tracking
in dense and circular network.

the operation. The estimated position and velocity are utilized to recognize the potential
danger and stop the robot if a dangerous situation is detected. The DF is described as
follow [31]:

DF(lok+1 , vok , lrk , vrk ) =

Km (1 + cosα )kvok − vrk k
Ks
+
klok − lrk k
klok − lrk k2

(5.52)

where: α = ∠(lon − lrn , von − vrn ) that the vrn is the velocity of the robot’s arm and the von
is the velocity of the human worker. lon is the location of the worker which is estimated by
the U2KF and the lrn is the location of the robot’s tool center point (TCP) which is known
by the center fusion at each time step k.
The dual arm YuMi ABB industrial manipulator robot [4] is used in the experimental
study. The robot’s controller measures and controls the movement of the axes of the robot in
Cartesian space. Telosb wireless sensor motes were equipped with Sharp GP2Y0A60SZLF
analog distance sensors and are applied for target tracking. Figure 5.6 shows the mounted
sensor by box number 2. The sensor has the detection range of between 10cm to 150cm
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Table 5.2 – Comparison of the tracking and sensor selection performances and process time
on the dense network and σv = 0.2, ANRS: Average Number of Reliable sensors per Selected
Sensors, APT: Average Process Time per each time step

Method
RMSE
PF
0.18
UKF
0.18
U2KF
0.14
PF+MI
0.15
PF+FI
0.15
U2KF+SP
0.11
U2KF+TT
0.09
U2KF+MI
0.13
U2KF+FI
0.14
AMALGAM+U2KF+SP
0.05
AMALGAM+U2KF+TT 0.04
AMALGAM+U2KF+MI
0.11
AMALGAM+U2KF+FI
0.12

ANRS
0.25
0.25
0.25
0.52
0.50
0.6
0.67
0.57
0.57
0.85
0.88
0.75
0.76

APT
0.00078
0.00072
0.00089
0.00101
0.00108
0.00110
0.00111
0.00112
0.00115
0.00328
0.00329
0.00331
0.00331

they are used to keep a secure distance as 20cm from robot’s endpoint. The unit outputs
a voltage signal which is a function of the distance between the sensor and the worker
around the robot. These voltage signals are acquired through a GP2Y0A60 carrier board.
The experimental set up is shown in Figure 5.13.
In practice, the number of sensors depends on several limitations such as the sensors’
size, robot’s size, and sensing area. To find the optimum number of the sensors to track
human worker around the robot, the RMSE versus the number of the sensors in the network
has been examined as shown in Figure 5.15. It shows that by applying the number of 10
sensors the RMSE is not noticeably changed. Then, ten sensors were used in the WSN to
protect the worker from a collision. Figure 5.13 shows a scenario where a human worker
is walking and approaching the robot while the robot is picking up a piece from location
(A) and putting on location (B) by one arm and picking up from location (B) and putting
on the location (C) by the other arm. The velocity of the robot is set to vrn = 1m/s. The
parameters Ks and Km in equation (5.52) are set to 5. The term

Ks
klok −lrk k

indicates the

kinematic effect which means the changing the joint position compare to the reference
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Figure 5.13 – Experiment setup with dense sensor network and a robot, a) Sensor nodes placement around the robot. Total of 10 Telosb motes are used. The robots arm picks up a part
and places it on the table at a location within 60o distance, b) Yumi robot and sensor setup in
presence of human, c) fusion node connected by serial port to the pc that is connected to the
robot via ethernet port.
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Figure 5.14 – Comparison of the proposed approach with state of the art methods.
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Figure 5.15 – RMSE of the tracking and sensor selection approaches applied in the practical
experiment with respect to the number of distance sensors.
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Figure 5.16 – Danger Field (DF) of the actual and estimated location of the target using AMALGAM+U2KF+TT.

position, and

Km (1+cosα )kvok −vrk k
klok −lrk k2

relates to the static effects which indicates on the changes

in the joints velocity [139]. In the experiment, the worker is walking around the robot for
12 seconds and getting close to and away from the robot during the test. The walking path
of the worker is registered at all the times for performance evaluation. This process has
been repeated 50 times and the average has been reported. Figure 5.14 shows the RMSE
of the proposed target tracking and sensor selection approach is compared to some other
commonly used methods such as KF+FI [88], UKF+FI [142], and PF+FI [83]. Figure
5.14 shows the effectiveness of the proposed approach in tracking human subjects in an
industrial setting.
Figure 5.16 illustrates the plot of the danger field during the test, and compares the
DF obtained by the proposed approach, AMALGAM+U2KF+TT, with the actual value
which has been calculated by measuring the human distance to the robot, walking and
robot operation speed. This figure clearly illustrates the ability of the proposed approach to
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anticipate danger when human worker comes in proximity to the robot. The jumps at the
plot, eg. at time step 32, indicate the high danger according to the relative human location
and speed with the robot arm position and manipulating velocity. The reported DF is very
close to the actual which means that the proposed algorithm can be implemented in an
industrial setting reliably. By applying the suitable threshold in DF, the system can prevent
collision between a robot and a human worker. For instance, by setting the threshold as
DF=80, the collision prevention will be provided.

5.5 Summary
This chapter presented a reliable approach for target tracking in a sensor network. It also
provided an approach for sensor selection. The main goal of the chapter was to provide
a method to estimate human’s location and speed in an industrial workplace in order to
prevent collisions. The U2KF is proposed to estimate the location and velocity of a target
such as a worker. SP and TT approaches were presented to select a set of sensors as the
most probable region of the target presence. AMALGAM as MO algorithm was introduced
and applied to select a set of sensors without knowing a priori number of them.
The effectiveness of the proposed approach was verified by conducting extensive experiments and comparison with the reported methods in the literature. The proposed approach
was tested experimentally in a practical setting using WSN motes, and the results show
the superiority and reliability of the proposed approach for use in real industrial setting.
Moreover, DF results show that the proposed approach can provide a safe workplace for
human subjects and industrial robot when they work in a shared environment.
Although the proposed method in this chapter can provide a safe workplace for human
while working around a manipulating robot, by utilizing the robots to work in close distance
or in touch with workers, the new methodologies should be investigated to control the
robot’s arm and prevent the collision. For this reason, in the next chapters, new methods
to provide a reliable and safe human-robot interaction will be provided. A haptic sensor

91

that captures human body activities will be applied and human intention recognition will
be investigated.
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Chapter 6
Hand Gesture Recognition Using Force
Myography of the Forearm Muscles Activities
In this chapter, we investigate the human hand gesture recognition using Force Myography
(FMG) wearable sensors to capture data from human muscles activities. The proposed approach utilizes a sliding window to extract features, and builds up a graph-based approach
to find an effective recognition of the hand activities. The FMG band provides useful information in detecting muscle movements in a fast and reliable manner which leads to online
hand gesture recognition. Multi-objective Optimization (MO) technique is applied to find
the optimum parameters and provide the best description of the hand gestures. To classify
the features and recognize gestures, Support Vector Machine (SVM) algorithm is applied.
Ten volunteered persons participated in gathering the FMG data. Figure 6.1 summarizes the
proposed method. Different part of the block diagram will be discussed in detail during the
following sections. Sensing hand activities using FMG device will be presented in section
6.1. Feature extraction and optimization will be proposed in section 6.2. Section 6.3 will
present SVM classification to recognize different classes of hand gestures. Experiments in
two parts, setting and results, are presented in sections 6.4 to show the effectiveness of the
proposed approach in recognizing human hand gestures using FMG.
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Figure 6.1 – Overview of the proposed approach.

6.1 Feature Extraction and Optimization
6.1.1 Feature Extraction
Feature extraction using a sliding window at each time frame is proposed in this section to
enable hand action recognition. The sampling frequency of the FMG device that captures
hand activities is shown by fs , then a total of 1/ f samples in one second are extracted. A
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window of size w is applied to extract the features and it is moved in time every s sample
where s < w. Thus, every consecutive window has overlap in the amount of w − s. Signals
at each time frame are normalized by calculating the signals’ mean value and subtracting
from the signal. Power Spectral Density (PSD) is one of the popular features of a signal.
It is calculated in each window using the Fast Fourier Transform (FFT) by the following
formulas:
|X [k]|2
fs .w

(6.1)

∑ x(w)e(−2π i(m−1)(k−1))/N

(6.2)

PSD =
where
N

X [k] =

m=1

where N is the length of the frequency window applied in the formula. Another parameter
that should be found at each time frame n is the likelihood and is calculated as follows,
l=

k×ξ
− log(1 + ξ )
1+ξ

(6.3)

where k = |X |2/var(Ns ) is the posteriori SNR of the signal that can be determined during
the training process. The ξ is the priori SNR of the signal which is determined by the
decision-directed method introduced in [143]. The decision-directed method is introduced
in detail as follow.
6.1.1.1 Decision-Directed Method
To estimate the a Priori of a spectral component resulted by FFT, decision-directed is
considered. Let ξk (n), Ak (n), λd (n, k), and γk (n) denote the a Priori SNR, the amplitude,
the noise variance, and the a posteriori SNR, respectively, of the corresponding kth spectral
component in the nth analysis frame. The derivation of the a Priori SNR estimator is based
here on the definition of ξk (n) and its relation to thea posteriori SNR γk (n), is given as
follow.

ξk (n) =

E{A2k (n)}
λd (k, n)
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(6.4)

(6.5)

ξk (n) = E{ξk (n) − 1}
Using 6.4 and 6.5, the following formula can be resulted,

ξk (n) = E{

1
1 A2k (n)
+ [ξk (n) − 1]}
2 λd (k, n) 2

The estimator ξbk (n) of ξk (n) is deduced from (6.6) and is given as follow,
b2 (n − 1)
A
ξbk (n) = α k
+ (1 − α )P[γk (n) − 1],
λd (k, n − 1)

06α 61

(6.6)

(6.7)

b2 (n − 1) is the amplitude estimator of the kth signal spectral component in the
where A
k
(n-1)th window (w), and P[.] is an operator which is defined as follow,

 x ifx > 0
P[x] =
 0 otherwise

(6.8)

By comparing (6.6) and (6.7), we see that ξbk (n) is obtained from (6.7) by dropping the

expectation operator,using the amplitude estimator of the (n - 1)th frame instead of the
amplitude itself in the nth fame, introducing a weighting factor between the two terms of

ξk (n), and using the operator P[.] defined in (6.8). P[.] is used to ensure the positiveness of
the proposed estimator in case γk (n) − 1 is negative. It is also possible to apply the operator
P on the right-hand side of (6.7) rather than on γk (n) − 1 only. However, both alternatives
give very similar results. The estimator for ξk (n) is a decision-directed type estimator, since
ξb (n) is updated on the basis of a previous amplitude estimator.
k

bk (n) = G(ξbk (n), γk (n)) where G is a gain function which resulted from
By defining A
b
minimum mean square error (MMSE) and is defined as G(ξbk (n), γk (n)) = RAkk where Rk

is the amplitude of the noisy measurement at nth time window, (6.7) can be given by a
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recursive formula as follow,

ξbk (n) = α G2 (ξbk (n − 1), γk (n − 1))γk (n − 1) + (1 − α )P[γk(n) − 1]

(6.9)

Based on the report in [143] the best initial condition is resulted by ξk (0) = α + (1 −

α )P[γk (0) − 1]. The best value of α will be found experimentally.

6.1.2 Graph of FMG
In this subsection, graphs of hand gestures are proposed by using the obtained features
from FSR sensors in FMG bandage. Since the FMG bandage covers the forearm muscles,
a graph can be defined to represent hand activities by measuring the muscle pressure on the
FSR sensors. The FMG graph is defined as G = (E,V ), where E and V are the set of edges
and vertices of the graph respectively. Figure 6.2 shows a diagram of the FMG bandage
with 8 FSR sensors which is used to extract the graph. The circles indicate the vertices
and lines show the edge of the FMG graph between each two FSR sensor. The edges are
weighted and defined by the following equation,
n

Qn =

∑

i=n−τ

αi .PSDi .eβi li − αi .PSDi−1 .eβi li−1

(6.10)

where α , β , and τ are the parameters that should be determined for hand gesture. Equation (6.10) depicts the effect of the continuous windows or time frames in feature extraction, where the signal at time frame i adds to other time frame features. In the case
of the FMG with 8 sensors, the matrix of features at nth time window is extracted as
Qn = [Q1n , Q2n , ..., Q8n]. In the next step of the feature extraction, the differences between

97

every pair of sensor measurement should be calculated as follows,


0
|Q2 − Q1 | |Q3 − Q1 |


 |Q1 − Q2 |
0
|Q3 − Q2 |


Yn =  |Q1 − Q3 | |Q2 − Q3 |
0


..
..
..

.
.
.

|Q1 − Q8 | |Q2 − Q8 | |Q3 − Q8 |

... |Q8 − Q1 |





... |Q8 − Q2 | 


... |Q8 − Q3 | 


..
..

.
.

...
0

(6.11)

The new matrix of the weights is defined as,
8

Dn = diag( ∑ Y (:, i))

(6.12)

i=1

where D is a diagonal matrix with the sum of the associated graph edge weights of every
−1/2

FSR sensor at nth time window. To detect the muscles activities the matrix Dn

−1/2

Y Dn

is defined. The eigenvalues of this matrix can be applied to detect the muscles activities
such as applied pressure on a sensor.
−1/2

e = eig(Dn

−1/2

Y Dn

)

(6.13)

The Eigenvalue is used as a feature to detect muscles activities and recognize hand gestures
at every time window. By using the eigenvalues we can map the 8 dimensional matrix to 2
dimensional and will be used to optimize the feature parameters in the next section.

6.1.3 Parameters Calculation Using Optimization
In this subsection we try to find a specific FMG graph for each class of hand gesture. For
this reason, we optimize the FMG graph parameters. The parameters are given as: θ =
[τ , α−τ , β−τ , α−τ +1 , β−τ +1 , ..., ατ −1, ατ −1 , ατ ]. The objective function to find the optimum
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Figure 6.2 – A diagram of the FMG graph. Blue circles indicate the FSR sensors in the FMG
bandage. Red circle shows the perimeter of the FMG bandage. Black lines show the vertices
of the FMG graph. The value of two edges are shown as examples.

parameter is defined as the following equation.
8

F1 = ∑ (eθ (i, n) − eθ (i, n − 1))

(6.14)

i=1

where n is the corresponding time window of the feature extraction. Equation (6.14) tries
to select the optimum parameters to extract the most similar frames for training by considering the Eigenvalues, see equation (6.13). In addition to the eigenvalues similarities, the
connection between the detected hand activities features should be considered. Then, the
following problem is defined,
8

F2 = ∑ (D(i, n) − D(i, n − 1))
i=1
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(6.15)

There are two objective functions as equations (6.14) and (6.15) that are used to find the
best parameters. Finding the minimum points of the functions is not possible for them at
the same time. On the other hand, the optimal solution will be resulted by finding a compromise solution between them which is called Pareto-optimal. Then, MO using NSGA-II
approach [97] is applied to find the Pareto-optimal solutions. This algorithm considers the
problem with 2 objective functions such as F(θ ) = {F1 (θ ), F2 (θ )} where F1 (θ ) and F2 (θ )
are the objective functions described by equations (5.14) and (5.15). The compromise solution discussed in [94] is utilized to find the best point among the Pareto-optimal solutions.
Finally, the optimum parameters are used to find the graph of the hand gesture. Then, an
optimum FMG graph will be resulted for each class of gesture and is shown as Yo .

6.2 Classification
In the proposed feature extraction approach, the features are extracted at every time window
as an optimized graph and is shown as Yo (Q). Then, by calculating the likelihood of the extracted features to the gesture classes and finding the closest points and their corresponding
labels, the unknown data is classified.
SVM has been proposed in [144] and applied efficiently in many pattern recognition
tasks. SVM is a discriminative classifier formally defined by a separating hyperplane.
In other words, given labelled training data (supervised learning), the algorithm outputs
an optimal hyperplane which categorizes new examples. In two dimensional space this
hyperplane is a line divided a plane in two parts in each class lay in either side. Those data
closer to the hyperplane are called support vectors. To find the hyperplane the following
decision function is given as follow,
f (Y ) = sign{W T Y + b}

(6.16)

where W is the weighting vector orthogonal to the hyperplane and b is the bias value. The
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critical step in the SVM is to find the weights by minimizing the cost function,
8
1
J(W, ψ ) = W T W +C ∑ ψ j
2
j=1

W T Yi + b ≥ 1 − ψi ⇒ yi = +1

(6.17)

W T Yi + b ≤ −1 + ψi ⇒ yi = −1
The parameter C controls the trade-off between the error and generalization of the groups’
separation. The ψ is used to handle some errors. Figure 6.3 illustrates the classification
of two dimensional data and the lines to separate classes. The green dotted line shows the
linear hyperplane and the solid black line indicates the non-linear hyperplane which can
divide the feature area more accurate than the linear. To extract the hyperplane in SVM,
some linear algebra should be performed that defines the Kernel. The Radial Basis Function (RBF) is the non-linear kernel SVM which is applied in this chapter by the following
equation,
2)

K(xi , x j ) = exp(−γ kYi −Y j k

(6.18)

where γ is used as the RBF kernel parameter.
To train the SVM to for classification and extract the hyperplane, the training data is
given in the following form,
Y train = [Yow1 , ...,Yown , Lw1 , ..., Lwn ]

(6.19)

where Yowt is the nth sorted array of the optimized feature matrix in size of 64 × 1 at nth
time window for the number of 8 FSR sensors used in the FMG bandage. Lwn is the label
of the nth time window of the FMG graph and w is the length of the time window.
Since we have to train multi-class classifier instead of a binary one, in this chapter, the
one versus all strategy is used for classification. One-versus-all classification is a method
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Figure 6.3 – SVM classification, green dotted lines shows the linear hyperplane that separates
two classes of data, solid black line indicates the non-linear hyperplane that divides the area to
classify the data.

which involves training N distinct binary classifiers, each designed for recognizing a particular class. Then, those N classifiers are collectively used for multi-class classification.

6.3 Experiments
The evaluation of the proposed method to hand gesture recognition is discussed in this
section. Firstly, experiment setting is presented, secondly, results are discussed.

6.3.1 Setting
The parameter α in decision-directed method was set to 0.97. The first 30 seconds of the
acquired data for each person are used for training the classifier, and the rest of the samples
are applied for classification using SVM. A general description of a system accuracy can
be obtained by varying the threshold over a significantly large range and tabulating the
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resulting true acceptance rate (TAR) versus false acceptance rate (FAR).

6.3.2 Results
Figure 6.4 illustrates the TAR versus FAR of the proposed approach. This figure compares
the classification performances of four different features using PSD (see equation (6.1)),
likelihood (see equation (6.3)), Y with fixed parameters, and proposed optimized feature Yo .
As can be seen from the plot, the proposed approach using optimized features has better
performance than others even Y with no optimization. Figure 6.5 illustrates FAR versus
Rejection Rate (RR) plot to provide a better description of the real-time classification. The
plot indicates what percentage of times the user will need to repeat the movement in order
to the system classify it correctly. For instance, using the optimized Yo , the FAR reaches
zero if almost 22% of the gesture are rejected. This means that about 78% of the time the
movement is reliable and will lead to complete real-time or online classification, whereas
22% of the time the user needs to repeat the action. Figure 6.5 shows that the proposed
optimized feature, Yo , has better performance compare to the other features.
Table 6.1 shows the classification accuracy of all the ten participants. To calculate
the accuracy, the number of correctly classified data over the total number of data in the
test is measured. Table 6.1 shows that some participants have better performance than
others. For some participants, such as person 7, in some classes such as grasping (C1), and
shaking (C3), the classification accuracy was decreased. For person 6, for rotating (C4), the
classification accuracy is the lowest among all classes and persons. The best explanation
is that some individuals couldn’t perform the movements like other participants. Also, this
table shows that the most accurate data corresponds to the grasping (C1), and the worst
case is the rotating (C4). Figure 6.6 shows the readings of the FSR sensors which were
acquired by the individual one. These reading were converted to the scale of 10 volts scale
by LabView. Figure 6.7 illustrates the scatter plots of the hand gestures by PSD and the
likelihood and shows the similarities of the features in those classes. Figure 6.8 illustrates
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Figure 6.4 – Performance comparison of the classifications by True Acceptance Rate versus
False Acceptance Rate plot.

the radar plot of the mean value of the optimized features of the 6 classes of the gestures.
Figure 6.8 shows that the feature pattern of gesture classes are not similar and they are
distinct. Then, the classifier can recognize the gesture accurately.

6.4 Summary
In this chapter, a novel method was proposed to recognize the hand gesture which is
very useful in many applications such as human-machine interaction. The forearm muscle movements have been detected, and FMG signals have been extracted using the strap
equipped with the FSR sensors to capture the muscles activities. A feature extraction
scheme was proposed by combining the power spectral density and likelihood at each
time frame through multi-objective optimization. Experiments were conducted to evaluate the proposed method in hand gesture recognition. As the results illustrate, the proposed
method has acceptable results by providing useful features which help to develop more ac-
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Figure 6.5 – Real time classification performance: False Acceptance Rate (FAR) versus Rejection Rate (RR).

Figure 6.6 – FSR values in voltage for the six classes of hand gestures of the person 1. Each
class has specific pattern of FSR voltage magnitude.
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Figure 6.7 – Scatter plots of the power spectral density and liklihood of the FSR strap in six
classes of the hand gestures.

Table 6.1 – Classification performance per each person using the proposed approach

C1
Person 1 97.40
Person 2 98.68
Person 3 95.53
Person 4 95.72
Person 5 93.66
Person 6 91.10
Person 7 88.37
Person 8 99.37
Person 9 88.89
Person 10 98.57
Average 94.73

C2
96.75
98.18
81.69
96.12
91.84
92.95
99.80
92.81
98.61
93.83
94.26

C3
95.54
94.38
82.84
96.79
92.67
87.00
81.54
96.67
91.30
98.17
91.69
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C4
92.81
89.17
90.81
96.71
89.81
78.87
91.92
84.89
88.63
96.74
90.04

C5
97.05
95.25
92.22
96.61
93.70
90.81
93.70
90.70
91.21
97.82
93.91

C6
97.18
94.88
93.05
96.89
93.52
90.05
92.50
93.51
91.32
98.15
94.11

Figure 6.8 – Radar plot of the mean value of the proposed feature,Y, of all classes of the hand
gesture.

curate classification mechanism. The proposed feature extraction scheme will be applied
in the next chapters to detect hand applied force, (Chapter 7), and estimate human intention
(Chapter 7) while interacting with a robot to provide a safe interaction while human is in
proximity to a robot.
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Chapter 7
Human Intention Estimation and Applied Force
Detection for Safe Interaction
This chapter presents a human worker intention estimation scheme that incorporates worker
hand activities and robot actuation effort to control the robotic arm. More specifically, an
FMG band is placed around the worker’s forearm to record muscle activity. A method to
detect human applied force and translating the applied to a robot gripper force is proposed.
A Recurrent Neural Network (RNN) in Long Short Term Memory (LSTM) design is proposed to learn multiple features extracted from the robot dynamics, the worker forearm
muscle activity, and applied force. Figure 7.1 illustrates the proposed method to estimates
human intention in consecutive time steps. As can be seen from the figure, the proposed
method applies human forearm muscle FMG to calculate human-applied force and to train
the LSTM, which is denoted by LSTM-F to represent the LSTM for human force. In addition, to control robot movement, the proposed approach uses the robot dynamics and
LSTM, that is denoted by LSTM-R, where R indicates the robot dynamics. Distance sensors are used to provide information regarding human presence in proximity to the robot
and to control the robot more reliably. The approach proposed in this chapter is used to distinguish between intended and unintended human-robot contact, which leads to a safe and
reliable interaction between worker and robot. The overall scheme is validated by conducting experiments using an industrial robot and developed sensors, and the results confirm
our claim in providing cooperation and safety in human-robot collaboration in an industrial
setting. Section 7.1 presents human hand activity detection and applied force on robot’s
arm estimation. Section 7.2 presents a method to control a robot while human and robot
are in contact. Section 7.3 presents estimating human intention and robot reaction by using
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Figure 7.1 – Block diagram of the proposed approach predicting the human intention in two
consecutive time steps.

RNN-based method. The proposed method is evaluated in section 7.4. Finally, this chapter
is concluded in section 7.5.

7.1 Estimating Hand Movements and Applied Force Using FMG
7.1.1 Forearm Muscles Activities Graph
As mentioned in Chapter 6, FMG entails monitoring the forces applied by the surface
muscles using force sensors. In this chapter, FMG of the forearm is obtained using a
band containing eight force sensors. To extract information from the obtained signals, the
moving window in width w is defined. As in Chapter 5, the PSD of the signals at each
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window are measured from the equation,
PSD =

|X [k]|2
fs .w

N

X (k) =

(7.1)

(−2π i(m−1))/N

∑ x(w)e

s=1

where N is the length of the frequency window for the FFT. Likelihood is another informative signal feature that is calculated as,
l=

ks × ξ
− log(1 + ξ )
1+ξ

(7.2)

where ks = |X |2/var(Ns ) is a posteriori Signal to Noise Ratio (SNR). The ξ is a priori
SNR of the signal which is determined by the decision-directed method [143] as discussed
in Chapter 5.
The feature extracted from each window is a combination of the abovementioned features:

n

Q(n) =

∑

αi PSDi .eβi li

(7.3)

i=n−ws

where α and β are parameters that should be determined experimentally.
As discussed in Chapters 5 and 6, since human forearm-muscles activities are monitored by an FMG bandage that is worn by a worker, a graph can be defined to represent
human hand activities, where FSR sensors in the bandage are the vertices and differences
between each pair indicate edges. The graph of the eight sensors at time window n is given
as,



0

|Q2 − Q1 | ... |Q8 − Q1 |



 |Q1 − Q2 |
0
... |Q8 − Q2 |
Y (n) = 
..
..
..

..

.
.
.
.

|Q1 − Q8 | |Q2 − Q8 | ...
0

where Y ∈ R8×8 and is symmetric, i. e. Y (i, j) = Y ( j, i).
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(7.4)

7.1.2 Translating Human Forearm Muscles Activities to Applied Force
On the Robot
It is well known that muscle force increases with muscular activity [38]. By taking into
account the forward dynamics of the grasp, the following formula is resulted,
fr .l = aτ δ

(7.5)

aτ δ = I q̈s + d q̇ + c(qs − q0 ) + fe .le
where fr , aτ and fe denote the robot gripper force, its gain and human applied force respectively, l and le are robot arm and human arm length; qs and q0 are the position of human
hand and the object; δ is a function of the forearm muscles activation given by FMG, and
I, d and c are the inertia, damping and stiffness of the hand respectively. By neglecting the
effect of inertia and external torques in the above equation and rearranging it, the following
formula is given,
c
aτ
q˙s = − (qs − q0 ) + δ
d
d

(7.6)

The dynamics can be estimated in discrete time as follows:
qsn+1 = (1 −

Taτ
Tc
cT
)qsn +
δ + q0
d
d
d

(7.7)

where T and n are the time step and iteration number. To find c mapping based on experimental data, we used a function of a modified hyperbolic tangent shape. The flexibility and
capability of the modified hyperbolic tangent shape in the generation of various output profiles have been discussed in [145] to describe the non-linearity of each neuron in a neural
network. The mapping function is given as follow,
T

1 − e−S2 (δ δ )
c = S1
T
1 + e−S2 (δ δ )
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(7.8)

where parameters S1 and S2 are constant gain and determined experimentally, and c denotes
the stiffness reference, which is allocated in the robot controller to control gripper force.
To identify the parameters in equation (7.8), FMG is actively recorded as objects are
picked up by human hand. The extracted FMG feature Y is normalized using Maximal Voluntary Contraction (MVC) feature, denoted by V , that resulted by picking up the maximum
robot tolerable weight. To extract the V , the human picks up a part with maximum robot
tolerable weight to result FMG matrix. The normalization at every time window is defined
by the following formula,

R(i, j) =

Y (i, j)
, 0 ≤ R(i, j) ≤ 1
V (i, j)

(7.9)

where R is the muscle activation level at time window n detected by FMG bandage. The
resulted matrix R can be shown as a graph of eight vertices same way as Y . To extract the
graph vertices weights, the following function is presented,
8

8

δ = diag{ ∑

∑ R(i, j)}

(7.10)

j=1 i=1

where δ is the diagonal matrix in size 8 × 8 with the sum of the associated edges weights
with each sensor or Q at nth time window. The mapping between human forearm stiffness
and the robot gripper force is defined as,
fr = c( fmax − fmin ) + fmin ,

(7.11)

where fmin and fmax are determining the range of controllable robot grippers force, and c is
the mapping parameter between the muscle activation and robot endpoint or gripper force.
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7.2 Controlling Robot Dynamics While Human and Robot
Are in Contact
In this section, a method to make the robot manipulator move safely while detecting a
contact is described. The system under study is physically human-robot interaction. The
proposed control method has one main difference from existing adaptive impedance control
method. In contrast to trajectory-following based methods [35, 40, 114, 116, 120, 146–148],
this approach minimizes the model-following error between the output of the robot model
and the motion of the robot [149] without utilizing task information.
The robot dynamic is presented by the second order equation as a mass and damper
system and is given as,
M(q)q̈ +C(q, q̇)q̇ + G(q) = τ + τr

(7.12)

where q ∈ Rn is the vector of joint coordinates, n is the number of joints, M ∈ Rn×n is a

symmetric positive definite mass (inertia) matrix, C(q, q̇)q̇ ∈ Rn×1 is the vector of Coriolis

and centripetal forces, G(q) ∈ Rn×1 is the vector of gravitational torque, τ indicates control
torque, and τr is the external torque. By applying the translational Jacobian matrix J, the
robot dynamic equation (7.12), can be written by considering the robot’s endpoint x as,
˙
J −T M(q)J −1ẍ + J −T (C − MJ −1 J)(q,
q̇)J −1 ẋ + J −T G(q) = τ + J T (q) fr

(7.13)

where fr is the worker applied force on the robot’s arm. Note that the the human applied
force in equation (7.13) is calculated using the presented method in the last subsection and
equation (7.11).
The aim is to design τ in equation (7.13) to make the robot collaborate with a human.
Therefore, endpoint position error must be minimized, (i. e. e = xd − x, where xd is the
desired endpoint position). The proposed error minimization method tries to follow a model
without performing task information. To design τ to make the robot follow the model in
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equation (7.13), the formula is given as,

τ = h(z) + r − fr

(7.14)

where h(z) denotes the control using RNN which is defined in section 7.3, z = [q, q̇, ẋd , ẍd , e, ė, ε ],
where ε =

Rt

0 e(ρ )d ρ ,

and r is given as follows:
r = ė + Λ1 e + Λ2 ε

(7.15)

Where Λ1 and Λ2 are positive definite constant matrix. By considering the controller in
equation (7.14), h(z) is given,
h(z) = M(q)(ẍd + Λ1 ė + Λ2 ė) +C(q, q̇)(ẋd + Λ1 e + Λ2 ε ) + G(q)

(7.16)

Differentiating e with respect to time, one has ė = ẋd − ẋ and ẋ = ẋd − ė, and differentiating
ẋ with respect to time results in ẍ = ẍd − ë. Considering equation (7.15), the aforementioned
formulas can be written as ė = r − Λ1 e − Λ2 ε and ë = ṙ − Λ1 ė − Λ2 e. By applying these
expressions to equation (7.13), the following formula is given,
˙ ẋd − (r − Λ1 e + Λ2 ε ))
J −T M(q)J −1 (ẍd − (ṙ − Λ1 ė − Λ2 ė)) + J −T (C − MJ −1 J)(

(7.17)

+G(q) = τ + J T (q) fr
˙ ≡ C(q, q̇), the above equation
By denoting J −T M(q)J −1 ≡ M(q) and J −T (C − MJ −1 J)
gives the sliding mode error dynamics as follow,
M(q̇)r = −C(q, q̇)r + h(z) − τ − J T (q) fr

(7.18)

where h is RNN, which is defined in the next section.
Note that the proposed controller in equation (7.14) is composed of three parts: h is a
non-linear function resulting from RNN, r consists of minimizing the model error e, and fr
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is used for adapting robot movement based on human-applied force.

7.3 Estimating Human Intention and Planning Robot Reaction Based on RNN
One of the challenging tasks for safe human-robot cooperation is control of the robot while
it is working with a human. A common approach is designing a task-specific controller
structure [40, 115, 149], based on the desired M, C, ẋd , and xd to provide reliable interaction. In such a scheme, the desired trajectory is defined a priori. In this section, an RNN
approach is used to control robot movement when cooperating with a worker in a shared
task, and to detect human intention as soon as contact occurs in order to provide a reliable
response, such as stop, in case of unintended contact, or collaboration, in case of intended
contact. RNN is applied in applications where a sequential data is available such as speech
recognition [150] and DNA analysis [151]. Since human-robot collaboration consists of
a sequence of data that represents human efforts, (for example, FMG and applied force),
and robot parameters, (such as endpoint velocity and joints’ angles), RNN can be applied
to provide a safe and reliable collaboration. RNN encodes past contextual information and
estimates a fixed number of steps into the future.

7.3.1 RNN and LSTM Unit
7.3.1.1 RNN
RNN is a supervised scheme that takes a sequence of data as input to form a model of the
system and returns a discrete distribution by projecting states. RNN estimates the output yt
is follow,
yt = f (Wy ht )
ht = σ (Wh ht−1 +Wx xt )
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(7.19)

Figure 7.2 – RNN in three time steps. xt is input and ht is hidden layer output at time step t.

where Wy , Wh , and Wx are the weight matrices for hidden layer output ht , past hidden layer
activity ht−1 and the input xt . The dependency of the current layer on the previous layer
ht−1 is a non-linear function shown by σ (.). An input vector sequence x = (x1 , ..., xT ) is
passed through weighted connections to a stack of N recurrently connected hidden layers
to compute first the hidden vector sequences hn = (hn1 , ..., hnT ) and then the output vector
sequence y = (y1 , ..., yT ). Figure (7.2) shows an RNN in the form of a chain of repeating
non-linear function, σ = tanh in three time steps. Depending on what the output is, if it
is a binary classification problem, then we can use a sigmoid activation function
softmax

exi
x
∑Kj=1 e j

ex
ex +1

or a

for i = 1, ..., K for a K-way classification problem.

To predict the future context from the past contexts, RNN is not capable of applying
long term data because of gradient diminishing and exploding problems [152, 153]. For
this reason, LSTM is utilized.
7.3.1.2 LSTM
The block diagram of LSTM is shown by Figure 7.3. LSTM uses a linear dependence
between its memory cells in the current and past states, which is shown by ct and ct−1 . In
addition, every LSTM cell has input and output gates that apply the non-linear functions.
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Figure 7.3 – LSTM in three time steps. It has four interacting function layer.

LSTM is written as follows:
it = σ (Wxi xt +Whi ht−1 +Wci ct−1 )
ft = σ (Wx f xt +Wh f ht−1 +Wc f ct−1 )
ct = ft ct−1 + it tanh(Wxcxt +Whc ht−1 )

(7.20)

ot = σ (Wxo xt +Who ht−1 +WcoCt )
ht = ot tanh(ct )
where it , ft and ot are the input, forget and output gates respectively.

7.3.2 Proposed Strategy
Figure 7.4 shows the proposed strategy for human intention prediction and robot reaction
in memory of length n. The proposed method applies LSTM for both FMG and robot
dynamics (RD). Then two types of LSTM, LSTM-F and LSTM-R that indicate FMG and
RD are developed. The length of memory ct , is n which indicates the number of time steps
of obtained data from FMG and RD that are used to predict human intention and to provide
a robot reaction. Figure 7.4 shows that LSTM-F and LSTF-R outputs are delivered to the
final states. The final states represent the probability distributions defining the FMG and
RD features. A combination of the final states resulting from FMG and RD produces a
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Figure 7.4 – The proposed method for intention prediction and robot reaction. The LSTM cell
length is n and the FMG and RD features are applied during the time steps.

vector of data in size of 2n × 1 and is used to estimate human intention and control the
robot using the LSTM which applies Softmax function. By this approach, we develop a
classifier to estimate human intention and to provide robot reaction.
The LSTM-R output are the robot’s joint positions and endpoint velocity and position
which are used to develop the controller h(z) in equation (7.14).

7.3.3 Planning Robot Reaction
The proposed method in the last subsection can control robot movement when a contact
occurs. In this subsection, robot motion planning to prevent collision by detecting distance
between human and robot is proposed. For this reason, evasive motions of robot’s joints
are developed prevent unintentional collision. The idea is to map the detected distance of
of several locations of interest on to desired displacement along the kinematic chain. To
obtain the corresponding joint displacement ∆q0 for the vector of joint coordinates, inverse
kinematics are necessary. However, if the desired displacement is small, the ∆q0 of the
joint angles can be computed through transposed Jacobian. For single desired displacement
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∆dist of the point s on the manipulator, the corresponding ∆q is obtained by,
∆q = k p JsT (q)∆dist

(7.21)

where Js is the three rows associated with the Jacobian matrix, k p is a positive real parameter, and ∆dist is the displacement vector proportional to the detected distance between
human and robot. In addition, the evasive torque vector is given as,
n

τ = ∑ JiT · ∆qi

(7.22)

i=1

where Ji is the ith joint Jacobian component, ∆qi is the displacement of the ith robot joint.
Consequently, the evasive joint velocity can be obtained as:
q̇ev = (M · ∆q +C)−1 · τ

(7.23)

where M and C are the mass matrix and damping vector respectively.
A reward function is shown by R which indicates how the FMG and RD probability
distribution are defined to control robot movement. To take into account human intention
for more reliable interaction, the reward function is defined as,
n

R = ∑ q̇iev P(LST M − F)P(LST M − R, Si )

(7.24)

i=1

where P(LST M − F) is the resulting probability distribution at the final state of the LSTMF memory cell, P(LST M − F, S) is the extracted probability distribution at the final state of
the LSTM-R considering the robot controller state, and Si is the state of the joint i that is
estimated by the controller throughout the task operation. By evaluating the robot endpoint
position and speed, a possible collision or dangerous action can be avoided when a human
uses his hand to interact with the robot. The final step LSTM using the softmax assigns
probabilities to different anticipated actions that are categorized as intended and unintended
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activities. The output at the final step of the algorithm is backpropagated and concatenated
with other features to form the input for the next time step. The reward function is used
with neural network processes, such as backpropagation.

7.4 Experiments
This section provides experimental setting and results. The experimental methodology such
as FMG band, Yumi ABB robot, and distance sensors have been presented in Chapter 3.

7.4.1 Setting
The position of the joints and the endpoint are predetermined by the controller. To estimate
the MVC, the worker has to pick up a 500 g part. This value is chosen because the maximum tolerable load for one robot arm is 500 g and it can work at maximum load while
cooperating with the human. The parameters S1 = 15 and S2 = 0.005 are set manually. The
window width for feature extraction is set to 15 samples (w = 15), with 5 samples overlap.
Two sensor nodes which three distance sensors mounted on them were affixed to the 2nd
and 3rd joints of the robot arm as shown by Figure 3.8. These sensors can detect obstacles
at a distance of 5cm. The node sends the detected signal to the base station using wireless
communication.
The FMG signals detected from the human forearm are used to train the LSTM-F. The
recorded robot’s joint positions and velocities, and detected exerted force by the worker, are
used to train the LSTM-R. The LSTM was tested with a sigmoid activation function for the
number of 1 to 9 time steps, and two sets of features, (FMG data and robot dynamics), were
considered in the proposed multimodal topology. The data required for training the LSTMF were collected by instructing the participant to wear the FMG band around their right
arm and perform a task 50 times. The LSTM-R was trained for the cooperation scenario
separately, while the robot was working in proximity to the human. F1 factor are used to
assess the intention recognition performance [125]. This factor is calculated by three-fold
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cross-validation of data and reporting the average. The factor is defined as follow,
F1 =

2 × TruePositive
2 × TruePositive + FalseNegative + FalsePositive

(7.25)

7.4.2 Results
7.4.2.1 Experimental Result 1, Translating Human Forearm Stiffness to Control
Robot Gripper Force
Figure 7.5-7.9 illustrate the FSR sensors values by picking 10 different parts. These values
show the amount of applied pressure on FSR sensors by forearm muscles movement while
picking up different objects. Based on the weight and size the forearm muscles activities or
stiffness are different. When conducting the same tasks, the robot applies different forces
to pick the objects. For instance, to grab parts 1 and 6, the robot has to apply 5N and 6N
forces respectively. Figure 7.10 illustrates the boxplots of the calculated gripper’s force
for picking up different parts. As it can be seen from the boxplot, small parts have less
quartile than bigger ones. Since the required force to pickup the bigger parts varied during
the test trials, the resulting calculated force is in the larger interquartile range compared
to the smaller ones. To test the performance, the reference force which is the minimum
required force for picking up the object with no damage are calculated. The error between
the reference and measured values are defined as,
E=

1 T | fre f − fmea |
∑ fre f
T t=1

(7.26)

where T is the number of trials of the test procedure (200 overall). The average error for
each part has been reported in Table 7.1. As it can be seen from the table, the proposed
approach has about 1.75% error.
It is of great importance to have a small error practically when working with small
pieces such as electronic components or devices because of their fragility. Table 6.1 shows
1.9% average error for working with parts lighter than 100 grams. For instance, considering
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Figure 7.5 – Experiment 1, the values of the FSR sensors in the strap by moving parts 1 and 2
in trial 1.

part 8 with a weight of 100 grams and a reference force of 8N, there is 2% error or 3N total
difference exist in all 20 trials of the experiment. To pick up parts 3 and 7, since the
maximum force by each arm’s gripper is 20N, the second arm (right) cooperated with the
left arm. In this case, the required force is divided between the two arms. To sum up the
discussion, the proposed approach could transfer the human arm stiffness to the robot’s
gripper force successfully.
Table 7.1 – Experiment 1, different pieces and reference robot forces

Parts
1
2
3
4
5
6
7
8
9
10

Weight (g)
25
400
750
50
450
30
850
100
40
60

Size (cm)
2x2x0.5
3x3x1
15x4x1
3x1x1
5x2x2
2x3x0.5
4x2x1
5x3x0.5
8x0.5x0.5
12x0.5x0.5
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Reference Force (N)
5
14
27 (two arms)
7
15
6
33 (two arms)
8
5
6

Error %
1
1.4
1.2
2
1.6
3
2
2
1.7
1.6
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Figure 7.6 – Experiment 1, the values of the FSR sensors in the strap by moving parts 3 and 4
in trial 1.
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Figure 7.7 – Experiment 1, the values of the FSR sensors in the strap by moving parts 5 and 6
in trial 1.
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Figure 7.8 – Experiment 1, the values of the FSR sensors in the strap by moving parts 7 and 8
in trial 1.
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Figure 7.9 – Experiment 1, the values of the FSR sensors in the strap by moving parts 9 and 10
in trial 1.
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Figure 7.10 – Experiment 1, Boxplot for robot gripper forces. lighter parts have smaller interquartile range (IQR) compare to the heavier ones.

7.4.2.2 Experimental Result 2: Human is Located Next to The Robot
Figure 7.11 (b) illustrates the FMG of the worker when doing his task in packing and moving the box. To test the proposed approach, the participant repeated packing and placing
for 5 minutes. During the test, the human worker tries to touch the robot arm intentionally
and unintentionally. Figure 7.11(c) shows that in the presence of the distance sensors, the
worker became close to the robot arm when picking up the part and one of the distance sensors on the join 3 could detect the presence of the obstacle. Figure 7.11(d-f) shows joints
2, 3, and 4 positions and evasive angles which prevented the unintended collision.
Figure 7.12 illustrates the situation when human tries to touch the robot intentionally
when there is no distance sensors present. This figure shows the FMG signal values when
the human worker tries to touch the robot arm three times. The robot reduces the endpoint
velocity and releases the brakes in those situations. In the last intentional touch, the robot
stops while releasing the brake to cooperate with human in adjusting the joint position.
Figure 7.13 illustrates the effect of the memory length of the LSTM on predicting
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Figure 7.11 – Experiment 2, Human is located next to the robot. a) Human worker puts the
packed box on assigned location A. b) The FMG signals, c) Distance sensor output which was
mounted on joint 2, d) Joint 2, e) Joint 3, and f) Joint 4, angles during the task performing, red
line shows the evasive motion and blue lines indicate the robot motion trajectory.
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Figure 7.12 – Experiment 2, human worker tries to touch the robot’s arm. a) The robot does not
have the distance sensors on the arm. b) FMG signals, c) Robot endpoint velocity. The robot
stops completely at between 180 to 205 time step when the worker tries to adjust the robot’s
arm position intentionally.

worker intention and robot reaction. In this case, the proposed multi-modal method was
examined and compared with the FMG and robot dynamics individually.
The plots show that by increasing the number of LSTM memory cells the F1 factor
gradually increases. By detecting obstacles within 5 centimetres before a collision, the F1
factor using the distance sensors, is greater than the F1 value without using the sensors.
The total required time for intention recognition and robot planning using memory length
3 will be 0.75 sec. As the F1 scores show, applying both FMG and the robot’s dynamics
gives better performance when compared to applying them individually.
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Figure 7.13 – Experiment 2, effect of the LSTM cells length on F1 score in the first scenario.

7.4.2.3 Experimental Result 2: Human is Located in Front of The Robot
Figure 7.14 shows the results when the worker manipulates the robotic arm to adjust the
position of the endpoint, and data from distance sensors are not available. Figure 7.11 (c-d)
shows that intentional contact was correctly detected, and the controller stopped the robot
and released the brakes to cooperate with the human in adjusting the endpoint position.
Using the distance sensor to detect the obstacles in within 5 cm range, the robot endpoint is controlled to cooperate in the case of intended contact before any dangerous collision occurs. Figure 7.15 shows the distance sensor output when the worker tries to adjust
the robot’s endpoint position, which is observed by changes in joint 6. A comparison between the performance of this multi-modal approach with other techniques was done by
calculating the F1 factor, as explained in Scenario 1. Figure 7.16 shows that results for
the two considered scenarios are consistent. The multi-modal approach using FMG and
robot dynamics data along with the distance sensors results in the most reliable intention
prediction and collision avoidance method. It shows that incorporating distance sensors,
FMG, and robot dynamics, makes cooperation safer and more reliable.
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Figure 7.14 – Experiment 2, a) The worker tries to adjust the endpoint position intentionally
and wears the FMG band on the forearm, b) FMG signal values, c) endpoint velocity during
the cooperation, d) adjusted joint angle considering human intention.

Figure 7.15 – Experiment 2, a) FMG signal when the worker touches the robot arm end effector
intentionally in presence of the distance sensors, b) Adjusted joint angle, c) Distance sensor
output.
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Figure 7.16 – Experiment 2, effect of the LSTM cells length on F1 score in the second scenario.

7.4.2.4 Experimental Result 3
Figure 7.17-7.19 illustrate the resulting FMG signal, the robot gripper force, and its velocity
when handling a 1.2 Kg part 30×7×4 centimetres in size. Figure 7.17 (a) shows scenario
1 when human and robot cooperate to moving a part. Figure 7.17 (b) illustrates scenario 2
when human applied force to hold the part has been decreased because of the fatigue and
shows that the robot increases its gripper force to prevent the part from falling and hence,
the job is completed. Figure 7.18 (a) shows scenario 3 when human intentionally adjusted
the gripper position while cooperating, and robot increased gripper force and decreased
endpoint velocity. Figure 7.18 (b) shows scenario 4 when worker dropped the shared part
middle of the cooperation. The robot stopped working and increased the gripper force.
Figure 7.19 (a) shows scenario 5 when the worker wanted to stop working intentionally.
Then, the robot stopped working until the human wanted to move the shared part at time
step 200. Figure 7.19 (b) shows scenario 6 that FMG signals detect the unusual change
at time step 100. As a result, the robot stops working to prevent collision. At time step
170 the worker restarted working safely and the robot continued the cooperation. At time
step 210, the worker decreased the applied force on the part due to fatigue (at this time,
scenario 2) and the robot increased its gripper force to prevent the part from falling and
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Figure 7.17 – Experiment 3, human worker FMG signals, estimated robot gripper force, and
velocity of the endpoint, (a) scenario 1, (b) scenario 2.

hence, the job is completed. This experiment shows that the proposed method to estimate
human intention using FMG can detect human worker intention while cooperating with a
robot.
To evaluate the effect of LSTM memory length in the proposed feature for anticipating future intention, the FMG and robot dynamics have been examined individually and
compared with the FMG+Robot dynamics. As in the previous experiment, F1 factor is
used to asses the performance. Figure 7.20 shows an evaluation of the proposed approach
using different numbers of memory cells. As plots show, a memory cell with a length of
4 is the optimal. It also shows when increasing the number of cells, the F1 factors is not
significantly increased.
Figure 7.21 shows the confusion matrix regarding classification accuracy for the defined
scenarios in the three segments of the routing. Figure 7.21 illustrates that the average
probability of dangerous error (unintentional) is 0.071, as shown by yellow color. The
other errors in blue color, which happen in intentional scenarios, are not causing collisions.
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Figure 7.18 – Experiment 3, human worker FMG signals, estimated robot gripper force, and
velocity of the endpoint, (a) scenario 3, (b) scenario 4.
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Figure 7.19 – Experiment 3, human worker FMG signals, estimated robot gripper force, and
velocity of the endpoint, (a) scenario 5, (b) scenario 6.
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Figure 7.20 – Experiment 3, effect of the LSTM cells length on F1 score.
Table 7.2 – Experiment 3, comparison of the proposed approach with state-of-the-art methods

F1 scores
Methods
SVM [154]
HMM [124]
RNN [125]
Proposed Method

part1 part2 part3

total

0.74
0.79
0.82
0.91

0.72
0.76
0.81
0.90

0.68
0.72
0.78
0.85

0.73
0.77
0.82
0.90

For instance, in segment 3 where scenario 6 has accuracy of 0.95, there is a 0.05 chance
that the robot stops working due to misclassifying the scenario as scenario 5 and a collision
does not occur. In addition, it is observed that in segment 3, scenario 2 is misclassified
more than other sections because when worker grip force decreases, the classifiers could
not estimate human intention correctly and misclassified with scenario 1, 3, or 4.
Table 7.2 shows a comparison of the proposed approach with the state-of-the-art methods in human-robot cooperation. The proposed approach shows noticeably higher accuracy,
mostly due to the proposed effective multimodal LSTM approach.
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Figure 7.21 – Experiment 3, classification accuracy of the proposed method in six collaboration
scenarios. Three parts have been used to move in a rout with three segments.

7.5 Summary
This chapter presents a multi-modal method to ensure safety during human-robot interaction. In this regard, FMG data from the human forearm and robot dynamics were extracted
to form a method based on RNN to predict human intention and plan safe robot reactions.
The critical distance between the worker and the industrial robot was applied in combi-
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nation with FMG and robot dynamics to provide a more secure collaboration. Human
intention was also categorized as intended and unintended contact. Then, based on the category, a task-specific and safe reaction was performed by the robot. A method based on
RNN was developed to categorize human intention as intended contact or unintended collision. In the proposed technique, a memory cell has been established to consider relative
human activities and robot dynamics during the collaboration time. The proposed scheme
has been designed and built for human-robot interaction scenarios using a ABB YUMI
robot, an FMG band, and distance sensors. The system has been experimentally examined
for human intention prediction and robot reaction validation. The proposed approach can
improve current industrial robotic systems to provide a safe shared workplace. Two experiments were conducted with a human and a robot working in proximity or sharing a load.
In these cases, the collision prevention method has been evaluated. The results show the
F1 score will be around 90% using the proposed method. The results of this study indicate that a system incorporating human muscle information (FMG), robot dynamics, and
environment factors (the distance between the human and the robot) is a viable solution to
ensure safety in human-robot collaboration.
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Chapter 8
Conclusion and Future Work
Human-robot interaction is an attractive field of study to many researchers in recent years.
It presents an opportunity to be more flexible and productive by combining human worker
adaptability with the robot’s abilities. However, providing safety is a crucial and challenging issue that prevents wide use of collaborative robotic systems in manufacturing
plants. Accordingly, safe human-robot interaction is an interesting field of research with
many opportunities. Previous approaches to human-robot interaction were briefly reviewed
in Chapter 2 in two main categories, such as providing safe distance between human and
robot and providing safe cooperation while working in proximity or in contact with a robot.
However, research needs to be performed to develop methodologies for safe and reliable
interaction while considering flexibility to be applied in different applications. This thesis
aims to improve human-robot collaboration in industry, and to develop effective techniques
to enhance cooperation and provide safe interaction. It was assumed that the workplace is
an indoor environment without rain, strong wind, and flood. This chapter summarizes the
contribution of this thesis to human-robot collaboration. Additionally, this chapter points
out possible future research directions to be pursued as an extension of this thesis.

8.1 Conclusions
This thesis introduced new methods to provide safe human-robot interaction in industry,
as an alternative to current approaches that separate humans and robots by barriers. Two
objectives were presented to develop methods for safe collaboration. Firstly, this thesis
considered providing a safe, shared workplace using a sensor network. Secondly, safe co-
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operation was considered by recognizing human intention using hand activities and exerted
force. In the case of providing a safe shared workplace, a tracking method and sensor selection approach for a WSN were recommended. The proposed approaches can be applied
to detect and to estimate a worker’s location and speed relative to a robot. The proposed
recognition of human hand activities, robot gripper force, robot arm movement control,
and human intention estimation protect the human hand from a dangerous collision when
the worker is in proximity to a robot or in contact. The following describes the developed
methodology and contribution of this dissertation.

8.1.1 Providing a Safe, Shared Workplace Using a Sensor Network
This thesis addressed safety while a human worker and a manipulating robot are working
in a shared workplace with no separating fences. The main contribution was to introduce a
safe distance between human and robot. This thesis investigated tracking methods to avoid
a collision while a worker is moving around the protected operating robot, and working on
developing an effective tracking method in an uncertain industrial environment led to research on the method of sensor selection. Chapter 4 addresses a safe workplace for workers
in the presence of a robot through human worker detection in a WSN and motion recognition. Chapter 5 develops techniques to track the worker while they are working around
the robot and to select reliable sensor data that makes the tracking system more efficient.
The contributions of this thesis in providing a safe distance and avoiding a collision are
summarized below.
• A safe workplace for humans using distributed sensors was presented, and a feature
extraction method was proposed in Chapter 4. The proposed feature extraction technique applies signals from a sensor network to detect and locate the human in the
workplace. The HMM algorithm was used for motion recognition. This method can
provide a safe indoor workplace by recognizing human motion that could cause a
dangerous collision with robots. In addition, Chapter 4 shows the effectiveness of
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the WSN in monitoring the workplace to provide safety.
• The necessity of estimating human location and speed relative to a robot raised the
need for an accurate tracking method. Chapter 5 presents a tracking method that
updates the unscented transform parameters in the Unscented Kalman Filter (UKF)
using Gaussian optimization. The proposed method, Updated Unscented Kalman Filter (U2KF), not only improves the tracking accuracy but also estimates and predicts
the danger to a human in a shared workplace.
• Sensor selection plays a key role in providing an effective tracking method. Chapter 5
develops sensor selection algorithms that are applied along with the proposed U2KF
tracking approach. Two sensor selection methods, sigma points probability (SP) and
target trajectory (TT) were proposed. The appeal of these two algorithms is that they
help to provide accurate worker tracking by considering uncertainties, such as noise,
in environment. The experimental results confirm the effectiveness of the proposed
approach in tracking a human worker and selecting reliable sensors compared to the
state-of-the-art methods.
• By applying WSN, there is not blind spots in sensors measurements. In addition,
the proposed method has lower complexity than vision-based methods because the
obtained signal was one dimensional and the proposed feature extraction was fast.
Noise was considered as a combination of noise sources such as interference, packet
drop, and device malfunction in this thesis. Since visible to infrared sensor was used
to detect a worker, the lighting condition and humidity do not have any effect on the
proposed method. The proposed methods in this objective were practically evaluated
by detecting one human worker in a network. The number of human subject can
be extended and multiple human worker tracking and motion recognition can be
considered using the proposed methods. In addition, the number of applied sensors
in a network was limited to the available lab area. In future, the number of sensors
in a network can be extended while monitoring a larger area. In this thesis, TelosB
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sensor motes were used to monitor the workplace. To extend the application of this
work, other types of sensor nodes, such as Raspberry Pi, can be applied. However,
by increasing the number of sensors in a network and using only one base station,
queuing effect occurs that causes delay in sending data. By segmenting the network
and applying more base stations this issue will be solved.

8.1.2 Recognizing Human Intention by Detecting Hand Activities and
Exerted Force
Safe human-robot cooperation when they are in proximity or in contact is another contribution of this thesis. State-of-the-art methods were reviewed, and challenges were addressed.
Since human activities are unpredictable and fast, body-related data helps to provide a productive interaction. In this thesis, ensuring safety for the hand as the most critical part
of worker’s body was developed. Hand activities were investigated through FMG signals
that helped to significantly describe worker applied force. This thesis develops a machine
learning method to extract informative data regarding human intention and provide a fast
and secure reaction by the robot. Chapter 6 presents the proposed method of hand gesture
recognition. It shows the ability of FMG to provide useful features from hand activities.
Chapter 7 establishes a technique to control the robot gripper force. The interesting feature
of this method is that it can be used to capture the imposed force by a human. Chapter 7
then investigates a method for reliable and safe human-robot interaction when they are in
proximity to one another. In the case of physical cooperation between human and robot,
the contribution of this thesis is summarized as follow:
• Chapter 6 presents a gesture categorization method. FMG signals are captured by a
sensor strap that was wrapped around the worker’s forearm. This technique proposes
graphs of the hand gestures and updates the parameters along with a multi-objective
optimization (MO) algorithm to extract class-specific features. The classification
using SVM shows that the proposed features are distinctive and can be applied to
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differentiate various classes of hand actions.
• Chapter 7, proposes a method to transfer human forearm muscle activities to the
robot controller to control the robot gripper force. This technique presents a useful
application when a human and robot are collaborating to move parts of different size
and weight. The robot controller should adjust the robot’s gripper force based on the
applied-human force to have reliable cooperation in doing the tasks.
• Chapter 7 presents a method of safe cooperation by applying human-exerted force
and the robot’s dynamics. This method investigates reliable and safe human-robot
interaction when they are in proximity to one another. A human worker intention
prediction method using the proposed RNN-based algorithm was developed. This
avoids collision by anticipating the worker’s intention and providing a reliable robot
reaction. In addition, this method is applicable in cooperation scenarios where human and robot are sharing and manipulating a load. Experiments were conducted
to evaluate the effectiveness of the proposed approach in predicting human intention
and providing a safe collaboration with robot. Overall results suggest that incorporation of the proposed method for predicting intention and planning the robot motion
will permit the system to work consistently. In addition, safe interaction will be
guaranteed when they are working closely or in contact.
• In this thesis, FMG was used to detect human hand activities. The designed FMG
bandage has 8 FSR sensors to cover a worker forearm. This bandage is flexible, light
weight, and can be used every where in an industrial environment. The applied FSR
sensors measurements were not too much noisy. However, to remove any high frequency artefact such as malfunction in FSR sensors or connection between sensors
and embedded Arduino micro-controller in the FMG bandage, low pass filter can be
utilized. The proposed feature extraction, human applied force detection, and human
worker intention estimation were fast and reliable while cooperating with a robot.
The results in hand gesture recognition showed that the classification accuracy may
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be affected by incorrect data capturing for training the gestures. In this case, the
participants accuracy in performing gestures during data collection is important and
helps to have better classification performance. To extend this work for future application, more than one person while wearing FMG bandage can collaborate with
robot. A dual arm collaborative Yumi ABB robot was used to evaluate the proposed
method. To extend this work, industrial robots with higher tolerable load can be used
to collaborate with human. In this thesis, proposed approaches have been evaluated
in practical and realistic scenarios. For this reason, the number of ten persons participated in the tests. Research ethic clearance was applied from Research Ethics Board
(REB) at university of Windsor.

8.2 Future Work
According to the widespread interest in industry for robot cooperation with humans, humanrobot interaction will be an active and essential field of research. The approaches proposed
here have the potential to provide an appropriate framework for reliable and safe cooperation between humans and robots. In the following, some promising directions for future
work are reviewed.
• In human-robot interaction in industry, sensors help to provide an effective description of human activities. In such an interactive environment, sensors should be designed to be used by a human worker. Sensors should be flexible enough to worn by a
human while working in a dynamic industrial environment. In addition, sensors have
to provide effective features regarding human activities to apply classification methods without increasing the mathematics and computational complexity. Therefore,
investigation and application of sophisticated sensors, such as bio-related sensors to
detect human activities and passive range detection sensors to detect workers, for
human-robot interaction should be a future plan.
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• In this thesis a new tracking method for effective estimation of human location was
developed. However, the proposed method applies data obtained from just one type
of sensor in the network. Applying different types of sensors to increase the capability of the network for human location can improve tracking performance. A fusion
of various types of sensors such as, lidar and vision, can be applied to provide a
multi-modal algorithm to track workers accurately. For this reason, in future work,
tracking a human by applying different types of sensors will be investigated and a
new tracking method based on sensor fusion will be presented.
• Human intention prediction is one of the interesting fields of research. It should be
noted that the machine learning method developed in this thesis applies LSTM to
process a sequence of data during interaction. As the results show, accuracy using
three or four memory cells is acceptable for human-robot interaction in an industrial
setting. However, in some applications like medical applications, eg. surgery, taking
as mush as one second to recognize human intention can be dangerous. In the future,
one should perform more research on intention recognition while applying faster
sensing system to enhance safety.
• Tracking of robot dynamics such as endpoint velocity and position, and joint angles and velocities were used to provide a safe and reliable interaction with a human
worker. In this case, both the torque sensors embedded in the robot and external
distance sensors were used to track robot’s reaction in different collaboration scenarios. However, interaction can be improved by designing a robot sensory system
with the haptic sensors worn on the human arm. Then, the sensor measurements are
applied by the robot’s controller to control the robot’s movement and do not need to
be processed in another processor such as laptop. For example, by developing wireless sensors that send bio-related data to the industrial robot, the novel torque sensor
can adapt the joints movements. By applying such an interactive sensing system,
the human-robot collaboration can be performed with lower effort in data analysis.
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Then, predicting human intention and controlling robot movement can be faster and
more reliable.
• Finally, the proposed methodologies can be evaluated in other collaboration scenarios
where industrial robots are used.
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[80] J. Hartikainen, A. Solin, and S. Särkkä, “Optimal filtering with kalman filters and
smoothers,” Department of Biomedica Engineering and Computational Sciences,
Aalto University School of Science: Greater Helsinki, Finland, vol. 16, 2011.
[81] L. Zhang, Y. H. Chew, and W.-C. Wong, “A novel angle-of-arrival assisted extended
kalman filter tracking algorithm with space-time correlation based motion parameters estimation,” in Wireless Communications and Mobile Computing Conference
(IWCMC), 2013 9th International. IEEE, 2013, pp. 1283–1289.
[82] N. Cao, S. Choi, E. Masazade, and P. K. Varshney, “Sensor selection for target tracking in wireless sensor networks with uncertainty,” IEEE Transactions on Signal Processing, vol. 64, no. 20, pp. 5191–5204, 2016.
[83] Y. Wang, “Adaptive sensor selection for target tracking using particle filter,” IET
Signal Processing, vol. 8, no. 8, pp. 852–859, 2014.
[84] R. Turner and C. E. Rasmussen, “Model based learning of sigma points in unscented
kalman filtering,” Neurocomputing, vol. 80, pp. 47–53, 2012.
[85] M. S. Arulampalam, S. Maskell, N. Gordon, and T. Clapp, “A tutorial on particle
filters for online nonlinear/non-gaussian bayesian tracking,” IEEE Transactions on
Signal Processing, vol. 50, no. 2, pp. 174–188, February 2002.
[86] K. Heine, “Unified framework for sampling/importance resampling algorithms,” in
Information Fusion, 2005 8th International Conference on, vol. 2. IEEE, 2005, pp.
6–pp.
[87] G. Zhu, F. Zhou, L. Xie, R. Jiang, and Y. Chen, “Sequential asynchronous filters for
target tracking in wireless sensor networks,” IEEE Sensors Journal, vol. 14, no. 9,
pp. 3174–3182, September 2014.

154

[88] X. Wang, H. Zhang, L. Han, and P. Tang, “Sensor selection based on the fisher
information of the kalman filter for target tracking in wsns,” in Control Conference
(CCC), 2014 33rd Chinese. IEEE, 2014, pp. 383–388.
[89] H. Wang, K. Yao, G. Pottie, and D. Estrin, “Entropy-based sensor selection heuristic
for target localization,” in International Symposium on Information Processing and
Sensor Networks, 2004, pp. 36–45.
[90] L. Zuo, R. Niu, and P. K. Varshney, “A sensor selection approach for target tracking
in sensor networks with quantized measurements,” in IEEE International Conference on Acoustic and Speech and Signal Processing, March 2008, pp. 2521–2524.
[91] S. Joshi and S. Boyd, “Sensor selection via convex optimization,” IEEE Transaction
on Signal Processing, vol. 57, no. 2, pp. 451–462, February 2009.
[92] W. C. Lee, “Uncertainty in wireless sensor networks,” in Workshop AFRL, 2010.
[93] C. Blum and X. Li, “Swarm intelligence in optimization,” in Swarm Intelligence.
Springer, 2008, pp. 43–85.
[94] H. Haario, E. Saksman, J. Tamminen et al., “An adaptive metropolis algorithm,”
Bernoulli, vol. 7, no. 2, pp. 223–242, 2001.
[95] D. W. Corne, N. R. Jerram, J. D. Knowles, and M. J. Oates, “Pesa-ii: Region-based
selection in evolutionary multiobjective optimization,” in Proceedings of the 3rd
Annual Conference on Genetic and Evolutionary Computation. Morgan Kaufmann
Publishers Inc., 2001, pp. 283–290.
[96] R. T. Marler and J. S. Arora, “Survey of multi-objective optimization methods for
engineering,” Structural and multidisciplinary optimization, vol. 26, no. 6, pp. 369–
395, 2004.

155

[97] K. Deb, A. Pratap, S. Agarwal, and T. Meyarivan, “A fast and elitist multiobjective
genetic algorithm: Nsga-ii,” IEEE transactions on evolutionary computation, vol. 6,
no. 2, pp. 182–197, 2002.
[98] D. Novak and R. Riener, “A survey of sensor fusion methods in wearable robotics,”
Robotics and Autonomous Systems, vol. 73, pp. 155–170, 2015.
[99] H. Kazerooni and M.-G. Her, “The dynamics and control of a haptic interface device,” IEEE Transactions on Robotics and Automation, vol. 10, no. 4, pp. 453–464,
1994.
[100] A. Cirillo, F. Ficuciello, C. Natale, S. Pirozzi, and L. Villani, “A conformable
force/tactile skin for physical human–robot interaction,” IEEE Robotics and Automation Letters, vol. 1, no. 1, pp. 41–48, 2016.
[101] A. Tran, D. Liu, R. Ranasinghe, M. Carmichael, and C. Liu, “Analysis of human
grip strength in physical human robot interaction,” Applied Human Factors and Ergonomics, 2015.
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Cham: Springer

International Publishing, 2016, pp. 395–406.
[110] S. Burion, “Human detection for robotic urban search and rescue,” Tech. Rep., 2004.
[111] J.-S. Fang, Q. Hao, D. J. Brady, B. D. Guenther, and K. Y. Hsu, “Real-time human identification using a pyroelectric infrared detector array and hidden markov
models,” Optics express, vol. 14, no. 15, pp. 6643–6658, 2006.
[112] Y. Li, K. P. Tee, W. L. Chan, R. Yan, Y. Chua, and D. K. Limbu, “Role adaptation of
human and robot in collaborative tasks,” in 2015 IEEE International Conference on
Robotics and Automation (ICRA).

IEEE, 2015, pp. 5602–5607.

157

[113] D. Powell and M. K. O’Malley, “Efficacy of shared-control guidance paradigms for
robot-mediated training,” in 2011 IEEE World Haptics Conference.

IEEE, 2011,

pp. 427–432.
[114] C. Fang, A. Ajoudani, A. Bicchi, and N. G. Tsagarakis, “Online model based estimation of complete joint stiffness of human arm,” IEEE Robotics and Automation
Letters, vol. 3, no. 1, pp. 84–91, 2018.
[115] P. Liang, C. Yang, Z. Li, and R. Li, “Writing skills transfer from human to robot
using stiffness extracted from semg,” in Cyber Technology in Automation, Control,
and Intelligent Systems (CYBER), 2015 IEEE International Conference on.

IEEE,

2015, pp. 19–24.
[116] S.-Y. Lo, C.-A. Cheng, and H.-P. Huang, “Virtual impedance control for safe humanrobot interaction,” Journal of Intelligent & Robotic Systems, vol. 82, no. 1, pp. 3–19,
2016.
[117] N. Hogan, “Impedance control: An approach to manipulation,” in 1984 American
control conference.

IEEE, 1984, pp. 304–313.
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