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MATHEMATICS 
THE PROJECTIVE OCTAVE PLANE. I 
BY 
T. A. SPRINGER 
(Communicated by Prof. H. FREUDENTHAL at the meeting of November 28, 1959) 
I. The present paper is devoted to a study of the projective plane 
over an arbitrary octave field (=Cayley division algebra) of characteristic 
=1= 2,3. For the classical octave field over the real numbers this plane 
was first introduced by P. JoRDAN [9]. It was found independently by 
H. FREUDENTHAL [ 4 ], who made a thorough study of its geometric 
properties and its connection with the exceptional Lie groups F 4 and E6, 
using infinitesimal methods. In the present paper we study the general 
case by purely algebraic methods, obtaining generalizations of Freuden-
thal's results. 
The situation turns out to be quite simple, it may be described as 
follows. For any octave field C (characteristic =1= 2,3) there is a unique 
projective plane f!/Jc. This plane is harmonic, i.e. the theorem of the 
complete quadrilateral or, equivalently, the "little" Desargues theorem 
holds. The affine planes in f!/Jc are isomorphic with the Moufang plane 
over C. 
The collineation group of f!/Jc is related to an algebraic group of type 
E 61 (in the terminology of N. JACOBSON) in a similar way as the colline-
ation group of a desarguian projective plane is related to a group SL3(K). 
Unfortunately, for the derivation of these results a rather complicated 
algebraic machinery is needed: we have to use the exceptional simple 
Jordan .algebras over C. It would be desirable to have a more direct 
approach, not using these algebras. It appears from our proofs that they 
play only an intermediate role. 
The results needed about the theory of the exceptional simple Jordan 
algebras are contained in or based on a previous paper [12] where a 
characterization was given of these algebras, This paper will be cited as J. 
In nr. 2 we derive some (known) algebraic resul~s with the help of the 
results of J. Then in nr. 3, the octave plane f!/Jc is defined. This is done 
by Freudenthal's method, although some changes in the proofs are 
necessary. In nr. 4 we investigate a special group of affine transformations 
in an affine plane of f!JJ0 . This investigation, although rather complicated, 
leads to important results, e.g. that the affinE:) plane is a translation-plane 
(this implies the harmonicity of f!JJ 0 ). Presumably these results might also 
be applied for determining the structure of the group E 61 1). In nr. 5 the 
1) The structure of Ear has recently been determined by N. JACOBSON. He proved 
that Ear modulo its center is simple. 
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affine plane is investigated and the coincidence with the Mo.ufang plane 
is proved. Then we prove in nr. 6 by a classical method, based on the 
harmonicity, the fundamental theorem of projective geometry for &c 
(theorem 4), which shows for example that the collineation group of &c 
is a group of semi-linear transformations (taken projectively) which 
leaves a cubic form ("determinant" of the Jordan algebra) invariant 
up to a factor. 
Finally in nr. 7 an axiomatic description of the octave plane is given. 
This follows at once from the connection with the Moufang planes and 
known results, but it seems worthwhile to state this result explicitly. 
Finally it must be remarked that the exclusion of characteristic 3 does 
not seem to be essential. In characteristic 2 the situation is probably 
different. 
2. Idempotent and nilpotent elements 
Let A be an algebra of the type considered in J, i.e. a commutative 
algebra over a field K with characteristic =1= 2,3, possessing a unit 




Q(x2) = Q2(x) if (x, e)= 0 
(xy, z) = (x, yz) 
Q(e)=~, 
where (x, y) =Q(x+y)-Q(x)-Q(y) is the bilinear form on Ax A associated 
with Q. Under some extra assumptions (e.g. that A is simple) it was 
proved in J that A is a Jordan algebra of Hermitian 3 x 3-matrices 
over a composition algebra. Conversely, these Jordan algebras possess 
the properties (l), (2), (3). 
There is a cubic form det on A with associated symmetric trilinear 
form (x, y, z) on Ax Ax A. Following FREUDENTHAL [5] we introduce 
a product x x y on A by 
(4) x x y=xy-!(y, e)x-f(x, e)y-!(x, y)e+!(x, e)(y, e)e. 
Then by J(l5), 
(5) 
and by J(7), with tX=3, 
(6) 
3(x, y, z) = (x x y, z), 
x(x x x)=det x·e. 
Lemma l. If x x x=O, then either xis a scalar multiple of a primitive 
idempotent or x2 = 0. 
Proof. If x x x = 0, (x, e)= 0 we have by ( 4), 
x2- Q(x)e = 0, 
hence 0=(x2-Q(x)e, e)= -Q(x), thus x2=0. 
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If x x x= 0, (x, e)= 1 a similar argument shows that x2=x, Q(x) =!-
Now assume that A possesses zero divisors and that the polynomial 
associated with the cubic form det is irreducible. By the results of J, A 
contains primitive idempotents and is isomorphic with a Jordan algebra 
of Hermitian 3 x 3-matrices over a composition algebra 0. 
We shall begin by giving a description of the primitive idempotents 
and the nilpotents of index 2 (i.e. the x with x2 = 0) in A. This is needed 
for the proof of the unicity of 0, as well as for the octave geometry. 
Let u be a primitive idempotent in A. As in J we denote by Eo and E1 
the subspaces of A formed by the x E A orthogonal to e and u satisfying 
ux=! ix (i=0,1), 
respectively. 
If t = ;e + 'fJU + x + y (x E Eo, y E E 1) we find from ( 4) using the notations 
and results of J(nr. 4), that 
txt= (;2+;n-!Q(y))e+ (- ;'fJ -Q(x) +!Q(y))u+ (yo y- (; +n)x) + 
+(2xy-;y). 
Then if txt= 0, we find, using J{23) and J(24) the following results. 
If ;+'f)#O we replace y by (~+'f))Y and get up to a scalar factor #0, 
(7) t=u+!Q(y)(e-u) +yo y+y. 
If ;+n=O, ;#O we find {up to a scalar factor) 
{8) e-u t=-2-+x+y, 
where Q(x)=!, xy=t,y, yo y=O, Q(y)=O. 
Finally, if ;=n=O, t is of the form 
(9) t=x+y, 
where Q(x)=Q(y)=O,xy=O,yoy=O. 
If Q(y)# -1, at of the form (7) equals {1+Q(y)) times a primitive 
idempotent. If Q(y) = -1, this t is nilpotent. {8) is an idempotent, and 
(9) is nilpotent. 
Now by J we find from the idempotent u with which we started a 
composition algebra 0 as follows. Take x1 E Eo with Q(x1) = t,, then the 
norm form of 0 is equivalent with a scalar multiple of the restriction of 
Q to the subspace F of Eo orthogonal to x1. It is well-known that a 
composition algebra 0 is defined up to isomorphism if a scalar multiple 
# 0 of its norm form is given. 
Moreover it follows from Witt's theorem that this is independent of 
the choice of x1 in Eo. 
We want to prove that 0 is also independent of u. Thus that 0 is 
uniquely determined (up to isomorphism) by A. Now we have just given 
a survey of all primitive idempotents of A, hence we must prove that 
they all lead to the same 0. 
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This we do as follows. Let t be a primitive idempotent, consider the 
space Eo' formed by the x' E A with 
(x', e)=(x', t)=O, tx'=O. 
We take an x1' EEo' with Q(xl')=!. F' denoting the subspace of Eo' 
orthogonal to x1', we shall prove that the restriction of Q to F' is 
equivalent with a .scalar multiple of the restriction of Q to F. By the 
preceding remarks this proves the unicity of 0. 
First take t of the form (7), with Q(y)=F -1. Put x' =~e+nu+a+b 
(a E Eo, b E E1). Then tx' = 0 gives the following relations 
(10} l HQ(y)+!(a,yoy)+i(b,y)=O, -HQ(y)+~+n-t(a, yo y)+!(b, y)=O, iQ(y)a+g(y o y)+y o b=O, 
(iQ(y)+t)b+(g+tn)y+(y o y)b+ay=O 
From the third relation we, derive by multiplication with 2y, using 
2(y 0 b)y+(y 0 y)b=!Q(y)b+!(b, y)y 
(which follows form J(24)) and also using the first and second equation, 
that 
b= -2ay-~y. 
Conversely, if b has this form, then a direct verification based on J(23}, 
(24), (25) shows that (10} holds, provided that 
(11) (- Q(y) + 1}~+n- (a, yo y) = o. 
Now we also have (t, e)=O, hence 3~+1]=0. Then (11) gives 
(12} (Q(y) + 2)g = -(a, yo y). 
Since x'=ge-3~u+a-(2ay+gy) we get from J(25) 
(13) Q(x') = (3 +Q(y))~2 + (Q(y) + 1)Q(a) + 2~(y o y, a). 
Assume first. that Q(y)= -2. Then (12} implies (a, yo y)=O. Take 
X1=tyoy, then Q(x1)=!. F denoting (as above) the subspace of Eo 
orthogonal to x1 we have a E F. 
From (13} we find, since Q(y)= -2, (a, yo y)=O, 
Q(x)=g2-Q(a) 




if x' E F'. 
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This shows that the restrictions of Q to F are F' are equivalent up 
to sign. 
Next let Q(y) =1= -2. Then ~is given by (12). The x' E Eo' have the form 
(14) x' =- (Q(y)+2)-1(e- 3u+y) +a- 2ay, 
from (13) we find 
(15) Q(x') = (Q(y) + 1)(Q(a)- (Q(y) + 2)-2(y o y, a)2) 
Take as x1' a scalar multiple of the vector (14) with a=y o y. Again 
using as X1 a suitable scalar multiple of yo y, there is no difficulty in 
verifying that also in this case the restrictions of Q to F and F' are 
equivalent up to a factor. 
Finally take at of the form (8). A similar computation shows that Eo' 
consists of the vectors x' of the form 
(16) x'= -(x, a)(e-3u)-2(x, a)x-2y o b+b, 
with xb= -lb+i(x, a)b. Take as x1' a suitable multiple of e-3u+x. 
Then the x' in F' have the form (14) with (x, a)=O. Taking X1=X we 
have x1b = -!b, hence (with the notations of J), b E E-. 
Now if x' E F' we have 
Q(x')=4Q(y o b)+Q(b)=Q(b) 
for by J(29), Q(y o b)=!Q(y)Q(b)=O. 
Hence· the restriction of Q to F' is equivalent with the restriction of 
Q toE-, which is equivalent with a multiple of the restriction of Q to F 
(see J nr. 4). 
The preceding analysis has proved 
Proposition 1. If t and u are two primitive idempotents in A then 
the composition algebras determined by them are isomorphic. 
(This was first proved by ALBERT and JACOBSON [1]). 
We shall call the (unique) composition algebra 0 the coefficient algebra 
of A. However, one can go still further. We shall prove that 0 is already 
determined (up to isomorphism) by the cubic form det. Take t=/=0 in A 
with txt=O. By (5), we have (t, t, x)=O for all x eA. Consider now the 
quadratic form F t on A defined by 
Ft(X)=(t, x, x). 
We shall show that F t determines the norm form of 0 up to a scalar 
factor. By lemma 1, two cases must be distinguished. 
(a) t is a primitive idempotent. 
We then decompose A with respect tot, as we did above with u instead 
of t. Putting x=~e+17t+a+b (a E Eo, bE E1) we find from J(15), 
3(t, x, x) = (t, x2)- Q(x)- (x, e)(t, x) + i(x, e)2, 
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which, after some simple computations, leads to 
This shows that the radical Rt of Ft (the subspace formed by the r E A 
with Ft(x+r)=Ft(X) for all xEA) is the space spanned by t and E1. 
Now observing that Eo contains vectors a with Q(a) = i-, we see, using 
what we said before about the manner in which the composition algebra 0 
is obtained, that the norm form ofO can be found as follows. Ft determines 
a non-degenerate quadratic form Ft' on A/Rt. This space is an orthogonal 
direct sum of a hyperbolic plane with respect to Ft' (the terminology is 
as in [3]) and a subspace, such that the restriction of Ft' to that space 
is equivalent with a multiple of the norm form of C. 
(b) t2=0. We shall show that the same description of the norm form, 
in terms of Ft is true in this case. 
By lemma 3 of J, there is a primitive idempotent u in A with ut = 0. 
Then (t, u) = 0, Q(t) = 0. Decompose A with respect to u. 
Writing x=~e+nu+a+b (a EEo, b EE1) we obtain using J(l5), 
3Ft(x) = - (~ +n)(t, a)+ (t, bob). 
Take x1 in Eo with Q(x1) = i- and define E+ and E_ as in J. Put 
b=b++b-(b+ EE+, b-EE-), t=x1+v(v EEo, (v, x1)=0). Then Q(v)= -i-. 
The radical Rt of F t is easily seen to consist of the x E A of the form 
x=~(e-u)+a+b with (a, t)=O, tb=O. 
Now tb=i-(b+-b-)+vb-+vb+. Hence tb+=O if 
Then a complementary subspace of Rt in A is formed by the x of the 
form x=~e+nh+b-, where t1EEo,(t,h)=l,Q(t1)=0. Then Q(x)= 
= -~n-!Q(b-), showing that the non-degenerate form Ft' on A/Rt is 
just as in case (a). 
Hence the cubic form det determines uniquely the composition algebra 0. 
Conversely, (] determines this cubic form up to equivalence. This may 
be seen by writing the elements of A in matrix form 
with at E 0, O.i E K and fixed Yi· Then a computation shows that 
detA x = 1X11X2o.a +T(a1a2aa) - 1X1Y8 1 y2N(a1)- 1X2Y1 1 yaN(a2)- o.ay2 1 yiN(aa), 
where N and T are norm and trace in 0. 
This is a cubic form in the variables (o.i, ath,;;;t,;;;a, still depending on 
the Yi· But the linear transformation of the variables keeping the at 
fixed and transforming O.i in Yi+2Yi+l1Xt(i mod 3) transforms detA into 
the form detB corresponding to the algebra of matrices of the above 
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form with all Yi = l. Hence the equivalence class of the cubic form detA 
is uniquely determined by 0. 
Now let A and B be two algebras of Hermitian 3 x 3-matrices over 
composition algebras, with associated cubic forms detA and detB. It is 
clear that the preceding analysis implies the following result 
Theorem l. The coefficient algebras of A and B are isomorphic if and 
only if there is a linear transformation of A onto B such that detBt(z) =£X detA(z) 
with £Xi' 0 in K. 
This was proved by N. JACOBSON in another way [8]. 
3. The projective geometry 
Let A be as in nr. 2. We assume from now on that the coefficient 
algebra 0 is a division algebra. Then the idempotents of the form (8) 
reduce to 
e-u Q( ) 1 t=-2-+x, x = 4 , 
since Q(x)=!, xy=!;y, Q(y)=O imply now that y=O (by the results of J 
we can associate with y an element of 0 with norm zero). Another 
result of this kind is expressed in 
Lemma 2. With the previous notations let y EE1, y oy=O. Then y=O. 
Proof. Take x1 E Eo with Q(x1) = !-, define E+ and E- as in J and 
write y=y++Y-· Using J(27) we get Q(y+)=Q(y-)=0, hence Y+=y-=0. 
Lemma 3 implies that the nilpotents of the form (9) reduce simply 
to the x E Eo with Q(x) = 0. 
It follows easily that the t =F 0 in A with t x t = 0 have the form (up to a 
scalar factor) 
) 
(a) t=u+tQ(y)(e-u)+y o y+y (y E E1), 
(b) t=!(e-u)+x (x EEo, Q(x)=!), 
(c) t=x (x EE0, Q(x)=O). 
(17) 
Those of the form (a) are (Q(y) + 1) times a primitive idempotent if 
Q(y) = - 1 and are nilpotent if Q(y) = - l. Those of type (b) are primitive 
idempotents, those of type (c) are nilpotent. 
Lemma 3. The restriction of Q to Eo has index < l. 
Proof. If X1 E Eo, Q(x1) = !, then Q is anisotropic on the subspace 1!' 
orthogonal to X1 (on account of the description of 0, given in nr. 2). 
If Eo contained a totally isotropic subspace of dimension > 2, then F 
contained isotropic vectors. 
Lemma 4. If txt=uxu=O, t and u linearly independent over K, 
then t x u=;60. 
Proof: First assume that t and u are not both of them nilpotent. 
Let e.g. u be a primitive idempotent. Decompose A with respect to u. 
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Then t is of the form ( 17), and t x u can be found by ( 4). The result is 
txu= iQ(y)(e-u)-fyoy in case (a), 
i(e-u)-fx in case (b), 
= -tx in case (c) 
t xu= 0 can only happen if Q(y) = 0, y o y = 0, which implies by lemma 2 
that y = 0, then t is a multiple of u. 
Now assume t2 = v2 = 0. Take a primitive idempotent u with tu = 0 
(u exists by lemma 3 of J). Decompose A with respect to u. Since 
tu=O, tis oftype(17)(c). First assume that vis also of type (17)(c), then 
txv=f(t, v)(e-u). If txv=O, then (t, v)=O and by lemma 3 this implies 
that t and v are linearly dependent. 
If v is of type (17)(a) with Q(y) = -1, then 
t XV= -f(t, yo y)u+ iQ(y)t+ty# 0. 
Lemma 5. If uxu=vxv=wxw=O,(u,v)=(u,w)=O, v and w 
lineary independent over K, then v x W=iXU, IX#O. 
Proof. If u is a primitive idempotent, we decompose A with respect 
to u. Then v and w are of the form (17)(b) or (17)(c). If e.g. 
e-u e-u V=-2-+xl, W=-2- +x2{Xi E Eo, Q(Xi) = !), then V X W= (i-f(xl, X2))u, 
a multiple of u. This multiple is # 0 by lemma 4. The argument is similar 
in the other possible cases. 
If u is nilpotent we change our notation by writing t instead of u and 
taking a primitive idempotent u with ut= 0. If v has the form (17)(a), 
then (t, v) = (t, yo y). Thus (t, yo y) = 0. Now if Q(y) # 0, we may take 
x1 = Q(y)-l(y o y), and then there is an isotropic vector orthogonal to x1, 
which is impossible. Thus Q(y) = 0 and then y o y must be a multiple of 
t on account of lemma 3. 
If v has the form (17)(b) or (17)(c) then (t, v) is #0 for similar reasons. 
Thus we have (up to scalar factors) v=u+y o y+y, w=u+z o z+z 
(y o y and z o z multiples of t). 
Now Q((y-z) o (y-z)) = iQ2(y-z) = i(y, z)2 (since Q(y o y) = !Q2(y) by 
J(24) and (25)). 
On the other hand we have (y-z)o(y-z)=yoy+zoz-2yoz. Now 
(yoy,yoz)=(y(yoy),z)=O by J(24). Then ((y-z)o(y-z),yoy)=O. 
Now if (y, z) # 0, yo y would be orthogonal to a vector x1 with Q(x1) = !, 
thus since Q(y o y) = 0, yo y = 0, y = 0 (lemma 2). 
Thus (y, z)=O. Then Q((y-z) o (y-z))=O; since (y-z) o (y-z) is 
orthogonal toy o y and also to z o z, which are multiples oft, (y- z) o (y- z) 
is a multiple of t by lemma 3. 
Now vxw= -i(y, z)(e-u)-f(y-z) o (y-z)= -f(y-z) o (y-z), which 
is thus a multiple of t. v x w # 0 by lemma 4. 
6 Series A 
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We can now introduce the projective plane f!Jc. The points of f!Jc 
are the u EA, u*O with uxu=O, taken projectively, i.e. up to a factor 
*0. We denote by u* the point corresponding to u. Te lines of f!Jc are 
the same objects (same notation). A point u* and a line v* are incident 
if (u,v)=O. 
We then have the incidence axioms that are to be expected. 
(I) Two distinct points determine exactly one line passing through these 
points. 
(II) Two distinct lines intersect in exactly one point. 
In fact, if t* and u* are two distinct points, then (t xu)* is a line 
passing through t* and u *, since 
(t xu, u)= 3(t, u, u)= (t, ux u)=O. 
By lemma 4, t Xu* 0. Moreover if v* is a line through t* and u*' then 
by lemma 5, v* = (t xu)*. This establishes (I). (II) is proved in exactly 
the same manner. 
Moreover we have the usual non-triviality property 
(III) Each line contains at least 3 points and there are 3 non-collinear points. 
This is readily verified, we omit the proof. 
It is to be noticed, that the geometry f!J0 depends only (up to 
isomorphism) on the composition algebra 0. For by (5) the points 
(and lines) of f!Jc are the vectors u*, where (u, u, x)=O for all x. Three 
distinct points t*, u*, v* are incident if and only if (t, u x v) = 3(t, u, v) = 0. 
Thus the geometry may be described completely in terms of the cubic 
form det. 
Taking into account theorem 1, we see that in the last resort the 
geometry depends only on the composition algebra 0. Thus we have proved 
Theorem 2. For any composition algebra 0 there is a unique projective 
plane f!J 0 associated with 0 which may be described in terms of the cubic 
form det determined by 0. 
Of course, this result is only a complicated formulation of well-known 
things if 0 is associative. But if 0 is an octave algebra matters are 
different. We call the plane in that case the projective octave plane over 0. 
It is clear that the algebra A plays only an auxiliary role in the 
· construction. A choice of a particular A can be interpreted as a choice 
of a particular system of coordinates in our plane. We shall sometimes 
call A a coordinate algebra of f!J0 . 
The choice of a particular coordinate algebra determines a polarity 
n in f!J0 , namely that which associates with the point u* the line u*. 
That n is a polarity is easily verified. It may be shown that polarities of 
this kind are generalizations of the Hermitian polarities investigated by 
TITS and FREUDENTHAL [6]. We shall not enter into this here. 
We shall now concentrate further on the case that 0 is an octave 
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algebra and we wish to establish a number of geometric properties. First 
we need some information about the group of linear transformations 
leaving the cubic form det invariant, which we proceed to derive. 
4. Special elements in the groups 
Henceforth we assume that 0 is an octave field (or Cayley-division 
algebra) over K. We denote by G the group of non-singular linear trans-
formations t of A such that 
(18) det t(z)=v(t) det z 
and by S the normal subgroup of G consisting of the t's satisfying (18) 
with v= I. S is a group E 6r(O) in the terminology of Jacobson. 
It is clear from the description of the geometry f!JJ c in terms of the 
cubic form, that a transformation t of G induces a collineation t* of &c. 
We wish to investigate the subgroup H of G formed by the t's leaving 
invariant a given line of the octave plane (not necessarily pointwise). 
Let u* be a line in &c. The points of u* are the v* with (u, v) = 0. 
Now u is either idempotent (up to a factor) or nilpotent. We only need 
the first case, so we assume that u2=u, Q(u)=}. We decompose A in 
the usual way with respect to u. Writing an element z E A in the form 
z= ~(e-u) +rJu+x+y (x E Eo, y E E1), 
a direct computation based on J(15) shows that 
(19) det z = 1}(~2-Q(x))- ~Q(y) + (x, yo y). 
The line u* contains the points v* where 
(20) l e-u v=-2-+x 
V=X 
(x E Eo, Q(x) = l) or 
(x E Eo, Q(x) = 0). 
Let R be the 10-dimensional subspace of A spanned by (e-u) and Eo. 
Then the v just considered are all in R. Now if tis in the subgroup H of G, 
t* leaves the line u* invariant, hence t transforms the v's of the form (20) 
into themselves (up to factors) which implies that t(v) E R, if v has the 
e-u form (20). Taking x E Eo, with Q(x) = l and applying this to - 2- + x 
e-u 
and - 2--x we see, by subtraction, that t(x) E R. 
On account of Witt's theorem and of the irreducibility of the orthogonal 
groups, the vectors x with Q(x) = l span the whole E 0 • Thus if t E H, we 
have t(Eo) ER. Then also t(e-u) ER, thus finally t(R)=R if t EH. 
Thus we can write 
t(e-u)=iX(e-u)+a (a EEo), 
(21) t(u) =f3(e-u)+yu+b+c (b EEo, c EE1), 
t(x) =A.(x)(e-u) +too(x) (x E Eo), 
t(y) =e(y)(e-u)+a(y)u+tw(y)+tu(y) (y EE1), 
84 
where A. is a linear form on Eo, e and a linear forms on Er, and til a linear 
transformation of Ei into E1 (i and j being 0 or I). 
We must now consider the condition that t leaves det invariant. 
With the notations of (19), we substitute (21) into (19) and derive, 
equalling appropriate terms in lefthand and righthand side of the resulting 












ex(2py-Q(c))+(a, co c-yb)=O, 
y(j12- Q(b))- fJQ(c) + (b, co c)= 0, 
2exA.(x)- (too(x), a)= 0, 
(2py- Q(c))A.(x) + (too(x), co c -yb) = 0, 
yQ(too(x)) -yA.2(x) =vQ(x), 
a(y) = 0, 
(2{'1y-Q(c))e(y)+(ho(y), co c-yb)-
- fJ(tu(y), c)+ 2(b, tu(y) o c)= 0, 
2exye(y)- y(a, t10(y))- ex(tn(y), c)+ 2(a, tu(y) o c)= 0, 
ye2(y) -e(y)(tu(y), c)+ 2(tiO(y), tn(y) o c)-
-yQ(tio(y))+(b, tn(y) o tu(y))-PQ(tn(y))=O, 
(k) exQ(tn(y))- (a, tn(y) o tn(y)) =vQ(y), 
(1) e(y)Q(tn(y))- (tro(y), tn(y) 0 tn(y)) = 0, 
(m) (2ye(y)- (tn(y), c) )A.(x) + (too(x), 2tn(y) o c- yt1o(y)) = 0, 
(n) - A.(x)Q(tn(y)) + (too(x), tu(y))- v(x, y o y) = 0. 
This looks rather formidable, but the results which we are going to derive 
will turn out to be quite simple. 
First observe that t is non-singular, thus t(;(e-u)+x)=O implies 
;=0, x=O. This gives: if A.(x)+ex;=O, t00(x)+;a=O, then ;=0, x=O. In 
particular, if too(x)=O, A.(x)=O, then x=O. 
Moreover, from (22)(n) we see that if t11(y) = 0, we have (x, yo y) = 0 
for all x EEo, hence yoy=O, thus by lemma 2, y=O. This shows that 
tu is non-singular. 
Now assume first that ex =F 0. From (22)(d) we obtain A.(x) = fex-l(to0(x), a). 
Hence if too(x) = 0, we have A.(x) = 0. By what we observed above, this 
shows that too is non -singular if ex =F 0. 
Substituting into (22)(e) what we got for A., we find 
(too(x), co c-yb+fex-1(2py-Q(c))a)=0, 
since too is non-singular this gives 
co c-yb+!ex-1(2py-Q(c))a=0. 
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Using (22)(a) and (22)(b) we get from this 
~ b =y-l(c o c), 
( fJ=fy-lQ(c). 
In a similar manner one finds from (22)(m) that 
(2tu(y) o c-ytiO(y))+t£X-1(2ye(y)-(tu(y), c))a=O. 
Substituting this into (22)(i) and using (22)(a) we obtain 
~ t1o(y) = 2y-1tn(y) o c, 
( e(y) =!y-1(tu(y), c). 
Further (22)(f) gives by linearization, 
y(too(x), too(y o y))- 2y..A.(x)..A.(y o y) =v(x, yo y), 
combining this with (22)(n) and using the non-singularity of tn, we find 
tu(y) o tu(y) = ytoo(y o y) + !£X-1(Q(tu(y)- 2y..A.(y o y))a. 
Then (22)(h) gives 
tu(y) o tu(y) = ytoo(y o y) + fyQ(y)a. 




t(e- u) = £X(e- u) +a, 
t(u) =}y-lQ(c)(e-u)+yu+y-l(c o c)+c, 
t(x) =t£X-1(too(x), a)(e-u)+too(x), 
t(y) =fy-1(tu(y), c)(e-u)+2y-lt11(y) o c+tu(y), 
) 
y(£X2- Q(a)) =v, 
Q(too(x)) = vy-1Q(x) +. f£X"""'2(too(x}, a)2, 
Q(tu(y) = £XyQ(y) + y£X-1(tu(y o y), a), 
tu(y) o tu(y) = ytoo(y o y) + fyQ(y)a. 
Conversely, if t is given by (23) one verifies that (22) is satisfied. This 
verification is quite straightforward and is based on J(23), (24), (25). 
Next let £X=0 in (22). Then a#O (otherwise we had t(e-u)=:'O). 
Then from (22)(d) one infers that too is singular. But since too(x) = 0, ..A.(x) = 0 
can only be verified by x=O, it follows that t00(E0) is the hyperplane in Eo 
orthogonal to a .. By (22)(a), Q(a) # 0. t11 is still non-singular. 
There is an x EEo with too(x)=O, ..A.(x)#O. Using this x in (22)(e), we 
find 2{Jy- Q(c) = 0, (too(x), co c- yb) = 0. Since too( Eo) is the hyperplane 
orthogonal to a, co c+yb is a multiple of a,using (22)(b) one sees that 
coc=yb. 
Hence fJ and b are as before. 
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In a similar manner one finds starting from (22)(m), that e and tw 





t(u) =}y-lQ(c)(e-u)+yu+y-lc o c+c, 
t(x) =it(x)(e-u)+too(x), 
t(y) =}y-l(t11(y), c)(e-u)+2y-1tu(y) o c+tn(y) 
( Q(a)= -yy-1, 
) Q(too(x))=Yy-lQ(x)+Jt2(x), 
) Q(tn(y)) = 2yit(y o y), 
\ tu(y) o tu(y) = ytoo(y o y) + }yQ(y)a 
Moreover too and it are such that too(x) = 0, .lt(x) = 0 imply x = 0. As before, 
a t of the form (24) satisfies (22). 
In (23) and (24) we have a complete description of the transformations 
of the group H. But this description is not very illuminating, therefore 
we shall describe the structure of H in another way. 
For this purpose we introduce on the 10-dimensional spaceR, spanned 
by (e-u) and E 0 , the quadratic form Q~, defined by 
(25) Q1(~(e-u)+x)=~2-Q(x) (x EEo) 
Now at in H induces a linear transformation fi in R. It is easily seen that 
we have 
(z E R), 
if t has the form (23) or (24). Hence denoting by G1 the group of 
similarities of Q1, we get a homomorphism rp of H into G1. In order to 
get a better understanding of H we shall first determine the kernel of rp, 
then the image of rp. 
It is clear that if fi is the identity, t must have the form (23) with 
a=O, IX= 1, too=identity. 
We shall investigate more generally the t's in H inducing in R a multiple 
of the identity, thus those of the form (23) with a= 0, too= IX times 
identity. It is clear that the determination of these t's is immediate 
once we have the corresponding t11• This is given by 
Proposition 2. If w is a linear transformation of E1 such that 
w(y) o w(y) =Ay o y, then w is a multiple of the .identity. 
It is important to keep in mind that we assume the composition 
algebra 0 to be an octave field, since otherwise proposition 2 is no longer 
valid, as is seen from the proof. 
Proof. We use the notations and results of J nr. 4. Take XI E Eo 
with Q(x1) = t· 0 may be identified with the subspace of Eo orthogonal to 
x1. Let E+(E-) denote the subspaces of E1 formed by the y E E1 with 
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Xl, y = !Y(- ty). Taking a+, a- in E+ and E_ (both i= 0) we can write the 
elements of E+ in the form a-c(c E 0) and those of E- in the form a+c. 
Observe that a+c o a_c' is up to a scalar factor. the product c * c' in 0 
(the star denoting the multiplication in 0). 
Now take Y+ EE1 and put w(y+)=w+(Y+)+w-(y+)(w+(Y+) EE1, 
W-(Y+) E E-). 
Then w(y) o w(y)=J..(y o y) implies that w+(Y+) o W-(Y+)=O, hence either 
w+(Y+) = 0 or W-(Y+) = 0. This is only possible if either w+ or w_ is 0. 
First assume that W-=0, w=w+. 
Then w(E+)=E+ (notice that w is nonsingular by lemma l). 
Similarly we have either w(E-) =E- or w(E-) =E+. The second possi-
bility is ruled out, on account of the non singularity of w. a+ and a-
being as above, we can put 
w(a+c) = a+(w1(c)) 
w(a-c) =a-(w2(c), 
where c E 0 and where now w1 and w2 are linear transformations of 0. 
From J(32) we get, using w(y) o w(y') =J..(y o y'), 
w1(c) * w2(c') =J..(c * c'). 
Taking for c and c' the unit element e of 0, respectively, we get 
W1(c) =C * c1, 
w2(c)=C2*C, 
with c1, c2 E 0. These must satisfy 
(c * c1) * (c2 * c') =J..(c * c') 
Taking c = c' = e, we get c1 * c2 = J..e, hence replacing c' by c1 * c' and 
using the alternativity of 0, we see that 
(c * c1) * c' =C * (c1 * c') for all c, c'. 
It is well-known that the only elements c1 of 0 with this property are 
the scalar multiples of e. Hence we have w(y-)=A+Y+, w(y-)= 
=A-Y-(Y+ E E+, Y- E E-). Now w(y+) o w(y+)=AY+ o Y+ implies J..=J..+2· 
Similarly J..=J..__2, Thus A+=± J.._, But w(y+) o w(y) =AY+ o Y- gives finally 
A+=J.., hence w is a multiple of the identity. 
There remains the case that w(E+) =E-, in which case we must have 
w(E-) =E+. Proceeding as before, we obtain that we must now find 
a c1 EO such 
(c1 *c)* c' = (c1 * c') *c. 
Taking c' = c1 and using the alternativity of 0, this gives c1 * c = c * c1. 
Hence c1 is a multiple of e. But then we had c * c' = c' * c, in contradiction 
with the non-commutativity of 0. Consequently this case is impossible, 
This finishes the proof of Prop. l. 
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The following more general result will be needed later on. 
Corollary. If w is an additive transformation of EI onto EI, such that 
w(y) o w(y) is a scalar multiple of yo y for all y E Er, then w is a multiple 
of the identity. 
Proof. We know that w(yi+Y2)=w(yi)+w(y2),w(y)ow(y)= 
=l..(y)(y o y), l..(y) E K. As before we find that either w(E+) =E+ or 
w(E+)=E-. First assume that w(E+)=E+. Then w(E-)=E-. We have 
w(y++Y-) o w(y++Y-) =w(y+) o w(y+) +w(y-) o w(y-) + 2w(y+) o w(y-) = 
l..(y++Y-HY+ o Y++Y- o Y-+ 2y+ o Y-)). 
Equalling components in Eo we find that w(y+) o w(y-) is a multiple of 
Y+ o Y-· Then introducing WI and w2 as before, we get 
WI(c) * w2(c') =l..(c, c')(c * c'). 
WI and w2 are additive transformations of C onto C. Using the additivity 
one sees that l..(c, c') is constant. Then substituting c' = s, one gets 
WI(c)=c * CI, showing that WI is linear. The same holds for w2, hence 
for w. Then we are back to the case treated in prop. 2. The case that 
w(E+)=E- is treated similarly. 
It follows that the t E G with cp(t) =multiple of the identity are those 
of the form 
(26} ) 
t(e-u)=cx(e-u), 
t(u) = tcxA.-2Q(c)(e- u) + cx-I/..2u + cxl..-2(c o c) +c, 
t(x) = cxx, 
t(y) =tcxt..-I(y, c)(e----'u)+2cxi..-Iy o c+).y, 
where c is arbitrary in Et, and where cx and A. are ¥= 0. 
The corresponding v in (18} is cx/..2. 
In the next nr. we shall consider the geometric interpretation of these 
transformations. 
We now investigate the image of cp in the group Gr, the group of 
similarities of QI in R, i.e. the linear transformations tr of R with 
(27) 
It is well-known that the determinant of such at ti equals ± x5 (the 
dimension of R being 10}. We shall call proper similarities of Q1 those 
with determinant xs. They form a normal subgroup GI+ of GI. 
(To be continued) 
