The environment and host haloes of the brightest z~6 Lyman-break
  galaxies by Hatfield, P. W. et al.
Mon. Not. R. Astron. Soc. 000, 1–19 (2015) (MN LATEX style file v2.2)
The environment and host haloes of the brightest z ∼ 6
Lyman-break galaxies
P. W. Hatfield1?, R.A.A. Bowler1, M.J. Jarvis1,2, C.L. Hale1
1Astrophysics, University of Oxford, Denys Wilkinson Building, Keble Road, Oxford, OX1 3RH, UK
2Department of Physics, University of the Western Cape, Bellville 7535, South Africa
ABSTRACT
By studying the large-scale structure of the bright high-redshift Lyman-break galaxy
(LBG) population it is possible to gain an insight into the role of environment in
galaxy formation physics in the early Universe. We measure the clustering of a sample
of bright (−22.7 < MUV < −21.125) LBGs at z ∼ 6 and use a halo occupation distri-
bution (HOD) model to measure their typical halo masses. We find that the clustering
amplitude and corresponding HOD fits suggests that these sources are highly biased
(b ∼ 8) objects in the densest regions of the high-redshift Universe. Coupled with the
observed rapid evolution of the number density of these objects, our results suggest
that the shape of high luminosity end of the luminosity function is related to feed-
back processes or dust obscuration in the early Universe - as opposed to a scenario
where these sources are predominantly rare instances of the much more numerous
MUV ∼ −19 population of galaxies caught in a particularly vigorous period of star
formation. There is a slight tension between the number densities and clustering mea-
surements, which we interpret this as a signal that a refinement of the model halo bias
relation at high redshifts or the incorporation of quasi-linear effects may be needed for
future attempts at modelling the clustering and number counts. Finally, the difference
in number density between the fields (UltraVISTA has a surface density∼ 1.8 times
greater than UDS) is shown to be consistent with the cosmic variance implied by the
clustering measurements.
Key words: galaxies: evolution – galaxies: star-formation – galaxies: high-redshift –
techniques: photometric – clustering – LBGs
1 INTRODUCTION
1.1 Lyman-break Galaxies
The study of Lyman-break Galaxies (LBGs) is a long estab-
lished probe of the high-redshift Universe (the first few bil-
lion years), with samples of many hundreds of star-forming
galaxies now known to z ∼ 10 (e.g. Oesch et al. 2016;
Bouwens et al. 2016; McLeod et al. 2016). LBGs are par-
ticularly useful as it is possible to establish their photomet-
ric redshift to reasonable accuracy in a luminosity regime
where spectroscopic confirmation is challenging (e.g. Pen-
tericci et al. 2014). The neutral gas in the inter-galactic
medium (IGM) is essentially opaque to photons with wave-
lengths shorter than the ‘Lyman Break’ (1216A˚, in the far
ultraviolet). The source therefore appears faint bluewards
? peter.hatfield@physics.ox.ac.uk
of this wavelength, but retains its original luminosity red-
wards, creating a sharp drop in luminosity. When this spec-
trum is then redshifted, the location of the break provides a
clear spectral feature with which to select galaxies to high-
redshifts using broad-band filters.
The technique, originally developed in the early 1990’s
(Guhathakurta et al. 1990; Steidel & Hamilton 1992; Steidel
et al. 1996) in the context of z ∼ 3 galaxies, where the Ly-
man break is shifted into visible wavebands, first started pro-
viding large numbers of sources with the Hubble Space Tele-
scope (HST) in the late 1990’s and 2000’s (e.g. Giavalisco
2002; Bouwens et al. 2007; Dunlop et al. 2013). More re-
cently, the approach is being used to push scientific bound-
aries at z ∼ 6 − 9 where the break is shifted into the near-
infrared (see Stark 2016 for a review). Wide field surveys
like the United Kingdom Infrared Telescope (UKIRT) In-
frared Deep Sky Survey (UKIDSS, in particular the Ultra
Deep Survey, UDS, Hartley et al. 2013), and more recently
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public surveys on the Visible and Infrared Survey Telescope
for Astronomy (VISTA) such as the UltraVISTA survey in
the COSMOS field (McCracken et al. 2012) and the VISTA
Deep Extragalactic Observations (VIDEO) survey (Jarvis
et al. 2013) give access to the deep NIR images of the sky
needed for detecting statistically significant samples of the
brightest LBGs, which has lead to advances in the under-
standing of their star formation rates and number densities
beyond the break in the luminosity function.
A key observable that can be calculated for LBG sur-
veys (and galaxy surveys in general), is the luminosity or
mass function, the comoving number density of galaxies as
a function of absolute luminosity or stellar mass (see John-
ston 2011 for a review). Measuring and understanding the
evolution of luminosity functions with redshift allows us to
trace the build-up and evolution of galaxies through cosmic
time (Madau & Dickinson 2014); is a key way to compare
cosmological simulations of structure formation to observa-
tions (Lacey et al. 2016; Clay et al. 2015); and can be readily
linked theoretically to the dark matter equivalent, the halo
mass function (HMF; the comoving density of dark matter
halos as a function of halo mass, see Murray et al. (2013)
for a review of current constraints). Luminosity functions
are typically observed to have the form of a Schechter func-
tion: n(L) = φ∗(L/L∗)α exp(−L/L∗) (Schechter 1976). In
this parametrisation, α describes the power law behaviour
of number density at the low-luminosity end, L∗ is the tran-
sition luminosity to the high luminosity exponential cutoff,
and φ∗ is a normalisation. The rest frame UV luminosity
function for z ∼ 4− 8 has been determined by several stud-
ies (e.g. recent work by McLure et al. 2013; Bouwens et al.
2015; Finkelstein et al. 2015; Bowler et al. 2015) with broad
agreement. The highest redshift constraints on the LBG lu-
minosity function are currently at z ∼ 9 − 10 e.g. Bouwens
et al. (2015, 2016); McLeod et al. (2016).
1.2 Clustering
Galaxies are formed and live in dark matter halos, and the
environment of the host halo is believed to be of critical im-
portance for the formation of the resident galaxies (Cooray
& Sheth 2002). One way of obtaining information about the
galaxy-halo connection is ‘abundance matching’ - matching
the galaxy comoving number density value to the halo mass
that is predicted to have the same number density by theo-
retical considerations of the halo mass function/N-body sim-
ulations e.g. rarer galaxies are associated with more massive
halos because such halos are rarer (Vale & Ostriker 2004).
Abundance matching however can only ever give an incom-
plete account of the connection due to three complications.
Firstly, halos can host multiple galaxies, this can be par-
tially mitigated through sub-halo matching (Moster et al.
2010), but this assumes that the occupation statistics are
the same for sub-halos and isolated halos. Secondly, scat-
ter in the halo mass to galaxy mass/luminosity relation is
not captured by abundance matching. Finally, variations in
observational properties of a single population can bias re-
sults, in particular orientation or temporal effects e.g. if a
given population has a different appearance 10 percent of
the time, a straightforward abundance matching will erro-
neously place these sources with a different appearance in
more massive halos as they are rarer, even though they are
the same object as the underlying population. For this rea-
son, other probes of the galaxy halo connection are needed.
Information from lensing is very effective, either strong (e.g.
Paczynski 1987; Soucail et al. 1988; Jullo et al. 2007) or weak
(galaxy-galaxy lensing, e.g. Brainerd et al. 1996; Bartelmann
& Schneider 2001; Coupon et al. 2015; Mandelbaum et al.
2014), but requires the background sources to be at even
higher redshift than the lenses, making it unfeasible for high
(z > 2) galaxies.
One viable and popular approach is to measure the
clustering (2-point statistics) of the galaxies alongside the
number counts (1-point statistics). This can then be linked
to models/our theoretical understanding of structure for-
mation to estimate the typical environment of the galax-
ies. One popular framework for modelling galaxy clustering
is the ‘Halo Occupation Distribution’ model (e.g. Benson
et al. 2000; Ma & Fry 2000; Seljak 2000; Berlind & Wein-
berg 2002; Zehavi et al. 2005), which models the non-linear
clustering of galaxies within individual halos, and the large
scale clustering of the halos simultaneously, giving informa-
tion about how many galaxies are in each halo as a function
of halo mass. The HOD model has been applied extensively
at z = 0 (Guo et al. 2016) and z = 0.5−2 (McCracken et al.
2015; Coupon et al. 2015; Hatfield et al. 2016) where large
galaxy samples are available. In the more uncertain high-
redshift regime, the HOD model has recently been applied
to low-luminosity LBG galaxies at z = 4 − 7 by Harikane
et al. (2016) (where it has also been possible to compare
to clustering predictions from hydrodynamical cosmologi-
cal predictions e.g. the Bluetides simulation, see Bhowmick
et al. 2017). It is crucial however to understand the rela-
tionship at the massive/most luminous end, as this is where
AGN-driven feedback may have a role (Croton et al. 2006;
Bower et al. 2006; Silk 2010). There are preliminary hints
that redshifts of z = 6− 7 may mark the onset of quenching
(Bowler et al. 2014, 2015), so this is a vital time period for
galaxy evolution in the history of the Universe.
As well as being a crucial period for galaxy formation
(see Shapley 2011 for a review), understanding large-scale
structure/clustering at z = 5 − 8 is also important for our
understanding of reionization (see Zaroubi 2013; Natarajan
& Yoshida 2014 for an observational and theoretical review
respectively). The current best constraint on the average
reionization redshift from the Planck mission is z = 7.8−8.8
(Adam et al. 2016), with many probes of the epoch (e.g. Pen-
tericci et al. 2014; Becker et al. 2015) suggesting that some
parts of the Universe could still be undergoing reionization
by z ∼ 6. McQuinn et al. (2007) suggest that differences
in the clustering of LBGs and Lyman-α Emitting galaxies
(LAEs) could give an insight into the possible ‘patchy’ na-
ture of reionization. The Lyman-alpha line is suppressed if
the source is in a largely neutral region which biases the ob-
servations of LAEs towards large ionized Hii regions. The
result is a larger ‘observed’ clustering for LAEs than the
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‘intrinsic’ clustering of the underlying objects - effectively
neutral regions obstruct the line of sight in a way that en-
hances the clustering of LAEs. LBGs however do not receive
such an effect on their clustering, so a boost in the cluster-
ing of LAEs relative to LBGs (properly controlling for other
variables) could be indicative of reionization. Such an effect
is yet to be conclusively measured, e.g. Ouchi et al. (2010)
find little evidence at z = 6.6 with 207 LAEs observed with
the Subaru telescope, but this approach and others like it
are likely to give improved constraints to the nature of the
epoch of reionization over the coming years.
1.3 Objectives of this work
LBG studies can be informally divided into analyses of
‘faint’ galaxies (in extremely deep, but narrow surveys),
and ‘bright’ galaxies (in slightly less deep, but extremely
wide surveys). Harikane et al. (2016) provide an analysis of
the clustering of relatively faint LBGs found within HST
deep surveys at z = 4 − 7. In this study we seek to ex-
tend these measurements to brighter luminosities by utilis-
ing wider area surveys. To do this, we measure and model
the clustering of the Bowler et al. (2015) high luminosity
z ∼ 6 sample, which covers the degree-scale UDS and Ultra-
VISTA fields. A clustering analysis of a subset of the UDS
sample has been performed in McLure et al. (2009), who
modelled the correlation function with a single power law,
concluding the sources are in dark matter haloes of masses
1011.5−12M. In this study we perform a similar analysis,
but extend to a full HOD model, including an additional
field and using deeper data available. Using this enlarged
sample, we are then able to discuss what our results mean
for feedback processes, models of structure formation, and
cosmic variance at high redshift. While samples of bright
galaxies do exist at z > 6.5 (Bowler et al. 2015), they are
too small to provide constraints on the clustering, and hence
we limit our analysis to z ∼ 6.
The structure of this paper is as follows. In Section 2
we describe the sample of LBGs used in this study. In Sec-
tion 3 we discuss how we measured the correlation function
in the sample and constructed our halo occupation distribu-
tion models and fitting process. The results are presented in
Section 4. In Section 5 we discuss our results, linking them
to the literature, and interpreting the cosmic variance be-
tween the fields in light of our measurements. Magnitudes
are given in the AB system (Oke & Gunn 1983) and all
calculations are in the concordance cosmology σ8 = 0.8,
ΩΛ = 0.7, Ωm = 0.3 and H0 = 70 km s
−1Mpc−1 unless
otherwise stated.
2 DATA AND SAMPLE SELECTION
In this study we use the high luminosity Lyman break galaxy
sample of Bowler et al. (2015). Deep optical and infrared
data (spanning wavelengths of 0.3−2.5µm) across two main
fields (see Fig. 1) was used to select the sample; we sum-
marise the observations and selection criteria below, but see
Bowler et al. (2015) for a more in depth description.
2.1 UltraVISTA/COSMOS
UltraVISTA (McCracken et al. 2012; Laigle et al. 2016) is
the deepest of the 6 public surveys on the VISTA telescope,
providing Y JHKs near infra-red data covering the Cosmic
Evolution Survey (COSMOS) field (Scoville et al. 2007). The
‘paw-print’ focal plane of VISTA and the survey observ-
ing strategy give a continuous ‘deep’ field, with discontinu-
ous ‘ultra-deep’ stripes across it that receive more observing
time. Bowler et al. (2015) also used u∗, g, r and i optical
data from the T0007 release of CFHTLS in the D2 field, as
well as Subaru/SuprimeCam z′-band imaging. The maximal
area of overlap of these datasets is in the one square degree
of CFHTLS, of which 0.62 deg2 has ultra-deep UltraVISTA
data, and 0.38 deg2 shallower UltraVISTA. The majority of
the sample is in the ultra-deep field and hence for our pur-
poses here we only use the ultra-deep 0.62 deg2 (see Fig.
1).
2.2 UDS
For the UKIDSS UDS field, Bowler et al. (2015) used
B, V , R, i and z′ data from the Subaru XMM-Newton
Deep Survey (SXDS, Furusawa et al. 2008), and J , H
and K band data from the DR10 of the UKIDSS UDS
(Lawrence et al. 2007). Again separate z′-band data from
Subaru/SuprimeCam was obtained, and in addition, Y band
data from the VIDEO survey (Jarvis et al. 2013) was also
used. The total overlapping area is 0.74 deg2 (see Fig. 1).
2.3 Candidate Selection
Again, Bowler et al. (2015) describes the full sample se-
lection, but we summarise the process here. Sources were
detected with SExtractor (Bertin & Arnouts 1996),
and photometric redshifts were determined with LePhare
(Arnouts et al. 1999; Ilbert et al. 2006). Contaminant pop-
ulations (low redshift interlopers and brown dwarfs) were
removed in the SED fitting process. This leaves 156 and 107
5.5 < z < 6.6 galaxies in the UltraVISTA and UDS fields re-
spectively. The UltraVISTA field was found to have a higher
surface density than the UDS field (by a factor of ∼ 1.8); po-
tential causes for this, including lensing and cosmic variance
are discussed in section 7 of Bowler et al. (2015).
This process gives in total 263 LBGs in the range
−22.7 < MUV < −20.5 with 5.5 < z < 6.5 over 1.35
deg2. We take our final sample as all 161 sources with
MUV < −21.125, as the sample completeness drops off
rapidly faintwards of this value, as discussed in Bowler et al.
(2015), see their figure 6, but is fairly constant with magni-
tude brightwards of this value.
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Figure 1. The geometry of the UDS and UltraVISTA fields. The red points are the galaxy locations from Bowler et al. (2015). The blue
points are the random points chosen to cover the fields used for the construction of RR for the calculation of the correlation function. The
three galaxies in the UltraVISTA field that are not surrounded by blue points are the z = 6 sources detected in the deep (as opposed to
ultra-deep) part of the UltraVISTA field, that we do not include in this study. The overall shape of the fields is predominantly determined
by the part of the sky that the multiple different surveys overlap in. The small scale gaps and holes are foreground stars and detector
artefacts etc. See figures 1 and 2 of Bowler et al. (2014) to see how the irregular footprints arise from the intersection of the sky patches
covered by different surveys.
3 CORRELATION FUNCTIONS AND HOD
MODELLING
There is a large selection of statistical measurements that
can be used to characterise the clustering of extragalactic
sources and large-scale structure, including nearest neigh-
bour (Bahcall & Soneira 1983), genus (Gott et al. 2009),
power spectrum (Tegmark & Max 2003) and counts in cells
(White 1979). In this study we measure and model the two-
point correlation function, the excess probability of how
much more likely two galaxies are to be at a given separa-
tion than a random uniform distribution (this statistic can
be linked to other measurements e.g. counts in cells statistics
are ‘averaged’ correlation functions, and the power spectrum
is the Fourier transform of the correlation function).
The underlying meaningful physical relation is the full
three dimensional spatial correlation function; however we
only have the observables of angular separations and rela-
tively coarse redshift information. Limber Inversion (Lim-
ber 1954) provides a way to connect the two - we calculate a
model spatial correlation function, and project to an angular
correlation function.
3.1 The Angular Correlation Function
The angular two-point correlation function ω(θ) is defined
by:
dP = σ(1 + ω(θ))dΩ, (1)
where dP is the probability of finding two galaxies at
an angular separation θ, σ is the surface number density
of galaxies, dΩ is the solid angle. This is most commonly
estimated by calculating DD(θ), the normalised number of
galaxies at a given separation in the real data, and RR(θ),
the corresponding figure for a synthetic catalogue of random
galaxies identical to the data catalogue in every way (i.e.
occupying the same field) except position. We use the Landy
& Szalay (1993) estimator:
ω(θ) =
DD − 2DR+RR
RR
, (2)
which also uses DR(θ), data to random pairs, as it has
a lower variance (as an estimator) and takes better account
of edge effects.
Uncertainty on measurements of the correlation func-
tion can be broken down into i) ‘Poisson-like’ uncertainty,
which depends on the number density of the population trac-
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ing the underlying density field, and ii) ‘cosmic variance’ un-
certainty, which depends on how representative the volume
under consideration is of structures on the scale of inter-
est (see also section 5.4). Estimates of uncertainty can be
either ‘internal’ (based solely on the data itself), ‘external’
(based on comparison with mock catalogues from simula-
tions or similar) or analytic (based on analytic equations
from the the theory of clustering statistics, typically using
3rd or 4th order statistics). In this work uncertainties are
calculated with the internal ‘bootstrap-object resampling’
method, which samples the individual galaxies with replace-
ment from the dataset, from which we recalculate the cor-
relation function (see Ling et al. 1986). Repetition of this
process produces multiple ‘realisations’ of the correlation
function, from which the covariance matrix of the ω(θ) val-
ues can be estimated. In terms of ‘Poisson-like’ uncertainty,
it is possible to calculate the error bars from Poisson un-
certainty on the DD values, but Cress et al. (1996) and
Lindsay et al. (2014) found errors calculated in this manner
were a factor of 1.5 to 2 smaller than those estimated with
bootstrap-object resampling. It is particularly important to
account for covariance between adjacent angular space bins
in the small-number counts regime here as each galaxy will
contribute to multiple bins. In this paper we use 100 boot-
strap resamplings to estimate the uncertainty at the 16th
and 84th percentiles.
The other important internal approaches to estimating
the uncertainty on measurements of the correlation function
involve dividing the field into N sub-regions. ‘Bootstrap-
volume’ resampling (e.g. Maddox et al. 1990) then sam-
ples M of these sub-regions (with replacement) repeatedly,
calculating the correlation function each time, similarly to
bootstrap-object resampling. The ‘jackknife’ method (Shao
1986) measures how the estimate of the correlation function
varies when individual sub-regions are removed. Bootstrap-
object estimates are known to under-estimate the true cos-
mic variance uncertainty e.g. Fisher et al. (1994). Mo et al.
(1992) found that analytic and external mock estimates of
uncertainty agreed well on all scales, but that bootstrap-
object estimates only agreed with analytic estimates on
small scales, underestimating the true uncertainty by ∼ 35
percent on scales comparable to the size of the field. Volume
resampling methods conversely can slightly overestimate the
true uncertainty; Norberg et al. (2009) discuss the advan-
tages and disadvantages of bootstrap-volume and jackknife,
finding that both overestimate the size of error bars by about
∼40 percent on scales relevant to this work when compared
to external estimates based on mocks (which are beyond the
scope of this work, but are typically considered to be closer
to the ‘true’ uncertainty). In terms of sub-dividing a survey
into smaller volumes, Cabre et al. (2007) note that irregular
shapes can jeopardise the estimation of correlation function
uncertainty estimates for internal methods, and any sub-
division of our survey geometry would certainly have very
irregular shapes. In summary, bootstrap-object uncertainty
estimates capture ‘Poisson-like’ uncertainty well, but imper-
fectly captures ‘cosmic variance’ uncertainty compared to
bootstrap-volume methods. However given the difficulties of
doing volume resampling with an irregular field geometry,
and, perhaps most importantly, that our correlation func-
tion is calculated treating two separate highly independent
fields as one, mitigating ‘cosmic variance’ uncertainty, we
conclude that bootstrap-object uncertainty estimates could
slightly underestimate the error bars on our measurements
of the correlation function on large scales, but are likely suf-
ficiently accurate for our purposes.
For the construction of our random catalogue we cre-
ated a mask over the fields to exclude image artefacts and
foreground stars. Five galaxies in the UDS field were found
to be within the masked area. Although the mask may be a
little conservative, it is likely that our measurements of clus-
tering in the vicinity of these sources will be heavily biased
by the presence of the artefact being masked, so we do not
use these five galaxies when calculating the correlation func-
tion (although it makes very little difference to our analysis).
The fact that the survey area has a finite area gives a neg-
ative offset to the true correlation function, usually known
as the integral constraint. As per Beutler et al. (2011) and
Hatfield et al. (2016), we calculate the integral constraint
using the numerical approximation of Roche & Eales (1999)
and treat it as part of the model when fitting parameters. In
this paper we calculate the correlation function with both
the binning method (DD and RR are how many galaxy pair
separations in each angular scale bin) and the continuous
estimation/kernel smoothing method described in Hatfield
et al. (2016).
3.2 Halo Occupation Distribution modelling
Halo Occupation Modelling is an increasingly popular way
of modelling galaxy clustering measurements. We do not de-
scribe the full details of the scheme here, see Coupon et al.
(2012) and McCracken et al. (2015) for a more complete
breakdown. A given set of galaxy occupation statistics is
given, usually parametrised by 3-5 numbers, e.g. the num-
ber of galaxies in a halo as a function of halo mass. The
model correlation function is broken down to a ‘1-halo’ term,
describing the small-scale clustering of galaxies within an in-
dividual halo, and a ‘2-halo’ term, describing the clustering
of the halos themselves. The ‘1-halo’ term is constructed
by convolving the profile of galaxies within a halo with it-
self, weighting by the number of galaxies in the halo, and
then integrating over all halo masses. The profile is usu-
ally taken to be one galaxy at the centre of the halo (the
‘central’) and all other galaxies tracing a Navarro-Frank-
White (NFW; Navarro et al. 1996) profile. The 2-halo term
is constructed by scaling the dark matter linear correlation
function by the weighted-average halo bias of the host halos.
The most general HOD parametrisation commonly used
is that of Zheng et al. (2005), that gives the total number
of galaxies in a halo as:
〈Ntot(Mh)〉 = 〈Ncen(Mh)〉+ 〈Nsat(Mh)〉, (3)
the total number of central galaxies as:
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〈Ncen(Mh)〉 = 1
2
(
1 + erf
(
log10 Mh − log10 Mmin
σlog10M
))
,
(4)
and the total number of satellites as:
〈Nsat(Mh)〉 = 〈Ncen(Mh)〉
(
Mh −M0
M1
)α
. (5)
This model has five parameters; Mmin describes the
minimum halo mass required to host a central galaxy, σlogM
describes how sharp this step jump is (equivalently to the
central to halo mass scatter), M0 is a halo mass below which
no satellites are found, and M1 is the scale mass for accu-
mulating satellites (M0 is typically a lot smaller than M1,
so M1 is commonly said to be the halo mass at which the
first satellite is accreted, although analytically they are very
slightly different - this is the difference between M1 and M
′
1
used by some authors). The power law index α describes how
the number of satellites grows with halo mass. Although we
have the largest sample of bright LBGs at these redshifts,
this is still only a comparatively small sample for HOD mod-
elling. Thus, in order to reduce the number of parameters in
the model (six once duty cycle is included, see Section 3.3),
we fix some as functions of others.
As per Harikane et al. (2016) we fix σlogM = 0.2. The
assumptions that go into this choice however are based on
results at much lower redshifts (Kravtsov et al. 2004; Zheng
et al. 2005; Conroy et al. 2006) which do not necessarily
hold at these early times, when the luminosity-halo scatter
is fairly unconstrained. Indeed Hatfield et al. (2016) found
a scatter of ∼ 0.6 consistent with the data at z ∼ 1. How-
ever fortunately for our purposes (unfortunately from the
perspective of using clustering to infer the scatter) the 2-
point statistics have very little dependence on the scatter.
Hence our conclusions do not alter dramatically with choice
of σlogM , and so we fix it as the same as the Harikane et al.
(2016) value for ease of comparison.
We additionally fix α = 1; this is both the fiducial value
(it is logical to expect that once in the most massive halo
regime that the number of satellites scales linearly with the
halo mass, as the bulk of the halo mass will have been ac-
creted), as well as the result found by most measurements at
moderate (z < 2) redshift (e.g. Hatfield et al. 2016; Coupon
et al. 2012).
We investigate the consequences of allowing various pa-
rameters to be fixed or free in the fitting process. As per
equations 54 and 55 in Harikane et al. (2016), if not free,
M1 and M0 are fixed as functions of Mmin following the
z = 0− 5 results of Conroy et al. (2006):
log (M1/M) = 1.18 log (Mmin/M)− 1.28, (6)
log (M0/M) = 0.76 log (M1/M) + 2.3. (7)
In this work we use the halo mass function of Behroozi
et al. (2013), and the halo bias of Tinker et al. (2010).
3.3 Duty Cycle
The role of a duty cycle (DC) is the main difference to be
incorporated when modelling LBG galaxies at high redshift
compared with studies in the local Universe. Clustering anal-
yses of LBGs typically find that there is a mismatch be-
tween the measured number density, and the number den-
sity implied by the clustering (Ouchi et al. 2010). This is in
agreement with current understanding of galaxies at these
redshifts that suggest that star formation may be highly
episodic e.g. Stark et al. (2009). Typically the occupation
statistics model implied by fitting only to the clustering will
suggest a larger comoving number density than is observed
in the luminosity function. This discrepancy is typically ex-
plained by invoking a duty cycle, that the observed LBGs
have luminosities that vary dramatically in time, and are
being observed only when in a bright phase. This illustrates
the importance of understanding clustering alongside the
number counts. With a duty cycle of 10 percent (i.e. it is
only in its bright phase 10 percent of the time), the un-
derlying galaxy appears 10 times rarer than it actually is.
A straight abundance matching in this scenario would then
mistakenly put them in rarer, and thus more massive, halos.
Without incorporating the duty cycle, the implied co-
moving number density is the mean number of galaxies in a
halo, times the halo mass function, integrated over all halo
masses. This number is then multiplied by the duty cycle to
give the model comoving density:
ngal = DC×
∫ ∞
0
HMF(Mh)× 〈Ntot(Mh)〉dMh, (8)
where HMF is the halo mass function and DC is the
duty cycle.
3.4 MCMC Fitting
To compare with observations, we use the Halomod 1 code
(Murray, Power, Robotham, in prep.) to calculate the spa-
tial correlation function. We then project this to an angu-
lar correlation function (as per Limber 1954, using a red-
shift distribution derived by smoothing the point estimates
of the LBG redshifts), and subtract off the numerical ap-
proximation of the integral constraint to get our final model
correlation function.
We use Emcee 2 (Foreman-Mackey et al. 2013) to pro-
vide a Markov Chain Monte Carlo sampling of the parameter
space to fit our correlation function. We use a likelihood of:
χ2 =
[lognobsgal − lognmodelgal ]2
σ2logn
(9)
+
∑
i,j
[ωobs(θi)− ωmodel(θi)][C−1i,j ][ωobs(θj)− ωmodel(θj)],
1 https://github.com/steven-murray/halomod
2 http://dan.iel.fm/emcee/current/
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where nobsgal is the observed galaxy number density,
nmodelgal is the model galaxy number density, σlogn is the er-
ror on the log of the number density including both Poisson
noise and cosmic variance (calculated as per Trenti & Sti-
avelli 2008), θi are the angular scales we fit over, ω
obs is the
observed angular correlation function, ωmodel is the angular
correlation function of a given model, and Ci,j is the covari-
ance matrix of the measurements of the correlation function
from the bootstrapping.
In addition to the uncertainty on the number counts
and the covariance of the clustering measurements, there
is in general “cosmic covariance” between observed num-
ber counts and measured clustering amplitude. For an over-
dense region of the Universe, typically the number counts
and measured clustering amplitude will both be higher than
the global value, and vice versa for an under-dense region
(e.g. see Lacasa & Rosenfeld 2016). This covariance would
typically lead to an underestimate of the true uncertainties
on our inferred HOD parameters. However, the fact that our
main analysis is performed jointly over two highly indepen-
dent fields (one of which is known to be over-dense and the
other under-dense) mitigates the impact of this effect; we
conclude not accounting for this covariance is unlikely to
affect our key results.
When the parameters are free, we use a uniform prior
over 10 < log10 (Mmin/M) < 13, log10 (Mmin/M) <
log10 (M1/M) < 14 (uniform in log space) and 0 < DC < 1.
We used 20 walkers with 1000 steps, which have starting po-
sitions drawn uniformly from the prior. When we fit the bias
b directly (Model E in section 4.2) we use a uniform prior
over 1 < b < 30.
We use 500,000 random data points in this study. As
per Hatfield et al. (2016) and Hatfield & Jarvis (2016), we
use 100 bootstrap-object resamplings to estimate the uncer-
tainty at the 16th and 84th percentiles of the resampling
(corresponding to plus/minus one standard deviation). For
nobsgal , we use the value obtained when integrating the lumi-
nosity function brightwards to infinity from MUV = −21.125
(as opposed to the number obtained by dividing the number
of sources by the volume probed) as the luminosity func-
tion already has incompleteness factored in. This equates
to nobsgal = 4.1× 10−5Mpc−3, for the fields combined. This is
from the best-fitting double power law model in Bowler et al.
(2015). Using the best-fitting Schecter function gives the
marginally lower value of nobsgal = 3.8×10−5Mpc−3. Changing
from one value to the other does not impact our conclusions.
The main sources of incompleteness are blending with fore-
ground sources, and misclassification of true z ∼ 6 LBGs as
dwarf stars or lower redshift contaminants, see Bowler et al.
(2015).
4 RESULTS
4.1 Clustering Measurements
Fig. 2 shows the angular correlation function of the full
sample over the range 10−3 < θ/deg < 10−0.5, estimated
with both the binning approach (where galaxy pair separa-
tions are counted in discrete angular ranges) and the kernel
smoothing method (where the distribution of galaxy pair
separations is smoothed to produce a continuous estimation
of the correlation function in the angular range under con-
sideration). They (as expected) agree well, and produce the
familiar approximate power law ∼ θ−0.8, although the ker-
nel smoothing method is able to cope better with bins that
contain a small number of pairs. For the rest of our analysis,
we take the value of the smoothed correlation function, at
the ten angular scales calculated for the bins, as our final
measurements 3. Fig. 2 also shows the estimate of the cos-
mic variance on the clustering measurements used in section
5.4.1.
In general, measurements of clustering at different
scales will be covariant as individual galaxies contribute mul-
tiple times to DD, usually at different scales. Furthermore,
extra care with covariances is needed when using the ker-
nel method, as a given galaxy pair contributes at a range
of scales (this can be mitigated by picking measurements
larger than the smoothing scale, but is important to keep
track of here as we are in a low-data regime). Therefore we
also construct the covariance matrix from the bootstrapped
samples for our measurements, in order to account for these
covariances in the fitting process. We show the correlation
matrix (the covariance matrix with each value normalised
by the standard deviation of each measurement) in Fig. 3.
Not taking covariances into account would be the equivalent
of ignoring the off-diagonal values, which are non-negligible,
particular at the large and very small scales.
We also calculate the correlation function separately
for the UDS and UltraVISTA fields individually, shown in
Fig. 4. The single field correlation functions were calculated
based solely on each individual field - random data points
and RR are re-calculated for each sub-field, DD and DR
normalisation is based just on the galaxy number counts
for the separate fields etc. Small number statistics make the
correlation function for each field extremely noisy, particu-
larly for the UDS field where we only have 64 LBGs with
MUV < −21.125 in the sample. The error bars are smaller
for the measured correlation function when both fields are
used, than for the individual fields, as expected. It is clear
that all small scale pairs are from the UltraVISTA field -
the UDS correlation function has no power on scales smaller
than ∼ 10−2.5 deg4. On scales of ∼ 10−2−10−1 deg the am-
3 With the continuous estimation of the correlation function, one
can in principle extract an estimate of the correlation function
at an arbitrary number of angular scales in the range probed.
However this gives dramatically diminishing returns as adjacent
measurements would be increasingly covariant e.g. one could take
the estimate of the correlation function at 1000 points in the
angular range for which we estimate the correlation function, but
adjacent points would be almost perfectly correlated and no extra
information would be gained.
4 This illustrates a weakness of the random catalogue approach to
estimating the correlation function - when zero pairs are observed,
this approach outputs ω = −1 for every bootstrapped catalogue
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Figure 2. The angular correlation function for our sample of bright (MUV < −21.125) z ∼ 6 LBGs from Bowler et al., (2015). The
figure shows the correlation function estimated both with a binning method (blue points), and a kernel smoothing method (red curve,
with dotted lines showing the error on the measurements). The error bars on the measurements from both the binning method and the
kernel smoothing method are calculated from the 16th and 84th percentiles of the set of bootstrapped measurements. The dashed green
curves show the ‘cosmic variance corrected’ uncertainty on the kernel smoothed clustering measurements, used and discussed in section
5.4.1.
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Figure 3. The correlation coefficients (covariance normalised)
of our measurements. Blue values are positive correlations, red
values are negative values. The blue diagonal corresponds to the
standard deviation measurements (a random variable is always
perfectly correlated with itself).
plitudes of the UDS and UltraVISTA correlation functions
are roughly consistent with each other, and with the cor-
relation function calculated for the fields together5. Finally
on scales > 10−1 deg, the correlation function is moder-
ately larger for the fields considered together than for the
fields considered individually. This is because with just one
field, essentially there is only access to ∼one large mode
of fluctuation, so variance in the large-scale modes can not
be observed. However with more than one field these large-
scale variations can now be measured. Mathematically this
behaviour can be seen as a result of the use of the Landy &
Szalay (1993) estimator - DR is moderately large on the
large scales (& 0.1 deg) for each individual field, but is
smaller when the fields are considered collectively, as more
of the randomly placed ‘dummy’ galaxy points are in the
(as zero pairs can not be bootstrapped into a non-zero number of
pairs), as opposed to more realistically giving no constraints.
5 The UDS field correlation function has a ‘dip’ relative to the Ul-
traVISTA and ‘Both’ correlation functions at about 0.02− 0.04◦.
We are not aware of any systematic (instrumental or in observing
strategy) that inhibits finding galaxy pairs at this angular sep-
aration, so believe this is likely a ∼1.5-σ chance fluctuation, as
opposed to a significant discrepancy.
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Figure 4. The angular correlation function of our LBG sample,
calculated for the UltraVISTA field (blue), the UDS field (red),
and the fields collectively (black).
UDS field but more of the real galaxy points points are in
UltraVISTA. The estimate of the correlation function on
larger scales when using the earlier Peebles & Hauser (1974)
estimator ω = DD
RR
− 1 is much lower and essentially is the
weighted average of the measurements from each individual
field (suggesting that the value of DR is critical). Equiva-
lently, the integral constraint (which starts to become sig-
nificant on scales comparable to the maximum length scale
accessed by a survey) is smaller when the fields are consid-
ered together, as there are large numbers of dummy-dummy
pairs with one member of the pair in one field, and one in the
other field, which contribute to the normalising denomina-
tor, but not the numerator, of the expression for the integral
constraint in Roche & Eales (1999) that we use in this work.
4.2 Modelling Results
We carry out several MCMC fits to the data with the HOD
model as per Section 3.4, with four variations. The four sce-
narios considered were:
A. Mmin, M1 and DC free (e.g. 1-halo and 2-halo am-
plitudes and number counts all free)
B. M1 fixed as function of Mmin as per Section 3.2 (e.g.
1-halo amplitude as fixed function of 2-halo amplitude)
C. M1 fixed as function of Mmin, DC = 0.6 (e.g. 1-halo
amplitude as fixed function of 2-halo amplitude, duty cycle
fixed at the Harikane et al. 2016 value)
D. M1 fixed as function of Mmin, DC = 1 (e.g. 1-halo
amplitude as fixed function of 2-halo amplitude, no duty
cycle - galaxies ‘on’ at all times)
In addition to these four models we also compute:
E. Galaxy bias from a pure bias model e.g. fit for b
where ξmodel = b
2ξDM
F. Halo masses for the most straightforwards abundance
matching scheme e.g. Mmin for a sample of galaxies above
a given luminosity threshold is the halo mass such that the
comoving number density of halos greater than that mass is
equal to the comoving number density of the galaxy sample.
The results from these 6 models are shown in Table 1.
Fig. 5 shows the data and the best-fit models. We show the
posterior from one fitting in Fig. 6 for illustrative purposes.
It is clear that the amplitude of the correlation function is
roughly two orders of magnitude larger than the dark matter
correlation function in the linear regime, corresponding to
a very high bias. Most of our models suggest that Mmin ∼
1011.5M e.g. our galaxies are hosted by halos of that mass
and above. It also seems that the satellite fraction is at most
a few percent, which suggests that at most 5-6 galaxies in
our sample are satellites (in the scenario that these sources
were the same underlying population as the lower luminosity
LBGs, the satellite fraction could have been higher as a non-
trivial portion would have been from halos hosting multiple
galaxies). Although models with a range of duty cycles are
consistent with the data, the observations seem to favour
DC = 1 for Model A., the model with the most freedom.
In general fits were of acceptable quality (see the χ2 val-
ues in Table 1). We discuss some mild tensions in the data
more in section 5.1, but summarise the results of each model
here. The Mmin, M1 and DC free model (A.) is free to go
to high masses until tension between model and measured
number density stop it from going higher. This model can
also take M1 extremely high, to bring the amplitude of the
small scale clustering down to match the data. Models that
do not have M1 free (B., C., D.) cannot vary their small
scale behaviour freely. This forces their halo masses down,
as the small scale behaviour grows rapidly with Mmin; if
they went higher the disagreement on small scales would
become much larger. When DC is free (and M1 is fixed as a
function of Mmin, B.), the model actually prefers to go even
lower than the abundance matching halo mass, and uses the
duty cycle to reach agreement with the number counts. How-
ever when these models have the duty cycle fixed (C., D.),
they cannot do this, so the trade off between agreeing with
small scale clustering and the number counts sets the halo
mass. For DC = 0.6 (C.) to agree with the observed number
counts, the intrinsic number counts must be higher than for
DC = 1 (D.), forcing the model to prefer slightly lower halo
masses. The ‘pure bias’ model (E.) was able to fit the clus-
tering data well, but with a higher bias, and much larger
uncertainty. This illustrates that the clustering is a com-
paratively weak constraint in models A.-D., and that much
of the constraint on the model is coming from the number
counts. The reason that models A.-D. are able to achieve
stronger constraints on the bias than Model E is that the
number counts are (implicitly) being mapped onto a halo
mass via abundance matching, and then onto a bias by the
halo bias model, as opposed to the bias being measured to
that precision directly (this can only happen because the
satellite fraction is so low; at lower redshift number counts
don’t map onto bias as cleanly as the satellite fraction is
in general non-trivial). Essentially the number counts set a
maximum possible bias, and the clustering gives a weak con-
straint pulling the estimate up to that limit. There is a mild
mismatch between the clustering and the number counts -
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halos of the halo mass implied by the (directly measured)
bias are far rarer than the observed galaxies are6. This is
in principle problematic7, but the issue has low statistical
significance in the case discussed here. In addition, the fact
that no 1-halo term emerges is slightly anomalous. We note
that Harikane et al. (2016) use fitting formulae of the HMF
in Tinker et al. (2010) directly without the normalization
constraint, which overestimates the abundance of the HMF
by a factor of 1.7 at z = 4 (Y. Harikane 2017, private com-
munication, see also Harikane et al. 2017). So the results of
Harikane et al. (2016) are likely more consistent with a duty
cycle of 1 (rather than the fixed value of 0.6 that they use in
their analysis). Table 2 shows the observed comoving num-
ber densities, compared with the comoving number densities
implied by their HOD models (alongside corresponding fig-
ures from this work).
5 DISCUSSION
5.1 The link between low- and high-luminosity
galaxies and their haloes at z ∼ 6
The most relevant previous study to compare our results to
is Harikane et al. (2016), which presented clustering mea-
surements and HOD fits to z ∼ 6 LBG galaxies, but on
smaller angular scales of approximately 10−3.25 < θ/deg <
10−1.25, compared with our 10−3 < θ/deg < 10−0.5, and for
fainter rest frame absolute magnitudes of −20.5 < MUV <
−19 compared with our −22.7 < MUV < −21.125 sample
(see Fig. 7). Thus our results combined with Harikane et al.
(2016) describe LBG clustering over almost three orders of
angular scale and a factor of 40 in luminosity.
Our bias and halo mass results compared with the re-
sults of Harikane et al. (2016) are shown in Fig. 8. Although
only moderate quality fits (possible reasons for which are dis-
cussed in the subsequent sub-sections), all our fitted models
suggest our galaxy sample has a substantially higher typical
host halo mass and galaxy bias than the lower luminosity
samples in Harikane et al. (2016). This higher bias is evident
by directly comparing the two measurements of the corre-
lation function. Our sample has an amplitude ∼ 3 times
higher than the Harikane et al. (2016) bright (MUV < −20)
sample with ω(0.01◦) ∼ 0.2, and our measured bias is a
factor of 1.7 greater than that measured for the lower lumi-
nosity Harikane et al. (2016) sample (as ω ∝ b2). In general
higher luminosity and higher stellar mass galaxy samples
have higher biases, but it is important to note that it was
not a foregone conclusion to measure a bias this high. It
was entirely possible that our MUV ∼ −21.5 sample could
6 This problem would have been even worse if the HMF had
been taken from Tinker et al. (2010) without the high redshift
correction of Behroozi et al. (2013).
7 This is the opposite problem to what the duty cycle is invoked
to solve - duty cycles in clustering studies of LBGs solved the
issue of number counts being lower than implied by clustering,
the problem here is the number counts are higher.
have been the same (or largely the same) population as the
sample of Harikane et al. (2016), just observed during a
particularly vigorous but rare burst of star formation. If
that had been the case, we would have measured a lower
clustering amplitude, and inferred a much lower duty cycle.
The comoving space density of the galaxies in our sample is
4.1×10−5 Mpc−3, compared with 3.8×10−4 Mpc−3 for the
most luminous z = 6 Harikane et al. (2016) sample. Harikane
et al. (2016) do not measure the duty cycle for this sample,
but assume it to be equal to 0.6. As an illustrative exam-
ple, a duty cycle of 0.6 for the Harikane et al. (2016) sample
would mean an actual underlying population comoving den-
sity of 6.3×10−4Mpc−3. If our sample was part of the same
population, that would correspond to DC = 0.06 (in other
words that the fainter population spends approximately 6
percent of its time in this super-enhanced state of star for-
mation). However the amplitude of the clustering rules this
out and our MUV < −21.125 sample is comprised of contin-
uously high-luminosity objects in very dense environments.
Although the measurement of the correlation function for
the UDS field is too poor to make a measurement of the
bias, the bias (Model E) from just the UltraVISTA field is
b = 11.1+7.6−6.8, consistent with this result. In future larger data
sets it will be important to perform the full HOD analysis
for separate fields individually to understand how cosmic
variance impacts inferred HOD parameters. Planned work
with z ∼ 6− 7 LBG samples selected in the VIDEO survey
(which goes to comparable depths to the analysis in this
work) will allow this comparison to be done with 12deg2 of
data over three roughly equally sized independent fields.
Bowler et al. (2014) and Bowler et al. (2015) report a
rapid evolution in the high luminosity end of the luminos-
ity function at z = 6 − 7, a transition from a power-law
drop off to an exponential cut-off, interpreted as the on-
set of quenching or dust obscuration. Our clustering results
show that these galaxies at the bright end of the luminos-
ity function truly are in the densest regions of the Universe,
as opposed to less biased objects caught in extremely rare
massive star-bursts. This result gives extra support to the
claim that the high-redshift evolution of the high-luminosity
end of the luminosity function is determined by dust extinc-
tion, cooling rate of gas in halos, or feedback processes, as
opposed to how rare its episodes of high star formation are.
Preliminary results from the Great Optically Luminous
Dropout Research Using Subaru HSC LBG survey (GOL-
DRUSH, Ono et al. 2017) have started to give complemen-
tary results over an even larger volume, with deep optical
imaging over 100 deg2. Ono et al. (2017) suggests that at
these redshifts the high luminosity end of the luminosity
function is indeed best fit by a double power law, support-
ing Bowler et al. (2014) and Bowler et al. (2015). Simi-
larly, Harikane et al. (2017) make clustering measurements
in GOLDRUSH that suggest clustering amplitude contin-
ues to increase at high luminosities, and that the ratio of
luminosity to halo mass remains high at high halo masses
at z ∼ 6. However their results currently only use optical
imaging (unlike our sources, which were selected using near-
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Figure 5. Comparison of our measurements (red curve and shaded area) with the five different clustering models we fit. The two blue
curves correspond to models with only Mmin free, the full line has DC = 0.6 (C.) and the dashed curve DC = 1 (D.). On linear scales
all models are very similar, apart from the bias only model (E.), as the number density constraint is restricting the model from going
too high. Only the M1 free model (A.) allows the small-scale amplitude to vary independently.
Table 1. Our constraints on the HOD parameters from the MCMC fitting. Also shown are the corresponding satellite fractions (fsat)
and galaxy biases (b) and fit reduced χ2 of the samples. Quantities in brackets are either fixed in the model, or fixed as a function of
other parameters in the model. Masses are in Solar mass units (log base ten). Note that values and error bars quoted are the 16th, 50th
and 84th percentiles of the posterior, as opposed to the peak values. This makes very little difference apart from the posterior for the
duty cycle value for the Mmin, M1 and DC free model, which is peaked at DC=1 and hence only has one tail, see Fig. 6. The lower
luminosity parameter values are taken directly from Harikane et al. (2016), apart from satellite fraction, which we calculate.
Model MUV logMmin logM1 logM0 α σ DC 10
2fsat b χ2/d.o.f.
A. M1, DC free -21.125 11.53
+0.05
−0.07 13.64
+0.99
−0.91 (12.67
+0.75
−0.69) (1) (0.2) 0.79
+0.15
−0.25 < 0.2 8.28
+0.23
−0.32 1.3
B. DC free -21.125 11.35+0.13−0.05 (12.12
+0.16
−0.05) (11.51
+0.12
−0.04) (1) (0.2) 0.36
+0.3
−0.12 3.87
+0.24
−0.64 7.65
+0.57
−0.18 1.5
C. DC = 0.6 -21.125 11.48+0.02−0.02 (12.26
+0.03
−0.03) (11.62
+0.02
−0.02) (1) (0.2) (0.6) 3.29
+0.11
−0.1 8.16
+0.1
−0.1 1.3
D. DC = 1 -21.125 11.51+0.02−0.02 (12.3
+0.03
−0.02) (11.65
+0.02
−0.02) (1) (0.2) (1) 3.16
+0.08
−0.1 8.3
+0.12
−0.08 1.9
E. Bias Only -21.125 NA NA NA NA NA NA NA 11.4+6.5−6.7 1.0
F. Matching Only -21.125 11.51 NA NA NA (0) (1) (0) NA NA
Harikane16 -20.0 11.30+0.10−0.13 (12.06
+0.07
−0.16) (11.47
+0.05
−0.12) (1) (0.2) (0.6) 5.0 6.3
+0.4
−0.4 0.5
Harikane16 -19.1 11.03+0.05−0.18 (11.75
+0.20
−0.29) (11.23
+0.15
−0.22) (1) (0.2) (0.6) 7.1 5.5
+0.2
−0.4 1.4
infrared bands), which makes processes like removing brown
dwarf contamination more complex.
5.2 Apparent lack of a 1-Halo term
Models using extrapolated values of M1 (B., C., D.) suggest
that at scales of 10−2.5deg and smaller there should be a
sharp upturn in the value of the correlation function as the
observations start to probe clustering of multiple galaxies
within individual halos (see Fig. 5). We do not observe this
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Figure 6. Triangle plot of our posterior from our MCMC fitting for the HOD model with Mmin, M1 and DC free (masses in log base ten
Solar mass units). The top sub-figure in each column shows the 1D marginalised posteriors (probability density functions scaled to have
a peak of unity) of each parameter, with vertical dashed lines showing the 16th, 50th and 84th percentiles. The other three sub-plots
show each possible 2D marginalised posterior.
Table 2. Comparison of abundance matching results to clustering fits for our data. Columns are (1) LBG sample used, (2) LBG threshold
absolute magnitude, (3), observed comoving number density (Mpc−3), (4) the minimum halo mass in the most straightforwards abundance
matching scheme (log base ten Solar mass units), (5) the model comoving number density (Mpc−3) of the best fit model HOD in this
work (A. shown) and Harikane et al., (2016) without incorporating duty cycle, (6) the corresponding minimum halo mass from the HOD
model (log base ten Solar mass units).
Data MUV n
observed
g
(Mpc−3)
logMmatchedmin n
model
g
(Mpc−3)
logMmodelmin
Bowler15 -21.125 4.1× 10−5 11.51 6.8× 10−5 11.53+0.05−0.07
Harikane16 -20.0 3.8× 10−4 11.09 2.1× 10−4 11.30+0.10−0.13
Harikane16 -19.1 13.4× 10−4 10.79 7.3× 10−4 11.03+0.05−0.18
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Figure 7. Comparison of our measurements (red curve, 1-σ un-
certainties in the lighter curves), the lower luminosity Harikane
et al., (2016) measurements, and the dark matter angular corre-
lation function (black curve).
in the data, in contrast to Harikane et al. (2016), see Fig.
7. A direct interpretation of this would be that M1 just in-
creases much faster than the extrapolation of Equation 6 i.e.
the satellite fraction drops off extremely fast and an unfea-
sibly large (for this redshift) halo is needed to host two of
these sources. Another possibility is suggested by Jose et al.
(2013), who also observe a lack of a 1-halo term in cluster-
ing measurements of z ∼ 3− 7 LAEs. Their proposed solu-
tion was that halo occupancy behaved in a sub-Poissonian
manner, and they found that a modified distribution (see
their equation 15) was able to reproduce the measurements.
However, we suggest that there are good reasons to believe
that there is strong cosmic variance on our small scale mea-
surements that is not accounted for in the bootstrap uncer-
tainties, making it hard to make direct inferences about the
satellite population of these galaxies.
For single contiguous field observation, cosmic variance
is smaller on small scales than on large scales in a lim-
ited sense, simply because one observes more instances of
small scale structure. However these are not independent
instances of small-scale structure, as they all come from
the same large-scale density field. To illustrate this, suppose
our sources have Mmin ∼ 1011.4M, then we would expect
M1 ∼ 1012.2M e.g. only halos with M > 1012.2M host
more than one of our bright sample. The comoving density of
M > 1012.2M halos is 5.2× 10−7Mpc−3 and the comoving
volume probed by the observations is ∼ 1.7×107Mpc3. This
means that the expected numbers of M > 1012.2M halos
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Figure 8. Comparison of our results with comparable measure-
ments of lower luminosity LBGs from Harikane et al. (2016). Top
plot: Mmin as a function of absolute UV luminosity threshold (in
units of Solar mass). Bottom plot: galaxy bias as a function of
absolute UV luminosity threshold. The results from our six differ-
ent models are shown for comparison (x-axis values slightly offset
for each model for clarity).
in the volume surveyed is ∼ 10. Just these ten would give
∼ 10 close pairs (in addition a few more would be expected
from projection effects), which is more than twice the 4 close
(10−3− 10−2.5deg) pairs observed here, and would push the
small scale correlation function up. However these halos will
be extremely biased, much more than the ∼ 1011.4M ha-
los. Conceivably for an extreme case, it could be that if our
observations were repeated 10 times, we would find that 9
times no M > 1012.2M halos were observed, and the tenth
time a very overdense region is observed, which has 100 in.
In the first nine cases, no satellites would be observed, lead-
ing to a flat correlation function to small radii that we see
in our observations, and the tenth time an overestimate of
the satellite fraction is measured. Therefore we would expect
there to be very substantial cosmic variance on our measure-
ments of the correlation function on small scales - variance
that is not incorporated into our errors on our clustering
measurements. Essentially the 1-halo term is dominated by
contributions from very massive halos, which are the most
© 2015 RAS, MNRAS 000, 1–19
14 Peter Hatfield
biased, so there is the most cosmic variance on small scale
measurements of the correlation function. This is also con-
sistent with our less dense field (UDS), having no power on
small scales. It appears to be the case that neither of our
fields are overdense enough to sample the highly biased sam-
ple of massive halos at this redshift which could be massive
enough to host multiple bright LBGs, and instead our small
scale measurements are dominated by the angular projection
of the linear clustering (e.g. objects near in angular space
by chance, but not near in physical space).
The Harikane et al. (2016) measurements however do
have a prominent 1-halo term. We suggest that the reason for
this may lie in the fact that a) they are at lower luminosities,
so the cosmic variance on halos required to host multiple
galaxies is less extreme and b) their correlation functions are
measured from galaxies in seven different fields (rather than
our two), so they had a greater chance of observing a dense
field that had the massive halos necessary for satellites.
5.3 Mild mismatch between the number counts
and bias measurements
As discussed in Section 4.2, the bias obtained by fitting just
to the clustering (Model E) is higher than that obtained
when fitting to both the counts and the clustering. The core
of the discrepancy is that to obtain the directly measured
bias of ∼ 11, the galaxies would need to be in halos of min-
imum mass Mmin ∼ 1012M. This corresponds to a comov-
ing density of ∼ 2×10−6Mpc−3, compared with an observed
number density of 4.1×10−5Mpc−3 i.e. approximately a fac-
tor of 20 lower than the observed value. Equivalently, plain
abundance matching (Model F.) would suggest a minimum
mass Mmin ∼ 1011.5M (see table 2) corresponding to a bias
of ∼ 8. We note that Barone-Nugent et al. (2014) report a
very similar issue at z ∼ 7.2, where they found that a duty
cycle of 1 was needed for their LBG sample, and that even
then the measured bias was slightly inconsistent with the
number density.
Although of comparatively low statistical significance,
we consider some possible explanations for this discrepancy:
• Contaminants: some of the sources used for our clus-
tering measurements are not truly z ∼ 6 LBGs, but are
instead brown dwarfs or galaxies at other redshifts. This is
unlikely to be the cause of the discrepancy, as Bowler et al.
(2015) had access to photometry across a very large range
of wavelengths and performed extensive testing with brown
dwarf templates to rule out substantial contamination. Fur-
thermore, stellar contamination would actually reduce the
clustering amplitude as stars are unclustered and have no
physical correlation with the galaxies. In addition, Bowler
et al. (2014) and Bowler et al. (2015) investigated the possi-
bility of contamination from lower luminosity sources being
magnified by gravitational lensing. They found that lens-
ing was not a significant factor in either the selection of
the sources, nor the constraints on the luminosity function,
based on the non-detection of strong lensing sources along
the lines of sight, and the fact that the sources have no ex-
cess lensing over random locations in the field.
• More complex galaxy-halo relations: halo occupancy de-
pends on more than just halo mass. HOD modelling is pred-
icated on the principle that the only thing that determines
the galaxy content of a halo is the mass of the halo - if
this is violated, then in general more complex relations be-
tween the galaxy-halo relation and clustering measurements
are possible. Well known cases include assembly bias (see
Hearin et al. 2016, where the bias of halos depends on halo
assembly history as well as mass), or a dependence on the
large scale linear density field. Galaxy-galaxy lensing can
in principle observationally break these degeneracies (e.g. if
sources are in older, lower mass halos, their clustering will
reflect the assembly-dependent bias of the hosts, but the
lensing will reflect just the mass), but this is likely to never
be possible at these redshifts as it requires a high number
density of even higher redshift sources. It seems likely that
comparison with simulations is the only way to investigate
the viability of such underlying processes.
• Uncertainty in knowledge of the high-redshift dark mat-
ter distribution: that the halo mass function etc. used in the
HOD model are flawed. Tinker et al. (2008) and Tinker et al.
(2010) found model HMFs and halo biases from N-body sim-
ulations at redshifts of z = 0 − 2.5. Behroozi et al. (2013)
then introduced a high-redshift calibration to the Tinker
et al. (2010) HMF, extending the validity to z ∼ 8 (repre-
senting an increase of approximately 20 percent at z = 6 for
M ∼ 1011.3M halos). However, Behroozi et al. (2013) did
not calibrate the high redshift halo bias, so we are effectively
using biases at z ∼ 2.5 extrapolated to z ∼ 6. The excess in
the clustering amplitude is only around a factor of 50 per-
cent, which would require around a 25 percent correction in
bias. Thus we suggest that our results could potentially be
explained with a high-redshift calibration to the halo bias
function that steepens it at the high mass end. See also
Behroozi & Silk (2016) for a discussion on this direction of
inference e.g. how high redshift stellar-mass functions can
give information on the high-redshift HMF. An alternate
potential correction to our understanding of the distribution
of dark matter is the incorporation of ‘quasi-linear effects’.
HOD modelling makes a binary division between non-linear
clustering within halos, and large-scale linear bias. However
this transition is gradual, not sharp, and bias can be scale-
dependent on up to 10 Mpc scales (relevant for scales probed
with our observations), although it always tends to a con-
stant value at large scales (Mann et al. 1998). Introducing a
functional form for scale-dependent bias can model some of
these effects and Jose et al. (2016) conclude that quasi-linear
clustering has the largest effect at high redshift (z > 2), and
high halo mass. In particular, Jose et al. (2017) note a similar
discrepancy to ours at 3 < z < 5, and find that quasi-linear
effects can cause one to over estimate halo mass by up to a
factor of ten if unaccounted for.
In summary there are a few possible ways for the mea-
sured bias to be higher than the number counts would seem
to permit. Significant contamination seems unlikely, and un-
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certainty in the modelling of the distribution of dark matter
in the high redshift Universe would seem a simpler issue to
consider before invoking more complex galaxy-halo connec-
tions. Although the discrepancy has a low statistical signif-
icance, it seems that incorporation of a high-redshift halo
bias calibration, or quasi-linear bias could be worthwhile in
future analyses.
5.4 Estimating Cosmic Variance
Cosmic variance is a term that can be used to refer to a
number of related but subtly different effects. The specific
context in which we use the term here is that many extra-
galactic statistical measurements vary by more than sample
variance between different fields because of large scale struc-
ture. As noted in Bowler et al. (2015), the number density
of our two fields varies by much more than sample vari-
ance assuming a Poisson distribution. This is a consequence
of large-scale structure, which our clustering measurements
quantify. These clustering measurements can be linked back
to the number count estimates to see if the cosmic variance
observed is consistent with the clustering measurements, or
if one of the fields is over/under dense, even accounting for
large-scale structure. Understanding cosmic variance can be
important for correctly connecting high redshift observa-
tions of galaxies with our understanding of reionization e.g.
Ouchi et al. (2009).
Note that in general it is possible for two populations
to have the same average number counts, but different cos-
mic variances - this occurs when they have the same 1-point
statistics, but different 2-point statistics. Thus we can use
the 2-point statistics to refine the estimate of cosmic vari-
ance in Bowler et al. (2015) who used the Trenti Cosmic
Variance calculator (Trenti & Stiavelli 2008) - which only
uses 1-point statistics. A clustered and unclustered popula-
tion of the same number density will have substantial and
zero cosmic variance respectively (both will have Poisson
variance).
The cosmic variance is related to the expected value of
the correlation function in the geometry of the field, that
is to say the expected value of the correlation function at
the separation of two points randomly selected in the field.
Analytically we can write the expectation as:
ω¯(A) =
∫
A
∫
A
ω(|~θi − ~θj|)d2θid2θj∫
A
∫
A
d2θid2θj
, (10)
where A is the angular region of the field, ω is the 2-
point correlation function, ω¯(A) is the expectation of the
correlation function in that field, θi and θj are points in the
field, |~θi − ~θj| is their angular separation, and the integrals
are double integrals over the area of the field. We calculate
this numerically by sampling 100,000 pairs of points in the
field, calculating their angular separation, finding the value
of the correlation function at that angular scale (with the
best fit model from Section 4.2), and then taking the aver-
age.
We use the formalism of Trenti & Stiavelli (2008) that
summarises well established results from Peebles (1980),
Peebles (1993), Newman & Davis (2002) and Somerville
et al. (2004) that conclude:
ω¯(A) =
〈N2〉 − 〈N〉2
〈N〉2 −
1
〈N〉 (11)
whereN is the random variable of the number of objects
in a field. This can be rearranged to the form:
〈N2〉 − 〈N〉2 = 〈N〉+ ω¯(A)〈N〉2, (12)
σ2total = σ
2
poisson + σ
2
CV ,
where σtotal =
√〈N2〉 − 〈N〉2 is the total standard
deviation on measurements of number counts, σPoisson =√〈N〉 is the Poisson standard deviation and σCV =√
ω¯(A)〈N〉 is the standard deviation from cosmic variance
e.g. total standard deviation is the Poisson and cosmic vari-
ance standard deviations added in quadrature. The stan-
dard deviation from cosmic variance reduces to σCV =
b
√
ω¯DM (A)〈N〉 in the ‘pure-bias’ case where ω = b2ωDM ,
where b is the bias and ωDM is the dark matter angular
correlation function.
This formalism has all the properties one would ex-
pect from cosmic variance. Cosmic variance is higher when
sources are more clustered (further away from uniform).
Cosmic variance becomes lower as the size of the field in-
creases, as the correlation function is sampling larger scales,
where the function has a lower value, a consequence of the
fact that a larger range of environments are being probed.
A more subtle effect is that cosmic variance also varies with
field shape, as well as size. The average length scale probed
for a circle is a lot smaller than for a long thin rectangle of
the same area (for example), corresponding to a higher aver-
age correlation function value, and greater cosmic variance.
This can be interpreted (as described in Trenti & Stiavelli
2008) as a consequence of the fact that a more compact field
geometry is predominantly sampling the same environment,
be it an over- or under-density. However a long thin geom-
etry is sampling from a large range of environments, and
overdensities and underdensities are more likely to cancel
out. The formalism for describing cosmic variance here also
works when the field is disconnected. If the ‘field’ is actually
two disconnected subfields separated by a vast distance in
the sky, when calculating the average of the correlation func-
tion over this field, half the time the two points will be in
different sub-fields, and the value of the correlation function
on this scale will be effectively zero. This halves the value of
ω¯(A), effectively reducing cosmic variance contribution by a
factor of
√
2 as completely different regions of the Universe
are being probed.
Table 3 summarises our results when applied to the Ul-
traVISTA and UDS fields for our z ∼ 6 samples (using our
best fit pure bias model, Model E). The most important
columns to compare are the ρa (the actual surface density
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Table 3. Actual and expected number of galaxies in each field. The columns are: field used, the field angular area (in deg2), the actual
number of galaxies in the field (Na), the actual angular galaxy density in the field (ρa, in deg−2), the expected number of galaxies
in the field if it had the mean density based on the two fields combined (Ne), the expected angular galaxy density in the field - all
identical figures as we are considering deviations from the mean density (ρe, in deg−2), the expected value of the correlation function
over the field (ω¯), standard deviation of the surface density estimate from Poisson statistics based on the square root of Ne (σPoisson, in
deg−2), standard deviation on the surface density from cosmic variance, estimated from our clustering measurements (σCV , in deg−2),
our Poisson and cosmic variance errors added in quadrature (σTotal, in deg
−2)
Field Area
(deg2)
Na ρa
(deg−2)
Ne ρe
(deg−2)
ω¯ σPoisson
(deg−2)
σCV
(deg−2)
σTotal
(deg−2)
UDS 0.74 64 86 92 124 0.031 13 22 25
UltraVISTA 0.62 103 166 77 124 0.026 14 20 24
Total 1.35 167 124 167 124 0.014 10 15 18
of galaxies in the field), ρe (the expected surface density
there would be if both fields had the average density) and
σtotal the standard deviation on the surface density mea-
surement including the Poisson and cosmic variance implied
by our clustering measurements. The observed over/under-
densities of galaxies in the UltraVISTA and UDS fields
are 1.75-σ and 1.5-σ deviations from the model value re-
spectively. For comparison, a straightforwards estimation of
σTotal using the conventional expression for the standard
deviation would suggest σTotal ≈ 57deg−2 for the individual
sub-fields, substantially higher than our quoted values. This
suggests either that our estimates of the cosmic variance in
Table 3 are underestimates, or that our fields are extreme
over/under-densities. As noted in Bowler et al. 2014, they
are the most over- and under-dense respectively of the five
CANDELS fields, which lends support to the latter interpre-
tation - the observed densities appear to be unusual/extreme
over/under-densities. For reference, the comoving number
density of Model A (see table 2) would correspond to a
source surface density of ∼ 169 deg−2 when including duty
cycle. To summarise, at these redshifts, both UltraVISTA
and UDS appear to be moderate, but not unreasonable, over
and under-densities respectively. Future work will seek to
also better understand a) the cosmic variance uncertainty on
our clustering measurements (imperfectly accounted for by
our bootstrap-object approach) alongside the cosmic vari-
ance on the number counts, and b) the impact of cosmic
variance on inferred HOD parameters by modelling the mea-
surements separately in each of the VIDEO fields.
5.4.1 Estimating the Cosmic Variance on the Clustering
Measurements
Our results in table 3 suggest that cosmic variance still
contributes substantially to the uncertainty on our number
counts, even though we are using two highly independent
fields. This suggests the uncertainties on our clustering mea-
surements could also be substantially underestimated, lead-
ing to underestimates of the uncertainty on inferred param-
eters. As discussed earlier, a full examination of the role of
cosmic variance on the clustering measurements is beyond
the scope of this work. However, to gain an approximate
estimate of the impact of cosmic variance on the inferred
parameters, we make the simple ansatz of scaling the clus-
tering covariance matrix by the amount the counts uncer-
tainty is increased by the presence of cosmic variance i.e.
(σTotal/σPoisson)
2 ≈ 3.2 (shown with dashed green lines
in figure 2). We then repeat the analysis in section 4 us-
ing these ‘cosmic variance corrected’ uncertainties. We find
that for Model E (bias only), this correction alters the in-
ferred bias from b = 11.4+6.5−6.7 to b = 13.0
+8.5
−8.0. For Model A,
log10 Mmin = 11.53
+0.05
−0.07 becomes log10 Mmin = 11.40
+0.06
−0.11
and still favours DC ≈ 1 and log10 Mmin > 12.2 (low satel-
lite fraction). The true uncertainties on our inferred pa-
rameters are likely somewhere between those in section 4
and those with the ‘corrected’ uncertainties (as bootstrap-
objects does not completely neglect cosmic variance) - but
these results using the corrected uncertainties illustrate that
our key conclusions are likely unaltered even when cosmic
variance on clustering measurements is accounted for.
6 CONCLUSIONS
We have used the largest existing sample of extremely bright
Lyman-break galaxies at z ∼ 6 to investigate their large
scale structure and links to the possible onset of feedback
quenching or dust obscuration at this redshift. This sample
(detailed in Bowler et al. 2015) of 263 LBGs was selected
in the UltraVISTA/COSMOS and UDS/SXDS fields, using
deep optical and near-infrared data required to distinguish
the galaxies from contaminant populations. The method we
used to study the connection between the galaxies and their
host halo was to measure their clustering with the angular
correlation function, and model these measurements with a
HOD scheme.
The key conclusions of this work are:
• Bright LBGs (MUV 6 −21) appear to be highly biased
(b ∼ 11 ± 7 based on the clustering, favouring b ∼ 8 if the
number counts are also taken into account) objects in dense
environments, as opposed to being rare temporal episodic
incarnations of fainter galaxies (MUV ∼ −19). Our results
have important implications for the physical origin of the
observed steepening of the bright end of the ultra-violet lu-
minosity function between z ∼ 6 and z ∼ 7 (Bowler et al.
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2014, 2015) - which in a straightforward abundance match-
ing scheme would imply a dramatically increased luminosity
to halo mass ratio at z ∼ 7 to z ∼ 6. This measured high
bias potentially suggests that the bright-end of the lumi-
nosity function at z ∼ 6 could be determined by feedback
processes or dust obscuration, rather than duty cycles.
• The bias based on the clustering is higher than that
suggested by the number counts, potentially suggesting that
some modification to our knowledge of the high-redshift dark
matter distribution could be needed This is most likely to
be the incorporation of quasi-linear effects (as described in
Jose et al. 2017), or possibly a minor calibration upwards of
halo bias at high redshift.
• Although number counts within each field differ by far
more than Poisson sample variance, estimates of the cosmic
variance from the clustering would suggest that both fields
are reasonably extreme ∼ 1.6-σ over/under densities.
• We do not require duty cycle to explain our observa-
tions (equivalently DC ∼ 1), and the satellite fraction of
the sources is very small, at most a few percent
In the next few years, deep, wide surveys such as
VIDEO and the VISTA Extragalactic Infrared Legacy Sur-
vey (VEILS, Ho¨nig et al. 2017), which will extend the area
of VIDEO, will provide improved constraints on the lumi-
nosity function and clustering of high-redshift galaxies, and
allowing extension to even more luminous LBGs. By the mid
2020s it should be possible to use the Euclid space telescope
mission to do this with 1,000s of LBGs (Bowler et al. 2017),
which will reveal how the measured large scale structure of
LBGs and LAEs relates to reionization.
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