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Abstract
For an efficient maintenance of a diverse fleet of air- and rotorcraft, effective condition based maintenance (CBM) must be established based on rotating components
monitored vibration signals. In this dissertation, we present theory and applications
of polyspectral signal processing techniques for condition based maintenance of critical components in the AH-64D helicopter tail rotor drive train system. Currently
available vibration-monitoring tools are mostly built based on auto- and cross-power
spectral analysis which have limited performance in detecting frequency correlations
higher than second order. Studying higher order correlations provides more information about the mechanical system which helps in building more accurate diagnostic
models using the same collected vibration data. Based on bispectrum as higher order spectral analysis tools, new signal processing techniques are developed to assess
health conditions of different critical rotating-components. Real-world vibration data
are collected from a dedicated AH-64D helicopter drive-train research test bed at the
CBM center, University of South Carolina, where experimental tests are conducted
to simulate accelerated conditioning in the tail rotor drive-train components.
First, cross-bispectral analysis is utilized to investigate quadratic nonlinear relationship between two vibration signals simultaneously collected from the forward
and afterward hanger bearing positions in the AH-64D helicopter tail rotor drive
train. Based on cross-bispectrum, quadratic nonlinear transfer function is presented
to model second order nonlinearity in the drive shaft running between the two hanger
bearings. Then, quadratic-nonlinearity coupling coefficient between frequency harmonics of the rotating shafts is used as condition metric to study different seeded
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shaft faults compared to baseline case, namely: 1)- shaft misalignment, 2)- shaft
imbalance, and 3)- combination of shaft misalignment and imbalance. Magnitude response of the proposed quadratic-nonlinearity coupling, AQC (1R, 1R), shows ability
to detect the fault in all the studied shaft cases. Moreover, using the phase of the
proposed quadratic-nonlinearity coupling shows better capabilities in distinguishing
the four studied shaft settings than the conventional linear coupling based on crosspower spectrum. Phase of the AQC (1R, 1R) metric shows more consistent results
comparing vibrations from the same shaft-conditions. It also shows bigger phase
difference between the different studied cases without overlap among them. Bigger
phase difference relaxes the requirements when setting threshold values to diagnose
different faulted cases.
We also develop a new concept of Quadratic-Nonlinearity Power-Index spectrum,
QN LP I(f ), that can be used in signal detection and classification, based on bicoherence spectrum. The proposed QN LP I(f ) is derived as a projection of the threedimensional bicoherence spectrum into two-dimensional spectrum that quantitatively
describes how much of the mean square power at certain frequency f is generated
due to nonlinear quadratic interaction between different frequency components. The
proposed index, QN LP I(f ), can be used to simplify the study of bispectrum and
bicoherence signal spectra. It also inherits useful characteristics from the bicoherence
such as high immunity to additive gaussian noise, high capability of nonlinear-systems
identifications, and amplification invariance. The quadratic-nonlinear power spectral
density PQN L (f ) and percentage of quadratic nonlinear power P QN LP are also introduced based on the QN LP I(f ). The QN LP I(f ) spectrum enables us to gain
more details about nonlinear harmonic generation patterns that can be used to distinguish between different cases of mechanical faults, which in turn helps to gaining
more diagnostic/prognostic capabilities.
Finally, the behavior of the helicopter’s tail-rotor drive-train under more than
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one simultaneous fault is investigated using the proposed signal analysis techniques.
In the presence of drive-shaft faults, shaft harmonics dominate the power spectra of
the vibration signals collected form faulted hanger-bearing making it hard to detect
bearing’s faults. Also, spectral interaction among different fault frequencies leads
to unexpected frequencies to appear in the vibration spectrum which can not be explained using conventional power spectral analysis. However, bispectral analysis tools
not only detect the bearing’s faults in this extreme case of multi-faulted components,
but also are able relate all the frequencies to their root causes and successfully links
the signal processing to the physics of the underlying faults in the drive-train system.
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Chapter 1
Introduction
1.1

Condition Based Maintenance (CBM)

Condition Based Maintenance (CBM) is an approach where troubleshooting and repairing machines, or systems, are performed based on continuous monitoring of their
parts’ condition. Maintenance actions are taken based on observation and analysis
rather than on event of failure (Corrective Maintenance) or by following a strict maintenance time schedule (Preventive Maintenance) [1]. Figure 1.1 summarizes different
methodologies of maintenance practice. CBM, if properly established and implemented, could significantly reduce the number or extent of maintenance operations,
eliminate scheduled inspections, reduce false alarms, detect incipient faults, enable
autonomic diagnostics, predict useful remaining life, enhance reliability, enable information management, enable autonomic logistics, and consequently reduced life cycle
costs [2].
A full CBM system consists of several functional layers as shown in Figure 1.2. According to Open Systems Architecture for Condition-based Maintenance (OSA-CBM)
standard [3] and Condition Monitoring and Diagnostics of Machines ISO-13374 standard [4], followings are elements of CBM system:
Data Acquisition: converts an output from a sensor measurement to a digital parameter, representing a physical quantity and related information such as the time,
velocity, acceleration, sensor configuration.

1

Figure 1.1 Different methodologies of maintenance practice

Data Manipulation: performs signal analysis, computes meaningful descriptors,
and derives virtual sensor readings from the raw measurements.
State Detection: searches for abnormalities whenever new data is acquired, and
determines in which abnormality zone, if any, the data belongs (e.g. alert or alarm).
Health Assessment (Diagnosis): diagnoses any faults and rates the current health
of the equipment or process, considering all state information.
Prognostics Assessment (Prognosis): determines future health states and failure modes based on the current health assessment and projected usage loads on the
equipment and/or process, as well as remaining useful life (RUL).
Advisory Generation: provides actionable information regarding maintenance or
operational changes required to optimize the life of the process and/or equipment
based on diagnostics/prognostics information and available resources.

2

Figure 1.2 Functional layers of CBM
Data Acquisition, Data Manipulation and State Detection layers comprise Condition Monitoring system, and make a foundation of a general CBM program. Prognostic is a general term that describes a process to predicting the remaining useful life
(RUL) of a component and system (how, how fast, and to what extent the diagnosed
fault will progress) [5] as indicated in Figure 1.3. Currently, CBM is dominantly
diagnostic, since machine condition prognosis is relatively new and by its definition
has a high level of uncertainty and complexity with many remaining challenges [2].

Figure 1.3 Schematic of a component lifetime curve [2].

In this dissertation, we focus our attention to improve the functionality of the
CBM layers, State Detection and Health Assessment and Diagnosis, throughout the
development of new signal processing techniques and algorithms based on higherorder statistical signal processing, and the implementation of those techniques in
condition monitoring of critical rotating components in military helicopter.
3

1.2

CBM Practice in US Army Rotorcrafts

Over the past decade, great advancements have been made in field of fault detection
and health diagnostic of aircraft systems [6]-[11]. The successes to date in implementing this technology in military helicopters have resulted in the large-scale deployment
of health monitoring systems such as Health and Usage Monitoring Systems (HUMS)
and Vibration Management Enhancement Program (VMEP), which have generated
a wide range of benefits from increased safety to reduced maintenance costs [12]-[15].
The US Army and South Carolina Army National Guard (SCARNG) are currently employing the HUMS and VMEP systems to shift the standard time-based
maintenance in military aviation toward the innovative CBM practice. VMEP system includes an on-board Modern Signal Processing Unit (MSPU) which continuously
monitors the health conditions of crucial aircraft components such as rotor, engines,
gearboxes, and drive train using tachometers and accelerometers sensors distributed
throughout the helicopter’s drive train as shown in Figure 1.4 [13]. The MSPU is
currently deployed on AH-64 Apache, UH-60 Blackhawk and CH-47 Chinook fleets
[16].
Processed data from the MSPU provides rotorcraft maintainers at the groundbased station with a collection of diagnostic and progressively prognostic vibrationbased indicators summarized by Condition Indicators (CIs) or Health Indicators
(HIs), which collect several CI metrics. Pre-established and baseline measurements
of these typically one-dimensional CI and HI values from existing historical data
and testbed verifications under extreme conditions provide rankings for the status of
individual aerospace and rotorcraft components with ratings such as “Good,” “Caution,” and “Exceeded,” which in turn provide maintainers of these fleets proactive
time-independent condition based maintenance decision making [17].

4

(a)

(a)
(b)

(a)
(c)

Figure 1.4 (a) AH-64A helicopter, (b) Sensor locations in an AH-64A monitored
by the MSPU, and (c) Exposed-top MSPU unit [13]
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1.3

CBM Practice at the University of South Carolina

Since 1998 the University of South Carolina (USC) has been working closely with the
South Carolina Army National Guard (SCARNG) in number of important projects
that were directed at reducing the Army aviation costs and increasing operational
readiness through the implementation of CBM program [18], [19]. Research emphasis
has been to collect and analyze data and to formulate requirements assisting in the
transition toward CBM. The research program at USC seeks to deliver tangible results
which directly contribute to CBM efforts and objectives such as: link and integrate
maintenance management data with on- board sensor data and test metrics, quantify
and evaluate the importance of each data field relative to CBM, understand the
physics and the root causes of faults of components, subsystems and systems, explore
the development of models for early detection of incipient faults, develop models to
predict remaining life of components, subsystems and systems.
These efforts expanded into a fully matured CBM research center within the USC
department of mechanical engineering, which hosts several aircraft component test
stands in support of current US Army CBM objectives. The CBM center at the
University of South Carolina has a complete AH-64D (Apache helicopter) tail rotor
drive train (TRDT) test stand for on-site data collection and analysis, as shown in
Figure 1.5-(b). The TRDT test stand emulates the complete tail rotor drive train
from the main transmission tail rotor takeoff to the tail rotor swash plate assembly,
as shown in Figure 1.5-(a).
All drive train parts on the test stand are actual aircraft hardware. The prime
mover for the drive train is an 800hp AC induction motor controlled by variable frequency drive. An absorption motor of matching rating is used to simulate the torque
loads that would be applied by the tail rotor blade and it is controlled by another
variable frequency drive. The input and the output motors work in dynamometric
configuration to save energy.
6

(a)

(b)

Figure 1.5 (a) Actual TRDT location on AH-64D, and (b) TRDT test stand at
USC

7

The structure, instrumentation, data acquisition systems, and supporting hardware are in accordance with military standards. The signals being collected during the
operational run of the apparatus include vibration data measured by the accelerometers, temperature measured via thermocouples, and speed and torque measurements.
The measurement devices are placed at the forward (FHB) and afterward (AHB)
hanger bearings and two gearboxes as shown in Figure 1.5-(b).
In this dissertation, we use vibration data collected from different locations in
the TRDT test stand in order to assess health conditions of rotating mechanical
components such as drive shafts, gearboxes, and hanger bearings under accelerated
conditioning experiments.

1.4

Motivations

As discussed in the previous section, condition monitoring of critical components in
the aircraft is achieved through processing variety of time-varying signals (waveforms)
collected using sensors attached to those critical components such as vibration, acoustic, and temperatures. These signals are the appearance of the operation and wear of
the components. By analyzing these characteristics signatures, we can diagnose the
current status of the components.
The vibration signals are the most common and popular waveform data used in
condition monitoring of rotating and reciprocating components [20]-[25]. Collected
vibration data is analyzed using different signal processing techniques to extract features that are used to diagnose current conditions, or used in prognostic models to
estimate the remaining useful life of a component. For example, time-domain analysis is directly based on the time waveform itself (e.g., [26], [27], [28]). Traditional
time-domain analysis calculates characteristic features from time waveform signals as
descriptive statistics such as mean, peak, peak- to-peak interval, standard deviation,
crest factor, root mean square, skewness, kurtosis, etc. These features are usually
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called time-domain features. Time-domain analysis provides cheap option for monitoring simple machines. However, in the case of complex system composed of many
rotating components with different frequencies, time-domain analysis has very limited
diagnostic capabilities.
Frequency-domain analysis is based on the transformed signal in frequency domain
by mean of Fourier transform. Spectral analysis is the most widely used conventional
analysis technique for feature extraction from vibration data [1]. The advantage of
frequency-domain analysis over time-domain analysis is its ability to easily identify
and isolate certain frequency components of interest and link it to a particular machine component. Vibration-monitoring using spectrum analysis is done by either
looking at the whole spectrum or looking closely at certain frequency components of
interest and thus extract features from the signal (e.g., [29], [30], [31]).
The most commonly used tool in spectrum analysis is auto-power spectrum which
has the dimension of mean square values/Hz and indicates how the mean square
value is distributed over frequency. Auto-power spectrum is the Fourier transform of
the well known auto-correlation function which is second order statistics, as will be
discussed in Chapter 2.
Unfortunately, conventional auto- and cross-power spectra have limited performance in detecting higher order relationship between frequencies inside the signal
spectrum. For example, when the system under study exhibit some nonlinearities,
various spectral components interact (or, “mix”) with one another to form new combinations of “sum” and “difference” frequencies, as indicated by trigonometric identity
in equation (1.1).

cos(2πf1 t + θ1 ) × cos(2πf2 t + θ2 ) =

1
[cos(2π(f1
2

+ f2 )t + (θ1 + θ2 ))

+ cos(2π(f1 − f2 )t + (θ1 − θ2 )]

9

(1.1)

This frequency mix effect due to nonlinearities in the system is depicted in Figure
1.6. In such a case, higher order correlation, and their Fourier transforms, Higher Order Spectra (HOS), are used to characterize nonlinearities in the system and signals,
as will be introduced in Chapter 2. Higher-order correlation and higher-order spectra will be progressively higher-order dimensional functions of time and frequency,
respectively. This is why polyspectra is sometimes used as synonym of higher-order
spectra.

Figure 1.6 Frequency mix effect due to nonlinearities in the system

Advantages of using higher-order statistics also include:
• Preservation of phase information in the form of a phase difference. Note
that the auto-power spectrum does not preserve phase information.
• Detection and quantification of phase-coupling or phase-coherence between various frequency components satisfying specific frequency selection rule.
10

Such phase-coupling may be introduced by nonlinear processes.
• Insensitivity to additive and independent Gaussian noise. For example, the third-order spectrum, bispectrum, is ideally zero for Gaussian random
process.
Motivated by several advantages of the higher-order statistics mentioned above,
this dissertation presents theory and applications of signal processing techniques
based on higher-order statistics for condition based maintenance of critical components in the AH-64D military-helicopter tail rotor drive train system. Our objectives
can be summarized as follows:
• Extracting more information from the same collected vibration data using
higher-order statistics, without the need of adding more hardware.
• Developing more accurate diagnostic models by taking into consideration information from higher-order spectra.
• Understanding root causes of certain frequencies appearing in the vibration
spectrum due to nonlinear system behavior and relate those frequencies to the
correct fault in the mechanical system.
• Developing an easy-to-use higher-order statistics’ tools for CBM applications.

1.5

Organization of the Dissertation

The remainder of this dissertation is organized as follows: In Chapter 2, we introduce
the subject of higher order statistical signal processing in order to provide a bridge
to following chapters and lay out mathematical foundations for signal processing
algorithms that will be developed later in this dissertation.
In Chapter 3, the cross-bispectrum is used to investigate and model vibrations’
spectral interaction due to quadratic nonlinearities in faulted drive shafts in an AH11

64D helicopter tail-rotor drive-train. Based on cross-bispectrum, quadratic nonlinear
transfer function is presented to model second order nonlinearity in the drive shaft
running between the two hanger bearings. Then, nonlinearity coupling coefficient
between frequency harmonics of the rotating shafts is used as condition metric to
diagnose different seeded shaft faults compared to baseline case, namely: 1)- shaft
misalignment, 2)- shaft imbalance, and 3)- combination of shaft misalignment and
imbalance.
In Chapter 4, we develop a new concept of Quadratic-Nonlinearity Power-Index
spectrum, QN LP I(f ), that can be used in signal detection and classification, based
on bicoherence spectrum. The proposed QN LP I(f ) is derived as a projection of the
three-dimensional bicoherence spectrum into two-dimensional spectrum that quantitatively describes how much of the mean square power at certain frequency f is
generated due to nonlinear quadratic interaction between different frequency components. The quadratic-nonlinear power spectral density PQN L (f ) and percentage
of quadratic nonlinear power P QN LP are also introduced based on the QN LP I(f ).
Concept of the proposed indices and their computational considerations are discussed
first using computer generated data, and then applied to real-world vibration data to
assess health conditions of different rotating components in the drive train including
different combinations of drive-shaft and gearbox faults. The QN LP I(f ) spectrum
enables us to gain more details about nonlinear harmonic generation patterns that
can be used to distinguish between different cases of mechanical faults, which in turn
helps to gaining more diagnostic/prognostic capabilities.
In Chapter 5, the behavior of the helicopter’s tail-rotor drive-train under more
than one simultaneous fault is studied using the proposed signal analysis techniques.
In the presence of drive-shaft faults, shaft harmonics dominate the power spectra of
the vibration signals collected form faulted hanger-bearing making it hard to detect
bearing’s faults. Also, spectral interaction between different fault frequencies leads
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to unexpected frequencies to appear in the vibration spectrum which can not be explained using conventional power spectral analysis. However, bispectral analysis tools
not only detect the bearing’s faults in this extreme case of multi-faulted components,
but also are able relate all frequencies to their root causes and successfully links the
signal processing to the physics of the underlying faults.
Finally, conclusion of this dissertation is presented in Chapter 6.
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Chapter 2
Higher Order Statistical (HOS) Analysis
In this chapter, we introduce the subject of higher order statistical signal processing in
order to provide a bridge to following chapters and lay out mathematical foundations
for signal processing algorithms that will be developed later in this dissertation. We
initiate our discussion by considering vibration data as realization of random process
that can be used to characterize unknown conditions of rotating systems. Just as
random variables are characterized by certain expected values (moments) or averages
such as mean and variance, random processes are also characterized by their mean
value, correlation function, and various higher order correlation functions, or moment functions. Alternatively, random processes may be characterized by the Fourier
transform of the various order correlation functions which are known as higher order
spectra, as will be discussed in the following sections.

2.1

Higher-Order Auto-Moments and Stationary Fluctuations

In probability theory and statistics, n-order central moment of a random variable X
is calculated as the expected value of integer power, n, of the the random variable X
around its mean, as follows:

m(n)
x

Z∞

n

= E{(X − E{X}) } =

(x − E{X})n fX (x)dx

(2.1)

−∞

where E{.} denotes the expected value operator, superscript

(n)

describes the order

of the central moment, and fX (x) is the probability density function (pdf) of the
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(2)
random variable X. Thus, m(1)
x = 0 = the mean value, mx = mean square value,

m(3)
= mean cube value; and so on. Central moments are used in preference to
x
ordinary moments, computed in terms of deviations from zero instead of from the
mean, because the higher-order central moments relate only to the spread and shape
of the distribution, rather than also to its location.
Higher order statistical signal processing involve generalization of various order
moments in the case of random variable to moment functions (i.e., correlation functions) in the case of random process. Therefore, it is mathematically desired to
assume that the random process has zero mean for computation convenience, which
what we adopt through out the rest of this dissertation. In the practical cases when
we will be dealing with real vibration data from monitored mechanical components,
the mean of the signal is first computed and subtracted from the signal.
Based on the mathematical foundations of higher order statistical signal processing
in [32], various order correlation functions can be calculated for the random process
as follows:

µx = E{x(t)} = 0 (or, a constant)

Rxx (τ ) = E{x∗ (t)x(t + τ )}

Rxxx (τ1 , τ2 ) = E{x∗ (t)x(t + τ1 )x(t + τ2 )}

Rxx...x (τ1 , τ2 , ..., τn ) = E{x∗ (t)x(t + τ1 )x(t + τ2 )...x(t + τn )}

(2.2)

(2.3)

(2.4)

(2.5)

where E{.} denotes the expected value operator and the superscript asterisk (∗ )
denotes complex conjugate. It is worthwhile to note here that the second-order cor15

relation function, Rxx (τ ), in equation (2.3) is the familiar auto-correlation function.
The third-order correlation function, Rxxx (τ1 , τ2 ), is often called bicorrelation function, presumably because it is a function of two time variables. The fourth-order
correlation function, Rxxxx (τ1 , τ2 , τ3 ), is often called tricorrelation, and so on.
Generally, in the non-stationary case, the correlation function will be a function
of time t, as well as the time differences, τ1 , τ2 , ..., τn as follows:
Rxx...x (t, τ1 , τ2 , ..., τn ) = E{x∗ (t)x(t + τ1 )x(t + τ2 )...x(t + τn )}

(2.6)

Zero-mean fluctuation data is considered strongly stationary (strict sense stationary)
to order n if the mean and the various order correlation functions are functions of time
differences only, i.e. τ1 , τ2 , ..., τn . In other words, neither the mean nor the correlation
functions depend on absolute time t as indicated in equations (2.2)-(2.5). In the case
of analyzing linear signals and systems, it is enough to have only (2.2)-(2.3) satisfied.
This case is called weakly-stationary (wide-sense stationary) signal. For three-wave
interaction in quadratically nonlinear system as will be discussed later, random signal
is assumed to be stationary to third order (equations (2.2)-(2.4)).

2.2

Auto-Correlation and Auto-Power Spectrum

In signal processing, the auto-correlation function Rxx (τ ) for a wide-sense stationary
signal x(t) is defined as

Rxx (τ ) = x(t) ? x(t) =

Z ∞

x∗ (t)x(t + τ )dt

(2.7)

−∞

where the operation of correlation is indicated by a five-pointed star (?). Autocorrelation Rxx (τ ) is a measure of similarity (statistical dependence) between a signal x(t) and time-shifted version x(t + τ ). For the vibration signals collected from
CBM test bed, it is not possible (from experimental point of view) to access all pos16

sible realizations of x(t). Therefore, the auto-correlation in this case is statistically
estimated based on a finite number of realizations as indicated in (2.3).
The Wiener-Khinchin theorem states that auto-power spectrum Pxx (f ) is the
Fourier transform of the auto-correlation Rxx (τ ) [33], [34], and can be estimated by
Pxx (f ) = E{X ∗ (f )X(f )} = E{|X(f )|2 }

(2.8)

where X(f ) is the Fourier transform of x(t) described by the following equation:

X(f ) =

Z∞

x(t)e−j2πf t dt

(2.9)

−∞

The auto-power spectrum, Pxx (f ), in equation (2.8) has the dimensions of mean
square values/Hz and it indicates how the mean square value is distributed over
frequency. Thus, in case of x(t) is measuring voltage signal, [Pxx (f )] is (volts)2 Hz.
Moreover, wide-sense stationarity implies that, if x(t) consists of finite number of
complex sinusoids (as a result of Fourier transform decomposition in equation (2.9)),
corresponding frequency domain components of different frequencies are uncorrelated,
that the mean square value of x(t) is equal to the sum of the mean square values of
each frequency component.

2.3

Auto-Bicorrelation and Auto-Bispectrum

The third order auto-correlation function is known as auto-bicorrelation Rxxx (τ1 , τ2 ) ,
and its two-dimensional Fourier transform is known as auto-bispectrum Bxxx (f1 , f2 ).
In common practice, when bispectrum is mentioned, it is meant to be the autobispectrum. Rxxx (τ1 , τ2 ) and Bxxx (f1 , f2 ) for zero-mean strongly stationary random
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signal x(t) are defined in (2.10) and (2.11) respectively [35].

Rxxx (τ1 , τ2 ) = E{x∗ (t)x(t + τ1 )x(t + τ2 )}

(2.10)

Bxxx (f1 , f2 ) = E{X(f1 )X(f2 )X ∗ (f3 = f1 + f2 )}

(2.11)

Bispectral analysis is a powerful signal processing technique in detecting secondorder nonlinearity in signals and systems. When various frequency components of
the vibration signal interact with one another due to quadratic nonlinearity, new
combinations of frequencies are generated at both the sum and the difference of the
interacting frequencies, as indicated in equation (2.12). Those frequency components
are phase coupled to the primary interacted frequencies. Bispectrum uses this phase
coupling signature between frequency components to detect second-order nonlinearities [36].

cos(2πf1 t + θ1 ) × cos(2πf2 t + θ2 ) =

1
[cos(2π(f1
2

+ f2 )t + (θ1 + θ2 ))

+ cos(2π(f1 − f2 )t + (θ1 − θ2 )]

(2.12)

The definition of the bispectrum in (2.11) shows how the bispectrum measures the
statistical dependence between three waves. That is, Bxxx (f1 , f2 ) will be zero unless
the following two conditions are met:
1. Waves must be present at the frequencies f1 , f2 , and f1 + f2 . That is, X(f1 ),
X(f2 ), and X(f1 + f2 ) must be non-zero.
2. A phase coherence must be present between the three frequencies f1 , f2 , and
f1 + f2 .
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If waves present at f1 , f2 , and f1 +f2 are spontaneously excited independent waves,
each wave will be characterized by statistical independent random phase. Thus, the
sum phase of the three spectral components will be randomly distributed over (−π, π).
When a statistical averaging denoted by the expectation operator is carried out, the
bispectrum will vanish due to the random phase mixing effect. On the other hand, if
the three spectral components are nonlinearly coupled to each other, the total phase
of three waves will not be random at all, although phases of each wave are randomly
changing for each realization. Consequently, the statistical averaging will not lead to
a zero value of the bispectrum.
The auto-bispectrum Bxxx (f1 , f2 ) is a true spectral density function indicates how
the mean cube value of x(t) is distributed over a two-dimensional frequency plane.
Thus, in case of x(t) is measuring voltage signal, [Bxxx (f1 , f2 )] is (volts)3 Hz 2 .

2.4

Higher-Order Cross-Moments

Higher-order moment functions can also be defined for two real random processes x(t)
and y(t). The quantities x(t) and y(t) may, for example, represent the random excitation and response of a nonlinear system. In this case, the cross-moment functions
are given as follows [32]:

Ryx (τ ) = E{y ∗ (t)x(t + τ )}

Ryxx (τ1 , τ2 ) = E{y ∗ (t)x(t + τ1 )x(t + τ2 )}

Ryx...x (τ1 , τ2 , ..., τn ) = E{y ∗ (t)x(t + τ1 )x(t + τ2 )...x(t + τn )}
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(2.13)

(2.14)

(2.15)

Once again, the above equations (2.13)-(2.15) assume stationarity and zero-mean.
The second-order cross-moment function, Ryx (τ ), in equation (2.13) is the familiar cross-correlation function, while Ryxx (τ1 , τ2 ) and Ryxxx (τ1 , τ2 , τ3 ) are referred to
as cross-bicorrelation function and cross-tricorrelation function, respectively. The
cross-bicorrelation and cross-tricorrelation are obviously higher-order moment functions, and their Fourier transforms, the cross-bispectrum and cross-trispectrum are
extremely powerful concepts that can be used to analyze and interpret data associated with nonlinear phenomena such as nonlinear wave interactions, as we will see in
the following chapters of this dissertation.

2.5

Cross-Correlation and Cross-Power Spectrum

Cross-power spectrum Cyx (f ) given in equation (2.16) is the Fourier transform of
the cross-correlation function Ryx (f ) in equation (2.13). Cross-correlation function
Ryx (f ) and cross-power spectrum Cyx (f ) have been fruitfully utilized in many fields
of science and engineering to identify and quantify statistical linear relationships
between two fluctuating quantities x(t) and y(t).

Cyx (f ) = E{Y ∗ (f )X(f )}

(2.16)

Cross-power spectrum can be represented in terms of amplitude spectrum |Cyx (f )|
and phase spectrum θyx (f ). That is,
Cyx (f ) = |Cyx (f )| eθyx (f )

(2.17)

The phase of the cross-power spectrum preserves phase information in the form
of a phase difference. This is perhaps the single most important property of the
cross-power spectrum, and it is employed in too many applications.
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2.6

Cross-Bicorrelation and Cross-Bispectrum

Cross-bispectrum Sxxy (f1 , f2 ) is the two-dimensional Fourier transform of the third
order cross-correlation function Ryxx (τ1 , τ2 ), and it is estimated by the following equation,
Sxxy (f1 , f2 ) = E{X(f1 )X(f2 )Y ∗ (f3 = f1 + f2 )}

(2.18)

The cross-bispectrum is quite similar to the auto-bispectrum except it may be
used to detect and quantify the nonlinear interaction of two spectral components in
one fluctuation record x(t). The two spectral components (which represent complex
amplitude of waves or oscillations) result in the appearance of a sum or difference
frequency wave in second fluctuation record y(t), as illustrated before in equation
(2.12). Therefore, the cross-bispectrum is a key concept in modelling nonlinear systems and quantitatively evaluating complex coupling coefficient, as will be done in
Chapter 3 of this dissertation.

2.7

Symmetry Properties and Region of Computation for Auto- and
Cross- Bispectra

It is well known that if x(t) is real, magnitude of the Fourier transform is even
symmetric and its phase is odd symmetric arround the zero, that is,

X(−f ) = X ∗ (f )

(2.19)

Applying the symmetry property in (2.19) to the case of x(t) and y(t) are real,
the auto-power spectrum Pxx (f ) and the cross-power spectrum Cyx (f ) also satisfy
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certain symmetry properties indicated as follows:

Pxx (−f ) = Pxx (f )

(2.20)

∗
Cyx (−f ) = Cyx
(f )

(2.21)

Consequently, one needs to calculate auto- and cross-power spectra for positive
frequency only.
In a similar fashion, auto- and cross- bispectra possess certain symmetry properties
in the two-dimensional bi-frequency planes. As a result of the symmetries, it is not
necessary to calculate these spectra over the entire bi-frequency plane. Therefore,
substituting the symmetry property from (2.19) into the auto-bispectrum equation
(2.11), one can easily prove that the bispectrum possesses the following symmetry
properties:

∗
Bxxx (−f1 , −f2 ) = Bxxx
(f1 , f2 )

(symmetry property I)

(2.22)

(symmetry property II)

(2.23)

∗
Bxxx (−f2 , −f1 ) = Bxxx
(f1 , f2 )

(symmetry property III)

(2.24)

∗
Bxxx (f1 , −f2 ) = Bxxx
(f1 − f2 , f2 )

(symmetry property IV)

(2.25)

Bxxx (f2 , f1 ) = Bxxx (f1 , f2 )

The above symmetry properties imply that the auto-bispectrum is enough to be
computed only for the octant labeled “Σ” in Figure 2.1(a). The bispectrum of all
other octants are related to bispectrum in octant “Σ” using one or two properties in
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equations (2.22)-(2.25), as illustrated in Figure 2.1(a). In fact, auto-bispectrum will
be estimated digitally. The sampling theory implies that all f1 , f2 and f3 = f1 + f2
must be less than or equal to

fs
,
2

where fs is the sampling frequency. Therefore, when

auto-bispectrum is digitally computed, it will be plotted within the triangular region
defined by the lines f2 = 0, f2 = f1 , and f2 =

fs
2

− f1 , as depicted in Figure 2.1(b).

The cross-bispectrum possesses the same first three symmetry properties possessed
by the auto-bispectrum described above. That is, for x(t) and y(t) real,

∗
Sxxy (−f1 , −f2 ) = Sxxy
(f1 , f2 )

Sxxy (f2 , f1 ) = Sxxy (f1 , f2 )

∗
Sxxy (−f2 , −f1 ) = Sxxy
(f1 , f2 )

(symmetry property I)

(2.26)

(symmetry property II)

(2.27)

(symmetry property III)

(2.28)

It is important to note that symmetry property IV for the auto-bispectrum does
not hold true for the cross-bispectrum. Therefore, it is necessary to compute the
cross-bispectrum for both the sum region represented by octant “Σ” and the difference
region represented by octant “∆”, as illustrated in Figure 2.2(a). Again, since the
cross-bispectrum is to be implemented digitally, sampling theory implies that f1 +f2 ≤
fs
2

and f2 ≤

fs
.
2

These boundaries are indicated in Figure 2.2(b).
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(a)

(a)
(a)
(b)

Figure 2.1 Symmetric regions and region of computation for (a) continuous
auto-bispectrum (b) digitally implemented auto-bispectrum
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(a)

(a)
(b)

Figure 2.2 Symmetric regions and region of computation for (a) continuous
cross-bispectrum (b) digitally implemented cross-bispectrum

25

2.8

Digital Estimation of Auto- and Cross- Bispectra

Throughout the course of this dissertation, we will be analyzing vibration data using
different order of spectral analysis discussed above in order to assess health conditions
of rotating mechanical components. Since vibration data is collected, stored, and
processed in digital form using computer, it is important to make that link to the
discrete signal processing.
Our goal in this section is to outline the procedure of how auto- and cross-bispectra
are estimated directly from the Discrete Fourier Transform (DFT) of sampled versions
of x(t) and y(t). The expected value operator, E{.}, is statistically estimated using
average over ensemble of M realization of the signals under study. Assuming that M
realizations of the vibration signals x(t) and y(t) are available and the duration of
each realization is T seconds. If the sampling frequency is to be fs = 1/ts , number
of samples in each realization will be N = T /ts . To compute the auto- or crossbispectrum, the following steps should be carried out.
1. Compute the mean value of each realization,

x(k) [n] =

−1
1 NX
x(k) [n]
N n=0

y (k) [n] =

−1
1 NX
y (k) [n]
N n=0

(2.29)

and subtract the mean value. It is assumed in the following steps that x(k) [n]
and y (k) [n] are zero-mean where the superscript (k) represent the k th realization
of the signal.
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2. Compute the DFT for each realization,

X (k) [l] =

−1
1 NX
x(k) [n] e−j2πlnN
N n=0

Y (k) [l] =

−1
1 NX
y (k) [n] e−j2πlnN
N n=0

(2.30)

3. Compute the sample auto- or cross-bispectrum for each realization,

(k)
Bxxx
[l1 , l2 ] = X (k)∗ [l1 + l2 ] X (k) [l1 ] X (k) [l2 ]
(k)
Sxxy
[l1 , l2 ] = Y (k)∗ [l1 + l2 ] X (k) [l1 ] X (k) [l2 ]

(2.31)

4. Estimate average the samples auto- or cross-bispectrum over the M realization
to yield the final estimator,

Bxxx [l1 , l2 ] =

M
1 X
B (k) [l1 , l2 ]
M k=1 xxx

Sxxy [l1 , l2 ] =

M
1 X
S (k) [l1 , l2 ]
M k=1 xxy

(2.32)

Note that Bxxx [l1 , l2 ] needs to be computed only in the sum “Σ” region indicated in Figure 2.1(b), while Sxxy [l1 , l2 ] is computed for both the sum “Σ” and
difference “∆” regions as indicated in Figure 2.2(b).
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Chapter 3
Quadratic-Nonlinearity Coupling and its
Application in Health Assessment of Rotating
Drive Shafts
In this chapter, the cross-bispectrum is used to investigate and model vibrations’ spectral interaction due to quadratic nonlinearities in faulted drive shafts in an AH-64D
helicopter tail-rotor drive-train. Based on cross-bispectrum, quadratic-nonlinear coupling metric, AQC (l, k), is proposed to model second-order nonlinear behaviour of the
drive shafts, as will be discussed in section 3.3. The proposed quadratic-nonlinearity
metric shows better capabilities in distinguishing different shaft settings than the
conventional linear coupling based on cross-power spectrum, as will be discussed in
section 3.5.

3.1

Introduction

Tail rotor drive train is a critical section of the aircraft in that it consists of transmission system with a single load path to transfer the power from the main rotor to
the tail rotor via a system of drive shafts and gearboxes [37]. Failure of any one of
these series connected components decreases the chances of landing the aircraft safely.
Without the input from the tail rotor system, the ability to control and counter the
torque produced by the main rotor blades does not exist. Thus, condition monitoring systems, such as HUMS and VMEP discussed in section 1.2, keep maintenance
mechanics aware of the health conditions of their aircraft by continuously calculating
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condition indicators using vibration data collected from those critical components
during the flight [19]-[22].
Current practice in health monitoring of the tail-rotor drive-shafts involves monitoring spectral peaks from two vibration signals simultaneously collected at the two
ends of each shaft [16]. Spectral peaks at the first-three shaft harmonics (1R, 2R,
and 3R) are typically used as condition indicators of the shaft faults such as misalignment and imbalance [38], [39]. In order to calculate those condition indicators, either
auto-power spectrum is averaged between the two vibration signals at one particular frequency (for example, 2R), or cross-power spectrum between the two vibration
signals is calculated at this particular frequency. Auto- and cross-power spectra are
Fourier transforms of auto- and cross-correlation functions, respectively. Hence, one
can think about cross-power spectrum as a tool to investigate linear correlation between two vibration signals in terms of spectral frequencies.
However, higher order correlations among vibration spectral components can provide valuable information about the health of rotating component. Moreover, this
information comes with no additional cost in terms of adding more hardware (sensors, wiring, ect.) since all what we need is further processing of the same collected
vibration data [40].
In this chapter, we utilize the cross-bispectrum as HOS tool to investigate and
model quadratic nonlinear relationship between two vibration signals simultaneously
collected at the forward and afterward hanger bearing positions in an AH-64D helicopter tail rotor drive train. Vibration data are gathered from dedicated condition
based maintenance experimental helicopter drive-train simulating different shaft conditions, namely; baseline case, shaft misalignment, shaft imbalance, and combination
of misalignment and imbalance. For each of these settings, the experiment is repeated three times using different hanger bearing articles, making a grand total of
twelve experiment runs, as will be discussed in section 3.4.
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Based on cross-bispectrum, quadratic-nonlinearity coupling coefficient, AQC , is
proposed to quantitatively describe second order nonlinearities in the drive shaft.
Then, AQC (1R, 1R), is used as a condition metric to distinguish between the different
shaft faults compared to baseline case. Magnitude response of the proposed quadraticnonlinearity metric, AQC (1R, 1R), shows ability to detect the shaft fault in all the
studied cases, and its phase shows better capabilities in distinguishing different shaft
settings than the conventional linear coupling based on cross-power spectrum, as will
be discussed in section 3.5.

3.2

Cross-Power Spectrum and Linear Coupling Between Spectral
Components of Vibration Signals

When two vibration signals, x(t) and y(t), are collected simultaneously, cross-correlation
Rxy (τ ) is a useful function to investigate the linear relation between the two signals
as given in equation (3.1).

Rxy (τ ) = E{x(t + τ )y ∗ (t)}

(3.1)

As discussed in section 2.5, the Fourier transform of the cross-correlation function
is the cross-power spectrum, CXY (f ), as given in equation (3.2) where X(f ) and Y (f )
are the Fourier transforms of x(t) and y(t), respectively. The cross-power spectrum
is a useful tool to describe linear correlation between the two signals as a function
of frequency which is easy to relate to specific rotating component. The magnitude
of the cross-power spectrum, |Cxy (f )|, describes how strong the linear coupling is
between the two signals at frequency f , while its phase difference, θXY (f ), can be
used to differentiate between different physical faults that produce the same vibrating
frequencies.
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CXY (f ) = E{X(f )Y ∗ (f )} = |Cxy (f )| ejθXY (f )

(3.2)

When X(f ) is an input signal to a linear system, the output signal Y (f ) is linearly
coupled to X(f ) in frequency domain by the following relation:

Y (f ) = H(f )X(f )

(3.3)

where, H(f ), is the linear transfer function of the system.
Therefore, assuming that X(f ) and Y (f ) are two vibration signals collected at
the hanger bearings supporting a drive-shaft with unknown condition, linear transfer
characteristics of that shaft at any particular frequency can be theoretically estimated
by substituting from (3.3) in (3.2) as follows:

H(f ) =

3.3

∗
(f )
E{X ∗ (f )Y (f )}
CXY
=
E{|X(f )|2 }
E{|X(f )|2 }

(3.4)

Cross-Bispectrum and Quadratic-Nonlinear Coupling Among Spectral Components of Vibration Signals

The cross-bispectrum is the Fourier transform of the cross-bicorrelation function
(third-order moment) as given in (3.5) and (3.6) as follows [32], [41]:

Rxxy (τ1 , τ2 ) = E{x(t + τ1 )x(t + τ2 )y ∗ (t)}

(3.5)

SXXY (f1 , f2 ) = E{X(f1 )X(f2 )Y ∗ (f1 + f2 )}

(3.6)

The advantage of bispectrum over linear power spectral analysis is its ability to
characterize quadratic nonlinearities in monitored systems. One of the characteristics
of nonlinearities is that various frequencies “mix” to form new combinations of “sum”
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and “difference” frequencies. An important signature to detect nonlinearity is based
on the fact that there exists a phase coherence, or phase coupling, between the primary
interacting frequencies and the resultant new sum and difference frequencies [35].
In other words, cross-bispectrum given in (3.6) investigates the quadratic nonlinear
coupling between any two frequency components, f1 and f2 , in signal X(f ) that
interact to produce a third frequency, f1 + f2 , at another signal Y (f ). This nonlinear
relation is plotted in two-dimensional frequency space (f1 − f2 ), as shown in Figure
2.2.
By analogy to linear transfer function in equation (3.4), the second-order nonlinearity in a the drive-shaft can be estimated based on the cross-bispectrum between two
signals collected at the hanger bearings supporting that shaft. Thus, assuming that
part of the power at frequency component Y (f1 + f2 ) is generated due to quadratic
nonlinear coupling between X(f1 ) and X(f2 ), Y (f1 + f2 ) = AQC (f1 , f2 )X(f1 )X(f2 ),
the quadratic coupling coefficient between the two frequencies f1 and f2 can be calculated as follows;

AQC (f1 , f2 ) =

∗
SXXY
(f1 , f2 )
E{|X(f1 )X(f2 )|2 }

(3.7)

Using average over ensemble of M realizations to estimate the expected value
operators in equation (3.7), AQC (f1 , f2 ) can be estimated directly from the discrete
Fourier transform of sampled versions of x(t) and y(t) as follows:
1
M

AQC (l, k) =

M
P
i=1
1
M

Xi∗ [l] Xi∗ [k] Yi [l + k]
M
P

(3.8)
|Xi [l] Xi [k]|2

i=1

The quadratic-nonlinearity coupling coefficient, AQC (l, k), is two-dimensional complex matrix that characterizes the system under study and it is calculated for the
whole same bi-frequency space as cross-bispectrum shown in Figure 2.2(b). However,
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Figure 3.1 Flow diagram for digital estimation of the quadratic coupling
coefficient, AQC (l, k)

due to the division, it can be numerically unstable when the denominator is very small.
Therefore, due to it its more simple definition, the cross-bispectrum will be used to
analyze nonlinear signature for different drive-shaft faults. Once coupling frequency
coordinate points of interest are determined, computational power, complexity, and
memory can be saved by limiting the calculation to only those coordinate-points.
Flow diagram for digital estimation of AQC (l, k) is shown in Figure 3.1.
In this chapter, we will utilize AQC (l, k) to measure nonlinearities in vibration
signals in order to quantitatively assess health conditions of tail rotor drive train of
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military rotorcraft, whose description is provided in the next section.

3.4

Experiment Setup and Vibration Data Description

The data used in this study consist of 12 experiment runs arranged in 4 sets of shaft
settings taken with different shafts alignment and balance. For each shaft setting,
the experiment is repeated 3 times using different hanger bearing articles in the aft
position of the TRDT test stand described in section 1.3, Figure 1.5. In order to
keep data organized, a naming convention is followed as summarized in Table 3.1.
The first digit in the test number represents the shaft setting and varies from 0 to 3;
where 0 is used to represent baseline case, 1 for unbalanced case, 2 for misalignment,
and 3 for a combined case of both shaft imbalance and misalignment, respectively.
The remaining of the test number consists of the serial number of the hanger bearing
used at the aft position as follows: S/N: 0316, S/N: 0321, and S/N: 0373.
Table 3.1 Vibration data set and test numbers
Hanger bearing S/N
0316
0321
0373
00316 00321 00373
10316 10321 10373
20316 20321 20373
30316 30321 30373

Shaft setting

Test number
Baseline “0"
Imbalance “1"
Misaligned “2"
Imbal./Misal. “3"

The original configuration of the test stand uses balanced drive-shafts straightly
aligned as a baseline for normal operations (case “0” in Table 3.1). Aligned-unbalanced
shafts (case “1” in Table 3.1) are tested under the condition of drive shaft #4 is unbalanced by 0.135 oz-in, and drive shaft #5 is unbalanced by 0.190 oz-in. Angular
misalignment between shafts (case “2” in Table 3.1) is tested under 1.3◦ misalignment
between the #3 and the #4 drive shafts, and 1.3◦ between the #4 and the #5 drive
shafts.A combination of the last two cases, imbalance -misalignment, is also tested
(case “3” in Table 3.1).
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During each experiment run, accelerometers’ data are collected simultaneously
from the forward and afterward hanger bearing positions (denoted as FHB and AHB
in Figure 1.5) once every two minutes during the course of the thirty minute run,
making total of 15 data segments. Each data segment has 65536 data points collected
at sampling rate of 48kHz (fS ) which results in data collection time of approximately
1.31 sec per acquisition. Vibration signals are collected during operation of the test
stand at a constant rotational speed of 4863 rpm (81.05 Hz) from the prime mover,
with a simulation of the output torque at 111 ft.lb. from the output motor. Rotational
speed is the speed of the input shafts and hanger bearings. Output torque is given
by the torque at the output of the tail rotor gearbox simulating rotor operation while
the torque applied to the input shafts and hanger bearings is equal to 32.35 ft.lb.
Nominally, the acceleration at a hanger bearing should be uniform if measured
anywhere along the radial direction with only a difference in phase. However, in the
presence of an imbalanced shaft, there will be a normal force Fu towards the center of
the bearing acting along the radial line to the imbalanced mass centroid. When there
is misalignment between shafts, the shaft no longer rotates about its center of mass
causing a normal force that counters the off-axis inertia, Fm . Both fault conditions
lead to different accelerations at different points around the bearing and elliptical
acceleration profile, Du and Dm , as shown in Figure 3.2. This acceleration is picked
up by the dedicated accelerometer in x axis and recorded as vibrations of the form:

Dx = Ax · cos (ωt + ψx )

(3.9)

where Dx and Ax are displacements and amplitude of displacements in x axis directions, ω is angular velocity, and ψx is phase angles.
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(a)

(b)

Figure 3.2 Misalignment and imbalance forces and vibrations: (a) cross-section of
the bearing and the shaft at the accelerometer location, (b) displacement or
vibration components in the x-axis directions (Du orbit when ϕy − ϕx = 90◦ , Dm
when ϕy − ϕx = 120◦ )

3.5

Results and Discussion

In this section, drive-shaft conditions are characterized using the vibration signals
collected at the bearings supporting the shaft. Using system identification approach,
both linear and quadratic transfer characteristics of the drive-shaft can be estimated
based on cross-power spectrum and cross-bispectrum, respectively, as discussed in
section 3.3. Vibration signals at the FHB and AHB in Figure 1.5 are used as x(t)
and y(t). As mentioned in the previous section, each experiment run has 15 vibration data segments. In order to get bigger set of signal realizations to estimate the
expected value operator by average over ensemble of M realizations, each data segment is split into two, so we have total number of M =30 data segments for each
experiment run, with each segment has 32768 data points. This results in frequency
resolution equal to ∆f = 1.46Hz when discrete Fourier transform is calculated using
fast Fourier transform (FFT) approach. In the following discussion, for easier notation of frequency values, we will use “1R, 2R, 3R, . . . ” to denote “first, second, third,
. . . ” harmonics of the shaft rotating frequency (1R = 81.05Hz).
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Figure 3.3 shows the magnitude plot of the cross-power spectrum for all shaft
settings using vibration data set from hanger bearing with S/N 0321. Ideally, we
expect to see very low vibrations in the baseline case. However, Figure 3.3(a) indicates
that spectral peaks at 1R and 3R dominate the vibration spectrum in this case.
Taking into considering the loading torque transferred to the shafts through the
IGB as shown in Figure 1.5, results in Figure 3.3(a) can be interpreted as possible
oscillations due to the unsymmetrical loading profile on the drive shafts which causes
time varying forces at 1R and 3R frequencies.
Current practice in monitoring rotating shaft conditions involves using the vibration magnitude at the spectral peaks corresponding to the first three rotating shaft
harmonics (1R, 2R, and 3R) as shaft’s condition indicators [16], [39]. Comparison
with the baseline is usually done on a logarithmic amplitude scale with increases of
6-8 dB considered to be significant and changes greater than 20 dB from the baseline
considered serious [42]. Referring to Figure 3.3, One interesting observation is that
magnitude of 2R frequency (161.1 Hz) is distinguishing all the faulted cases (Figure
3.3(b:d)) from the baseline case (Figure 3.3(a)) with magnitude difference exceeds 6
dB. Vibration magnitude at other shaft harmonics, 1R and 3R, do not show considerable increase compared to the baseline case, as summarized in Table 3.2. Therefore,
we will focus our attention to 2R condition indicator and we will use it to evaluate
the linear coupling between the FHB and AHB vibrations in all the experimental
data set.
Table 3.2 Cross-power spectral peak comparison with baseline case at shaft
harmonics in dB
Spectral peak
UB(10321)
MA(20321)
UB/MA(30321)

1R=80.57
3.0126
-0.1402
3.0966
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2R=161.1
13.0387
11.8538
12.7088

3R=243.2
-4.7475
-3.4963
-10.6793
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Figure 3.3 Magnitude of the cross-power spectrum between FHB and AHB
vibrations: (a) 00321, (b) 10321, (c) 20321, and (d) 30321
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More information can be extracted from the same vibration data by extending
the analysis to include third order statistics (bispectrum) to analyze the quadraticnonlinear behavior of the drive shaft. Magnitude of the cross-bispectrum is plotted
for the same data set studied before, as shown in Figures 3.4 and 3.5. The baseline case (aligned-balanced) shown in Figure 3.4(a) has the least quadratic nonlinear
frequency interaction among other cases. Highest bispectral peaks exist at the following coordinate points: (2R, 1R), (3R, 3R), (3R, 1R), and (4R, −1R). In the case of
shaft imbalance shown in Figure 3.4(b), increased frequency-interaction along 2R frequency can be observed; namely at the coordinate points of (2R, 2R), (2R, 1R), and
(2R, −1R). Another interesting observation is the high bispectral peak at (1R, 1R)
compared to the baseline case.
It is worthwhile to note that this high peak at (1R, 1R) coordinate point clearly
distinguishes all the faulted cases (Figure 3.4(b) and 3.5(a,b)) from the baseline case
(Figure 3.4(a)). Also, the physical interpretation of this frequency coupling point
explains that part of the vibration power at the 2R frequency, which is used in
conventional power spectral analysis to detect shaft abnormalities (Figure 3.3), is
generated due to quadratic nonlinearity of the drive shaft causing interaction between
two time varying forces at 1R frequency. One of those two forces exists in the baseline
case due to unsymmetrical application of the torque, as discussed before in the results
of Figure 3.3(a). The other interacting force is introduced when shaft misalignment
and/or imbalance take place. Both of the two faults cause cyclical forces at the
bearings at the speed of the shaft, but the forces due to each fault do not oscillate
identically. This allows the errors to be detected uniquely by studying the quadratic
coupling of vibration at the bispectral point (1R, 1R).
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(a)

(a)
(a)
(b)

Figure 3.4 Magnitude of the cross-bispectrum between FHB and AHB vibrations:
(a) 00321, and (b) 10321

40

(a)

(a)
(a)
(b)

Figure 3.5 Magnitude of the cross-bispectrum between FHB and AHB vibrations:
(a) 20321, and (b) 30321
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Therefore, for the reasons mentioned above, although careful study of the whole
cross-bispectrum may lead to more nonlinear vibration signatures, we will focus our
attention to (1R, 1R) coordinate point and we will use it to evaluate the nonlinear
coupling between the FHB and AHB vibrations in all the experimental data set.
Thus, for all the studied cases, linear transfer function in equation (3.4) is estimated
at 2R frequency and compared to the quadratic coupling in equation (3.7) at the
bi-frequency point (1R, 1R), as summarized in Table 3.3 and Table 3.4.
Table 3.3 Linear coupling, H(2R), for all shaft settings
Setting
BL(0)
UB(1)
MA(2)
UB/MA(3)

SN 0316
|H|
ph(◦ )
0.047 65.46
0.251 94.81
0.276 80.51
0.259 22.57

SN 0321
|H|
ph(◦ )
0.043 84.49
0.293 67.49
0.416 66.68
0.166 200.45

SN 0373
|H|
ph(◦ )
0.094 68.87
0.268 82.88
0.225 46.82
0.337 66.13

Table 3.4 Nonlinear coupling, AQC (1R, 1R), for all shaft settings
Setting
BL(0)
UB(1)
MA(2)
UB/MA(3)

SN 0316
|A|
ph(◦ )
11.55 -66.7
59.51
2.5
53.46 174.5
32.10 55.4

SN 0321
|A|
ph(◦ )
10.92 -70.7
60.17 -26.9
78.37 160.2
37.37 16.7

SN 0373
|A|
ph(◦ )
18.68 -61.4
50.32 -13.7
74.01 234.5
109.05 7.87

As shown in Tables 3.3 and 3.4, magnitude of both H(2R) and AQC (1R, 1R)
is higher in all the studied faulted cases than the baseline case. Thus, magnitude
response of both coupling coefficients can be used as a good indication of the fault.
In order to differentiate between different faulted cases, the phase of the coupling
can be used. Therefore, phase of both linear and nonlinear coupling will be used
to compare between them in terms of the ability of each to assess different health
conditions of the drive shafts.
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Phase of linear and nonlinear coupling
Phase values reported in Tables 3.3 and 3.4 are average values calculated over the
entire of each experiment run. For more information about phase variations during
one single experiment run, and form one run to another, Figures 3.7 and 3.6 are
plotted. Phase of both linear and quadratic coupling are estimated from each data
segment in each experiment run, then plotted next to each other with data from the
same shaft setting is plotted with the same color and line style.
Phase of the nonlinear coupling metric shows consistent results around its average
and does not overlap from shaft case to another, as shown in Figure 3.7. On the other
hand, phase of the linear coupling metric overlaps from one point to another as well
as from one data set to another, as shown in Figure 3.6.

Figure 3.6 Variations in the phase values for the linear coupling metric, H(2R)

To compare statistical behavior of the variation in phase values shown in Figures
3.6 and 3.7, and based on central limit theory, probability distribution function of
the variable phase can be approximated by normal distribution with the same mean
(µ) and variance (σ 2 ) as shown in Figures 3.8 and 3.9. Figure 3.9 shows that, using
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Figure 3.7 Variations in the phase values for the quadratic-nonlinear coupling
metric, AQC (1R, 1R)

the phase of the proposed quadratic coupling metric, AQC (1R, 1R), shaft misalignment and imbalance can be separated from the baseline case and from each others.
Wider phase difference among faulted cases relax the requirements on setting the
threshold values to distinguish each case, which in turn decrease the probability of
false alarm. On the other hand, Figure 3.8 shows that it is hard to set the threshold
values to distinguish between the studied cases using the phase of the linear coupling
metric, H(2R). Statistical parameters of phase variations in Figures 3.6 and 3.7 are
summarized in Table 3.5.
Table 3.5 Statistical summary of phase information for linear coupling, H(2R),
and nonlinear coupling, AQN (1R, 1R)
Statistical Parameter
Mean µ
Ph(H)
STD σ
Mean µ
Ph(AQC )
STD σ

BL
74.24
10.84
-60.29
12.12
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UB
84.15
18.43
-5.38
19.68

MA
70.62
25.95
190.52
38.23

UB/MA
97.72
78.95
25.60
23.80

Figure 3.8 Normal distribution using µ and σ form variable phase values (in
Figure in )in Figure 3.6

Figure 3.9 Normal distribution using µ and σ form variable phase values (in
Figure in )in Figure 3.7
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3.6

Fault Detection in Presence of Noise

When power spectral peak at 2R frequency is used as condition indicator (CI) to
detect shaft faults, magnitude of the power spectrum at this frequency is estimated
and fault is detected when this magnitude exceeds predefined threshold (γ), which
may be 6dB compared to baseline case, as discussed before. In the presence of white
Gaussian noise, extra power added by the noise may cause a spectral peak magnitude
in a small margin to the detection threshold to exceed it leading to false alarm.
In this section, we theoretically study the effect of noise on condition indicators
(CIs) based on the magnitude of conventional power spectrum compared to CIs based
on magnitude of bispectrum. The idea we are trying to investigate is: if a CI has a
value that is close to the threshold γ, how much noise is going to move the CI level
to hit the threshold level causing false alarm.
Therefore, we consider it to be fault ‘detection’ problem in the form of hypothesis
testing [43] with null hypothesis, H0 , and alternative hypothesis, H1 , as follows:
H0 : No significant fault at the frequency of interest (CI < γ)
H1 : Significant fault at the frequency of interest (CI ≥ γ)
For any hypothesis test, two types of possible errors should be considered: falsenegative, and false-positive errors [44]. In the context of our fault detection problem,
the false-negative error is the case when the CI is smaller than the detection threshold,
CI < γ, so that no fault is indicated but in fact there is actually a fault. However,
in our noise analysis study, the false-negative cases do not needed to be considered
because the noise power is merely added to the CI power.
Meanwhile, the false-positive error (or false alarm error) is the case when the
estimated CI is greater than the detection threshold so that it indicates the presence
of fault when in fact fault does not exist. Then, the false alarm probability regarding
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fault detection becomes as follows;

Pf a = P (H1 |H0 )
Pf a = P (CI ≥ γ | No significant fault exist)

(3.10)

In order to theoretically compare the effect of noise on CIs based on conventional
power spectrum in one side versus CIs based on bispectrum on the other side, we
consider a simple signal model, x(t), to simulate our case as shown in equation (3.11).

x(t) =

A1 cos(2πf1 t + θ1 ) + A2 cos(2πf2 t + θ2 )
+A12 cos(2πf1 t + θ1 ) × cos(2πf2 t + θ2 )

(3.11)

In the following analysis, we will refer to the noisy signal as xn (t) which represent
the signal under study x(t) with added white Gaussian noise n(t) as follow;

xn (t) = x(t) + n(t)

(3.12)

Noise Effect on CIs Based on Magnitude of Conventional Power Spectrum
Consider a condition indicator CI that is based on magnitude of the power spectrum of signal xn (t) at certain frequency f (2R in our shaft-fault case). This CI can
be estimated from the power spectrum, as discussed in Chapter 2, as follow;

CI 2 = E{Xn (f )Xn∗ (f )} = E{(X(f ) + N (f ))(X(f ) + N (f ))∗ }

(3.13)

where N (f ) is the Fourier transform of the noise signal n(t). Since X(f ) and N (f )
are independent, equation (3.13) can be rewritten as follows;

CI 2 = E{|X(f )|2 } + E{|N (f )|2 }
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(3.14)

The value E{|X(f )|2 } in equation (3.14) represents the actual value of the condition indicator based on the pure signal x(t), and we will refer to this part as Cx2 .
E{|N (f )|2 } represents the power added by the noise. Assuming that the noise n(t)
is zero-mean Gaussian random variable (n(t) ∼ N (0, σn2 )), its discrete Fourier trans2

form is also zero-mean Gaussian random variable (N (f ) ∼ N (0, σLn )), where L is the
number of discrete Fourier transform points. Recall that the expected value operator
E{.} is practically estimated using average over ensemble of M realization of the signal, as discussed in Chapter 2. Summation of magnitude squared normal distribution
becomes a central chi-square random variable with M degrees of freedom, as shown
in equation (3.15).

CI 2

σn2 2
)| }
L
M
σ2
2 X
|Ni (0, n )|2
+
M i=1
L

= Cx2 + E{|N (0,
= Cx2

= Cx2 +

2σn2 2
χ
LM M

(3.15)

Substituting form equation (3.15) in equation (3.10), probability of false alarm
can now be estimated as follows;

Pf a
Pf a

2σn2 2
χ ≥ γ | No significant fault exist)
=
+
LM M 

!2  
LM
C
x
1 −
 
= P  χ2M ≥
2(σn /γ)2
γ
P (Cx2

(3.16)

where γ indicates the fault detection threshold, (Cx /γ) is signal-to-threshold ratio
(STR) which indicates how close the pure-signal is to the threshold, and (σn /γ) is
noise-to-threshold ratio (NTR). From (3.16), we can theoretically project the probability of false alarm with respect to the noise, and clearly conclude that the probability
of false alarm increases as σn increases. It worthwhile to mention here that equation
(3.16) makes sense only when (Cx < γ).
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Figure 3.10 illustrates the theoretical and experimental results regarding the
change of the probability of false alarm as the noise-to-threshold power ratio (NTR)
increases, and where NTR is defined as follows;

Noise-to-Threshold power Ratio (NTR) = 20 log10

σn
γ

!

(3.17)

For this analysis, signal model in (3.11) is considered. The sampling frequency
is set to 4800 Hz, f1 =80 Hz, f2 =120 Hz, number of signal segments or realizations
M =15, and number of discrete Fourier transform points L=1024. The signal-tothreshold power ratio (STR) is set to 0.8 (-1.94 dB). Theoretical result is derived
from (3.16), and Monte-carlo type numerical experiments are carried out using the
synthesized signal in (3.11).

Figure 3.10 Effect of noise on CI based on magnitude of conventional power
spectrum: variation of the probability of false alarm, Pf a , with respect to
noise-to-threshold power ratio, N T R (σn /γ)
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Moreover, using equation (3.16), we can theoretically study the variation of the
probability of false alarm with respect to the number of signal realizations M , the
number of discrete Fourier transform points L, and the signal-to-threshold power
ratio (STR). For example, Figure 3.11 shows variations in the probability of false
alarm with respect to the noise-to-threshold power ratio (NTR) at different values of
signal-to-threshold power ratio (STR).

Figure 3.11 Effect of ST R (Cx /γ) on the variation of the probability of false
alarm, Pf a , with respect to N T R (σn /γ)

Noise Effect on Cross-Bispectrum
In this subsection, we study the effect of noise on the cross-bispectrum so we can
use it to analyze the effect of noise on CI based on magnitude of cross-bispectrum.
In order to determine the statistical behaviour of the cross-bispectrum under the
effect of white Gaussian noise, we start with recalling that white Gaussian noise
affects all the frequency components with the same amount of noise power which
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2

is normally distributed (N (f ) ∼ N (0, σLn )) where L is the number discrete Fourier
transform points. Thus, Xn (f1 ) = X(f1 ) + N (f1 ), Xn (f2 ) = X(f2 ) + N (f2 ), and the
cross-bispectrum becomes as follows;

SXXY (f1 , f2 ) = E{(X(f1 )+N (f1 ))(X(f2 )+N (f2 ))(X(f3 = f1 +f2 )+N (f3 ))∗ } (3.18)

Since we are dealing with shaft harmonics, our signal of interest mainly consists
of sinusoidal components rather than broadband spectral components. Thus, signal spectral component at certain frequency can be represented as magnitude and
phase; for example, X(f1 ) =

A1 jθ
e .
2

Thus, cross-bispectrum in equation (3.18) can be

rewritten as follows;
(

SXXY (f1 , f2 ) = E

A1 jθ1
e + N (f1 )
2



A2 jθ2
e + N (f2 )
2



∗
A3 j(θ1 +θ2 )
e
+ N (f3 )
2
(3.19)

 )

Please note that magnitude A and phase θ of each sinusoidal frequency components are deterministic. Thus, E{.} works only on the noise components which we
will refer to as N1 , N2 , and N3 for simplicity. Hence, equation (3.19) can be simplified
as follows;
A1 A2 A3
=
+ E{N1 N2 N3∗ }
8
A1 A3 jθ2
A2
A2 A3 jθ1
A1
e E{N2 } +
e E{N1 }
+ ejθ1 ejθ2 E{N3∗ } +
2
2
4
4
A1
A2
A3
+ ejθ1 E{N2 N3∗ } + ejθ2 E{N1 N3∗ } + e−j(θ1 +θ2 ) E{N1 N2 }
{z
} |2
{z
} |2
{z
}
|2


SXXY (f1 , f2 )



E1


=

E2

A1 A2 A3
+ 0 + 0 + 0 + 0 + E1 + E2 + E3
8

E3



(3.20)

The noise is assumed to be zero-mean white Gaussian noise. Thus, in equation
(3.20), first-order moments and third order moments are equal to zero, E{N1 } =
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E{N2 } = E{N3 } = E{N1 N2 N3∗ } = 0. Also, E1 in equation (3.20) can be rewritten
as follows;

E1

=

A1 jθ1
e E{N2 N3∗ } = (A1r + jA1i )E{(N2r + jN2i )(N3r − jN3i )}
2

= A1r E{N2r N3r + N2i N3i } − A1i E{N2i N3i − N2r N3r }
+jA1r E{N2i N3r − N2r N3i } + jA1i E{N2r N3r + N2i N3i }

(3.21)

In (3.21) above, each estimation E{Nx Ny } is estimated by ensemble-averaging
over M segments. Then, the ensemble averages can be considered as the sum of
the product of independent Gaussian random variables. Although the product of
the Gaussian random variables is not a Gaussian, the sum of the product of the
Gaussian random variables can be approximated as a Gaussian random variable by
the central limit theorem [45]. Thus, if Nx and Ny are independent, the variance of
the approximated Gaussian random variable becomes;
M
1 X
1
σn2
(k) (k)
var{E{Nx Ny }} ' var{
N N } ' 2 .M.
M k=1 x y
M
L

!2

σn4
=
M L2

(3.22)

The real and the imaginary parts of E1 in equation (3.21) become Gaussian random variables since they are weighted sum of Gaussian random variables, and the
variance of E1 becomes as follows;

var{E1 } ' 2A21r

σn4
σn4
σn4
σn4
2
2
2
+
2A
=
2(A
+
A
)
=
A
1
1i
1r
1i
M L2
M L2
M L2
M L2

(3.23)

Therefore, variance of the random variable term (E1 + E2 + E3 ) in equation (3.20)
becomes as follows;

var{E1 + E2 + E3 } ' (A21 + A22 + A23 )
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σn4
M L2

(3.24)

Thus, the cross-bispectrum of the noisy signal in equation (3.20) consists of two
main quantities; first quantity,



A1 A2 A3
8



, is deterministic which represents the value of

the pure three-wave coupling when noise does not exist, and second quantity is zeromean Gaussian random variable with variance given in (3.24). Therefore, equation
(3.20) can be rewritten as follow;


SXXY (f1 , f2 ) =

A1 A2 A3
σn4
+ N (0, (A21 + A22 + A23 )
)
8
M L2


(3.25)

Noise Effect on CIs Based on Magnitude of Cross-Bispectrum
Referring to the above subsection, the cross-bispectrum of the noisy signal can be
written as summation of two main quantities; first quantity is deterministic which
represents the value of the pure three-wave coupling when noise does not exist, and
second quantity is zero-mean Gaussian random variable as follow;
σn4
A1 A2 A3
+ N (0, (A21 + A22 + A23 )
)
SXXY (f1 , f2 ) =
8
M L2




(3.26)

Now, if the condition indicator CI is based on magnitude of the cross-bispectrum
at certain coordinate bi-frequency f1 , f2 ((1R, 1R) in our shaft-fault case), this CI is
estimated from the cross-bispectrum as follows;

2

2

CI = |SXXY (f1 , f2 )|

σn4 2
A1 A2 A3 2
+ E{|N (0, (A21 + A22 + A23 )
)| }
=
8
M L2


σ4
A1 A2 A3 2
=
+ (A21 + A22 + A23 ) n 2 χ21
(3.27)
8
ML




If the magnitude of the sinusoidal components contributing to the three-wave
coupling are all in the same order, we can assume that A1 = A2 = A3 = A for more
simplified form of equation (3.27), and when used in estimate the probability of false
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alarm in equations (3.10) gives

Pf a

A6
= P(
64

!

+ 3A2



Pf a = P  χ21 ≥

σn4 2
χ ≥ γ 6 | No significant fault exist)
M L2 1


2

ML
1
1 −
2
4
3(A/γ) (σn /γ)
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A
γ

!6  
 

(3.28)

where (A/γ) is signal-to-threshold ratio (STR), and (σn /γ) is noise-to-threshold ratio
(NTR).

Figure 3.12 Effect of noise on CI based on magnitude of cross-bispectrum:
variation of the probability of false alarm, Pf a , with respect to noise-to-threshold
power ratio, N T R (σn /γ)

Figure 3.12 illustrates the theoretical and experimental results regarding the
change of the probability of false alarm as the noise-to-threshold power ratio (NTR)
increases. Theoretical result is derived from (3.28), and Monte-carlo type numerical
experiments are carried out using the synthesized signal in (3.11).
Finally, combining graphs from Figures 3.10 and 3.12 clearly indicates that CI
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based on bispectrum has better immunity to white Gaussian noise than CI based on
magnitude of the conventional power spectrum, as illustrated in Figure 3.13.

Figure 3.13 Comparison of the effect of noise on CI based on magnitude of either
power spectrum or bispectrum

3.7

Conclusion

Based on cross-bispectral analysis, vibration quadratic-nonlinearity metric has been
proposed and used to assess health conditions of an AH-64D helicopter tail rotor
drive shafts. Nonlinear transfer function has been derived from the cross-bispectrum
in analogy to the way linear transfer function is derived from cross-power spectrum.
Using system approach, vibration data collected at the bearing supporting the drive
shaft has been used as input and output signals to characterize the unknown conditions of the drive shaft system.
Three different hanger bearings have been used to compare vibration data collected from four different shaft settings, making grand total of twelve experiment
runs. Magnitude response of both linear and quadratic coupling has been able to
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detect the faulted cases compared to the baseline case. However, theoretical and
Monte-carlo type experimental analysis have proven that using condition indicators
based on magnitude of the bispectrum has better immunity to white Gaussian noise
than condition indicators based on magnitude of the conventional power spectrum.
Moreover, using the phase of the proposed nonlinear coupling has shown better capabilities in distinguishing the four studied shaft settings than the conventional linear
coupling. Phase of the AQC (1R, 1R) metric has shown more consistent result among
the three studied bearing cases for each shaft setting than what the phase of H(2R)
has done. It also has shown wider phase difference between the studied cases without
overlap among them. Wider phase difference relaxes the requirements when setting
threshold values to diagnose different faulted cases.
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Chapter 4
Quadratic-Nonlinearity Power-Index Spectrum
In this chapter, a new concept of Quadratic-Nonlinearity Power-Index spectrum,
QN LP I(f ), that can be used in signal detection and classification, is proposed based
on bicoherence spectrum. The proposed QN LP I(f ) is derived as a projection of the
three-dimensional bicoherence spectrum into two-dimensional spectrum that quantitatively describes how much of the mean square power at certain frequency f is
generated by nonlinear quadratic interaction between different frequencies.

4.1

Introduction

Bispectrum and its normalized version bicoherence have shown to be useful tools
in machine condition monitoring fields (e.g., [46]-[51]). However, investigation of
quadratic nonlinearities using bispectrum/bicoherence becomes a challenging task
when the studied signal contains wide range of frequency interactions. The three
dimensional nature of these spectra requires careful design of the view and expert
personnel to interpret the results in the frequency domain. Therefore, it is easier to
use features extracted from those spectra to summarize and describe nonlinearities in
the monitored signals. For example; bispectrum mean-magnitude and phase-entropy
have been used in blind detection of photo-montage [52], normalized bispectrum
entropy and normalized bispectrum squared entropy have been used in health assessment of human cardiac [53], and invariant phases of integrated bispectrum has been
used to detect mines in acoustic images [54], [55]. Since machine fault diagnostic
is better archived by linking certain frequency to a particular rotating component,
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quadratic-nonlinearity power-index (QN LP I(f )) spectrum has been proposed as a
way to summarize information in the 3D bicoherence into 2D frequency spectrum
[56], [57].
In this Chapter, the proposed concept of the QN LP I(f ) is discussed including mathematical derivation, considerations in its digital computation and boundary
limits. The quadratic-nonlinear power spectral density PQN L (f ) and percentage of
quadratic nonlinear power P QN LP are also introduced based on the QN LP I(f ),
as will be discussed in section 4.3. Based on higher order statistical (HOS) analysis,
this chapter presents applications of the proposed nonlinearity measures to real-world
vibration data obtained from a dedicated condition based maintenance experimental
helicopter drive-train, as will be shown in sections 4.8 and 4.9. Health condition of
different rotating components in the drive train is assessed including different combinations of drive-shaft and gearbox faults. The QN LP I(f ) spectrum enables us
to gain more details about nonlinear harmonic generation patterns that can be used
to distinguish between different cases of mechanical faults, which in turn helps to
gaining more diagnostic/prognostic capabilities.

4.2

Bicoherence Spectrum

As discussed previously in section 2.3, the magnitude of the bispectrum Bxxx (f1 , f2 )
at coordinate point (f1 , f2 ) measures the degree of phase coherence between the three
frequency components f1 , f2 , and f3 , as repeated in equation (4.1) for convenience.
Bxxx (f1 , f2 ) = E{X(f1 )X(f2 )X ∗ (f3 = f1 + f2 )}

(4.1)

However, this magnitude is also dependent on the magnitude of the relevant
Fourier coefficients. Therefore, a common function used to normalize the bispectrum is called bicoherence. The bicoherence function is defined as shown in equation
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(4.2) [35], [58], [59].

b2xxx (f1 , f2 ) =

|Bxxx (f1 , f2 )|2
E{|X(f1 )X(f2 )|2 }E{|X(f1 + f2 )|2 }

(4.2)

The bicoherence bxxx (f1 , f2 ) in (4.2) is independent of the magnitude of the Fourier
transform and bounded by 0 ≤ bx (f1 , f2 ) ≤ 1, where unity means full three-waves
coupling (i.e., interaction has taken place between the waves), and zero implies an
absence of coherence or interaction. Moreover, it has been proven in [35] that the
squared bicoherence, b2x (f1 , f2 ), quantifies the fraction of mean square power at f3 =
f1 + f2 due to the quadratic coupling between the waves at f1 and f2 . This previous
property inspired us to propose a metric that shows the quadratic interaction relation
(3 waves coupling) in terms of the “result” instead of the “source” of the interaction.
Hence, the bi-frequency space required to plot the bicoherence (showing the source
of interaction) can be reduced to a single-frequency space (showing the accumulative
results).

4.3

QN LP I(f ) Spectrum

The Quadratic-Nonlinearity Power-Index, QN LP I(f ), spectrum is proposed as an
implementation of the idea discussed above, and hence it should quantify the fraction
of the mean square power at a certain frequency f produced by all the possible
combinations of quadratic interactions that may cause the creation of this frequency,
f . This idea can be achieved by integrating the bicoherence spectrum along a straight
line f1 + f2 = f represents the locus of all quadratic interactions in f1 − f2 space that
result in f , as represented by equation (4.3).

QN LP I(f ) =

Z
f1 +f2 =f
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b2xxx (f1 , f2 ) df1

(4.3)

This integration along f1 + f2 = f is depicted by the dashed line in Figure 4.1.
However, we should be very careful when we apply this integration in (4.3) to the
conventional region of computation indicated by the triangle “A” shown in Figure
4.1. Due to the symmetry properties, the bicoherence of interacted frequencies in
the fourth quadrant (positive f1 and negative f2 ) has a redundant copy in this “A”
region. Therefore, the region of computation in f1 − f2 plane is modified to fully map
the quadratic interaction between different frequencies as shown in Figure 4.1. The
area covered by triangle “B” maps the difference part of the interaction between two
frequencies (f1 , −f2 ), while area covered by the upper triangle “A” maps only the
sum part (f1 , f2 ). Based on this new region of computation, QN LP I(f ) in (4.3) can
be rewritten as follows:
f
+ f4s
2

Z

QN LP I(f ) =

b2xxx (f1 , f − f1 ) df1

f
2
fs

=

Z4

b2xxx (

0

f
f
+ f1 , − f1 ) df1
2
2

(4.4)

Equation (4.4) indicates that all the information contained in the bicoherence is
represented in the QN LP I(f ) which is function in one variable, f . Moreover, the
QN LP I(f ) inherits useful characteristics from the third order statistics, bicoherence,
such as high capability of nonlinear-systems identifications, high immunity to additive
gaussian noise, and amplification invariance. Furthermore, it can be proven that
QN LP I(f ) is theoretically bounded between zero and one (0 ≤ QN LP I(f ) ≤ 1) as
shown in the following section. Zero value of QN LP I(f ) means that no quadraticnonlinearity produces any power at this frequency, while one means all the power at
frequency f result from quadratic-nonlinearity.
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Figure 4.1 Region of computation (ROC) for the proposed QN LP I(f ) assuming
aliasing is absent: triangle “A” is the conventional ROC for the
bispectrum/bicoherence, region “A − B” is used to calculate the proposed
QN LP I(f ), and dashed line indicates the direction of integration

4.4

Boundary Limits of QN LP I(f )

Assume that the signal at frequency m, X(m), is constructed from finite number of
quadratic coupling pairs plus non-quadratic coupling part as shown in equation (4.5).

X(m) =

X

0

Al,k X(l)X(k) + X (m)

(4.5)

∀ l+k=m

where Al,k is the coupling coefficient between two frequencies l and k to produce
0

sum frequency m. X (m) represents any non-quadratic coupling power in the signal,
either independent excitation or from other higher order interactions. Assuming that
x(t) is a zero-mean wide-sense stationary random signal, the mean square power at
frequency m, Px (m), can be proven to be as follows [35];
61

0

|Al,k |2 E{|X(l)X(k)|2 } + E{|X (m)|2 }

X

Px (m) =

(4.6)

(∀ l+k=m)

First part of equation (4.6) represents the total power at frequency m due to all
quadratic coupling pairs, while the second part is due to any non-quadratic-coupling
power at this frequency. Substituting from equation (4.2) in equation (4.4),
fZs /4

QN LP I(m) =
0

m
∗
|E{X( m
2 + f1 )X( 2 − f1 )X (m)}
df1
m
2
Px (m) · E{|X( m
2 + f1 )X( 2 − f1 )| }

(4.7)

Then, from equation (4.5) in equation (4.7) recalling properties of expected value
operator, we get the following equation:
!
fZs /4
1
|A + B|2
df1
QN LP I(m) =
Px (m)
C

(4.8)

0

where,
A=

X



Al,k E X(

∀ l+k=m

m
m
+ f1 )X( − f1 )X ∗ (l)X ∗ (k)
2
2

m
m
0
B = E X( + f1 )X( − f1 )X ∗ (m)
2
2


m
m
C = E |X( + f1 )X( − f1 )|2
2
2






The value of the expected value operators in the numerator of equation (4.8) will
be zero except when variable f1 equals to f1 =

m
2

−l =

m
2

+ k. Therefore, integration

in equation (4.8) is reduced to summation as follows:
P

QN LP I(m) =

∀l+k=m

|Al,k |2 E{|X(l)X(k)|2 }
P (m)

(4.9)

Note that numerator of equation (4.9) represents the total power at frequency m
due to all quadratic coupling pairs and it is fraction of Px (m) as shown before in
equation (4.6). Hence, the proposed index, QN LP I(m), measures the fraction of the
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mean square power at frequency m due to quadratic coupling between all combination
of frequencies that possibly result in m. Also, from (4.9), 0 ≤ QN LP I(m) ≤ 1, and
0

will equal one if, and only if, X (m) = 0.

4.5

Digital Computation of QN LP I(f )

The same procedure described in [35] can be followed in order to calculate digital
bicoherence talking into consideration the modified region of computations described
before in Figure 4.1 to separate and account for both positive and negative parts of
frequency interactions. Next, digital computation of the QN LP I(f ) can be carried
out by replacing integration in (4.4) by summation as shown in (4.10).
−1
n= N
2

QN LP I(f ) =

X

b2xxx ((

n=0

f
f
+ n∆f ), ( − n∆f ))
2
2

(4.10)

where ∆f is the elementary band width determined from the resolution of DFT
calculation. ∆f = fN /N , fN = fS /2, and N is the number of points used in DFT calculation. The frequency resolution ∆f should be smaller than the difference between
the smallest two frequencies expected to interact in any particular case.

4.6

Quadratic-Nonlinear Power Spectral Density, PQN L (f )

As discussed in section 2.2, power spectral density Pxx (f ) is the Fourier transform of
the auto-correlation function Rxx (τ ) for a stationary random process x(t) according to
Wiener-Khintchine theorem [33], [34]. Thus, it can be estimated using the following
equation:
Pxx (f ) = E{X(f )X ∗ (f )} = E{|X(f )|2 }

(4.11)

Pxx (f ) has the dimensions of mean square values/Hz and it indicates how the mean
square value is distributed over frequency.
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Based on the proposed QN LP I(f ) index discussed in the preceding subsection,
one can estimate how much of the mean square power at certain frequency is generated
due to the second order nonlinearity by multiplying the QN LP I(f ) index at this
frequency by the power spectral density Pxx (f ), as follows:
PQN L (f ) = QN LP I(f ) · Pxx (f )

(4.12)

where PQN L (f ) is the nonlinear power spectral density showing the distribution of
quadratic-nonlinearly-generated mean square power over frequency, and it also has
the dimensions of mean square values/Hz. Thus, integration of PQN L (f ) over the
whole range of frequencies estimates the total quadratic nonlinear power contained in
the signal. It would be also useful to quantify the percentage of quadratic nonlinear
power (P QN LP ) to the total mean square power as follow:
NP
−1

P QN LP =

n=0

QN LP I(n∆f ) · Pxx (n∆f )
NP
−1
n=0

(4.13)
Pxx (n∆f )

where denominator in equation (4.13) estimates the total power in the signal while
the numerator estimates the overall quadratic nonlinear power. P QN LP is a singlevalue metric that is useful in monitoring the severity of nonlinear behavior of the
signal under study which can be used to monitor fault-progress, as will be shown in
section 4.9.

4.7

Numerical Example of QN LP I(f )

Before we apply the proposed indices to study nonlinear coupling in real world vibration data, we will use simple signal to illustrate the usefulness of these metrics
and help understand the physical interpretation of their values. Thus, a computergenerated test signal has been used as shown in equation (4.14).
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x(t) = Ab cos(2πfb t + θb ) + Ac cos(2πfc t + θc ) + Ae cos(2πfe t + θe )
x(t) = +Ag cos(2πfg t + θg ) + Abc cos(2πfb t + θb ) × cos(2πfc t + θc )
x(t) = +Aeg cos(2πfe t + θe ) × cos(2πfg t + θg ) + Ad cos(2πfd t + θd ) (4.14)

where Ab = Ac = Ad = Ae = Ag = 2, Abc = Aeg = 4, sampling frequency fs =
2fN = 4.8 kHz, fb /fN = 0.22, fc /fN = 0.375, fe /fN = 0.292, fg /fN = 0.303 and
fd = fb + fc = fe + fg . All the phases are independently taken from a set of uniformly
distributed random numbers.
In this testing signal x(t), the total power at fd is a share of three equal source;
the independent excitation, the quadratic nonlinear interaction between fb and fc ,
and the quadratic nonlinear interaction between fe and fg . The power spectrum
of the test signal, the modified bicoherence b2xxx (f1 , f2 ), the quadratic-nonlinearity
power-index QN LP I(f ), and the quadratic-nonlinear power spectrum PQN L (f ) are
shown in Figure 4.2.
From Figure 4.2-(b), b2xxx (fc , fb ) = 0.324, and b2xxx (fg , fe ) = 0.329 are lined up
on the same f1 + f2 = fd axis. This means that each group contributes to the
quadratic-nonlinearity power-index in Figure 4.2-(c) by approximately one third.
b2xxx (fg , −fe ) = 1 and b2xxx (fc , −fb ) = 1 lie in the “B” zone of the modified bicoherence
and represent the negative part of the interaction for both fc − fb and fg − fe . The
detailed bicoherence spectrum in Figure 4.2-(b) is represented by the QN LP I(f ) in
Figure 4.2-(c). QN LP I(fd ) = 0.653 which means that two-thirds of the total power
at frequency fd is coming from quadratic-nonlinear interaction between different frequencies. The power spectral contents that generated only by quadratic nonlinearity
are separated in the PQN L (f ) as shown in Figure 4.2-(d). Percentage of quadratic
nonlinear power, P QN LP , is estimated and found to be = 42.93%.
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Figure 4.2 (a) Power spectral density, (b) Modified bicoherence, (c) QNLPI, and
(d) Quadratic-nonlinear power spectral density; for test signal in (4.14)
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4.8

Application of QN LP I(f ) in Health Assessment of Helicopter’s
Tail-Rotor Drive-Shafts

Focus of this study is centered on studying different combinations of drive-shafts faults
using both conventional power spectral density (P SD) and the proposed QN LP I(f ).
Shafts numbered 3-5 in Figure 1.5-(a) operate at a rotation speed of 4863 RPM
(81.05Hz) corresponding to full-speed of shaft rotation on the fielded rotorcraft, as
shown in the schematic in Figure 4.3. The vibration signals denoted as FHB and
AHB, measured at forward and afterward hanger bearings respectively, are gathered at two minutes intervals at a sampling rate of 48 kHz over the course of thirty
minute test runs. The measurements are taken for different drive-shafts setting under test which include baseline shaft and bearing configuration, unbalance in different
shafts configuration, and shaft misalignment, all common issues on AH-64 drivetrains.
Misalignment of the shafts is studied at 1.3◦ between drive-shafts #3 and #4, 1.3◦
between drive-shafts #4 and #5. Unbalance is studied at drive-shafts #3, #4 and
#5 by 0.140 oz-in, 0.135 oz-in 0.190 oz-in respectively. Different combination of
misalignment and unbalance are tested as summarized previously in Table 3.1.

Figure 4.3 Schematic of the TRDT test stand at USC
Due to the loading scheme of the TRDT test stand with the intermediate gear
box (IGB) and the output motor torque, the 3rd harmonic of the tail rotor drive shaft
(243 Hz) is dominating the power spectrum of the AHB vibrations in the studied
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cases with some other different harmonics in each setting, as shown in Figures 4.4
and 4.5. The power spectra of the baseline (00321) and the misaligned (20321) cases
in Figure 4.4 have the same dominating spectral peaks with very slight changes in the
minor peaks. A similar situation occurs when we compare the unbalanced (10321)
and the misaligned-unbalanced (30321) cases in Figure 4.5. It is not an easy task to
distinguish between different cases by looking at the whole power spectrum.
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Figure 4.4 Power spectral density of the AHB: baseline (00321) in (a), and
misaligned (20321) in (b)
Conventional P SD comparison with the baseline is usually done on a logarithmic
amplitude scale with increases of 6-8 dB considered to be significant and changes
greater than 20 dB from the baseline considered serious [42]. Table 4.1 summarizes
the results of the spectral peak comparison of the three faulted cases (10321, 20321,
and 30321) with the baseline case (00321) in terms of the first three spectral peaks
(SP1, SP2, and SP3) of the faulted drive-shafts (first three harmonics of the shaft
rotating speed (81Hz, 162Hz and 243Hz)). As shown in Table 4.1, values of the
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Figure 4.5 Power spectral density of the AHB: unbalanced (10321) in (a), and
misaligned-unbalanced (30321) in (b)

SP2 for all faulted cases exceed the 6 dB threshold compared to the baseline and
therefore it provides a good indicator for all of the three faulted cases. In fact, SP2
is currently employed in the HUMS system to detect unbalanced and/or misaligned
shafts in a tail rotor drive-train of a rotorcraft [38]. However, this Condition Indicator
(CI) has limited diagnostic capabilities in specifying whether the fault is unbalance,
misalignment or a combination of both faults. The maintainers are told to check for
more than one source that might cause that CI to exceed its limit.
Table 4.1 Comparison with baseline case in terms of SP1, SP2, and SP3 (dB)
SP1
SP2
SP3

A/UB(10321)
5.311
9.997
-2.001

MA/B (20321)
-0.081
10.255
-2.0667
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UB/MA(30321)
4.799
8.661
-8.141

The vibration data is then investigated using the proposed QN LP I(f ) discussed
in section 4.3. Figure 4.6-(a) shows QN LP I(f ) spectrum for the baseline case for
which nonlinearly-generated frequencies located at 1st and 7th harmonics of the driveshaft with values 0.68 and 0.77, respectively. These values can be result of interaction
between the dominating 3rd harmonic with the 4th to produce 68% and 77% of the
power at 1st and 7th harmonics, respectively. The remaining fraction of the power
may be independently excited or coming from other forms of nonlinearities.
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Figure 4.6 QN LP I of the AHB: baseline (00321) in (a), and misaligned (20321) in
(b)

Due to different experimental settings, different interaction pattern exists in the
case of misalignment as shown in Figure 4.6-(b). In this case, quadratic nonlinear
interaction between the 3rd and the 1st harmonics is dominating. As a result of this
interaction, 2nd and 4th harmonics are generated with power fraction of 0.72 and 0.64,
respectively. The results in Figure 4.6 give us more details about the content of the
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power spectrum of the signal. Some frequencies in common between the baseline and
misaligned cases have different origins. For example, the 1st and the 4th harmonics
exchange there places as sourc/result of the interaction process with the 3rd due to
different physical setting of the rotating shaft.
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Figure 4.7 QNLPI of the AHB: unbalanced (10321) in (a), and
misaligned-unbalanced (30321) in (b)

Comparing the QN LP I(f ) of the unbalance case shown in Figure 4.7-(a) with the
baseline case in Figure 4.6-(a), we can see a slightly more interaction introduced in the
case of the unbalance. The 4th harmonic interacts with both 3rd and 9th producing
a series of odd harmonics at 1st , 5th , 7th , and 13th . The increasing production of
odd harmonics through the nonlinear interaction is likely a sign of unbalance. On
the other hand, as discussed above, the production of even harmonics is likely a
sign of misalignment. Thus, when a combination of unbalance and misalignment is
introduced to the drive-shafts, one can expect that nonlinearity of the system will
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increase so that a variety of odd/even harmonics of the drive shaft rotating frequency
is produced as shown in Figure 4.7-(b).
From the discussion above, we can see that beside conventional power spectral
density analysis, using QN LP I(f ) spectrum helps to gain more details about nonlinear harmonic interaction/generation patterns, which can be used to distinguish
between different fault settings of the tail rotor drive-shafts.

Application of QN LP I(f ) to Study Progress of Gearbox Fault

4.9

In this section, we use vibration data collected in the experimental TRDT test stand
to study tail-rotor gearbox failure (denoted TRGB in Figure 1.5) due to lubrication
starvation [62]. This experiment was originally designed to demonstrate whether or
not a gearbox with a leaking output seal could be used in the filed until the aircraft
reached a phase inspection, which currently occurs every 250 hours. The output seals
were seeded to represent a worst-case scenario leak for gearboxes, as shown in Figure
4.8.
For all the tested articles, it was observed that a persistent grease leak through
the output seal resulted in a loss of lubricant in the main gear compartment. Consequently, this condition ultimately resulted in lubricant starvation on the gear meshing
region and catastrophic gear teeth failures, as shown in Figure 4.9. One interesting
finding of this experiment was that gearbox can survive more than 480 hours after
fault seeding for all tested articles.
The secondary objective of the experiment was to identify vibration signatures
which might indicate the impending failure. Here, we use vibration data collected
from this experiment to illustrate the usefulness of the proposed index in keeping
track of the progress of fault in the gearbox.
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(a)

(b)

(c)

Figure 4.8 TRGB experiment setup: (a) actual TRGB, (b) seeded fault showing
removal of the output seal material, and (c) schematic of the TRGB showing the
location of the seeded fault
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(a)

(b)

Figure 4.9 Borescope picture showing input gear teeth: (a) earlier stage of testing,
and (b) after failure [62]

Figure 4.10 shows how the average power spectral density (P SD) of the gearbox
vibration changes during the last four days before failure. Inspection of the P SD
plots indicates that it was not until the day of failure that vibration power at the
third and fourth harmonics of the gear mesh frequency (1334Hz) increased suddenly
to warning values, as shown in Figure 4.10-(d). During the last three days preceding
the failure, shown in Figure 4.10-(a) ∼ (c), P SD stayed almost the same with slightly
monotonic increase of vibration power at the both first and second harmonics of the
gear mesh frequency.
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Figure 4.10 Progress of power spectral density (P SD) change during gear teeth
failure: (a) 3 days before failure, (b) 2 days before failure, (c) 1 days before failure,
and (d) same day of failure
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Progress of failure developed in the gearbox is studied using the proposed QN LP I(f ),
as shown in Figure 4.11-(a) ∼ (d), for the same vibration data set which studied previously in Figure 4.10. Figure 4.11-(a) shows the QN LP I(f ) of gearbox vibration
three days before gearbox failure which has the least quadratic-nonlinearly produced
frequencies with only first, third, and fifth mesh harmonics having QN LP I equal to
1, 1, and 0.33, respectively. Two days before failure, vibration nonlinearity increased
causing the values of QN LP I at the pre-exist harmonics to increase, and more nonlinearity to show up at the second and sixth harmonics, as seen in Figure 4.11-(b).
The highest nonlinearity in the vibration signal is exist one day before failure as
shown in Figure 4.11-(c). On that day, beside the high nonlinearity at all the first
six harmonics of the TRGB, gear mesh frequency of the intermediate gearbox (IGB),
3000 Hz, shows up interacting with several TRGB harmonics. This IGB frequency
disappeared in the day of failure from the QN LP I(f ) spectrum, but all gear mesh
harmonics of the faulted TRGB stayed at high nonlinear power values, as shown
in Figure 4.11-(d). This consistent increase in the nonlinear production/coupling of
gear meshing harmonics, regardless of there power spectral values, can be used as
precocious indication of gear-teeth failure.
In order to describe the progress of fault in the gearbox using single-valued metric,
percentage of quadratic nonlinear power (P QN LP ) in equation (4.13) is employed.
Figure 4.12 compares the progress of the P QN LP to other condition indicators during
the last four days of experiment. The 1GM F and 2GM F are the vibration spectral
peaks at the first and the second harmonics of the gear mesh frequency. The rootmean-square (RM S) and the energy-ratio (ER) condition indicators are calculated
as reported in [21] to describe heavy gear wear.
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Figure 4.11 Progress of nonlinear harmonic generation due to gear teeth failure:
(a) 3 days before failure, (b) 2 days before failure, (c) 1 days before failure, and (d)
same day of failure
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(a)

Figure 4.12 Trend of vibration P QN LP compared to different condition indicators
for the faulted TRGB during the last four days before failure

As shown in Figure 4.12, the value of P QN LP starts showing considerable increase one day before other condition indicators. It is consistently climbing up until
the gearbox failure due to wear in the input gear teeth which physically can be interpreted as increased vibration power due to highly-nonlinear rotating medium. Thus,
this trend can be used as precocious indication of failure. The advantage of using
P QN LP as condition indicator over conventional power spectrum indicators is the
inherent characteristics of HOS-based metrics as amplification invariance and high
immunity to additive Gaussian noise, which reduce the dependency on the characteristics of the sensor used to collect the vibration data.

4.10

Conclusion

In this chapter, the quadratic-nonlinearity power-index (QN LP I(f )) has been proposed which provides a summary of the nonlinearity information contained in the the
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3D bicoherence into 2D spectrum presenting an easier way to studying third-order
statistic of signals.
The proposed index has been used to study real-world vibration data collected
from tail-rotor drive train of an AH-64D helicopter. Two case studies have been
conducted. In the first case, QN LP I(f ) has shown better diagnostic capabilities in
differentiating between different drive-shaft faults by showing how different physical
settings affect the nonlinear generation of harmonics. In the second case, QN LP I(f )
has shown better capability in detecting gearbox failure. For easier monitoring of
the fault-progress in the gearbox, percentage of total quadratic nonlinear power
(P QN LP ) has been calculated based on the proposed QN LP I(f ) and has shown
consistent increase during the gear fault aging. This single-valued metric can be used
in prognostic models to estimate the remanding useful life of mechanical components.
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Chapter 5
Condition Assessment of Faulted Hanger
Bearing in Multi-Faulted Drivetrain System
In this chapter, hanger bearing faults are studied in the presence of more than one
simultaneous drive-shaft faults using the proposed QN LP I(f ) and bicoherence analysis.

5.1

Introduction

Most of the conventional fault analysis techniques assume that a defect occurs in
a rotating element separately, that we can identify this fault by the characterizing
frequency of that component. For example, ball pass frequency inner-race rotating
frequency (BPFI) is used to detect faults in the inner race of bearings [63]. However,
it is not easy to detect bearing faults when it is combined with shaft faults, as will be
discussed later in this chapter. In the presence of drive-shaft faults, shaft harmonics
dominate the power spectra of the vibration signals collected form the faulted hangerbearing making it hard to detect bearing’s faults. Also, spectral interaction between
different fault frequencies leads to unexpected frequencies to appear in the vibration
spectrum which can not be explained using conventional power spectral analysis.
However, bispectral analysis tools not only detect the bearing’s faults in this extreme
case of multi-faulted components, but also are able relate all frequencies to their root
causes and successfully links the signal processing to the physics of the underlying
faults.
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HOS analysis has been previously used in analyzing harmonic vibration interaction patterns for different combination of shaft misalignment and unbalance with good
(healthy) hanger bearing. In this chapter, two different hanger bearing faults are analyzed under typically misaligned-unbalanced shafts. Experiment setup is described
in section 5.2 and results are then discussed in sections 5.3 and 5.4.

5.2

Experimental set up and data description

Seeded hanger bearing faults experiment was designed to include multi-faulted drive
train components with two faulted hanger bearings running at the same time, one
with a spalled inner race in the FHB position and one with contaminated grease with
coarse grit sand run in the AHB position [64], as illustrated in Figure 5.1. This is done
with 1.3◦ misalignment between drive shafts #3 and #4, 1.3◦ misalignment between
drive shafts #4 and #5, and unbalanced drive shafts #3, #4 and #5 by 0.140 ozin, 0.135 oz-in 0.190 oz-in respectively. The forward hanger bearing is machined to
replicate a bearing with a spalled inner race as shown in Figure 5.3. All machining
was done at the army research laboratory (ARL). The holes were milled into the inner
race with a ball mill and were machined to the specs summarized in Table 5.1.

Figure 5.1 Schematic showing seeded hanger bearing faults experimental setup
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Figure 5.2 Faulted FHB: (a) assembled bearing in the drive train, (b) schematic of
assembly components, (c) disassembled inner race, and (d) zoom in view of the
spalled inner race fault

Table 5.1 Spalled inner race information in the FHB position
Spall

Spall diameter
(inch)

Spall depth
(inch)

#1
#2
#3

0.030
0.031
0.031

0.017
0.016
0.017
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Distance from
left shoulder
(inch)
0.1400
0.1956
0.2567

Distance from
right shoulder
(inch)
0.2538
0.1985
0.1376

The AHB has coarse grit contaminated grease mixed in a ratio of 5% by volume
of the grease. This seeded fault is also done at the ARL with a representative sand
contaminant consist of crushed quartz with the total particle size distribution as
shown in Table 5.2.

Figure 5.3 Faulted AHB: (a) assembled bearing, (b) zoom-in view of the coarse
grit contamination

Table 5.2 Coarse grit contaminated grease mixture in the AHB position
Size (µ)
1
2
3
4
5
7
10
20
40
80
120
180
200

Volume fraction (%)
0.6 to 1.0
2.2 to 3.7
4.2 to 6.0
6.2 to 8.2
5.0 to 10.5
12.0 to 14.0
17.0 to 22.0
32.0 to 36.0
57.0 to 61.0
87.5 to 89.5
97.0 to 98.0
99.5 to 100
100
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5.3

Spalled Inner Race Hanger Bearing

The power spectrum of the spalled inner race FHB is shown in Figure 5.4. It is
estimated using average over ensemble of vibration data collected every two minutes
over a 60 minutes run under output torque at the tail rotor equal to 111 lb-ft, and
plotted with 1.465Hz frequency resolution. Due to the misaligned-unbalanced drive
shafts, high magnitudes of the vibration exist at the 80.57Hz, 162.5Hz, and 243.2Hz
as shown in Figure 5.4. These frequencies match 1SO , 2SO, and 3SO reported in
Table 5.3 by the Aviation Engineering Directorate (AED). These shaft harmonics
are typically used to describe shaft misalignment and unbalance by many vibrationanalysis text-books [63], [65]. According to text books, one should also expect to
see the ball pass inner-race frequency (BPFI) that characterizes the faulted hanger
bearing under test, 441Hz as reported in Table 5.3. However, it is not easy to detect
the BPFI frequency in Figure 5.4. The highest non-shaft frequencies in this spectrum
is at 684.1Hz and 279.8Hz which do not match any frequency in Table 5.3. Therefore,
it is obvious that linear spectral analysis fails to detect hanger bearing fault when it
is combined with shaft faults, and also fails to relate all frequencies in the spectrum
to known fault source.
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Figure 5.4 Power spectrum of the spalled inner-race FHB with
misaligned-unbalanced shafts
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Table 5.3 TRDT components rotating frequencies provided by AED
Source(s) or
Meshing Components
Hanger Bearings
Hanger Bearings
Driveshaft
Hanger Bearings
Hanger Bearings
Driveshaft
Hanger Bearings
Driveshaft
Hanger Bearings
Driveshaft
Hanger Bearings
Hanger Bearings
Hanger Bearings
Hanger Bearings
Hanger Bearings
Hanger Bearings
Hanger Bearings
Hanger Bearings
Hanger Bearings
Hanger Bearings

Harmonic
Number
1
2
1
3
4
2
1
3
1
4
2
1
3
2
4
3
2
4
3
4

Frequency
Type
CFF
CFF
SO
CFF
CFF
SO
BSF
SO
BPFO
SO
BSF
BPFI
BSF
BPFO
BSF
BPFO
BPFI
BPFO
BPFI
BPFI

Frequency
(Hz)
31.95
63.90
81.06
95.85
127.80
162.11
182.89
243.17
287.55
324.23
365.79
441.96
548.68
575.10
731.57
862.65
883.92
1150.19
1325.89
1767.85

Frequency
(RPM)
1917
3834
4863
5751
7668
9727
10974
14590
17253
19454
21947
26518
32921
34506
43894
51759
53035
69012
79553
106071

The FHB vibration is then analyzed using the proposed QN LP I(f ) index discussed in Chapter 4. As discussed previously in section 4.8, due to unbalancedmisaligned drive shafts, nonlinearity of the system increases so that a variety of
odd/even harmonics of the shaft frequency is produced, as shown in Figure 5.5. Beside shaft harmonics, QN LP I(f ) has high values corresponding to frequencies of
279.8Hz and 684.1Hz which do not match any fault frequencies, as stated above.
This means that those two frequencies are generated due to quadratic nonlinear interaction between frequency components in the vibration spectrum. This part of the
analysis answers the question of “why 279.8Hz and 684.1Hz exist in the FHB vibration spectrum?”. However, summarized information in the QN LP I(f ) do not answer
the question of “what is the original interacted frequencies that produce 279.8Hz and
684.1Hz?”.
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Figure 5.5 QN LP I(f ) of the spalled inner-race FHB with misaligned-unbalanced
shafts
Therefor, In order to get more information to answer the above question, we utilize
the original information in the bicoherence spectrum as shown in Figure 5.6. It can
be seen that a number of shaft order harmonics exist along f1 = 161.1Hz, 243.2Hz,
and 323.7Hz which nonlinearly interact with other frequencies in f2 direction. Shaft
harmonic interaction patterns is used in previous chapters to assess drive shaft health
conditions. In our case here, we are concerned more about any interaction with
non-shaft frequencies that might be related to hanger bearing faults. Two non-shaft
frequencies are of interest here at bi-frequency points (440.9,243.2) and (440.9,-161.1),
as shown in Figure 5.6. High bispectral peak at (440.9,243.2) explains that frequency
440.9Hz nonlinearly interacts with third harmonic of the shaft, 243.2Hz, to produce
the sum value 684.1Hz. Also, high bispectral peak at (440.9,-161.1) explains that
frequency 440.9Hz nonlinearly interacts with second harmonic of the shaft, 161.1Hz,
to produce the difference value 279.8Hz. Since 440.9Hz is equal to BPFI in Table 5.3,
this implies that a fault exists in the inner race of the hanger bearing.
From the above discussion, it is clear that QN LP I(f ) and bicoherence spectrum
are more useful in both detecting the hanger bearing fault and giving better explanation about source of frequencies in the vibration spectrum.
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Figure 5.6 Bicoherence of the spalled inner-race FHB with misaligned-unbalanced
shafts
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5.4

Coarse Grit Contaminated Grease Hanger Bearing

The power spectrum of the coarse grit contaminated grease AHB is shown in Figure
5.7. This fault does not have particular frequency to characterize it in the power
spectrum. Although it is clear from the high vibration magnitudes that there is a
fault in this bearing, the power spectrum still can not explain the source of generating
high vibration magnitudes at 279.8Hz, 360.4Hz, 440.9Hz, 522.9Hz, 603.6Hz, 684.1Hz,
927.2Hz, and some other higher frequencies, which are spaced by the shaft rotating
frequency 80.57Hz. The only frequency that can be related to TRDT frequencies in
Table 5.3 is 440.9Hz, the BPFI of the faulted inner-race FHB. This can be misleading
because this hanger bearing has no fault in the inner race. Thus, more analysis may
be needed to confirm whether or not the inner race of this bearing is faulted, and if
not what is the source of the hight vibration power.
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Figure 5.7 Power spectrum of the coarse grit contaminated grease AHB
For quick overview of the nonlinearity in the AHB, vibration collected from this
bearing is analyzed using the proposed QN LP I(f ) index as shown in Figure 5.8. We
can clearly observe the hight nonlinear-generation of frequencies all over the vibration
spectrum including the BPFI and the shaft harmonics. However, it is still useful to
study the bicoherence spectrum of the vibration for more information about original
source interaction between vibration’s spectral components
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Figure 5.8 QN LP I(f ) of the coarse grit contaminated grease AHB

The bicoherence spectrum of the AHB vibration is shown in Figure 5.9 with
vibration wave-wave interaction among a wide spread of shaft harmonics and nonharmonics frequencies. This indicates a very high nonlinear rotating medium that
results in this large amount of interaction. Although it is hard to follow each coordinate point in the 3D bicoherence plot, we observe that there are particular frequencies
over f2 direction that interact with other frequencies, namely Shaft Orders 1SO, 2SO,
3SO, ...,8SO, and 279.8Hz, 360.4Hz, 440.9Hz, 522.9Hz, 603.6Hz, 684.1Hz. For a better view, bicoherence spectrum is projected along f1 and f2 axes, as shown in Figure
5.10. The trend of vibration interaction is clear that shaft harmonics tend to interact
with the BPFI group that transferred from the FHB through drive shaft #4, with no
other obvious source of interaction. The higher magnitude of the BPFI group of frequencies in the AHB spectrum in Figure 5.7 can be explained by multiple coordinate
points of interaction in the bicoherence spectrum between shaft harmonics and frequencies generated at FHB that causes resonance at those frequencies. For example,
522.9Hz can be generated by frequency mix between the following coordinate pairs
(279.8+3SO), (440.9+1SO), and (684.1-1SO).
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Figure 5.9 Bicoherence the coarse grit contaminated grease AHB
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(a)

(b)

Figure 5.10 Projection of the bicoherence spectrum of the AHB vibration showing
interaction with (a) f1 , and (b) f2
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5.5

Conclusion

In this chapter, QN LP I(f ) and bicoherence analysis have been used as bispectral
tools to investigate nonlinear wave-wave interaction in vibration signals from an AH64D helicopter drive-train simulating accelerated drive-train conditions under multiple faulted components. TRDT has been tested typically with faulted inner race in
one hanger bearing, contaminated grease in another hanger bearing, misaligned and
unbalanced drive shafts. The bispectral analysis have provided more details about
the spectral content of the vibration signal and how different fault frequencies nonlinearly interact with one another. Compared to linear power spectrum, bicoherence
enables us to both detect the hanger bearing faults and also explain the source of new
generated frequencies appear in the power spectrum of the vibration signal. Studying
these cases bispectral analysis was useful to closing the loop between physical source
of non-linearities and resultant frequencies showing up in the power spectrum of the
vibration signal.
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Chapter 6
Conclusion
In this dissertation, different signal processing techniques have been developed based
on auto- and cross-bispectra as higher-order statistical analysis to assess health conditions of different critical rotating-components in an AH-64D helicopter tail rotor
drive train.
Based on cross-bispectral analysis, vibration quadratic-nonlinearity metric has
been proposed and used to assess health conditions of an AH-64D helicopter tail rotor
drive shafts. Nonlinear transfer function has been derived from the cross-bispectrum
in analogy to the way linear transfer function is derived from cross-power spectrum.
Using system approach, vibration data collected at the bearing supporting the drive
shaft has been used as input and output signals to characterize the unknown conditions of the drive shaft system. Vibration power at the shaft second-harmonic
frequency (2R) has shown considerable increase in the studied faulted cases compared to the baseline case. Thus, this frequency has been used to compare between
two condition indicators that characterize the shaft condition using two different approaches. Classical approach based on cross-power spectrum, on one hand, measures
the second-order correlation (linear coupling) between the two vibration signals at
the 2R frequency, H(2R), and uses the phase of the coupling to diagnose different
fault conditions. On the other hand, proposed approach in this paper measures the
quadric coupling between the two signals that result in 2R frequency, AQC (1R, 1R),
and also uses the phase of the quadratic coupling to diagnose different shaft faults.
Three different hanger bearings have been used to compare vibration data col-
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lected from four different shaft settings, making grand total of twelve experiment
runs. Magnitude response of both linear and quadratic coupling has been able to
detect the faulted cases compared to the baseline case. However, theoretical and
Monte-carlo type experimental analysis have proven that using condition indicators
based on magnitude of the bispectrum has better immunity to white Gaussian noise
than condition indicators based on magnitude of the conventional power spectrum.
Moreover, using the phase of the proposed nonlinear coupling has shown better capabilities in distinguishing the four studied shaft settings than the conventional linear
coupling. Phase of the AQC (1R, 1R) metric has shown more consistent result among
the three studied bearing cases for each shaft setting than what the phase of H(2R)
has done. It also has shown wider phase difference between the studied cases without
overlap among them. Wider phase difference relaxes the requirements when setting
threshold values to diagnose different faulted cases.
The quadratic-nonlinearity power-index (QN LP I(f )) has been proposed which
provides a summary of the nonlinearity information contained in the the 3D bicoherence into 2D spectrum presenting an easier way to studying third-order statistic of
signals. The proposed index inherits useful characteristics of the bicoherence such as
high immunity to additive gaussian noise, and amplification invariance; two properties
of interest in practical applications to relax the pardon on sensors used in collecting
time-varying waveforms.
The proposed index has been used to study real-world vibration data collected
from tail-rotor drive train of an AH-64 helicopter. Two case studies have been conducted. In the first case, QN LP I(f ) has shown better diagnostic capabilities in
differentiating between different drive-shaft faults by showing how different physical
settings affect the nonlinear generation of harmonics. In the second case, QN LP I(f )
has shown better capability in detecting gearbox failure. For easier monitoring of
the fault-progress in the gearbox, percentage of total quadratic nonlinear power
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(P QN LP ) has been calculated based on the proposed QN LP I(f ) and has shown
consistent increase during the gear fault aging. This single-valued metric can be used
in prognostic models to estimate the remanding useful life of mechanical components.
It is worthwhile to mention here that although the proposed metrics provide more
accurate tools to diagnose mechanical faults compared to the conventional power
spectral analysis, this comes at the cost of computational resources and time. The
computational complexity is O(N 2 ) where N is the number of points in one signal
realization. For example, for N = 4096, it takes 34.517 sec to compute the QN LP I(f ),
while it takes 0.251 sec to compute the power spectral density using the same platform.
The behavior of the helicopter’s tail-rotor drive-train under more than one simultaneous fault has been studied using the proposed signal analysis techniques. In
the presence of drive-shaft faults, shaft harmonics have dominated the power spectra of the vibration signals collected form faulted hanger-bearing making it hard to
detect bearing’s faults. Also, unexpected frequencies have appeared in the vibration
spectrum which can not be explained using conventional power spectral analysis.
However, bispectral analysis tools have not only detected the bearing’s faults in this
extreme case of multi-faulted components, but also have shown better ability to relate
all frequencies to their root causes and successfully link the signal processing to the
physics of the underlying faults.
Future research in this area includes studying the effect of loading by the trail-rotor
blades on the proposed metrics, and extending the application of the proposed metrics
to study more faults and failure modes in aircrafts and similar rotating systems such as
wind turbines. The unique nonlinearity signature of each fault can be used to design
more accurate and reliable diagnostic algorithms for the condition based maintenance
(CBM) practice.
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