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This thesis is concerned with the structural optimisation of 
indeterminate rigidly jointed timber frames. Which, in this context, means 
arriving at least weight designs but which also satisfy requirements provided 
by the Code of Practice. The structures are defined by a set of variables 
given by the depths of the members and by the coordinates of the nodes. This 
allows for shape optimisation as well as optimum selection of member sizes. 
In mathematical terms the design problem can be described as a nonlinear 
constrained mathematical programming problem. Three differing techniques 
for the solution of such a problem are reviewed and developed, the sequential 
linear programming method, the feasible direction method and the sequential 
unconstrained minimisation technique. The performance of the three approaches 
are compared through the use of an example with the best performance being 
given by the sequential linear programming method. This approach is further 
developed for the design of general two and three dimensional frames. Much 
effort is directed to ensure that the method can deal with practical design 
conditions such as uniformily distributed loading and multiple loading cases. 
The philosophy for deciding on effective lengths is also investigated 
and proposals for exploiting the information available from the stiffness 
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A large category of engineering design problems involve providing 
dimensions for components so that the structure being designed fulfils 
certain requirements but at the same time keeps cost to a minimum. An 
engineer often finds himself in the dilemma of not being able to determine 
whether the requirements are satisfied until all the dimensions of the 
components have been specified. In mathematical programming terms, a design 
can be defined by a set of independent design variables, these represent the 
dimensions of the components or possibly the shape of the structure being 
designed. 	Dependent on these design variables are state variables which 
express the structures response resulting from a given set of design 
variables. The cost of the structure, normally referred to as the objective 
function, and the requirements, limitations or constraints can be expressed 
in terms of these variables. These relationships generally take the form of 
nonlinear functions. The design process can be described as a nonlinear 
constrained mathematical programming problem. 
At the present the majority of such design problems are solved by a 
trial and error process. The values for the design variables being selected 
and the state of the constraints (requirements or restrictions) are evaluated 
and a decision is made on how to adjust the design variables until as many 
constraints are as close to their limit as seems possible. The assumption 
is made that this will represent a minimum cost design. The process is 
repeated until no significant improvement can be gained. This approach 
would seem at the least to be crude and inefficient. Nevertheless it has 
been used with considerable success for years. There does exist an alternative 
approach to design using mathematical programming techniques. 
The methods of mathematical optimisation have been given considerable 
attention during the last fifteen years, mostly by mathematicians and computer 
scientists, however, their use by engineers has been rare. The apparent 
3. 
mathematical complexity of the approaches has restricted many engineers using 
such techniques. This belief resulted from much of the earlier literature 
being the product of mathematicians, this thesis will demonstrate that 
complex mathematics is not a prerequisite for the implementation of mathematical 
programming. A further reason for structural engineers' reluctance to 
employ mathematical programming lies in the lack of experience of defining 
design problems in the necessary terms suitable to mathematical programming. 
This involves being able to express existing design philosophy in terms of an 
objective function and constraints which in turn are expressed in terms of 
state and design variables. 
There are several important faôtors that has increased the attention 
paid to mathematical optimisation for use in structural engineering. Two 
of these have been the need of the aircraft industry to produce lightweight 
structures and the great innovations made in the field of computers. The 
mathematical. programming techniques require considerable computational effort 
which would be 'impossible without the use of computers. But also to 
establish relevant automated design techniques accurate mathematical models 
of the structure have to be derived. The state variables must predict 
accurately the characteristics of the structure. The aviation industry 
has been very much involved with the advancement of analysis techniques and 
it has then expanded on these methods to include automated design schemes. 
The aircraft industry was motivated by a necessity to improve analysis and 
arrive at more economical designs. There has not been the same need 
associated with the design of civil engineering structures such as buildings. 
However it is becoming clear, that with the initial costly research completed 
that there is a future for such automated design techniques. The analysis 
techniques which were once exclusive to aero-spáce design are now available 
for the design of buildings. The structural engineer has now available; 
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the means of analysis, the necessary tools, i.e. the computing power and a 
suggested range of techniques for the treatment of automated design. The 
practical aspect of structural optimisation is now ready to be conquered. 
This thesis illustrates that it is possible to formulate and solve 
a practical design situations using optimisation techniques. The work 
illustrates that the academic ideas behind structural optimisation are not 
limited to hypothetical models, but can be applied to real structures that 
can be built. To this end, a study of the optimisation of rigidity jointed 
frames designed in accordance with a code of practice was undertaken. The 
frames have been designed to support uniformily distributed loadings and 
have satisfied deflection and stress constraints arising from the action of 
bending and axial forces. 
A further important role of this study is to provide information on 
the general characteristics of optimisation techniques for structural design. 
The characteristics of the approaches are most readily appreciated for relatively 
uncomplicated design formutIons. However the provisions of realistic 
constraints is accompanied by complications. A satisfactory comrme 
is to consider rigidity jointed timber structures which are designed in 
accordance with CP112 Part 2 1971 "The Structural Use of Timber" [1]. 	The 
resulting design can honestly claim to be realistic, to state otherwise would 
seem to question the validity of CP112 Part 2. At the same time the variables 
and the form of the constraints are simple enough to allow the designer to 
appreciate clearly the basic approach of representing structural design as 
a mathematical programming problem. The use of rectangular members allow 
the properties of area and second moment of area to be described in terms 
of one appropriate design variable, which for this work is the depth of a 
member. The work presented here offers no evidence to suggest that extension 
of the optimisation approach to other materials or types of structure should 
not prove to be difficult. 
For many structures the automated allocation of cross-sectional 
properties of members on its own represents a considerable advance in the 
design process. However, further saving may be achieved by altering the 
shape of the structure, the technique, proposed in this study, includes this 
further consideration. The method used to achieve it is to include the 
coordinate positions of the ends of members as independent design variables. 
This results in the independent variables consisting of two categories, one 
a set of parameters defining the cross-section of the members and another 
set representing the coordinates that have been designated as being allowed 
to move. 
Structures covering a wide spectrum which fall into the category of 
rigidity jointed frames have been considered in this thesis. 	Some examples 
are predominantly bending type frames, some having considerable axial loading, 
while for others shape optimisation is important. This emphasises the 
versatility of the approach and also the many different uses for structural 
optimisation. 	Indeed the formulation has been deliberately general enough 
to illustrate the possible use of structural optimisation for other materials 
and structures not considered in this study. 
Optimisation techniques generally have a cost or objective function 
which is to be minimised. The objective function in this case will be 
considered to be weight. An objective function of weight has the advantage 
of being general enough to be equally relevant for all the range of examples 
studied in this thesis. 	If the type and function of the structure for which 
an optimisation scheme is to. be developed can be precisely identified, then 
it is possible to formulate more complicated cost models. Such an approach 
has been adopted by Majid, Stojanovski and Saka [2], Thomas and Brown [3] 
and by Ridha and Wright [4]. However due to the highly individual nature of 
W. 
costing their specification do not transfer to all frames and each type of 
structure must be considered on its own characteristics. For a further 
insight into deriving costs and value definitions for adaptation in 
optimisation reference can be made to Siddall [5]. 
Obtaining mathematical solutions for nonlinear constrained optimisation 
problems falls into the field of mathematical programming. There are 
numerous techniques which go under the heading of mathematical programming, 
however, there are three main types which are applicable to the type of 
design situation proposed in this study. These are sequential linear 
programming (SLP), the sequential unconstrainted minimisation technique 
(SUMT) and the feasible direction method (FDM). The sequential linear 
programming techxiique as the name suggests involves solving a series of 
linear programming problems, each new linear programming problem being a better 
approximation to the original nonlinear problem. A linear programming problem 
is one for which the objective function and the constraints are linear functions, 
this form has special significance as a method exists for establishing the 
correct solutions of such problems. The difficulty lies in formulating a 
series of linear problems that will converge to the solution of the nonlinear 
case. The second approach sequential unconstrainted minimisation technique 
has the same iteration nature. However this time, for each iteration, 
the nonlinear constrained problem is transformed into a nonlinear unconstrained 
problem. -The series of unconstrained problems converge to the solution of 
the constrained problem. The solution of an unconstrained optimisation 
case is a considerably easier task than constrained optimisation. The third 
technique, feasible direction method, involves locating constrained solutions 
and moving generally in the direction along the constraints until an optimum 
is found. The nonlinear nature of the constraints increases the difficulty of 
such a search and leads to a variety of different ways of carrying it out. 
Before the technique of nonlinear programming can be examined it is 
necessary to introduce several fundamental programming procedures which, 
although alone do not provide a solution to nonlinear constrained cases, 
but do play important roles in their solution. - Consequentially the next 
chapter will discuss the unconstrained mathematical problem and suggest 
methods for its solution. This will be followed by an insight. into the nature 
of constrained cases and what requirements are necessary for a minimum point. 
The special case of linear programming is previewed as it plays a crucial 
role in further proceedings. The chapter concludes with the formulation of 
the design of a portal frame structure as a mathematical programming problem 
and a graphical solution to the problem has been, provided.. In Chapter 3 
the three nonlinear constrained optimisation techniques mentioned previously 
have been discussed at length. A review of the use of these methods by 
various authors is presented for structural design.. In this chapter discussion 
of structural optimisation has been limited to fixed shape optimisation... 
To conclude the chapter three programmes have been written, one representing 
each optimisation technique for the design of the portal frame given in Chapter 
2. 	In Chapter 4-the work of various authors on shape optimization has been 
presented and this is followed by further comparison of the three different 
optimisation approaches using a small change to the portal frame example 
to turn it into a shape optimisation. On comparison of the results the 
sequential linear programming technique was shown to behave admirably and it 
was singled out for further attention. The optimisation of structures under-
taken in the remainder of the thesis is achieved using the sequential linear 
programming method. 
Chapter 5 contains a generalised approach.for.the optimisation of 
rigidity jointed frames using sequential linear, programming. Initially only 
pinloads are considered, however deflection constraints and an interactive 
stress constraint consisting of axial and bending moment effects are included.. 
The convergence characteristics of the approach is studied and the solution 
compared with those of Chapters 2 and 3. Having shown that the technique 
achieves the correct solutions with a satisfactory convergence rate, 'the 
approach is extended to allow for uniformily distributed loading, grouped 
member variables and multiple loading cases. 
Chapter 6 is a study of the suitable techniques for assessing effective 
lengths during an optimisation algorithm. The work shows that current 
practice in this area is not applicable to optimisation and requires a 
considerable modification with recommendations being made and implemented. 
These methods are illustrated using a series of multistory /mul tibay frames. 
After discussing the merits of each the best is selected and implemented 
in the sequential linear programming optimisation scheme and the series of 
frames are now optimised. The results not only demonstrate the automated 
evaluation of effective lengths but also show the successful optimisation of 
a very important class of rigid.%..y jointed frames. The contents of Chapter 
7 consist of additional examples of the application of the optimisation 
technique to other two dimensional frames. It is hoped that these varying 
examples may stimulate the readers to find other uses in their particular 
field. 
Chapter 8 is concerned with the extension of the use of sequential 
linear programming to three dimensional structures. This sheds light on 
a virtually unexplored domain in structural optimisation. The three 
dimensional shape optimisation scheme for rigid:Ly jointed frames has been 
tested on three examples. The first, which was relatively small was used 
principally as a means of studying the characteristics of the approach. 
This was found to be very similar to, that noted in the two dimensional case. 
The second example illustrates the design of a more complex dome structure, 
while the third example designs a three dimensional portal frame structure. 
Although not as specular as the dome, this structure shows how the. structural 
optimisation technique could be used to improve the design of many very 
common types of buildings. 
CHAPTER 
10. 
THE MATHEMATICAL PROGRAMMING PROBLEM 
I 1. 
In the introduction it was postulated that structural design could be 
formulated as a mathematical programming problem. This chapter will provide 
the necessary background relating to the principles involved in mathematical 
programming. Typically the resulting formulation for the design of a building 
structure will be what is referred to as a nonlinear constrained optimisation 
(mathematical programming) problem. A description of the nature of the 
nonlinear constrained case is given in this chapter. The discussion, however, 
on methods for their solution will be left until the following chapter. 
Attention is focussed instead on certain basic optimisation techniques that 
often play important roles in the solution of the more complicated general 
nonlinear constrained case. 
To enable a better understanding of how structures can be formulated 
in a mathematical programming form, an illustrative example of a portal frame 
has been included. For this specific example it has been possible to present 
a graphical representation. This provides a visual aid from which the 
characteristics of mathematical programming can be investigated. 
Attention is first directed at unconstrained optimisation, because 
this is generally an easier problem to solve than the constrained case. 
It provides valuable insight into certain basic concepts but, more important, 
it plays an essential role in a category of constrained optimisation 
techniques which is referred to in the text as a sequential unconstrained 
minimisation technique. 	The sequential unconstrained .minimisation technique 
with two other methods will be explained in the next chapter. 
2.1 	UNCONSTRAINED OPTIMISATION 
Unconstrained optimisation methods involve finding stationary points for 
12. 
a multjvariable function. This can be expressed as F(x) 	or F(x) max 	 mm 
where F(x) is a scalar and 1XI  is a vector of independent variables 
x2 , x3, ..., 	}T. 	it is unnecessary to develop different techniques 
for maximising as well as minimising this function because maximising F(x) 
is equivalent to minimising - F(x). Consequently only reference to 
minimisation will be made. The gradient vector {VF} is defined thus: 
{VF} = 	F(x)/3{x} 
= {F(X) 	aF(x) 	 F(x) IT 	 (2.1) 
3X 
1 
ax 2 ax2  
The hessian matrix, [J] is definded thus: 
(x) 
x 1 x i 
(x) 
x2 x 
[J] = 2F(x)/{x} 2 = 
ax ax 
n 1 











2F(x) 	 2 axx 2 
n n 
It can be shown [6] that the, necessary conditions for a minimum value 
of F(x) is that 
VFII 	= 0 
	
(2.3) 
and [.3] is positive semi-definite. 
Here I IVFI I signifies the norm of the vector. 
A simple example will be considered to illustrate the use of these 
conditions. 
2 	2 
F(x) = 3x 1 + 3x2 - 4x 1 x 2
+ x 1 + 6x2 + 12 
13. 
FIGURE 2.1.. 
{VF} = I6xi 
- 4x2 + ii 
6x - 4x 1 + 6J 
41 
and [JI = 	
6 	- 	which is positive definite for all x 1 and x2 . 
	
14 	6J 
Therefore if a stationary point exists it will be a minimum. For a stationary 
point: 
{VF} = 0 giving 
6x 1 - 4x2 + 1 = 0 
-4x + 6x2 + 6 = 0 
giving as a minimum point {x}. 	= (15, _2•0)T with a corresponding value 
of F(x) = 8.25. A graphical representation of this minimum is given in 
Figure 2.1. 
It is generally impractical to solve equations (2.3) to fin4 the 
stationary solution {x*}. An alternative approach is to take a starting 
point 1XI01 which gives a value of F for F(x), and to determine a new 
point {x} 1 where F 1 < F. This procedure can be repeated until no value 
of F(x) can be found which is less than the previous. This iteration can 
be expressed in general terms thus: 
= {x}. + Ejlslj 
where: 
{ s}. is the direction vector and 
the step length or distance to be moved from {x}. in the 
direction {sJ. to arrive at 
The vector {s}. and the scalar E. must now be determined. 
(2.4) 
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2.1.1 The Direction Vector {s}. 
Forgetting for the moment the step length, the objective is to find 
a vector {s}, given a point {x} such that the point {x} + {s} corresponds 
to the point giving the minimum value for F(x), that is the minimum value 
being F(x + s). The function F(x + s) can be approximated by using 
Taylor's expansion thus: 
F(x + s) = F(x) + {VF }T{ s } + {s}T[J]{s} + O(I{s}13) 	 (2.5) 
where 0((I{s}13)  is a third order error term. 	By differentiating equation 
(2.5) with respect to {s} and ignoring terms beyond the second derivatives 
the function can be minimised by putting aF(x + s)/3{s} = 0 which gives: 
therefore 
o = {VF} + [J]Js} 	 (2.6) 
{s} = - [J] 1 {VF} 	 (2.7) 
This gives an iterative procedure [6] of the form: 
{x}. 1 = lx}. - [J] 1 {VF} 	 (2.8) 
This approach is often referred to as the Newton method. 	If F(x) is a 
quadratic function then equation (2.8) will give a stationary point after one 
iteration but, in general, several iterations will be necessary. 	Convergence 
is however improved by including a step length , resulting in the modified 
Newton Method given as: 
jx} = 	{x} - 	 (2.9) 
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The other advantages of including a step length are that it helps to ensure that 
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the stationary point being sought is a minimum and not a maximum or saddle 
point. Also keeping E to a moderate size helps to ensure that if there 
are several minimums, the one located will be in proximity to the starting 
value. 
The Newton or the modified Newton method is referred to as a second 
order method as it involves second order derivatives. The convergence 
characteristics of such a scheme have been shown to be extremely good [61 
especially when the starting solution is near the optimum. However a major 
disadvantage is that the second order derivatives are very difficult or 
impossible to evaluate and even if they can be, the inversion of [J] involves 
considerable computation. For these reasons lower order methods are often 
preferred to second order approaches. 
In a search for good directions for JsJ it has been suggested if a 
best choice for {s} could be established to suit a quadratic function then 
the same direction would also be suitable for other nonlinear functions. 
It can easily be shown [5] that for a quadratic function of n variables a 
search along n conjugate directions will result in the minimum being 
located. A general quadratic function is given by: 
F(x) 	= 	{x}T[A}{x} + [B] {x} + {d} 
	
(2.10) 
a pair of conjugate directionsc}. and J cJ. are then defined as 




This leads to the iteration procedure being expressed as: 
= {x}. + Eilcji 	 (2.12) 
Fletcher and Reeves [7] proposed a method for calculating {c}. 
where 
{c}. = - jVF}. + 
where by a series of matrix algebraic manipulations it can be shown 
[b i rp, I)] that: 





Usually an initial value of {c} 1 = - {vF} 1 is taken. 	This 
approach is referred to as a first order method as only •first order derivatives 
are required. This above approach is not used in the work presented in this 
thesis but it has been used often by others for structural optimisation 181. 
This method is named the conjugate gradient method. 





i1 - 	1 EH].{VF} 
	
(2.15) 
where the matrix [H]
i 
 is an approximation to [J] 1 . The direction 
Isf ,  = - [H].{VF}. defines a conjugate direction vector. 	The matrix [HI. 
is evaluated from the expression: 
[H]. 	= 	[H] 	[M]. 1 + [N]. 1 . 	 (2.16) 
The matrix [H] 1 is set to some initial value usually a unit matrix, the 
matrix [M]. is such that 	[M]. = [A] 1 , where [A] is the quadratic term 
in a general quadratic function and [N] k  is of the form such that 
[N]. = -[H] 1 , 	The action of [M]. at each iteration is to alter [H] 
17. 
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closer to the value of [JI ' while the addition of [N]. gradually removes 
the error due to the initial choice of [H] 1 . The explicit form of the 
updating formula is [5, 6, 111: 










(JVFJ,  - jVF}. 1 )((VF}. - {vF} il ) T [H] jl 
('VF}. - jVF}. 
	
)T [H)('[VF} - VF}.,) 
(2.18) 
This method is again a first order method and it is the approach that 
has been incorporated in the unconstrained optimisation algorithm used in 
this thesis. 	It is also referred to as the Variable Metric method, the 
Quasi Newton method or a Secant method. 
In some applications it is not even possible to evaluate first 
derivatives and in such a case a zero order method would be required. Powell 
112] has devised a method which uses conjugate directions without the use 
of derivatives. This technique is probably the most successful available 
method for smooth functions where derivatives are not available. 	In 
optimisation literature the method is often referred to as the method of 
conjugate directions and is often confused with conjugate gradient methods. 
The procedure for the method is reviewed with reference to a function with n 
variables. Initially n iterations of univariate optimisation are made. 
A record of the n points and directions resulting from these moves is kept. 
If the point {'x} is the first point in this record and {Xf } is the 
last, then the new direction is given by {s) = x f } - {x 5 }. 	This is the 
first conjugate direction and search can proceed along this new direction. 
A second conjugate direction can be 'generated by first replacing the last 












performed along all the directions in the updated set of vectors. As with 
the first conjugate direction the second is given by the direction joining 
the positions before and after the last series of n searches. Eventually 
the original first n directions of search will be replaced by n conjugate 
directions. 
2. 1.2 Step Length () 
The evaluation of the step length is equivalent to performing a numerical 
one variable minimisation in the direction of the vector {s}. The values 
of the function along direction js} can be defined as F(E) as its value is 
a function of the steplength E. 	The desired step length E .iS the value min 
which minimises F(). Two approaches are commonly employed, a quadratic 




1 Quadratic, three point interpolation 
This technique requires locating points before and after the minimum 
position and defining an additional point half way between these two points 
as is shown in Figure 2.2. 	An approximation for E. 	is given by. min 
4F -3F -F 
= 	2 	'1 	 (2.19) 
min 4F2 - 2F 3 - 2F 1 
2.1.2.2 Cubic, two point interpolation 
This technique requires finding two points one on either side of the 
21. 
minimum point. The values of the function and its derivative with respect 
to F are required at both these points. The derivatives of F with 
respect to E is given by 
	
= {vF }T{ s } 	 (2.20) 
where {vF}T is evaluated for the point in question. A typical case is 
shown in Figure 2.3 and the resulting approximation at Emin  is given by: 
(F' + (( - F/F)* - ( + F + F))(2 - 
min = 2 	
2 
- F + 2(q 2 - 
(2.21) 
3(F - F2 ) 
+ F + F 
2.2 	CONSTRAINED OPTIMISATION 
The nature of constrained optimisation will now be considered. This 
is extremely pertinent to structural optimisation, as the major of design 
problems formulated in mathematical programming form will be constrained. 
A constrained optimisation problem is of the general form 
Minimise F(x) 	 (2.22) 
Subject to 
g. (x) 	= 0 	i = 1, 2, .... X 
	
(2.23) 
g.,(x) 	0 	j = 	£+ 1......m 	 (2.24) 
The constraints restrict the solution to a subspace of the vector 
A constraint is said to be active if it is equal to zero. There are 
two distinct types of stationary solutions to a constrained problem, the case 
22. 
0.500 	 1.000 	 1.500 
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where no constraints are active and that with one or more active constraints. 
The first case provides the same solution as for the unconstrained optimisation 
of the function F, consequently attention will be directed to the second 
case. To illustrate the type of problem posed by a constrained programming 
problem consider the following example 
Minimise F(x) = x1 2 + x 
2 
2 	 (2.25) 
Subject to the constraint 
g(x) 1 = - x 1 + 1/x 2 	0 	 (2.26) 
A graphical representation of the problem is given in Figure 2.4. 
The area above the line defined by g(x) 1 = 0 contains feasible solutions 
which are solutions which satisfy the constraints (2.26) or more generally 
the constraints given by (2.23) and (2.24). 	The feasible solution with the 
least value of F(x) corresponds to the optimum solution {x}.. 	For the 
example this point is given by {x}. = { i.o, 1. OIT with F(x). = 2.0. 
In the above example the constraint and the objective function (F(x)) are both 
convex functions and the problem is therefore referred to as a convex 
programming one. All such problems can be shown [13,14] to have only one 
minimum when the functions are strictly convex. 
It can be seen, however, that a nonconvex problem, such as that shown 
in Figure 2.5, can have more than one stationary point. 	In the case shown 
there are three P, Q and R. 	The point P--is the global minimum while 
the point R is a local minimum and the point Q is a local maximum. There 
is no way of detecting analytically whether a local minimum is also the 
global minimum . The majority of engineering problems turn out not to be 
convex but in general it is extremely difficult to check if a problem is 
convex. Consequently in structural optimisation one can only honestly 
claim that a solution obtained is a local minimum. However, the situation is 
not as unfortunate as it may seem since for the majority of engineering 
applications there is usually only one optimal design in the range of 
practical dimensions for the design vector {x}. A criterion for deciding 
whether a point is a local minimum will now be explored. The necessary 
conditions for a minimum value of F(x) can be established by considering 
a design point in which there are r active constraints; i.e. g.(x) = 0 
for j = 1, 2, ... r, which includes all the equality constraints. 	It is 
possible to formulate [15] a new function 4(x) which will have the same 
value as F(x) at the design point thus: 
(x) 	= F(x) + 	Y. 	A.g.(x) 	 (2.27) 
	
j=1 :i 3 
where A. are a series of lagrange multipliers. 
Equation (2.27) can be differentiated with respect to the n variables of 
{ x} giving n equations as follow: 
{vF} + 	I 	A.{Vg.}. 	 (2.28) 
j=1 
A necessary condition for the constrained problem to have a local minimum 
at the design point would be 	/a{x}} = 0 giving 
VF + I A.{vg.} = 0. 	 (2.29) 
j=1 
The physical significance [11, 13, 14, 16] of this is that for a point 
to be a minimum the direction of steepest descent (-{VF}) must lie in a 
subspace defined by a linear combination of the outward normals of the 
active constraints. The above condition was derived with the assumption 
that the constraints g. for j = 1....r were required to remain active. 
25. 
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This is equivalent to limiting the feasible region to the subspace defined 
by the surfaces of the constraint but in reality the feasible region is given 
by the area on one side of this surface. 	It may therefore be possible, 
given a point {x} that satisfies (2.29), to find a feasible direction 
which moves away from one of the active constraints and reduces the objective 
function. In such a case the point jx} would not be a optimum point. 
The lagrange multiplier A. gives the rate of change of the function 
F when moving normal to the constraint g. [16]. 	If A 1 is negative it 
is impossible to move off the constraint j into the feasible region while 
at the same time reducing the function. Consequently an additional 
requirement in the case of inequality constraints is that A. 	0 [6, 11, 16]. 
To distinguish between minimum and saddle points it is necessary 
to consider second order derivatives. 	If [A(x)] is defined as the matrix 
whoses rows are the transpose gradient vectors ({Vg}) of the active constraints 
and if [Z] forms a basis for all vectors orthogonal to the vectors given by 
[A(x)] then [A] [z] = 0 [6]. 	A basis being a set of the minimum number 
of vectors required so that any vector contained in the space represented 
by the basis can be expressed as a linear combination of the vectors in the 
basis, the set of vectors for a basis is not unique. 	It can be easily 
shown that the condition (VF} + I A.jvg.} = 0 is equivalent to 
j=4 
[z] [VF] = 0 [6]. 	The matrix [J] is as was defined previously as the 
Hessian for the function F and similarly. [J.] can be defined as the Hessian 
for the constraint g.. The Hessian matrix of the Lagrangian function is 
given by [6]: 
[w] 	= 	[J] + 	A.[J.] 	 (2.30) 
j=1 
The second order condition for a minimum point is that [Z]T[W] [Z] is positive 
sett -definite [6]. 	Hence the sufficient conditions for a minimum of a nonlinear 
programming problem with inequality constraints are [6, 161 
g. 	0 	j = 1, 2, ... r 	 (2.31) 
{VF} + 	I 	X.{vg.} = 0 
j=1 
or 	[Z][ F] = 0 	 (2.32) 
A. >, 0 for inequality constraints 	 (2.33) 
and [z]T[w] [Z] is positive semi-definiteJ 	 (2.34) 
These conditions are known as the Kuhn Tucker optimality conditions [17]. 
A special form of constrained optimisation will now be considered. 
It is called linear programming because it applies when both the objective 
function and the constraints are linear functions. The attraction of the 
linear programming algorithm is that a correct solution can be guaranteed. 
Although linear programming is not representative of the solution of general 
constrained cases, the method is extremely important as a suboptimisatiofl 
procedure in many more complicated nonlinear constrained algorithms. 
2.3 	LINEAR PROGRAMMING 
As the objective function and constraints are linear the general 
linear programming problem can readily be given in matrix and vector form 
thus: 
Minimise 	F = {d}jy 	 (2.35) 
Subject to 	[H]{y} = (h0} 
[Gljy} 	






















where 	{y} 	is a vector of s variables; 
(d} 	is a vector of s coefficients; 
h 0 } 	 is a vector of £ coefficients; 
{ 
gO} 	is a vector of q coefficients; 
{e0} 	is a vector of p coefficients: 
[H] 	is a matrix of 2. x s coefficients; 
[C] 	is a matrix of q x s coefficients and 
[E] 	is a matrix of p x s coefficients. 
Solutions of this problem can be one of three possible types: 
There is an unique solution for which F is a global minimum. 
There is a set of solutions which all give the same value for F which 
is a global minimum. 
There is no possible solution [no feasible area]. 
These three situations are depicted in Figure 2.6 for a two variable 
problem with objection function given by F = x 1 + x2 . 
Practical problems are concerned with the first two 
types. Type ,3- is covered by the first phase of the 
simplex algorithm. 
In deriving a technique to find this solution 
to change the form with its mixed type of constraints into a standard form: 
Minimise 	F = 	c}{x} 
	
(2.37) 
Subject to [A]{x} = {b} 	 (2.38) 
{x} 	0 
where 	{x} is a vector of n variables; 
{ c} 	is a vector of n coefficients: 
jb} is a vector of m coefficients and 
[A] 	is a matrix of m x n coefficients 
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To achieve this the following alterations are necessary: 
Lesser than equalities have to be changed to equalities. This can be 
done by the additions of "slack variables" 
e.g. 	3x 1 + 4x2 5 is equivalent to 3x 1 + 4x2 + 	= 5 where x3 
is the slack variable with x3 0. 
M 	 V 
1h 
Greater thanqua1ities have to be changed to equalities. This can be 
accomplished by the subtraction of "surplus variables". 
e.g. 3x 1 + 4x 2 5 is equivalent to 3x 1 + 4x2 - x3 = 5 where x 3 
is the surplus variable with x3 0. 
If in the original problem the variable is not required to be greater 
than zero, there are two possible alternatives: 
If y. and y are such variables then they can be replaced by 
the following variables [51: 
yj = 
Yk = x  - x where x., x 	and x* 	0. 	 (2.39) 
It should be noted that no matter how many unrestricted variables there 
may be in the original problem the amended form will have only one 
additional variable x. 
If bounds are to be imposed on the variables (as is the case in 
the applications in this thesis) of the form: 
maxi mm' 
.i 	{y}jy (2.40) 
where 	y
Iflifl} is a vector of lower limits for variables lyl and 
{max} is a vector of upper limits for variables {y}. 	The 
transformation {x} = {y} - {ymax} will result in: 
{x} 	.O 
max 1 	mini 
y 	- y 	j 	 (2.41) 
31. 
Using the above techniques the linear programming problem given by 
equations (2.35) and (2.36) can be presented in the form (2.37), (2.38).. 
It can be seen that the latter presentation is in the form of a system of 
linear equations and, as one might expect, its solution is closely associated 
with linear algebra. The type of solution obtained is influenced by the 
values of n and m which define the size of IA].. 	Equation (2.,38) forms 
a system of m simultaneous linear equations in n unknowns. It can be 
assumed that all the equations are linearly independent (if this were not the 
case, the dependent ones can easily be eliminated)... The system will therefore 
have rank m. There then exists three possibilities: 
m > n, in which case there are no feasibe solutions. 
m = n where there is one possible solution, this is a trivial case 
as there is only one part in the feasi.e region and consequently the 
optimum. must be that point, this point being given by the solution of 
the n linear equations in n unknowns. 
or m < n where there are an infinite number of possible feasible 
solutions. 
It is the third case that is under examination in the linear programming 
problem and will be considered further.. 
of this set of infinite possible solutions for the equations there is, 
however, an important. finite set which are called the basic feasible solutions. 
These are solutions for which n - m variables are zero, the remaining m 
variables called, the basic variables can be greater than zero. These 
variables form what is termed the basis. 	There are n!/m!(n - m)! possible 
basic feasible solutions. The importance of this set of solutions is that 
one of these solutions, depending on {c}, will be optimal [14, 181. 
The technique to arrive at this optimal solution requires starting at 
a basic feasible, one variable is then selected to enter the basis and another 
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selected to be removed, thus moving from one basic feasible solution to 
another. The selection is such that each new basis is a better solution 
than the previous, the procedure being repeated until the optimum is found. 
The variable to enter the basis is selected so that the oblective function 
will be improved. If one can not be found to improve the solution, then 
the optimum has been located. The variable to leave the basis is selected 
so that it will be the first variable in the basis that will reach zero 
as the variable selected to enter the basis is increased from zero. This 
ensures that after the new variable enters the basis that the solution to 
the basis variable are greater than zero. 
This is the principle of the simplex method. The only remaining 
problem is to obtain the initial basis. This can be done by making an 
artifical basis by adding additional artifical variables. A temporary 
objective function is constructed so as to ensure that the artifical variables 
will be selected to be removed from the basis. Using the simplex approach, 
with the temporary objective function, each of the artifical variables will 
be removed from the starting basis in turn and replaced by authentic 
variables. After the last artifical variable has been removed they and their 
corresponding coefficients can be removed, as these variables will all be zero. 
The result will be an authentic basic feasible solution. 
The above paragraphs just outline the fundamentals of the simplex 
method which has been discussed at much length in numerous texts [18, 19, 20]. 
2.3.1 Applications of Linear Programming to Structural Optimisation 
This thesis is concerned with nonlinear programming problems however 
the linear programming plays a very important role in the formulation of 
nonlinear programming algorithms. There are also a number of structural 
33. 
engineering applications which can be formulated directly into a linear 
programming problem. Examples include the work by Kirsh [22, 231 on the 
design of prestressing for concrete elements and the use of linear programming 
in the plastic analysis and design of frames. Although this approach for the 
design of frames is very different to the nonlinear optimising methods, which 
for frames usually involve an elastic design, publications referring to the 
plastic design of frames using linear programming have very similar titles 
to that associated with nonlinear programming. Also many articles about 
nonlinear optimisation of frames make reference to work carried out in plastic 
design using linear programming. To clarify any confusion caused by articles 
referring to plastic linear programming design a brief outline of literature 
on this subject is given. 
It was realised by Heyman [23], Foulkes [24] and Livesley [25, 26] that 
plastic design, provided the objective function was 
linearised, could be formulated as a linear programming 	- 
problem. 	 - 
Several linear programming design problems can result as numbered 
below: 
The determination of the maximum load factor that a given structure can 
carry without undergoing plastic collapse. 
The determination of the load factor for which incremental collapse 
occurs (shakedown). 
The minimum weight design for a single loading with the strength 
requirement that the structure does not fail through becoming a 
mechanism due to the formation of plastic hinges. 
A severe limitation in this approach is that the addition of deflection 
limits results in the design becoming nonlinear. Rubinstein and Karagoziyan 
[27] attempted to overcome this by formulating deflection constraints in terms 
of energy stored in the beams. This provided a design method that was not 
strictly correct but which provided useful preliminary designs. 
The various sections available in practise are not continuous but 
are discrete. For example, in the design of a steel beam the choice of 
members is limited by the selection of U.B. sections produced by the British 
Steel Corporation. Toakley [28] appreciated this limitation and used integer 
programming for the plastic design of frames. Integer programming is similar 
to linear programming but returns variables that are integers.. A relationship 
between these integers and the available sections can be established. It 
should be emphasised that integer programming is considerably more complicated 
and requires much more computation than linear programming. This has greatly 
limited its use in structural optimisation. 	It would also normally be 
satisfactory in structural design to round the section sizes up to the nearest 
available section. This has the advantage of erroring on the safe side: 
Engineers faced with the responsibility of designing structures which will 
be built, find this facility attractive. 
Further work on the plastic design of frames has been undertaken by 
Smith and Munro [29]. This work gives a indepth look at the principles 
behind the use of linear programming for plastic design. 	It also highlighted 
some of the changes needed in the formulation of the linear programming 
problem in order to deal with the differing requirements associated with frames 
of different materials. The linear programming formulation must be versatile 
enough to cope with the requirements imposed by a practical design. Munro 
Kristnamoorthy and Yu [30] demonstrated that linear programming could be 
capable of formulating the design of reinforced concrete frames under realistic 
requirements. They provided a linear programming algorithm that minimised 
the total area of reinforcement subject to compatibility, limilJ ductility, 
equilibrium and serviceability constraints. 
34. 
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2.4 	RELATING STRUCTURAL DESIGN TO MATHEMATICAL PROGRAMMING 
The contents so far have largely referred to mathematical programming 
in terms of generalised variables and functions. These formats would equally 
well apply to applications in business as to engineering. It is important 
that the engineer can relate such terms as variables, constraints and 
objective function to the physical entity being designed. 	It is the intention 
of this section to give the reader a good physical interpretation to 
optimisation with specific reference to the application being promoted in this 
thesis. This shall be achieved by considering the optimum design of a 
portal frame structure. The portal frame is ideally suited as it fits the 
description of a rigidly jointed' frame. 	It also lends itself well to shape 
optimisation but at the same time the number of design variables can be keep 
at two and so allowing the optimisation problem to be expressed in a graphical 
form. 
2. 4. 1 The Portal Frame Problem 
The structure under consideration is similar to one studied by Majid [31]. 
In this study, however, the structure has been designed in accordance with 
the British Standard Code of Practice CP112: Part 2, 1971, "The Structural 
useofTimber"[1]; 	A drawing of the structure is given in Figure -2.7-.------- 
Since the structure and loading are symmetrical only half of the structure 
needs :to be considered. To further simplify the analysis and hence the 
evaluation of the constraints it was assumed that the member axial forces 
could be ignored. Consequently, the structural design can be defined by 
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two independent variables such as the second moments of area of members 1 and 2. 
(Shape optimisation will be considered in Chapter 4.) 
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The timber members were assumed to be of rectangular cross-section 
with a constant breath to depth ratio of 0.5 (b/d = 0.5 =ck) for the entire 
structure. Since the axial member forces have been ignored the stress 
constraints will be solely in terms of the moments. In such a case, it is 
more usual to take the section modulus of the members as the design variables. 
Further work on this problem is undertaken later in the thesis for which the 
member axial forces are not ignored and as a result the formulation of the 
design problem will involve terms of area and second moment of area. It was, 
therefore convenient to adopt member depths as the design variables, since 
the area and second moment of area can readily be expressed in terms of the 
member depth. The design variables were therefore the depths a 1 and d2 
of members 1 and 2 respectively. 
There are four possible critically stressed sections namely the ends of 
member 1 and 2. Expressions for the moments at these sections and for their 
derivatives with respect to the design variables will be required. 	It was 
assumed that the vertical deflection of joint 1 was zero. This allows 
simplifications of the analysis and can be justified as the axial effects 
are not being considered for the stress requirements. 
\ 
2.4.2 Analysis 
With the simplifications given previously, the structure can be analysed 
for two degrees of freedom, the vertical deflection y 2 at the apex joint 2 
and the rotation 01  between the column and rafter at joint 1. The 
horizontal deflection at joint 1 can be expressed in terms of y 2 . 	These 
deformations are shown in Figure 2.8. The resulting member forces given by 
the joint displacement vector .{x} = {01,2}T is shown in Figure 2.9. 	The 
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notation used is in keeping with that of Majid [31]. 
can be related to the joint displacement thus: 
V 1 	 0 	-tan 
e li 	 0 	0 
021 	 1.0 	0 	01 
V2 	 0 	sec 
012 	 1.0 	0 
022 	 0 	0 
or {} = [A]Ix} 
The member displacements 
(2.42) 
The member displacement vector JzJ can also be related to the 
member forces by the relationship: 
{p} = 	[k]{z} 	 (2.43) 
s 	1 k 11 	k12 	k13 	0 	0 	0 
k 	 k22 	k23 	0 	0. 	0121 
lv i 
M 11 
M21 = k31 	k32 	k33 	0 	0 	0 621 
S2 0 	0 	0 	k44 	k45 	k46 V2 
M12 0 	0 	0 	k54 	k55 	k56 I 012 
[M22J 0 	0 	k64 	k65 	k6 L [ 0 22 
where k 	12 EI 1 /L 
k 12 = 	k 13 = k21 = k31 	= 	-6EI 1 /L 
k22 = 	k33 = 	4E1 1 /L 1 
k23 = 	k32 = 	2E1 1 /L 1 
k44 = 	12EI 2 /L 
k45 = 	k46 = 	k54 = k64 = -6EI 2/L 
k55 = 	k66 . = 	4E12/L2 
39. 	- 
k56 = k65 = 2E12/L2 
and 	E is the Young's modulus.. 
The overall stiffness matrix for the structure with the two degrees 
of freedom is given by: 




55 	 -tan çf k 2 + sec 	k45 (. 
2 
[K] = Htan k + 	s ec • k45 	
tan2 k11 + sec k44J42 




Then 	 [K] {x} = {L} 	 (245) 
and 	 JPJ= [K] [A] {x} 	 (2.46) 
If the deformationterm e 	is eliminated from equations (2..45) 
an equation results which gives the relationship between the vertical 
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Equation (2.47) can be used to give the vertical deflection of the 
apex for any trial structure. 	In a similar manner equation (2.45) can 
be used to eliminate {x} from (2.46) yielding expressions for the moments 
at the ends of the members in terms of I and 12. The equations for each, 
of the four, moments are given below: 
1. 	For moment at end 1 of member 1 
	
(A1 + L)12+ B1 I + (C1 + D 1 /M11 )1 1 1 2 = 0 	 (2.48) 
rearranging this to give M44 on one side gives: 
+ D1 1 1 1 2 ) 
M 11 = - 
	2 	2 
A1 1 1 + B 1 1 2 + C 1 1 1 1 2 
where 	A1 = tan  
2 
B - sec 
1_ 	4 
L2 
- 	4 	(tan 	+ sec 4 ) 	2 tan 	sec 




 L1 L2 
- LL 
D 	
= 	F (2 tan 4sec ) 
1 L 1 L2 	L1 	L2 
41. 
E1 = F tan 4, 
L 1 
2. 	For moment at end 2 of member 1 
A 1 1 2 + B 1 I + (C. + D21M21 )1 1 1 2 = 0 	 (2.49) 






 = - A1 I + B 1 I +C II 
1i2 
2*F 	tan 4, 	sec 4, 
where 	 = -- + 
	
 
i2 	1 	L2 
3. 	For moment at end 1 of member 2 
A1  	+ B 1 I + (C 1 - D2 /M12 )1 1 1 2 = 0 	 (2.50) 
rearranging this to give M 12 on one side gives: 
D 
2 1 1 1 
 2 
M12 = A
1  	+ B 1 I + C 1 1 1 1 2 
4. 	For moment at end 2 of member 2 
G1 	
2 
.B + —)I + 
1 	M22 2 	
(C1 + D3/M22 )1 1 1 2 = 0 	 (2.51) 
rearranging this to give M 22 on one side gives: 
(G 1 I + D31 1 1 2 ) 
M22 
 = - AI + BI + C1 11 1 	1 	 	2 
F 	(tan4)2sec4) ) 
where 	D3 
 = - L 
1 L 2 
 L1 
F 
G1 = - 	sec 4). 
The values of I and 12 are readily expressed in terms of d 1 
and d2 where 
ad 	 ad 
12 
1 = 	and 12 = 12 2 
This is therefore the analysis complete, the moments in the structure being 
given by equations (2.48 - 2.54) for any desired values or depths d 1 and d2 . 
2.4.3 Derivatives 
The derivatives of 
to the design variables 
equation (2.48) to (2.51) 
these equations which are 
I2 The derivatives of 
by: 
M11 , M21 , M 
and d2 . 
with respect 
functions of 
I 1 and 12 
12 and M22 are required with respect 
This is achieved by differentiating 
to d 1 and d2 . The only terms in 
the depths d and d 2 are 1 1 and1. 
with respect to d 1 and d2 are given 




- --, 	 d2 
(2.52) 
I2 	 I2 	ad 
Only the explicit form of the derivative of M 11 with respect to 
will be given as the others are easily found using a similar procedure. 
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Equation (2.48) states that: 
(E 1I + D 1 1 1 1 2 ) 
M 11 = - 
	+ BI + C1 1 1 1 	2 
Therefore 
ai 
am 	((E 1 I + D 1 1 1 1 2 )(2A 1 1 1 + Cl 2 ) - (A1 I + B 1 I + C1 1 1 1 2 )(2E 1 1 1 + D 1 I 2))--- 
- 	 (A1 1 2 + B 1  	+ C1 1 1 1 2 ) 2 
(2.53) 
2.4.4 Formulation of the Nonlinear Programming Problem 
The optimum design problem for the example structure can be expressed 
in nonlinear programming form thus: 
Minimise volume = 2o[dL 1 + dL2 ] 	 (2.54) 
subject to the constraints 
g  
d 1 O 
0 	 (2.55) 
where: 
d, L is the member depth and length respectively 
a 	is the breadth to depth ratio of the rectangular section and 
gi 
represents the stress constraints at the end of members 1 and 2. 
The lengths of the members L 1 and L2 have been taken as 2.5 m and the pitch 
of the roof $ has been as 30 0 . The Youngs modulus E has been taken 
3 as 6.6 x 10 N/mm2 , this value has been used throughout the thesis. 
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2.4.4.2 Stress constraints 
The form of the stress constraint is specified in reference •[ I I for 
a member under the dual action of axial forces and bending moments: 
	
11a1 + IM/Mal 	0.9 	 (2.56) 
where: 
• is the actual member axial force; 
• 
a
is the permissible member axial force; 
• is the actual member bending moment and 
Ma is the permissible member bending moment.'. 
Since the axial forces have been ignored this stress constraint can be 
simplified thus: 
IMI < 0 . 9 IM 	 (2.57) 
The permissible bending moment is given by the expression 
Ma = ad3f 	/6 gpar (2.58) 
where f 	is the permissible flexural stress. The values adopted in this gpar 
6 	2 
work for c,. and f 	were 0.5 and 11 x 10 N/rn . 	This value for the gpar 
permissible flexural stress corresponds to Dry Douglas Fir (Grade 65). 
The permissible bending moment is therefore given by: 
•9 Ma = 825000d 3 	 (2.59) 
The stress constraints for the structure are therefore: 
g = 	IM. .1 - 825000d 	0 	 (2.60) k ij 	 j 
i = 1 or 2 and j = 1 or 2 
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where: 
j signifies the member being considered; 
i signifies the end of the member being considered and 
k signifies the constraint number which is given by the expression 
k = ((j - 1)*2) - i 
Consequently the stress constraints can be written in full thus: 
	
= 1M111 - 825000d 	0 
=1M211 - 825000d 	0 
- 8250OOd 	0 g3 = 1M12 1  
= 	M221 - 825000d 	0 	 (2.61) 
2.4.4.2 Graphical Solution 
To obtain a plot of the boundary of the constraints g 1 , 92 , 93 and 
94 
 the values M 	 = -825000d, M21 = -825000d, M12 = 825000d and
11 
M22 = 825000d must be substituted into the analysis equations for the moments 
given by equations (2.48 to 2.51). 	These equations can then be solved for 
a series of given values of d 1 to obtain the corresponding values of d 2 . 
This gives a series of points which define the stress constraint boundaries 
for a graph of d2 against d 1 . 	The same approach can also be used, if 
required, to plot boundaries for the deflection constraints. 
The objective function is .given by equation (2.54), since L 1 	L2 =:2.5m. 
and c = 0.5 this can be expressed as: 
F = 2.5(d + d) 	 (2.62) 
Consequently the different values for the objective function as a series of 
concentric circles with their centres at d 1 = 0 and d2 = 0. 
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U 
the objective function are shown in Figure 2.10 in solid and dashed lines 
respectively. The design space is divided into feasible and infeasible 
regions by a combination of sections of these constraint boundaries. The 
dividing line is shown on Figure 2.10 with a diagonal hatching. It can 
easily be seen that the optimum design is given by the point where 
= 0.118 m and d2 = 0.129 m marked by x1l in the figure. 	The volume of 
this optimum structure being 0.0764 m 3 . This optimum design point is defined 
as the intersection of circle of least radius with the hatched constraint 
boundary. 
It becomes clear that the effort needed for finding optimum designs, 
even for a small example, is exceedingly large. The approach adopted in 
this section, although useful for illustration, does not provide a practical 
method which could readily be applied to the design of structures generally. 
In Chapter 3 alternative approaches for the design of the type of problem 
considered here will be given. 
CHAPTER 3 
48. 
NONLINEAR CONSTRAINED OPTIMISATION TECHNIQUES 
49. 
In the previous chapter it was shown that the design of a portal frame 
can be formulated as a nonlinear constrained optimisation problem. The 
constraints being given by g. 	0 	i = d.....4 and d. 	0 	i = 1, 2 
and the nonlinear nature of the problem can be appreciated from the lines 
on Figure 2.10 not being straight. Three different approaches will be 
presented here for the solution of the nonlinear constrained problem. The 
three techniques are referred to as sequential linear programming (S.L.P.), 
the feasible direction method (F.D.M.) and the sequential unconstrained 
minimisation technique (S.U.M.T.). 	For each of these methods a description 
of the principles involved, followed by a discussion of its use in structural 
optimisation is given. Finally, the performance of the three approaches is 
compared using the portal frame example illustrated in the previous chapter. 
The sequential linear programming technique will be considered first. 
3.1 	THE SEQUENTIAL LINEAR PROGRAMMING TECHNIQUE (S. L. P.) 
This method involves linearising the objective and constraint functions 
given inequations (2.22 to 2.24). 	This problem can be rewritten as the 
determination of a new value of {x}.+i where the change from the previous 
value, {x}. is given by the vector JAxJ. 	The objective becomes the 
maximisation of the reduction in the function F(x). The problem can be 
rewritten thus: 
Minimise 	LF(x). = F(x) i+1 - F(x). 
subjected to the constraints: 
9.(x). 1 	= 0 	j 	= 	1, 2, ... 




The functions F(x).+1 and g(x). +1 
 can be approximated using the first order 
terms of a Taylor's expansion as follows: 
F(x) 	= F(x). + {VF}{Vx}. i+1 	1 	 1 	1 
g(x) g(  W). + { vg} ' {Vx}. i+1 	1 
(3.2) 
where {Vx}. = x}.+1 - {x}.. 	Substituting these expansions into equations 
(3.1) yields the following linear programming problem: 
Minimise: 	£F. = {VF}{Vx}. 
subject to: 	g,(x). + {vg.x)}{Vx}. = 0 	j = 1, 2, ... 
4- {vg(  Ws}{vx}. 	0 	k 	Q + d .... m 	(3.3) 
The nonlinear problem can be solved iteratively by the repeated solution of the 
above linear problem. 	The S.L.P. method [32, 331 first finds an initial 
feasible solution lx} i which satisfies the conditions as specified by equations 
(3.3). 	The problem.specified by conditions (3.3) is then solved by the 
simplex method and the solution used as a new improved starting point for a 
fresh linear programming solution. Repeated application usually yields a 
solution to the nonlinear problem after several iterations. 
Unfortunately the above procedure is not, generally, sufficient to 
guarantee convergence there are two basic amendments that can be made to 
alleviate the difficulty. 
1. 	The constraints formed in previous •iterations are retained in the 
following iterations. This method is called the cutting plane method 




constraints will eventually envelope the boundary of the original 
nonlinear convex program. There is, however, two major drawbacks 
with this approach. Firstly, because the number of constraints in 
the linear programming formulation become very great, some logic for 
dropping unimportant ones must be included. Secondly, if the problem 
is nonconvex this technique can lead to certain feasible areas being 
rendered unaccessthle. They are barred by previous constraints. 
2. 	A better approach of controlling convergence is by means of adaptive 
movelimits [32, 35, 361 which restrict the values of the variable 
vector JAXJ. 	These movelimits can be specified thus: 
Axmin 	< {x} < {max} 	 (3.4) 
where {min} and JAX 
max lare the lower and upper limits on 
x} respectively. 	Generally, the limits must be reduced as the 
iteration proceeds and the solution approached. The word adaptive 
refers to the variable nature of the bounds on {x}. Details of 
procedures for forming these adaptive movelimits will be given in 
Chapter 5. 
3.2 	APPLICATION OF SEQUENTIAL LINEAR PROGRAMMING TO STRUCTURAL OPTIMISATION 
Chronologically the first use of S.L.P. was by Kelly [34] using the 
cutting plane approach. However the first application to structural design 
appears in a paper by Moses [37] who uses the cutting plane approach to 
optimise  truss with the areas as the variables and a portal frame with one 
variable. Shortly after Kelly had proposed the cutting plane method Qiffiths 
and Stewart [32] suggested S.L.P. with movelimits. 	This was selected for 




They studied the effects of adaptive movelimits and constraint accumulation 
(the cutting plane idea) on convergence. They illustrated their work with 
examples of a tied cantilever, and several trusses, they also suggested an 
outline for a general formulation for plane frames. Under their supervision 
considerable research was undertaken into the use of the S.L.P. approach 
in structural design. 	This includes Guman Barron Torres's [39] optimisation 
of a prestressed concrete bridge, Estrada's [40] study in optimising plane 
trusses and Nak.amura's [411 optimisation of plane rectangular frames. 
Nakamura's work is especially interesting with the inclusion of an interative 
stress constraint involving axial forces and moments. This was accomplished 
by expressing the area A of the member in terms of its second moment of 
area I as A = 0.58 I thus allowing the values of I for each member 
to act as the design variables. 
Work similar to Reinschmidt, Cornell and Brotchie was later done by 
Romstad and Wang [42]. The emphasis in this paper was on the form of the 
constraints and the variables, with the variables being transformed so that 
negative changes in section properties could be incorporated in the linear 
programming. Romstad and Wang included studies on trusses and plane frames 
with deflection and stress constraints. 	In the case of plane frames where, 
like Nakamura's interactive stress constraints were considered, provision was 
made for expressing the constraints in terms of either the area or the 
sectional modulus. 	This allows the problem to be expressed in terms of areas 
or. sectional moduli as design variables. 	Also they discussed the possible 
use of the dual form of the linear programming problem as a way of saving 
on computational time. Contributions to the field from this side of the 
Atlantic have come from Johnston and Brotton, Saka and from Pederson. 
Johnston and Brotton [43] used S.L..P. for the optimisation of trusses 
in which they investigated the effects of the choice of variables, that is 
whether areas or their inverse were selected. The better being the one 
that provides actual nonlinear constraints that are closer to straight lines 
and are therefore easier to approximate. 
Saka [44, 45] describes a method of S.L.P. for the design-.of rigidly 
jointed frames with deflection and interactive stress constraints. He makes 
reference also to stiffness constraints, this point will be discussed later. 
Pedersen [33] presented a technique similar to Romstad and Wang but he 
included as design variables the position of the joints thus rendering the 
method into a shape optimisation technique. This feature plays an important 
part in this thesis and this and other work relating to shape optimisation will 
be discussed in the next chapter. 
As each protagonist of different versions of S.L.P. will promote their 
own method care must be taken in coming to any conclusions about which is best. 
Weighing up the evidence, for and against adaptive movelimits as opposed to 
the cutting plane, noticing that the adaptive movelimit approach has become 
increasingly more popular, it would suggest that the movelimit approach is 
superior. 	The version of S.L.P. used in this thesis adopts the use of 
adaptive move limits. 
There is a second point to be considered and this involves two variations 
in the formulation of the linear programming problem. The two possible 
versions are explained and considered below. 




Subject to 	g(x). = 0 	j = j.... 	 (2.23) 
g(x). 	0 	j = 2. + I .... M. 	 (2.24) 
This can be linearised into the linear programming form thus: 
Minimise AF = {h1}{x} 
53. 
Subject to 	[G 1 ]{x} = {g' } 
[G2 ]{ix} 	{g} 	 (3.4) 
where [G 1 ], [G2 ] are matrices of coefficients and vectors {g}, {g} and 
{ h} are, likewise, coefficients. 	The vector {xI gives the change in the 
vector of variables {x}. The format is equivalent to that already constructed 
in (3.3). 
The system of equations g(x). = 0 and consequently [G 1 1{AxI = {g} 
represents the stiffness constraints for the structure while g(x). < 0 and 
[G2 ]{x} = {g} represent the stress and deflection constraints. 	In which 
case the vector {x} consist of two sets of variables which could be described 
using notation usually associated with optimal control theory as design 
variables and state variables. The design variables refer to such quantities 
as depth, area or sectional modulus for a member while the state variables 
represent features such as deflections and stresses, consequently: 
{a} 
{x} 	= 	 (3.5) 
{} 
where {a} are the design variables and 
{ 6} are the state variables. 
A more familiar definition for the stiffness constraints is the 
displacement form given by the linear elastic solution for a structure 
{p} = 	[K(d)]{ó} 	 (3.6) 
where 	{} 	is the external load vector; 
1 61' is the displacement (state) vector and 
[K] 	is the overall stiffness matrix for the structure, which is a 






The state variables can be expressed explicitly in terms of the design 
variables by 
{s} 	= 	[K] 1 {} 	 (3.7) 
Equation (3.7) can be used to eliminate {s} from {x} in the nonlinear 
programming problem giving: 
	
Minimise 	F(d) 
Subject to 92 (d). 4.0 	j = 	1 ... m 	 (3.8) 
This form corresponds to that used to represent the portal frame 
structure (2.54 and 2.55). 	The resulting linearised form is given as 
Minimise 	LW = {h2 }{d} 
Subject to 	[G3 ]Ad} 	{g} 	 (3.9) 
The values of {S} coriesponding to the starting values {a} 
are required for equating [G 3 ] and {g3 } these can be found from (3.7) 
The systems (3.4) and (3.9) represent two approaches (assuming that a 
choice of movelimits has been made) for the S.L.P. algorithm. The flow charts 
for the two versions are given in Figures 3.1 and 3.2 representing system 
(3.4) and (3.9) respectively. 
Both methods have been used, the first by Estada [40] and Saka [44, 45] 
while the second has been used by Romstad and Wang [42] and Pedersn [33]. 
The advantage of the first is that the solution of the stiffness equations 
is required to be reevaluated, only a few times, as opposed to every iteration 
with the second method. However this is at the expense of greatly increasing 
the size of the linear programming problem. It is not unlikely that the 
ratio of the design variables to state variables may be of the ratio of 
1 to 10 and so the inclusion of the state variables will transform a modest 
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sized linear programming problem into a very large one. Not only does this 
represent a vast increase in computation,. the large increase in the number of 
variables will result in slower convergence for the iterative process.. Also 
the second approach based on only design variables is conceptually easier to 
follow, this can be appreciated by the way the portal frame example lended 
itself to being represented by the form given by (3.9). The second approach 
has been adopted in the work undertaken in this thesis. 
There exists a technique of nonlinear programming which like the 
previous sequential linear programming relies on approximating a problem as a 
linear programming case. This technique is called piecewise linearisation 
the principles involved being described by Hadley [13] and Majid [31]. 
Conceptually it involves replacing nonlinear functions by a series of linear 
line segments. 	Obviously the smaller on more numerous the segments the 
better the approximation to the original problem. Unlike the sequential 
linear programming technique this method does not necessarily have to be 
iterative. 	A nonlinear optimisation problem can be given in the form: 
Minimise 	F = 
	
f.(x,) 






where there are n design variables xi, x ... x , n constraints and g. 1 	2 	n 	 ij 
is a nonlinear function in terms of the variable x,. This problem can be 
transformed into the piecewise linearisation form as [13] 
Minimise F 
= 1= 1 
 k=o i1c ik 
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Subject to 	I= } b. 	j = d . . . . 
k=o 	
m 
Y. 	Aik = 1 	' 
k=o  
A ik 
0 	all i and k 	 (3.11) 
where each constraint j have been represented by linear segments jointed by 
the points •k = 1, 2 ... r, the values f 	and g 	represent computed 
values of the functions f and g corresponding to the values of i, j and 
k. 	The A 	are now the variables and there are r x n of them and the 
kj r 
original design variables being related by the expression x. = 	A. Xik 
k=o 
1 
where Xik gives the values of the design variables at the joint of linear 
segments. 	There is. one further restriction to the problem, a valid solution 
should have no more than two values of Aik  being positive for any one variable 
X. and the two values should represent a single segment, that is they should 
be adjacent. This requires amendents to the simplex algorithm for those 
requirements to be satisfied. 
It can easily be appreciated that this approach results in an escalation 
of the number of variables, making the method inappropriate for large structures. 
In addition, the modification needed for the simplex algorithm results in 
standard simplex packages being inapplicable. 
- . 	- 	However, there are examples of the technique being used in -structural 
optimisation. These include work by Toakley [461 and by Majid and Anderson 
[47],Toakley's study was limited to statically determinate structures. 	Majid 
and Anderson extended this to the design of indeterminate trusses and also for 
portal frames. 
Ml 
Figure 3. 3 
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3.3 	FEASIBLE DIRECTION METHOD (F. D. M.) 
The second approach to nonlinear programming is presented in this 
section, the technique is geared towards finding usable feasible directions 
[14, 481. 	A feasible direction is one that will not violate, at least over 
an infinitely small step, any of the constraints g.{ 	i = 1 .. .m and a }O  
usable feasible direction would be a feasible direction that would result in 
a reduction in the objective function F. From some feasible solution a 
search using steepest descent (-{VF}) on the objective function will generally 
lead to a point situated on one or more of the constraints. For these active 
constraints g. = 0 for j = 1 ... r (r active constraints). 	Figure 3.3 
showthe situation with two active constraints g 1 and g2 . 
To proceed with the steepest descent search would result in an infeasible 
design. 	Consequently, some alternative approach must be used for finding 
{ s} a usable feasible direction. 	It can easily be appreciated from Figure 
3.3 that such directions lie between the dashed lines. This subspace is 
defined by the inequalities: 
{s}T{VF} < 0 
and 	{s}T{vg.} < 0 	for j = 1, •2 ... r 	 (3.12) 
The first requirement simply means that the angle between {s} and the direction 
of steepest descent -{VF} must be acute, any other direction would result in 
an increase in F, thus this requirement ensures js} is useful. 	The second 
means that {s} must make an obtuse angle with the outward normals of the 
active constraints, this ensures that {s} is feasible. 	A usable feasible 
direction can therefore be defined as one which satisfies equations (3.12) 
[11, 141. 	This results in a range of possible vectors for •{s}. 	The most 
suitable of these might, at first, seem to be the one that makes the least 
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angle with -{VF} which will result in the direction giving the greatest 
decrease in the objective function. Assuming for the moment that this 
judgement is correct, this results in the linear programming problem thus 
[11, 49]: 
Maximise 
Subject to {s}T{vg}<  0, j = 1, 2 ... r 
(}T {V} + 	0 
- c} 	{s} 	{c} 
	
(3.13) 
where 	is a positive variable and {c} is a vector of ones. 	The third 
set of constraints is needed to put a bound on the length of the vector {s. 
This is a linear programming problem with 	and the n components of {s} 
as the variables. 	The first set of constraints ensures that the resulting (s} 
will be feasible. 	The second set will ensure {s} is usable but also as 
becomes larger so {s}T{vF} becomes smaller. 	If the length of {s} is not 
bounded then the solution to max would be infinity but with it bounded a 
finite value for 
max 
 and hence {s} can be found. 	It should be noted that 
- { s } T {VF}/I{ S}IIVFI gives the cosine of the angle between {51T and 
- {VFI and so the least value of {s}TjvF} subject to the constraints will 
give the direction with greatest component of the steepest descent vector. 
In Figure 3.3 the above approach would result in the direction given by 
the lower dashed line. Although this direction is a usuable feasible direction 
over a infinitesimally small distance from the point x, it can easily be seen 
that due to the curvature of the constraint g 1 , a finite step along this 
direction would result in an infeasible solution. 	It would be preferable if 
{ s} were pointing a little into the feasible area. This can be achieved by 
the following modification to the algorithm (3.13) giving [11, 49] 
Maximise 
	
Subject to: 	{s}T{vg}. + 0. 	0 	j = 1, 2 .....r 
{ s }T{vF} + a < 0 
- Tc} 	{s} 	{c} 	 (3.14) 
where 0. is a positive scalar constant usually taken to be equal to unity. 
This follows {s} to point into the feasible zone and the effect of O. 
term will become less as the optimum is approached. 
If a point is an optimum then the Kuhn Tucker conditions for a local 
minimum implies: 
{VF} + 	I 	A.vg }. 	= 0 	.j = 1, 2 .... r 
A. 	0 	j = 1, 2 .... r 	(2.32, 2.33) 
Trying to find ksl  at such a point there will also be the conditions: 
ISIT 	0 
{s}{vg}. 	0 	j = 1 .....r 
	
(3.12) 
If equation (2.32) is substituted into the top equation in (3.12) the result is: 
A.js}T{}. 	0 	 (3.15) 
1=1 	 J 
The only possible feasible solution satisfying the bottom equation of (3.12) 
and equation (3.15) will be the null vector {s} = 0 and if ks} = 0, umax 
must be equal to zero. Consequently, at a local minimum umax = 0 with the 
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Kuhn Tucker conditions for a stationary point satisfied. 
The algorithm for the F.D.M. ultilises the same basic step as the 
unconstrainted optimisation technique thus: 
= {xI + Eilsli 	 (3.16) 
With this method, however, the selection of '. and {s} i  depends on 
whether jx}. is an infeasible or feasible design point with or without 
active constraints. 	When the starting point, given by {x}, is feasible with 
no active constraints then Isl  is given by {_vF} and the step 	. is 
taken resulting in one of three situations: 
{x}. 1 is feasible with no active constraints 
Iflxji+l is a feasible point with no active constraints then a 
new move is computed using the steepest descent vector for the point. 
This process is repeated until the point is no longer a 
feasible unconstrained design. Further design moves will depend 
on whether jx}. +1 now falls into categories (ii) or (iii) below: 
is an infeasible design point 
If {x}.
+1 
 is infeasible then interpolation using the design points 
{xL1 and {x} i  along the direction {s} should be undertaken 
to find a point along this direction where a constraint or constraints 
are active. 	If the resulting design point {x}. +2 
 is feasible 
with active constraints then {x}. +1  is set equal to 
and procedure (iii) is adopted. 	If {x}. 2 is still infeasible 
thenlxlj+lis set equal to 	and treated again as in case 
(ii). 	If however, {x}.+2  is feasible but with no active constraints 
then quadratic interpolation can be used with points 
{ 	and Jx}. to find a point which is feasible with active 
constraints. 	If necessary this quadratic interpolation can be 
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can be repeated until such a design point is found. The resulting 
design point becomes 	 and is considered as in case (iii). 
(iii) 1x}....1 is feasible with active constraints 
If {x}. 1 is feasible with active constraints then jx}. is set 
equal to {x}.
i+1 	 i 
and a new direction vecotr {s}. +1 
 is calculated 
using the linear programming algorithm represented by equations 
(3.14). 	The step represented by equation (3.16) is made and the 
next stage will either be (i), (ii) or (iii) depending on the 
condition of the new solution {x}. 
1+1 
There are practical difficulties in finding an active constraint since 
it is impossible in reality to ensure that the constraint is exactly equal to 
zero. 	It is therefore better to define an active constraint as being one 
for which: 
- e 	g. 	0 
	
(3.17) 
where e is a small positive quantity. 	It is important to ensure that any 
interpolation to an active constraint is on the safe side of the constraint. 
This can be accomplished by interpolation to g. = - e/2 rather than g. = 0. 
The value of e is initially set to a relatively large value and the 
iteration proceed until a max is zero. The value of e is then halved and 
the procedure repeated until e is smaller than a specified value e. min 
3.3.1 Step Lengths 
In the algorithm suggested for the F.D.M. there are three different 
formulations for the step length E .. 	
Firstly, there is the step taken along 
the direction of steepest descent. It has been shown [11] that a suitable 
9k 
	
(x li, , 












criteria for setting this step length can be calculated by assuming a given 
percentage reduction in the value of the objective function between the 
design points {x}. and {x}. 1 . 	If this fractional reduction is given by 




where F. and F' are the values of the objective function and its derivative 
1 	 1 
with respect to 	. at the design point {x}.. 
The other types of step length involve interpolation to find a constrainted 
feasible position. One of these uses linear interpolation, as has been 
explained, this interpolates between a point in the feasible region and one 
which is outside it. 	It aims atlocating a point e/2 just inside the 
constraint boundary. 	The situation is depicted in Figure 3.4 with the estimated 
value for the required step length being given by: 
(e/2 + 
req = - (g k+1 i+1 
	 (3.19) 
where 	. is the step length taken to arrive at the point {x}.
+1 
 shown in 
1+1 
Figure 3.4. 
The other case of quadratic interpolation is required if the linear 
interpolation, described above, results in a position {x}. 2 which is feasible 
but not constrained. 	This case is shown in Figure 3.5 and the resulting value 
of the step length given by: 
- b + 
	
- 4a (c + e/2) 
req = 	 2a 	 (3.20) 
where a = 	
- i+2ki - 	 + 
- i+2i+1i+2 
2 	2 	 2 	 2 
b - 
	- i+2ki - 
	 + 
- 	 i+1 - i+2i+1i.+2 
C = gki 
3.4 	THE APPLICATION OF THE FEASIBLE DIRECTION METHOD FOR STRUCTURAL 
OPTIMISATION 
The procedure previously describing the principles of feasible directions 
is not unique and many variations of the method have been formulated. 
Generally these methods differ in the choice of a direction vector after a 
design in which at least one active constraint has been encountered. A survey 
of these different techniques have beengivenby De Silva [481. 	They fall into 
three main categories: 
Constant merit type 
Gradient projection 
Directions which lie between (a) and (b). 
It is possible to use those categories to classify the examples on 
applications of feasible directions in structural optimisation: 
(a) 	Constant Merit Type 
The essence of this approach can be seen by referring to Figure 3.3. 
The top dashed line represents the direction in question. The name constant 
merit comes from the fact that at the point x, the direction does not result in 
a change in the value of the objective function. Obviously this direction is 
not usable in the sense that it reduces the objective function but it does result 
in a new point from where useful steepest descent can occur. 
This approach was first used by Schmit et al [50, 51, 521 and, in fact, 
represents some of the earliest work in structural design using nonlinear 
programming. The types of design involved the minimum weight design of trusses 
and waffle plates. The same approach was used by Gellatly and Gallagher [53]. 
In their work the format was classified and generaled, they gave examples of 
the optimum weight design of large scale trusses using the stiffness methods 
of analysis. 
Gradient Projection Method 
Referring again to the Figure 3.3 the selected direction corresponds 
to the lower dashed line. 	It was explained how this direction could be 
found by solving the linear programming problem given by (3.13). As was pointed 
out for nonlinear constraints this direction can lead to the design becoming 
infeasible and some algorithm has to be derived to move the design back to the 
interface of the feasible/infeasible regions. The general principle of this 
technique has been proposed by Rosen [54, 551. The technique was used by Brown 
and t.ng [56] for the design of rigid frames for an interactive stress 
constraint of the form 'A M/MA 1. Ridha and Wright [41 also used a 
form of projection to establish useful directions for rigidly jointed frames. 
Their work also included the optimisation of cost, expressed as the cost of 
the material (volume) and the cost of joints. Their design was formulated to 
provide a plastic type of design which unlike the plastic methods referred to 
earlier was not limited to the linear collapse mode design. 
Hybrid Approaches Between Methods (a) and (b) 
Majid and Elliott [57] suggested a simple but effective alternative 
which they referred to as dynamic search. This involved taking the average 
between the directions suggested in (a) and (b). They used this to optimise 
a portal frame for deflection constraints. 
The technique for finding {s} outlined previously by (3.14) which 
was due to Zoutendijk [49] also falls under category (c). 	This form has been 
used by Moses and Onoda [58] for the optimum design of elastic grillages. 
They compared the feasible direction method with stress-ratio (fully stressed) 
method and the cutting plane approach. It was found, as the feasible area was 
highly concave, that the cutting plane approach leads to convergence problems. 
The reason for this has been discussed in section 3.1 and is the main reason 
for adopting the movelimit approach for the sequential linear programming 
presented here. Also the elastic grillage example demonstrated the existence 
of several local optimums and non of these corresponded to a fully stressed 
design which demonstrates the limitations of a stress ratio approach. Further 
work in structural design using Zoutendijk's algorithm has been done by 
Vanderplaats and Moses [59]. 	In these works they optimised elastic trusses 
using the force method. Due to the effectiveness of Zoutendijk's approach 
and also its relative simplicity of its format, this approach was selected 
for use in the feasible direction algorithm used in this thesis. 
There is however a further method for establishing a feasible direction 
which could be described as falling into category (c). 	This is the technique 
suggested by Arora and Haug [14]. 	The method was based on a steepest descent 
optimal control technique proposed by Bryson and Ho [60]. 	It involves the 
linear problem being given in terms of design and state variables and the basic 
iteration step can be expressed as: 
{a}. + 	 (3.21) 
where J6dJ.. = - {6d 1 }. + 16d 21i' 
 {d}. 1 are the design variables for the 
i + 1 iteration, {d}. are the design variables for the i iteration and 
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{ 5d}. is the change giving maximum reduction in the objective' function. The 
— Xi 
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{ 6d} can be thought of as a projection along the constraints for a step r 
and the vector {d2 } provides a compensation for the nonlinear nature of the 
constraints. 	Arora, Haug and Rim [61] have carried out considerable work 
using this technique including optimum design of rigid frames with frequency 
constraints, combined design and state variables, state variable constraints 
and design variable constraints. 
3.5 	SEQUENTIAL UNCONSTRAINED MINIMUMISATIOIV TECHNIQUE (S. U. M. T.) 
It is possible to solve constrainted optimisation problems as a series 
of unconstrained ones [62 f 631. 	This can be best illustrated through an 
example 
2 
Minimise F = x 1 x 2 
Subject to g(x 1 x2 ) = x1
2 
 + x 
2 
2 - 2 	0 
	
(3.22) 
The functions F = -0.5, -1.0, -1.5, 	-8.0 and the function g = 0 are 
shown in Figure 3.6. The feasible region is given to the top right of g = 0 
and the solution to the problem is given by the point x = (-0.81650, 
_1547)T• 	Considering now the new functions 
= F+r<g>2 	 (3.23) 
g 	g 0 (infeasible region) 
where <g> = 
0 	g < 0 (feasible region) 
and 	2 = F-r1/g 
	 (3.24) 
The parts re < g >2 and r 1/g are referred to as penalty functions and the 








is considered for values of re = 1.0 and 10.0. it can be seen from Figures 
3.7 and 3.8 that as r is increased the minimum point of 	tends to the 
solution to the constrained problem. Similarly graphs for 	for values 
of 0.1 and 0.5. (Figures 3.9 and 3.10) show that the minimum value of 
approaches that of the constrained problem as r 1 is decreased. The function 
tends to infinity on the constraint boundary, this leads to plotting 
difficulties as shown by the unusal pattern of contours in the neighbourhood 
of the constraint. 	In Figures 3.7 to 3.10 the solution to the constrained 
problem is marked with a cross. To distinguish between the two types of 
penalty function the former is referred to as an exterior penalty function and 
the latter as a interior penalty (barrier) function. The characteristics of 
these functions for a general constrained nonlinear programming problem are 
described below. 
The general form for the exterior penalty functions is [6, 64, 651: 
m 
$ = F + r 	I < 
g>Z 	
. 	 (3.25) 
j=1 
where m is the number of inequality constraints. 
There is scope for variations of the value of z but it is generally taken 
that z = 2 is a suitable value. The name exterior comes from the fact that 
the solution to the function $ will always lie in the infeasible region of 
F. 	The stationary value of $ can be found using the unconstrained minimisation 
technique already described. 	However as < g. > is equal to zero when 
g. 	0 the form of $ will be different in the infeasible region as it is 
in the feasible region. 	It was, mentioned earlier that the process is an 
iterative one. 	This may not seem necessary because if r is chosen to be 
large then a solution for $ which is very close to the desired optimum 
can be achieved. 	However, for large values of r, $ is an extremely eccentric 
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function and minimisation is difficult. This difficulty is accentuated 
the further the initial starting solution is away from the optimum. By 
choosing a moderately large value for r to start with the function 	can 
be optimised relatively easily resulting in a new starting point for which the 
process can be repreated using a larger value of r. 
The general form for the interior penalty function is given by [62, 641: 
• = F - r Y 	11g. 	 (3.26) 
j=1 
As opposed to the exterior penalty function the interior penalty function has 
a solution in the feasible region. 	This is generally a desirable characteristic 
as any error in the optimisation process will result in a design which is on 
the safe side. 	Because of this, the interior function has been more widely 
used. 	However there is little to choose between them. 	The interior penalty 
technique was used later in this thesis, so a few relevant aspects of this 
technique will be examined in greater detail. 
The function •, due to its discontinuous nature, cannot be minimised 
over the whole domain but the search for the minimum must be restricted to 
the feasible zone. Consequently the interior penalty method requires a 
starting point that is feasible. 	For the type of application considered later 
this poses little problem. 	However in certain cases this may not be true, 
a remedy has been given by [11] while anothway would be to use the exterior 
penalty function. 
As with the exterior penalty function the interior method is an 
iterative one except that the value of r is decreased from one iteration 
to the next. The reason again being that the function • becomes more eccentric 
as r is decreased. 
The initial value of r, r 0
, should be selected such that 
- r0 	 hg [62] and F0 are of similar magnitude: 
j=1  
r 	= - F! 
	
1/g.. 	 (3.27) 
The penalty parameter r can be decreased from one iteration to the 
next using the simple relationship: 
r i+1 = Cr. where C is a constant 	 (3.28) 
1 
It has also been found beneficial to use an extrapolation technique based on 
the optimum solution for the last two previous iterations {x} . 	and minr. 
{ x} minr 
. 	. 	It has been found that the variation of {x} mm . 	with r can 
.  
i-i 




giving an estimate as: 
{
x} . 	 + 1{x} . 	- Cjx} 
mmn mmnr. 	mmnr. 
+1 	 1 i-i 
When restarting the iteration process with a new value of r it is possible 
to use information relating to the direction vector {s} from the previous 
- iteration. With the - variable metric method this means that-[H] at the end 
of the previous iteration can be used as a starting approximation for [H] in 
the next. 	The technique for finding C . can be particularised for the 
interior function given the characteristic shape of the function 4(e). 	The 
function 	() can be approximated as [111, 
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This is portrayed in Figure 3.11. Having located the points a and b and 
the values of the function and their derivatives at the points a and b 
((a), 4(b), ' (a) and • ' (b)), the required value of 	is given 'by [11]: 
min= C
4 - 1c 3 /c2 	 (3.31) 
where C2 = 4'(a) + C3 /(A - C4 ) 2 
C 3 = (A - C4 ) 2 (B - C4 ) ( (a) - 
( (a) - 
A - B 
B-05 (A+B) 
C4 = 	1 - 2C 5 
- ( 4(a) - c(b) ) 
A  
C5 = 	'(a) - 
The interpolation shown in Figure 3.11 requires the points a and b 
to be located. A suitable approach is given below: 
1. 	A is set to zero and C is set to some initial step. 
2. 	If C is feasible go to stage 3. 	However if C is infeasible set 
B = (A + C)/2 and if b is then feasible go to stage 4 otherwise set 
C = B and repeat from stage 2. 
3. 	Set A = C and C = 2*C and repeat from stage 2. 
4. - If the gradient of 	(b)1a€ié go -to - té'5otherwise go 'tO 
stage 6. 
5 	Set A = B and repeat from stage 2. 
6. 	The required positions for points a and b have been found and F. 
can be evaluated using equation (3.31). 
Finally some convergence'criteria is needed, a simple but effective one 
is given as: 
Terminate process if 6 < 6 
mm 	
(3.32) 
where 6 = 	- F I/F, F 	is the value of the function F at 
i 
r 	r. 	r. 	r. 
-i 	1 1 i-i 
the end of iteration r i-i , F 	is the value of the function F 
r. 
1 
of iteration r• 
1  and 6 min is a given constant. The smaller 
the final solution will be to the exact solution. 
3.6 APPLICATION OF THE SEQUENTIAL UNCONSTRAINED MINIMISATION TECHNIQUE TO 
STRUCTURAL OPTIMISATION 
A general discussion of the penalty function approach with emphasis on 
structural applications has been given by Moe [63]. 
The first attempt to employ the penalty function was presented by 
Schmit and Fox [66] with the use of a heavyside penalty function for the optimum 
design of a three bar truss. 	It has been shown later by De Silva and 
Grant [67] that the interior penalty function described previously was superior 
to the heavyside function. They also investigated different approaches of 
unconstrained optimisation. 	Namely the methods of Rosenbrock [68] (hill 
climbing), Powell [12] (conjugate direction), Nelder and Mead [69] (simplex 
minimisation). These are non gradient type methods. They concluded that the 
conjugate direction method was the best for the example considered, which like 
Schmit and Fox was the three bar truss. 
Considerable research involving penalty functions has been done by 
Kavlie and Moe [8, 70]. 	In that earlier paper [70] they used the interior 
penalty function and compared the use of two unconstrained minimisation 
techniques, the variable metric and the Powelfs conjugate direction method. 
They concluded that the choice between these two methods should depend on the 
computational effort needed to evaluate the unconstrained function 4, its 
at the end 
6 	the closer 
min 
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derivative 4)/(x} with respect to the design variable and the number of 
variables in the problem. The gradient method was better suited when there 
was a large number of variables or the effort required to find 4) was large. 
Where as the greater the effort to find 4)/a{x} the more attractive the 
direct search (conjugate directions) becomes. They demonstrated their technique 
by means of examples on elastic grillages. They discovered that the choice 
of the starting point could be decisive on the result of the final design as 
there was several local minimums for the examples considered. 
In their later work [8], they introduced the extended interior penalty 
function. This is a way of allowing search to be extended into the infeasible 
region. 	This is of considerable importance if an feasible solution is difficult 
to find. 	The extended penalty function can be expressed as: 
4) = F 	+ r Y 	G[g.(x)] 	 (3.33) 
j=1 
where 	G[g.(x)1 = 1/g.(x) for g(x) 	c 
26 - g.(x) 
= 	 for g 	< £ 
C 
and where £ = r/tS and 5 defines the transition between the two types of 
penalty terms. 	A fuller description of extended penalty functions, which 
includes examples of the design of rigidly jointed plane frames have been given 
by Cassis and Schmit [71]. 	For the problems considered in this thesis there 
was no real difficulty in finding a feasible starting design, thus this version, 
did not include the further complications of the extended penalty function. 
Kavlie and Moe [81 in their second paper opted for the gradient variable 
metric approach for the unconstrained optimisation however they used both 
analytic and finite difference methods for deriving the derivatives. They 
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showed that if the analytic approach was prohibitively expensive then finite 
difference could be used as an alternative. The formulation of the method 
was reasonally verstile with interactive moment-axial stress constraints and 
shear stress constraints. They demonstrated the method by applying it to 
various frame components from a typical ship structure. 
Although the S.U.M.T. has been found useful for the optimisation of 
problems with highly nonlinear constraints, the technique does have the 
drawback of requiring considerable computation. This proves to be restrictive 
as the number of variables in the problem increases. As a result there has 
been considerable thought into ways of reducing the computation time. One 
possibility is not to re-evaluate quantities such as forces and moments for 
each design point in the search but to use an approximation to assign values 
for these forces and moments, this being achieved using Taylors approximation. 
This idea has been presented at the end of the paper by Moe [63]. 
Also Schmit and Muira [72] employed the approach in their ACCESS 1 package. 
This is a optimisation programme using the extended penalty function and a 
modified Newton method of searching. The problem has been decreased in size 
by grouping members as one variable, eliminating constraints that were not near 
violation and making explicit approximation for state variables such as 
deflections and stresses. 	Examples have been given for the optimisation 
of large scale trusses. 
Analternativefortheinterior -f-unct-ion was proposed by- Thoma-s---and- ----------
Brown [3] as: 
M 
= F(x) + r 	(Lng.(x)) 3 
j= 1 
(3.34) 
It was used for the design of rigidly jointed roof trusses for which effective 
length considerations were included. 
There is not much evidence of the exterior penalty function being used 
in structural optimisation. 	However, if the S.U.M.T. is to be used for the 
optimisation of problems with equality constraints and as there is no 
interior region, then the inclusion of exterior type functions is necessary. 
Fiacco and McCormick [63) have studied such a possibility using the following 
type of formulation: 
= F(x) + rq.() + S 	k(X))2 	 (3.35) 
j=1 	 k=1 
However the inclusion of the additional constraints increase considerably the 
difficulty in obtaining an optimum for . 
Gisvold and Moe [73] proposed a penalty function for the integer type 
solution to a nonlinear programming problem. This function was given by: 
= F(x) + rI(x) + sQ(xd) 	 (3.36) 
where 1(x) can be a typical interior penalty function for the constraints 
and Q(xd) is the discretisation penalty function whose value peaks 
at discrete values of the variable 1XI. 
Like the formulation with equality constraints it can lead to 
considerable difficulties in convergence and also Gisvold and Moe concluded that 
the optimality of the final solution could not be guaranteed. 
3.7 	COMPARISON OF NONLINEAR PROGRAMMING TECHNIQUES 
The three different techniques have been reviewed and will be applied 
to a problem in structural design to illustrate their characteristics and to 
enable an evaluation of the techniques to be made. The example considered 
was, again, the portal frame used in the previous chapter. This allows the 
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compared with the graphical solution. The graphical solution to the problem 
is shown again in Figure 3.12. The S.L.P. technique will be considered 
first. 
3. 7.1 Solution by Sequential Linear Progrcznvning 
The method linearises the problem expressed by equations (2.54 and 2.55) 
such that the design variables are the changes in the member depths: 
1d ii 
Minimise AV = 5{d1 
 d2} 1d 2j 
Subject to the constraints 







[Ad max j 	 [max jAd 
where the n denotes values of the moments after the changes M 1 , Ad2 has 
been made. These values can be calculated using Taylors expansion thus: 
Ad 
• 	= {M 
j
. /d , M • /Dd .. 




• a . . = {Ma /d , Ma /d } 	I 	+ M 	 (3.37) nij 	ij 	1 	ij 	2 I I 
d2J 
These expressions may be substituted into the stress constraint in equation 
(3.36). 	This gives the following expression for the constraint: 




 - 0.9 	
13 ____ -0.9 
	
1J} 
) 	W(0.9 Ma. - M. .) 3d 1 	3d2 	3d2 	
2 
13 	13 
1, j = 1, 2 	 (3.38) 
where W is equal to +1 if M. 	is greater than zero or equal to -1 
if M., is least than zero. 
1] 
In this case convergence of the method to a solution was tested using the 
expression: 
C = IF i+1 	1 -F.I/F i+1 
	 (3.39) 
where F. 	and F. are the volume of the structure after the 1+1 and i i+1 1 
iterations respectively. 	In this case the iteration was terminated when c 
was less than or equal to 0.01. 	The move limits at each iteration were set 
at twice the absolute value of the previous change. 
The progress of the solution is shown on Figure 3.13 and the details 
were as tabulated below. 
Iteration and point 
on Figure 3.13 Depth d 1 m Depth d2m 
0 0.1500 0.2000 
1 0.1216 0.1544 
2 0.1172 0.1343 
3 0.1175 0.1252 
4 0.1175 0.1251 
For this solution the constraints and their derivatives were evaluated 
four times. 
A flow chart for the implementation of the S.L.P. method is given in 
Appendix I. 	Similarly for the S.U.M.T. and the F.D.M., flow charts are provided 
in Appendix II and III respectively. 
3.7.2 Solution by the Feasible Direction Method 
The method has been outlined earlier. 	In equation (3.18) a value of 
0.1 was used for 5F to determine the step length. The initial value of e 
in equation (3.17) was 0.01 and the terminating value, e. was 0.004. 	The 
min 




Depth 1 m Depth 2 m Remarks 
0 0.1500 0.2000 
1 0.1425 0.1900 
2 0.1354 0.1805 
3 0.1286 0.1715 
4 0.1222 0.1629 
5 0.1161 0.1548 
6 0.1122 0.1496 
7 0.1201 0.1320 
8 0.1182 0.1299 
= 0 therefore 
9 0.1183 0.1293 max half e 
umax = 0 therefore 
10 0.1180 0.1291 half e 
11 0.1179 0.1292 = 0 therefore max 
half e 
A new direction has been used at each of the points shown in the table. 
For the solution the constraints were determined 17 times where as the 
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3. 7. 3 Solution by the Sequential Unconstrained Minimisation Technique 
The procedure was as outlined earlier with an initial values of 
r = 0.01 in equation (3.26) and c=0.01 in equation (3.28). 	The direction vector 
{ s} was selected using the variable metric method as given by equation (2.15, 
2.16 and 2.17) and the step length E was determined using equation (3.31). 
The condition for the termination of an individual unconstrained 
optimisation problem, for a particular value of r, was: 
ABS(4. 1 - 	< 0.1 
	
(3.40) 
where 	and 4. represent the values of the unconstrained function after 
the i+1 and ith iterations respectively. The condition for the final termination 
was: 
	
ABS(rj+i - rj"rj 	
(0.001/r) 




optimisation problems for particular values of r. 
The progress of the solution is shown in Figure (3.15) and the details 
were as tabulated below. 
The value marked * was interpolated from the values marked + using 
the equation (3.29). 
For thtssoiutiontheconstraintsre evaluated -50 times, the constraint 
derivatives 20 times and the oblective function 21 times. 
r Iteration Depth d 1 m Depth d2 m Point on 
Graph 
0.01 0 0.1500 0.2000 0 
1 0.1438 0.1832 1 
2 0.1548 0.1709 2 
0.0001 0 0.1548 0.1709 
1 0.1212 0.1338 3 
2 0.1227 0.1318 4+ 
0.000001 0 0.1211 0.1298 5* 
1 0.1199 0.1285 6 
2 0.1185 0.1292 7 
3. 7. 4 Discussion 
All three methods have provided the optimum design for the frame. 
Indeed each method has functioned in the way that was expected for it. Each 
of the methods, therefore seem capable of providing a rational approach to 
the structural optimisation of frames. 	it is, however, reasonable to assume 
that one me€hod might -be superior for the application proposed in the thesis, 
than the others. The following compares the performance of the three methods 
and selects the method which would be the best, taking into account the nature 
of likely applications. 
With the S.L.P. method the solution obtained for the series of linearised 
approximations resulted in rapid convergence to the optimum solution for the 
nonlinear problem. Throughout the iteration, the design points were all 
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feasible. on the evidence of the graphs and the counts of the number of times 
the constraints etc., were evaluated it would seem that the S.L.P. method 
was the best approach for solution of the portal frame example. The F.D.M. 
was slow to arrive at a constrained design point. It may, however, be possible 
to improve this by simply increasing the step size but this may well lead to 
difficulties for other examples or whenanother initial design point is selected. 
It is important to note that even if the design moves taken before reaching 
the first constrained point are ignored, the F.D.M. still requied more computation 
to arrive at the optimum solution than that undertaken during the whole of 
the S.L.P. design. 	The two distinct stages of the F.D.M. can clearly be seen 
in Figure 3.14. 	The search is in the steepest descent direction until a 
constraint is encountered. Gnerally the direction of search then follows the 
constraint surfaces. 
The S.U.M.T. undoubtably required the most computational effort, 
suggesting that it was an inappropriate method for the example. Nevertheless 
the S.U.M.T. has been found [6] competitive in situations which are highly 
nonlinear. 	It is also possible to formulate a S.U.M.T. which does not 
require derivatives [6].. This is a feature which the other two techniques 
cannot claim but this formulation of the S.U.M.T. will likely be slow to 
converge. 	 . 
The three optimisation methods considered in this thesis are obviously 
very different and it is important to be able to select the appropriate method 
for a particular type of problem. 	It would be totally inadequate to compare 
the C.P.U. times for this example as a basis for selecting the best method. 
In the example studied evaluating the constraints and their derivatives were 
trival tasks for the computer. 	For larger structures, however, this will 
not be the case and the majority of the C.P.U. time used during the design 
procedure will be in the evaluation of the constraints, their derivatives and 
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the solution of linear programming problems. Each evaluation of the constraints 
requires a fresh analysis and this is not a trival task for large structures. 
The relative times used for evaluation of constraints, derivatives and the 
solution of simplex algorithms have been monitored for various examples through-
out the thesis and any interesting trends discussed. 
From the above considerations it appears that the sequential linear 
programming method would be the most efficient technique for frame design. 
This method has another advantage in that the established method of linear 
programming, the simplex method, is available in a wide range of well tested 
packages. Optimisation packages based on other methods frequently need 





4.1 	A REVIEW OF SHAPE OPTIMISATION 
Some of the earliest work on the optimisation of shape and layout of 
structures was undertaken by Michell [74]. 
The criterion for a Michell structure is as follows. Given that there 
is a region of space available to the framework structure, so that it can 
support, in equilibrium, a system of forces, then the structure will be a 
Michell structure if the following conditions are satisfied. 
That the stresses in all the members are either direct compression or 
tension and are all of the same magnitude a. Consequently if T. is the 
internal force in the .th member and A. the area of this member then 
IT.1 I 	= GA 1 . 	i = 1 ......m 	 (4.1) 
where there are in members in the framework. 
There exists a virtual strain field in the available space which is 
admissible with the support condition for the structure. This strain field 
will also yield equal strains e on all the members of the structure, the 
sign of the strain being the same as the sign of the actual force in the 
structure. The strain elsewhere in the space should be less than E. 
So if L. is the length of member i and AL. is the change in its length 
due to the virtual strain then, 
IAL.1 I 	L. 	i = 1 .... m 	 (4.2) 1
Michell's theorem then states that this structure is the one with least 
weight capable of supporting the loading system. Equating the internal and 
external work of the structure due to the virtual strain field gives the 
following expression 
in 
IF 	 I P-T 
11 
j=1 






= ca 	A.L. 
= cay 	 (4.3) 
where {F} is the external force system; 
{ u} is the virtual displacements at the points of application of the 
external force system and 
V = 
	
A.L. is the volume of the structure. 
The problem of obtaining a Michell structure with minimum volume V is 
equivalent to finding a virtual strain field given by {uI which maximises 




1 L.! ç s 1
L. 	i = 1 .... m 	 (4.4) 
-  
The resulting strain fields are analogous with Henky's theory for the slip 
lies in plane plastic flow. The member of an optimum structure must lie 
along the lines of principal strain, also the meeting of tension and compressive 
components must be orthogonal. Consequently Michell's layout can be considered 
as two families of closely spaced fibre type members lying along the coordinate 
curves of a curvilinear strain field. 	One set having a tensile stress -i-a 
and the other a compressive stress of -a. The situation is illustrated in 
Figure 4.1 which shows the pattern of a strain field. 	Figure 4.2 shows the 
layout of a structure with its members lying in the directions of principle 
strain for the strain field resulting with a Michell structure. 
This, early work of Michell has been examined by Cox [75], Chan [76], 
Parkes [77, 78] and Hemp [79, 80]. 	The construction of the strain fields 
can be achieved using techniques used in plotting slip lines however its 
application is limited. The above techniques are applicable only to simple 
go 












cases, rendering the scheme unsuitable for practical structures. 
However various researchers [79, 80, 81, 82, 831 have developed an 
approximate approach which tends to Michell structures. Whereas Michell 
was concerned with a continuous space for the layout of a structure, the 
layout can be restricted to members which join points (nodes) of a grid defined 
in the space available for the structure. The resulting structure with 
members formed by joining up the nodes is referred to as a "ground structure", 
this is shown in Figure 4.3. The approximate Michell structure will be a 
structure formed by deleting some of these members and adjusting the size of 
the areas of the others such that condition (b) is satisfied. 	This layout 
can be achieved as was proposed before by maximising the external work done, 
that is: 
Maximise 	W = {F}Tj u } 
Subject to 	ILL .I 	C,i 	Strain constraints (i = 1 to m) 
K .ü 	= CL. Compatibility constraints (1 = 1 to n 
j=1 	' (45) 
1. 
where 	K.. are member direction cosines; 
13 
m 	is the number of structural members and 
n 	is the number of joints in the structure. 
-------F-or 
 
-the -general structure thisresuLtsin. a linear progr mingprmbl.ein.. _The 
variables are the virtual displacements at the joint in the displacement field. 
The optimal solution of Jul for the linear programming will define the sizes 
of the members in the optimum structure. Linear programming formulations can 
always be expressed in pairs, namely the primal problem and the dual problem. 
The above formu1on with Jul as the design variables is usually referred to 
as the dual problem. The primal problem has areas of the members as the 
variables and can be expressed as: 
M 
Minimise volume = L A.L. 
j=1 
Subject to 	IT 	aA 	Stress constraints (i = 1, m) 
ni 
Ti K.. = F. Equilibrium conditions (j = 1, n) 	(4.6) 
-1=1 	 3 
The optimal solution to the primal and dual are equivalent. The primal 
formulation is probably the one that has easier physical interpretation and 
is also the one encountered more often in literature. 	It is often referred 
to as the Equilibrium Linear Programming Problem (E.L.P.P.) this will shortly 
be further discussed. 
For a single loading case and for the stress constraint being given as 
the simple form JT,J < GA, the solution obtained from the linear programming 
coincides with the true optimum design. 	This solution is a fully stressed, 
statically determinate structure [76, 80, 81, 82, 83]. 	However, for multiple 
loading cases, the solution obtained from linear programming is generally an 
indeterminate solution. As the structure may be indeterminate the equilibrium 
condition in the case of the primal problem and the compatibility conditions 
in the case of the dual are no longer sufficient to provide a final design that 
is elastically designed. 	Consequently the E.L.P.P. applied to the multiple 
load case or with different tensile and compressive stress limits will only 
result in an approximate design asthe compatibility as well as the equilibrium 
conditions are now also required. The insertion of the compatibility conditions 
expressed in terms of area variables would result in nonlinear constraints. 
The above approximation has been studied by Reinschmidt and Russell [84, 851 
and they suggested that E.L.P.P. for indeterminate structures provides a useful 
starting solution for another optimisation technique. The fully stressed 
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design stress-ratio method can be used as an alternative to linear programming 
to extract the optimal layout from the ground structure. In this method the 
structures members are resized after each elastic reanalysis using 
Cr 
A. 	= 	A. 
1 	
(4.7) 
mew 	 a. max 
ip 
where A. 	is the cross-sectional area of member i; 
1 
a 1., a ip . 	
are the stress and permissible stress in the member i after 
the current analysis and, 
max 	indicates that the maximum value of this ratio is taken by 
considering all loading cases. 
Members which approach zero are as the technique proceeds can be deleted from 
the design. For the case of only one loading and for allowable tensile and 
compressive stresses of the same magnitude the design given by the fully stressed 
technique will be the same as that for the E.L.P.P., that is it coincides with 
the true optimum design. However, for other cases the fully stressed technique 
will result in designs which although feasible will not generally be optimal. 
It can also have the disadvantage of being slow to converge. A comparison 
with results of structures desigrA using the fully stressed design stress-ratio 
method and the linear programming formulation is given by Topping [87, 88]. 
E.L.P.P. and stress ratio methods have been employed together successfully 
by Reinschmidt and Russell [85], in an iterative technique for finding the 
optimal layout of trusses with discrete steel sections. 	The E.L.P.P. can be 
used to find an approximate design but due to the absence of compatibility 
requirements there will be generally overstressing of at least one member. 
The stress-ratio method can then be used to resize the members of the E.L.P.P. 
layout so that the design becomes feasible. 
A further variation of the use of ground structures for the design of 
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optimal layout of trusses is to include the compatibility conditions in the 
\ 
programming formulation. This results in a programming problem which is now 
nonlinear and so nonlinear techniques of mathematioLprogramming can be used for 
its solution, Dobbs and Felton [88] having used such an approach. They used 
a method of steepest descentalternate mode which had been proposed previously 
by Schmit [50, 51, 52, 891. Members were deleted at various stages in the 
design whenever their cross-section becomes small. There was, however, 
difficulty with buckling constraints as members, for which buckling constraints 
are active, cannot converge to zero. Examples included a hanging truss which 
started with a 11 member ground structure and the bridge trusses that weee. also 
studied by Dorn, Gomory and Greenberg [831. 
The ground structure technique relies on deleting members to arrive at 
the optimum layout, a fundamental different approach would be to select the 
basic layout of members that would be required in the final design but allow 
the positions of the structural joints of the members to vary. The possible 
benefits of such a scheme were first highlighted by Schmit [50, 51, 52, 891, 
Kicher [50], Morrow [51] and Mallet [52]. 	They examined the effects of 
cross-sectional area, configuration and type of material had on the design of 
a three bar hanging truss. 	In the work described in [51, 52,891 comparisons 
were made by selecting a range of different configurations and designing each 
as a fixed configuration case. 	It was shown that the geometry had considerable 
effect on the volume.' In - the work , described in [52] the optimisation - of the 
three bar truss was carried out with configurational design variables of a 
continuous nature. The optimisation method employed throughout was the 
steepest descent-alternate step method. The major short coming of this work 
was its lack of generality. 
Further research concerning the optimisation of shape using variable 
nodal positions was in the field of sequential linar programming at the 
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Massachusetts Institution of Technology, a summary of this work is given by 
Cornell [90]. The work of Estrada [40] is the most relevant to shape 
optimisation. In this work the design of trusses was formulated as a S.L.P. 
problem. 	The thickness of hollow circular tubes with a fixed diameter! 	- 
thickness ratio being taken as the design variables and the coordinates of the 
joints of the structure being also taken as design variables relating to the 
geometry. Convergence of the technique was aided by means of adaptive move-
limits and by constraint accumulation. There was still some convergence 
difficulties encountered especially when members tended to change from tension 
to compression or vice-versa. 
A similar formulation was developed by Pedersen [33, 91] for the design 
of trusses the areas of the members were selected as variables to represent 
the cross-sectional properties of the structure. Convergence was helped by 
the use of adaptive movelimits. Examples included the design of bridge 
trusses and of a cantilever truss, the design included deflection and stress 
constraints, the stress constraint included buckling considerations for 
compressive members. Pedersen extended this work to three dimensional 
problems and used the technique to analysis space trusses [92]. The adaptive 
movelimits needed for convergence slightly differed for the area and the 
coordinate variables, demonstrating the differences between the two types of 
variables. The formulation used by Pedersen is closely related.to  the main 
té1infquèthát is examinedin this thesis, that is a S.L.P; method with 
design variables represented by a cross-sectional property and by the coordinates 
of the joints and the behavioural variables (deflections and stresses) being 
solved for every iteration, movelimits being employed to aid convergence. 
However this thesis is concerned with the design of rigidly jointed frames. 
More recently S.L.P. has also been used by Saka [93] for the optimal 
design of truss geometry. This approach is similar to those just described, 
103. 
but in keeping with other work undertaken by Saka, the behavioural variables 
have been included in the optimisation scheme. Various examples were designed 
and comparisons of the results made with results obtained by Lipson and 
Agrawal and by Majid and Elliott and were found to be slightly lighter. The 
work of Lipson, Agrawal, Majid and Elliott will be discussed later. 
About the same time as Pedersen was presenting his formulation 
Co:uran [94, 95] was also optimising truss geometry. He derived two different 
algorithms, a gradient projection technique and a sequential unconstrained 
minimisation technique (using Powells method). The techniques were sufficiently 
general to design different trusses up to 25 members. Provision was made, 
if required, for the deletion of members. 	He concluded that the gradient 
projection method was the better method. 
However Thomas and Brown [31 obviously did not agree as they proposed 
S.U.M.T. for the optimisation of various roof systems. As with the work by 
Corcoran, members could be deleted at various stages. However it was conceded 
that there was no concise mathematical basis governing the time and selection 
of members to be removed and that it may be desirable that at some later stage 
in the design for the member to be included again but the facility for doing 
so did not exist. 	In fact there has only been one case of a technique which 
was capable of the inclusion of members, that was due to Spillers and Fredland 
[96, 97, 98,- 991. 
In their work [98], they showed how members can be added to a statical 
determinate trusss so as to arrive at an optimum solution. This was achieved 
by starting with a sparse truss, members could be added by jointing up the 
midpoint of an external bar with the opposite node. The structure is then 
optimised using a shape optimisation technique and the solution found. The 
process of adding members is repeated until the optimum is found. An account 
of the optimisation technique is given in [96, 971. 	It involves the formulation 
of a Lagrangian function which is differentiated with respect to the deflections. 
(Lagrange multipliers), the forces (Areas) and the variable coordinates 
yielding the Kuhn Tucker condition for optimality. The first two sets of 
equations are concerned with fixed geometry while the third is based on 
variable node coordinates. These nonlinear equations can be solved by 
iteration to yild the optimum shape. This illustrated the use of optimality 
criteria methods in shape optimisation of trusses. Of further interest is 
the form of the third system of equations relating to the joint coordinates 
which contains the geometric stiffness matrix which highlights a connection 
between the higher order terms relating to equilibrium and the shape of the 
structure. This geometric optimisation approach was developed further by 
Spiller and Kcxintouris 400]. with the.., ificlusion of more complicated stress 
constraints taking into account buckling. 
An optimality criteria recursive scheme was also employed by Lim,Che, 
and Yu tiOl, 1021 for the geometrical optimisation of components with statical 
and dynamical constraints. The technique used is .described as an a - 
recursive lagrangian algorithm based on the solution of the Kuhn Tucker criteria. 
They described examples of trusses and of a 5 element plane frame. However 
the designs were primarily geared towards dynamical considerations. 
Another method of nonlinear programming used for the optimisation of 
the shape of trusses is that proposed by Lipson and Agrawal [103] in which 
Box's Complex algorithm is used. 	In this work the areas and coordinates 
of the joints were considered as variables in the same programming scheme. 
However in the work by Lipson and Gwin [104, 1051 it was felt that area variables 
and the geometric variables should be considered in two separate design spaces, 
in which the complex method was used for optimising the geometric changes only 
with the stress ratio and displacement scaling being used for sizing the 
members. 
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The possibility of separating the design problem into two distinct design 
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spaces, one of member sizes and one for geometry have been promoted by numerous 
other researchers. As with Lipson and Gwin this enables different optimum 
techniques to be used for each. Also coupled with the various criteria 
available for the deletion of members at various stages in a design process 
there are many examples of what could be described as hybrid approaches for 
the geometric optimisation of trusses. Some of the more notable are 
mentioned below. 
Vanderplaats and Moses [106, 107] like Lipson and Gwin opted for the 
stress-ratio method for the sizing of members in trusses. However they used 
a steepest descent method to optimise the geometry of the structure. The crux 
of finding the steepest descent vector is in establishing the change of area 
of a member with respect to a coordinate point. This can be formulated as a 
linear programming problem for the general case, however, where redistribution is 
low, simplification can be applied and this indeed is employed. Whenever 
a solution is active the components of the steepest descent vector which 
would result in an infeasible solution are set to zero thus providing a 
suitable feasible direction for a active point. The technique was used for 
the design of a 47 planar tower. 	Vanderplaats [108, 1091 developed these 
ideas further with the inclusion of deflection constraints and the use of 
reciprocal design variables in an attempt to render the constraints into a 
form which is closer to a linear nature. 
FA [4-10]- developed- a- technique .for.the shape optisation of trusses 
which used S.L.P. as a means of optimising the fixed shape problem and then 
considered each joint in turn as a separate optimisation problem in two variables 
the x and y coordinates of the joint. The members being resized using 
S.L.P. after a variation in a joint. 
Majid and Elliott [111, 112] used the theorems of structural variation 
to form a benefit vector. This vector was used to decide on members to be 
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deleted. A feasible direction method was also used to find boundary 
solutions, there was a degree of flexibility in the choice of when it was best 
to delete members. This method was primarily a ground structure type and 
the position of the joints did not vary, the method relied on the deletion 
of members to arrive at the optimum layout. 
Recent work on the optimisation of truss configuration has been under-
taken by Imai and Schmit [113]. They suggested the use of an advanced primal-
dual method called the multiplier method [16]. This algorithm can be viewed 
as an extension of the penalty function approach, the name "primal-dual" 
coming from the use of alternative search for improved design values (primal 
variables) and for a set of Lagrange multipliers (dual variables). 	The 
convergence of the lagrange multipliers improves the convergence characteristics 
of the design values. The search for the primal variables involved the use 
of a unconstrained minimisation technique, this was achieved using the Davidson, 
Fletcher, Powell method. 	In order to save computation effort in the 
unconstrained search, the line search was approximated by a second order 
Taylors series expansion. The advantages claimed by this approach over other 
penalty function approaches are that the resulting unconstrained problems 
are less eccentric and that the rate of convergence is increased by the use of 
the lagrange multipliers. The member sizing and the geometric variables were 
considered in the same design space. The method was tested on a cantilever 
truss and on a bar truss. 
Little work has been published in this field of shape optimisation 
with regard to rigidly jointed structures. Nevertheless Majid Stojanovski 
and Saka [2] have produced some interesting results. They suggested that as 
part of the cost of a structure there should be a fixed cost included for 
the inclusion of a member. Every member can have a integer variable as well 
as a sizing variable. 	The integer variable can take one of two values (0 or 1). 
The value 0 corresponds to the member being absent and 1 corresponds 
to it being included. This results in an objective function of the type: 
Z = 
	
(A.L. + K.6.) 	 (4.8) 
where 	n is the number of members, 
A. is the area of member i, 
1 
L. is the length of member i 
K. is the additional non material cost and 
1 
is the integer variable (0 or 1). 
The optimisation scheme' could then be expressed as a S.L.P. problem 
with mixed integer linear programming. Although this posed an interesting 
problem Majid, Stojanovski and Saka decided not to use integer linear 
programming as it required to much computation and included 6. as continuous 
variables deleting members whenever 6. became below a certain size. This 
technique is really 'a ground structure approach adapted for rigidly jointed 
frames. 	In contrast, part of this thesis will be concerned with optimisation 
of the shape of rigidly jointed frames where the nodes are included as 
variables. 
4.2 	COMPARISON OF OPTIMISATION TECHNIQUES FOR SHAPE DESIGN 
As was stated in the previous. section, the form of the shape optimisation 
considered in this thesis involved using a combined set of design variables 
with variables representing both cross-sectional properties and the positions 
of the joints. This technique will now be illustrated through the use of the 
portal frame example considered in the previous chapter. This study will also 
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allow further comparisons of the three techniques proposed for the solution 
nonlinear constrained optimisation. 
4.2.1 The Formulation as a Shape Optimisation Problem 
To alter the design considered in the previous chapter to one with 
shape optimisation characteristics, the height of the apex node was to be 
included as a design variable. This height will be referred to as the 
variable y. To allow the problem to be represented graphically would require 
there to be only two variables, this can be achieved by considering the column 
and the rafter to be of the-same cross-sectional dimensions. 	If the cross- 
section of the member, like the previous example, are to be rectangular, with 
a breadth to depth ratio (a) equal to 0.5, then the design variables of the 
problem can be given by the vector {d,h} where d is the depth of the columns 
and rafter. These variables are shown in Figure 4.4. The values L 1 and 
are constants for the design and for the results given here the values 
of L 1 = 2.5 in and L3 	5/4 V5.m have been used. 	It is important to realise 
that now L and 	are functions of V, the relationships being given as: 








The ob-iective of the design is to achieve a minimum weight one subject to the 
stress constraints imposed by the equation (2.57) with the material again 
being bry Douglas Fir (grade 65). The permissible bending moment is given by: 
Ma = 825000 d3 	 (2.59) 
This can be presented as the following mathematical programming problem: 
Minimise: 	volume = 2d2 (L 1 + V'((h - L 1 ) 2 + L)) 





The constraint gkcan be given as: 
gk  = IM 13  . . - 825000d 3 < 0 
I. = 1, 2 	j = 1, 2 	 (4.12) 
and k = ((j - 1)*2 - i) 
where M. 	is now a function of d and k. 
13 
4.2.2 M.. in Terms of d and t 
The moment M.. can be expressed in terms of d and h using equations 
ij 
(2.48 to 2.51). 	The values of I and 12  can be replaced by I where 
I = cd4/12 the terms A 1 , B 1 etc are of the same form but are now variable 
in nature as they are functions of the new variable h. For example 
B 1 = sec  $/L where both 	and L2 are functions of h as given by 
equations (4.9 and 4.10). 	If each moment is considered in turn the following 
equations result. 
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1.- 	For moment at end 1 of member 1 
Ill. 





For moment at end 2 of member 1 
- D2 
 
21 = (A1 + B 1 + C1) 	
(4.14) 
For moment at end 1 of member 2 
D2 
M 	
= (A1 + B 1 + C1) 	
(4.15) 2 
For moment at end 2 of member 2 
(G 1 +D3 ) 
	
M22 
 = - (A 1 + B 1 + C1) 	
(4.16) 
It should be noted that the expressions do not contain the variable d, however, 
the constraint g does as it is required in the term 82500d 3 . 
4.2.3 Derivatives of M with Respect to d and h
ij 
The derivative of M. 	with respect to d are zero, that is: 
13 
= 0 	i, j = 1, 2 
	
(4.17) 
The derivatives of M.. with respect to h are easily calculated from 
differeniating equations (4.13 to 4.16) with respect to h. 	As an example 






(E 1 + D 1 ) 
M11 = 
	A1 +B 1 +C 1 
Therefore 
A 	3B 1 	aC 1 	 E 
am 
 11 (E1 + D 1 ) (-5j -- + + .—) - (A 1 + B 1 + C l ) 	+ 
3h 	- 
(A 1 + B 1 + C1)2 	
(4.18) 
The derivatives of A 1 , B 1 etc. with respect to h are required. 
These terms are functions of tan 4), sec  4) and L2 . The derivatives of 
these terms with respect to h are given below: 
L2 	h-L1 
= 	L 	 (4.19) 
tan 4) = i/L3 	 (4.20) 
sec 4) 3L  2 
= i/L3 T 	 (4.21) 
Having found these values the derivatives of A 1 . B 1 etc. are easily evaluated, 
as illustrated for the case of B 1 . 




2L2 sec 4, 	- sec 
(4.22) 
L 
4.2.4 Graphical Solution 
The boundaries of the stress constraints g 1 , 92 , 93 and g4 are 
obtained by substituting for M 	-825000d3 , M21 = -825000d3 , M 12 = 825000d3 
and M22 = 825000d3 in equations (4.13 to 4.16). 	These equations can be solved 
in a similar matter as before for a series of given values of h to obtain 























be used to construct the boundaries of the constraints. The constraints 
for moments M 	 and M12 are similar.21 
The objective function is given by equation (4.11) and with 
L 1 = 2.5, L3 = 5/4 v5 and a = 0.5, this can be expressed as 
F = d2 [2.5 + /((h - 2.5)2 + 	)j 
	
(4.23) 
Like the constraints, contours for specific values of the objective function 
can be drawn by putting F equal to that value and finding a series of 
corresponding values of d for a range of values of h. 
The constraint boundaries and a series of plots for different values 
of the ob -iective function are shown in Figure 4.5 as solid and dashed lines 
respectively. The optimum design is given by the point d = 0.113 m, 
h = 4.581 m, which is marked by the point x' in the figure. 	The volume 
of this optimum structure being 0.07027 m 3 . 
4.2.5 Solution by Sequential Linear Programming 
Using the same approach as for section (3.7.1). 	The linear programming 
problem becomes 
	
2d (h - L ) 	Id 
Minimise: AV = {2d(L 1 + I((h - L 1 ) 2 + L3), 	
2 2 
INh - L 1 ) + L3 ) 	h 
Subject to the constraints: 
M. 	aM. 	lAdi _____ 	 1] _____ -  
' 	
0.9 w({1 - 0.9 	
IAhJ 
I) 	W(0..9 Ma - Mah  
i, j = 1, 2 	 (4.24) 
where W is equal to +1.0 if M
i 	is positive or equal to -1.0 if M.. is j 
negative. 
	
3M.. 	 3M. 
1.3 13 	
i The values 3d 	
= 0 and 3h = 0 will result n a simplified 
form for the constraints 
3M. 	3M 
W({- 0.9 	
3h 	W(0.9 M, ii - M..) 
	
(4.25) 
i, j = 1, 2 
The optimisation is carried out as for section 3.7.1 with the results being 
given in graphical form in Figure 4.6 and in tabular form below for a 
starting point d = 0.20 m y 0 = 3.75 m. 
Iteration Depth d m Height h 
0 0.20000 3.7500 
1 0.1532 3.2500 
2 0.1249 4.1038 
3 0.1144 4.4938 
4 0.1128 4.5794 
5 0.1127 4.5812 
For this solution the constraints and their derivatives were evaluated five 
times. 
4.2.6 Solution by the feasible Direction Method 
The procedure was exactly the same as for section 3.7.2 with the values 
for e, 5F etc. being kept the same. The only difference, now, is that the 
variables are d and h with the moments and their derivatives being given 
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initial design d = 0.20 in and y0 = 3.75 in. The results are shown in 
Figure 4.7 and in the table below. 
Step and point 
on graph 
Depth d in Height h m Remarks 
0 0.2000 3.7500 
1 0.1900 3.7500 
2 0.1805 3.7498 
3 0.1715 3.7497 
4 0.1625 3.7497 
5 0.1548 3.7496 
6 0.1470 3.7495 
7 0.1397 3.7495 
8 0.1327 3.7494 
9 0.1261 3.7494 
10 0.1231 3.9257 
11 0.1207 4.0752 
12 0.1132 4.5527 
13 0.1128 4.5760 {s} = 0 half e 
14 0.1128 4.5826 {s} = 0 half e 
A new direction has been used at each of the points shown in the table. For 
the solution the constraints were determined 20 times, the derivatives evaluated 
for the constraints 6 times and the simplex algorithm used 8 times. 
4.2.7 Solution by Sequential Unconstrained Minimisation Technique 
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Like the F.D.M. the only difference between this optimisation and the 
previous, run using S .U.M.T. in section 3.7.3 As that the moments where 
now being expressed in terms of the new values d and y. The starting 
design variables were the same as for the two previous sections. The progress 
of the solution is portrayed in Figure 4.8 and the details are as tabulated 
below. 
R Iteration Depth d in Height m Point on 
Graph 
0.01 0 0.2000 3.7500 0 
1 0.1649 3.7497 1 
• 	 , 2 0.1441 5.2867 2 
0 0.1441 5.2867 2 
0.0001 1 0.1145 ' 	5.2864 3 
2 0.1183 4.8139 4 
0 0.1157 4.7661 5* 
1 0.1128 4.7666 6 
0.000001 
2 0.1131 4.5968 7 
3 0.1134 4.5824 
0 0.1131 4.5707 
0.00000001 1 0.1129 ' 	 4.5708 
2 0.1128 4.5806 
Again the value marked * was interpolated from the values marked + using 
equation (3.29). 	For the solution the constraints were equated 117 times, 
the constraint derivatives 42 times and the ob1ective function 41 times. 
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4.2.8 Discussion 
An interesting feature of the design is that all four stress constraints 
are active at the optimum design. There is only one value of h for which 
all four constraints are active at the same time, there being also only one 
minimum weight optimum and these designs being the same. This may shed light 
on an important aspect of optimum frames. The optimum design being the one 
that uses the variables to spread the moments as evenly as possible throughout 
the structure. The volume of the shape optimised portal frame was 0.0703 m 3 
as compared with 0.0764 m 
3 for the fixed shape, however the length of rafter 
has increased from 2.5 m to 3.003 in. The saving in volume has been achieved 
by the better distribution of moments in the structure. 
For this shape otpimisation example the curvature of the objective 
contours and the constraints were straighter than for the fixed shape 
optimisation. This might be expected to improve the performance of the 
mathematical programming techniques especially the S.L.P. and the F.D.M. 
However the advantage would be more than offset by the near parallel nature 
of the constraints with the objective function which makes the optimum point 
not as sharply defined as in the fixed shape design. 
The performance of the three optimisation techniques on this example 
very much reinforced what has been said before in section 3.7.4. As a 
result the S.L.P. has been selected to be developed further for the design 




STRUCTURAL OPTIMISATION OF PLANE FRAMES 
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The sequential linearisation programming method proposed by Pedersen 
for the optimum design of trusses has been selected for further attention. 
In the previous chapters the formulation of the optimisation technique was 
limited to the design of small special examples. A development will now be 
presented for the design of general two dimensional rigidly jointed frames for 
which the independent design variables are the depths of the individual members 
and the coordinates of the structural joints. 	In this way the geometry or 
shape of the structure as well as the member cross-sectional properties are 
varied and the resulting design has not only a minimum weight with respect to 
member cross-sectional properties but is also the most structurally efficient 
shape. 
The constraints are again based on CP112 [1] but now will include 
deflection constraints. The stress constraints will be based on the interaction 
of axial and bending forces as specified by the code. The user of such a 
technique will require only to include as input the type of data that would 
be expected for a computer analysis programme, giving the dimensions of the 
initial estimate of the design. Given this the scheme can work independently 
yielding, as output the optimised design and the deflections and forces 
corresponding to this design. 
The performance of the scheme are examined using a portal frame. This 
allows comparisons to be made with the previous studies. There are 
additional facilities added to the optimisation scheme in order that it should 
be capable of practical design. These include the addition of deflection 
constraints, the carrying of uniformily distributed loading, the ability to 
keep certain groups of members having the same sized sections and also 
allowing the design for multiple loading cases. In all cases the method of 
implementing the additional features are explained and their influence on the 
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5.1 	PROBLEM FORMULATION 
5.1.1 Idealisation and Analysis 
The structural idealisation is assumed to be fully rigid and the pre-
dominant forces in the members are a combination of axial and bending forces. 
The member forces and joint displacements are evaluated by means of a linear 
elastic stiffness analysis. 
Figure 5.1 shows the forces and corresponding deflections in a beam 
subjected to bending and axial loading. The sign convention adopted is a 
right handed cartesian coordinate system. The relationship between these 
:forces and deflections is given below [116, 1171. 
0 	0 	 0 	0 	U 1 
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or 	= 	[K']'} 	 (5.1) 
where 
P'} is a vector of forces at the ends of the member 
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16'1 is a vector of the displacements at the ends of the member and 
[K'] is the member stiffness matrix in terms of the local coordinate e 
system. 
The member stiffness matrix can be expressed in terms of a global 
coordinate system using the transformation matrix [T] as follows: 
	
[K ] 	= 	[T]T[K1][T J e e (5.2) 
where [K] is the member stiffness matrix in terms of the global coordinates. 
The member stiffness matrices [K] can all be assembled to form the 
overall structure stiffness matrix [K], giving the stiffness equations for 
the overall structure as: 
{} 	= [K) 161 	 (5.3) 
where 	JPJ is the cjpplied forces at the joints of the structure and 
tS} is the deflections of the joints corresponding to the forces JP}. 
5.2.2 Objective Function and Design Variabies 
Weight has been used as the ob -lective function throughout thi.s work. 
This may appear to be an oversimplification of the design problem, but it 
leads to many advantageous features in the formulation of the algorithm 
particularly when deciding on the design variables. The weight is varied by 
changing the cross-sectional dimensions of the members and also from changes 
of member lengths resulting from changes in the coordinates of joints of the 
structure. The variables which alter the cross-sectional dimensions of the 
members and the coordinates of the joints are called the design variables. 
The cross-sectional properties which are important are the cross-sectional 
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area A and the second moment of area I. Considerable simplification of 
the problem is possible if both these variables are expressed solely in terms 
of a single variable which defines both the cross-sectional properties of 
each member. This was accomplished by assuming that the members have a 
rectangular cross-section and that all members have the same breadth to depth 
ratio. The first assumption does not present any problem since most timber 
sections are rectangular. The second was selected to enable an investigation 
to be undertaken to assess the choice of section proportions used in timber 
framed structures. This assumption leads to advantages which become apparent 
when considering the examples discussed later. Notably, it allows greater use 
of the available standard sections and the member lateral stability requirements 
to be readily satisfied. Structures of the type where all the members are 
of constant breadth (for example roof trusses) are discussed in Chapter 7. 
The design variables for the cross-sections of the members are a vector 
of depths of the members. The cross-sectional area of a member A is 
given by the relationship: 
A = b.d = ct.d2 	 (5.4) 
where 	b is the breadth of the section 
d the depth of the section and 
a the breadth to depth ratio which is constant for the structure. 
The second moment of area of amember, I, is given by the relationship: 
	




Both stress and deflection constraints in accordance with the Code of 
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Practice are considered. The stress constraint is the interaction formula 
given for beam-column members in CP112. 	For compression bending members 
this formula is: 
f 	c 	1.0 (hr > 20) 
	
_apar + apar 	 (5.6) 
f 	c 
ppar 	ppar 	0.9 (hr < 20) 
where f 
apar 
 is the applied stress parallel to the grain; 
f 
ppar 
 is the permissible flexural stress parallel to the grain: 
Capar is the applied compressive stress parallel to the grain; 
c 
ppar 
 is the permissible compressive stress parallel to the grain; and 
hr 	is the slenderness ratio for the member. 
For tension bending members the formula is: 
f 	t 
apar + 	
apar < 1.0 	 (5.7) 
f 	t 
ppar 	ppar 
where tr is the applied tensile stress parallel to the grain and 
t 
ppar 
 is the permissible tensile stress parallel to the grain. 
The values of f, c 	and t 	depend on the loading duration 
ppar ppar 	ppar 
for the structure, the type and condition of the timber, and in some cases, 
the dimensions of the members under consideration. 
5.2 	FORMULATION OF THE LINEAR PROGRAMMING PROBLEM 
5.2.1 The Objective Function 
This function is the weight function-below: 
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W = 	L}T{A} = a{L}T{d2} 	 (5.8) 
where 	W 	is the weight of the structure; 
	
{L} 	is the vector of member lengths; 
{A} is the vector of member cross-sectional areas and 
I d 21   is the vector of member depths squared. 
By partially differentiating this expression and utilising the first 
term of Taylor's series, the change in weight of the structure due to changes 







where the components of the transposed vectors are given by: 
aw 	
= 2a L. d. 	 (5.10) 
ad. 1 1 
1. 
aw t 	aL 1 . r 2 
= a 	(—d.) 
ax. 	. ax. 	1 
3 1=1 	j 
(5.11) 
and where x. represents the coordinate of the jth degree of freedom; 
L., d. are the length and depth of the ith member and 
t is the total number of members connected to the jth degree of 
freedom. 
The objective function becomes AW, which must be minimised (i.e. made 
negative) to decrease the volume of the structure by the greatest possible 
amount. 
5.2.2 The Deflection Constraint 
The deflection constraint for the jth degree of freedom is specified such 
128. 
that the absolute deflection must be less than a specified positive value. 
This is expressed as follows: 
16. I < J 	I n j nI  (5.12) 
where 6. 	is the new actual displacement of the jth degree of freedom after 
the structure has been altered by {M} and {x} and 
jn 
is the permissible displacement as specified in the code of 
practice. 
This constraint can be rewritten without the requirements as follows: 
a 




F = +1 if 6. 	is positive and F = -1. when 6. 	is negative. 
Jn Jn 
The new displacement of the j degree of freedom 6. 	after changes 
jn 
jAdj and {&} have been effected can be calculated from the current displace-
ment of the jth degree of freedom 6. by using the first term in a Taylor 
series as follows: 
6. T 	36. T 




Assuming that the current allowable displacement 6 	is not dependent 
on 	d1 or jAxj and substituting equation (5.14) into equation (5.13) 
gives: 
M. T 	M, T 
F. ~ I_ 	 x 
il {d} + 	{x1) 	o  j 
a (6 	 F (5.15) 
For clarity the subscript c has been omitted from the above and all 
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subsequent expressions. If there are q displacement constraints these 
can be expressed in matrix form as: 
rao] 	I!l{ x fl [F] {6a} [F]{{tS} + 
	
{d} + LaxJ (5.16) 
where [F] is a q x q matrix with +1 or -1 terms on the leading diagonal 
















These vectors of derivatives are given in full in sections 5.3 and 5.4. 
5.2.3 The Stress Constraint 
The structure is assumed to be loaded at the joints and the stress 
constraints 'are to be satisfied at both ends of each and every member. The 
stress constraint is of the same form as equation (5.6) and (5.7) but is 











where k signifies the end of the member to be considered (either 1 or 2); 
a signifies permissible or allowable values; 
i signifies the ith member; 
n signifies that these are new values after the structure has been 
modified; 
P is the member axial force; 
M is the member bending moment and 
R is equal to 1.0 if the axial force is tensile and to 0.9 if the 
axial force is compressive. 




and M a 
	
are given the same signs as P. and 
in kn in 
Mik respectively. As with the deflection constraint, it is desirable to 
rewrite this without the absolute sign notation as follows: 
F.(P in' 	 i 
a + M 	 F.R.P 
a 	 a a 
n ikn 	kn in in
.M
ikn (5.18) 
where F = 1 if either P. and M i 	
are both positive or both negative, or 
Jn 	kn 
F = -1 if either P. 
in 
 is positive and M 
ikn 
 is negative or P 
in  
. 	is 
negative and Mik  is positive. 
The new member axial force P 	 i and bending moment M 
	can be 
in kn 
calculated from the current member axial force P. and bending moment M i ic 	 kc. 
using the first term of the Taylors series as follows: 
T 	ap. T 
in 	"ic 	11 
{1d} 
+ { a 1C I jAxI  
am 	 aM. 
Mik 	= Mik + 	
{ikC}{1 	 (5.20)
ad 
Substituting these equations into the constraint (5.18) gives a constraint 
in terms of current variables as follows: 
{A ik }T{M} 4 jB.}{x} < Cik 	 (5.21) 
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where 
am 	 ; 




{.} jk i 3d 	ik 	
+ P 4 
it3d +M ik 
p 
___ik 
aM 	 3 
- ,a{ -RMa 
i 3d 
3M 	 3P. 	3M. 	
pa 




 RP al ik 	RM 
- 	-3X—jx j  - 	 iklaxl l  
and 
C 	= F.{RPM 
ik uk 
 - P. 
u k 
M - P 
u k
M. } 
The derivatives of the forces and moments are given in section 5.6 and 
5.7 and the permissible forces and moments are given in section 5.6. The 
total number of stress constraints for the entire structure will be-equal to 
twice the number of members. The constraints can be expressed in matrix form 
as follows: 
[A] {d} + [B] x} 	{cJ 	 (5.22) 
where 
	{A1 1 }T 	 {B11 }T 	
C 1 
(Al2 }T 	- 	{B1}T. 	 C12 
{A21} 	 B21}T 	 C21 
JA 22 
IT {B22}T 	 C22 
[A] = 
	 [B] 	 and {c) = 
kA l } T 	 {B1}T 	 C1 
{A2}T 	 {B2}T 	 C2 
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5.2.4 Formulation of the Non-Linear Problem as a Linear Problem 
The design problem can now be expressed in usual linear programming 
form as follows: 
	
Minimise bW = a[2{Ld}T{d}+ raL 	d 21T{A}1 	 (5.9) -  ax 
subject to the following constraints: 
[A] {td} + [B]{x} < jc} 
	
(5.22) 
Ea 61 [F] 11 6 1 + L{d} + 	-]{tx} 	 (5.16) 
If the derivatives in these equations had been linear functions of the 
design variables {d} and {x}, then linear programming techniques would 
provide an exact solution to the above formulation. But owing to the non-
linear nature of these derivatives they must be solved iteratively by repeated 
application of the linear programming techniques followed by an exact 
reanalysis. 	If this iteration is to be stable and converge to a solution, 
then limits on the amount by which the design variables can be moved or 
altered at each iteration must be imposed. 	In addition, the simplex linear 
programming algorithm must permit certain variables such as joint coordinates 
..to he-negative -ifrequire.d 	The values ofthedesign zariabLe5 athe. end 
of each iteration should be such that the constraints are not normally violated 
and the ob -lective function is reduced. 	In some problems the constraints will 
be violated but, provided this violation does not take the solution too far 
outside the design space, the method should still converge to an optimum. 




5. 3 	Derivatives of the Deflections with Respect to the Depths of the Members 
The stiffness equations for the structure were expressed by equation 
(S.3) as: 
{p} = 	[K]{6} 	 (5.17) 
This system of equations may be differentiated with respect to the depth of 
the ith member d. giving: 
where 
= 3 K] {o} + [K] 3161 
This equation may be rearranged to give: 
3161  = - [K]1 ?[K] 1 6 1 
d. 	 ad. 
1 
(5.18) 
[K]1 = [F] the flexibility matrix and the element F. represents 
the displacement of the ith degree of freedom due to a unit load at the jth 
degree of freedom and 
o 0 	0 	0....O 	0 	0....0 
0 	0...0. 	0 	0....0 	0 .0....0 
- 	0 	... 0 [Q11] 0 .... 0 [Q]] 0 .... 0 
d. 
1 	 . 
0 	 Qrr  ml .m
]O .... O 
0 .......0 	0 	0....0 	0 	O....0 
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where member i connects joint 1 to joint m and [Q] is defined as follows: 
3[K 
 ei - 	ll ['2im1 
[[Q1] [Qmm1] 
Expanding the matrix multiplication in (5.13) gives the derivatives of 
all the joint deflections with respect to the ith member as follows: 
[F] [Q] + IF im 	ml 
I IQ  ] I { 1 + 	i 	im 	Im 	nun ]  [F ] [Q ] + [F ] [Q 	I jö m } 
IF 
21 	11 	2m ] [Q ] + [
F ][Qml ] I {} + 	21 IF I 	liii IQ I '+ IF 2m I [Qmm  I I { m I 
d. 
1 
I IF I [Q ] + IF I IQ iI 	+ 	[Fm1] 	 nm 	mm 	In + [F I [Q I {s } ni 11 	nm ml 
5.4 	DERIVATIVES OF THE DISPLACEMENTS WITH RESPECT TO THE COORDINATES OF 
THE NODES 
Here a typical coordinate is assumed to be in the x direction at joint 
k. The following solution may be applied to the two other degrees of freedom 
of the joint. 
Differentiating equation (5.17) with respect to the x coordinate of 
joint k dives: 
o 	
(K] 
 {s} + [ K] 
Xk 	 ax 
Rearranging gives: 
= - [K]1 	






i=1 L k 
and r is the number of members that are connected to node k. The matrix 
[K] 
1 
. 	k /x 	
is similar to a[K]/d 
1 
. defined in section 5.3 except that the 
terms relating to member i in the stiffness matrix, [K] are now differentiated 
with respect to Xk. The derivatives of the structure stiffness matrix 
consist of an assembly of derivatives of the individual member stiffness 
matrices which connect to joint k. The derivatives with respect to x  
for any other member stiffness matrices will be zero. 
Therefore: 
	
r 	 - 	r{6} i} 
	 (5.20) = - I {EFJ I 
[K] _ 
aXk 	i=1 	xk i = 	i1Ck 
and by the same approach as that adopted in section 5.3. 
[[F 1 ] [G11 ] + [F.] [G1] {} + EF11  1 [G,im I + [F im  I [G mm ]1{6m  } 
X] 1 
[[F 
ni 	 nm 	ml 	 ni I [G 11
] + [F I [G I] {6I + [[ F 
] 
[ Gim I 	nm 	mm 
[F I [G 11 {4S m I 
where 
rG 	E 	1 ei 	 G - 	ii im 
- l[G ' mm 1 [G I L  
The terms [G11 ], [G1 ] etc., are easily evaluated by inserting values 
135. 
for 3L/xkt ac/xk and 3S/3XK  (which are given in section 5.5) in the 
matrices. 
It is important to note that the matrix [aó/ax] in equation (5.16) 
is made up from the column vectors defined in this section. The notation 
in equation (5.16) indicated that it could have been assembled from the row 
vectors {ao1/ax}T, 1@6 2 
/aXIT 
5.5 	DERIVATIVES OF THE MEMBER LENGTHS AND DIRECTION COSINES WITH RESPECT 
TO THE COORDINATES OF JOINTS 
If the ith member connnects joint 1 with coordinates (x 11y 1) to joint 
m with coordinates (x 
m 
 ,y
m  ) and the member makes an angle 0 with the x-axis 
then the direction cosines are given by: 
c = cos 0 and S = sin 0 
and the length of the member is given by: 




C •= (x m - x 	
2 




S = ( y m 	
2 
- 'l"{m - x 1) + (y - 
211 
m 
These expressions can be differentiated with respect to x 1, y 1 , X 
and y m giving: 
=. -c 	 = -s ax.1 	 ay1 
aL 	 al, 
ax ay 
m 	 m 
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2 
- -s 3c - 	cs 
- ax L y1 - 
2 
= S C CS = 
ax L ay L 
m m 
2 
- 	CS as - 	-C 
L ay - L 
2 
-Cs = S C = 
L 
M. m 
5.6 DERIVATIVES OF THE MEMBER FORCES WITH RESPECT TO THE DEPTHS OF THE MEMBER 
As in section 5.5, the ith member will be considered which connects node 
1 to node m will be considered. The forces and displacements at the ends 
of the member are given with reference to the member coordinate system as 
	
F!} and 1611 as defined in section 5.1.1. 	The vectors are related by 
the expression: 
IP'j= 	[K'1jcS} 
Using the displacements in the global coordinates system the expression becomes: 
=. [K'] [T]T{6.} 	= 	[K] J6,1 	 (5.21) 
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M) 	= 	{KI {s.} or 	= 	[K]{6.} 	 (5.22) 
M2 	 {ç} 
Differentiating with respect to member j gives: 
	
1 	- 	1 	
+ [K*] 	1 
ad. - ad. i. 	i ad. 
3 	 3 	 3 
(5.23) 
If j 	i then a[Kfl/ad. = 0 as [KJ does not contain terms in d.. 
1 	J 	 J 
Therefore: 
aj} 	 a{&} 
1 1 = [K'] 	for ji ad. 1 
3 	 j 
a{p*} 	a[K*] 	 a{6 I 
and 	
= 	




a[K]/aa. can easily be calculated from [K'] and tS{i5.}Iad. has 
1 	3 	 1 	 1 	J 
already been evaluated in section 5.3. 
5.? DERIVATIVES OF MEMBER FORCES WITH RESPECT TO THE COORDINATES OF THE JOINTS 
Using the expression established in section 5.6 
{} =[ Kfl 16 
and differentiating with respect to the coordinate X.K  gives: 
ax 
k 	=3Xk 	




If the coordinate x  does not correspond to one of the coordinates 






The values of D[K*]/xk may easily be found from [K] and the values 
of 3{6i}/xk  were given in section 3.4. 
5.8 	PERMISSIBLE DEFLECTIONS AND FORCES USED IN THE CONSTRAINTS 
The permissible deflections 	for each coordinate direction of any 




The derivatives of 6 with respect to any variable is therefore zero since 
6. is a.constant. 
The permissible stress is given in the Code of Practice CP112: Part 2: 
1971 [1). The values adopted depend on the particular conditions of service 
and the loading duration. 	The permissible stress is defined in the code as 
the product of the grade stress of the timber and the appropriate modification 
factors. 	The grade stresses for different types of timber are given in tables 
3 and 4 of the code of practice. The terms c 	, f 	and t 	have 
ppar ppar 	ppar 
139. 
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already been defined in the main body of this paper, but other relevant terms 
used in the code include: 




 the grade flexural stress parallel to the grain; and 
t 
gpar 
 the grade tensile stress parallel to the grain. 
The values of these stresses for dry Douglas Fir (grade 65) as used 
in the examples in this paper are c 	8.6 N/mm2 , £ gpar = 11.0 N/mm2 gpar 	
and 
t 	= 11.0 N/mm2 . 
gpar 
The permissible tensile stress t 
ppar 
 is defined as the product of 
t 
gpar 	 12 
and the modification factor K 	that depends on the loading duration. 
Throughout the examples the loadings were assumed to be long term. K 12 is 
equal to 1.00, 1.25 and 1.50 for long, medium and short term loading 
respectively. The permissible tensile force for member i is therefore: 
P = A.K t 	= ad K t 
1 	 12 ppar 	 12 ppar (5.25) 
The permissible compressive stress is defined in the code as the product 
of c 	and the modification factor K 	which depends on the loading 
opar 	 19 
duration and the member slenderness ratio. 
16 of the code [1]. 
The permissible flexural stress is defined as the product of f 	and 
gpar 
K12 . 	The permissible moment formember i is therefore: 
= ad  K 	f 	/6 	 (5.26) 
1 	 12 gpar 
The derivatives of the permissible forces and moments have to be 
calculated with respect to the design variables. * If member i connects joint 
n with coordinates (x, y) to joint m with coordinates (x, 
'm 
 then the 
permissible forces and moments are functions of d., x , y , x and y 
1 n n m 	m 
Values for K19 are given in table 
141. 
The permissible axial force P may be represented by the function 
X, y, X, 'm and the derivatives may be approximated by finite 
difference expressions employing half the move limits Ad./2, Ax/2, Ay/2, 
Ax 
in 	 m 
/2 and Ay /2 as a suitable step length: 
3P/d. = 2[Pa(d. + Ad /2, x, y, X, 	- P(d, x, y, x, y)]/Ad. 
aP/x 	= 2[P(d., x + Ax /2 y, X, 	- P(d., x, y, X, y)]/Ax etc. 
(5.27) 
The derivatives of the permissible forces and moments for member 
i with respect to design variables not associated with the member are zero 
and similarly, the derivatives of moments with respect to the coordinate design 
variables will all be zero since the allowable moment depend only on the 
cross-sectional property of the member. 
5.9 	MOVE LIMITS 
The restrictions on the changes in design variables required to ensure 
convergence may be expressed as constraints thus: 
Ad max 1 
min 
Ax 	j 	{Ax} 	jAxmax } (5.28) 
The vector quantities {Admm },- { amax 1, jAxmin and jAxma, are 
referred to as "move limits". Experience has shown that application of the 
linearising procedure to generate a succession of design points is not 
sufficient to ensure convergence for the non-linear problem unless: 
(1) Move limits are included [33, 35, 38, 91, 921 and 
(ii) These limits vary in magnitude during the iteration [35, 38, 921 
hence the term adaptive. 
Divergence is often associated with the change in sign of the increments 
of the design variables and usually indicates that the problem is not fully 
constrained. 	Approaches commonly used, to regulate the magnitude of the move 
limits include the following features: 
The problem is considered for a given number of iterations with 
constant values for the movelimits [35]. 
The iteration is continued with variable movelimits. 	If the design 
variable has the same sign as in the last design iteration, its 
move limit is increased; but if it has a different sign its move-
limit is considerably lowered [35, 38, 921. 
The initial number of iterations without changes in the move limits 
ensures that these limits are not increased in size in the early stages of 
solution. 	For many problems, if the movelimits were varied from the start, this 
would for many problems lead to later divergence as the limits become too 
large. 
The above approach is based on movelimits which are repeatedly factored 
up or down. A variation on this approach is to base the movelimits on the 
size of the previous changes in the design variables. 	In this scheme, the 
- movelimits are set equal to m times the changes in the design variables in 
the last design cycle where m is usually of the order 1.5. 	If in is 
greater than unity, then the movelimits are able to increase if required. 
As will be shown in the examples which follow, this scheme is not necessarily 
sufficient to ensure convergence since the values of the variables and the move-






The scheme found most reliable for the problems considered in this 
study is a combination of the philosophy of the previous two schemes. Here 
the movelimits are set to m times the previous change in the design 
variables. The value of m taking one of two values: 
either (1) m = m 1 (where m 1 > 1) if the sign of the design variable has not 
changed, or 
(2) m = m2 (where m2 < 1) if there has been a change in sign of the 
design variable. 
This scheme and the adopted values for m 1 and m2 will be discussed 
in the following section. 
5.20 EXAMPLES 
The frame with applied loading shown in Figure 5.2, was selected to 
enable a study of the performance of the optimisation scheme to be made. In 
all of the following studies the members were made of dry Douglas Fir (see 
section 5.8). The frame was assumed to be fully restrained about its out 
of plane axis. Consequently only in plane beam-column instability was 
considered. 	It was also assumed that the height of the walls and the floor 
area were fixed by the design requirements. However the pitch of the roof 
was allowed to vary. This was accomplished by including the y coordinate 
of joint 3 as a design variable. 
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5.10.1 Fixed Geometry Portal Frame with Stress Constraints 
The problem was first considered assuming the y coordinates of joint 3 
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to be fixed. An initial investigation was undertaken by considering the 
problem with various pitches. The relationship between roof pitch, breadth/ 
depth ratios (a = b/d) and the volume of the optimum structure is shown in 
Graph 5.1. The graph aives the optimum volumes of the optimum structures 
for a range of member breadth/depth ratios (a) between 0.1 and 0.7 with the 
height of joint 3 between 3m and 6m. These solutions were accomplished by 
setting the movelimits to m times the change in the design variable during 
the last design cycle. The factor m was set equal to 1.5 for all variables 
and the factors m 1 and m2 were not introduced. Two very obvious conclusions 
can - be drawn from this graph. 	Firstly, for any breadth/depth (a) ratio there 
is a fixed height for joint 3 of 4.5 m which has an optimum volume. 	During 
the preparation of this graph it was noted that the optimum solution for each 
set of parameters was "fully stressed" in that each member has one of its 
two possible stress constraints critical. 	However, in the structure with the 
height of joint 3 fixed at 4.537 m, all the stress constraints were critical. 
Secondly, for any specified height of joint 3 a decrease in the "optimum" 
volume is associated with a decrease in the number a ratio. This point is 
emphasised in graph 5.2 which shows a graph of optimum volume and the a ratio 
for a structure of height 4.537 m. 	This decrease is due to the relationship 
between the member second moment of area I, and area A being given by 
I = A2 /(12a), such that fpr a given amount of material the second moment of 
area increases as the a ratio decreases. 	Consequently, the structure's 
ability to withstand bending moments is greatly improved by a decrease in 
the a ratio. 	This suggests that the optimum structure would have an a ratio 
of zero which is physically impossible. 	The limiting criteria for the a ratio 
is dictated by the lateral stability requirements as laid down in the Code of 
Practice CP112 Table 17 [1]. 	For example, a member with no lateral support 
a should be greater than 0.5 and in the case of a member with both ends fully 
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restrained and with both edges firmly held in line, a should be greater than 
0.143. 	For the remaining examples the values of a will be fixed at 0.5. 
The optimisation scheme was devised to incorporate joints with 
variable positions and it should therefore have been possible to arrive at 
the optimum height of 4.537 m without designing a series of frames of different 
heights. 	The following study considers this more general approach to finding 
the optimum solution. 
5.20.2 Variable Geometry Portal Frame with Stress Constraints 
In this example the structure was optimised with the y coordinate 
of the third joint being included as an additional design variable. 	The final 
design was as given below: 
Member Depth mm End Moment kNm R from equation 	(5.17) 
1 1789.4 0.9 
1 134 
2 1789.4 0.9 
1 1789.4 0.9 
2 133 
2 1789.4 0.9 
The resulting design is the same as that finally adopted design in 
the previous section. The movelimits employed for this design were the same 
as those used for the problems studied in the previous section. 	These simple 
adaptive movelimits were found satisfactory for all stress constrained problems 
considered. Graph 5.3 shows the values of the design variables and the volume 
at the end of each design iteration. The behaviour of the design variables 
is shown to be somewhat different with the value of the joint coordinate varying 
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considerably between 1.5 m and 4.5.m. 	This difference in the sensitivity 
and convergence of geometric and cross-sectional property design variables 
has been observed by other researchers [14]. A decrease in the member depth 
variable will move the design point closer to the constraints and reduce 
the volume of the structure. However, it would be incorrect to associate 
a decrease in volume with a change in a joint coordinate variable in a particular 
direction. 	For an optimum structure, an increase in the member depth variable 
will still result in a feasible design whereas a decrease will produce in an 
infeasible design. 	However, when a coordinate design variable is altered 
in an optimum solution the resulting structure will always be infeasible, 
regardless of the direction in which the joint is moved. 
5. 20. 3 Variable Geometry with Stress and Deflection Constraints 
The problem studied in the previous two sections was reconsidered using 
a range of vertical deflection constraints for joint 3 between 8 mm and 
30 mm. 	However, for deflection constraints of less than 23 mm, where the 
deflection constraint was critical, difficulties due to instability were 
experienced when using the simple adaptive movelimits that were successfully 
employed for the stress constrained problems encountered in the previous 
sections. 	This type of instability,, previously mentioned, is characterised 
by the design variables oscillating between two values. 	The cause of such 
difficulties arises from the problem not being fully constrained. 	For the 
previous examples, the optimum solutions were well defined by the intersection 
of two or more constraints. 	The linear programming algorithm examines these 
intersections and establishes which is the optimum. 	It is therefore 
predictable that if the optimum does not correspond to an intersection point, 
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then the technique will not converge to a solution without modification. 
By imposing movelimits, additional constraints are added to the problem and 
this ensures better defined extremities for the linear programming method to 
select. 	The movelimits direct the solution towards the optimum by means 
of the repetitive linear programming technique. As the optimum is approached 
it is necessary to make the movelimits smaller. The adopted technique used 
for controlling the movelimits was given in the section entitled "Movelimits"; 
and this was used for the deflection constrained problems setting m 1 = 1.5 
and m2 = 0.1 for member depth variables and m 1 = 1.25 and m2 = 0.5 
for joint coordinate variables. These values were established by trial and 
error and it should be noted that they are not universal and cannot necessarily 
be used with every version of the linear programming algorithm. 
With convergence now ensured, the resulting designs with both deflection 
and stress constraints can be studied. 	Graph 5.4 shows the variation in 
volume, member depths, and height of the optimum structure for a range of 
deflection constraints. When the deflection constraint is greater than 23 mm 
the constraint is not critical and, as expected, the optimum structure has a 
height of 4.537 m and member depths of 134 mm and 133 mm. The critical 
constraints were the four stress constraints. 	For a deflection constraint of 
less than 23 mm the limiting constraints were a possible combination of the 
stress and deflection constraints. 	For deflection constraint values between 
18 mm and 23 mm the stress constraint at the first end of both members and 
the deflection constraint were critical; while for deflection constraint values 
of less than 18 mm only the stress constraint at the first end of member 2 
and the defleOtion constraint were active. 	It can also be seen that as the 
deflection constraint became more stringent, the pitch of the roof became 
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As a further check on the optimisation scheme an optimum design was 
carried out for the structure studied in Chapter 2 and 3 when the various 
different techniques were compared. 	In addition equation (2.47) can be 
used to obtain the form of the deflection constraint for the y deflection 
of the apex node. 	Graph 5.5 shows the stress constraints previously established 
plus this additional deflection constraint corresponding to a vertical 
deflection of 14 mm at the apex joint. 	There are four points marked on 
the graph, a and c give the graphically optimum solutions for the structure 
when the deflection constraint is not included and when it is included 
respectively. The points b and d give the corresponding solution 
obtained for the optimisation scheme. 
Several points can be concluded from this graph. 	Firstly, there is 
good agreement between the solutions, this being naturally encouraging. 
On further examination it can be seen that, for the case with no deflection 
constraint, the solution obtained by the optimisation scheme is just inside 
the feasible region. 	This results from having taken the axial forces into 
account in the optimisation scheme but not in the graphical solution. This 
difference is small which would suggest that a stress constraint containing 
only moment terms would be adquate for this type of structure. 	This 
approximation would lead to a simplification and saving in the programme. 
development and computing time. 	It also demonstrates that the most efficient 
optimisation algorithms will be limited to - applications on a narrow range - 
of structures. 	To obtain a programme for the solution for a general type 
of structures will inevitably lead to inefficiencies within the programme. 
The graph also shows two differing types of solution. 	For the case 
of stress constraints alone the solution was well defined at the junction of 
two constraints while, with the deflection constraint, the solution was not 
defined at such a junction. This verifies that the sequential linearisation 












The formulation of the optimisation procedure presented can only 
consider structures with very limited types of loadings. The procedure will 
now be agumented with facilities to deal with uniformly distributed loading, 
multiple load cases and the grouping of members so that the members of a group 
all have the same dimensions. 
5.12 UNIFORMLY DISTRIBUTED LOADING (U. D. L. 
The need to accommodate U.D.L. when designing rigidly jointed frames 
is imperative since there are very few practical stituations when the structure 
will be loaded with only point loading. 	The self weight of the member is 
itself a U.D.L. 	Consequently for an automated design scheme to be useful 
it must be capable of dealing with U.D.L. 
The modification of the optimisation scheme to include U.D.L. can be 
broken down into several stages. Firstly the analysis method has to be 
revised so that the deflection and forces calculated are those resulting 
from a loading distribution which includes U.D.L. 	It will be also shown 
that the derivatives of deflection and forces at the ends of the members with 
respect to coordinate variables will have to be corrected to allow for 
variations in the loading pattern as coordinates change position. 	Secondly, 
it must be established for each beam whether there will be a point along the 
beam other than at its ends where the bending moments are stationary. 	Figure 
5.3 illustrates possibilities that might occur for a member. 	Therefore, for 
some members, there will be three possible critical points while, for others, 
there are only two possible critical points. 	Remembering that for each 
possible critical point there will be formulated a stress constraint. 
156. 






Bending Moment wL wL 
Diagram 12 12 
Stiffness Method wL _wL 
12 12 
Figure 5.3 (b) 
moment value along its length then it becomes necessary to include the 
additional stress constraint in the linear programming tableau. 
It should be pointed out the difference in sign convention used when 
drawing bending moment diagrams and that used in the stiffness method of 
analysis. 	In bending moments diagrams it is common to take hogging as 
positive and sagging as negative where as in the stiffness method anticlockwise 
is taken as positive and clockwise negative. The point is illustrated with 
a fixed ended beam in Figure 5.3(b). 
5.12.2 Analysis with U.D.L. 
The applied load-deflection relationship for a structure is given by: 
{p} 	= 	[K]{5} 
	
(5.3) 
The most convenient way of dealing with U.D.L. in the stiffness approach 
[117) is to convert the U.D.L. into equivalent nodal loading (in the global 
coordinate system) and to add this to the extermal load vector {P}. The 
structure is then solved to find 161. These deflections represent the 
deflections for the structure. 	The forces for the ends of the members can 
be evaluated using these deflections, however, these forces do not equal the 
- ------actual forces-in the members- until the eauivalent nodal forces contributed 
by the member (in the local coordinate system) have been removed. 
The equivalent nodal loading for a member subjected to some loading 
pattern along its length is equal to the values of the reaction forces obtained 
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161. 
If for a member i the equivalent nodal forces is given by 1P eill 
and the fixed end forces for, the member given by {P f .J' l then the relationship 






The fixed end forces for various loading conditions aregiven in Figure 5.4. 
Before IP ei1' can be added to jPlj  it must be transformed into the global 
coordinate system. If the forces obtained from the values of 
(161 = [K] 1 1P) 	for the member i are represented by{d•1' (these 
forces being given in the local coordinate system for the member) but that 
the actual forces resulting from the loading are given by {P.}' then these 
actual forces are found from: 
j i 1' 	= 	 + {pfi}' 
	
(5.30) 
5.11.2 Derivatives of Deflections and Forces at the Ends of the Members with 
Respect to the Coordinate Variables 
A change in the coordinates of the end of a member will result in a 
change in the length and orientation of the member, this would most likely 
result in a change in the loading imposed on the member and consequently also 
change the deflections and forces in the structure as a whole. 	In section 
5.4 the derivatives of deflection with respect to coordinate x  was derived 
from: 
0 = 	[ 9 [k]/xk 16 } + [K]{ 6 }/xk. 
This expression implies that {PI/xk = 0, which following from the above, is 
not necessarily true. The corrected equation is: 
= [[K]/ 3xk 1 1 6 1 + [K ] jSI/xk 
which yields: 
D'pl - 	[K]/x[J}. ax 	 k 	 k  
The vector 	{P}/xk, which is in the global coordinate system, can be 
assembled from D {Pfi}u/xk. 	The term 31p,il '/xk  can be found from 
differentiatinq the vectors given in Figure 5.4 with respect to Xks x  being 
a coordinate relating to one of the ends of the member. The vector 
is given in local terms and requires transformation to global 
axis before being inserted in 	{P}/xk. 
The actual forces for member i have been shown to be given by 
{p}* = "di}* + PfI* 	- 	 (5.32) 
This is equation (5.30) but with shear and one of the axial terms dropped 





1 	 di 	+ fi 	 (5.33) 
xk 
The term{P.}/xk is in fact the uncorrected value of 	{P'}/xk  given 
by equation (5.24) . 	If equation (5.24) is, therefore, substituted for 
then the corrected derivatives of member froces are given by: 














5.21.3 Evaluating the - Valu6 and PositiOn Of Statio7tary Values for'Bending 
Moments Along a Beam 
A typical beam with U.D.L. with corresponding bending moment diagram 
is given in Ficnire 5.5. 	The values M and M,0 can be obtained directa. 
from the stiffness analysis. The above diagram can be represented as the 
sum of two moment distributions, an end moment and a free bending moment 
distribution which would be obtained if the ends were pinned. These are shown 
in Figure 5.5(c) and 5.5(d) respectively. 	The terms M, M  and ML can 
be expressed in terms of M, Mb) w, L and x giving: 
M = 
M  =  (Mb _M)+M aL 	a 
4M 
c 	2 
ML  = -.- (XL - X ). 
L 
Therefore the total moment is given thus: 
= Mf + ML 
4M  
= - 	+ (4M + M -M )- + M 	 (5.35) 
2. 	c 	b 	a 	a 
This equation will give the bending moment at any position x along the beam. 
To find a stationary point along the beam Mt can be differentiated with 
respect to x and equated to zero 
8Mx 	M 	Mb t 	c c ID	c -- = - 	+ 4  















If the value x 
max 
 evaluated for a particular beam is between 0 and 
L then there exists a stationary point within the length of the beam. This 
point would need to be considered as a possible critical point and a constraint 
formulated for it. The value of the bending moment at this point x max 
is given by: 
M 	 x 
__ 
M 	= -4--x 2 
	
+ (4M +Mb _M) max +M 	 (5.37) 
L 
max 2 max c 	a L 	a 
To formulate the constraint for this point it is necessary to determine the 
derivatives of the bending moment with respect to the design variables. 
	
5.11.4 Derivatives of M 	with Respect to the Depth Variables max 
Differentiating equation (5.37) with respect to some depth variable d 
gives 
am 	 -8M 	x 
max - 	c max 	1 	
max 
((4M + 	- M ) d - x + - L 2 maxd  
L 
MbMa 	 am 







ad 	ad 8M 
C 
5.11.5 Derivatives of M 	with Respect to a Change in a Coordinate Position max 
of a Joint 
Differentiating equation (5.37) with respect to a typical variable 
coordinate y gives: 
am 
max 	 max 2 
-4((2M x 	 + x 	
c)12 
ay c Max y 	max ay 




+ (4--- + - - —)x 	)L - (4M + M. - M )x 	-)/L2 -1- 
a 
- 




where 	-- = -- 	 (5.41) ay 4 ay 
ax 
max 	 c 	
M 	M 
b a 
and = (((4 -- + 	--) I. 
am 
+ (4M + M - M )-)M 
-
c 
 (4M + M, - M )L)/8M2 	(5.42) c 	b 	ay c 	2y 	c • D 	a 	c 
If the coordinate y does not correspond to an end of the member then 
5.21.6 Formulatina the Additional Constraints 
There is little difficulty -in formulating the additional constraints 
for inclusion in the simplex tableau. 	These follow the same procedure as 
for the stress constraints for the ends of the members. 	These can be written 
in the following form 
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Loading intensity 500 N/rn 
Figure 5.6 
Positions of possible 
critical sections 
Figure 57 
where i relates to the member in question, 
k now takes on the value of 3, denoting that it refers to constraint 
along the beam and not at its end. 
As with the other stress constraints: 
P. M. 
{A. } = F{P 1_
ikj + Ma ii] + a{ ___ik1 
i d 	ik 	i d 	+ ikad 
M. 
- RPa{ lkI - RMa {1 
id 
P. 	M. 
11 B.k} = F{P.3} + Mak{------} + a{ik1 + Mik{ -- I 
am a 	 p. 
- RP{1k1 - 
C 	= F.RPM - P.M - PM 
	
i
. 	 . 
k uk 	uk 	uk 
am 	 am 
I are now given by M 	, 	 and
am 
The terms Mike { adulc } 	and 
max 




x -----f 	respectively. 
5.12.7 Example with U.D.L. 
The portal frame, studied in section 5.11, was now subected to a vertical 
U.D.L. of 0.5 kN/m along both rafters. 	Figure 5.6 demonstrates this while 
Figure 5.7 shows the positions of possible critically stressed sections. 
Positions of critical sections discussed in the rest of this chapter will refer 
to this figure. 	The structure was optimised first with the shape fixed 
without a deflection constraint and subsequently with a deflection constraint 
of 20 mm on the displacement of the apex joint. Each of these cases were run 
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Fixed shape with h = 3.75 in 
Deflections unlimited 
Depth Depth Vertical deflection 3 Critical 
Member 1 Member 2 of apex joint nun 
ine m Volume 
Sections 
mm mm 
91.40 90.89 29.72 0.041536 c, 	d, 	e, 	f 
mrTT.r 	c ') 
Fixed shape with • h .3.75 m 
Deflection of apex joint limited to 20 mm 
Depth Depth Vertical deflection 
Vole m3 
Critical 
Member 1 Member 2 of apex joint mm Sections 
mm mm 
101.40 99.93 20.00 0.050668 
apex deflect- 
ion at its 
limit 
C; 	- 
Height h allowed to vary 
Deflections unlimited 
Depth Depth Vertical 
Member 1 Member 2 Deflection of 
Height 
3 Volume m 
Critical 
hm Sections mm mm apex joint mm 
91.82 90.58 59.40 2.8636 0.039089 c, 	d, 	e, 	f 
TABLE 5.4 
Height h allowed to vary 
- -- - --- - -Deflections--cf- apex joint --i-united to 20-mm 	 - 	- -- 
Depth Depth Vertical 




hm Sections mm mm apex joint mm  






for several heights h, enabling graph 5.6 of optimised volume against 
height to be plotted. Table 5.1 and 5.2 give further characteristics of the 
optimum designs for a height h of 3.75 m. 
The structure can now be designed varying the y coordinate of the 
apex joint. The results for this with and without the deflection constraint 
are given in Tables 5.3 and 5.4. 	The results obtained for the shape 
optimisation agree with the predicted values from Graph 5.6. When the structure 
with no deflection constraint is compared with the optimum shape for the point 
loaded system, the optimum for the U.D.L. case is shown to be much flatter 
and as a result the deflections are excessively large, the deflection of 
the apex being 59.42 mm. 	The tendency to arrive at f later designs comes from 
the reduction in the total loading gained by reducing the length of the rafters. 
(The U.D.L. being given per unit length.) 	As is expected the inclusion of 
the deflection constraint has resulted in the optimum height of the structure 
being raised to 3.966 m. 
It is well known in design that deflections may play an important limiting 
factor in the design of portal frames, but it should be pointed out that the 
use of timber accentuates the excessive deflections. 	With components constructed 
from timber, deflections may prove to be the limiting design criteria, where 
as, for the same component made of some other material, for example steel, the 
limiting factor may well prove to be a stress criteria. 
There was no critical sections situated between ends of any member, 
generally this being common for most structures. 	However a situation was 
encountered where a critical section for the optimum design was situated 
between the ends of a member, this case has been discussed in Chapter 7. 
5.12 GROUPS OF MEMBERS WITH THE SAME GROSS SECTIONAL DIMENSIONS 
It is often desirable to design so that certain members all have the 
same size. With the optimisation method presented in this study this 
consideration is not yet possible. The method can, however, be readily 
altered to include the provision for members of identical size. The new 
formulation will have a number of different groups of members plus a number 
of variable coordinate positions as the design variables. 	It will be necessary 
to derive the changes in deflection and forces for the structure with respect 
to these grouped depths rather than each individual depth. A structure which 
consists of g groups of members will be considered, the cross-sectional 
dimensions for the members within the group being the same. There will then 
be g plus the variable coordinates (if. any) design variables where as 
previously there was the number of members plus the variable coordinate 
variables. 
From the displacement analysis, 
JPJ 	= 	[K]{5} 
	
(5.3) 
Differentiating with respect to d. (the depth of members in group i) gives 
a 1 6 1 a[K] 
	
ad. 	- - [F ad. 
1 1 
where a K] is the derivative of the stiffness matrix with respect to the 
depth of members in group i. a[K]/ad. will consist of an assembly of the 
derivatives with respect to the depth of the individual stiffness matrices 
for the members within group i. If a member is not within group i then 
the derivative of its stiffness matrix with respect to d. will be zero. 
The case where group i consists of two members, members 1 and 2 will 
172. 
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be considered. Member 1 has joints k and m at its ends and menter 2 has 
joints n and 0 at its ends. 	Using the notation defined earlier (section 
5.3) for member 1, 
D[K el rEQZZ 	km ]1 
ad 	
[Q II 
L m9, 	mmj 
and similarly for member 2, 




Assemblina these to give 	gives 
d. 
o 	.... 	0 	.... 	0 	.... 	0 	.... 	0 	.... 	01: 
[Q22) 
	Zm 
[Q 	] [Q 	I m mm 
	
[Q 	I...[Q 	I nn no 
EQ 	1 ... [Q 	I On 00 
a 	.... 	0 	.... 	0 	.... 	0 	.... 	0 	.... 	ol 
When 	has been calculated matrix multiplication gives: 
- 	- [F] 	I:1 {J d. 	 a d . 
1 
(5.43) 
This approach would perhaps seen simpler to that adopted earlier in this 
study. 	However, it require s  much more multiplication as it involves many 
multiplications with zero which have been avoided in the first approach. 
Alternatively the derivatives of deflection with respect to each member 
174. 
can be found as previously and the derivatives with respect to a group of 
members can be evaluated by summing the derivatives of all the members in the 
group. 	For group i with members given by j = 1, 2, ... swhose depths 
are d 1 , d2 ... 
d. 	L d. 
j=1 
(5.44) 
The two approaches can be shown to be equivalent by considering the following 
expression: 
[K] 	- 	[K] 	[K] 	 [K]1 	 (5.45) d. - 
+ 	2 + 	+ ad
sj 
1 
and 	 = -[F]  ?[K] 	 (5.43) 
i 	 i 
substituting equation (5.45) into equation (5.43) gives 





= 	+ 	21cS1 
	
1 	2 	 5 
S 
= 	V 
. L ad 
Which of the two approaches is the most efficient depends on the structure 
being designed. 	For structures with many groups with only a few members 
in each, the evaluation of individual derivatives and summing would be most 
efficient. At the other extreme if there is only a few large groups then the 
approach using equation (5.44) would prove the most efficient. 
For the work undertaken in this thesis equation (5.43) was used to 
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evaluate derivatives of deflection with respect to depth. However, in the 
section concerned with the design of three dimensional frames, it was required 
to group coordinate variables together and the second approach of finding the 
derivatives with respect to groups of coordinate variables was adopted. 
The evaluation of derivatives of force with respect to the depth associated 
with a particular group can be established by considering the derivatives 
of the forces in member i with respect to the group J. As was defined 
earlier, 
P1 	= 	 ( 5.22) 
Differentiating with respect to depth of group j gives: 
	
1. 	 1 	
-f [K*] 
d. - 	d. i 	i 	d 	, 	 - 	 (5.46) 
J 	 J 	 j 






therefore 	 = [K] 	
1 	
(5.47) d. 	 1 d. 
3 3 
are the same derivatives given by equation (5.43). 	Consequently there 
9d. 3 
is no difficulty in the evaluation of the derivatives of the forces in the 
structure with respect to the change in the depth associated with any group 
of members in the structure. 
The terms for the objective function must also be altered, the form 
of the obiective function being as follows: 
= rW1T{M} + I DWITI AXI 




< 21651 m >< 21651 m 
All loading 	100 N/rn 
Figure 5.8 
Loading Convention 
U.D.L in direction 
177. 
However in this case the vectors {d} and {-} have g components where 
Dd 
g is the number of the different groups. For a typical group i which has 
s members in it the corresponding i component of 	is given by: 
	
aw -- 	--- 
d. - L 	M. 
J= 1 J 
= 2 	1 L.d. 
J =1 J 
With the above alterations the optimisation scheme can be modified to deal 
with groups of members which are to have the same cross-sectional depths 
[this requirement will be referred to as grouped members]. An example will 
be used to demonstrate the use of grouped members. 
5.12.1 Example with Grouped Members 
Figure 5.8 shows the portal frame to be considered. 	If this structure 
•1 
were to be optimised without grouped members then the resulting design would 
have depths for members 1 and 2 which are different as would the depths for 
members 3 and 4. If the loading were to represent a realistic wind loading 
situation the resulting design is. hardly practical as the building is designed 
- to withstand- wind- from-- only one direct-ion . - ....it - is desired - to -group- -member-s 1 ....... 
and 2 together and member 3 and 4 together. The results for the optimum 
designed structure with and without grouped members are given in Table 5.5. 
The volume, for the structure with members grouped as specified in the below 
table, is greater than without member grouping. 	However, the structure is 
now designed so that it could also withstand the loading if the direction 
of the lateral loading were reversed. 	 - 
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2 and 3, 4) 
Depth member 1 mm 69.57 78.57 
Depth member 2 	m 87.42. 78.57 
Depth member 3 mm 46.81 63.57 
Depth member 4 mm 58.58 63.57 
Volume m3 0.022629 0.025534 
Critical sections a, b, 	f, 	g e, b 
5.13 MULTIPLE LOADING CASES 
Many codes require that the structure be designed to withstand more 
than one loading case. 	The optimisation scheme can easily be developed to 
cope with the situation of multiple loading cases. 	For each deflection or 
stress constraint that exist in the system of inequalities for one case there 
will now be c such equalities, where c is the number of loading cases. 
The additional constraints will have the same form but the values for the 
- .......ëfiátóñ, forces and theirderIvativs ill depend on the thading case. 
The deflection and stress constraints for the single loading case can 
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The corresponding set for a multiple loading case with c loading cases is 
given thus: 
[A] 1 	 [B] 1 
	 jc } 




36, 	 Is 	 [F]2({a} — 1612) 
[F][---1 	
C 
	 [F] C ({ôa } 	{6}) 
5. 13. 1 Example with Mvltiple Loading Case 
The first example used to illustrate the use of multiple loading cases 
is linked with the example used in the description of grouped members. The 
portal frame with two loading cases is given in Figure 5.9. 	This problem 
is optimised without grouped members for the two loading cases. 	It would be 
expected that the resulting design would be the same for the design of the 
structure for either loading case with members 1 and 2 grouped together and 
members 3 and 4 grouped together. The results are given below in Table 
5.6. 
• Loading case 1 
Intensity 500 N/rn 
• Loading case 2 
• 	Intensity A N/rn 
181. 
Figure 5. 10 
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Depth member 1 mm 78.57 
Depth member 2 nun 78.57 
Depth member 3 mm 63.57 
Depth member 4 mm 63.57 
Volume m3 0.025539 
Critical sections Loading case 1 b,f 
Critical sections Loading case 2 a, 	e 
The design corresponds exactly with that of grouped members as given in 
section 5.13.1. 	This illustrates how two approaches can be used to obtain 
the same objective. The grouped member would in this case be the more 
efficient approach as it requires less computation (with fewer member forces 
and derivatives to be evaluated and fewer constraints and variables to be 
optimised). 
A second example will illustrate a more practial application for 
multiple loading cases. Typically a code might specify that a structure 
should withstand the following type of loading conditions. 
Case 1: 	A*(dead + live loads) 
Case 2: 	Wind loads + B*(dead + live loads) 
where A > B. 
Figure 5.10 shows such a situation, where A*(dead + live loads) is taken as 500 
N/m, B*(dead + live loads) taken as X N/m and also the wind load taken as 
X N/rn. 	The reason for selecting the two loadings equal to A was to allow 
for easier presentation of the results. 	Optimum designs are obtained for a 
range of X varying between 0 and 500 N/rn. There are two variables the 
depth of member I and 2 and that of members 3 and 4. Graph 5.7 shows how these 
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depth variables varied with A while Graph 5.8 showed the relationship 
between volume and A. Also shown in Graph 5.7 were the positions of 
critical sections for the range of A studied. The graphs show three 
distinct regions, A < 175 N/rn, 175 N/rn < A <' 300 N/rn and A > 300 N/rn. 	The 
first region (A < 175) corresponds to the design for which loading case 1 is 
the only loading condition to play any limiting effect on the design. 
Consequently A does not have any effect on the design. 	In a similar fashion, 
the region on the right (A > 300) represents designs for which only loading 
case 2 plays a part. The same results would have been obtained if load case 1 
had not been at allincluded in the design. 	However, for the region in the middle 
(175 < A < 300) both loadino cases contribute active constraints to the optimum 
designs. 	For such designs the inclusion of both cases in the design is 
necessary. 	It is not sufficient to design the two loading cases independent 
of each other and to select the heavier design. 
Finally the y coordinate of the apex node is included as a design 
variable, a value of 250 N/rn was selected for A. 	This value of A corresponds 
to a value in the middle region of Graphs 5.7 and 5.8. 	The result obtained 
for this design are given below in Table 5.7. 
Depth of 
Depth of 
members 1 and 2 mm 
members 3 and 4 mm 
91.82 
90.58 
Height of apex joint 'm 2.8636 
Volume m 3 0.039089 
Critical sections Load case 1 C r 	d, 	e,f 
Critical sections Load case 2 none 
The resulting design is the same as for that obtained in Table 5.3 on the 
184. 
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section on U.D.L. 	This is not surprising, as by reducing the pitch of the 
frame the strength against the lateral load was increased. Also there is 
an actual reduction in total load carried, this being achieved by the reduction 
in length of the rafters. These effects are great enough to render loading 
case 2 (for A r250 N/rn) inactive. 	With only loading case 1 being active 
for heights below a certain level, the problem becomes the same as that 
posed previously in section 5.12.7. 
For the sequential linear programming technique an iteration can be broken 
down into three stages the analysis, the evaluation of the derivatives and .the 
solution of the linear programming problem. 	It was suggested that the 
analysis and the derivatives would consume most of the computing time. To 
shed further light on this hypothesis the typical CPU times of these three 
stages for the portal frame with A = 250 N/rn and with the variable node are 
given in Table 5.8. 	These figures demonstrate that indeed the analysis and 






To linear programming 
Analysis 1.33 4.03 
Derivatives 1.06 3.21 
Linear programming 0.33 1.0 
problem is still very small and further comment will be made when larger 
structures are considered in Chapters 7 and 8. An additional point that should 
be made regarding the number of iterations required for convergence, for the 
design given in Graph 5.7 on average 10 iterations were required but, if a 
coordinate variable was added the number of iterations increased to 19. On 
reflection this doubling of iterations is fairly representative of the 
increased computational effort required when variable coordinates are 





In the design of framed structures the determination of values for 
the effective length of members can considerably affect the sizing of the 
structure. 	Optimisation methods [114, 115] can now be used to obtain minimum 
weight designs that satisfy stress and deflection constraints. However, 
the use of such methods in the design of practical structures is questionable 
if it is only possible to estimate effective lengths with an order of doubt 
of 25 per cent. This is particularly true for optimisation techniques when 
the joint coordinates are altered during the design process to obtain a 
structure which is not only an optimum with respect to the member cross-
sectional properties but also has an optimum shape or layout [114]. With 
these techniques the member lengths, structure connectivity, topology and 
form can alter during the design procedure. This can greatly affect the 
structural performance and hence the member's effective lengths. For example 
a structure that behaves as a frame before optimisation may respond more like 
a truss after optimisation. The current British Code of Practice offer 
little advice that is helpful for the mathematical programmer who wishes to 
develop optimisation techniques for practical design. 
6.1 	CURRENT DESIGN PRACTICE 
The effective length information suggested in British Standard BS449: 
Part 2: 1969, "Specificalion for the Use of Structural Steel in Building" 
[118] and CP112: Part 2: 1971, "The Structural Use of Timber" [1] is given 
below: 
188. 
Condition of end restraints Effective Length 
Restrained at both ends in position and 
direction 0.7L 
Restrained at both ends in position and 
one end in direction 0.85L 
Restrained at both ends in position but 
not in direction L 
Restrained at one end in position and 
direction and at the other end partially 
1.5L 
restrained in direction but not in 
position 
Prestrained at one end in position and 
direction, but not restrained in either 2.OL 
position or direction at the other end 
where L = length of strut. 
BS.449:Part 2:1969 also gives diagrams showing typical examples for steel 
stanchions. The elastic buckling load of a pin-ended strut is given by 
= 72EI/L2 which is the well known Euler buckling load. The effective 
length of such a member is equal to its actual length and the effective lengths 
of other members can be expressed as the length of a pin-ended strut which 
would have the same elastic buckling load P 	. For example, the P 
crit 	 crit 
for a fixed ended strut is given by 'crit = 47r 2EI/L2 . 	A pin-ended strut of 
length 0.5L would have the same elastic buckling load, so the effective length 
of the fixed ended strut is 0.5 L. 	For a general strut with buckling load 
P 	, length L and effective length 1, then P 	= 1T 2EI/'l 2 and the Euler 
crit 	 . 	 . 	 crit 
buckling load, for the strut e = ir 2EI/L2 . 	The critical load for the strut 
is therefore given by P crit = PL 2/l 2 and the effective length given by 
1 = Ll/(P/P.). 	Consequently, in the case of a strut, the effective length 
can be defined as the length of the strut times the square root of the ratio 
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of the buckling load of an equivalent pin-ended strut to the buckling load 
of the actual strut. The above definition gives the following well known 
results: 
Condition of end restraints 
of the strut 
Effective length 
Both ends fully fixed 0.51; 
One end pinned one end fixed 0.7071, 
Both ends pinned 1.01, 
Cantilever 2.OL 
6.2 	STRUCTURAL IDEALISATION AND ANALYSIS 
When BS449 was prepared, structures were analysed in samll units, 
frequently as single elements, and the correlation between the estimated forces 
in the structure and the actual forces was often approximate. As a result, 
the possible variation in effective lengths were of the same order as the 
approximations made in analysis techniques. The advent of computer techniques 
for analysis has greatly increased the consistency with which member forces can 
be predicted; but at the same time there arises a need to define the effective 
lengths with greater accuracy. The difficulty of estimating effective lengths 
is accentuated by the fact that members are no longer being analysed as 
separate elements but as a fully interacting structure since rigidly jointed 
frames buckle as a whole entity. 	In the stiffness method of analysis, which is 
now widely used as the standard computer technique, the structure can be 
thought of as having a stiffness [K]. 	This stiffness [K], is a square matrix 









normally the joints of the structure. 	In this idealisation the stiffness 
is usually assumed constant and independent of the loading. However in 
reality, the stiffness of a structure is dependent on the applied loading 
{P}. Typical curves representing this non-linear behaviour are given in 
Figure 6.1. 	The point P 
r•t  shown in Figure 6.1 represents the elastic 
buckling load; i.e., the elastic buckling occurs when the structure stiffness 
has decreased to zero. The stiffness of a pin-ended strut vanishes when the 
load equals Tr
2
EI/L2 , am2 similarly, a frame buckles when the determinant 
of the stiffness matrix for the structure vanishes. 
The stiffness matrix of a rigidly jointed frame is a function of the 
geometry of the structure and of the axial forces in each of the members, these 
parameters determining when the determinant of the stiffness matrix vanishes. 
Consequently, the effective length of a member within the structure is a 
function of the axial forces and geometry throughout the structure. 	The 
effective length of all the members within the structure are interdependent. 
Originally, the concept of effective lengths was developed not as a 
measure of a frame's elastic stability but as a means of taking into account 
the ability of a strut to withstand larger loads as the end restraints are 
increased. 	In other words, effective length was a parameter that enabled 
the allowable compressive force to become a function of the end constraint 
of the member. 	This poses the important question of whether effective length 
is a significant function of the loading. 
There have been several attempts at assigning accurate values to 
effective lengths. 	These will now be reviewed in detail. 
6.3 	EFFECTIVE LENGTH EVALUATION TECHNIQUES 
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6.3.1 The Eigenvalue Method 
The first technique for estimating effective lengths utilises a structural 
model based on the buckling behaviour of the entire structure. This involves 
calculating the load intensity at which the determinant of the structure stiff-
ness matrix diminishes to zero. 
The non-linear structure stiffness matrix, which involves the use of 
stability functions is assembled for a chosen load factor. However, the axial 
member forces are not known until the stiffness matrix has been solved but 
the axial forces are required for the calculation of the stability functions. 
Consequently some form of iteration technique is therefore required to 
establish the correct non-linear stiffness matrix. 	Once the matrix has been 
assembled its determinant is evaluated. 	Depending on the value of the 
determinant, the loading factor is varied to give a structure with a stiffness 
closer to zero. 	This process is repeated until the determinant is acceptably 
close to zero. 	The method is further hindered because the numerical methods 
used for evaluating determinants and for solving systems of equations become 
numerically ill-conditioned as the determinant approaches zero. 
The above approach for obtaining the elastic buckling load structure 
is obviously extremely time consuming. 	However, a simplified approach 1116, 
1191 can be used in which the non-linear structure stiffness matrix is 
expressed as [K] - X[G], where [K] is the linear elastic stiffness matrix, 
A is the load factor and [C] the geometric stiffness matrix which is a 
function of the axial forces in the members and of the length and orientation 
of the members. 	If [C] is formulated using the actual loading on the 
structure than the stiffness of the structure for that loading is given by 
A = 1. 	The non-linear stiffness matrix is therefore [K] - [G]. 	The problem 
of finding the elastic buckling load essentially means finding a load factor A 
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such that [[K] - A[G]]{csI = 0. 	This is in fact the standard eigenvalue 
problem. The equation above has n solutions for A where n is the 
number of degrees of freedom for the structure. The lowest value of A 
corresponds to the elastic buckling load factor required; the other values 
correspond to higher modes of instability. This lowest value A. 	can 
be found easily by using [F] = [K] 1 . 	[F] has already been obtained during 
the analysis and the assembly of [G] is straightforward. 	Once Xcrit  has been 
found the critical axial loads in the members can be found by multiplying 
values of the member axial forces obtained for the analysis of the structure 
under the actual loading by the factor Ai.  The effective length ratio of 
each member is therfore given by: 
l./L. = J(A 	P./P ) for member 
1 1 	 crit 1 ei 
where P. is the axial force in member i under the actual loading and 
ei 
= 7 EI/L. is the Euler buckling load for member i. 
Unfortunately there are certain problems which arise with such an approach. 
The non-linear stiffness matrix is a function of the s and c stability 
functions, [119, 1201 which in turn are functions of cot b and cosec 4), where 
4) 	= L/P/EI). 	If 4) is small, then cot 4) and cosec 4) can be represented 
by the first terms in their series expansions. With this substitution the 
approximation of [K] - A[G] is only accurate if 4) is small. 	For most 
structures at working loads, 	is small; but the concept of taking a linear 
interpolation from the point to Obtain A., is erroneous. 	The assumption 
criL 
is frequently made that a graph of the determinant of the stiffness matrix 
against load factor is a straight line, but as [K] - X[G] is not accurate for 
large 	this is not the case. 	This prob].exn can be overcome by introducing 
intermediate nodes along the member. However by doing this, the attraction 
of the method which uses information already available from the analysis is 
diminished. By introducing intermediate nodes the number of degrees of freedom 
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M Q  Mb 
L 
M + Mb + P 
L 
Figure 6.2 
in the structure increases and consequently finding [K1- 1  becomes 
exponentially more difficult. 
The remainder of the methods considered in this study do not consider 
the overall buckling behaviour of structure. They assume that effective 
length is a function of the relative stiffness of the column and its supports 
and not dependant on the axial loading. 
6. 3.2 Differential Equation Method 
This approach, which is popular in'the U.S.A. and Australia, has been 
suggested in several codes and texts [41, 121, 122, 123, 124]. 	A typical 
compression member which could constitute part of a rigid frame is represented 
in Figure 6.2. 	It is assumed that the rotational stiffnesses provided by 
the members connecting into ends A and B are denoted by Ha  and  H  
respectively. The governing differential equation for such a member is given 
by: 
-EI--- = Pv+M - (M 
dx2 	
a 	a 
which has the solution: 
+ V 
(N a 
 cos 	+ M 	
sin 	+ 
) M 	 (Ma + ) x 	x = - 	 --
Psin 	 L 	-{cos{?}-1} 	P 	L + L 
where 	= L/(P/EI). 
The effective length ratio = i/L = /(Pe/P) = 1r/. 	Consequently 
is a measure of effective length. 	The above solution can be differentiated 
to given an expression for the slope along the member: 
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dv (N a 
 Cos 4>+M 
h 	 a 	 a 
) M (M +M
b
) 4> 	 r4>xi 	4> - = - - COS 	- - - Sin 	+ 	 + -. dx 	L P sin 4> L P L L 	PL 	L 
dv 






 cos 4> + Mb) a + M1> ) 
= - - 	___ 
a 	L 	P sin 4> 	+ PL 	+L 




- 4> + - 	
(Ma + 	
L  {a cot a 	L P 	 p cosec 	
+ 
PL + 
Now, for eouilibrium of joint A: M + H 0 = 0. 	Therefore 0 = -M /H -- a a a a a
Substituting this expression in equation (6.1) and rearranging the equation 
gives: 
+ 1 - 4> cot 	+ Mb{i - 4> cosec  4 + P 	= 0 	 . (6.2) 
Similarly, when x = L then dv- = 0 
dx. 	b 
and for the equilibrium of joint B: Mb + HbOh = 0. 
Hence, by reasoning similar to that used for equation (6.2): 
M{1 - q cosec 	+ M,0 { 	+ 1 - 4> cot 	+ PA = 0 	 (6.3) 
6.3.2.2 Differential equation method - no sway 
For frames that are braced against sway, A = 0 and equations (6.2) 
and (6.3) can be rewritten omitting the PE terms. N and M b can now 
be eliminated from equations (6.2) and (6.3) giving: 
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cosec 2 - 	(} 	+ (1 - 4) cot 4)) = 0. (1)1 	+ 	cot 	
a 
Rearranging this equation gives: 
P 
2 
 L 2 	PL 1 	+ !- 	cot 	
tan (4)/2) 
a 
	 cot 	 (4)12) 	
= 
HHb 2 
Substituting the expression LP = 4) 2E1/L (where this equation is defined in the 
original solution to the governing equation) gives: 
(EI/L) 2 4) 2 	El 1 	1 + 	 + 	 4) cot  4)) 
+ tan(4)/2 ) __ —} ';. 
HHb 	L 1H a 	b 
H (4)12) 
Defining two terms as follows: 
G 




a 	H 	 b a 
and substituting these terms in the above equation gives: 
GG 	G +G b rab 2 	a 	 _____ 
+ 2 - 4) cot 	
tan(4)/2) = 1 	 (6.4) 
+ 	(4)/2) 
This is the criteria for the buckling of a member in a structure not 
subject to sway. 
6.3.2.2 Differential equation Method - sway 	 - 
In the case where there is no bracing (i.e. no shear resistance) then 
the shear forces (M a + '4,n 
 + PAUL = 0 or (Ma + Mb) = - tIP. 
Substituting this expression in equations (6.2) and (6.3) gives: 
M{_4)cot4)} 	ti{4)Cos 4)1 = 0 
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and Mj4) cosec 	+ MbILL- - cot 	= 0. 
Eliminating Ma and M.  gives: 
PL 	 2 	2 
1 	
4)}{-4) cot 4)} - 	cosec4) = 0 - 4) cot 
a 
Rearranging this equation gives: 
(EI/L)24)2 - 
	
= EI I 	+ 4)cot 4) 
H a b 	 a 
H L 1H H  
Defining two terms as follows: 
6E1/L 	 = 6E1/L 
Gb = 	H 
and Gb 	
Hh a 
and substituting these terms in the above equations gives: 




(G G b 4)2 - 36) 
a 
6(G + G 
a 	b 
= 4) cot 4) (6.5) 
6.3.2.3 Evaluation of stiffness terms for the differential equatiom method 
If the restraint offered at the ends of the strut are known, then its 
effective length can be evaluated for either sway or no sway from the equations 
given (6.4, 6.5). 	The solution of these equations would require some form 
of numerical evaluation but charts [120, 123] and nomograms [121, 1221 have 
been published for their graphical solution. 
The only problem which remains is to evaluate Ga l Gb. 	It has been 
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C  ) is summation for all the columns connected to joint i and 
. (I /L,) is summation for all the beams connected to joint i. 
Other possible values for G  and G   will be suggested later in 
this paper. 
6. 3. 3 Stability Function Method 
An approach based on the use of s and c stability functions is now 
reviewed. 	This type of approach has been developed by various authors [119, 120, 
125, 126, 127, 128]. 	The slope deflection equations are defined using the 
usual notation as shown in Figure 6.3a as: 
El 
M 	= -a L 	a 	b 
(s@ + scO - s(1 + c)A/L), 	 (6.7a) 
El 
=(Se + scO - s(1 + c)/L), 	 (6.7b) a 
= (M+Mb ) 	 a 
+ M,0 ) 
a 	L 	
+ P - and b = -(M L 
	- 	 (6.7c,d) 
where the stability functions s and c are determined as follows: 
= 4j 	-.bcot 	} 	 = {_c- sin 	 1 2 ttan(/2) - (/2) and c 	 - 	 (6.8a,b) 0 Cos 
6.3.3.2 Stability function method - no sway 
In the case of no sway (shown in Figure 6.3k) A = 0 and equations 
(6.7a)and (6.7b) become: 
M = -
I 
 ( se  + scOb) and M = 
El 
— (so + scO 
L 	b 	a a 	L 	a 
Denoting the total external moments at joints A and B as M 	and M ea eb 
respectively the joint equilibrium conditions are given by: 
M 	= HO +M 	and M 	= HO 
ea aa 	a eb bh 
Substituting equations (6.7a) and (6.7b) in these equilibrium eauations gives: 
M s + H 1k 	 sc 	0 
ea 	 a a 
where k = (EI/L) 
M eb 
	 (s + Hb/k)I I 0b 
Instability will occur when the determinate of this stiffness matrix is 
zero thus: 
	
(s + (H/k))(s + 	
2 2 
(H/k)) - s c 	= 0 	 (6.9) 
6.3.3.2 Stability function method - full sway 
For the •case of full sway (shown in Figure 6.3c) S  = S  = 0. 
Therefore, equations (6.7c) and (6.7d) give N + Mb = - P 	substituting 
equations .(6.7a) and (6.7b) in this expression gives: 
{s(i + c)O + s(1 + c)Ob - 2s(1 + 	= -PA 	 (6.10) 
Noting that: 
2 
irEl 	 L 	ii 
P = - therefore -- = -- 
e 	2 El PL 
L 	 e 
Substituting in this expression in equation (6.10) gives: 
2 
SO + c)(O -~ 0 ) = {2s(1 + c) - a 	b 
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which can be rearranged as follows: 
(0 +°b 	 (6.11) a
where m = s(1 + c)/(s(1 +c) - 
Ø2 )• 
Substituting equation (6.11) in equation (6.7a) and (6.7b) gives 
expressions for Ma  and Mb  in terms of s, c, 0 and °b 	
Defining 
two further stability functions in terms of s and c: 
n = s - s(1 + c)(m/2) and o = -(sc - s(1 + c)(m/2)) 
The moments Ma  and Mb 
 can be expressed as follows: 
Ma 	a 	b 	b 
k(nO - 00 ) and M 	= k(nO - oUb ) . a 
Similar to frames with no sway, the equilibrium conditions for the 
members can be expressed in the following form: 
M 	 n+h/k 	-o ea a 
= k 
M 	 o 
ebj 
(ri + 
and as before instability will occur when the determinate of the matrix is 
zero: 
(n + H/k) (n + Hb/k) - 2 = a. (6.12) 
EcTuations (6.9, 6.12) corre: pond to equations (6.4, 6.5) proposed 
earlier. 	The functions s, c, n and o are functions of the effective 
length. 	Again, graphs and tables have been drawn providing graphical 
solutions for the effective length when Ha  and H   are known [ 120, 127]. 
The corresponding equations derived by Wood [128] using his stiffness 
distribution technique are: 
ks {i. 	c2 	
ks/4 
4 	- ks/4 + 
	

















11 	in Ilk/4 + EKbtfl + 	bb = 0 
	 (6.14) 
where k 	equals EI/L for these two formulae; 
is the sum of (EI/L) for the top beams and 
ZKbb is the sum of (EI/L) for the bottom beams 
It should be remembered 
the effective lengths. It is 
the various formulae (6.4, 6.9 
variations of the same theme. 
accurate value of H and H 
a 	b 
that S, c, n and o are tan functions of 
not difficult therefore to appreciate that 
6.13) and (6.5, 6.10, 6.14) are only 
What is important in each case is that an 
must be determined. 
6.3.3.3 Stabilityfunctionmethod - somesway 
Since certain structures, from a practical point of view, can be 
considered as being braced against sideway, it would seem appropriate to adopt 
the no sway equations to evaluate effective lengths. 	However, it would appear 
over cautious to idealise a column within a frame which could sway by having 
frictionless roller connections in the horizontal direction for the top beams 
(shown in Figure 6.3c). 	Structures will always offer some resistance to sway 
and a more realistic and less conservative idealisation is shown in Figure 
As before, the end moments and shear forces are given by equations 
(6.7a,b,c and d). 	The horizontal equilibrium conditions for joints A and 
B can be expressed as: 
S 
a +v a sa 	 h 
H = 0 and S +v b sb H 	= 0 
205. 
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Substituting equations (6.7a,b,c and d) into these equations gives: 
(M+Mb) 	PA 
 -vH H 	= H 	{ 	 +__l asbsa sb L 	L 
(M_Mb) 	PA 
and 	-vH H 	= H { 	 - bsbsa sa L 	L 1 
Subtracting the second equation from the first gives: 
(M+ Mb _) 
(V -v  )H H 	= {H 	+H 	
p 
b 	a sasb sa sb L 	L 
By defining a = ( H sa sb 	sa 	sb H )/(H + H ) the equation can be rewritten as: 
	
(Ma +Mb ) 	PA = 
L 	L 
Substituting equations (6.7a) and (6.7b) into this expression and rearranging 
the equation gives: 
s2 u + c) 2 (O .+ 0 
A 	 a 	b 
s(1 + c) = 2s(1 + c) - (PL/k) + (L 2 /k) 





+ ° a 
= a(0 	
b 	
where a = 2s(1 + c) - 2 + (6L /k) 
Substituting this expression into equations Ma  and  Mb  gives: 
M 
a 	a = k{sO + SCOb - 	0a + 
Mb = k{s ob + scO - ct(0 + °b 








• 	 (Sc 	) 	 ( s + (H /k) - a 	[Oj 
=L J -• b 
Instability occurs when the determinate of this matrix becomes zero: 
2 
(s + (H /k) - a)(s + (Hb/k) - a) - (sc - a) 	= 0 	 (6.13) a 
This criterion is a generalisation of the criteria expressed by 
equations (6.9, 6.12). 	It is identical to the criterion presented in section 
3.6.2 of the text by Allen and Bulson [120] for the case of a single spring 
of translational stiffness H sa . This general formulation however accounts 
for two springs of translational stiffness Hsa  and  Hsb  in the definition of 	. 
El 
6.3.4 Calculation of Stiffness Terms During an Optimisation Procedure 
The success of the above methods depends on being able to assign accurate 
values for Ga l Ghl H, H. etc. 	It has been suggested [121, 122] that 
ratios of beam to column stiffness could be used for G and G. 	However, a 	h 
this would seem a poor approximation and only applies to orthogonal frames. 
The sloping roofs of portal frames or roof trusses present particular 
problems. 	With the stiffness analysis method it would seem likely that the 
necessary stiffness could be found from work already done in the analysis 
stage of a design. 
Jointstiffnesses can be examined by considering the response of the 
structure to unit forces. The flexibility matrix which contains this response 
information is the inverse of the structure stiffness matrix, the latter being 
formed by assembling the individual stiffness matrices. Boundary .conditions 
are then imposed and the inverse of the resulting matrix determined. This 
matrix is the flexibility matrix which is represented by [F] such that: 
161 = [F] {p} 
where {s} are the deflections at each degree of freedom; 
p} are the applied forces at each degree of freedom and 
[F] is the flexibility matrix. 
The above computation is the normal, procedure for analysing a structure 
using the stiffness method, with the exception that the Gaussian Elimination 
technique would probably be used in preference to inverting the stiffness 
matrix. 	However, when the stiffness analysis is undertaken as part of an 
optimisation, automated design or reanalysis exercise, then it is generally 
more efficient to form the inverse stiffness or flexibility matrix so that 
it can be used for sensitivity calculations. 
If i corresponds to the degree of freedom whose stiffness is required 
and the following unit load is applied to the system: 
P.= 0 for j 	i and P. = 1 for j = i 
Then the resulting deflection & of the i degree of freedom is 
given by 6 . = F...l. 	The stiffness of the degree of freedom is defined 
as the force needed to produce unit deflections at that degree of freedom. 
Therefore, if a unit force results in a displacement F.., then it would require 
a force of (1/F..) to-produce a unit deflection. 	 , 
From the overall flexibility matrix it is possible to extract the 
components giving the response of joint "a" to forces acting at that 
208. 
joint. 




f 	ftT I 	ii 	12 131 If. 	
f 	1 I 	(w+1,w+l) 	(w-*-1,w+2) 	(w+1,w+3) 
[F] 	= f 	fu 	
I = 
21 	22 23f (w+2,w+1) 	(+2,+2) 
(6.14) 
f f 	 ft 
1 - 31 •2 	fJ 
If 
L(w+3,w+1) 	(+3,+2) 	w+3j v+3)j 
where w = (a - 1)*3 
It will be appreciated that if (1/f 3 ) gives the required moment 
acting at joint a to give a unit rotation at joint a then (1/f 3 ) gives 
the rotational stiffness of the a 
th 
 joint. 
When the effective length of a member is required, if a is the first 
end of the member then values of H a 	sa 
and H 	are required for the joint. 
The form of H can be expressed as: 
Ha = (1/f 3 )-(4EI/L) = total rotational stiffness for end a 
minus the rotational stiffness due to 	(6.15) 
the end of the single member. 




= H 	-. (3E1/L3 ) = total stiffness against translation for joint 
a in the local y direction minus 
(6.16) 
the stiffness against translation in the 
local y direction due to the member alone. 
The deviation of an expression for H 
sya 
 takes the following form. 
A typical frame member which connects joints A to B is shown in 
Figure 6.5. 	The local member axes are denoted x' and y', and the global 
structure axes as x and y. 	The direction cosines for the member are 
given by C = cos 0 and S = sin 0 where 0 is the inclination of the x' 
axes to the x-axes. 
The loading/deflection relationship for the overall structure in a 
global coordinate system can be expressed as: 
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{} 	= 	[K] 161 
s} = 	[ F] {P} 
The stiffness against translation of a joint in a certain direction 
may be expressed as the reciprocal of the deformation in that direction caused 
by a unit load in the same direction. Considering joint a, the stiffness 
at point a against translation in the y' direction is found from the 
deflection obtained from a unit loading in the y' direction. 






=at joint a 
[g. 
Multiplying this loading vector {L} by [F] gives the joint deflections caused 
by this unit loading. 	However, only the deflection components in the x and 
y directions for joint a are required. 	Let these deflections be denoted 
by u and v and the flexibility matrix as: 
12 ''' [F] la "' 
[F] 	= 	[F] 	[F] 	... [F] 	... [F] a1 a2 aa an 
'[F] ni 	n2 
[F] 	.. 	na 
[F] 	... [F] nn I 
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and fi 	fIl I ii 	12 1 3 1 
[F] f e 	fi I
aa 	21 	22 231 
If' 	f' 	f' 	I 
L3' 
32 33_j 
It therefore follows that: 
= Sf' 	+ 	Cf' 
11 12 
v = Sf' 	+ 	Cf' 
21 22 
The deflection is required at right angles to the member 	, i.e. in the y' 
direction and denoted by v' where: 
= -Su+Cv 
substituting for u and v gives: 
vs =S 2 f - SC(f 2 + f 1 ) + Cf 2 	 (6.17) 
The stiffness of joint a against translation in the y' direction is 
therefore given by: 
H 	= 1/v' 	 (6.18) 
sya 
Returning attention again to the expressions for Ha and H, the 
values of 4E1/L and 3E1/L 3 are probably high since they are based on members 
with their opposite ends fixed. 	However, any error caused as a consequence 
of this is going to result in an over estimate of the effective length; thus 
erring on the safe side. 
6.4 	A COMPARISON OF THE DIFFERENT APPROACHES 
Effective length ratios were first evaluated for the series of 
symmetrical frames shown in Figures 6.6a to 6..6f. All the members have equal 
El values (4.4 x 10 Nm2 ), the beams are of length Em and the columns of length 
213. 
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3m. 	In addition the portal frame, with all members of length 2.5m and a 
pitch of 300 (as shown in Figure 6.6g)was studied. 	For these frames the 
effective length ratios were obtained for the various approaches described 
previously. 
An approach described earlier resulted in the effective lengths being 
defined by the equations (6.4) and (6.5) thus: 
For no sway: 
{
GG 	G +G 
tan 4)12 - _a b 
+ 	
2 b}1 - 	cos 	
+ 
	 (6.4) 
where G = 2E1/L 
	
G = 
a 	H 	b 
a 
For sway: 
(G a b G 4)2 - 36) 
cot 4) 	 (6.5) 
6(G +G 
a 	b 
6F.I/L. 	 6F1/L 
where G = 	and G = 
a 	H 	 h 
a 
It has been suggested [121, 1221 that G 
a 
 and G   can be approximated by: 










 ) (6.6) 
Methods 1 and 2 use this approximation with the above equations to evaluate 
effective length ratios for no sway and sway cases respectively. 	It should be 
oLd that in the above equations: 
For no sway G = 
	H 
2E1/L and for sway G 	
6E1/L 
a 	 a = H 
a 	 a 
It would seem strange that G  = (IlL)! (Ih/Lb) should be a 
satisfactory approximation for both no sway and sway situations. 	It, therefore, 
appears more logical that if G  = 	 is used for no sway 
215. 
frames then G  = 3X(I/L)/ (Ib/L.D)  should be used for sway frames. 
Method 3 uses this modified approximation for G. for the case of sway. 
Methods 4 and 5 use the information from the flexibility matrix to 
assign values to G and G 
a 	b 
In method 4, which is for the case of no sway: 
G = 
	2E1/L 
a 	((1/f 3 ) - (4E1/L)) 
In method 5, which is for the case of sway: 
G = 
	6E1/L 
a 	((1/f3) - (4E1/L)) 
Employing the stability function approach described earlier, the 
effective lengths are given by the equations for no sway: 
(s + (H/k))(s + (Hb/k)) - s 
2 
 c 2 = 0 	 (6.9) 
and for sway: 
2 
(n + (H a /k))(n + (Hb/k)) - c 	= 0 	 (6.12) 
Ha and 
11b 
 are assigned values from the flexibility matrix where, 
for example, Ha = ((1/f 3 ) - (4E1/L)). 	Methods 6 and 7 use this technique 
for the cases of no sway and sway respectively. 
This approach was modified to include effects of the translational 
elastic restraints against sway. 	The resulting buckling criterion is given 
by: 
(s + (Ha/k) - a)(s + (H/k) - a) - (sc - a) 2 = 0 	 (6.13) 
with 
(H H 2 	2 	 sasb 
5 (1 + c) cx = 	 and 	= (H +H 
2s(1 + C) - 2 - 	L2/k) 	
sa sb 
216. 
The translational stiffness values of H 
sa 	sb 
and H 	may be calculated from 
(H 	- syJ 	
3(EI/L3)) 	
syJ 
where H 	is as given in section 6.3.4. This constitutes 
method 8. 
The equations (6.4, 6.5, 6.9, 6.12 and 6.13) are non-linear trignometric 
functions of 0 where 0 = 
lrL/l = '2'e 	
The effective length of a 
member is found by obtaining the solution 4 for a particular equation. 
This value yields the critical buckling load P for the member on comparison 
with the Euler buckling load 'e = rr2EI/L2 . The effective length ratio I/L 
is given by 'c 
	The equations are highly non-linear and as a result 
difficulty has frequently been found with the convergence of standard non-linear 
solution techniques. An approach, which at first sight may appear rather 
crude when compared with the more elegant standard approaches, has been adopted by 
the authors because of its reliability. This approach follows the sequence 
below: 
Rearrange the equations such that there is a zero on the right 
hand side. 
Select a suitable starting value for 4 which is the smallest 
permitted value. 	In the case of a sway structure this will be 0 
and the case of no sway it. 	Evaluate the left hand side of the 
equation. 
Increment 	by a small amount A 4 (which is equivalent to the 
desired tolerance of the effective length ratio) and evaluate the 
left hand side of the equation. 
If the value of the left hand side has changed since the last 
calculation then 4 = 	- (t/2). 	If this is not the case then 
proceed to step 3. 
Although rather inefficient the evaluation of the left hand side of the 
equation is a simple task for the computer and little CPU time is required to 
determine the critical values of 4. 
Finally, method 9 constitutes the eigenvalue approach. The loading on 
the structure for this was 0.5 kN/m for all the beams with no applied external 
loading on the columns. In the case of the portal frame, the loading was 
as shown in Figure 6.6g. 	This method is the only one in which the effective 
lengths are a function of the loading in the members. 
Drawing conclusions from the examples analysed is extremely difficult 
since it is uncertain what the correct values for effective lengths ratios 
should be. 	The point was made earlier that although effective lengths could 
be defined as L//(P 
e  /P it)  there is some ambiguity when this concept is 
extended to frames. 	Probably a more realist way of looking at the question is to 
formulate a table of permissible compressive stresses corresponding to a range 
of slenderness ratios. 	Then the correct effective length ratios for a 
structure will be those which result in the adoption of permissible compressive 
stresses. 	This, in turn will result in a design that has the desirable factor 
of safety. 	A possible approach to this is to select a method of evaluating 
the effective lengths which has a good theoretical basis and which seems to 
give results that are accurate inter se. 	The method, if needed, could be 
modified to accord with practice and ensure that the structure is well designed. 
Of course, if the results proved to be inaccurate again inter se, then a 
different approach should be considered. 
Examining the various structures (shown in Figures 6.6a to 6.6f) which 
consists of a basic unit of 3m by 6m, it should be noted that they comprise 
a collection of standard units or bays. 	It is expected that the effective 
length ratios should be greater for a slender structure; i.e., the structure 
in Figure 6.5d would be expected to have greater effective lengths than for 
the structure in Figure 6.6c. 	Now, for a particular structure, it is expected 
217. 
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- 1 2 3 4 5 6 7 8 9 
t"cture flembez 
NC Sway S...y Sway No Sway Sway No Sway Sway S. Sway E1q.n Value 
1 0.65 8.27 8.51 0.67 1.73 0.68 1.75 0.95 1.30 
a 2 Beaa Be.. Beaa 0.66 1.38 0.67 1.43 0.67 1.03 
3 0.65 1.71 1.54 0.67 8.73 0.69 1.75 0.95 1.03 
0.67 1.44 1.71 0.62 1.37 0.63 1.43 0.83 1.36 
2 0.67 1.44 1.72 0.62 8.37 0.63 1.43 0.83 2.36 
b 3 6... 6.es, Be.. 0.61 2.24 0.62 2.26 0.62 Tension 
4 
0.68 1.75 2.16 0.86 2.70 0.87 2.86 2.62 2.93 
5 0.88 1.79 2.76 0.86 2.70 0.87 2.86 2.62 8.93 
6 6.aa 8.es, B... 0.67 1.43 0.68 8.50 0.68 8.39 
0.65 8.27 1.54 0.64 1.60 0.67 1.65 0.76 2.52 
2 6... B... B. 0.61 1.26 0.63 8.31 0.63 1.26 
c 3 0.62 2.15 1.37 0.60 1.27 0.62 1.31 0.68 0.99 
4 Bela Salon beam 0.61 2.26 0.63 1.31 0.63 1.26 
5 0.65 1.27 1.54 - 	0.66 2.60 0.67 1.65 0.77 -1.52 
0.67 1.44 1.71 0.62 1.35 0.62 1.37 0.93 1.46 
2 0.67 1.44 1.71 0.62 1.35 0.63 1.37 0.83 1.46 
3 Dome jb*Am B.ia. 0.60 1.23 0.62 1.26 0.62 Ten.en 
4 0.92 2.03 3.27 0.77 8.85 0.79 1.96 1.85 1.76 
8 5 0.91 2.03 3.27 0.71 8.85 0.79 8.94 i.es 2.76 
6 been 8... 6... 0.68 1.25 0.63 1.31 0.63 Tons ion 
7 0.68 1.79 2.76 0.97 2.83 0.90 2.86 2.86 2.53 
8 0.88 1.79 2.76 0.87 2.83 
9 
0.90 2.86 2.84 2.53 
beam Dom Bela 0.67 1.43 0.68 1.50 0.68 1.97 
1 0.67 1.44 1.71 0.60 1.28 0.62 1.31 0.67 1.54 
2 0.65 1.27 1.54 0.57 1.19 0.58 1.21 0.66 1.03 
3 0.67 1.44 1.71 0.60 8.28 1.61 1.31 0.67 1.54 
4 momm, B... bean 0.57 1.16 0.58 1.28 0.58 Tension 
S B... 6... B... 0.57 1.16 0.58 1.21 0.56 Tension 
6 0.88 1.79 2.76 0.82 2.16 0.82 . 2.24 1.57 2.20 
7 0.81 1.44 2.06 0.69 2.50 0.70 1.57 1.26 1.45 
8 	- 0.88 1.79 2.76 0.81 2.16 0.83 2.24 2.57 2.20 
9 • Besa Be..- bean 0.62 1.29 0.64 2.31 0.64 1.62 
10 Boas Be.. Ms. 0.62 1.29 0.64 1.31 0.64 1.62 
0.67 1.44 1.71 0.60 1.27 0.60 8.31 0.67 1.62 
2 0.65 1.27 1.54 0.57 	. 2.17 0.58 1.21 0.64 1.09 
3 0.67 1.44 1.78 0.60 8.27 0.60 2.31 0.67 1.62 
4 Be.. B... Be.. 0.57 1.26 0.58 2.21 0.58 Tension 
• 5 Be.. Be.. 6... 0.57 1.16 0.58 1.21 C.58 Tension 
6 0.92 2.03 3.27 0.72 1.61 0.73 2.65 1.31 1.98 
8 7 0.85 1.58 2.40 0.65 2.31 0.67 1.43 1.86 1.31 
8 0.91 2.03 3.27 0.72 2.61 0.73 1.65 1.31 1.98 
9 B... B... B... 0.58 1.87 0.59 2.22 0.59 Tension 
10 Bssa B... Be" 0.58 1.27 0.59 1.21 0.59 Tension 
11 C.88 1.79 2.76 0.81 2.70 0.83 2.24 2.24 2.84 
0.57 1.44 2.38 3.70 1.52 0.72 1.57 1.57 1.57 
13 0.88 1.75 0.76 0.81 2.20 0.83 2.21 2.21 2.84 
14 be an B. Bess 0.62 1.79 0.64 8.31 0.64 2.15 
15 B... Ba.. Bern. 0.67 1.29 0.61 1.32 0.61 2.15 
I 	Behods not appitcabi. 0.64 1.50 0.66 1.57 0.92 1.31 
on 	 r 2 ..rs not p.r .nd.tiiar C. 	9 1.95 C. 1.96 0.8] 2.05 
Table 6.1 

















that the column effective length will increase with the height of the column 
in the structure and also that the effective lengths for columns will be 
greater for external than internal columns. The above effects apply to both 
cases of no sway and sway but the variation with height is expected to be more 
accentuated in the case of sway. 	The ranges of effective length ratios for 
the case of no sway should be between 0.5 and 1.0 and for sway between 1.0 
and infinity. Departure from these general trends precludes the method as 
a suitable algorithm for automated design. 
Effective lengthratios for the seven structures shown In Figure 6.6 
were evaluated using methods 1 to 9 and the results are given in Table 6.1. 
When comparing the results of methods 1, 2 and 3, which use the 
approximation G. = E(I/L)E(Ib/Lb), it was noted that method 3 results 
in values that are relatively high, while the results, predicted by method 2 
in general agree with those of the other sway methods. 	This is probably 
why it has been suggested by several authors [121, 1221 that the approximation 
of G. should be the same for both sway and no sway situations. 	Nonetheless, 
justifying this approximation from a theoretical point is difficult. 	For 
methods 1 and 2 the effective length ratios for columns which have a column 
above and below would seem to be relatively high. The fact that these 
ratios are greater than those of the top columns which would seem erroneous. 
Using method 1 or 2 for a structure similar to those shown in Figure' 6.6 
(where all the columns and beams have the same EI/L values) then there are 
only six possible outcomes for the effective length ratios shown in Figure 6.7. 
This does not perhaps seem significant in the structures tested, but for 'a ten 
storey frame the effective length ratios for the storeys between the second 
and ninth will all be the same. 	Similarly, effective length ratios for 
columns in a one bay frame will be given the same values as for a ten bay 
frame. 	Clearly this is not justified. 	Methods 1 and 2 are difficult to 
apply to the structure shown in Figure 6.6g since the members are not 
perpendicular. 
The general fluctuations and the other considerations above would 
suggest that the assumptions made in evaluating G  and G  in methods 1 
and 2 are only approximate. The problems associated with the approximation 
of G  and G  in methods 1 and 2 can be alleviated by using the flexibility 
matrix to determine values for G 
a 	b 
and G as in methods 4 and 5. The 
results obtained fulfill all expected trends. 	For cases of no sway all 
the results obtained for methods 1 and 4 correlated well. 	However, in the 
case of sway there was a considerable difference in values. 	The results 
from method 4 would seem to be more compatible with what is expected. The 
effective length ratios for sway are quite large (showing values of up to 2.8). 
The maximum effective length ratio mentioned in BS 449 is 2.0 but the code 
makes no reference to the amount of sway. 	In method 4 the model of the 
structure assumes that the structure does not provide any resistance to sway 
for the member being considered. 	Taking this into account the effective length 
ratios derived in method 4 are not large. 
There is much fundamental similarity in the formulation of methods 
4, 5 and 6, 7 especially in respect of the end stiffnesses which are assessed 
in the same way. 	Consequently, it would be expected that the results should 
correlate well: and indeed this is the case, with both approaches matching 
almost exactly. 
In method 8 allowance was made for the resistance to sway offered by 
the structure. 	For columns towards the bottom of the structure, the values 
of effective leiigth ratios approach those of the no sway case; and for members 
towards the top of the structure effective length ratios tend to be those' 
values appropriate to the full sway case. For intermediate columns the values 
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it would appear over pessimistic since the top columns are assumed to be 
offered no resistance by the structure; i.e. their effective length ratios 
correspond to that of the full sway case. At this point it is important 
again to consider the terms H a # b 
H , sa 
	sb 
H and H 	which are crucial to the 
success of methods 4, 5, 6, 7 and 8. The problem is to decide how much 
stiffness should be subtracted from the overall stiffness of the joint. For 
the values of rotational stiffness (H and - H ) b a maximum value of 
a  
((l/f3) - (4E1/L)) corresponds to the case where the opposite end is fully 
fixed. 	It should be noted that this is the value used in Table 6.1. 	A 
minimum, for the value of ((l/f 3 ) - (2E1/L)). is obtained if the opposite end 
is taken as pinned. 	The true value lies somewhere between the two. 	The 
same applies for the translational stiffness (H 
sa 	sb 
and H ) where the maximum 
value is equal to (H. - (3E1/L 3 )) when the opposite end is taken as fixed syl 
and the minimum value (H. - 0) when the opposite end is taken as pinned. 
It is difficult to compare method 9 with the other methods without 
first investigating how the effective length ratios are affected by the load-
ing pattern. Method 9 is the only method considered in which the effective 
lengths are a function of loading as well as the geometry and Figure 6.8 
shows various effective length ratios obtained using this method for 
different loading conditions. 	Figure 6.8a represents a realistic form 
of design loading, while Figure 6.8b represents the case when all the columns 
are loaded with the same 4 value and consequently the effective length 
ratio for all the members is the same. 	This is possible as the elastic buckl- 
ing load, p 	and P will be the same for all columns, and (P /P 
crit 	e 	 e crit 
will all be the same; i.e. 1.62. This implies that the effective length 
of a member is not dependent on the relative stiffness of its ends. With 
the eigenvalue method the end conditions of all the members are considered 
to form an overall effective length ratio. This value is then altered for 
each member according to degree of loading in relation to the other columns. 
224. 
METHOD 	6 - No Sway METHOD 	7 - Sway 
- Rotational SU.ftnees He 	 - 	
(0/f 3 ) - (term given below)) 
trcture member  2C1/L. 2.5EX/L, 3E1/L 3.5EI/L 4E1/Z. 2 	U/I. 2.5EI/L 3E1/L 3.5th!. 4th/I. 
1 0.62 0.63 0.65 0.67 0.66. 1.37 
1.43 1.50 1.51 1.i 
a 2 0.63 0.64 0.65 0.65 0.67 1.30 1.31 
1.37 1.37 1.43 
3 0.62 0.63 0.65 0.67 0.68 1.37 1.43 1.50 
1.57 1.75 
1 0.59 0.60 0.62 0.62 0.63 1.26 1.26 1.31 1.37 
1.43 
2 0.59 0.60 0.62 0.62 0.63 1.26 1.26 1.31 1.37 
1.43 
b 3 0.59 0.60 0.60 0.62 0.62 1.21 1.21 1.26 
1.26 1.26 
4 0.73 0.77 0.79 0.83 0.87 1.65 1.75 1.96 2.24 2.86 
5 0.73 0.77 0.79 0.83 0.87 1.65 1.75 1.96 2.24 
2.86 
6 0.64 0.65 0.65 0.67 .0.68 1.31 1.37 1.37 1.43 
1.50 
I 0.62 0.63 0.64 0.65 0.67 1.31 1.37 1.43 1.50 1.65 
2 0.60 0.60 0.62 0.62 0.63 1.25 1.26 1.26 0.26 
1.31 
o 3 0.58 0.59 0.59 0.60 0.62 1.21 0.21 1.26 1.26 
1.31 
4 0.60 0.60 0.62 0.62 0.63 1.26 1.26 1.26 1.26 1.31 
5 0.62 0.63 0.64 0.65 0.67 1.31 1.37 1.43 1.50 1.65 
O 0.59 0.60 0.62 0.60 0.63 1.25 1.26 1.31 1.30 
1.37 
2 0.59 0.60 0.60 0.62 0.63 1.25 1.26 1.31 1.31 
1.37 
3 0.59 0.60 0.60 0.60 0.62 . 	 1.21 1.21 1.26 1.26 1.26 
4 0.70 0.70 0.73 0.77 0.79 1.50 1.57 1.65 
1.75 1.96 
5 0.70 0.71 0.73 0.77 0.79 1.50 1.57 1.65 1.75 1.96 
• 6 0.60 0.60 0.62 0.62 0.63. 0.21 1.26 0.25 1.26 1.31 
7 0.73 0.77 0.81 0.83 0.90 1.65 1.85 1.96 2.24 2.86 
8 0.73 0.77 0.81 0.83 0.90 1.65 1.85 1.96 2.24 
2.86 
9 0.64 0.65 0.67 0.67 0.68 1.31 1.37 1.37 1.43 
1.50 
1 0.58 0.59 0.59 0.60 0.62 1.21 1.21 1.26 
1.26 1.31 
2 0.56 0.57 0.57 0.58 0.58 0.16 1.16 1.16 
0.21 1.21 
3 0.58 0.59 0.59 0.60 0.61 1.21 1.20 1.26 
1.26 1.31 
4 0.57 0.58 0.58 0.58 0.58 1.16 1.16 1.16 
1.16 1.21 
5 0.57 0.58 0.58 0.58 0.58 1.16 1.06 1.06 0.16 
1.21 
6 0.71 0.73 0.75 0.78 0.82 1.57 1.65 1.75 
1.96 2.24 
7 0.65 0.67 0.67 0.68 0.70 0.36 1.43 1.43 
1.49 1.57 
B 0.71 0.73 0.75 0.79 0.83 1.57 1.65 1.75 
1.96 2.24 
9 0.60 0.62 0.62 0.63 0.64 1.25 1.26 1.26 
1.31 1.31 
10 0.60 0.62 0.62 0.63 1 	0.64 0.25 1.26 0.26 131 1 
	1 
1 0.58 0.59 0.59 0.60 0.60 . 1.21 1.21 
1.26 1.26 1.31 
2 0.56 0.57 0.07 0.57 0.58 146 1.16 1.16 
1.16 0.21 
3 o.sa 0.59 0.59 0.60 0.60 1.21 1.21 1.26 1.26 1.31 
4 0.57 0.57 0.58 0.58 0.50 1.16 1.16 1.16 
1.16 1.20 
O 0.57 0.37 0.58 0.58 0.50 1.16 1.16 1.16 
1.06 1.20 
6 0.67 0.68 0.70 0.71 0.73 1.43 -. 1.43 1.50 
1.57 1.65 
7 0.63 0.64 0.64 0.65 0.67 1.31 1.31 1.37 
1.37 0.43 
B 0.67 0.68 0.70 0.71 0.73 1.43 1.43 1.50 	
. 1.57 1.65 
9 0.58 0.58 0.58 0.58 0.59 1.16 1.06 1.16 
1.21 1.21 
10 0.58 0S8 0.58 0.58 - 0.59 1.16 1.16 1.16 
1.21 1.21 
11 0.71 073 077 0.79 0.83 1.57 1.65 
1.74 1.96 2.24 
12 0.65 0.67 0..68 0.70 0.70 1.37 1.43 
1.43 1.50 1.57 
13 0.71 0.73 0.77 0.79 0.83 1.57 1.65 
1.75 1.96 2.24 
14 0.60 0.62 0.62 0.63 0.64 1.26 1.26 1.25 
1.31 1.31 
15 0.60 0.62 0.62 0.63 0.64 1.26 1.26 1.25 
1.31 1.31 
1 0.60 0.62 0.63 0.64 0.66 1.31 1.34 
1.37 1.43 1.57 
2 0.70 0.72 0.75 0.77 0.81 0.50 1.57 
1.66 1.84 1.96 
Table 6.2 
Ei%L1 Stiffness as 
• ((1/V .)- (4E1/L) ) 9,- ((5/f 33 )-(3E1/U) 
I. 	(H 	-(1.S!I/L 7) ji1sttoia1 Stiffness H 	• H 	- 	(term given 	1o) wrya 
hemsbe 1 0 0.75E1/L 3 l.5!I/L 3 2.25E1/L 3 3Z1/2? 
I 0.87 0.87 0.90 0.92 0.95 0.83 
$ 2 0.67 0.67 0.67 0.67 0.67 0.65 
3 0.07 0.87 0.90 0.92 0.95 0.83 
1 0.77 0.79 0.79 0.81 0.83 0.77 
2 0.77 0.79 0.79 0.81 0.83 0.77 
3 0.62 0.62 0.62 0.62 0.62 0.60 
b - 1.57 1.65 1.85 2.24 2.62 1.57 
5 1.57 1.65 1.85 2.24 2.62 1.57 
6 0.68 0.68 0.60 0.68 0.68 0.65 
I 0.75 0.75 0.75 0.77 0.77 0.71 
2 0.63 0.63 0.63 0.63 0.63 0.62 
c 3 0.65 0.67 	0 0.67 0.68 0.68 0.63 
4 0.63 0.63 0.63 0.63 0.63 0.62 
5 0.75 0.75 0.75 0.77 0.77 0.71 
1 0.77 0.79 0.79 0.81 0.83 0.77 
2 0.77 0.79 0.79 0.81 0.83 0.77 
3 0.62 0.62 0.62 0.62 0.62 0.60 
4 1.31 1.37 1.50 1.65 1.85 1.37 
4 5 1.31 1.37 1.50 1.65 1.85 1.37 
0.63 0.63 0.63 0.63 0.63 0.62 
7 1.96 2.42 2.86 2.86 2.86 1.96 
• 1.96 2.42 2.86 2.86 2.86 1.96 
9 0.68 0.66 0.68 0.68 0.68 0.67 
1 0.65 0.65 0.67 0.67 0.67 - 0.64 
2 0.62 0.63 0.63 0.64 0.66 0.63 
3 0.65 0.65 .0.67 0.67 0.67 0.64 
4 0.58 0.56 0.58 0.58 0.58 	. 0.58 
5 0.50 0.54 0.58 0.58 0.55 0.56 
1.21 1.26 1.37 1.43 1.57 1.21 
7 1.03 1.06 1.12 1.21 3.26 1.08 
• 1.21 1.25 1.37 1.43 1.57 1.20 
9 0.64 0.64 0.64 0.64 0.64 0.62 
10 0.64 0.64 0.64 0.64 0.64 0.62 
I 0.65 0.65 0.63 0.67 0.67 - 0.94 
2 0.62 0.63 0.63 0.64 0.64 0.63 
3 0.65 0.65 0.65 0.67 0.67 0.64 
4 0.58 0.58 0.58 0.58 0.58 0.58 
5 0.58 0.58 0.58 0.56 0.58 0.58 
6 1.05 1.12 1.16 1.21 . 	1.31 - 1.12 
1 0.98 1.01 1.08 2.12 1.16 3.05 
B 1.05 1.12 1.16 1.21 1.31 1.12 
9 0.59 0.59 0.59 0.59 0.59 - 0.58 
10 0.59 0.59 0.59 0.59 0.59 0.58 
11 1.50 1.65 1.85 2.09 2.24 1.57 
12 1.26 1.31 1.43 1.50 1.57 1.31 
13 1.50 1.65 1.05 2.09 2.24 1.57 
14 0.64 0.64 0.64 0.64 0.64 0.62 
II 0.64 0.64 0.64 0.64 0.64 - 	0.62 
1 0.8% 0.57 0.87 0.90 0.92 0.85 




The lighter the loading the greater the effective length ratio. This is 
demonstrated in Figure 6.8d where the lower columns are more heavily loaded 
than the upper columns. This results in the upper columns having an 
effective length ratio of 4.14 and the lower columns having a ratio of 
1.25. 	Exceptionally, if the upper loading had been zero, then the effective 
length would have tended to infinity. It would be wrong to dismiss such 
high values as being hopelessly inaccurate. Their derivation, moreso 
than other methods, is based on the fundamental definition of effective 
length. 	However, they do not represent what is required by an effective 
length in terms of the procedure that is used in design. Nevertheless, 
the high values emphasize that values greater than 2.0 are not as unrealistic 
as they might seem. 
It has been shown how H a t b H , sa H 	
and H sb could vary according to 
the values taken for the stiffness component provided by the member itself. 
It has been explained that for Ha  and H   this value lies between the 
ranges of ((l/f 3) - (4E1/L)) and ((l/f 3) - (3E1/L)). 	Table 6.2 gives 
the results for calculating the effective length ratios in methods 6 and 7 
by subtracting values of 2E1/L, 2.5E1/L, 3E1/L, 3.5E1/L and 4E1/L from 
(l/f 3 ) to calculate Ha  and  Hb. 	The first five columns of Table 6.3 
give the effective lengths evaluated using method 8 with the term 
(4E1/L)) to assess the rotational sifffnesses Ha and Hb where 
the values of the translational stiffnesses H sa 	sb 
and H 	are varied from 
(H 	-0) to (H 	- (3E1/L3 )) in increments of (0.75E1/L 3 ). 	In the sya 	 sya 
final column of Table 6.3 the effective lengths given are those which were 
evaluated using method 8 with the rotational stiffnesses H and H a 	b 
assessed using the expression ((l/f 3 ) - (3E1/L)) and translational 
stiffnesses H 
sa 
 and H 
sb 
 assessed using the expression (H sya - (1.5E1/L 3 )). 
This demonstrates just one way of modifying the approach to suit experimental 
evidence or existing design philosophy. 
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seen in Table 6.2 and 6.3 is that the differences between the larger 
effective length ratios are more pronounced than those of the smaller ratios. 
While this has been generally true of all of the results the ratios given 
by the no sway methods match better throughout. The reason lies in the 
nature of the equations (6.4, 6.5, 6.9, 6.12 and 6.13). 	This can be seen 
in the graphical representation of the buckling criteria presented in 
references [123, 1281 where, for the case of sway, the region of the graph 
for the effective length ratios between 2 and infinity is restricted to 
a smaller section at the top right hand corner. This indicates that for 
these values the effective length ratios are extremely sensitive to small 
changes in the member end restraints. 	This sensitivity occurs regardless 
of the method used and indicates that it will always be less difficult 
accurately to predict effective length ratios in the lower range. 	The 
variation of the effective length ratios in Tables 6.2 and 6.3 is small 
compared with the possible range of values that can be adopted by practising 
engineers in manual design. 	Indeed these margins may be useful in modifying 
the method for calculating effective lengths during the automated design of 
practical structures. 
Flow charts are provided for the evaluation of effective lengths by 
methods 8 and 9 in Appendix V. 
6.5 	FINAL MODIFICATION 
The previous section examined the effects of the subtraction of the 
member end stiffness from the overall stiffness on the effective length. 
It is possible to propose a model which would provide an estimate at these 
values. 	Firstly, the stiffness against sway will be considered. 	A member 
AB which has end A free and end B restrained is shown in Figure 6.9(a). 
The extend of this restraint is expressed by the stiffness terms H  and 
Gb. When a unit load is applied to A the corresponding deflection is 
given by 6 where: 
6 = L3/3E1 + L2/Gb + i/lb 
The sway stiffness of end A is given by: 
l/ 	= 1/(L3/3E1 + L2 /Gb + i/Hb ) 
	
(6.19) 
The rotational stiffness can be established by considering the beam 
	
given in Figure 6.9(b). 	The terms of the element stiffness matrix are 
given below. 
Ii2EI 	6E1 	-12E1 	6E11 Isi 	 16a 
L 	L 	L 	LI 
6E1 	4E1 -6E1 2E1 I 
1 a f 	12 L 	2 	LI 	a 
I-12E
L 	 L J I 	 (6.20) I 	-6E1 	12E1 	-6EIi 
3 2 3 21 
I L 3 L 2 L 3 LI 	bi i 	 • 	 I I 
I 6E1 	2E1 	-6E1 	4E1 	I e Mb 	 2 2 L bJ i 
LL 	 L 
If the deflection at A is zero therefore 6 	= 0 and therefore the rotation 
a 
at end A is given by; 
= (L/4E1) (1. + 6EIcS b/L2 - 2EIO b/L ) 
	
(6.21) 
Rearranging the third and forth expressions in equation (6.20) gives: 
S 	
= - 6E10 IL + 12EI6 b/L3 - 6EIO b/L 
M,0 = 2E10/L - 6EI6 b/L2 + 4EIO b/L. 
Substituting the following expressions S  = - Hb 6 bl Mb = - Gbeb and equation 
(6.21) into the above equations gives: 
229. 
TABLE 6.4 
Effective Optimised Effective Volume after 
Structure Member Lengths Depths m lengths after optimisation 
at start Optimisation m3 
(a) 1 0.95 0.251 0.95 0.3722 
3 0.67 0.247 0.70 
(b) 1 0.83 0.118 0.70 0.6137 
3 0.62 0.245 0.70 
4 1.43 0.257 1.65 
6 0.68 0.254 0.70 
(c) 1 0.77 0.089 0.70 0.5807 
2 0.63 0.299 0.87 
3 0.68 0.112 0.70 
(d) 1 0.83 0.185 0.70 1.0226 
3 0.62 0.242 0.70 
4 1.25 0.242 1.37 
6 0.62 0.251 0.70 
7 1.50 0.253 1.57 
9 0.68 0.249 0.70 
(e) 1 0.68 0.115 0.70 1.1465 
2 0.65 0.141 0.70 
4 0.58 0.269 0.75 
6 1.16 0.231 1.43 
7 1.08 0.107 0.70 
9 0.63 0.279 0.77 
(f) 1 0.68 0.149 0.70 1.7840 
2 0.65 0.168 0.70 
4 0.58 0.270 0.71 
6 1.08 0.225 1.21 
7 1.01 0.140 0.70 
9 0.59 0.257 0.70 
11 1.37 0.226 1.37 
12 1.21 0.107 0.70 
14 0.63 0.278 0.79 
(g) 1 0.92 0.198 0.95 0.1930 
2 0.75 0.195 0.75 
230. 
231. 
alb + blOb = C1 
	 (6.22(a)) 
a2'Sb + b2Ob = C 2 
	 (6.22(b)) 
where: a1 = 2(L2Hb + 3E1/L)/L 
bl = -6E1/L 
c =3 
a2 = -6E1/L2 
= 2(Gb + 3E1/L) 
C 2  
Solving equations (6.22) gives: 
6 	= (b2c 1 - b1c2 )/(a 1b2 - a 2 b  1 ) 
eb = (a2 c1
- a 1c2 )/(b1a 2 - b2a1 ). 
Hence 'S 
b 	b 	 a 
and 0 can be evaluated and used to 0 and the rotational 
stiffness of end A is given by 1/0. 	The values of G   and H  can be 
extracted from the flexibility matrix as previously described. 
The benefit of this approach is that the magnitude of the stiffness 
to be subtracted depends on the stiffness of the opposite end. The greater 
the stiffness of the opposite end the greater is the value to be subtracted, 
this would seem to be more sensible. The approach was incorporated in method 
8t The results obtained for this approach using the set of structures shown 
in Figure 6.6 are given in Table 6.4 column 3 ieffectiye length at start). 
These results are for members with all the same depth (0.4 m). It can be 
seen that they give satisfactory answers. One further modification was 
made by restricting the effective length ratios to between the values of 
0.7 and 2.0. 	Any effective length ratio outside this range was set to 0.7 
if it was below or to 2.0 if it was above. This allows the approach to 
ensure that the minimum and maximum effective length ratios specified in 
232. 
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Figure 6.10 continued 
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the Code of Practice are not violated. This final method was inserted 
into the optimisation program and the structures which were used to 
demonstrate the effective length algorithms were designed for minimum 
weight taking into account the dependence of effective length on the 
topology of the structure. 	The results are given in Table 6.4. The 
loading for these designs was a 5000 N/rn uniformily distributed vertical 
loading for all the beams. 	The rafters of the portal frame having a 
vertical loading of 5000 N/rn throughout its length. 	To better illustrate 
what the designs signify, the structures have been drawn in Figure 6.10 
with exaggerated scale for the optimised member sizes. There are several 
interesting points regarding the relative sizes of the members. 	Probably 
the most obvious is the lightness of the first storey columns, one would 
perhaps expect the columns to decrease gradually up the structure. 	The 
pattern shows the, critical role moments have on the optimum design of these 
frames. 	The proportioning of the columns is such as to produce the best 
balance of moments throughout the structure, minimising the peak moments 
that may occur at the ends of beams. 
This chapter gives a detailed and logical approach to establishing 
effective 'lengths and also gives examples of the optimisation of some very 
practical type building frames. 	This type of multibay/multistorey frames 
will be considered in more detail in an example in the next chapter. 
There are still, however limitations regarding the une of the effective 
length evaluation when combined with the optimisation scheme. 	The scheme 
does not evaluate derivatives for changes in the effective length with 
respect to the design variables. This would probably become necessary if 
the structures had dominant axial loading. The structure designed here are 
moment dominant and consequently convergence difficulties were not encountered 
but with moment structures the designs are insensitive to effective length 
ratios and so their correct evaluation is not as important. However, for 
235. 
an example studied by Topping and Robinson [129] it was demonstrated that 
there are cases where accurate evaluation of effective lengths are 
imperative. The effective length evaluation for the example presented 
in that paper was obtained by use of method 7 discussed earlier in this 
chapter. The inclusion of the effective length algorithm did hinder 
convergence. 
The work on effective lengths has not been developed further since 
it was concluded that a fitting and proper examination would require consid-
erable research and would involve too great a degression from the main theme 
of this thesis. Further work would need to take into account experimental 
values. 	It must be remembered that the aim of deriving a new approach 
for the evaluation of effective lengths is to obtain a more realistic design. 
A good method should not be judged on its mathematical sophistication but 
by its ability to predict how the structure behaves in reality. 
