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consumption. These devices have a scope of sensorization and action of the order of a few meters, and 48 a very fast reaction. When several devices of the Edge level communicate or interact on a wider level, 49 spatially or temporarily, it is called the smart factory or platform level. For example, when monitoring 50 the performance of all robots in an assembly line or when managing the lighting of an entire city. 51 Finally, when the devices are connected to exchange large amounts of data or there is a longer-term 52 reaction, it is called a connected world, the business level or the well-known concept of "cloud". The 53 control architectures of smart cities fit perfectly into these models [7] . The paradigms shown in Figure 1 coincide in organizing the elements according to the level of 55 information or the frequency of access, rather than a dependence on the physical or logical topology. 56 Therefore, this article proposes a collaboration model for object recognition whose location and models 57 are in the Edge layer.
To study how different types of devices can cooperate, the Smart Resource model used in previous 104 researches has been used [21] . Smart resources allow high connection flexibility since the features 105 are offered as services. Services offered depend on the available sensors and the computing capacity 106 of each smart resource. Clients determine the necessary services, establishing a connection topology 107 depending on their needs. For example, in the case of a smart resource that detects and identifies 108 an object with a high probability, more information to corroborate the identified object could not be 109 required. However, if the probability is low, the smart resource will need other measurements from 110 other sensors that allow to increase the probability to identify successfully the object. 111 Figure 3 shows an example in which various devices have to detect objects in an urban 112 environment. If both vehicles have cameras, they will be able to detect objects based on the patterns 113 they have and the type of camera. When the vehicles are in a nearby environment, they will be able to 114 dialogue in order to increase the certainty of their observations. In this way, if the driver of the bike 115 is interested in looking for a waster bin and the electric scooter has recognised the object with more 116 certainty, the electric scooter will be able to facilitate the location of the waster bin to the driver of the 117 bike.
118 Figure 3 . Urban environment in which various smart devices can collaborate in order to detect objects more accurately Integration of sensory information is produced along with all levels of the architecture and 119 provides a layer over sensory fusion to enrich the semantic meaning of the information provided to 120 other components. Research into the integration of sensory information is based on the enrichment 121 of the semantic meaning of the information depending on the architecture level where is integrated.
122
The more architecture level, the more semantic meaning. For example, in the lower level of the 123 architecture could be interesting to provide all the values of a temperature sensor but in a higher level 124 the interesting information could be the average of these values and its comparison with the values 125 of other temperature sensors. Sensory information is shared by the components of the architecture 126 transparently to their location. Components could be close or located in the cloud. Therefore, it 127 is interesting to study how the functionalities offered by the system devices improve through the 128 integration of sensory information. section 2, materials and methods, describes the proposed architecture and its classification according 136 to the models presented above. Next, the system implemented with their sensors and methods is 137 presented. The section 3 presents the scenario on which the system has been tested and the results of An intelligent resource is defined as an element of intelligent control that offers its capabilities for 149 interaction with the environment through services. As an intelligent control element, it has a direct 150 connection to the physical environment through a set of sensors and actuators. In order to carry out 151 the control actions, the smart resource has the functions of acquisition, reactive processing and action.
152
Up to this point, a smart resource does not differ from a control node. For example, a traffic light 153 with a VGA camera, a set of relays to control the light, and an Arduino Microcontroller with network 154 connection constitute a control node. The role of the microcontroller is to acquire and transmit images, 155 and to receive orders to turn on or off the lights. However, depending on the processing capacity of 156 the smart resource and the functionalities it offers, there will be a set of processes with a higher level of 157 intelligence. If the previous device was provided with a more powerful microprocessor that allows, for 158 example, to store a history to infer the evolution of traffic, or to detect the number of vehicles waiting, 159 it would be a Smart Resource. These advanced features are offered through services to other Smart One of the characteristics of smart city architectures is the interconnection capacity between 162 elements or components. Connections between elements must be transparent to their location in the The reason for using a different RGB sensor is to be able to use the same recognition algorithms 253 (2D image), but with different patterns of the same object. The objective of the experiment is to characterise the performance of the presented architecture.
256
The experiments that were performed evaluate the obtained results in both single and multi-robot the experiments, the patterns were already preloaded in each intelligent resource. When the pattern is 283 not available, the Smart Resource has to request it from the fog through the CKMultipeer or even from 284 the cloud.
285
The time t f is the time it takes to fusion various results. An Extended Kalman Filter (EKF) very 286 used in similar environments was used [31] . It is important that, once the object detected by the camera 287 is classified, the percentage of certainty is used as the inverse error (the greater certainty, the less error) Turtlebot robots with heterogeneous sensor configuration have been designed for these experiments. 299 Every sensor has been integrated as a part of a different Smart Resource. Therefore, sensory information 300 and its management are always accessed through the distributed services that are provided by 301 the related Smart Resource. First Turtlebot configuration implements an Asus Xtion Pro(depth 302 camera) Smart Resource as a 3D sensor [33] , and a monocular RGB camera Smart Resource as a 303 2D sensor. Therefore, these experiments include two different feature classifications that involve 304 heterogeneous magnitude observations in the 2D and the 3D plane. Second Turtlebot has endowed 305 with thermal camera Smart Resource, which adds a new magnitude classification in the 2D plane.
306
The smart resources were implemented on a beaglebone board [34] . This board has an ARM Cortex 307 8 microprocessor with 1 GHz processing frequency. In order to make different experiments with 308 different smart resource links, we use the CKMultipeer middleware to Fog and Cloud level. The 309 average times of the message latency times obtained in these channels are obtained using the protocol 310 presented in the previous section.
311
The figure 13 shows the total time to obtain a final result of information integration, that is 312 the addition of all times involved in the data path. Times have been taken from processes running 313 independently. Table 1 shows the estimated process times based on the decoupled tasks and results. In 314 the case that a smart resource has two sensors (turtlebot 1) common times, as t a or t c l, considered are 315 the worst time between all sensors times.
316 Table 1 . Resuls of the average estimated times in each stage of the process. The acronym "n.a". (not appropriate) means that time is not provided because this phase is not done in the experiment. libraries, microcontroller board, and the boxes to detect are quite similar. It can be see, CKMultipeer 318 introduces high latency. To check if information integration is profitable, it is necessary to study if the 319 latency time and spent to increase object recognition can justify a low percentage of certainly improved.
320
The ratio obtained using local integration and colaborative integration is studied in the next subsection. In the proposed scenario, the two robots (Turtlebot 1 and Turtlebot 2) navigate until they detect 324 the same set of objects. Both robots have a different perspective, and they are located correctly on the 325 map. To show the process better, the results of each detected object have been shown separately.
326
The table 2 shows the results obtained when the data from the sensors of the first robot (Turtlebot 327 1) is compared with the geometries of boxes. It can be seen that both are very similar, with a certain 328 difference favourable to the box of the BeagleBone. In the case of texture, the RGB sensor clearly 329 detects a tendency to the correct object. In the case of the study presented the Cloud has not been considered. This is because this level cities, it is convenient to organize them into devices that can interact with each other. In this paper has 379 been presented how considering services as a communication method in a smart device, it allows to 380 integrate information from different sensors. The experiments carried out to verify the integration of 381 the information, increase notably the success in the detection of an object.
330

382
Based on the results, it is possible to apply information integration in smart cities as a method 383 to improve the services offered by the different elements. Based on the experiments carried out, 384 it is convenient to test how the smart resources employees detect other objects. The paper shows 385 the experiments performed with a system with two smart resources detecting two different objects, 386 adding more objects and smart resources it is possible to study the cost in workload to recognise an workload to use an optimal amount of system resources, such as a processing time or communications 389 load.
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