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Abstract
Quantitative Analysis of Rate Transient Analysis in Unconventional Shale Gas Reservoirs

Gabriel Quintero
Rate Transient Analysis is a quick reservoir modeling solution that has been used throughout the
oil and gas industry over its continuous development and has provided breakthroughs for
modeling conventional plays for decades. As the Marcellus Shale play continues to be a massive
producer of Natural Gas in the world, operators look to find economical yet fairly accurate
solutions to develop accurate reservoir models of their wells given the complex nature of
unconventional reservoirs. Due to extremely low permeability and heterogeneity along with its
complex fracture networks, it becomes an extremely difficult problem to model and predict the
fluid flow behavior of producing wells. Currently, many operators across the region generate
RTA (Rate Transient Analysis) models to forecast production and track well performance along
the lifespan of the well. With RTA being a solution that was well applied to conventional oil
wells with success, the solution was modified to fit the uncertain nature of unconventional shale
plays such as the Marcellus Shale. When doing such, the problem of modeling complex fracture
networks generated during hydraulic fracturing of the well is simplified along with adding
certain assumptions of parameters are used to generate a model. This process paired with the use
of history matching which generates numerous cases altering the unknown parameters until the
wells historical production data and simulated production is matched, deeming a “correct
model.”
The following study analyzes in depth the use of RTA in unconventional shale reservoirs and the
current methodology of combining assumptions with history matching in order to develop
reservoir “model matches.” In doing so, the workflow provided by IHS Harmony, a popular
RTA model software, will be used to demonstrate user bias and the variance in model results on
repeated wells. The workflow consists of using the Blasingame Fracture Typecurve, Agarwal
Fracture Typecurve, and Wattenbarger Typecurve as a guide into the analytical models. Once
these analyses are completed, the analytical models URM (Unconventional Reservoir Module)
Superposition Time and FMB (Flowing Material Balance) are used to generate a drainage area
and matrix permeability for the numerical model. Finally, the Multiphase Numerical Model tool
will be used in order to develop a model match after iterating on fracture half-length and
dimensionless fracture conductivity. The following study will work to highlight user bias in
completing these models through several wells. In doing such models of the same accuracy in
regard to production history were found after using vastly different reservoir engineering
assumptions such as fracture efficiency.
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Introduction
Unconventional reservoirs are still young in retrospect to the history of the oil and gas industry;
naturally there are still many challenges today. Due to extremely low permeability and
heterogeneity along with its complex fracture networks, it becomes an extremely difficult
problem to model and predict the fluid flow behavior of producing wells. With such a problem,
accurate modeling becomes increasingly difficult. Various operators across the country are
continually researching and looking at the most viable options for reservoir modeling techniques.
As the shale continues to grow to be the most prominent plays in the nation, reservoir modeling
techniques become increasingly important for reserve estimation and economic evaluation. The
current modeling techniques include DCA (Decline Curve Analysis), RTA (Rate Transient
Analysis), and numerical reservoir simulation which can also include hydraulic fracture
modeling. In these methods, missing or uncaptured data is highly necessary to complete the most
accurate models. A solution to such is called history matching. In this process the missing
parameters are iterated on in order to match the historical production data as best as possible
combined with user-based assumptions on the area. With this many of the current techniques
become an art rather than a science; learning how to develop models using any assumption
desired while still matching historical production to validate findings. In this reality has little to
do with the task at hand.
The following study shows how using RTA allows the user to develop “accurate” models based
off of different assumptions in model development.
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Literature Review
2.1 Background
Rate transient analysis is the combination of decline curve analysis mixed with production data
such as flowing pressures, gas, oil, and water. The following modeling technique originally
developed for conventional reservoirs historically has shown great results and provided
breakthroughs during its time. As the transition to shale reservoirs has occurred the problem
became increasingly more complex thus the solution had to be modified. In doing such, the
problem was simplified down into the popular technique of current RTA practices today. Across
companies operating in the Marcellus Shale region RTA has become the most prominent
modeling technique due to its simplicity and ability to match historical production data.
The current model development process consists of qualitative type curve analyses which guide
the user to a “quantitative” final model development which is paired with history matching
(Automatic Parameter Estimation). In more detail, the workflow consists of using the
Blasingame Fracture Typecurve, Agarwal Fracture Typecurve, and Wattenbarger Typecurve as a
guide into the analytical models. Once these analyses are completed, the analytical models URM
(Unconventional Reservoir Module) Superposition Time and FMB (Flowing Material Balance)
are used to generate a drainage area and matrix permeability for the numerical model. The
following review will provide a brief description of the following modules and their purpose in
RTA model development.
BLASINGAME FRACTURE TYPECURVE ANALYSIS
As hydraulic fracturing become necessary for shale reservoirs the ability to use typecurves based
on conventional reservoirs became faulty. In this Blasingame and his colleagues developed a
production decline method to account for such, bouncing off of the Fetkovich typecurve analysis.
The main difference of such is the analytical exponential stem of the Fetkovich typecurve
2

becomes harmonic (IHS Harmony, 2020). The main issue of these which keeps it analytical is its
extent only is able to safely model vertical wells which are vastly different than the horizontal
wells encountered today.

Figure 1. The following figure shows an example of Blasingame typecurve analysis. The X axis
is Material Balance Pseudo-Time and Y axis is Normalized Rate.

Figure 2. The following is the data filtering module in the Blasingame typecurve analysis. The
following shows the historical gas production values (red) and calculated sandface pressure
(brown).
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In the following figures above, the use of Blasingame typecurve analysis for unconventional gas
wells is depicted. As seen in the first figure, the data presented seems to match the typecurve
really well. This is because the first step of RTA analysis consists of data filtering, ensuring that
the data used for the following analyses are ideally selected. As seen in figure 2, with red data
points being that of which is selected and the unfilled data points in the curve being filtered out
we avoid the conditions which cause difficulties for model development. In doing such, the
initial steep decline of pressure and production is ignored along with the points that deviate from
the decline curve that were showing slug flow. The main purpose of this analytical plot is to filter
data in order to simplify the problem such that the user is easily able to model using RTA.
AGARWAL-GARDNER FRACTURE TYPECURVE
The following method is the Agarwal-Gardner typecurve analysis which is based off the work of
Blasingame, Fetkovich, and Palacio. The Agarwal-Gardner rate-time analysis plot includes
dimensionless typecurves, based on the constant rate solution. The difference between this plot
and Blasingame is the typecurves are graphed using the well-test variables dimensionless rate
and dimensionless time (IHS Harmony, 2020).

4

Figure 3. The following figure shows an example of Blasingame typecurve analysis. The X axis
is Material Balance Pseudo-Time and Y axis is Normalized Rate. Where the red data transitions
into blue is an estimate of when transient flow changes to boundary dominated flow.
The final conclusions of this plot when applied to unconventional gas wells is to give an estimate
of at which point in the well’s life is there a transition from transient flow into boundary
dominated flow. The point however can be subject to change by how the user sets up where the
data aligns best on the typecurve and later when deciding time of end of linear flow in the
superposition time plot. This is another purely qualitative analysis in the process of RTA model
development.
WATTENBARGER TYPECURVE
Wattenbarger is one of the major typecurves that was designed from the observation of
hydraulically fractured gas wells. In this it was observed that many gas wells have extended
periods of linear flow. Thus, the typecurves are able to model drainage area based on this linear
5

flow period however with one major assumption. It assumes a rectangular shaped reservoir with
the fractured well to extend to the ends of such rectangle (IHS Harmony, 2020).

Figure 4. The following figure shows an example of Blasingame typecurve analysis. The X axis
is Material Balance Pseudo-Time and Y axis is Normalized Rate. Where the red data follows the
early period of the typecurve shows an infinite dimensionless fracture conductivity.
In shale, this assumption of a planar fracture shape and extension to the boundaries of a
rectangular reservoir have nothing to do with reality. In this, it is seen why when performing
such analysis only the root of the typecurve is what is used to draw conclusions on a shale gas
well. In this the information extracted would be to determine an estimate of dimensionless
fracture conductivity.
UNCONVENTIONAL RESERVOIR MODULE GAS SUPERPOSITION TIME
For the analysis of production history in shale gas reservoir several decline curve methods were
developed. With all of the following attempts, all still fall short in that it assumes idealized
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production curve. Which as much as operators hope to have, this is hardly reality. In this,
superposition time has been a breakthrough in ability to analyze variable rates observed in
unconventional plays. This involves breaking the multi rate sequence of a decline curve into a
collection of single rates. The rate used for each step in the sequence is the difference between
the previous and current timestep. This provided extremely good results in terms of observing a
change from a linear flow period to boundary dominated flow period as seen in the figure below.
The final result of using a gas superposition time plot can boil down to two unknowns;
𝑥𝑓 √𝐾𝑆𝑅𝑉 (fracture half length and stimulated reservoir permeability), the combination of such
could prove a good analytical tool for how well the completion of the well is performing.

Figure 5. The following figure shows an example of Gas Superposition Time Plot. The X axis is
Gas Superposition Time and Y axis is Normalized Pressure. Where the red line matches the
slope of the data points, is the linear flow regime. Where the dashed green line intersects the red
line is the determination of time to end of linear flow.
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The following plot does well in giving a visual representation of a transition between flow
regimes however, actual detailed analysis becomes difficult as it leaves much up to the user. In
this matching the wells linear period can be determined in various other ways along with where
the end of linear flow actually is. This plot also loses reliability under young wells, along with
wells that don’t have consistent flow periods. Those attempting to perform such model lack the
ability to provide meaningful analysis on their wells until the well has reached boundary
dominated flow. In the case of a well that struggles with consistent production which resulted in
an extended shut in or boost in production due to tubing install, two flow regimes can be
observed. Both of which consist of a linear flow to boundary dominated which can add more
confusion to the user as seen in the figure below.

Figure 6. The following figure shows an example of two Gas Superposition Time Plots analyzing
various flow regimes of the same well. The X axis is Gas Superposition Time and Y axis is
Normalized Pressure.
As seen, there is a lot of room for user bias when completing such analysis. The amount of user
bias increases when using such to determine missing parameter values as recommended when
following the IHS Markit workflow.
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Figure 7. The following figure shows the gas superposition module in IHS Harmony. In this the
inputs are the lateral length and number of fractures to which the calculations to how the outputs
are calculated are seen on the right.
When using the Unconventional Reservoir Module – Gas Superposition Time (URM-GST)
analysis in IHS Harmony, there are major assumption the engineer needs to make regarding the
well’s completion performance. To extract values for the fracture half-length or stimulated
reservoir permeability, it is required that you input the number of fractures contributing to flow
in the reservoir. This is a major assumption being that typically none of this is measured as well
as not all fractures contribute to production equally. The values extracted from this have little to
do with reality of the reservoir and more of which cluster efficiency the engineer likes to assume
in model development.
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FLOWING MATERIAL BALANCE
The flowing material balance equation is one of the most accepted fundamental calculations in
reservoir engineering practices. The calculation is most generally used for estimating original
hydrocarbons in place. Since most gas wells do not experience extended periods of constant rate
production the original solution to flowing material balance does not apply. As for this the
pseudo-steady state equation is applied for the variable rate flow of unconventional reservoirs.

Figure 8. The following figure shows the Flowing Material Balance plot. In the following plot
the X axis is Cumulative Gas Production and on the Y axis we can observe (from right to left);
Pressure, Gas Normalized Rate, Calendar Gas Rate, and Gas Productivity Index.
This allows for a fairly good calculation of drainage area of the well based off a conventional
technique and matches the production well however, it is still a solution for a well with ideal
conditions where in unconventional plays hardly is the reality. Another major assumption when
using such technique for reserve estimation is the recovery factor of gas in the reservoir. This
also becomes inaccurate until the well shows an extended period of boundary dominated flow.
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SOFT DATA AND ASSUMPTIONS
As known by all reservoir not all data used when developing reservoir models is measured
directly from the well. This could be due to cost savings as running tools downhole and
performing well tests are costly, as well as the lack of ability to perform such needed
measurements. In doing so as engineers it was necessary to develop educated guesses or
assumptions that would help us model the missing parameters in our equations, in this case the
Psuedosteady State Inflow Equation. In order to justify the means of these assumptions,
engineers have developed what is known as history matching. In this, you have the ability to
change and iterate on these assumed parameter values until they match the historical production
which would justify your model as “accurate.” Using the current RTA methods, the following
parameters are up to the user’s interpretation and will be tested throughout this study:
Table 1. The following table shows the assumptions used in RTA model development when
following the IHS Harmony tutorial workflow.
Soft Data/ Assumed Parameters
Fracture Half Length (𝒙𝒇 )
Dimensionless Fracture Conductivity (𝑭𝑪𝑫)
Permeability (Stimulated Reservoir Volume) (𝒌𝑺𝑹𝑽)
Permeability (Matrix) (𝒌𝑴𝒂𝒕𝒓𝒊𝒙 )
Number of Fractures (𝒏𝒇 )

Determined From Analytical Models
Drainage Area (𝑨)
SRV Area (𝑨𝑺𝑹𝑽 )
Permeability (Stimulated Reservoir Volume) (𝒌𝑺𝑹𝑽)
Permeability (Matrix) (𝒌𝑴𝒂𝒕𝒓𝒊𝒙)

Objective and Methodology
3.1 Objective
The purpose of this study is to analyze the use of Rate Transient Analysis as a means of reservoir
modeling and analyses when applied to unconventional reservoirs. Along with this to show the
justification of matching historical production data does not always prove to show an accurate
model based on what we understand about shale wells today. In order to approach this study a
general workflow must be followed to consistently evaluate the provided assets, with non11

measured parameters being iterated in order to generate model matches with various reservoir
parameters. It is important to maintain the recommended use of the software and use the
provided measured parameters when developing various models.

3.2 Methodology
The IHS Markit General RTA Unconventional Workflow shown below was followed and
repeated using different assumptions. Throughout the project the same diagnostics were used per
each well at certain scenarios.

Figure 9. The following figure shows the workflow used throughout the entire project. The
process described above is a combination of the analytical models mentioned above and history
matching in model. For the following project, no forecasting was involved (Ewert, 2020).
A total of 5 wells were modeled following the same workflow. History match capability was
tested in the following 5 wells through differences in assumption of cluster efficiency. In the
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URM-GST module 𝑡𝑒𝑙𝑓 analysis of the well was kept consistent throughout the scenarios and the
𝐾𝑆𝑅𝑉 from the following was extracted and used in the numerical model.

Figure 10. The following figure shows the final numerical model. Reservoir properties are
imported into the model, then area, 𝐾𝑆𝑅𝑉 , and 𝑛𝑓 are used from previous models. Finally, 𝑥𝑓 and
𝐹𝐶𝐷 are iterated on to develop a history match using pressure as calculation method.
The area determined from FMB was also kept consistent from its original analysis throughout
different scenarios. Using sandface pressure as a calculation method, the 𝑥𝑓 and 𝐹𝐶𝐷 were iterated
on to develop a model match. The same process was followed for various cluster efficiencies.
For one specific well in the data filtering, 2 separate flow regimes were selected during
interpretation.
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Figure 11. The following figure shows the varying flow regimes of well 43 (Pelican) selected for
interpretation.
The rest of the workflow was followed as described above using both flow regimes. The
workflow mentioned above was also followed and repeated using the varying data selected to
observe if discrepancies can be seen in history match capability.
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Results and Discussions
4.1 Results

20% Efficiency
Figure 12. The following figure shows the numerical model developed for well 48 (Canary) using 20% cluster efficiency and arriving
to a history match.
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40% Efficiency
Figure 13. The following figure shows the numerical model developed for well 48 (Canary) using 40% cluster efficiency and arriving
to a history match.
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60% Efficiency
Figure 14. The following figure shows the numerical model developed for well 48 (Canary) using 60% cluster efficiency and arriving
to a history match.
17

80% Efficiency
Figure 15. The following figure shows the numerical model developed for well 48 (Canary) using 80% cluster efficiency and arriving
to a history match.
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Table 2. The following table shows the soft data parameters used for well 48 (Canary): the number of fractures inputted in the URMGST plot, 𝐾𝑆𝑅𝑉 extracted from such and then optimized 𝑥𝑓 and 𝐹𝐶𝐷 to match historical production data.

Canary
xf (ft)
20%
40%
60%
80%

FCD

nf

390
420
430
430

185
175
300
360
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37
74
111
148

kSRV (nd)
329.8749
82.46872
36.65276
20.61718

20% Efficiency
Figure 16. The following figure shows the numerical model developed for well 45 (Finch) using 20% cluster efficiency and arriving to
a history match.
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40% Efficiency
Figure 17. The following figure shows the numerical model developed for well 45 (Finch) using 40% cluster efficiency and arriving to
a history match.
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60% Efficiency
Figure 18. The following figure shows the numerical model developed for well 45 (Finch) using 60% cluster efficiency and arriving to
a history match.
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80% Efficiency
Figure 19. The following figure shows the numerical model developed for well 45 (Finch) using 80% cluster efficiency and arriving to
a history match.
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Table 3. The following table shows the soft data parameters used for well 45 (Finch): the number of fractures inputted in the URMGST plot, 𝐾𝑆𝑅𝑉 extracted from such and then optimized 𝑥𝑓 and 𝐹𝐶𝐷 to match historical production data.

Finch
xf (ft)
20%
40%
60%
80%

FCD

nf

675
680
690
690

75
175
225
295
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45
89
133
178

kSRV (nd)
213.5391
50.86091
24.19408
12.90759

20% Efficiency
Figure 20. The following figure shows the numerical model developed for well 39 (Flamingo) using 20% cluster efficiency and
arriving to a history match.
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40% Efficiency
Figure 21. The following figure shows the numerical model developed for well 39 (Flamingo) using 40% cluster efficiency and
arriving to a history match.
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60% Efficiency
Figure 22. The following figure shows the numerical model developed for well 39 (Flamingo) using 60% cluster efficiency and
arriving to a history match.
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80% Efficiency
Figure 23. The following figure shows the numerical model developed for well 39 (Flamingo) using 80% cluster efficiency and
arriving to a history match.
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Table 4. The following table shows the soft data parameters used for well 39 (Flamingo): the number of fractures inputted in the
URM-GST plot, 𝐾𝑆𝑅𝑉 extracted from such and then optimized 𝑥𝑓 and 𝐹𝐶𝐷 to match historical production data.

xf (ft)
20%
40%
60%
80%

210
220
230
230

Flamingo
FCD
nf
45
80
113.2
150.4
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47
93
140
186

kSRV (nd)
540.8367
138.1325
60.9545
34.53313

20% Efficiency
Figure 24. The following figure shows the numerical model developed for well 46 (Robin) using 20% cluster efficiency and arriving
to a history match.
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40% Efficiency
Figure 25. The following figure shows the numerical model developed for 46 (Robin) using 40% cluster efficiency and arriving to a
history match.
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60% Efficiency

Figure 26. The following figure shows the numerical model developed for 46 (Robin) using 60% cluster efficiency and arriving to a
history match.
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80% Efficiency
Figure 27. The following figure shows the numerical model developed for 46 (Robin) using 80% cluster efficiency and arriving to a
history match.
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Table 4. The following table shows the soft data parameters used for 46 (Robin): the number of fractures inputted in the URM-GST
plot, 𝐾𝑆𝑅𝑉 extracted from such and then optimized 𝑥𝑓 and 𝐹𝐶𝐷 to match historical production data.

Robin
xf (ft)
20%
40%
60%
80%

FCD

nf

900
910
910
950

40
120
125
125
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28
56
84
113

kSRV (nd)
775.4233
193.8558
86.158
47.60998

Figure 28. The following figure shows the numerical models developed for well 43 (Pelican) with each flow regime selected using
20% cluster efficiency and arriving to a history match. The following table shows the number of fractures inputted in the URM-GST
plot, 𝐾𝑆𝑅𝑉 extracted from such and then optimized 𝑥𝑓 and 𝐹𝐶𝐷 to match historical production data
35

Figure 29. The following figure shows the numerical models developed for well 43 (Pelican) with each flow regime selected using
40% cluster efficiency and arriving to a history match. The following table shows the number of fractures inputted in the URM-GST
plot, 𝐾𝑆𝑅𝑉 extracted from such and then optimized 𝑥𝑓 and 𝐹𝐶𝐷 to match historical production data
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Figure 30. The following figure shows the numerical models developed for well 43 (Pelican) with each flow regime selected using
60% cluster efficiency and arriving to a history match. The following table shows the number of fractures inputted in the URM-GST
plot, 𝐾𝑆𝑅𝑉 extracted from such and then optimized 𝑥𝑓 and 𝐹𝐶𝐷 to match historical production data
37

Figure 31. The following figure shows the numerical models developed for well 43 (Pelican) with each flow regime selected using
80% cluster efficiency and arriving to a history match. The following table shows the number of fractures inputted in the URM-GST
plot, 𝐾𝑆𝑅𝑉 extracted from such and then optimized 𝑥𝑓 and 𝐹𝐶𝐷 to match historical production data.
38

4.2 Discussion
As observed in the following results there is little to do with reality when attempting to get a model with a
“correct” history match. Dependent on the users’ assumptions, a model can always be validated by
historical production when using a history match tool. When deciding on a various range of cluster
efficiencies in the model development, a model was developed that matched the historical production
data. There is no fine line of right or wrong when deciding on what you would like to assume during this
process.
As observed in when selecting differing flow regimes in the well, the more idealized the flowing period
the better the model will be able to match the production history. When the pre-tubing install flow regime
was used, the model lacked the ability to match as well as when the post tubing install flow regime is
used. However, there is not much difference in terms of accuracy. Although the post-tubing installs flow
regime yielded better results, model matches were still made. Dependent on the engineer, preference
could be favored on the lesser match due to the workflow followed and what assumption they feel
comfortable moving forward with.

Conclusions
User Bias plays a massive role in RTA model development as “correct models” in terms of
production history can be achieved using severely different assumptions. As seen throughout this
process many engineers use RTA for its simplicity and ease of use although it has little to do
with the reality of complex reservoirs such as those experienced in shale gas wells. The
following tool also requires wells to be producing under ideal conditions, something that is still
not consistently encountered.
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Nomenclature
𝑥𝑓

Fracture Half Length (ft)

𝐹𝐶𝐷

Dimensionless Fracture Conductivity

𝐾𝑆𝑅𝑉

Permeability (Stimulated Reservoir Volume) (nD)

𝑛𝑓

Number of Fractures
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