The recurrences for the coefficients of appropriate power series may be used with the Miller algorithm to evaluate Jv(x) (\x\ small), exKv(x) (Re x > 0, \x\ large), and the modulus and phase of H¿ '(x) (Re x > 0, \x\ large). The first converges slightly faster than the power series or the classical recurrence, but requires more arithmetic; the last three give both better ultimate precision and faster convergence than the corresponding asymptotic series. The analysis also leads to a formal continued fraction for Kv+X(x)/Kv(x) the convergence of which increases with |x|. To use conventional backward recurrence methods, one needs a recurrence connecting successive elements of the sequence and, if the recurrence is homogeneous, some normalizing relation such as a generating function or a single function value.
This paper describes the results of applying this approach to a variety of transformations of Bessel's equation. These transformations allow the evaluation of solutions which have not previously been accessible to the backward recurrence method and include hitherto refractory domains of the independent variable.
1. General Approach. To establish notation and to indicate the general procedure to be followed, we begin with a brief outline of the methods for generating and solving the recurrences. Additional details, which are not important for the present application, may be found in [5] .
Let y (x), the function to be evaluated, satisfy a differential equation which may be transformed to n mi i °°( 1-1) ¿^ÍI Pu t> ^ = Z V s Mi).
i=o /=o dr j=o
The changes of dependent variable, W(x) = F(x, y) = w(t), and of independent variable, x = x(t), axe chosen to secure the following properties:
a. The origin is an ordinary point of (1-1). Thus, pnQ # 0, and h(t) is holomorphic for |r| < r*.
b. w^(t), the transform of y*(x) is holomorphic in the disk |r| < rT, with rT > 1. c. The value of wT(l) is known, and satisfies 0 < |wT(l)| < °°. Under these circumstances, each solution of (1-1) may be expanded as a series in powers of t with a nonzero radius of convergence (1) (2) w(t)= Z "***• \t\<r,r>0. Although, as pointed out in [5] , v may be greater than n, this is not the case for the equations we consider here, and the coefficients for a set of n + 1 (n if h(t) = 0) independent solutions of (1-1) form a complete basis for solutions of (1) (2) (3) . Further, the known value,
w+(l) = Z «! fc = 0 * gives us an additional condition which may be used for normalization if (1-1) is homogeneous and is otherwise available as a check on convergence.
Although it would be possible to investigate the convergence of the backward recurrence algorithm directly by considering the difference equation (1) (2) (3) , the relation to the differential equation suggests an alternative approach, connecting convergence with the singularities of solutions of (1-1). These, of course, can occur only at the singularities of h(t) and at the zeros of the coefficient of d"w(t)/dtn. In the case of Bessel functions, they are well known from the properties of the functions.
Letting w'(t) be the desired solution of (1-1) and w(t) be any other distinct solution, the following conjectures have proved useful in predicting convergence of backward recurrence using (1) (2) (3) to the coefficients {coî}: Conjecture 1. A necessary condition for convergence to {wt} is that every other solution w(t) have at least one singularity in the disk |r| < rT. Conjecture 2. A sufficient condition for convergence is that all the singularities of all the other solutions in a fundamental set including w^(i) lie in the disk |r| < r* These conjectures leave undetermined the behavior when one of the solutions, w(t), in the fundamental set has a singularity on the circle |r| = r*. If this singularity does not coincide with one of the singularities of w*(t), the problem may be resolved by a small shift of origin for t. The following conjectures appear to apply when w'(t) and w(t) have a common singular point at t^ = re'9', and no other singularities in |r| < r*, and if lixnr^.rf _w^(re'e^) exists.
Conjecture 3. Convergence to {cj£ } will occur if w(re'8^) is unbounded as r -rt-.
Conjecture 4. Convergence to {cjT} will occur if w(reiB^) has an unbounded number of oscillations as r -► r* -.
The principal value of these conjectures is in suggesting appropriate transformations of the original differential equation to secure convergence to the power series coefficients for the desired solution. As for most finite length computations, convergence is neither necessary nor sufficient for utility.
In contrast to the more familiar recurrences, which generate the sequence of members of the family of functions, the recurrence (1-3) yields the sequence of Taylor coefficients. Although the sequences may often be converted into one another, using standard relations for derivatives, the Taylor coefficients themselves have many applications. They may be used to evaluate the function and its derivatives at any point within the circle of convergence; they may be rearranged to a Chebyshev series, providing rapid convergence on the interval -1 < f < 1 ; function and derivative values may be used in iterations for finding zeros, and so on. We will emphasize evaluating the function. The simplest function value to compute is wT(0) = co\. However, the values may be accumulated without multiplications in parallel with the backward recurrence.
It may, thus, be advantageous to choose the origin so that the value of x for which the function is desired corresponds to one of these values of t.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Considerable attention has been devoted to refining algorithms for the backward recurrence approach, particularly for three-term recurrences. Most of this activity has been reviewed in [2] , [3] , [4] . Although a careful choice of algorithm would be essential for the construction of an acceptable item of software, our computations had a much less ambitious goal, that of exploring the domains of effective convergence of the various recurrences. The original Miller algorithm is quite adequate for this task.
Denoting the approximate normalizing factor and solution for a particular starting value N by CN and {cok }, respectively, our computational procedure was as 2. Bessel Functions of the First Kind; Small |x|. We turn, now, to applications of our approach to Bessel functions. Most of the properties of these functions which we will need are summarized in Chapters 9 [6] and 10 [7] of AMS 55, the notation of which we will follow as closely as possible. Additional useful information about the asymptotic properties which we shall use may be found in [8] .
Bessel functions are solutions of Bessel's differential equation The symmetry of the auxiliary function corresponding to Jv(x), and the fact that its value is known at the origin suggests introducing the new independent variable t by
where the parameter z may be chosen freely, although, as we shall see, increasing |z| decreases the rate of convergence of the Miller algorithm.
Letting w(t) = W(x[t])
, and introducing the new variables into Bessel's equation leads to
which has an ordinary point at the origin, and singular points at t = 1 and f = °°. If we write P-7) ■»» -(¿^)W*>.
for the solution corresponding to Jv(x), and M *»-(^=)'r>/r=ï for the solution corresponding to Yv(x), we observe that w^(t) is an entire function of t, with w>t(l) = l/T(v + 1), while w(t) is holomorphic for |r| < 1, but has singularities at t = 1 and t = °°. Conjecture 1, thus, implies that if the Miller algorithm converges, it will converge to the coefficients for w^(t).
Introducing the power series (1-2), with r = 1, into (2-6) leads to the
with the additional condition M (2-10) vv+(l) = Z co+ = l/r(K + 1).
As indicated in the last section, an appropriate choice of z can simplify the calculations significantly, and may also improve the rate of convergence. If z is real, or pure imaginary, (2-9) and (2-10) include only real quantities. Thus, both Jv(x) and Iv(x) (the modified Bessel function) may be evaluated for real x without resorting to complex arithmetic. The evaluation of w*(t) is, of course, simplest for r = 0, i.e. for z2 = x2. However, the rate of convergence of the Miller algorithm decreases as |z| increases, so that for real or pure imaginary x the choice z2 = x2/2, and (1-5) may be advantageous.
The recurrence (2-9) was tested numerically using approximately 16S floating point arithmetic for real x and v as high as 16, with z = x and z = x/y/2. The results, typical examples of which are shown in Table 2 -1, lead to the following general observations: The recurrence does, in fact, converge, to correct values, even for x as large as 16. The precision for a given starting index increases with v, and decreases with lx|. Precision is somewhat higher with z = x/\[2 than with z = x, but the improvement may not be sufficient to justify the extra computation required in using (1-5). Two other methods of evaluating Jv(x) for relatively small |x| also deserve consideration: backward application of the classical recurrence (2-n) ',+*-!(*) -! <r + *)'*+*(*)-'"+fc+i(*) and the classical power series (2-2). Comparative evaluations of J0(x) by all three methods showed that for fixed N, (2-9) with z = x/s/2 was more precise than any of the other methods, while (2-11) was uniformly the worst, except for x > 8, where the power series was inadequate. Even with z = x, (2-9) was superior to (2-11) and to the power series for x > 4. The starting point necessary to attain a specified precision is not, however, the sole criterion for the choice of algorithm, and it should be observed that the amount of arithmetic for each application of (2-9) is significantly greater than for (2-11) or (2-2). A final selection would require a detailed analysis of specific programs for the various domains. For (x| small, Iv(x) can be evaluated by the methods of the last section. For large br|, we may now use the backward recurrence method to evaluate Kv(x). In the neighborhood of the irregular singular point at °°, the solutions have the asymptotic
Since ^"(x) is recessive at °°, we hope that it will be computable by our procedure. To obtain a function with a nonzero value at °° we introduce the new dependent variable Wfx) by setting (3-6) Ax)=f£e-*Wix), so that the differential equation becomes
with the solution corresponding to Kv(x) approaching 1 as x -► °° in I arg x| < 3tt/2, while the solution corresponding to Iv(x) approaches e2x/tt.
Since the differential equation is no longer invariant under a change of sign of x, we use the simple change of variable
to map the point x = °° onto t = 1. Letting w(t) = W(x [t] ), our differential equation becomes
with the boundary condition w(l) = 1 corresponding to the solution for Kv(x).
Again, the origin is an ordinary point, so that the power series oo (3-10) "i*) = Z <"V* k = 0 converges for 11 \ < 1. The method of undetermined coefficients leads to a recurrence i in the form
for the cofc which can be written in the form
Since the solution corresponding to \j2x/it exKv(x) approaches 1 as t -► 1, while the solution corresponding to y/2xfn exIv(x) is unbounded, Conjecture 3 suggests that the backward recurrence solution of (3-11) will converge to {cok } with 0,2) wt<» = j>; = ., »»(o-r^y^wo-.*.^).
In particular, for t = 0, Like all three-term homogeneous recurrences, (3-11) has an associated sequence of formal continued fractions. These may be written in /-fraction form Returning to the modified Bessel functions, we have, from (3-6),
Using the recurrence The method is not, of course, restricted to integer orders, or to real arguments. For v = (2n -l)/2, the denominator in (3-11) vanishes for k = n, but this merely reflects the fact that modified Bessel functions of half-integer order have finite expansions in powers of 1/x. Exact results will be obtained by starting the recurrence with con = 0, con_x = 1.
Among the modified Bessel functions of fractional order which are accessible by this technique, the Airy functions, Although the whole domain of x, v, and z was not explored, the following semiquantitative generalizations appear useful: a. For fixed z and v, the index of precision, P, is effectively independent of f for |i|<l. computed from the tables in AMS 55 [6] .
The rate of convergence was explored by calculations similar to those described in Section 3. The data, typical examples of which are shown in Table 4 For comparison, the asymptotic series [6, Eq. 9.2.28] requires 17 terms to achieve a maximum precision of 14.45 for x = 16, and 9 terms give a maximum precision 7.36 for x = 8.
5. Evaluation of the Phase. The phase, dv(x), for Bessel functions may be defined by
where Mv(x) is the modulus, which was considered in the last section.
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In terms of the auxiliary functions, Wv(x) (from the last section) and Dv(x), we may write the differential equation (54) as
Again, changing the independent variable to (5-9) r=l-z2/x2
and letting d(t) = Dv(x[t]), we obtain, after simplification
The singularities of r(t) will fall at t = 1 (because of the essential singularity of M^x) at x = °°) and at the zeros of w(i) (i.e. at t = °°, and at the values of r corresponding to the complex zeros of H^\x)). If all of these zeros lie outside the circle t = 1, we can represent r(t) as a power series Writing (5-13) (1 -t)w(t)r(t) = z2 Ml) -W(r)]
and using the series representation for w(t), the coefficients for which can be found by the method of the last section are 6. Discussion and Conclusions. Of the four recurrences presented, the first is useful for small arguments, while the others are most effective near °°. The first, Eq. (2-9), is competitive with other methods of evaluating Jv(x) but offers no clear advantage over the power series for |x | less than the first zero. This should not be surprising in view of the close connection between recurrences and continued fractions, and the observation that continued fractions corresponding to power series for entire functions rarely accelerate convergence, although those corresponding to asymptotic divergent series often show dramatic improvement.
The last three recurrences fall in the latter class, and not only converge more rapidly, but also yield higher precisions than the asymptotic series over wider domains of the complex argument. Hitotumatu's continued fraction, Eq. (3-21), shows comparable convergence but requires a more complicated normalization. It, thus, appears that the recurrences should replace the asymptotic series for large arguments and relatively small orders. Equation (3-11) with z = -ix provides an improvement over the Hankel form, although the modulus and phase representation deserves careful consideration.
