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Abstract
This thesis presents a novel lip-reading approach to classifying utter-
ances from video data, without evaluating voice signals. This work
addresses two important issues which are
• the efficient representation of mouth movement for visual speech
recognition
• the temporal segmentation of utterances from video.
The first part of the thesis describes a robust movement-based tech-
nique used to identify mouth movement patterns while uttering phonemes.
This method temporally integrates the video data of each phoneme
into a 2-D grayscale image named as a motion template (MT). This
is a view-based approach that implicitly encodes the temporal com-
ponent of an image sequence into a scalar-valued MT.
The data size was reduced by extracting image descriptors such as
Zernike moments (ZM) and discrete cosine transform (DCT) coeffi-
cients from MT. Support vector machine (SVM) and hidden Markov
model (HMM) were used to classify the feature descriptors. A video
speech corpus of 2800 utterances was collected for evaluating the ef-
ficacy of MT for lip-reading. The experimental results demonstrate
the promising performance of MT in mouth movement representation.
The advantages and limitations of MT for visual speech recognition
were identified and validated through experiments.
A comparison between ZM and DCT features indicates that the accu-
racy of classification for both methods is very comparable when there
is no relative motion between the camera and the mouth. Neverthe-
less, ZM is resilient to rotation of the camera and continues to give
good results despite rotation but DCT is sensitive to rotation. DCT
features are demonstrated to have better tolerance to image noise than
ZM. The results also demonstrate a slight improvement of 5% using
SVM as compared to HMM.
The second part of this thesis describes a video-based, temporal seg-
mentation framework to detect key frames corresponding to the start
and stop of utterances from an image sequence, without using the
acoustic signals. This segmentation technique integrates mouth move-
ment and appearance information. The efficacy of this technique was
tested through experimental evaluation and satisfactory performance
was achieved. This segmentation method has been demonstrated to
perform efficiently for utterances separated with short pauses.
Potential applications for lip-reading technologies include human com-
puter interface (HCI) for mobility-impaired users, defense applications
that require voice-less communication, lip-reading mobile phones, in-
vehicle systems, and improvement of speech-based computer control
in noisy environments.
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Chapter 1
Introduction
1.1 Introduction
With the rapid advancement in computing technologies, the demand for improved
flexibility and futuristic capabilities in human-computer interfaces (HCI) is in-
creasing. Speech recognition systems emerge as a new generation of HCI that
utilize the natural ability of users to communicate with computers through voice
commands. Speech recognition can be generally viewed as a pattern matching
problem to find an estimate for spoken utterance given the speech signals.
Despite the remarkable progress in speech technologies, the performance of the
available voice recognizers is still far behind human speech intelligibility (Lipp-
mann, 1997). One of the main drawbacks of the conventional speech recognition
systems based on audio signals is the sensitivity of such systems to variations in
acoustic conditions (Chen, 2001). The performance of audio speech recognizers
degrades drastically when the acoustic signal strength is low, or in situations
with high ambient noise levels. Most of the real-world applications are subject to
acoustic noise, e.g., speech control of a vehicle navigation system is affected by
noise from the car engine and radio.
Possible solutions to this problem are by using noise robust techniques such
as implementation of microphone arrays (Boll, 1992; Brandstein and Ward, 2001;
Sullivan and Stern, 1993) or noise adaptation algorithms (Gales and Young, 1992;
Stern et al., 1996). Nevertheless, such methods have limited performance due to
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the difficulty in modeling the random characteristics of non-stationary acoustic
noise.
An alternative method to overcome the limitation of audio speech recognizers
is through the use of non-acoustic speech sources such as visual (Petajan, 1984)
and facial muscle activity (Arjunan et al., 2006; Betts et al., 2006; Manabe et al.,
2003) to identify utterances. These non-acoustic modalities are strictly invariant
to audio noise. The sensor based technique has an obvious disadvantage that it
requires the user to have sensors fixed to the face, making such methods not user
friendly. The muscle monitoring approaches have limitations of low reliability.
Vision-based techniques are non intrusive and do not require the placement of
sensors on users and hence emerge as the more desirable options.
The use of visual channel in speech recognition is motivated by human speech
perception. It has been demonstrated that human perception of speech is bimodal
by psycholinguists (McGurk and MacDonald, 1976). In normal face-to-face com-
munication, humans combine audio and visual speech information to improve
speech understanding. It is confirmed that normal hearing adults can better
perceive speech by observing the speaker’s facial movement in addition to listen-
ing to the speech sounds, especially under noisy situations (Sumby and Pollack,
1954). The ability of hearing impaired people to lip-read is yet another clear
demonstration of the significance of visual cues in speech perception.
Visual speech information is also being exploited to increase the robustness
of audio speech recognition. Research where audio and visual signals are com-
bined to form audio visual speech recognition (AVSR) systems have been reported
(Liang et al., 2002; Potamianos et al., 2003). While AVSR systems are useful for
applications such as for telephony in noisy environment, such systems are not
suitable for people with speech impairment.
Another difficulty associated with AVSR systems is related to the issue of
security. Voice operated commands can be heard by other people in the proximity
of the user, making AVSR applications not suitable for giving verbal commands
or passwords when users are in public spaces. For such applications, there is a
need for visual-only speech recognition.
Vision-based speech recognition approaches identify utterances from image
sequences. Such techniques are also known as lip-reading or speechreading.
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Lip-reading is defined as the process of recognizing utterances by observing the
speaker’s lip movement. The term ‘speechreading’ further expands the mean-
ing of lip-reading to cover for facial movement during speech (Campbell et al.,
1998). Kaplan et al. (1999) defines speechreading as “the ability to understand a
speaker’s thoughts by watching the movements of the face and body and by using
information provided by the situation and the language”. Facial movements in
the mouth region are known to contain the most significant amount of visual cues
useful for speechreading (Benoit et al., 1996). These three terms - speechreading,
lip-reading and visual speech recognition are used interchangeably in this thesis.
1.2 Problem statement
Computer-based lip-reading techniques utilize visual cues related to the visible
movement of speech articulators, such as tongue, jaw, teeth and lips, to recognize
utterances. The main objective of lip-reading methods is to accurately decode the
visual speech signals into utterances. The complex range of reproducible sounds
generated by people is a clear demonstration of the dexterity of human mouth
and lips- the key speech articulators. This work examines the use of video data
related to mouth movement for recognizing utterances. The advantages of vision-
based speech recognition technique include: (i) not affected by ambient noise and
changes in acoustic conditions and (ii) does not require the user to make a sound.
In speechreading applications, the visual speech signals are processed to ex-
tract features that are later fed into a speech classifier. The task of a speech
classifier is to assign the visual features to classes of utterances. The selection of
visual features is critical in determining the performance of a lip-reading system.
The available visual speech features can be broadly categorized into shape-
based, appearance-based and motion-based features. The shape-based features
are parameters extracted from images to describe the shape of mouth, such as
the height and width of mouth opening. Researchers have reported on the use of
artificial markers on talker’s face to ease the extraction of lip contours (Adjoudani
et al., 1996; Kaynak et al., 2001). The use of artificial markers is not suitable
for practical lip-reading applications. Shape-based features can also be extracted
through model-based techniques using 2D or 3D model of the lips or mouth (Basu
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and Pentland, 1997; Matthews et al., 1998). Model-based techniques are often
computationally expensive and require accurate tracking of the lip movement.
This limits the performance of such techniques when applied to real time systems.
Another drawback of such approaches is the need for the accurate labeling of the
lip contours in the training data to create the lip models. The labeling of the
boundary of lip contours is difficult as the boundary might not be clearly visible
or can be occluded by facial hair (Luettin, 1997).
Appearance-based features represent the low level information of the mouth
images. The appearance-based approaches assume that the raw pixel values
around the mouth area contain important visual speech information (Liang et al.,
2002). The pixel values or the transform coefficients of the image pixels are used
as appearance-based features (Potamianos et al., 2003). While such techniques
preserve as much image information as possible, the dimensionality of the feature
vector can be fairly large and contains high redundancy.
As opposed to appearance and shape-based features that describe the under-
lying static shapes of mouth, motion-based features directly represent the mouth
movement across the image sequence (Mase and Pentland, 1991). Motion fea-
tures can be extracted through image subtraction to generate difference of frame
(DOF) (Scanlon et al., 2003). The main limitation of DOF is that these images
capture information about the changes in the mouth image over time but do not
indicate the direction of the mouth movement.
One of the drawbacks of these techniques is that they adopt a ‘one size fits
all’ approach. Due to the large variation in the way people speak, these have very
high error rate, with error in the order of 90% (Hazen, 2006; Potamianos et al.,
2003) for visual-only speech recognition tasks. The use of visual speech signals
as biometrics information for speaker recognition (Chibelushi et al., 1993; Faraj
and Bigun, 2007; Luettin et al., 1996a) demonstrates the large variations between
different talkers.
Another limitation of these speechreading methods is that speech segmenta-
tion is performed using audio signals (Dean, Lucey, Sridharan and Wark, 2005)
or through manually annotation of video corpus (Goldschen et al., 1994; Pao and
Liao, 2006). Temporal segmentation of utterance from images is required for
visual-only speech recognition where audio signals are not available.
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1.3 Research aim and objectives
The main goal of this research is to investigate a robust visual speech segmenta-
tion and classification technique that is easy to train for individual user, without
using artificial markers. The objectives of this work are to:
• investigate the efficacy of motion templates (MT) in representing mouth
movement during utterances. MT is generated through temporal integra-
tion of video data to encode the spatial and temporal information of mouth
motion.
• examine a visual-only utterance segmentation method that combines mouth
motion and appearance information. The motion features for temporal
segmentation is obtained using MT.
This novel approach using MT in visual speech recognition and temporal
segmentation is an original contribution of the thesis.
1.4 Research definition
This research investigates the performance of motion templates (MT) in mouth
motion representation and temporal segmentation of utterances. A motion tem-
plate (MT) is a scalar-valued, grayscale image that represents ‘where’ and ‘when’
motion occurs in the video clip. The MT approach temporally integrates video
frames with greater weight to recent movements through accumulative image sub-
traction. This technique provides a computationally efficient way to represent the
short duration, complex movement of lower face (mouth, jaw and facial muscles)
during speech (Yau, Kumar and Arjunan, 2007). The computational simplicity of
MT-based approach is because this technique does not require the use of complex
3D or 2D models for tracking the lip contours in each video frames. Figure 1.1
shows example of an MT generated from an image sequence of an utterance /m/
that contains 33 frames.
The main advantages of this technique are: (i) computationally inexpensive,
(ii) does not require the use of artificial markers and (iii) insensitive to users’
skin color and texture due to the image subtraction process. These benefits are
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Figure 1.1: Example of a motion template generated from a 33-frames video clip
for a speaker uttering a consonant /m/.
accompanied by a number of limitations. One of the drawbacks in addition to
others discussed later in the thesis is that this technique is view sensitive.
This thesis evaluates the benefits and limitations of using MT in representing
mouth movement for lip-reading applications. MT is a view-based motion rep-
resentation technique. Therefore, this investigation is limited to the frontal view
of the talkers. Due to the large inter-speaker variations that affect the reliabil-
ity of visual speech information, this study focuses on speaker-dependent speech
recognition tasks.
The atomic contrastive unit in the sound system of a particular language is
a phoneme. A number of phonemes can be joined to form different words and
complex sounds. This study focuses on the identification of English phonemes
by classifying mouth movement patterns while articulating the phonemes. Since
similar lip and mouth movement can generate a variety of sounds, this investiga-
tion is confined to identification of phonemes with distinctive movements. These
are referred to as visemes.
The scope of this investigation is limited to the classification of videos of
mouth region. Mouth videos can be captured using a light weight and small size
camera that is easily mountable on a headset replacing the microphone, as shown
in Figure 1.2. The advantage of using this is that it is no longer required to
identify the region of interest thereby reducing the computation required.
A temporal segmentation technique is examined for detecting the start and
6
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Figure 1.2: A camera mounted on a headset replacing the microphone for cap-
turing of mouth videos.
end of utterances using mouth motion and appearance information. This tech-
nique identifies the start and stop of utterances from an image sequence containing
multiple utterances spoken with short pauses in between.
1.5 Outline of the thesis
The thesis is organized into eight chapters. The first chapter provides an intro-
duction to the research. Chapter 2 reviews related work and background studies
on visual speech recognition.
Chapters 3 to 5 present the original contribution of this research and describe
the fundamental theory of MT for lip-reading. Chapter 3 explains the theoretical
framework, benefits and limitations of MT for mouth movement representation.
Chapter 4 discusses the problem of feature extraction and classification of
mouth movement for lip-reading. Chapter 4 describes two important image de-
scriptors used to reduce the dimension of MT. Two classification techniques are
presented as the suitable methods for assigning image descriptors to the classes
of utterances.
Chapter 5 describes a new method for detection of the start and end of utter-
ances using mouth motion and appearance information. This chapter presents a
technique for integrating the movement and appearance cues for video segmen-
tation of utterances spoken with short pauses in between.
Chapter 6 reports on the experimental setup and methodology in evaluating
the performance of MT in a phoneme recognition task. This chapter also presents
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the design and empirical evaluation of the proposed temporal segmentation tech-
nique using mouth motion and appearance information.
Chapter 7 examines the effects of adverse imaging conditions on the perfor-
mance of MT in mouth motion representation. Chapter 7 evaluates the tolerance
of the different MT-based classification techniques to inter-subject variations, il-
lumination variations, changes in camera view (rotational, translational and scale
changes), motion occlusion and image noise.
Finally, Chapter 8 presents a summary on the efficacy of MT for lip-reading
using different visual features and classification techniques. This chapter reports
on the conclusion of this work and provides recommendations for future studies
in this research topic.
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Background
2.1 Computer-based speech recognition
Significant progress has been made in speech recognition in the past two decades.
Due to the very dense information that can be coded in speech, speech-based
human computer interaction (HCI) provides richness comparable to human-to-
human interaction. An important application of speech recognition systems is
for users with physical disabilities to control computers. Other applications of
speech recognition are vehicle control and navigation, speech-to-text and aircraft
control inside pilot cockpits.
2.1.1 Limitations of speech recognition using audio signals
The use of the available voice recognition systems such as Dragon Naturally
Speaking (DragonSystems, 1997) and IBM Viavoice (IBM, 2007) is limited to
well-defined applications such as dictation in relatively controlled environments.
This is because the performance of speech recognizers lags human speech per-
ception by an order of magnitude, even in minimal acoustic noise conditions
(Lippmann, 1997). Speech recognition using voice signals has the following ma-
jor drawbacks :
• it is not suitable in noisy environments such as inside vehicles or in factories
• not applicable for users with speech impairments that have difficulty in
9
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voicing
• it is not applicable for giving discreet commands (such as passwords and
confidential information) when there are other people in near vicinity.
2.1.2 Non-acoustic speech recognition sources
Non acoustic modalities can be applied to recognize speech in an effort to over-
come the limitations of voice recognition. Such voice-less speech recognition tech-
niques require only the sensing of facial and speech articulators’ movement, with-
out the need to sense the voice output of the talker.
A number of options available are visual (Petajan, 1984), recording of vo-
cal cord’s movement through Electroglottograph (EGG) (Dikshit and Schubert,
1995), mechanical sensing of facial movement and palate’s movement, recording
of facial muscle activity (Arjunan et al., 2006), facial plethysmogram and mea-
suring the intra-oral pressure (Soquet et al., 1999). Figure 2.1 shows a speech
recognition system developed by Jorgensen et al. (2003) using sensors attached to
the larynx and sublingual area below the jaw to record electromyogram/electro
palatogram (EMG/EPG) signals.
Figure 2.1: A speech recognition system using muscle activity signals recorded
from sensors placed on a user’s neck (Jorgensen et al., 2003).
Articulatory cues extracted from electropalatograph (that measure the contact
points of the tongue with the palate) and the aerodynamic measurements (that
indicate the intra-oral pressure) are used to identify utterances by Soquet et al.
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(1999). The sensors-based approaches are intrusive and not ‘natural’ due to the
need for placement of sensors on the speaker’s face and mouth.
Visual-based techniques are non intrusive and do not require attachment of
sensors on speakers, and are more desirable options. The advantages of visual
speech recognition methods are that such techniques are not affected by audio
noise and change in acoustic conditions, do not require the user to make a sound
and provide the user with a natural feel of speech and the dexterity of the mouth.
Knowledge of the physiological and psychological aspects of speech produc-
tion and perception is important in the design of robust lip-reading techniques.
Visual speech recognition is supported by psychological studies (McGurk and
MacDonald, 1976; Sumby and Pollack, 1954) of human speech perception that
demonstrate the importance of visual cues in speech intelligibility. Speech per-
ception is closely related to the physiological process of human speech generation.
The next section presents a brief overview of human speech production system.
2.2 Human speech production
There are a number of speech production models that describe the mechanisms
of human speech production (O’Shaughnessy, 1987). These models commonly
describe the mouth as the audio filter where the shape of the mouth cavity and
the lips modulate the air, which is a mixture of the fundamental frequencies and
flat spectrum to generate the sounds.
Speech signals are produced in the form of pressure waves with different varia-
tions in pressure as a function of time from the speaker’s mouth. Different speech
sounds are generated through changes in the shape of speaker’s vocal tract as the
vocal tract’s muscles contract and relax (O’Shaughnessy, 1987). The main speech
organs in human speech production system are the lungs, trachea, larynx (vocal
cords), pharyngeal cavity (throat), oral cavity (mouth) and nasal cavity. Speech
articulators involved in producing a speech sound are vocal cords, tongue, lips,
teeth, velum and jaw. Figure 2.2 shows the midsagittal section of the human
speech production system. Each speech sound is generated through a specific
position of the speech articulators.
Speech is produced as air is exhaled from the lungs after inhalation. The po-
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Figure 2.2: The main speech articulators including tongue and vocal cords in the
human speech production system. (Fellbaum, 2005).
sitions of speech articulators determine the characteristic of the sound produced.
This process is similar to a filtering operation where the vocal tract acts as a filter
of a sound source. The voicing source occurs in the larynx where the airstream is
interrupted periodically or aperiodically through vocal folds vibration. Periodic
vibrations of the vocal folds produce voiced sounds with fundamental frequen-
cies equivalent to the rates of vibration. Unvoiced speech sounds are generated
through turbulent flow of air at a constriction in the vocal tract. The frequency
of vibration is determined by the mass and length of the vocal cords and the
contraction of the muscles. The overall shape of the vocal tract is dependent on
the position of the speech articulators.
Clearly, the movement of certain speech articulators such as velum and glottis
is not visible from the frontal view of the speaker face. The visual information
that can be extracted from the mouth images consists of only the lips, frontal
12
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part of tongue, teeth and jaw. Important information such as vibration of the
vocal cords, soft palate and the complete shape and movement of the tongue
are not available from the face images. Visual signals alone are not sufficient to
fully decode the speech information without using knowledge from other speech
sources. The classification power of visual cues is limited to a restricted vocab-
ulary since different speech sounds (phonemes) can be produced through similar
mouth movement. The next section explains the relationship between phonemes
and visemes (the atomic units of mouth movement while uttering phonemes).
2.2.1 Phonemes and visemes
Speech can be divided into sound segments known as phonemes. Phonemes are
the smallest structural units of spoken language that distinguish meanings of
words. Phonemes can be broadly categorized into vowels and consonants de-
pending on the relative sonority of the sounds (Jones, 1969). The articulations
of vowels are produced with an open vocal tract whereas the productions of con-
sonants involve constrictions at certain part of the vocal tract by the speech
articulators. The number of English phonemes is not fixed and can vary due to
factors such as, the background of the speaker. A typical number of phonemes
used in audio speech recognition is from 40 to 50.
Visemes are the smallest visually distinguishable mouth movements when ar-
ticulating a phoneme. Visemes can be concatenated to form different words, thus
providing the flexibility to extend the vocabulary of the speech recognizer. The
total number of visemes is much less than phonemes since speech is only partially
visible (Hazen, 2006). While the video of the speaker’s face shows the movement
of the lips and jaw, the movements of other articulators such as tongue and vocal
cords are not visible. Each viseme can correspond to more than one phoneme,
resulting in a many-to-one mapping of phonemes-to-visemes.
Viseme sets of English can be determined through human speechreading stud-
ies or by applying statistical methods to cluster the phonemes into groups of
visemes (Goldschen et al., 1996; Potamianos et al., 2003; Rogozan, 1999). The
number of visemes commonly used in visual speech recognition is in the range of
12 to 20. There is no definite consensus on how the sets of visemes in English
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are constituted (Chen and Rao, 1998). The number of visemes for English varies
depending on factors such as the geographical location, culture, education back-
ground and age of the speaker. The geographic differences in English are most
obvious where the sets of phonemes and visemes change for different countries
and even for different areas within the same country. It is difficult to deter-
mine an optimal and universal viseme set suitable for all speakers from different
backgrounds (Luettin, 1997).
2.3 Human visual speech perception
Human speech perception is known to encompass the acoustic and visual modal-
ity. The contributions of visual information in improving human speech intelligi-
bility in noisy environments has been proven more than five decades ago (Sumby
and Pollack, 1954).
The audio and visual sensory information is integrated by normal hearing
adults while perceiving speech in face-to-face communication. The bimodal na-
ture of human speech perception is validated by the McGurk effect. McGurk and
MacDonald (1976) demonstrate that when a person is presented with conflicting
visual and audio speech signals, the speech sound perceived is differently than
either modality alone.
The McGurk effect occurs when a subject is presented simultaneously with
audio sound of utterance /ba/ and visual recording of a speaker’s face pronouncing
/ga/, the subject perceives the sound as /da/. The reason for this is because
the subject perceives the utterance in a way that is most consistent with the
visual and audio sensory information. Visual /ga/ is more similar to visual /da/
than to visual /ba/. Similarly auditory /ba/ is more similar to auditory /da/
as compared to auditory /ga/. Figure 2.3 shows the stimulus and perceived
utterance of McGurk effect. The McGurk effect is demonstrated to be present in
infants and across different languages (Burnham and Dodd, 1996).
The McGurk effect confirms that even normal hearing adults use visual cues
for speech perception. This demonstrates that visual speech signals contain sig-
nificant amount of speech information. The importance of visual speech is also
clearly validated by the ability of people with hearing impairment to substitute
14
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Figure 2.3: The McGurk effect that occurs when the participants are presented
with conflicting audio and visual stimulus and the utterance being perceived by
most participants is different from audio and visual modality.
vision for hearing by interpreting visible speech movement.
2.3.1 Factors that affect human speechreading performance
Lip-reading is a visual skill based on the ability to identify rapid lip movements.
Speechreading relies on visual proficiency, visual discrimination and visual mem-
ory. Visual proficiency is defined as the ability to focus rapidly and to be visually
attentive to the speaker’s face for long periods of time. Visual discrimination is
the ability to distinguish the subtle differences in the speech articulators (lips,
tongue and jaw) movements. Visual memory is associated with the ability to
remember the visual patterns of speech movements (Jeffers and Barley, 1971;
Kaplan et al., 1999).
The speechreading performance of humans is influenced by a number of factors
such as (Berger, 1972):
• the degree of visibility of the speech articulators movement: Most of the
muscular movements involved in sound production occur within the mouth
and hence are not visible (Jeffers and Barley, 1971). The performance of
lip-reading by humans and machines is dependent on the visibility of the
speech articulators’ movement while pronouncing utterances.
• the rapidity of articulatory movement: The normal speaking rate is approx-
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imated as thirteen speech sounds per second and yet human eye is capa-
ble of consciously seeing only eight to ten movements per second (Nitchie,
1930). This indicates that the normal speech rate is too rapid for humans
to completely capture the visual speech information. The rapidity of the
articulatory movement is closely related to the frame rate of the video data.
A minimum frame rate of 5 Hz was required for good speechreading per-
formance by untrained subjects in perceptual studies reported in studies
(Williams et al., 1998).
• the inter-speaker variations: Individual differences exist in speech sound
formation. People learn to make speech sounds through listening and imi-
tating. The articulation patterns can be different for the pronunciation of
the same speech sounds by two different speakers (Jeffers and Barley, 1971).
• language knowledge: the level of knowledge on phonology, lexicon, prosody,
semantics and syntax plays an important role in determining the speech
perception capabilities of the lip-reader.
2.3.2 Amount of speechreading information in different
facial parts
One of the key questions in speechreading by humans is, “Which part of the
speaker’s face conveys the most significant visual speech information?”. Nu-
merous studies have been conducted to determine the amount of visual speech
information contained in different parts of the speaker’s face. Benoit et al.
(1996) demonstrated that visual speech information is located everywhere on
the speaker’s face and the lips alone contain two thirds of the visual speech infor-
mation. This confirms the essential role of lip movements in speechreading. In
their study, it was observed that by adding jaw to the lips region, speech intelli-
gibility of the subjects increased appreciably. The responses of the subjects were
better to a frontal view of the speaker’s face as compared to the side profile.
The visibility of teeth and tongue increases the vowel recognition rates for
both natural and synthetic faces (Summerfield et al., 1989). Montgomery and
Jackson (1983) had demonstrated that lip rounding and the areas around the
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lips contain significant visual speech information for vowel recognition. Their
experimental results confirmed the presence of inter-speaker variations as different
lip and tongue positions while articulating utterances were observed for different
speakers. Width and height of oral cavity opening, the vertical spreading of the
upper and lower lips and the puckering of the lips are found to be important for
consonant recognition (Finn, 1986).
2.3.3 Significance of time-varying features
A number of studies have demonstrated the significance of time-varying informa-
tion for visual speech perception. While static features describe the underlying
static poses of the mouth such as the lip shape and visibility of teeth and tongue,
time-varying features represent the dynamics of articulation that correspond to
facial movements.
An investigation using computer-generated faces has shown that subjects were
able to distinguish vowels based on time-varying features extracted from the lips
and jaw movements (Brooke and Summerfield, 1983). Experiments using point-
light displays by Rosenblum and Saldaa (1998) obtained similar results, which
validated the significance of time-varying information in visual speech percep-
tion. The point-light display method was applied by attaching small lights to
different key facial feature points of a darkened speaker’s face. Three different
configurations for the point light display evaluated in their studies are shown in
Figure 2.4. It was observed that the point-light display configuration with lights
attached to the lips, tongue and teeth provides the highest classification rate.
The lowest accuracy was produced using the configuration with the most number
of point light displays attached to the face (points on the mouth, cheeks and
chin). These studies have demonstrated that dynamic features characterizing the
speech articulators’ movements are salient features for speechreading.
The insights gained from studies of human visual speech perception pro-
vide clues that suggest which visual aspects of speech events are important for
machine-based lip-reading. Results from human perceptual experiments demon-
strate that the dynamic features extracted from facial movements contain signif-
icant visual speech information. Lower face region of the speaker (which encloses
17
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Figure 2.4: Three different configurations for point light display used in a human
speech perceptual study (Rosenblum and Saldaa, 1998) : (a) Point light display
attached to the lips , (b) Point light display attached to the lips, tongue and
teeth and (c) point light display attached to the lips, tongue, teeth, cheeks and
chin. This study demonstrated the significance of time-varying features for visual
speech perception
the mouth, lips, teeth, tongue and jaw) is found to carry the most informative
visual cues for identifying utterances by humans. Therefore, the region of interest
for lip-reading systems should enclose the lower face region for efficient decoding
of visual speech.
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2.4 Visual speech recognition by computers
Computer-based lip-reading is a relatively new area and research in this field
has only started two decades ago. The main task of speechreading systems is
to process the mouth images to obtain meaningful features that can be used to
accurately identify utterances. A block diagram of a lip-reading system with
input of full face videos is shown in Figure 2.5. The input videos are recorded
from video capturing devices such as cameras. The video captured can be full
face video or mouth video from different view points, e.g., frontal view and profile
view. Frontal view video recordings contain the most informative visual speech
information (Lucey and Potamianos, 2006).
For input video that consists of multiple utterances, temporal segmentation
is required to detect the start and end of an utterance before identifying the
utterances. The segmented utterance is represented using visual speech features
that can be classified into utterances by the speech classifier. A region of interest
(ROI) consisting of the lower face region (mouth and jaw) is commonly used
in lip-reading techniques. This research investigates the classification of mouth
videos and hence face and mouth detection is not required. Face and mouth
detection can be omitted for systems where the camera is attached in place of the
microphone to the commonly available headsets. Potamianos et. al. (Potamianos
et al., 2004) has demonstrated that using mouth videos captured from cameras
attached to wearable headset produced better results as compared to full face
videos. Another advantage of this is that it is no longer required to identify the
region of interest, thereby reducing the computation required.
The mouth images are processed to obtain a set of parameters (features)
suitable for describing the speech movements. The desirable characteristics of
visual speech features are : (i) contain maximum amount of speech information,
(ii) high tolerance to variations related to speaker, imaging conditions and en-
vironment, and (iii) maintain a low dimensionality and compact representation
(Scanlon, 2005). Various techniques to extract visual speech features are reported
in the literature. These approaches can be broadly categorized into shape-based,
appearance-based and motion-based.
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Figure 2.5: A block diagram of a typical lip-reading system.
2.4.1 Shape-based visual features
Shape-based features are high level features that describe the geometric shape of
the mouth and lips. The first lip-reading system was proposed by Petajan (1984)
using shape-based features such as mouth height and width extracted from binary
images. Shape-based features representing the geometry of the mouth are also
applied in visual speech recognition by (Goldschen et al., 1996; Heckmann et al.,
2002). Artificial markers or coloured lipstick have been applied on speaker’s
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mouth to extract shape-based features consisting of the lip contours (Adjoudani
et al., 1996; Kaynak et al., 2001). The use of artificial markers is not suitable for
practical applications.
Lip contour can also be extracted from the images by applying model-based
techniques such as deformable templates (Stork and Hennecke, 1996), snake (Bre-
gler et al., 1994) and active shape model (ASM) (Luettin et al., 1996b; Perez et al.,
2005). ASM techniques extract the lip contours by minimizing an energy function
that fits a statistical shape model to the mouth images. An extension to the ASM
technique is active appearance model (AAM) that combines a shape model with
a statistical model of the grey levels in the mouth region. The performance of
AAM is demonstrated to outperform ASM in lip tracking (Matthews et al., 1998).
The difficulty with model-based approaches is the need for manual labeling of lip
contours in the training data. Such methods are also sensitive to the skin color
and facial hair of the speakers. While the model-based approaches have high
tolerance to image noise and illumination variations, the movement information
of other speech articulators except lip contours is not encoded. This limits the
amount of visual speech cues represented by such shape-based features.
2.4.2 Appearance-based visual features
Appearance-based features are low level features which assume that the raw pixel
values within the ROI contain important visual speech information. The pixel
values can be directly used as appearance-based features (Bregler et al., 1993).
Nevertheless, the raw image intensity values are large in dimension, which com-
plicates the classification process. For example, an image of size 70x70 has a
total of 4900 pixels. To reduce the size of the feature vector, dimensionality
reduction techniques such as principal component analysis (PCA) (Liang et al.,
2002), vector quantization (Silsbee and Bovik, 1996) and discrete cosine transform
(DCT)(Potamianos and Neti, 2001) are applied on the ROI.
Appearance-based features are able to represent visual information of the lips,
teeth, jaw and the surrounding face region. One of the limitations of appearance-
based features is the sensitivity of such features to varying imaging conditions
such as illumination and view angle of the camera. To implicitly capture visual
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speech dynamics, ‘static’ features consisting of DCT coefficients were augmented
by its first and second-order derivatives, each computed over a window of multiple
frames (Potamianos et al., 2004).
2.4.3 Motion-based visual features
Visual speech information can be described in terms of the static and dynamic
components (Rosenblum and Saldaa, 1998). Features extracted from static mouth
images are static (pictorial) features. These features characterize the appearance
or shape of the mouth in the images. Motion features directly represent mouth
movement without regard to the underlying static mouth appearance and shape.
The motivation for using motion features is because visual speech information
is not solely reflected by the absolute lip shape but also the temporal change
of lip positions (Bregler and Konig, 1994). Another reason in favor of using
temporal image data is the psychophysical evidence suggesting that biological
visual systems are well adapted to process temporal information. The results
from human perceptual studies by Rosenblum and Saldaa (1998) validated that
time-varying information is important for visual speech perception.
Research on machine lip-reading conducted by Goldschen et al. (1994) has
demonstrated that motion features are more discriminative as compared to static
features. In their experiments, seven static features from the oral cavity, such
as the perimeter along the edge of the oral cavity, width and height of the oral
cavity were used. They had extracted motion features as a combination of the
first and second derivative of the static features and analyzed the motion and
static features using PCA. The results of their analysis indicate that most of the
motion features are more informative than the static features.
Despite the significance of speech dynamics in utterance recognition, few stud-
ies have focused on applying motion features for computer-based lip-reading. The
mouth motion information can be extracted from the temporal data through im-
age subtraction-based methods and optical flow techniques. The image subtraction-
based method segment motion by processing the inter-frame differences. The
optical flow approaches detect movement by identifying regions between image
frames that contain coherent motion (Conforto et al., 2006).
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2.4.3.1 Optical flow-based method
Optical-flow is a motion estimation technique for visual data. Optical-flow can
be defined as the distribution of apparent velocities associated with the changes
in spatial location of brightness patterns in an image. Different optical flow
estimation techniques have been proposed in the literature and two of the widely
used algorithms are the Horn and Schunck (1981) technique and the Lucas and
Kanade (1981) technique.
In the Horn-Schunck technique, the image brightness at any coordinate (x, y)
at time t is denoted by E(x, y, t). Assuming that brightness of each point is
constant during a movement for a very short period, the following equation is
obtained:
dE
dt
=
δE
δx
dx
dt
+
δE
δy
dy
dt
+
δE
δt
= 0 (2.1)
Let the vectors u denote the apparent horizontal velocity and v denote the ap-
parent vertical velocity of brightness constrained by this equation.
u =
dx
dt
; v =
dy
dt
(2.2)
A single linear equation defined as
Ex.u+ Ey.v + Et = 0 (2.3)
The optical flow velocity (u, v) cannot be determined only by using Eq. 2.3.
Hence, an additional constraint, named as the smoothness constraint is used.
This constraint minimizes the square magnitude of the gradient of the optical-
flow velocity and is given by:
(
δu
δx
)2 + (
δu
δy
)2 + (
δv
δx
)2 + (
δv
δy
)2 (2.4)
Solving Eq. 2.3 and 2.4, an optical flow pattern can be obtained, provided that
the apparent velocity of the brightness pattern changes smoothly in the image.
The flow velocity of each point is iteratively computed using the average of flow
velocities estimated from neighbouring pixels in the image.
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Mase and Pentland (1991) applied the Horn & Schunck algorithm to esti-
mate the velocity of lip motions measured from optical-flow data for lip-reading.
The features were extracted from optical-flow of four windows around the edges
of the mouth. Each window represented one of four designated facial muscles
that were activated during speech. The performance of their system and human
speechreaders were found to be comparable for an English digit recognition task.
A different optical flow estimation technique using 3-D structure method,
which applied eigenvalue analysis of multidimensional structure tensor, was re-
ported (Bigun et al., 1991). The 3-D tensor structure method was applied in the
2-D subspaces of the 3-D spatiotemporal space to estimate the lip contour motion
for a digit recognition task (Faraj and Bigun, 2007).
2.4.3.2 Image subtraction method
Image subtraction is a technique commonly used in motion detection and recog-
nition. The image subtraction process involves the computation of the differ-
ence between adjacent frames and produces a delta image or difference of frames
(DOF). DOF is produced by subtracting the intensity values between successive
frames of the image sequence. One of the key advantages of the image subtraction
method is the computational simplicity of the algorithm in movement detection.
Image subtraction was applied to extract motion features for visual speech
recognition by Scanlon et al. (2003). They have pointed out that the temporal
difference between two adjacent frames is relatively small and does not provide
significant temporal information. Hence they have proposed the use of multiple-
frame DOF. The multiple-frame DOF is computed by subtracting pixel values of
current frame and a frame much further back (k frames before the current frame)
in the image sequence to form the motion features. The resulting recognition rate
of motion features is three times higher than the static features in (Scanlon et al.,
2003). A speechreading technique that combines image subtraction, principal
component analysis (PCA) and independent component analysis (ICA) has been
reported by Lee et al. (2005).
Gray et al. (1996) have compared the performance of image subtraction and
optical-flow based motion features in visual speech recognition. In their experi-
24
2.4 Visual speech recognition by computers
ments, DOF-based features outperformed the optical-flow features. Gray et al.
(1996) have evaluated five types of motion features including
1. pixel values of low pass filtered gray scale image (named as form) and DOF
2. form and PCA of DOFs
3. optical flow fields
4. optical flow information and acceleration (the difference between subsequent
optical flow fields)
5. form and optical-flow
Among these five types of motion features, the highest accuracy was attained
using feature vectors consist of low pass filtered image and DOFs. The combina-
tion of DOF and grayscale image pixels features produced 15% higher recognition
rate as compared to the feature vectors that combine optical flow fields and image
pixels.
One of the reasons for the lower accuracies of the optical-flow features argued
by Gray et al. (1996) is due to the presence of noise in the resultant optical flow
field. Furthermore, the optical flow algorithm evaluated assumes rigidity of the
objects (lips) and small pixel movement of features between frames which are not
valid. This is because the lips are non rigid and large pixel movement can occur
for utterance spoken in high velocity (Gray et al., 1996).
One of the shortcomings of the image subtraction method based on single-
frame DOF in visual speech recognition is the limited dynamic information be-
tween two adjacent frames. If multiple-frame DOFs are used as motion features,
part of the movement information between the current frame, and the kth previ-
ous frames is lost. The selection of a suitable k value is not straight forward and
varies depending on the speed of utterance. Another issue related to the use of
DOF is that these images capture information about the changes in the mouth
image over time but do not indicate the direction of the mouth movement.
To overcome these limitations, this research proposes the use of a motion seg-
mentation algorithm that capture mouth dynamics through temporal integration
of DOF of image sequences into 2-D motion templates (MT). MT contains infor-
mation on the spatial location and temporal information of mouth movement.
25
2.5 Summary
2.5 Summary
This review has described the background of speech recognition, the motivation
for vision-based utterance identification and the basic theory of human speech
production and perception. This survey has discussed the strengths and limita-
tions of the state-of-the-art visual speech recognition systems.
The transfer of knowledge from human perceptual studies into machine-based
speechreading is necessary to impart human cognitive abilities in comprehending
utterances into computers. Based on research in human speech perception:
1. visual cues hav been demonstrated to be important for speech perception.
Both normal hearing adults and people with hearing impairment use the
facial movement information for enhancing speech intelligibility (Burnham
and Dodd, 1996; McGurk and MacDonald, 1976; Sumby and Pollack, 1954).
2. the lower face region (the mouth and jaw) has been shown to contain signif-
icant amount of visual speech information (Benoit et al., 1996; Finn, 1986;
Montgomery and Jackson, 1983; Summerfield et al., 1989).
3. time-varying information in visual signals that describe mouth movement
has been demonstrated to be salient visual speech features (Brooke and
Summerfield, 1983; Rosenblum and Saldaa, 1998).
The studies in computer-based lip-reading indicate that:
1. important visual cues lie in the temporal change of lip and mouth positions
and not solely on the absolute lip shape (Bregler et al., 1994).
2. motion features are more discriminative as compared to static features for
machine speechreading (Goldschen et al., 1994).
3. motion features obtained from difference of frames (DOF) outperform op-
tical field method (Gray et al., 1996).
4. the main drawback of DOF is that these images capture information about
the changes in the mouth image over time but do not indicate the direction
of the mouth movement (Scanlon et al., 2003).
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This research proposes the following hypothesis :
Mouth movement information encoded in motion templates (MT) generated through
temporal integration of DOF of video data contains necessary spatial and tem-
poral features to identify utterances.
The advantages of MT-based image subtraction method are:
• reconstruction of 2D or 3D model is not required
• computationally inexpensive and fairly robust for cheaply locating the pres-
ence of movement
• DOF detects the change in pixel intensities due to motion features of the
mouth
• temporal integration through accumulation of DOF can produce directional
motion information
This thesis attempts to address the limitations of motion-based lip-reading
techniques in two broad categories, i.e., by representing the mouth movement
using MT (Chapter 3) and efficiently classifying the movement (Chapter 4).
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Chapter 3
Mouth Movement Representation
Using Motion Templates (MT)
3.1 Introduction
The core component in motion-based visual speech recognition is the represen-
tation of mouth movement. Motion provides powerful cues used by humans to
separate objects of interest from a background of irrelevant details (Gonzalez and
Woods, 1992). Motion in the video is induced by movements of the object in
a 3-D scene, camera motion and/or light source. If the parameters related to
camera and light source are constant, only the object (mouth) motion is required
to be recovered. The 3-D mouth movement induces 2-D motion on the image
plane through a particular projection system. This projected 2-D movement is
the apparent motion that has to be recovered from the pixel values of the image
sequence for proper mouth movement representation. Efficient motion segmen-
tation is required for robust mouth movement representation.
Motion segmentation techniques are applied on video data to separate the
movements from the images. Motion segmentation of mouth videos detects re-
gions that correspond to mouth movement in the camera window. By identifying
the moving regions, the stationary part of the video data which are redundant
can be detected. The stationary elements of the video data can be omitted in
the subsequent classification stage. This allows a compact and computationally
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efficient representation of mouth movement.
Directional-based motion segmentation techniques (Black and Yakoob, 1995;
Essa and Pentland, 1995; Polana and Nelson, 1994; Siskind, 1995) describe the
mouth movement without regards to the underlying static poses of the mouth.
Davis and Bobick (1997) proposed a directional-based motion approach that rec-
ognizes the holistic patterns of motion rather than the trajectories of structural
features. This is achieved using a multi-component image representation of action
based upon the observed motion. Their method is based upon the construction
of a vector-image which can be matched against stored representations of known
actions. A binary motion-energy image (MEI) which represents where motion
has occurred in an image sequence and another a motion-history image (MHI)
which is a scalar-valued image where intensity is a function of recency of motion
were developed in their approach.
Another type of motion segmentation technique is based on change detection.
Change detection is achieved by subtracting pixel values of consecutive frames
to detect regions with movements. Accumulative difference picture (ADP) was
used for change detection in dynamic scene analysis by Jain (1984). A differ-
ence picture produced by comparing the corresponding pixels of the frame and
consecutive frame under consideration. ADPs are computed by comparing the
reference frame with each frame of a sequence of images. Initially, the first frame
is considered as the reference frame and this frame is modified on the basis of the
subsequent analysis.
The motion template (MT) approach investigated in this research combines
the concepts of ADP and MHI to form an enhanced temporal template to repre-
sent mouth movement. As opposed to ADP and MHI, the MT-based technique
investigated in this thesis apply velocity and illumination normalization (as re-
ported in Section 3.2.3 and 3.2.4) on MT to reduce variations with respect to
brightness and rapidity of speech. The following sections further explain the
framework for generation of MT.
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3.2 Mouth movement segmentation using MT
The main goal of motion segmentation is to capture and represent the move-
ment that occurs in a given time window directly from the image sequence. The
motion segmentation technique investigated in this research represents mouth mo-
tion patterns rather than the structural information of movement. This method
collapses the entire space-time dimensions of motion into a 2D template while
retaining the essence and temporal structure of movement. The 2D template is
named as motion template (MT).
The gray levels of MT are the temporal descriptors of the motion. Each
pixel intensity value of MT corresponds to a function of the temporal history of
motion at that pixel location. This approach recognizes motion by describing
the appearance of the motion without referring to the underlying static images
(Bobick and Davis, 2001; Kumar et al., 2004; Sharma, 2004).
Intensity values of a sequence of video frames that are recording motion can
be represented by a function It(x, y). The value of this function represents the
pixel values at spatial coordinates of x and y in the frame at time t. The video
frames are captured in regular intervals. Hence, the parameter t represents the
frame number (tth frame of the image sequence) as opposed to the frame captured
at time t. The timing window of the entire mouth movement for each utterance
is represented by the total number of frames used to capture the movement.
The delimiters for the start and stop of the motion can be inserted into the
image sequence for each utterance either manually or through automatic temporal
segmentation.
3.2.1 Detection of the spatial location of mouth motion
Perceptible mouth movements in the camera window result in changes in the video
frames (Jain et al., 1995). Detecting such changes enables the mouth motion
characteristics to be analyzed. A simple and effective way to detect such changes
is by analyzing the changes in pixel values between consecutive frames of It(x, y)
and It−1(x, y). This is achieved by using Difference of Frames (DOF) computed
through pixel-wise subtraction of consecutive images in the video data.
A DOF cancels the stationary components of two consecutive images and
30
3.2 Mouth movement segmentation using MT
represents the motion elements as non-zero pixel values. The tth frame DOF,
DOFt(x, y) is defined as
DOFt(x, y) = |It(x, y)− It−1(x, y)| (3.1)
The image subtraction process produces DOF that detects all differences be-
tween two images regardless of the sources (Bromiley et al., 2002). Nevertheless,
only a subset of these differences is related to mouth movement and of interest
for classification. The noise contained in DOF could be due to the object and
background similarities. The motion gaps can be filled using image morphology.
Thresholding is applied on the DOFs using a predefined threshold value, a to
obtain a change/no change classification. The binarisation of the DOF produces
a binary map,Bt(x, y) given by
Bt(x, y) =
{
1 if DOFt(x, y) ≥ a,
0 otherwise
(3.2)
The binary map indicates regions where mouth motion occurred since the il-
lumination level is kept constant. The pixel values of the binary map are set as
1 when the gray level difference between two consecutive frames is appreciably
different depending on the threshold value ‘a’. This low level processing does
not necessarily ensure that the segmented motion wholly represents the mouth
motion. To minimize the influence of non speech-related movement without
complicating the data acquisition process, certain constraints such as constant
illumination and stationary camera are maintained during the video recording
process. A number of computer vision techniques (Bromiley et al., 2002; Rosales
and Sclaroff, 1999) are capable of partially solving these issues but this research
focuses on motion representation through a simplified yet acceptable registra-
tion process by assuming static background in addition to applying a temporal
segmentation technique on the video data, as explained in Chapter 5.
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3.2.2 Encoding of the temporal component of mouth mo-
tion
The information on the history of mouth motion is encoded into the MT by
assigning
• larger pixel values to represent more recent mouth movement
• smaller pixel values to indicate ‘older’ movements
• dark pixels (intensity value =0 )to represent static elements
This process of implicitly representing the temporal component of mouth move-
ment is achieved by multiplying the binary map with a linear ramp of time to
produce weighted binary maps. MT is generated by summing up all the weighted
binary maps into a 2-D template. The intensity value of MT at pixel location
(x, y) in the tth frame is given by
MTt(x, y) = max
N⋃
t=2
Bt(x, y).t (3.3)
N is the total number of frames used to capture the mouth motion. A scalar-
valued grayscale image (MT) with pixel brightness representing the history of
mouth motion is generated by computing the MT values for all pixel coordinates
(x, y) in the image sequence using Eq.3.3.
Figure 3.1 shows the spatial-coordinates of four pixels in five consecutive
frames. The object moves from left to right and the resultant binary maps for
this image sequence are illustrated in Figure 3.2. The binary maps indicate the
location of pixels where motion has occurred. While the binary maps contain the
spatial information of movement, the temporal information is not represented.
The binary maps are multiplied with the frame number (t) to encode the tempo-
ral information into the weighted binary maps as shown in Figure 3.3. The final
MT is generated by finding the maximum of the union of all weighted binary
maps. Figure 3.4 shows the union of weighted binary maps and MT. The MT
represents the direction of motion from left to right with increasing intensity val-
ues for the four pixels. This demonstrates that each pixel value (x, y) of MT is a
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function of the temporal component of motion at that specific spatial coordinate.
Figure 3.1: Frame 1 to 4 (each frame containing 4 pixels) indicating motion
moving from left to right.
The generation of an MT from an image sequence consisting of twelve frames
of a speaker is shown in Figure 3.5. Eleven DOFs are produced from the twelve
mouth images and are used to compute the weighted binary maps. MT is gen-
erated from the union of the weighted binary maps to represent the spatial and
temporal characteristics of mouth motion in the twelve-frame video clip.
The duration parameter, N is important in the computation of MT. The DOFs
of the video data are analyzed by temporally integrating frames covering the
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Figure 3.2: Three binary maps generated from Frame 1 to 4 (each frame contain-
ing 4 pixels) of motion from left to right.
Figure 3.3: Weighted binary maps generated for motion from left to right.
period of mouth movement, N. The delimiters for start and stop of the movement
are added into the image sequence. Different speed of speech results in varying
duration, N. This method selects an accurate duration of movement by detecting
the start and end of mouth movement for each utterance in the image sequence.
3.2.3 Minimization of variations in speed of speech
The speed of phonation of a speaker might vary for each repetition of a phoneme.
Variations in the speed of utterance will result in variations in the overall duration
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Figure 3.4: The union of weighted binary map and a motion template computed
by taking the maximum of the union of weighted binary map.
Figure 3.5: DOFs and MT computed from an image sequence with twelve frames
(from left to right showing frame 1 to frame 12).
(N) and variations in micro phases of the utterances. The details of such changes
are difficult to model due to the large inter-experiment variations. A model to
approximate such variations is applied by normalizing the overall duration of an
utterance. This is achieved by normalizing the intensity values of MT to between
0 and 1. This normalization process minimizes the speed variations by relatively
expanding the intensity range of faster movements and vice versa.
3.2.4 Minimization of illumination variations
Illumination variations due to light sources at arbitrary positions and intensities
can result in high variability of the mouth images. The threshold value for bi-
narisation during generation of MT is affected by the illumination levels. Hence
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changes in lighting conditions can vary the MT produced. Since motion is de-
tected based on the changes in pixel intensity, the variation in illumination levels
can result in spurious motion being encoded into MT .
Illumination normalization attempts to transform an image with an arbitrary
illumination condition to a standard illumination invariant image. A number of
illumination normalization techniques have been reported in the literature (Bhat-
tacharyya, 2004; Georghiades et al., 2001). Most of these algorithms focused on
illumination correction of facial images for face recognition applications. A global
illumination normalization technique is selected to reduce the effects of illumina-
tion variations on the performance of MT in representing mouth motion. This
method performs histogram equalization on the mouth images before computing
MT. The histogram equalization method is selected due to the computational
simplicity of this technique and the robustness to global illumination changes.
Histogram equalization is a type of image enhancement approach in the spatial
domain that directly operates on the image pixels (Gonzalez and Woods, 1992).
Figure 3.6 shows the output of histogram equalization of a mouth image and
the corresponding histograms. The global changes in brightness is reduced by
matching the histogram of images with different illumination levels to a stan-
dard histogram. This video preprocessing step minimizes the sensitivity of MT
to global changes in lighting conditions.
3.3 Advantages and limitations of MT
The main advantages of using MT in visual speech recognition is the ability of
MT to remove static elements from the sequence of images and preserve the short
duration mouth movement (Yau and Kumar, 2008; Yau, Kumar and Arjunan,
2007). Another benefit of MT is its invariance to the speaker’s skin color due to
the image subtraction process.
MT constructs a representation of mouth motion that has low dimension and
can be matched to the stored representations of known mouth movement for
visual speech recognition. The MT representation of motion is computationally
inexpensive as it reduces the mouth movement to only a grayscale image.
The major drawbacks of MT is the view specific characteristic of this tech-
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Figure 3.6: First row : Orginal image and the corresponding histogram. Second
row : Resultant image after applying histogram equalization on the orignal im-
age and the corresponding histogram that is flatter as compared to the original
histogram.
nique when employed in a monocular system, where single camera view is used
to capture the mouth motion. Motion occlusion caused by other objects or self-
occlusion results in different motion patterns registered into MT. This affects
the efficacy of movement representation and results in classification errors. The
mouth motion needs to be confined within the camera view for accurate MT rep-
resentation of mouth movement. Possible solution to this problem is by extending
the single view MT representation to mult-dimensional views by using more than
one camera. Nevertheless, fusing and processing of video inputs from multiple
cameras is a highly complicated process that often requires human intervention
and controlled imaging conditions. The benefits and limitations of MT mentioned
are tested and validated experimentally in Chapter 7.
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3.4 Effectiveness of MT in visual speech recog-
nition
The short duration complex movement associated with the pronunciation of a
phoneme is fairly consistent for individual speaker. Such consistency in appear-
ance of motion can be easily described using a definite space-time trajectory in
some feature space. The mouth movements are represented as a static grayscale
image (MT) based upon the observed motion.
MT is a scalar-valued image where pixels with more recent movements are
brighter. The MT method for mouth movement representation defined in Eq. 3.3
is view sensitive. The mouth movement is defined as motion over a time window
of N (total number of frames used to capture the motion). This technique assumes
stationary background and the mouth movement can be segmented from either
camera induced or any other motion in the camera view. MT implicitly represents
directional information of movement by assigning larger intensity values to pixels
with more recent movements. The direction of motion is well represented by MT,
provided that the non rigid mouth movements are confined within the camera
view and not affected by motion occlusion. Figure 3.7 shows MTs generated
from image sequence of consonant /m/ and /v/.
3.4.1 Issues related to MT for mouth movement repre-
sentation
MT is a computationally simple method for representing the holistic patterns of
mouth movement by collapsing the spatio-temporal domain of the video data into
a 2D image. The efficacy of MT needs to be examined with respect to:
• Inter-subject variations: It is known that everyone speaks differently (Jef-
fers and Barley, 1971). The inter-speaker variations affect the performance
of lip-reading techniques in speaker-independent speech recognition (Zhang,
2002). The sensitivity of MT to the variations in mouth movements and
mouth anatomy of different speakers needs to be investigated. What is the
effect of speaking and facial variations of different speakers on the perfor-
mance of MT in lip-reading?
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Figure 3.7: Motion templates representing the different patterns of mouth move-
ments generated from images of consonant /v/ and /m/.
• Illumination variations: The changes in lighting conditions will vary the
pixel values of the images captured from the camera. Variations in illumi-
nation levels during recording of the video affects the binarisation process
of MT due to the constant threshold value. Preprocessing of the video is
done by implementing a global illumination normalization technique. The
changes in MT due to illumination variations are reduced by applying his-
togram equalization on the mouth images before computing MT. Is his-
togram equalization technique capable of overcoming the uniform illumi-
nation variations and preserve the accurate mouth motion represented in
MT?
• Motion occlusion: Occlusion of mouth motion by other objects changes the
MT produced since MT is a view-based motion representation technique.
What is the effect of motion occlusion on the efficacy of MT in mouth
movement representation?
• Image noise: Image noise can be induced due to various factors such as
the environment and the video acquisition process. The robustness of MT
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to image noise is an important issue to be studied. How sensitive is the
proposed MT-based lip-reading technique to image noise?
• Variations in camera location and view angle: The changes in camera loca-
tion and view angle with respect to the speaker’s mouth can induce varia-
tions in mouth orientation, size, and position etcetera. What is the effects
of rotational, translational and scale changes on classification of utterances
represented using MT?
All of these issues related to the efficacy of MT for mouth motion representation
is evaluated and reported in Chapter 7.
3.5 Summary
This chapter presented the MT technique to segment mouth movement from
video data by holistically extracting the appearance of motion. One of the main
contributions of this thesis is the novel use of MT coupled with histogram equal-
ization (to reduce illumination variations) and intensity normalization (to reduce
speed variations) for visual speech recognition. This method reduces the di-
mension of the input video from 3D to a 2D template consisting of a grayscale
image. The intensity values of MT in the spatial domain are not suitable to be
used as features to represent the mouth movement due to the large dimension
of image data. Further, the pixel values are dependent upon the local variation
of the image intensity. The pixel values of MT vary with changes such as the
tilt of the speaker’s mouth, or when there is a relative shift of the camera and
mouth. To represent MT with a smaller set of descriptors, suitable features need
to be extracted. The following chapter examines different image descriptors and
classification techniques to identify utterances using MT.
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Chapter 4
Visual Speech Features and
Classifiers
4.1 Introduction
After the mouth movement is segmented from video data using the motion
template-based technique described in Chapter 3, the resulting aggregate of seg-
mented pixels can be used for matching the movement patterns to utterances.
This chapter presents the feature extraction and classification techniques applied
on motion templates (MT) to identify utterances.
Pixel values of MT are a function of motion history where more recent move-
ments are represented with brighter pixels. One of the simplest options for rec-
ognizing the MT is to directly use the pixel values as input features to a classifier
that classifies the features into utterances. Nevertheless, analyzing the visual
speech information directly from the intensity values is very difficult due to the
large data size and sensitivity to local variations of image intensities (Goecke,
2005). For example, an image of size 70 x 70 contains 4900 pixels which is too
large in dimension and hinders the robust classification of the image. In image
classification tasks, it is highly desirable to have small feature size that contains
most of the relevant cues related to the object(s) of interest. The raw pixel values
can be transformed to a different space to reduce the feature dimensionality while
retaining the relevant and meaningful motion information.
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Regions in an image can be described in terms of the external characteristics
such as the boundaries of the regions (Chang and Leu, 1992; Giannarou and
Stathaki, 2007; Gurbuz et al., 2001) or internal properties such as the pixel values
within the regions (Costa and Jr., 2000; Gonzalez and Woods, 1992; Prokop and
Reeves, 1992). The external representation is used when only the shape or outline
of the regions is important for representing the image. .
‘Global internal’ features are needed for analysis of MT since the pixel inten-
sities of MT contain spatial and temporal information of mouth movement (Yau,
Kumar and Weghorn, 2007b). Section 4.2 presents two global internal features,
i.e., Zernike moments(ZM) and discrete cosine transform (DCT) coefficients to
uniquely represent each motion template with 64 elements. Section 4.3 describes
two classification techniques, i.e., support vector machines (SVM) and hidden
Markov models (HMM) to assign DCT and ZM features into respective classes
of utterances.
4.2 Visual speech features
Visual speech features are extracted from MT to represent different utterances.
Visual speech features are obtained by converting the MT into a unique and com-
pact form by removing the redundancy (non linguistically relevant information) in
the MT. The gray level of each pixel of MT indicates the temporal characteristic
of mouth movement at that particular pixel location. The intensity values of MT
contain spatial and temporal information related to mouth movement. Global
region-based feature descriptors are selected to efficiently represent the intensity
distribution of MT. A number of global feature descriptors have been proposed
for image representation in the literature such as statistical moments (Hu, 1962),
wavelet transform representation (Kubo et al., 2001) and DCT representation
(Potamianos et al., 2003). Image descriptors examined in this study are ZM and
DCT coefficients.
Statistical moments capture the global information of the image and do not
require closed boundaries as compared to boundary based features such as Fourier
descriptors. Moments computed from images with different patterns are unique
and hence such features are useful for pattern recognition. The most commonly
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used moment-based features are the geometric moments that are computed by
projecting the image function onto monomial functions. Hu (1962) has proposed
a set of seven nonlinear functions named as moment invariants (MI) derived from
geometric moments of 0th up to 3rd order. MI are translation, scale and rotation
invariant. It is difficult to derive MI that is greater than 3rd order thereby
limiting the maximum feature size of MI to only seven moments. These seven MI
features provide only the coarse shape of the image pattern and are insufficient
for complicated pattern matching applications. Another drawback of geometric
moments is the non-orthogonality of the features resulting in redundancy.
To overcome the limitation of geometric moments, Teague (1980) has pro-
posed orthogonal moment features computed using a set of orthogonal polyno-
mials. Zernike moments (ZM) are a type of orthogonal statistical moments and
have been listed as one of the robust region-based shape descriptors in MPEG-7
standard (Jeannin, 2000; Zhang and Lu, 2004). The advantages of ZM are that
such features are mathematically concise and capable of reflecting not only the
shape, but also the intensity distribution of MT. ZM can easily be constructed
to an arbitrary high order as opposed to MI that can only be derived up to 3rd
order. Another key strength of ZM is the invariance property of these features to
rotational changes.
The DCT-based techniques are widely used in the field of image compression.
The DCT approaches represent an image as a sum of sinusoids of different mag-
nitudes and frequencies. The process of DCT compacts most of the energy in
the image into a small number of features by removing the high spatial frequency
components. Most of the visually salient information related to the image is con-
centrated in only a few DCT coefficients. This allows an image to be represented
using a small number of DCT features. The detailed theory on ZM and DCT
features are described in the following sections.
4.2.1 Zernike moments
Zernike moments (ZM) are a type of orthogonal image moments. ZM are inde-
pendent features due to the orthogonality of the Zernike polynomial Vnl (Teague,
1980). One of the main advantages of ZM is its simple rotational properties
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(Khontazad and Hong, 1990a). ZM have been demonstrated to outperform other
image moments such as geometric moments, Legendre moments and complex mo-
ments in terms of sensitivity to image noise, information redundancy and image
representation capability (Teh and Chin, 1988). The orthogonality of the ZM
features enables redundancy reduction and enhances the computation efficiency
(Pang et al., 2004).
4.2.1.1 Square-to-circular image coordinate transformation
The MTs are scaled to be within unit circles centered at the origin of MTs before
computing ZM to maintain the orthogonality of ZM features. Each MT of size N
x N is bounded by a unit circle. The center of the image is taken as the origin and
the pixel coordinates are mapped to the range of a unit circle i.e.: x2 + y2 ≤ 1.
Figure 4.1 shows the square-to-circular transformation that maps the square
image function (f(i, j)) to a circular image function(f(ρ, θ)) in terms of x-y axes.
The entire MT is enclosed within the circular x-y coordinates to ensure that no
information is lost in the square-to-circular transformation.
Figure 4.1: The square-to-circular transformation of a motion template before
computing Zernike moments.
The new coordinates in the x-y axes is given by
xi =
√
2
N − 1i+
−1√
2
(4.1)
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yj =
√
2
N − 1j +
−1√
2
(4.2)
The radius, ρ and angle, θ after the transformation is given by
ρij =
√
x2i + y
2
j (4.3)
θij = tan
−1(
yj
xi
) (4.4)
4.2.1.2 Computation of ZM
ZM is computed by projecting an image function, f(x, y) onto the orthogonal
Zernike polynomial, Vnl. The kernel of ZM is a set of orthogonal Zernike polyno-
mials defined over the polar coordinate space within a unit circle (i.e.: x2+y2 ≤ 1).
Zernike moments, Znl of order n and repetition l is given by
Znl = λ
∫ 2pi
0
∫ ∞
0
Vnl(ρ, θ)f(ρ, θ)dρdθ (4.5)
where |l| ≤ n and (n − |l|) is even. f(ρ, θ) is the intensity distribution of MT
mapped to a unit circle of radius ρ and angle θ defined in Eq.4.3 and Eq.4.4. The
term λ is the normalizing constant defined as
λ =
4(n+ 1)
(N − 1)2pi (4.6)
Zernike polynomial, Vnl is given by
Vnl(ρ, θ) = Rnl(ρ)e
−jˆlθ; jˆ =
√−1 (4.7)
where Rnl is the real-valued radial polynomial. The real-valued radial polynomials
are given by
Rnl(ρ) =
n−|l|
2∑
k=0
−1k (n− k)!
k!(n+|l|
2
− k)!(n−|l|
2
− k)!
ρn−2k (4.8)
The integrals in Eq. 4.5 are replaced by summations for discrete digital images
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given by
Znl = λ
∑
x
∑
y
Vnl(ρ, θ)f(ρ, θ)dρdθ (4.9)
4.2.1.3 Rotation Invariance of ZM
To illustrate the rotational characteristics of ZM, consider β as the rotation angle
of an image (MT). The rotated image, f r is given by
f r(ρ, θ) = f(ρ, θ − β) (4.10)
The mapping of ZM expression from the x-y plane into the polar coordinates
can be obtained by changing the double integral of Eq.4.5, given by the general
equation ∫ ∫
φ(x, y)dxdy =
∫ ∫
φ[p(ρ, θ), q(ρ, θ)]
∂(x, y)
∂(ρ, θ)
dρdθ (4.11)
∂(x,y)
∂(ρ,θ)
defines the Jacobian of the transformation and is also the determinant of
the matrix. Since x = ρcosθ and y = ρsinθ, the Jacobian becomes ρ. The ZM of
original image (before rotation) is
Znl = λ
∫ 2pi
0
∫ ∞
0
f(ρ, θ)Rnl(ρ)e
−jˆlθρdρdθ (4.12)
The ZM of rotated image is given by
Z ′nl = λ
∫ 2pi
0
∫ ∞
0
f(ρ, θ − β)Rnl(ρ)e−jˆlθρdρdθ (4.13)
Let α = θ − β. Hence the ZM of rotated image is
Z ′nl = λ
∫ 2pi
0
∫ ∞
0
f(ρ, α)Rnl(ρ)e
−jˆl(α+β)ρdρdθ
= [λ
∫ 2pi
0
∫ ∞
0
f(ρ, α)Rnl(ρ)e
−jˆl(α)ρdρdθ]e−jlβ
= Znle
−jlβ (4.14)
Eq. 4.14 demonstrates that rotation in images results in phase shift of ZM. This
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Table 4.1: List of the Zernike Moments from 0th to 14th order.
Order Moments No. of Moments
0 Z00 1
1 Z11 1
2 Z20Z22 2
3 Z31Z33 2
4 Z40Z42Z44 3
5 Z51Z53Z55 3
6 Z60Z62Z64Z66 4
7 Z71Z73Z75Z77 4
8 Z80Z82Z84Z86Z88 5
9 Z91Z93Z95Z97Z99 5
10 Z10,0Z10,2Z10,4Z10,6Z10,8Z10,10 6
11 Z11,1Z11,3Z11,5Z11,7Z11,9Z11,11 6
12 Z12,0Z12,2Z12,4Z12,6Z12,8Z12,10Z12,12 7
13 Z13,1Z13,3Z13,5Z13,7Z13,9Z13,11Z13,13 7
14 Z14,0Z14,2Z14,4Z14,6Z14,8Z14,10Z14,12Z14,14 8
simple rotational property indicates that the magnitudes of ZM of a rotated image
function remain identical to ZM before rotation (Khontazad and Hong, 1990a).
The absolute value of ZM is invariant to rotational changes as given by
|Z ′nl| = |Znl| (4.15)
MT are represented using the absolute value of ZM as visual speech features.
An optimum number of ZM needs to be selected to ensure a suitable trade-off
between the feature dimensionality and the image representation ability. By
including higher order moments, more image information is represented but this
increases the feature size. Further, the higher order moments are more prone
to noise (Teh and Chin, 1988). The number of moments required is determined
empirically as described in Section 6.2.3.1 64 ZM that comprise 0th order up to
14th order moments (listed in Table 4.1) are adopted as visual speech features to
represent MT.
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4.2.2 Discrete cosine transform coefficients
2-D discrete cosine transform (DCT) is an image transform technique widely
used in image compression. DCT produces a compact energy representation of
an image. DCT combines related frequencies into a value and focuses energy
into top left corner of the resultant image. Potamianos et al. (2000) have demon-
strated that DCT marginally outperforms discrete wavelet transform (DWT) and
principal component analysis (PCA) features in lip-reading applications.
DCT is closely related to discrete Fourier transform. Separable DCT trans-
forms are used to allow fast implementation. For an input image, f(x, y) with
M rows and N columns, let the DCT resultant image be denoted as Dpq (for
0 ≤ p ≤M − 1 and 0 ≤ q ≤ N − 1). The values Dpq are the DCT coefficients of
f(x, y) and are given by
Dpq = αpαq
M−1∑
x=0
N−1∑
y=0
f(x, y)cos
pi(2x+ 1)p
2M
cos
pi(2y + 1)q
2N
(4.16)
αp =
{
1/
√
M, p=0√
2/M, 1 ≤ p ≤M − 1 (4.17)
αq =
{
1/
√
N, q=0√
2/N, 1 ≤ q ≤ N − 1 (4.18)
2-D separable DCT coefficients have been proposed as image descriptors for
various applications (Ekenel and Stiefelhagen, 2005). DCT features can be ex-
tracted from images by applying (i) DCT on the entire image or (ii) applying
DCT on small blocks (e.g. 8 x 8 blocks) of an image. Hong et al. (2006) demon-
strated that DCT features extracted using method (i) and method (ii) produced
similar results in lip-reading applications. Method (i) is chosen in this study to
extract DCT features from MT.
4.2.2.1 Selection of DCT coefficients
The output of DCT on an image is a number of DCT coefficients, Dpq which
is equivalent to the number of pixels in the original image. For example, 4900
DCT coefficients are generated when 2-D DCT is applied on an image of size 70
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x 70. Only a subset of Dpq is required for representing MT. A few techniques
are available for selecting DCT coefficients. DCT features can be selected on
the basis of the highest energy among the 2-D DCT coefficients, Dpq (Heckmann
et al., 2002). DCT coefficients with higher energy tend to contain the lower
spatial frequency components which represent the low level detail of the image.
Another method of selecting DCT features is by extracting the DCT coefficients
located in the upper left triangular sub lattice of Dpq. Promising performance
was achieved using DCT features extracted from the top left corner of Dpq for
lip-reading (Potamianos et al., 1998).
DCT coefficients of the top left corner of Dpq are used as one type of visual
speech feature to represent MT. Figure 4.2 shows an MT of a speaker uttering a
vowel /A/ and the corresponding DCT coefficients of this MT. It is clearly shown
in the figure that most of the high energy DCT coefficients are concentrated on
the top left triangular region of Dpq. Based on the 2-D coefficients shown in
Figure 4.2, the horizontal frequencies increase from left to right and the vertical
frequencies increase from top to bottom. The constant-valued basis function
at the upper left is the DC basis function. The low (horizontal and vertical)
frequency components on the top left corner contain much larger coefficients that
represent higher energy.
For the purpose of comparing the performance of DCT and Zernike moment
(ZM) features, the number of DCT coefficients extracted from each MT has been
kept the same as ZM, i.e., 64 values. Triangles with side lengths of 8 are taken
from the top left of DCT images and ‘flattened’ into features vectors with length
of 64 values ( 8 x 8 = 64). This is equivalent to zigzag scan of the DCT resultant
image starting from the top left corner. Figure 4.3 shows the zig zag scan of DCT
coefficients from the resultant image after applying 2-D DCT on MTs.
4.2.3 Summary of proposed visual speech features
Conclusively, the proposed visual speech features computed from MT are:
1. Zernike moments (ZM)
2. Discrete cosine transform (DCT) coefficients
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Figure 4.2: Left image : A motion template (MT) generated from an image
sequence of a speaker uttering a vowel /A/. Right image : Image of DCT co-
efficients obtained by applying 2-D DCT on the MT of /A/ (the image on the
left).
Figure 4.3: Zigzag scan of the top left corner of resultant 2-D DCT coefficients
to extract DCT-based visual speech features.
These two features provide a compact representation of MT. Only 64 values of
ZM and DCT coefficients are used to represent each MT that contains 5184 pixels.
The dimensionality of DCT and ZM features are kept the same for the purpose
of comparing the image representation ability of these two types of features in-
dependently.
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The number of DCT and ZM features can be further reduced by using feature
reduction algorithms. A large number of feature reduction methods have been
reported in the literature (Duda et al., 2001; Kohavi and John, 1997) and such
techniques are capable of selecting feature subset that maximizes classification
performance. One of the common ways to reduce the size of the feature vectors
is by using wrappers and filters (Kohavi and John, 1997). The filter methods
select the best features based on prior knowledge. For example, features that are
selected are usually uncorrelated and/or have strong correlation with the targets.
On the other hand, the wrapper techniques select the optimal features by trying
to solve the problem using each subset of the features through greedy heuristics
such as forward selection and backward elimination. Such approaches are time
consuming as they attempt to solve the actual problem numerous times to identify
the optimal feature set.
Alternatively, other dimensional reduction techniques can also be applied on
the features to reduce the feature set. Principal component analysis (PCA) citep-
Pearson01 and linear discriminant analysis (LDA) are popular linear dimensional
reduction techniques based on the use of eigenspace. PCA transforms the features
to a new coordinate system such that the greatest variance by any projection of
the data comes to lie on the first coordinate (known as the first principal com-
ponent), the second greatest variance on the second coordinate, and etc (Jolliffe,
2002). Each principal component is a linear combination of the original vari-
ables. All the principal components are orthogonal to each other, so there is no
redundant information. The principal components as a whole form an orthogonal
basis for the space of the data. Despite the wide use of PCA, it has several lim-
itations due to the assumptions made in this technique, i.e., the assumption on
the linearity of the data and also the assumption that large variances correspond
to important dynamics. Similar to PCA, LDA produces linear combinations of
variables that best describe the data. LDA expresses the class label (dependent
variable) as a linear combination of other features (Duda et al., 2001). LDA
explicitly attempts to model the difference between the classes of data whereas
PCA does not take into account any difference in class. Dimensional reduction
techniques are not applied on the visual speech features in this study to: (i) re-
duce the computation required for classification and (ii) to ensure fast processing
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of the mouth videos.
The advantage of using ZM is the simple rotational property of these features.
ZM is invariant to the mouth orientation in the image. While DCT coefficients are
not invariant to rotation, the separable 2D-DCT transform allows a much faster
computation of the DCT-based features from MT as compared to ZM approach.
A comparison of the performance of ZM and DCT features in representing MT
is reported in Section 6.2.5.1. A speech classifier is required to recognize utter-
ances from DCT and ZM features. In Section 4.3, two techniques for classifying
utterances from the visual speech features are described.
4.3 Speech classifiers
As discussed in Section 4.2, the two types of preferred features for discrimination
among MT of different utterances are ZM and DCT coefficients. The recognition
of these visual speech features requires the classification of ZM or DCT coeffi-
cients.
Classification can be defined as the process of assigning new inputs (feature
vectors) to one of a number of predefined discrete classes (utterances). Perfect
classification performance is often impossible and a more general task is to de-
termine the probability for each of the possible utterances based on the input
features (Duda et al., 2001). This can be achieved through supervised classifica-
tion that creates a function or model from the training examples which consist
of pairs of input (feature vectors) and output (class labels of utterances). The
task of a trained classifier is to predict the labels of new features. Classification
of MT into utterances from feature vectors can be accomplished using generative
models or discriminative models.
Generative models are statistical models for features generated through ran-
dom (stochastic) processes. Such a model can be represented using a set of
parameters derived from the statistical properties of the input features. There
are different types of generative models such as Gaussian models, Markov mod-
els and hidden Markov models (HMM). One of the most popular classification
techniques used in speech recognition is HMM (Bahl et al., 1986; Rabiner, 1989).
HMM provides a mathematical framework that is suitable for modeling time-
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varying signals. HMM is useful in finding patterns that appear over a period of
time and has been successfully implemented as classifiers in applications such as
gesture recognition (Wilson and Bobick, 1999) and bioinformatics (Krogh et al.,
2001).
As opposed to generative models, discriminative models such as artificial neu-
ral networks (ANN) (Kulkarni, 1994) and support vector machines (SVM) (Abe,
2005) are non-parametric and classify features without assuming a priori knowl-
edge of the data. These classifiers create decision functions that classify input
data into one of the predefined classes based on the training samples. The ad-
vantages of SVM are (i) able to find globally optimal solution, (ii) produce good
generalization and (iii) perform well with relatively small number of training data.
SVM can generate a globally best solution as opposed to neural network train-
ing that is susceptible to local maximas. This section evaluates HMM and SVM
techniques for classification of ZM and DCT coefficients individually.
4.3.1 Hidden Markov model
HMM is a finite state model that represents signals as transitions between a
number of states. Each state is associated with a probability distribution. HMM
assumes that the speech signals contain short time segments that are stationary.
HMM models these short periods where the signals are steady and describes how
these segments change to the subsequent segments. The changes between states
are represented as transitions of states in HMM. The temporal variations within
each of these segments are assumed to be statistical.
A trained HMM contains a number of parameters with values that best de-
scribe the training samples of a particular class. New samples are classified by the
trained model to the class that produces the highest posterior probability. The
transitions between states are modeled using first-order hidden Markov process.
Hidden Markov process is an extension of Markov process. The next subsection
provides a brief introduction to the Markov process.
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4.3.1.1 Markov process
A Markov model represents a system using N distinct states (s1, s2,..., sN ).
Markov model assumes that there are discrete time steps (t= 0, t= 1,...). At
each time step, the system is in one of the states, denoted as qt. Figure 4.4
shows an example of a Markov system with 3 states. As the system proceeds
Figure 4.4: A Markov system with 3 states (s1, s2 and s3 )
from time t to time t+1, a transition of states occurs and the system may change
to another state (or back to same state). The state transitions are random and
determined by a set of probabilities associated with the states known as state
transition probabilities, aij.
For a first order Markov model, the current state determines the probability
distribution for the next state. In other words, given qt, qt+1 is conditionally
independent of qt−1, qt−2,...,q1, q0. The probability of the system to change from
state i to state j from time t− 1 to time t is given by
aij = P (qt = sj|qt−1 = si) (4.19)
where aij ≥ 0 and
∑N
j=1 aij = 1. This type of system is an observable Markov
model. The output of the system is a set of states. Each state is associated with
an observable event.
An observable Markov model has limited ability in analyzing real world pro-
cesses. Very often the observed signals of the systems are difficult to be associated
with states of the model. The spoken utterances are not directly indicated by the
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mouth images and visual speech features. The utterances can only be ‘estimated’
from the features thereby making it difficult to directly assign an utterance to
each state. This limitation can be addressed using HMM.
4.3.1.2 Hidden Markov process
HMM provides an enhanced framework of the Markov model. HMM embeds two
stochastic processes - an observable process and a hidden process. The transitions
between HMM states are represented as a hidden process that is not observable.
The hidden process can be observed through another process that generates the
feature vectors. HMM assumes that the entering and leaving of states can be
modeled as a Markov process.
Figure 4.5 shows an example of a left-right HMM with N states and the shaded
region indicates the hidden process. A left-right model is generally used in speech
recognition. The observation sequence (feature vectors) of the system is defined
as O = O1, O2,...,OT and is generated when state transitions occur in the system
at each time step. At state Si, the probability of observing a particular symbol k
is defined as bi(k). HMM models the observed signals as probabilistic functions
of the states.
Figure 4.5: A left-right hidden Markov model with N states and the shaded
region indicates the non observable process.
4.3.1.3 HMM parameters
Each HMM can be represented using a set of parameters λ = (A,B, pi), where
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• A={aij} is the state transition probabilities. This parameter determines
which states the system will proceed to during each time step. Based on
the Markovian property, this parameter depends only on the previous state
of the system. Left-right HMM allows only transition from left to right
direction and hence aij = 0 for j ≤ i.
• B = {bj(o)} is the state-dependent observation probabilities. When the sys-
tem changes state at each time step, an observation symbol, o is generated.
The parameter bj(o) indicates the probability of observing a value o at state
j. The generated symbols can be discrete or continuous. The visual speech
feature values (ZM and DCT coefficients) are continuous. This study con-
siders only the continuous case since the discretization of the continuous
signals can result in loss of information. The observation probabilities are
modeled using mixtures of Gaussian distribution given by
bj(o) =
M∑
k=1
cjkN(o;µjk, χjk) (4.20)
where
∑M
k=1 cjk = 1. M is the total number of mixture components.
N(o;µjk, χjk) is the l-variate normal distribution with mean µ and a di-
agonal covariance matrix χjk for the k
th mixture component in state j.
• pi is the initial state distribution that indicates the probability of the system
starting from a particular state i, where pii = P (qi at t = 1). For a left-right
HMM, pi1 = 1, and pii = 0 for i 6= 1.
4.3.1.4 HMM recognition
The recognition step is performed by finding the model that is most likely to gen-
erate the test observation sequence, O = O1, O2,...,OT . The aim of this process
is to determine how well a model matches with the given observed signals. This
can be achieved by finding the likelihood of a model producing the observation
sequence, P (λi|O).
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Based on the Bayes’ rule, P (λi|O) can be computed by
P (λi|O) = P (O|λi)P (λi)
P (O)
(4.21)
where P (λi) and P (O) are the prior probabilities of the models and the proba-
bilities of the observation vectors respectively. P (O|λi) is the likelihood of the
observation sequence given the model. The most probable spoken utterance is
λr for r = argmaxiP (O|λi) if the prior probabilities are equal and the probabili-
ties of the observation vectors are constant. P (O|λi) can be computed using the
Baum-Welch algorithm (Baum et al., 1970; Welch, 2003) or the Viterbi algorithm
(Forney, 1973; Viterbi, 1967).
Baum-Welch algorithm
The Baum-Welch algorithm defines a forward variable αt(i) that represents the
probability of observing a partial observation sequence o1o2...ot and for the system
to be at state i at time t, given the model λ (Baum et al., 1970). The forward
variable is given by
αt(i) = P (o1o2...ot, qt = i|λ) (4.22)
The forward variable at t = 1 is the joint probability of the initial state being Si
and initial observation is o1
α1(i) = piibi(o1); 1 ≤ i ≤ N (4.23)
The forward variables for the following time steps can be computed recursively
using the following equation
αt+1(j) = (
N∑
i=1
αt(i)aij))bj(ot+1); (4.24)
where 1 ≤ t ≤ T − 1, 1 ≤ j ≤ N . N is the total number of states for the HMM
and T is the sequence length. P (O|λ) can then be expressed as
P (O|λ) =
N∑
i=1
αT (i) (4.25)
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Viterbi algorithm
Given an observation sequence, the Viterbi algorithm finds the most likely state
sequence and the probability that the model generates the observed sequence.
Viterbi algorithm uses a variable known as the best score, φt(j) which is the
highest probability along a path at time t where the system is at state Si, taking
into account observations from the first time step up to time t. The best score
can be defined as
φt(i) =
max
q1, q2, qt−1 P (q1q2...qt−1, o1o2...ot|λ) (4.26)
The best score can be computed recursively. The Viterbi algorithm computes
the maximum likelihood of observing the first t observations that ends in state j
by replacing the summation over states in Eq. 4.24 with the maximum operation
given by
φt+1 = maxi(φt(i)aij)bj(Ot+1) (4.27)
The initial condition is defined as
φ1(i) = piibi(o1) (4.28)
The maximum likelihood is therefore given by
P (O|λ) = φT (N) = maxi(φT (i)aiN) (4.29)
4.3.1.5 Training of HMM
The training of HMM is analogous to finding the answer to the question: How to
adjust the HMM parameters, λ to maximize the probability of observing feature
vectors O?
This training of HMM is associated with changing of the model parameters
λ to obtain a maximum value for P (O|λ), given observation sequences O (the
training samples for the HMM). The HMM is trained by modifying the HMM
parameters λ based on the training samples. There is no definite way of solving
for a maximum likelihood model analytically. One of the commonly used HMM
parameter estimation method is known as the Expectation Maximization (EM)
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technique (Dempster et al., 1977). The EM method is similar to the Baum-Welch
technique. This method solves for the maximum likelihood model by iteratively
updating and improving the HMM parameters λ. The forward variable defined in
Eq. 4.24 and a backward variable, β are used in the EM-based HMM parameter
re-estimation algorithm. The backward variable β is the probability of partial
observation sequence from time t + 1 until the last time step, T , given the state
at time t is Si and the model λ. The backward variable is given by
β(i) = P (ot+1ot+2...oT |qt = Si, λ) (4.30)
The backward variable can be detemined by setting the backward variable at the
last time step t = T for all states (1 until N) as 1
βT (i) = 1 (4.31)
The backward variable of time t = T − 1, T − 2, ...1 for 1 ≤ i ≤ N recursively
using βT (i) is given in the equation below:
βt(i) =
N∑
j=1
aijbj(ot+1)βt+1(j) (4.32)
where T − 1 ≥ t ≥ 1, 1 ≤ i ≤ N .
The a posteriori probability of the system being in state i at time t is denoted
as γt(i) and is given by
γt(i) = P (qt = i|O, λ) (4.33)
The formula for the re-estimated transition probabilities is defined as
aij =
∑T
t=1 αt(i)bj(ot+1)aijβt+1(j)∑N
j=1
∑T
t=1 αt(i)bj(ot+1)aijβt+1(j)
(4.34)
The probability density function (pdf) of the observation signals can be mod-
eled as mixture of a finite number of Gaussian densities defined in Eq. 4.20 to
implement the HMM with continuous densities. The observation probabilities
are characterized by the coefficients, mean and covariance of the mixture density
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for continuous HMM. The re-estimation of the mixture coefficient cjk is obtained
by dividing the expected number of times the system is in state j using the kth
mixture component, with the expected number of times the system is in state j,
given by
cjk =
∑T
t=1 γt(j, k)∑T
t=1
∑M
k=1 γt(j, k)
(4.35)
where M is the number of mixture components. The mean vector can be re-
estimated by
µjk =
∑T
t=1 γt(j, k).ot∑T
t=1 γt(j, k)
(4.36)
The re-estimation formula for the covariance matrix of the kth mixture component
in state j is
χjk =
∑T
t=1 γt(j, k).(ot − µjk)(ot − µjk)′∑T
t=1 γt(j, k)
(4.37)
where (ot − µjk)′ is the vector transpose of the term ot − µjk. γt(j, k) is the
probability of the system being in state j at time t with kth mixture component
to produce ot , given by
γt(j, k) = (
αt(j)βt(j)∑N
j=1 αt(j)βt(j)
).(
cjkN(ot;µjk, χjk)∑M
m=1 cjmN(ot;µjm, χjm)
) (4.38)
The selection of the initial estimate for HMM parameters is important as the
re-estimation formulas result in local maximum. There is no analytical method
of setting the initial HMM model. The method used in this study for determining
the initial HMM parameters is the segmental k-means algorithm (Rabiner, 1989).
This initial parameter selection method estimates values to fit to a finite number
of observation sequences. The basic steps in segmental k-means algorithm are
1. form an initial model
2. randomly segment the training sequences into states by Viterbi algorithm
to look for best path based on current model. The observation vectors
within each state Sj are clustered into a set of k clusters where each cluster
represents one of the k mixtures of bj(o) density. The updated parameters
are defined as :
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• cjk= number of vectors classified in cluster k of state j divided by the
number of vectors in state j
• µjk=sample mean of the vectors classified in cluster k of state j
• χjk=sample covariance matrix of the vectors classified in cluster k of
state j
3. update the model parameters based on the segmented results
4. repeat step 1-3 until the model parameters converge
HMM can be applied to classify phonemes, tri-phones and/or words. This
work focuses on phoneme identification where one HMM is created to represent
each phoneme. The training data consists of visual speech features, i.e., ZM
or DCT coefficients extracted from MT. Each HMM is trained using the visual
features for the phoneme represented by the HMM. The classification process is
performed by computing the likelihood that the trained HMMs generate the test
data. The test samples are recognized as the phoneme with HMM model that
produced the highest likelihood.
There are some limitations associated with the use of HMM in speech recog-
nition. The Markov assumption that the probability of being in a given state at
time t depends only on the previous time step, t − 1, does not hold for speech
sounds where dependencies exist across a number of states (Rabiner, 1989). The
assumption that successive observations are independent made by HMM also is
invalid for speech data. Despite all these limitations, HMM has been demon-
strated to be a successful classification technique in visual speech recognition
(Adjoudani et al., 1996; Chan, 2001).
4.3.2 Support vector machine
Support vector machines (SVM) are supervised classifiers trained using learning
algorithm from optimization theory, which implements a learning bias from sta-
tistical learning theory (Cristianini and Shawe-Taylor, 2000). SVM developed by
Vapnik (2000) and co-workers is a powerful tool that has been implemented suc-
cessfully in various pattern recognition applications, including object recognition
from images (Gordan et al., 2002; Joachims, 1998; Tong and Chang, 2001).
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One of the key strengths of SVM is the good generalization obtained by regu-
lating the trade-off between structural complexity of the classifier and empirical
error. SVM is capable of finding the optimal separating hyperplane between
classes in sparse high-dimensional spaces with relatively few training data.
4.3.2.1 Linearly separable data
First consider the classification of two-class linearly separable data using linear
decision surfaces (hyperplanes) in the input data space. The training examples
consist of instance-label pairs, (xi, yi), i = 1, ..., l where xi ∈ Rn are the feature
values and yi ∈ {1,−1} are the class labels. The linear decision function of SVM
is given by
f(x) = wTx+ b (4.39)
where w ∈ Rn and b ∈ R and satisfies the following inequalities
wTxi ≥ 1− b, yi = 1 (4.40)
wTxi ≤ −1− b, yi = −1 (4.41)
Eq. 4.40 and 4.41 can be rewritten as
yi(w
Txi + b) ≥ 1 (4.42)
for all i = 1, 2, ..., l.
The real-valued f(x) output is converted to positive or negative label using
the signum function. The linear decision function, f(x) ‘partitions’ the input
space into two parts by creating a hyperplane given by
wTx+ b = 0 (4.43)
This hyperplane lies between two bounding planes given by
wTx+ b = 1; (4.44)
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and
wTx+ b = −1; (4.45)
The generalization error can be minimized by maximizing the margin between
the hyperplane and the bounding planes. The margin of separation between the
two classes is given by 2
||w||
(Burges, 1998; Jayadeva et al., 2007). A maximum
margin bound is formed using the hyperplane with the ‘thickest’ margin. The
maximum margin SVM classification is a quadratic program to minimize ||w||
given by
Minimize :
wTw
2
(4.46)
subject to the constraints in Eq. 4.42.
Data points that fall on one side of the hyperplane defined in Eq. 4.43 are
labeled as the positive class whereas data points located on the opposite side are
labeled as the negative class. Figure 4.6 shows two classes of linearly separable
data (class 1 and 2 are indicated as diamond-shaped and cross-shaped markers
respectively) separated using a hyperplane (indicated by the red line) in the input
space. Data points that are closest to the separating hyperplanes are known as
support vectors. The distance between the two bounding planes forms the margin
of the classifier, indicated by the shaded region.
Figure 4.6: Two classes of linearly separable data with class 1 and 2 indicated by
the diamond-shaped and cross-shaped markers respectively. A hyperplane (the
red line) separates the two classes of data in the input space. The margin of the
classifier is shown in the shaded region and the support vectors are enclosed in
squares on the bounding planes.
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The decision function of the SVM defined in Eq. 4.39 can be expressed in
the dual form as a linear combination of the training data and the Lagrange
multipliers αi, i = 1, 2, ..., l, one for each of the inequality constraints given in Eq.
4.42. The dual form decision function is defined as
f(x) =
l∑
i=1
αiyix
T
i x+ b (4.47)
4.3.2.2 Non separable data
The maximal margin method will not be able to obtain any feasible solution in
classifying data that are not strictly separable as the constraints given by Eq.
4.40 and 4.41 can never be met. A different measure using margin distribution
can be used as the optimization criterion in SVM training for classifying non
separable data. This type of optimization criterion is known as the soft margin
optimization and takes into account the positions of more training points than just
the support vectors. The soft-margin SVM creates a hyperplane that separates
the data points into two classes with a small number of errors.
The soft-margin SVMs relax the constraints of Eq. 4.40 and 4.41 by intro-
ducing a positive slack variable, ei for i=1,2,...,l. The set of constraints imposed
on the training data of soft-margin SVMs are given by
wTxi + ei ≥ 1− b, yi = 1 (4.48)
wTxi − ei ≤ −1− b, yi = −1 (4.49)
The soft-margin optimization technique can be viewed as equivalent to the
maximal-margin bound with additional constraint to limit the influence of outliers
(Cristianini and Shawe-Taylor, 2000). The soft-margin optimization method has
better tolerance for noise and outliers.
4.3.2.3 Nonlinear decision surface using kernel functions
The soft-margin and maximal-margin methods discussed in the previous sections
apply decision surfaces that are linear functions. Non linear decision function is
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required if the target function of the data cannot be expressed as a simple linear
combination of the data.
SVM method can be extended to classify non linear data by mapping the data
to a feature space before constructing the decision surface (Palaniswami et al.,
2000). Kernel mapping techniques (Aizerman et al., 1964) can be used to change
the representation of the data by mapping the input space into a feature space.
Features that are not separable in the input space may be separable in the feature
space.
Kernel representation of data are constructed by projecting the data into a
high-dimensional Euclidean feature space F to increase the computational power
of the linear learning machines. The transformation φ(x) = (φ1(x), ..., φN(x))
maps the data points from the input space X to feature space F . The decision
function for the mapped data is given by
f(x) = wTφ(x) + b (4.50)
The dual form of decision function defined in Eq. 4.50 can be expressed in terms
of the kernel function given by
f(x) =
l∑
i=1
αiyiK(xi, x) + b (4.51)
where K is the kernel function defined as
K(xi, xj) = φ(xi)
Tφ(x) (4.52)
The kernel mapping replaces the inner products of the training data with a kernel
function of the original input. Since the projection of the data is done implic-
itly, SVM operates in this high dimensional feature space without increasing the
number of free parameters. The SVM training can be performed based on the
kernel function, K and the feature mapping, φ(xi) does not have to be known
explicitly. Linear separation of data can be performed on the high dimensional
feature space, F and is equivalent to non-linear classification in the original space,
X.
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The key process of training SVM in the kernel-induced space is the selection
of a suitable kernel function for the data. The choice of the kernels will implicitly
define the new feature space, hence providing the description language used by
the classifier for viewing the input data. Kernels can be derived by selecting
functions that satisfy certain mathematical properties. Kernel functions selected
usually adhere to the Mercer’s Theorem. Kernels that do not satisfy the Mercer’s
theorem might not have any solution to the optimization problem in SVM training
(Burges, 1998).
A number of well-known kernel functions widely used in SVM classifiers are
• the linear kernel : K(xi, xj) = xTi xj
• the polynomial kernel : K(xi, xj) = (γxTi xj + r)d, γ > 0
• the radial basis function (RBF) kernel : K(xi, xj) = eγ||xi−xj ||2 , γ > 0
• sigmoidal kernel : K(x,xj) = tanh(γxTi xj + r)
where γ , r and d are the kernel parameters.
Finally, the soft-margin SVM can be defined as the quadratic programming
solution to the optimization problem given by
minw,b,e
1
2
wTw + c
l∑
i=1
ei (4.53)
subject to the following conditions
yi(w
Tφ(xi) + b) ≤ 1− ei; ei ≥ 0 (4.54)
where c is the penalty factor that influences the trade-off between complexity
of decision rule and frequency of error (Cortes and Vapnik, 1995). In practice,
the penalty factor changes through a wide range of values and the C values
that produce the optimal classification performance is determined through cross-
validation on the training data (Cristianini and Shawe-Taylor, 2000).
66
4.3 Speech classifiers
4.3.2.4 Multi-class SVM
SVM is inherently a binary classifier. Nevertheless, the 2-class SVMs can be
easily extended to solve a multi-class classification task using “one-versus-all”
technique. For an N-class classification problem, N number of SVMs are created,
(SVM1, SV M2, ...SV MN ) where
• SVM1 learns to classify whether the data belongs to class 1 or not belong
to class 1
• SVM2 learns to classify whether the data belongs to class 2 or not belong
to class 2
• ...
• SVMN learns to classify whether the data belongs to class N or not belong
to class N
In the recognition stage, the test sample is given to all the N SVMs and is assigned
to the class i where the SVMi produces the most positive output among all the
N SVMs (Burges, 1998).
SVM is not commonly used as speech classifier because SVM does not model
the temporal characteristics of the data, as opposed to dynamic models such
as HMM. Nevertheless, the MT-based technique applied on the mouth images
collapses the temporal structure of the video data into a 2D template and allows
the implementation of SVM classifier for recognizing MT. Non linear SVMs are
examined in this thesis for classifying visual speech features consisting of ZM or
DCT coefficients into utterances. The SVM implementation used in this study is
the publicly available LIBSVM library (Chang and Lin, 2001).
4.3.3 Summary of proposed speech classifiers
The two types of visual speech features defined in Section 4.2 are classified using
the two most suitable classifiers argued in Section 4.3, i.e. HMM and SVM. HMM
is a type of generative model whereas SVM is a discriminative classifier. Each of
these classifiers has its own strengths and weaknesses. The performance of the
two classifiers will be evaluated in Section 6.2.5.2.
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4.4 Summary
In conclusion, ‘global internal’ region-based descriptors are selected as visual
speech features to represent the MT. This is because the pixel intensities of MT
contain the spatial and temporal motion information and the mouth movement is
characterized not only by the boundary of the objects in MT. Two region-based
feature descriptors evaluated in this thesis are ZM and DCT coefficients. ZM are
orthogonal moments that are mathematically concise and capable of reflecting
the shape and intensity distribution of MT. ZM have good rotation property
and are invariant to changes of mouth orientation in the images. The number
of ZM features required for representing MT is determined empirically. DCT
coefficients can be computed efficiently by applying 2D separable DCT on the
mouth images. Most of the important image information is concentrated in a few
DCT coefficients and hence only a small number of DCT coefficients are required
to represent each MT. The number of DCT coefficients used is kept the same as
ZM, i.e. 64 features. One of the contributions of this research is the study and
identification of suitable visual features and classification techniques to describe
MT for mouth movement representation. To the author’s best knowledge, the use
of ZM as visual speech features is novel and has not been reported in the literature
to date. Another contribution of this thesis is the investigation and comparison
of ZM with the baseline visual speech features, DCT coefficients which has been
widely used(Potamianos, 2003).
Two powerful supervised classification techniques used to classify the visual
speech features are HMM and SVM. HMM is a stochastic model that provides
a mathematical framework suitable for modeling time-varying signals. HMM is
widely used in classifying speech signals. SVM is a discriminative classifier that
classifies features without assuming a priori knowledge of the data. SVM has
good generalization, capable of finding an optimal solution and produces good
classification performance using relatively few training samples. This research
examines and compares the efficacy of SVM and HMM for classification of MT of
mouth images. The experimental evaluation of the different feature descriptors
and classification techniques for MT-based visual speech recognition is reported
in Chapter 6.
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Chapter 5
Temporal Segmentation of
Utterances
5.1 Introduction
The previous chapter discussed feature extraction and classification techniques
for recognizing motion templates (MT) generated from segmented utterances.
Individual utterances can be segmented from video data containing multiple ut-
terances through temporal segmentation. The main goal of temporal segmenta-
tion is to detect the start and end frames of utterances from an image sequence.
The need for temporal segmentation can be obviated by using manually tran-
scribed/annotated video corpus (Goldschen et al., 1994; Pao and Liao, 2006)
such as the TULIPS1 database (Movella, 1995). The major drawbacks of manual
segmentation is that it requires human intervention and hence not suitable for
online processing or fully automated applications.
For audio-visual speech recognition techniques, speech segmentation is per-
formed using audio signals (Dean, Lucey, Sridharan and Wark, 2005). The mag-
nitude of the sound signals clearly indicates whether the speaker is speaking or
maintaining silence. Vision-based segmentation is necessary in situations where
audio signals are not available or highly contaminated by environmental noise.
This chapter presents a temporal segmentation framework to detect the start
and end frames of isolated utterances from an image sequence. A short pause pe-
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riod is present between every two consecutive utterances in isolated word/phone
recognition tasks. The pause period provides an important clue that allows ro-
bust segmentation of utterances from mouth images. Visual segmentation of ut-
terances spoken without any pauses in between is almost impossible as the visual
cues are insufficient for reliable detection of the start and stop of utterances. It is
very difficult even for trained speech-readers to accurately separate continuously
spoken utterances through visual observation of the speaker’s mouth and hence
this research focuses on temporal segmentation of utterances spoken discretely
with short pauses.
The temporal segmentation framework investigated in this study identifies
the start and stop frames of utterances based on two sources of visual speech
information:
• magnitude of mouth motion
• mouth appearance to distinguish whether the speaker is speaking or main-
taining silence
In section 5.2, a motion parameter that is capable of representing the magnitude
of mouth movement in video data is presented. In section 5.3, the representa-
tion of mouth appearance using discrete cosine transform (DCT) coefficients is
described, to differentiate between mouth appearances when the speaker is speak-
ing or maintaining silence. The integration framework to combine the motion and
appearance information for temporal segmentation is discussed in Section 5.4. Fi-
nally, the proposed temporal segmentation method that detects start and end of
utterances from images is summarized in section 5.5.
5.2 Mouth motion information
Every repetition of utterances is separated by a short pause period in isolated
utterance recognition tasks. The magnitude of mouth movement can be used to
identify the pause periods for temporal segmentation of utterances. The pause
periods consist of minimal mouth movement whereas the pronunciation of utter-
ances is associated with large magnitude of mouth movement.
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5.2.1 Motion feature
The level of mouth activity is measured by using a modified version of the MT
approach presented in Chapter 3. The magnitude of mouth motion is represented
using MTs computed from a time window that slides across the image sequence.
Figure 5.1 shows an example of determining the magnitude of mouth movements
for a six-frame video recording by computing MT using a time window of two
frames that slides across the video recording.
The energy of the MT is computed to represent the magnitude of mouth
motion using only one parameter. Let the function for the 2D MT be f(x, y).
Based on Parseval’s theorem, the energy of MT, E is given by
E =
∞∑
x=−∞
∞∑
y=−∞
|f(x, y)|2 (5.1)
5.2.2 Temporal resolution of mouth motion
The temporal resolution of the mouth motion refers to the precision of motion
measurement with respect to time. A higher temporal resolution provides greater
details of the mouth motion and hence is capable of capturing movements that oc-
cur in a shorter period of time. The selection of a suitable temporal resolution for
analyzing the mouth motion is important for successful utterance segmentation.
The temporal resolution of mouth motion can be adjusted by varying the
number of frames in the time window, i.e., the number of consecutive frames
used for computing MT. For video files recorded at a frame rate of 30 frames per
second, MT computed from three-frame time window can represent mouth motion
that occurs with a minimum period of 100 milliseconds (ms). The smallest time
window for computation of MT is two-frame which provides the highest temporal
resolution for analyzing any movement that occurs with a minimum period of 67
ms. MTs computed from two-frame time window are equivalent to the Different-
of-Frames (DOFs) defined in Section 3.2.
Figure 5.2 shows an example of motion signals of a video file computed from
two-frame time window and Figure 5.3 indicates the motion signals of the same
video files computed from three-frames MTs. The energy of MT provides impor-
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Figure 5.1: Determining the magnitude of mouth motion in a six-frame image
sequence through computation of three MT using a two-frame time window that
slides across the image sequence. (The dotted vertical lines indicate the two-frame
time window.)
tant information related to the start and stop of the utterances. Each pronunci-
ation of the vowel is indicated by the shaded rectangular window. The first peak
of the signal within each shaded region represents the opening movement of the
mouth. The second peak of the window corresponds to the closing movement
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of the mouth when pronouncing the vowel. It is clearly demonstrated in Figure
5.2 and 5.3 that the energy of MT corresponding to frames when the speaker is
uttering the vowel is much higher as compared to energy of MT for frames of the
pause or silence period.
Figure 5.2: Motion signal represented by the energy of 2-frame motion templates
for a 200-frame image sequence containing three repetitions of vowel /A/. Each
repetition of the vowel is indicated by the shaded rectangular window.
Based on Figure 5.2 and 5.3, the motion signals computed from two-frame time
window appear to be more noisy as compared to the three-frame time window
(for video data with frame rate of 30 frames per second). The two-frame motion
signals contain less distinctive ‘mouth opening’ and ‘mouth closing’ peaks as
compared to the three-frame time window and hence the three-frame time window
is selected in this study to represent the magnitude of mouth motion in the image
sequence.
The rate of speech differs based on factors related to individual, demographic,
cultural, linguistic, psychological and physiological factors (Berger, 1972; Mark,
2006). The average rate of speech is 155 words per minute for native speakers of
Australian English (Jones and Berry, 2007). Based on this estimate, the mean
period for a word is approximately 390 ms. This suggests that temporal resolution
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Figure 5.3: Motion signal represented by the energy of 3-frame motion templates
for a 200-frame image sequence containing three repetitions of vowel /A/. Each
repetition of the vowel is indicated by the shaded rectangular window.
less than 390 ms will provide a good representation of the mouth motion. The
proposed segmentation technique using three-frame time window with a temporal
resolution of 100 ms ( much less than 390 ms ) is sufficient to capture the motion
information of phonemes without resulting in noisy motion signals.
The benefits of MT-based technique in representing mouth motion has been
described in Section 3.4. The main advantage of this method is the efficiency
of MT in detecting motion and the low computation required. The amount of
visual speech information needed for the temporal segmentation task presented
in this chapter is much less as compared to utterance classification described in
Chapter 3 and 4. While utterance recognition is associated with the complex
task of differentiating the mouth movement patterns of different utterances, tem-
poral segmentation only needs to identify whether the speaker is speaking or
maintaining silence. Hence, only a single-valued parameter, i.e., the energy of
MT is sufficient for representing the magnitude of mouth motion for temporal
segmentation.
One of the major limitations in using MT-based motion signals for temporal
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segmentation is that both start and end of utterances are represented as ‘peaks’
(shown in Figure 5.3) in the motion signals and hence it is difficult to differentiate
between start and end of the utterances. If the start of an utterance is missed
due to presence of noise in the signals, these segmentation errors will accumulate
and propagate to all the remaining frames in the image sequence. To overcome
this problem, an additional source of information based on mouth appearance is
integrated with the motion information for robust segmentation of utterances.
5.3 Mouth appearance information
The mouth appearance conveys significant cues useful for detecting the start
and end of utterances from images. The appearance of a speaker’s mouth when
he/she is maintaining silence is fairly consistent and easily distinguishable from
the mouth appearance when he/she is speaking. The speaker’s mouth is usually
closed during the pause period in between utterances whereas the ‘speaking’ phase
is associated with moving mouth and lips. Figure 5.4 shows images of a speaker
maintaining silence and images of the speaker speaking. It is clearly seen in
Figure 5.4 that the mouth appearance of speaking as compared to maintaining
silence is distinctly different.
Figure 5.4: First row : Images of a speaker maintaining silence during the pause
period. Second row : Images of a speaker uttering a vowel /E/.
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5.3.1 Appearance features
There are a number of techniques available for representing mouth appearance
information. The features selected should contain sufficient information for distin-
guishing between mouth appearance during ‘speaking’ and ‘silence’. The mouth
appearance information can be characterized using high level or low level fea-
tures. These features are computed from the mouth images directly to represent
the different states (speaking or maintaining silence) of the speaker. The high
level features describe the mouth shape information such as the mouth height
and width. Such features can be extracted using the model-based approach. The
drawbacks of model-based techniques are (i) high computational complexity re-
quired to create the 2D or 3D model of non rigid object (lips or mouth) and (ii)
sensitivity to tracking errors.
Low level features are extracted by transforming the raw image pixels to a
different feature space. Two types low level features used for representing MT
for utterance recognition are Zernike moments (ZM) and DCT coefficients (de-
scribed in Section 4.2) . While the purpose of the visual speech features described
in Chapter 4 is to distinguish MT of fourteen classes(as shown in Table 6.1), the
goal of the appearance features discussed in this section is to differentiate only
two classes, speaking versus silence for temporal segmentation. The computa-
tional complexity of the feature extraction techniques is very critical in temporal
segmentation as the features are extracted from a large number of mouth images
in the video data as opposed to features extracted from a much smaller number
of segmented MT presented in Chapter 4. DCT is selected as the appearance
feature for temporal segmentation due to the faster computation speed of DCT
features as compared to ZM. The number of DCT features required to represent
the two classes of mouth images is determined through experimentation (reported
in Section 6.3).
5.3.2 K-nearest neighbour classifier
A supervised classification technique is used to assign the DCT-based appearance
based feature into one of the two classes :
• speaking
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• maintaining silence
Supervised classifiers learn or fit a decision function to map the input features
to the class labels from the training samples. Two powerful yet complicated
classifiers, i.e., support vector machine (SVM) and hidden Markov model (HMM)
were presented in Chapter 4 for classifying MT into different utterances. In
this section, the classification of the appearance features is performed using a
much simpler classification technique, k-nearest neighbor (kNN). kNN has been
achieving promising performance in pattern matching without making a priori
assumptions about the distributions from which the training data are drawn. In
preliminary experiments, kNN classifier was found to outperform SVM and HMM
methods in classifying the appearance features for utterance segmentation. kNN
method is employed as the classifier to separate the appearance features into
‘speaking’ and ‘silence’ due to the superior performance of kNN in this task.
kNN classifier operates based on the k-nearest neighbor rule that classifies new
features, x, by assigning it the label most frequently represented among the k
nearest data points (Duda et al., 2001). There is no explicit training stage in
kNN algorithm and the neighbors are a subset of the training data with known
class labels. The Euclidean metric is used to measure the distance between the
test samples and training samples.
kNN classifier is a type of suboptimal instance-based learning that approxi-
mates the decision function locally and hence this technique is sensitive to the
local structure of the data. The optimal selection of the parameter ‘k’ depends
on the data. A larger value of k reduces the effect of noise on the classification
but increases the ambiguities in the boundary between the classes. The param-
eter k is chosen through cross validation in this study and k = 3 is used in kNN
classification of the appearance features for utterance segmentation.
The kNN classifier is used to assign the DCT-based appearance features into
one of the two classes, i.e., ‘speaking’ or ‘silence’ images. The training data
consists of DCT coefficients computed from images of the speaker articulating
utterances and images of the speaker maintaining silence. The instances and
class labels of these images are provided to kNN classifier as training examples.
A test sample is classified by the classifier by finding the three ‘closest’ training
points and the class labels of the nearest neighbors. The test sample will be
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classified as either a ‘speaking’ or ‘silence’ frame based on the labels of the three
nearest neighbors in the feature space.
5.4 Integration of motion and appearance infor-
mation
The mouth motion and appearance features presented in Section 5.2 and 5.3
respectively are fused in the proposed temporal segmentation approach to detect
the start and stop of utterances. The motion signals consist of the energy of
three-frame motion templates (MT) and the mouth appearance is represented
using DCT coefficients computed from mouth images.
Figure 5.5 illustrates the proposed framework that integrates the motion and
appearance information for reliable detection of start and stop of utterances in
an image sequence. The first step of this method computes three-frame motion
template (MT) from the first three frames of a video recording. The energy of
the three-frame MT forms the motion signals. The three-frame window is slid
across the entire image sequence and motion signals are computed from the first
to the final frame of the image sequence. The starting and ending during the
articulation of an utterance correspond to large magnitude in the motion signals
as shown in Figure 5.3.
Frames with motion signals exceeding a threshold are identified as ‘moving
frames’. Mouth appearance features are computed from the frames before and
after a ‘moving frame’ by applying 2D DCT on the mouth images. These ap-
pearance features are classified using kNN classifier to separate ‘speaking’ and
‘silence’ images.
A moving frame is identified as the start of an utterance if its previous frames
are ‘silence’ images and the following frames are ‘speaking’ images. Figure 5.6
shows an example of a start of consonant /g/ at frame 38 and the speaker’s mouth
is closed to maintain silence before the start of utterance. The following frames
of the start of utterance are ‘speaking’ frames showing distinct mouth movement
to articulate the speech sound /g/.
The end of utterance occurs when the speaker’s mouth changes from speak-
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ing movement to silence movement with the mouth closed. A moving frame is
classified as end of utterance if its previous frames are ‘speaking’ images and the
following frames are ‘silence’ images. Figure 5.7 shows the end of an utterance
/g/ at frame 108. The speaker’s mouth is moving during the articulation of /g/
as shown by the frames before frame 108. The succeeding frames after end of
utterance indicate a short pause where the speaker’s mouth is closed.
One of the main drawbacks of this segmentation technique is that it requires
a short pause period between two consecutive utterances to provide the appear-
ance cues needed to identify the start and stop of utterances. Further, the mouth
shape of the speaker during the pause period needs to be different from his/her
mouth appearance when articulating utterances. Such a visual-only temporal
segmentation technique is well-suited for isolated utterance (phoneme or word)
recognition tasks where each image sequence consists of multiple utterances sep-
arated by short pauses.
5.5 Summary
Conclusively, a temporal segmentation technique is presented in this chapter to
detect the start and end of utterances from video data. Utterances are segmented
from an image sequence using the mouth motion and appearance information.
The mouth motion is described using energy features computed from a three-
frame time window of MT. The time window is slid across the entire image
sequence to produce a one-dimensional motion signal that changes with respect
to time. The plot of motion signals indicates that the start and end of utterances
correspond to distinct peaks in the signals. A peak is recognized as the start or
end of utterances using the mouth appearance information. Appearance features
are computed by applying 2D DCT on the mouth images. The DCT coefficients
are used as appearance features and are classified using kNN method. kNN
algorithm classifies a test sample into ‘speaking’ or ‘silence’ frame. A frame
is identified as start of utterance if (i) the energy of three-frame MT is large
and (ii) the previous frames are ‘silence’ images and the subsequent frames are
‘speaking’ images. A frame is classified as the end of utterance if (i) the energy
of MT is large and (ii) the previous frames are ‘speaking’ images and following
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Figure 5.5: The proposed integration framework that combines the mouth mo-
tion and appearance information to detect the start and stop of utterances for
temporal segmentation.
frames are ‘silence’ images. The proposed temporal segmentation technique is
suitable for detecting start and end of utterances from image sequences containing
multiple utterances separated by short pauses. The next chapter evaluates the
performance of the temporal segmentation technique described in this chapter
and the visual speech recognition approach presented in Chapter 3 and 4.
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Figure 5.6: Start of consonant /g/ at frame 38. The previous frames before frame
38 are ‘silence’ frames and the subsequent frames after frame 38 are ‘speaking’
frames.
Figure 5.7: End of consonant /g/ at frame 108. The frames before end of utter-
ance (frame 105 to 107) are ‘speaking’ frames and the frames after frame 108 are
‘silence’ frames.
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Chapter 6
Performance of Motion
Templates for Visual Speech
Recognition and Utterance
Segmentation
6.1 Introduction
This chapter reports on the experiments conducted to evaluate the performance of
motion templates for lip-reading and the classification results. These experiments
were approved by the Human Experiment Ethics Committee of RMIT University.
The experiments consisted of two parts:
1. Section 6.2 reports on the first part of the experiments that investigated
the phoneme classification accuracy using features extracted from motion
templates. Two types of image features examined were Zernike moments
(ZM) and discrete cosine transform (DCT) coefficients. These features were
classified using support vector machines (SVMs) and hidden Markov mod-
els (HMMs). The performance of the different visual speech features and
classifiers were evaluated empirically. The theoretical framework of the fea-
ture extraction and classification techniques have been explained in detail
in Chapter 4.
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2. Section 6.3 presents the second part of the experiments that evaluated the
performance of the temporal segmentation method described in Chapter 5.
This method detects the start and end of utterances using mouth motion
and appearance information.
6.2 Experiments on phoneme recognition
The first part of the experiments (Section 6.2) was conducted on a speaker-
dependent, phoneme classification task. These experiments focused on the clas-
sification of speech data trained and tested using MT of each individual subject.
This process of training and testing of the classifiers were repeated for all sub-
jects in the experiments. The reason for using speaker-dependent task is due to
the large variations in the way people speak. Large inter-subject variations are
expected as the size and shape of the lips are different across different speakers
(Montgomery and Jackson, 1983). The large inter-speaker variations are validated
by the use of visual speech data as biometrics information for speaker recognition
(Faraj and Bigun, 2007; Luettin et al., 1996a). The variations between subjects
will be validated and quantified in Section 7.1.
6.2.1 Visual speech model
A visual speech model needs to be selected as the vocabulary for testing the
proposed lip-reading technique. Recognition units such as phonemes, words and
phrases in various languages have been used as vocabulary in lip-reading appli-
cations (Foo and Dong, 2002; Goecke and Millar, 2003; Potamianos et al., 2003;
Saenko et al., 2004). Visemes are the basic unit of facial movement during the
articulation of a phoneme. Different phonemes (speech sounds) can be generated
through similar mouth movements (visemes). In other words, visemes are a set
of phonemes with distinct mouth movements. The details on the relationship
between phonemes and visemes have been discussed in Section 2.2.1
These experiments adopted a vocabulary consisting of English visemes. The
motivation for using visemes is because visemes can be concatenated to form dif-
ferent words, thus it is easy to expand to a larger vocabulary. A viseme model
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Table 6.1: Fourteen visemes defined in MPEG-4 standard.
Viseme number Corresponding phonemes Vowel or consonant Example words
1 p, b, m consonant put, bed, me
2 f,v consonant f ar, voice
3 th , D consonant think, that
4 t , d consonant t ick, door
5 k, g consonant k ick, gate
6 ch, j, sh consonant chair, join, she
7 s , z consonant s it, zeal
8 n , l consonant need, lead
9 r consonant read
10 A vowel car
11 E vowel bed
12 I vowel tip
13 O vowel top
14 U vowel book
established for facial animation applications by an international audio visual
object-based video representation standard known as Moving Picture Experts
Group 4 (MPEG-4) standard was used in the experiments. MPEG-4 defines a
face model using Facial Animation Parameters (FAP) and Facial Definition Pa-
rameters (FDP). Visemes are one of the high level parameter of FAP (Aleksic,
2004; Kshirsagar et al., 1999). The motivation of using this viseme model is to
enable the proposed visual speech recognition to be coupled with MPEG-4 sup-
ported facial animation or speech synthesis systems to form interactive human
computer interfaces. Table 6.1 shows the fourteen visemes (excluding silence)
defined in MPEG-4 standard (MPEG4, 1998). This viseme model consists of
nine consonants and five vowels. The visemes chosen for the experiments are
highlighted in bold fonts.
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6.2.2 Experimental setup
6.2.2.1 Video recording and pre-processing
Video speech recordings were required as input data for testing of the efficacy of
motion templates for visual speech recognition. The number of publicly available
audio visual (AV) speech database is much less than audio speech databases. A
number of these AV speech databases such as M2VTS (Messer et al., 1998), the
proprietary IBM LVCSR AV Corpus (Neti et al., 2000), AVOZES (Goecke and
Millar, 2004) and XM2VTS (Messer et al., 1999) were collected in ideal studio
environments with controlled lighting.
To evaluate the performance of the approach in a real world environment,
a new visual speech database was collected using an inexpensive web camera
in a typical office environment. The amount of image noise presence in office
environment is generally much higher than the ideal studio environment. This
was done to determine the robustness of motion-template-based technique in
analyzing low resolution video recordings in a real-world situation. A Logitech
Quickcam Communicate STX webcam (model number: 961443-0403) as shown
in Figure 6.1 was used for recording of the video data in these experiments.
Figure 6.1: The inexpensive web camera used in the experiments for recording
videos
The webcam was connected to a computer through a USB 2.0 port. The
webcam was placed 10cm normal to the subjects. The video data was recorded
as Audio Video Interleaved (AVI) files with height of 320 pixels and width of 240
pixels. The frame rate of the videos was 30 frames per second using IndeoR video
5 video compression standards. Audio signals were recorded from the built-in
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microphone of the webcam during the experiments. The audio signals were not
used in the classification and segmentation of the utterances. The sound signals
were used only for validation of the segmentation results. Utterance segmentation
and recognition was performed using only the visual data (images).
The experiments were conducted in controlled conditions due to the view-
sensitivity of the MT-based approach. The following factors were kept the same
during the recording of videos: window size and view angle of the camera, back-
ground and illumination. The camera was fixed at a frontal view of the sub-
ject. The camera focused on the subject’s mouth region and was kept stationary
throughout the experiments. The subjects were constrained to minimal head
movement during the recording to minimize secondary non-speech motion.
A video corpus consisting of ten talkers were collected for the experiments,
with five males and five females. Figure 6.2 shows the images of the ten subjects
with different skin colour and texture. The subjects recruited were non-native
English speakers of different races and nationalities. A total of 2800 utterances
were recorded from the subjects and stored as colour images. Each subject was
requested to utter fourteen phonemes (listed in Table 6.1) and each phoneme was
repeated for twenty times. The start and end of the utterances were manually
inserted into the video data in Section 6.2 for accurate evaluation of the phoneme
classification ability of MT. Experiments on automatic detection of start and end
of utterances through temporal segmentation will be described in Section 6.3.
The colour images were converted to grayscale images for further processing.
The images were cropped from 320 x 240 to 240 x 240 by situating the mouth
in the centre of the images. To minimize the effects of illumination variations,
histogram equalization was performed on the images. Figure 6.3 shows a colour
image, the corresponding grayscale image and the grayscale image obtained after
applying histogram equalization.
6.2.3 Methodology for classification
One motion template (MT) of size 240 x 240 was created for each phoneme and
scaled to 72 x 72. Fourteen visemes (highlighted in bold fonts in Table 6.1) were
tested in the experiments. Examples of MT for fourteen visemes of Participant
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Figure 6.2: Images of ten talkers with varying skin tone and texture.
Figure 6.3: From left to right : (i) a colour image (ii) the corresponding grayscale
image converted from the colour image (iii) the histogram equalized grayscale
image.
1 are shown in Figure 6.4. The different facial movement during articulation of
these visemes resulted in MT of different patterns. Samples of MT for all subjects
are included in Appendix A Motion Templates of All Speakers. A total of 2800
motion templates were generated from the video corpus.
Two types of image descriptors evaluated in the experiments were Zernike
moments (ZM) and discrete cosine transform (DCT) coefficients. The optimum
number of ZM features required for classification of the fourteen visemes was
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Figure 6.4: Motion templates of fourteen visemes based on MPEG-4 model. The
first row shows the MT of 5 vowels and the second and third rows illustrate the
MT of 9 consonants.
determined empirically. The number of features for DCT coefficients was kept
the same as ZM in order to to compare the image representation ability of these
two feature descriptors.
ZM and DCT features were fed into non-linear support vector machines (SVM)
for classification of MT. The LIBSVM toolbox (LIBSVM) (Chang and Lin, 2001)
was used in the experiment to design the SVM classifiers. The one-vs.-all multi-
class SVM technique was adopted in the experiments to separate the visual speech
features into 14 visemes. For each participant, one SVM was trained for each
viseme. The gamma parameter and the error term penalty parameter, c of the
kernel function were optimized using five-fold cross validation on the training
data. Four kernel functions, i.e., linear function, first order polynomial, third
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order polynomial and radial basis function were evaluated in these experiments.
Radial basis function (RBF) kernels were found to produce the best results and
were selected for classifying the data.
The classification performance of SVM was tested using the leave-one-out
method. A total of 280 MT were produced ( 20 utterances x 14 classes) for
each speaker. The ZM and DCT features computed from these MT formed the
training and test samples. Each repetition of the experiments used 266 training
samples and 14 test samples (one sample from each class) of each speaker. This
was repeated twenty times using different train and test data. The average of the
recognition rates for the twenty repetitions of the experiments was computed for
each speaker. The mean success rates for the ten speakers were also computed
as a measure of the overall performance.
6.2.3.1 Selecting the optimum number of features
The accuracies of different number of ZM features were compared to determine
a suitable number of ZM features needed for classifying the fourteen visemes.
280 motion templates from fourteen classes of a randomly selected participant
(Participant 3) were used to select the number of features required. Classification
accuracies of four to 81 ZM of (0th up to 16th order) were evaluated. Table 6.2
shows the number of ZM for different moment orders.
Table 6.2: Number of Zernike moments for different moment orders.
Num. of Zernike moments Moment order
4 0th to 2nd order
9 0th to 4th order
16 0th to 6th order
25 0th to 8th order
36 0th to 10th order
49 0th to 12th order
64 0th to 14th order
81 0th to 16th order
Figure 6.5 shows the recognition rates for different number of ZM features.
These features were classified using SVM. It was observed that the accuracies
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increased from 4 features up to 64 features. 64 ZM features were found to be the
optimum feature dimension for classification of fourteen visemes. It is important
to point out that by increasing the number of ZM feature from 64 to 81, no
improvement in recognition rates was observed. Based on this analysis, 64 ZM
and DCT features were selected as two sets of feature vectors computed from
MT for phoneme classification. The ZM and DCT features were analysed using
statistical-based, data analysis techniques prior to classifying the ZM and DCT
features.
Figure 6.5: Recognition rates for different number of Zernike moments (from 4
to 81 moments) for Subject 3.
6.2.4 Statistical analysis of data
The DCT and ZM features were analysed using statistical techniques to determine
(i) the statistical properties of the data (ii) whether the data are separable. Sta-
tistical methods applied on the features were k-means algorithm and multivariate
analysis of variance (MANOVA).
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6.2.4.1 Data analysis using k-means algorithm
K-means method was used in the experiments to examine whether the group
structure of fourteen classes exists for the two types of features - DCT coeffi-
cients and Zernike moments. K-means algorithm was selected due to the low
computational requirement of this cluster analysis technique.
The features were partitioned into fourteen exclusive clusters using k-means
algorithm. Each cluster represents a class (viseme). Squared Euclidean distance
was used in k-means algorithm to measure the dissimilarity between each feature
with the cluster representations. A silhouette plot was generated from the output
of the k-mean algorithm to measure the separation between the fourteen clusters.
The silhouette value indicates the distance between data points in a cluster with
data points in the neighboring clusters. The silhouette value ranges from -1 to
1 with 1 being very far from the neighboring clusters, 0 indicating features that
are not distinctly in one cluster or another and -1 corresponds to features with
high probabilities to have been assigned to an incorrect cluster.
A silhouette plot of ZM of Participant 1 is shown in Figure 6.6. This silhouette
plot shows poor clustering results that are evident from the fact that:
• the high variance in the size of each cluster. The same number of samples
for each class were used in the experiments, and hence each cluster should
be equally distributed. A different number of samples in each cluster clearly
indicates that a number of samples from different visemes are incorrectly
grouped in the same cluster. Clusters 2 and 3 have a relatively smaller
number of data points as compared to Cluster 4 and 11.
• the low silhouette values for the data points. The mean of the silhouette
value is 0.3782, which is much smaller than 1. This shows that the distances
of the data points with the neighboring clusters are small. Clusters 3, 9-12,
14 contain data points with negative silhouette values which indicate that
these samples are very likely to have been assigned to a wrong cluster.
K-means analysis was also used to analyze the DCT features of Subject 1.
Similar to results obtained for ZM features, the output of k-means algorithm
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Figure 6.6: Silhouette plot of generated by applying k-means algorithm on the
ZM features of Participant 1. The vertical axis indicate the cluster (class) number
and the horizontal axis shows the silhouette value for each class.
indicates a poor separation between classes using DCT features. Figure 6.7 shows
a silhouette plot of DCT features. It is seen from Figure 6.7 that:
• the clusters formed are not evenly distributed as one would expect for an
accurate clustering results. A large number of data points are clustered into
Clusters 6 and 10 and very few samples are assigned to Clusters 13 and 14.
• Clusters 4-7 contain samples with negative silhouette values. These data
points are highly likely to be have been assigned to the wrong clusters.
• the average silhouette value for DCT features is 0.4632 and is marginally
higher than ZM. This indicates that the separation between classes for DCT
was slightly farther as compared to ZM features for Participant 1.
Overall, the poor k-means clustering results of DCT and ZM indicate that
overlapping exists in the features space of the fourteen classes. It is observed
from the silhouette plots that the features are not easily classifiable in the original
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Figure 6.7: Silhouette plot of generated by applying k-means algorithm on the
DCT features of Participant 1. The vertical axis indicate the cluster (class)
number and the horizontal axis shows the silhouette value for each class.
feature space. Silhouette plots generated by applying k-mean algorithm on DCT
and ZM features of Participant 2 to 9 are included in Appendix B.
6.2.4.2 Data analysis using MANOVA
MANOVA was used to analyze the means of multiple variables and determine
whether the mean of these variables differ significantly between classes. MANOVA
is an extension of One-Way Analysis of Variance (ANOVA) and is capable of an-
alyzing more than one dependent variable. MANOVA measures the differences
for two or more metric dependent variables based on a set of categorical variables
acting as independent variables (Hair et al., 2006). MANOVA was used in the
experiments to investigate the separation between fourteen classes of ZM and
DCT features.
The results of MANOVA on DCT and ZM features produce the estimated
dimension (d) of the class means of 13 for DCT and ZM features. This indicates
that the class means fall in a 13-dimensional space, which is the largest possible
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dimension for fourteen classes. This demonstrates that the 14 class means are
different. If the means of the classes are all the same, the dimension, d, would
be 0, indicating that the means are at the same point. The p-value to test if the
dimension is less than 13 (d < 13) is very small, p < 0.000001.
Canonical analysis was performed to find the linear combination of the original
variables with largest separation between groups. Canonical variables are linear
combinations of the mean-centered original variables. A grouped scatter plot of
the first two canonical variables show more separation between groups than a
grouped scatter plot of any pair of original variables of ZM and DCT. Figures 6.8
and 6.9 show the grouped scatter plot of ZM and DCT for Participant 1.
Figure 6.8: Grouped scatter plot of first two canonical variables (c1= first canon-
ical variable, c2 = second canonical variable) computed from the 14 classes of
ZM features.
It is observed from Figure 6.8 and 6.9 that there is overlapping between classes
of ZM and DCT features indicated by regions enclosed in dashed lines. The scat-
ter plots show that most of the consonant classes overlap except consonant /m/.
The separation between vowels is slightly better as compared to consonants for
DCT and ZM features. Grouped scatter plots generated by applying MANOVA
on DCT and ZM features of Participant 2 to 9 are included in the Appendix B
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Figure 6.9: Grouped scatter plot of first two canonical variables (c1= first canon-
ical variable, c2 = second canonical variable) computed from the 14 classes of
DCT features.
Silhouette Plots and Grouped Scatter Plots of All Speakers.
Results of MANOVA analysis validated the outcome obtained from k-means
algorithm. The DCT and ZM features were found to be non linearly separable
based on the complex data structure observed from the statistical plots. A non-
linear classification technique was required for separating the features with respect
to the fourteen classes. Non-linear support vector machines (SVMs) were used to
classify the visual speech features.
6.2.5 Phoneme classification results
The first part of the experiments investigated the performance of MT in a speaker-
dependent, phoneme classification task. A total of 2800 (200 samples from each
class) utterances from ten speakers were used in the experiments. SVM classifiers
were trained and tested for each individual subject using leave-one-out method.
Each repetition of the experiments used 266 utterances of a subject for training;
and the remaining 14 utterances of the subject that were not used in training
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were used for testing. This process was repeated 20 times for each subject and a
total of 200 repetitions of the experiments were conducted for the ten participants.
These experiments compared the performance of different features (ZM and DCT
coefficients) and classifiers (SVM and HMM).
6.2.5.1 Comparing the performance of visual speech features
The performance of two visual speech features, i.e., ZM and DCT coefficients
were evaluated in these experiments. The SVM classification results for 2800
utterances using ZM features and DCT features are tabulated in Table 6.3 and
6.4.
Table 6.3: Confusion matrix for classification of Zernike moments (200 samples
each class) using SVM.
Actual Predicted Viseme
Viseme A E I O U m v th t g ch s n r
A 195 0 0 1 0 1 0 1 0 0 0 0 2 0
E 2 197 0 0 0 0 0 0 0 0 0 0 1 0
I 0 0 193 0 0 0 0 2 2 0 0 2 1 0
O 0 0 0 196 1 0 1 0 1 0 0 0 0 1
U 0 0 1 0 197 0 0 0 0 0 0 1 0 1
m 0 1 1 0 0 196 0 0 0 0 0 1 1 0
v 0 0 1 0 0 0 196 1 0 1 0 0 0 1
th 0 0 2 0 1 0 1 192 2 1 0 0 0 1
t 0 0 1 0 1 0 1 0 194 3 0 0 0 0
g 0 2 0 0 0 0 0 0 1 195 1 0 0 1
ch 0 3 0 1 0 0 0 1 0 1 192 0 1 1
s 0 0 0 0 1 0 1 1 0 0 0 197 0 0
n 1 2 1 0 1 0 0 1 0 2 0 1 191 0
r 0 0 1 0 1 0 0 0 1 0 1 0 0 196
Based on Table 6.3 and 6.4, it is observed that most of the utterances are
correctly identified and only a small number of errors are produced during the
classification of ZM and DCT features. The results demonstrate the promising
performance of using motion templates for recognition of phonemes. The mean
classification accuracies for DCT and ZM features are 99% and 97.4%. This
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Table 6.4: Confusion matrix for classification of DCT features (200 samples each
class) using SVM.
Actual Predicted Viseme
Viseme A E I O U m v th t g ch s n r
A 198 0 0 0 0 0 0 1 0 0 0 1 0 0
E 0 199 0 0 0 0 0 0 0 0 0 0 1 0
I 0 0 198 0 0 0 0 1 0 0 0 1 0 0
O 0 0 0 198 1 0 0 0 0 0 0 0 0 1
U 0 0 0 0 199 0 0 0 0 1 0 0 0 0
m 0 0 0 0 0 200 0 0 0 0 0 0 0 0
v 0 0 0 0 0 0 199 0 0 0 0 0 1 0
th 0 0 1 0 0 0 0 197 0 1 0 0 0 1
t 0 1 1 0 0 0 0 0 196 2 0 0 0 0
g 0 0 1 0 0 0 0 0 0 198 1 0 0 0
ch 0 0 0 0 1 0 0 0 0 1 198 0 0 0
s 0 1 2 0 0 0 0 0 0 0 0 197 0 0
n 0 0 0 0 0 0 0 0 1 1 0 1 197 0
r 0 0 0 0 0 0 0 0 1 0 0 0 0 199
indicates a low error rate of less than 3% for DCT and ZM features. The results
indicate that ZM and DCT features are efficient descriptors to represent MT.
Using the same number of features, the performance of DCT and ZM features is
comparable with DCT producing a marginally higher accuracy as compared to
ZM. The high success rates attained is also attributable to the ability of RBF-
kernel SVM to correctly classify the non-linearly separable data.
The mean recognition rate for each viseme is tabulated in Table 6.5. It is
observed that the error rates for all visemes are less than 5% using DCT and ZM
features. One of the factors for misclassifications is the occlusion of articulators’
movement. The investigated approach using MT is a movement-based technique,
and hence it is dependent on the distinctness of mouth movement patterns and
is sensitive to motion occlusion.
For example, motion occlusion occurs in the pronunciation of consonant /n/
which has the highest error rate based on Table 6.5. The movement of the tongue
within the mouth cavity is not visible (occluded by the teeth) in the video data
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when pronouncing /n/. Therefore the tongue movement is not encoded in the
resultant motion templates. Figure 6.10 shows the images and motion template
of lingua-alveolar /n/. The movement of the tongue tip touching the alveolar
ridge (back of the front teeth) is not visible in the video of /n/. This reduces the
amount of visual speech information represented in the MT of /n/. The effects
of motion occlusion on the performance of mouth movement representation using
MT will be validated in Section 7.7.
Table 6.5: Average SVM classifcation accuracies for each viseme using ZM and
DCT features.
Viseme Mean Accuracies(%)
Zernike moments DCT coefficients
A 97.5 99.0
E 98.5 99.5
I 96.5 99.0
O 98.0 99.0
U 98.5 99.5
m 98.0 100.0
v 98.0 99.5
th 96.0 98.5
t 97.0 98.0
g 97.5 99.0
ch 96.0 99.0
s 98.5 98.5
n 96.8 98.5
r 98.0 99.5
The classification accuracies of the ten subjects are shown in Table 6.6. From the
results, it is observed that the classification accuracy for each participant (when
trained individually) is high and between 94% and 100% suggesting that there is
no significant intra-subject variation. The high accuracies for all the subjects also
indicate that the motion-template method for mouth movement representation is
not sensitive to skin colour and texture.
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Figure 6.10: Frames of utterance /n/ where the tongue movement inside the
mouth cavity is not visible and the resultant motion template of /n/.
Table 6.6: Average recognition rates for each speaker using ZM and DCT features
and SVM classifier.
Recognition rates(%)
Zernike moments DCT coefficients
Participant 1 98.93 100.00
Participant 2 98.93 99.29
Participant 3 98.93 98.57
Participant 4 97.50 98.57
Participant 5 97.86 99.64
Participant 6 96.07 99.29
Participant 7 96.43 98.57
Participant 8 97.86 93.57
Participant 9 95.71 98.93
Participant 10 97.86 98.93
6.2.5.2 Comparing the performance of speech classifiers
The experiments also compared the performance of SVM with HMM. SVM and
HMM classifiers were evaluated using the same features consisting of Zernike
moments and DCT coefficients of Participant 1. The classifiers were trained and
tested using leave-one-out method.
Three-states left-right HMMs were used in the experiments. This type of
HMM structure had been demonstrated to be suitable for identifying English
visemes (Foo and Dong, 2002). Single-stream, continuous HMMs were trained to
classify the features extracted from motion templates. Each viseme was modeled
using a HMM with diagonal covariance matrix and one mixture of Gaussian
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component per state. Figure 6.11 illustrates the HMM structure used to model
each viseme in the experiments.
Figure 6.11: The left-right HMM structure with three states used in the experi-
ments to represent each viseme.
The HMM transition probability and observation probability were estimated
iteratively from training data during training using Baum-Welch algorithm (Baum
et al., 1970). The test samples consisted of remaining features (those not used in
training) were presented to the trained HMM for classification. The test samples
were assigned to a class with the highest likelihood.
The SVM and HMM classification rates for Participant 1 are tabulated in
Table 6.7. It is observed that SVM marginally outperforms HMM for classifica-
tion of ZM and DCT features. Based on Table 6.7, an improvement in average
accuracy of approximately 5% is achieved using SVM as compared to the baseline
technique of HMM. The results demonstrates that the use of motion templates
has eliminated the need for temporal modeling of visemes, and hence a static
classifier such as SVM is able to classify the visemes reliably. The small improve-
ment in the recognition rates of SVM as compared to HMM is attributable to the
limitation of HMM that assumes that successive features are independent and
the probability of being in a state at a time, t only depends on the state at time
t−1. This assumption does not hold for speech signals where dependencies exists
through several states (Rabiner, 1989). Further, HMM training requires larger
training set as compared to SVM.
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Table 6.7: Mean recognition rates of Participant 1 using HMM and SVM classi-
fiers.
Classifier Recognition rates
type Zernike moments DCT features
HMM 96.43 93.57%
SVM 98.93 100.00%
6.3 Experiments on temporal segmentation of
utterances
The second part of the experiments investigated performance of the proposed
temporal segmentation method, without evaluating the acoustic signals. The
proposed segmentation approach utilizes the motion and mouth appearance infor-
mation to separate the individual phonemes for further recognition. The tempo-
ral segmentation experiments focused on identifying start and stop of utterances
separated by a short pause. For utterances spoken continuously, the visual cues
are not sufficient even for humans to reliably detect the start and stop of each
utterance by observing the mouth.
6.3.1 Methodology
The same video data collected in Section 6.2 was used to evaluate the proposed
temporal segmentation algorithm. The recorded video corpus consists of a total
of 2800 utterances (200 repetitions of each viseme in Table 6.1) spoken by ten
subjects. The subjects repeated the utterances with a short pause in between.
The mouth motion and appearance information was extracted from the im-
ages. A three-frame window was applied to the image sequence to extract the
mouth motion parameter. The three-frame window was slid across the AVI file
starting from the first frame to the last frame. At each instance, one motion
template was computed from the three-frame window. The energy of the motion
template was used as a one-dimensional feature to represent the magnitude of
mouth movement.
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To extract the mouth appearance information from the images, a k-nearest
neighbor classifier was trained for each subject to differentiate frames correspond-
ing to the subject ‘speaking’ as opposed to frames when the subject is maintain-
ing ‘silence’ (Class 1 = speaking (mouth moving) and Class 2 = silence (mouth
closed)). The parameter k = 3 and Euclidean distance was used in the experi-
ments for creating the kNN classifiers. One kNN classifier was trained for each
subject. Three repetitions of each viseme were used in the training of the kNN
classifier. For each viseme, thirty mouth images of the subject uttering a viseme
and thirty images of the subject maintaining silence were used as examples to
train the classifier.
Each kNN classifier were trained using 420 (14 visemes x 30 images =420
images) ‘speaking’ images and 420 ‘silence’ images. DCT features were used to
represent the mouth images due to the low computations required in extracting
the features. The DCT coefficients were extracted from the top left corner of the
DCT image forming a triangular region. The number of DCT features required
to represent the two classes of images was determined from the grouped scatter
plot of the first two canonical variables of DCT features. Figure 6.12 and 6.13
shows the grouped scatter plot of first two canonical variables for 36 and 49
DCT features. It can be observed from these figures that the 49 DCT features
produce good separation of the two classes. Therefore this number was used for
segmentation in the experiments.
During the segmentation process, three-frame MT were computed for the
entire image sequence. Frames that contained MT with average energy value
greater than a threshold value were identified as ‘moving’ frame. An optimum
threshold value was selected based on empirical heuristic evidence. 49 discrete
cosine transform (DCT) coefficients were computed from nine frames preceding
and succeeding the identified ‘moving’ frames. The DCT features were fed into
the kNN classifier. The output of the kNN classifier determined the output of
the proposed temporal segmentation algorithm in detecting the start and stop of
utterances. The four possible combinations for the output of the kNN classifier
were listed in Table 6.8.
For validation purposes, the audio signals and manual annotation were com-
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Figure 6.12: Grouped scatter plot for first two canonical variables for 36 DCT
features (extracted from the top left, right-angled triangular region with two sides
of length 6 pixel of DCT image) for ‘mouth open’ and ‘mouth close’ images.
Table 6.8: The output of the proposed segmentation technique that combines the
appearance and motion information. The start and end of utterances is detected
from the classification results of kNN of preceding and succeeding frames.
kNN Preceding Succeeding Start of End of
output frames frames utterance utterance
combination 1 Speaking Silence No Yes
combination 2 Silence Speaking Yes No
combination 3 Speaking Speaking No No
combination 4 Silence Silence No No
pared with the output of the proposed segmentation framework. Figure 6.14
shows an overlay of (i) the output of the proposed segmentation approach (rep-
resented by a blue line) (ii) audio signals and (iii) manual annotation based on
visual inspection of the images (represented by the dotted red line) of three rep-
etitions of vowel A. The segmentation results of the proposed technique were
observed to be close to the results of manual segmentation and audio signals as
shown in Figure 6.14.
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Figure 6.13: Grouped scatter plot for first two canonical variables for 49 DCT
features (extracted from the top left, right-angled triangular region with two sides
of length 7 pixel of DCT image) for ‘mouth open’ and ‘mouth close’ images.
6.3.2 Segmentation results and discussion
The temporal segmentation results are tabulated in Table 6.9. 2633 utterances
were correctly segmented out of a total of 2800 of test utterances. Based on
Table 6.9, the mean segmentation accuracy is 94% for ten speakers. The results
demonstrate satisfactory performance of the proposed segmentation framework
for speakers of different skin colour and mouth appearance.
Left-tailed t-test was applied on the recognition rates of the ten speakers to
test for the mean accuracy of this temporal segmentation technique. The aim
of this test was to determine how ‘likely’ it is for the accuracy of this algorithm
to be below the selected mean value. The sample was validated to be normally
distributed by applying the Liliefors test on the average accuracies. The null
hypothesis used in the t-test is that the mean accuracy is equals to 93%, i.e.,
(H0 : µ = 93%). The 93% was selected based on the average of recognition rates
for 5 randomly selected speakers. The alternative hypothesis is that the mean
accuracy is lower than 93%, i.e., (H1 : µ < 93%). A significance level of 5% was
chosen ( α = 0.05). The results of t-test produced a p-value of 0.5912, which is
much higher than α. This shows that there is insufficient evidence to :
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Figure 6.14: Output of the segmentation technique, manual annotation and audio
signals of three repetitions of vowel A.
• reject the null hypothesis that the mean accuracy is 93% ( µ = 93%)
• accept the alternative hypothesis that the mean accuracy is less than 93 %
Table 6.9: Segmentation accuracies of ten subjects.
Total number Number of correctly Accuracies
Subject of utterances segmented utterances (%)
Subject 1 280 280 100.00
Subject 2 280 280 100.00
Subject 3 280 259 92.50
Subject 4 280 279 99.64
Subject 5 280 266 95.00
Subject 6 280 246 87.86
Subject 7 280 244 87.14
Subject 8 280 250 89.29
Subject 9 280 265 94.64
Subect 10 280 264 94.29
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From the experiments, a few types of segmentation errors can be observed:
• undetected utterances
• combined utterances - two or more utterances detected as one (the end of
first utterance undetected)
• split utterances - one utterance detected as two utterances
• inserted utterances - utterances detected during ‘pause’ period
• partially detected utterances - the end of the utterances was detected while
the subject is still speaking
The ‘combined utterances’ error occurred mainly due to the absence of pause
period or the pause period was too short when the participants were repeating
the utterances. Since the investigated segmentation technique requires a dis-
tinct pause period to separate the utterances, the absence of short pauses causes
multiple utterances to be merged into one.
Another difficulty observed is that a few subjects were speaking with small
mouth movement. The mouth appearance when they were speaking is similar
to when they were maintaining silence. Figure 6.15 shows an example of start
of utterance by Participant 7 that is undetected by the segmentation technique
due to minimal mouth movement. Such small movement results in ‘undetected
utterances’ errors.
Figure 6.15: Start of utterance of /m/ that is difficult to be identified visually.
The segmentation errors were also caused by the ‘non-speech movement’ dur-
ing the pause period. It was noticed that some subjects had slight movement
of the lips or did not close the mouth during pause period, hence affecting the
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performance of this segmentation technique. This is because this technique is
based on the cues that the separation of utterances can be indicated by minimal
mouth motion and closed lips. Figure 6.16 shows an example of the lips not being
closed during the pause period after uttering vowel A by Subject 10.
Figure 6.16: Mouth was kept open during the pause period after end of utterance.
6.4 Summary of the performance of classifica-
tion and segmentation techniques
The performance of MT for phoneme recognition and temporal segmentation was
evaluated. A high level of accuracy was achieved using MT to identify phonemes
from video data when there was no relative shift between the camera and the
mouth. These experiments on phoneme classification clearly indicated the effi-
cacy of MT in visual speech recognition. DCT and ZM-based features computed
from MT produced mean recognition rates of 99% and 97% when coupled with
support vector machine (SVM) classifiers. The robustness of the novel visual
speech features, Zernike moments in describing MT was demonstrated in the
experiments from the high recognition rate achieved. In the next chapter, the
desirable rotational property of ZM features is validated empirically. This is one
of the key strength of the ZM features, as compared to the baseline DCT fea-
tures. The classification performance of SVM was compared with HMM as a
baseline method. An improvement of approximately 5% using SVM classifier was
obtained, as indicated in Table 6.7.
The evaluation of the proposed temporal segmentation technique demon-
strated that mouth motion and appearance information is effective for detecting
the start and end of utterances. A promising success rate of 94% was obtained
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using only the visual channel for utterance segmentation. Nevertheless, it is im-
portant to note that this segmentation technique has a few limitations, such as,
the utterances need to be spoken with short pauses in between and the speakers
should keep the lips closed during the pause period. This experiment demon-
strated the promising performance of the new temporal segmentation technique
investigated in this study.
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Chapter 7
Performance of Motion
Templates under Adverse
Imaging Conditions
7.1 Introduction
This chapter presents the analysis on the performance of motion-template based
lip-reading method with respect to various issues such as inter-speaker variations
and different imaging conditions (discussed in Chapter 3.2.1 Issues related to MT
for mouth movement representation). The main benefit of using motion tem-
plates (MT) for mouth movement representation is that it is a computationally
attractive technique that makes real-time implementation feasible. Nevertheless,
the MT-based approach is view sensitive and is affected by a number of factors
related to subject, the mouth movement and the environment. This chapter re-
ports on the simulation results on MT to identify and validate the limitations of
this method.
The purpose of the following investigation is to analyse the performance of
MT in visual speech recognition under different conditions. In order to per-
form such analysis, utterances were simulated according to various types of con-
ditions/environments. The utterances studied by simulation were the fourteen
phonemes of MPEG-4 viseme model described in Section 6.2.1 (the visemes are
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listed in Table 6.1). The constraints that were applied to these simulations were
similar to that of the utterances recorded by camera, e.g., static camera and
recording of the frontal view of the subject’s face. The effects of differences in
the way people speak on the performance of MT-based method were evaluated
using a speaker-independent phoneme classification task. The changes in illumi-
nation level were simulated and studied in order to validate the performance of
illumination normalization technique based on histogram equalization (described
in Section 3.2 ). The image descriptors, Zernike moments (ZM) and DCT coeffi-
cients were investigated for sensitivity to changes in scale, rotation and translation
of mouth in the images. SVM classifiers were used in this analysis due to the
promising performance of SVM on phoneme recognition reported in Section 6.2.5.
7.2 Sensitivity to inter-subject variation
The variations in mouth movement while the same utterance is pronounced by
different subjects are known to be large. The inter-subject variations in visual
speech information are also related to the varying size and shape of lips of different
speakers (Montgomery and Jackson, 1983). The large inter-speaker variations
have been clearly demonstrated by the successful use of visual speech information
for speaker recognition (Chibelushi et al., 1993; Faraj and Bigun, 2007; Luettin
et al., 1996a).
The effects of inter-speaker variations on the performance of motion templates
(MT) for phoneme recognition were verified by testing on a speaker-independent
phoneme recognition task. The video corpus of 2800 utterances by 10 speakers
described in Section 6.2 was used in this analysis. ZM and DCT features were
used as image descriptors of the motion templates. SVM classifiers were trained
using 80% of the motion templates from ten subjects and classified with the
remaining 20% data.
Table 7.1 summarizes the classification results for the speaker-independent
speech recognition task. The error rates of DCT and ZM features when trained
with ten speakers have increased to the order of 30% as compared to the less than
3% error for the speaker-dependent task reported in Section 6.2.5.1. This clearly
demonstrates that the MT based approach is sensitive to inter-subject variations.
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Consequently, the differences in the mouth shape and movement across talkers
result in different patterns of motion templates. This reduces the phoneme clas-
sification rates of MT-based approach.
Table 7.1: Recognition rates for a speaker-independent phoneme recognition task.
Feature No. of No. of Recognition rate
descriptor subjects test utterances (%)
Zernike moments 10 560 73.9
DCT coefficients 10 560 76.8
7.3 Invariance to illumination variation
The variation in illumination level is a key issue that affects image-based pattern
recognition applications. The changes in lighting and illumination conditions
affect the pixel values of the images recorded. In order to minimize the effects
of lighting conditions on the MT’s ability for mouth motion representation, a
global illumination normalization technique based on histogram equalization was
applied on the images before computing MT.
The invariance to varying illumination conditions was verified by computing
feature descriptors for 280 utterances of Participant 3 for two different illumina-
tion levels : (i) uniformly increased by 30% (ii) uniformly reduced by 30% from
natural lighting. The SVM classifiers were trained using MT of the original illumi-
nation level and tested using MT computed from images with increased/decreased
illumination levels. Figure 7.1 shows the images with different illumination levels
and the resultant images after applying histogram equalization. It is clearly seen
in Figure 7.1 that after applying histogram equalization, the variation for images
with different illumination levels is reduced.
To evaluate the sensitivity of the proposed technique to changes in illumina-
tion:
• the SVM classifiers were trained with 280 MT computed from images of
original illumination level.
111
7.3 Invariance to illumination variation
Figure 7.1: Frames of three illumination levels : (i)original natural lighting con-
dition, (ii) illumination level reduced by 30% from original lighting condition and
(iii) illumination level increased by 30% from original lighting condition, and the
corresponding output images after applying histogram equalization.
• the trained SVMs were used to classify MT generated from images simulated
for different illumination levels ( ±30% from original illumination level).
Table 7.2 shows example of the first three features of ZM and DCT coefficients
computed from MT of utterance /A/ under different illumination levels. Based
on Table 7.2, it is observed that the changes in the feature values are very small
for differently illuminated images.
Table 7.2: First three Zernike moments and DCT feature values extracted from
motion templates of utterance /A/ under different illumination conditions.
Illumination Feature values
levels Z00 Z11 Z20 1st DCT 2nd DCT 3rd DCT
original 0.490 0.319 0.671 25.447 -15.026 -4.913
reduced by 30% 0.488 0.318 0.669 25.361 -15.000 -4.858
increased by 30% 0.492 0.321 0.672 27.038 -16.719 -5.133
Table 7.3 shows the classification results of motion templates generated from
different illumination conditions. Perfect recognition rates were obtained for in-
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creased and decreased illumination levels using Zernike moments and DCT fea-
tures. The results validate the efficiency of the histogram equalization algorithm
in normalizing uniformly changing illumination levels. This demonstrates that
the proposed MT method is invariant to global changes in lighting conditions.
Table 7.3: Classification accuracies of 560 MTs produced from reduced and in-
creased illumination level of Speaker 3
Feature Recognition rates (%)
descriptor Natural lighting Reduced 30% Increased 30%
ZM 100 100 100
DCT 100 100 100
7.4 Confinement of mouth movement in camera
view window
The spatial domain of the mouth movement needs to be within the camera view
window for consistent motion representation using MT. The MT representation
of an utterance varies for camera view window that does not capture the entire
mouth in the frame. Figure 7.2 shows MT of utterance /A/ and MT of /A/ when
the mouth is shifted in the camera view window until it is partially out of view.
The effects on the DCT and ZM features are found to vary when the mouth is
out of view.
Table 7.4 indicates the reduction in accuracies that is greater than 50% for
280 utterances that are partially visible. The mean accuracies for ZM and DCT
features for mouth images that are not completely within camera view are 48%
and 32%.
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Figure 7.2: Translation of mouth in viewing window and changes on ZM and
DCT feature values.
Table 7.4: Classification accuracies of MT that are partially visible in camera
view window.
Feature No. of Accuracies (%) for mouth motion
descriptor test utterances Completely visible Partially visible
ZM 280 100 48.21
DCT 280 100 31.79
7.5 Sensitivity to changes in mouth and camera
axis
It is difficult to maintain an exactly constant location, size and orientation of the
mouth with respect to the camera axis during each repetition of the experiments.
These imaging factors can vary slightly between different repetitions. The sensi-
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tivity of Zernike moments and DCT coefficients to variations in translation, scale
and rotation of the mouth in the images was examined. 280 utterances from
Participant 3 were simulated by rotating, shifting and scaling the mouth in the
images.
7.5.1 Rotational changes
280 MT of Participant 3 were rotated 10 and 20 degrees anticlockwise to investi-
gate the rotational sensitivity of DCT and ZM features. This produced another
560 images of rotated MT in this analysis. The rotation factors were selected
to simulate up to the maximum angle expected during the experiments. 64 ZM
and DCT coefficients were computed from the 560 rotated MT to form the test
samples. 280 un-rotated MT were used as the training examples to train the
SVM classifier. The performance of the image descriptors in representing rotated
mouth images was compared. Figure 7.3 shows MT of vowel /A/ and MT of /A/
rotated anticlockwise by 10 and 20 degrees.
Figure 7.3: From left to right: MT of vowel /A/, MT of /A/ rotated 10 degrees
anticlockwise and MT of /A/ rotated 20 degrees anticlockwise.
Table 7.5 shows the classification accuracies using ZM and DCT features ex-
tracted from non rotated MTs, MTs rotated by 10 degrees and MTs rotated by 20
degrees. From this table, it can be seen that both ZM and DCT features produce
good classification performance for MT rotated by 10 degrees. Nevertheless, the
accuracy of DCT features reduces to 37% when the rotation angle is increased to
20 degrees. Based on these results, ZM features have been demonstrated to have
better tolerance to rotational changes up to 20 degrees with an accuracy of 85%.
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This indicates that the significance in the changes (reduction) in accuracy for
DCT features increases when the rotation factor increases from 10 to 20 degrees.
The results demonstrate that ZM features are more resilient to rotational
changes as compared to DCT coefficients. The results validate the good rotational
property of ZM reported in the literature (Khontazad and Hong, 1990a).
Table 7.5: Recognition rates for motion templates that are rotated 10 and 20
degrees anticlockwise.
Feature No. of test Accuracies (%) for MT rotated by an angle of
descriptors utterances 0 degree(original) 10 degrees 20 degrees
ZM 280 100 99.29 84.64
DCT 280 100 93.57 36.79
The reduction in accuracies of the ZM and DCT-based classification is partly
attributable to the cropping of MT, which occurs due to the rotation of the
images. The process of rotating the images increases the size of the rotated
images. To ensure that the rotated image has the same size as original images
(72 x 72), the edges of the rotated image were cropped. It is worthwhile to note
that the cropping process results in the lost of information, and hence alters the
ZM and DCT feature values. This leads to the misclassification of the rotated
MT.
7.5.2 Scale changes
Change in the distance between the mouth and camera varies the mouth sizes in
the images. The effects of scale variations on the performance of ZM and DCT
features were evaluated using 280 MT that were scaled to 75% and 50% of the
original size. Figure 7.4 shows MT of utterance /A/ scaled to 75% and 50% of
the original size in the analysis.
Three feature values of ZM and DCT coefficients computed from scaled MT
were compared to features of the original MT. These values were listed in Table
7.6. It is observed that the changes in mouth sizes vary the feature values.
Table 7.7 demonstrates the effects of scale variations on the recognition rates
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Figure 7.4: From left to right : MT of vowel /A/ in original size (100%), MT of
/A/ scaled to 75% and MT of /A/ scaled to 50%.
Table 7.6: First three Zernike moments and DCT feature values extracted from
MT of utterance /A/ of original size and MT that are scaled to 50% and 75%.
Motion Feature values
template size Z00 Z11 Z20 1st DCT 2nd DCT 3rd DCT
100% (original size) 0.490 0.319 0.671 25.447 -15.026 -4.913
75% (reduced by 25%) 0.275 0.135 0.571 15.107 -7.485 -8.623
50%(reduced by 50%) 0.122 0.037 0.320 6.796 -1.984 -7.058
of ZM and DCT features. Significant reduction in accuracies greater than 75% is
observed for ZM and DCT features when the size of MT is reduced by 25% and
50%. This demonstrates that ZM and DCT features are highly sensitive to scale
changes and the size of the mouth in the images.
Table 7.7: Recognition rates for motion templates that are scaled to 50% and
75%.
Feature No. of test Recognition rates (%) for MT of
descriptors utterances original size reduced to 75% reduced to 50%
ZM 280 100 11.79 11.07
DCT 280 100 25.00 7.14
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7.5.3 Translational changes
ZM and DCT features are known to be affected by translational changes of the
object in the images. Classification of 280 MT translated 5 pixels to the right and
5 pixels down (shown in Figure 7.5) was performed to quantify the sensitivity of
ZM and DCT features with respect to translation changes.
Table 7.8 validates the sensitivity of ZM and DCT features to translational
Figure 7.5: From left to right : MT of utterance /A/ and MT shifted 5 pixels to
the right and 5 pixels down.
variations. This table demonstrates that the classification accuracies for DCT
and ZM features for the translated MT are reduced to approximately 50% as
compared to the perfect accuracies of non-shifted mouth images. It is observed
from Figure 7.5 that the translation of the mouth in the images results in the
mouth not being fully captured within the camera window. This contributes to
the drop in accuracies of the translated images.
Table 7.8: Accuracies for MT that are translated 5 pixels horizontally and verti-
cally.
Feature No. of test Accuracies (%)
descriptors utterances original MT translated MT
ZM 280 100 58.57
DCT 280 100 51.43
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7.6 Sensitivity to image noise
Classification of motion templates (MT) with added Gaussian white noise was
performed to test the sensitivity of DCT and ZM features with respect to different
levels of image noise. Figure 7.6 shows MT with Gaussian noise of zero mean and
different values of variance ( variance = 0.01, 0.05, 0.1 and 0.5). For the extreme
condition when Gaussian white noise of variance 0.5 was added to the MT, the
resultant images were very noisy and blurry. 1120 simulated MTs (280 MT for
each noise level) were generated from the data of Participant 3. The noisy MTs
were classified using SVM trained on original MT.
Figure 7.6: MT of utterance /A/ and MT of /A/ with additive white Gaussian
noise of zero mean and variance of 0.01 up to 0.5.
Table 7.9 demonstrates that DCT and ZM features are insensitive to Gaussian
white noise up to variance of 0.1. For the classification of MT with Gaussian white
noise of 0.1 variance, perfect recognition rate was obtained for DCT features and a
small degradation in accuracy of 2% was observed for ZM features. The accuracies
for DCT and ZM were reduced to 77% and 46% respectively in the classification
of MT with Gaussian white noise of variance 0.5. The results indicate that DCT
features have higher tolerance to image noise as compared to ZM. Overall, ZM
and DCT features have been demonstrated to be robust to Gaussian noise and the
performance of such features will only be degraded in extremely noisy conditions.
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Table 7.9: Accuracies for MT with additive white Gaussian noise of zero mean
and different variance.
Variance value of Gaussian No. of test Accuracies (%)for features
noise added to MT utterances ZM DCT
0.01 280 100.00 100.00
0.05 280 100.00 100.00
0.1 280 97.86 100.00
0.5 280 46.43 77.14
7.7 Effects of mouth motion occlusion
Mouth motion representation using MT is sensitive to motion occlusion. A con-
sistent utterance representation by MT requires the entire mouth to be visible in
the image. In other words, the mouth should not be occluded by other objects in
the image. 280 MT of Participant 3 occluded by 30% on the right of the mouth
were generated for testing the sensitivity of MT representation with respect to
motion occlusion. The occluded MT was classified using SVMs trained on the
non-occluded (original) MT.
Figure 7.7 shows an MT of an utterance /A/ and the occluded MT of /A/.
The classification results of the occluded MT are tabulated in Table 7.10. The
results demonstrate a decrease in accuracies of approximately 50% and 30% for
ZM and DCT features respectively. This indicates that the MT-based mouth
movement representation is sensitive to motion occlusion.
Table 7.10: Accuracies for MT with mouth movement occluded 22 pixels on the
right.
Feature No. of test Accuracies (%)
descriptors utterances non occluded MT occluded MT
ZM 280 100.00 51.43
DCT 280 100.00 69.29
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Figure 7.7: From left to right : MT of utterance /A/ and MT with mouth
movement on the right side of the image being occluded.
7.8 Summary
This chapter has reported on the sensitivity testing of MT for various aspects
related to the mouth movement representation. It is established that MT is a
robust view-based approach for representing the short duration mouth movement.
The low computational requirement in the generation of the MT is one of the main
benefits of this technique. By applying the global illumination normalization
algorithm based on histogram equalization, the proposed MT-based classification
technique has been verified to be invariant to the variations in lighting conditions.
Large variations in the way people speak especially for people from differ-
ent nationalities, culture and geographical locations influence the performance
of visual speech recognition approaches. The classification accuracy of MT for
speaker-independent phoneme recognition tasks was found to be in the order of
20% to 30% lower than speaker-dependent tasks due to the inter-subject varia-
tions.
The use of MT for mouth motion representation is limited by a number of
constraints. One of the limitations of MT-based mouth motion representation is
the need for the mouth to be confined within the camera window and not oc-
cluded by other objects. When the mouth is not completely within the camera
view, the classification accuracies of DCT and ZM features will be reduced. An-
other limitation of MT is the view-sensitivity. The scale and spatial position of
the mouth in the images affects the performance of the MT-based classification
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methods. The advantage of ZM is that ZM features are resilient to rotational
changes. One of the main advantages of DCT features is that the computation of
DCT coefficients is fast and efficient but DCT features are sensitive to rotational
changes. Both DCT and ZM features are tolerant to additive Gaussian white
noise of up to variance of 0.1. However, for noise with variance greater than 0.1,
DCT features have better noise tolerance as compared to ZM.
The main contributions of the analyses reported in this chapter are :
1. demonstrate the benefits and limitations of MT experimentally
2. quantify the performance of the investigated MT classification with respect
to adverse imaging conditions
3. demonstrate the efficacy of histogram equalization algorithm in reducing
the illumination variations of MT
4. validate and quantify the effect of inter speaker variation on MT-based
visual speech recognition
5. demonstrate the good rotational property of Zernike moments features
6. demonstrate the high tolerance ability of the classification techniques that
combine MT, ZM, DCT and SVM methods.
7. validate the sensitivity (limitations) of MT with respect to occlusion , trans-
lational and scale change
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Chapter 8
Conclusions
8.1 Introduction
This work has examined the computer-based analysis of mouth movement pattern
for visual speech recognition using motion templates (MT). This investigation has
demonstrated that MT-based technique can reliably classify phonemes. The key
advantages of using MT include :
• the robustness of this technique in representing short duration mouth move-
ment
• the low computational requirement in generating MT
• the use of artificial markers on the speaker’s face are not required
• the ease of training and no requirements of hand labeling of the training
images
• the good tolerance to skin colour variations due to the image subtraction
process involved in the computation of MT.
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8.2 MT-based technique for mouth movement
representation
Different techniques for classifying the mouth movements represented by MT were
investigated. Two global image descriptors examined were Zernike moments (ZM)
and discrete cosine transform (DCT) coefficients to represent MT. Non-linear
support vector machines (SVM) were applied to classify ZM and DCT features.
The performance of the proposed MT-based lip-reading technique was evaluated
using a vocabulary consisting of fourteen English phonemes defined in MPEG-
4 standard. High accuracies were achieved using ZM and DCT features when
there was no relative shift between mouth and camera for a speaker-dependent
phoneme recognition task.
The results have demonstrated that MT contains the necessary spatial and
temporal features for recognizing utterances. The generation of MT through
temporal integration of DOF has been shown to produce directional information
important for representing mouth movement of different phonemes. The results
have demonstrated that the proposed MT-based method is reliable for phoneme
recognition when it is trained for the specific user.
The performance of SVM has been demonstrated to marginally outperform
hidden Markov models (HMM) classifier. One of the reasons for this slight im-
provement in classification by SVM as compared to HMM was because the size
of training data required for SVM was much smaller than HMM. The main rea-
son for the success of HMM in speech recognition lies in the temporal modelling
ability of HMM. The improvement in accuracy by SVM in the experiments was
attributable to the use of MT that eliminates the need for temporal modelling of
phonemes.
8.3 Temporal segmentation of utterances
This work has investigated a new framework for temporal segmentation of utter-
ances using mouth motion and appearance information. This technique enables
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the detection of start and end frames of utterances without analysing the audio
signals or manually annotating the video files. A high success rate was obtained
using the proposed temporal segmentation algorithm to segment phonemes of
multiple speakers. The limitations with this method are that the utterances need
to be spoken with short pauses in between and the speaker should pause the lips
after each utterance.
The inter-subject variation was high due to the differences in the way differ-
ent people speak and resulted in a reduction in accuracy of 20% for a speaker-
independent phoneme recognition task. The effects of inter-subject variations are
one of the limitations of visual-only speech recognition that has been observed
and reported in related works (Zhang, 2002).
8.4 The performance of MT-based technique with
respect to varying imaging conditions
This thesis has investigated the effects of adverse visual conditions on MT-based
mouth motion representation. The different conditions examined were lighting
changes, speaker occlusion, variation in speaker’s head pose and the effects of
image noise. The efficacy of the illumination normalization method based on
histogram equalization was evaluated. The proposed MT technique has been
demonstrated to be invariant to uniform changes in illumination level. The major
limitation of the MT approach is the view sensitivity of this technique. The mouth
of the speaker needs to be confined within the camera view and not occluded by
other objects for accurate MT representation of mouth motion. The two MT-
based classification techniques using ZM and DCT features were demonstrated to
be sensitive to translation and scale variations of mouth in the images. The good
rotation property of ZM features (Khontazad and Hong, 1990b) was validated
while DCT features were demonstrated to be sensitive to mouth orientation.
This work also revealed the high image noise tolerance of DCT and ZM. DCT
features performed better for very high image noise conditions.
This study has great significance in human-computer interaction (HCI) and
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speech analysis. The resulting technology can be implemented for helping dis-
abled people to control computers and for voiceless communication on defence
and security applications.
8.5 Contributions
This thesis has presented the theory and experimental evaluation of movement-
based methods to recognize utterances from mouth images without using the
acoustic signals. The main contributions of this thesis are:
• It proposes a novel and efficient visual speech recognition method using
motion templates (MT) to represent mouth movement. This research also
examined the use of histogram equalization and intensity normalization to
reduce illumination and speed variations of MT. This technique is compu-
tationally simple, easy to train for individual user and does not require the
use of artificial markers on the speaker’s face.
• It reports on two successful techniques using Zernike moments and discrete
cosine transform (DCT) coefficients coupled with hidden Markov model
(HMM) and support vector machine (SVM) individually to classify MT of
different phonemes. To the author’s best knowledge, Zernike moments are
novel visual speech features that have not been used for representing mouth
images. The good rotational property of Zernike moments is validated in
the experiments.
• The successful implementation of different classification techniques based-
on MT in visual speech recognition is another novel contribution of this
study.
• It describes a new temporal segmentation algorithm that integrates mouth
motion and appearance information for detecting start and stop of utter-
ances from images. The promising performance of the proposed algorithm
is demonstrated quantitatively and qualitatively in the thesis.
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• The proposed lip-reading techniques have the potential to be used as a
speech analysis tool to gain better insights into human speech perception
(Yau, Kumar and Weghorn, 2007a).
8.6 Future studies
MT-based visual speech recognition approach reported in this research has been
demonstrated to produce promising performance in identifying utterances from
images. The theoretical framework of the proposed visual speech segmentation
and recognition algorithms has been established in this work. This thesis has ex-
amined a number of different image features and classification techniques. Future
studies recommended in this research topic are:
• To integrate the face and mouth detection algorithm with the proposed
MT-based lip-reading method. The mouth detection process involves the
extraction of information related to the shape and colour of faces and the
symmetry of facial features. One of the fast and efficient face detectors
proposed in the literature is the Viola-Jones face detection algorithm (Viola
and Jones, 2001).
• To overcome the limitation of motion revisiting a pixel during the time
window of an utterance. This can be achieved by detecting the change
in direction of mouth movement and further segmenting an utterance into
smaller units. Another possible enhancement in the MT technique is by
investigating a pragmatic method to select a dynamic threshold for the
image subtraction process during the generation of MT.
• To combine the proposed lip-reading technique with an audio speech recog-
nizer for audio-visual speech recognition (AVSR) applications. A number
of audio-visual speech integration methods has been proposed in the liter-
ature (Potamianos et al., 2003; Stork and Hennecke, 1996) to combine the
acoustic and visual speech information for utterance identification. These
methods can be broadly categorised into early and late audio-visual inte-
gration. Each of these integration method has its own strengths and weak-
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nesses. Which method is the best for integrating audio and visual speech
signals is still an open question.
• To investigate the feasibility of MT for speaker identification based on lip
movement biometrics. The study on visual speech information for speaker
recognition (Dean, Lucey and Sridharan, 2005) is a new area in biometrics.
Lip dynamics during articulation of utterances is a unique characteristic for
different people (Aleksic, 2004). The variations in the shape of mouth and
mouth movement while speaking by different speakers are useful cues for
identifying the speakers (Chibelushi et al., 1993).
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Appendix A
Motion Templates of All
Speakers
Figure A.1: Motion templates of fourteen visemes based on MPEG-4 model of
Participant 1. The first row shows the MT of 5 vowels and the second and third
rows illustrate the MT of 9 consonants.
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Figure A.2: Motion templates of fourteen visemes based on MPEG-4 model of
Participant 2.
Figure A.3: Motion templates of fourteen visemes based on MPEG-4 model of
Participant 3.
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Figure A.4: Motion templates of fourteen visemes based on MPEG-4 model of
Participant 4.
Figure A.5: Motion templates of fourteen visemes based on MPEG-4 model of
Participant 5.
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Figure A.6: Motion templates of fourteen visemes based on MPEG-4 model of
Participant 6.
Figure A.7: Motion templates of fourteen visemes based on MPEG-4 model of
Participant 7.
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Figure A.8: Motion templates of fourteen visemes based on MPEG-4 model of
Participant 8.
Figure A.9: Motion templates of fourteen visemes based on MPEG-4 model of
Participant 9.
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Figure A.10: Motion templates of fourteen visemes based on MPEG-4 model of
Participant 10.
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Appendix B
Silhouette Plots and Grouped
Scatter Plots of All Speakers
Figure B.1: Silhouette plot of generated by applying k-means algorithm on the
ZM features of Participant 1. The vertical axis indicate the cluster (class) number
and the horizontal axis shows the silhouette value for each class. The mean
silhouette value for ZM features of Participant 1 is 0.3782.
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Figure B.2: Silhouette plot of generated by applying k-means algorithm on the
DCT features of Participant 1. The mean silhouette value for DCT features of
Participant 1 is 0.4632.
Figure B.3: Grouped scatter plot of first two canonical variables (c1= first canon-
ical variable, c2 = second canonical variable) computed from ZM features of
Participant 1.
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Figure B.4: Grouped scatter plot of first two canonical variables (c1= first canon-
ical variable, c2 = second canonical variable) computed from DCT features of
Participant 1.
Figure B.5: Silhouette plot generated by applying k-means algorithm on the
ZM features of Participant 2. The mean silhouette value for ZM features of
Participant 2 is 0.4564.
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Figure B.6: Silhouette plot of generated by applying k-means algorithm on the
DCT features of Participant 2. The mean silhouette value for DCT features of
Participant 2 is 0.4986.
Figure B.7: Grouped scatter plot of first two canonical variables (c1= first canon-
ical variable, c2 = second canonical variable) computed from ZM features of
Participant 2.
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Figure B.8: Grouped scatter plot of first two canonical variables (c1= first canon-
ical variable, c2 = second canonical variable) computed from DCT features of
Participant 2.
Figure B.9: Silhouette plot generated by applying k-means algorithm on the
ZM features of Participant 3. The mean silhouette value for ZM features of
Participant 3 is 0.3598.
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Figure B.10: Silhouette plot of generated by applying k-means algorithm on the
DCT features of Participant 3. The mean silhouette value for DCT features of
Participant 3 is 0.4442.
Figure B.11: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from ZM features
of Participant 3.
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Figure B.12: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from DCT features
of Participant 3.
Figure B.13: Silhouette plot generated by applying k-means algorithm on the
ZM features of Participant 4. The mean silhouette value for ZM features of
Participant 4 is 0.3313.
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Figure B.14: Silhouette plot of generated by applying k-means algorithm on the
DCT features of Participant 4. The mean silhouette value for DCT features of
Participant 4 is 0.4158.
Figure B.15: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from ZM features
of Participant 4.
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Figure B.16: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from DCT features
of Participant 4.
Figure B.17: Silhouette plot generated by applying k-means algorithm on the
ZM features of Participant 5. The mean silhouette value for ZM features of
Participant 5 is 0.3270.
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Figure B.18: Silhouette plot of generated by applying k-means algorithm on the
DCT features of Participant 5. The mean silhouette value for DCT features of
Participant 5 is 0.4208.
Figure B.19: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from ZM features
of Participant 5.
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Figure B.20: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from DCT features
of Participant 5.
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Figure B.21: Silhouette plot generated by applying k-means algorithm on the
ZM features of Participant 6. The mean silhouette value for ZM features of
Participant 6 is 0.3313.
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Figure B.22: Silhouette plot of generated by applying k-means algorithm on the
DCT features of Participant 6. The mean silhouette value for DCT features of
Participant 6 is 0.3958.
Figure B.23: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from ZM features
of Participant 6.
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Figure B.24: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from DCT features
of Participant 6.
Figure B.25: Silhouette plot generated by applying k-means algorithm on the
ZM features of Participant 7. The mean silhouette value for ZM features of
Participant 7 is 0.4058.
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Figure B.26: Silhouette plot of generated by applying k-means algorithm on the
DCT features of Participant 7. The mean silhouette value for DCT features of
Participant 7 is 0.3714.
Figure B.27: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from ZM features
of Participant 7.
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Figure B.28: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from DCT features
of Participant 7.
Figure B.29: Silhouette plot generated by applying k-means algorithm on the
ZM features of Participant 8. The mean silhouette value for ZM features of
Participant 8 is 0.3377.
165
Figure B.30: Silhouette plot of generated by applying k-means algorithm on the
DCT features of Participant 8. The mean silhouette value for DCT features of
Participant 8 is 0.3840.
Figure B.31: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from ZM features
of Participant 8.
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Figure B.32: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from DCT features
of Participant 8.
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Figure B.33: Silhouette plot generated by applying k-means algorithm on the
ZM features of Participant 9. The mean silhouette value for ZM features of
Participant 9 is 0.2407.
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Figure B.34: Silhouette plot of generated by applying k-means algorithm on the
DCT features of Participant 9. The mean silhouette value for DCT features of
Participant 9 is 0.3078.
Figure B.35: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from ZM features
of Participant 9.
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Figure B.36: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from DCT features
of Participant 9.
Figure B.37: Silhouette plot generated by applying k-means algorithm on the
ZM features of Participant 10. The mean silhouette value for ZM features of
Participant 10 is 0.3309.
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Figure B.38: Silhouette plot of generated by applying k-means algorithm on the
DCT features of Participant 10. The mean silhouette value for DCT features of
Participant 10 is 0.4790.
Figure B.39: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from ZM features
of Participant 10.
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Figure B.40: Grouped scatter plot of first two canonical variables (c1= first
canonical variable, c2 = second canonical variable) computed from DCT features
of Participant 10.
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