In light of the burgeoning interest in network analysis in the new millenium, we bring to the attention of contemporary network theorists, a two-stage double-standarization and hierarchical clustering (single-linkage-like) procedure devised in 1974. In its many applications over the next decade-primarily to the migration flows between geographic subdivisions within nations-the presence was often revealed of "hubs". These are, typically, "cosmopolitan/non-provincial" areas-such as the French capital, Paris-which send and receive people relatively broadly across their respective nations. Additionally, this two-stage procedure-which "might very well be the most successful application of cluster analysis" (R. C. Dubes)-has detected many (physically or socially) isolated groups (regions) of areas, such as those forming the southern islands, Shikoku and Kyushu, of Japan, the Italian islands of Sardinia and Sicily, and the New England region of the United States.
A. L. Barabási, in his recent popular book, "Linked", asserts that the emergence of hubs in networks is a surprising phenomenon that is "forbidden by both the Erdös-Rényi and Watts-Strogatz models" [1, p. 63] [2, Chap. 8]. Here, we indicate an analytical framework introduced in 1974 that the distinguished computer scientist R. C. Dubes, in a review of [3] , has asserted "might very well be the most successful application of cluster analysis" [4, p. 142] . It has proved insightful in revealing-among other interesting relationships-hub-like structures in networks of (weighted, directed) internodal flows. In the recent resurgence of interest in network analysis, this methodology may have been overlooked, as many of its uses had been reported in the 1970's and 1980's, in journals outside of the strictly mathematical and physical literature [5, 6, 7, 8, 9, 10, 11, 12, 13, 14] (as well as in the research institute monographs [3, 15, 16] , widely distributed to academic libraries).
Though the principal procedure under discussion here is applicable in a wide variety of social-science settings [3, 4] , it has been largely used, in a demographic context, to study the internal migration tables published at regular periodic intervals by most of the nations of the world. These tables can be thought of as N × N (square) matrices, the entries (m ij ) of which are the number of people who lived in geographic subdivision i at time t and j at time t + 1. (Some tables-but not all-have diagonal entries, m ii , which may represent the number of people who did move within area i, or simply those who lived in i at t and t + 1.)
In the first step of the analytical procedure employed, the rows and columns of the table of flows are alternately (biproportionally [17] ) scaled to sum to a fixed number (say 1).
Under broad conditions-to be discussed below-convergence occurs to a "doubly-stochastic" (bistochastic) table, with row and column sums all simultaneously equal to 1 [18, 19, 20, 21] .
The purpose of the scaling is to remove overall (marginal) effects of size, and focus on relative, interaction effects. The cross-product ratios (relative odds),
, measures of association, are left invariant. Additionally, the entries of the doubly-stochastic table provide maximum entropy estimates of the original flows, given the row and column constraints [22] .
For large sparse flow tables, only the nonzero entries, together with their row and column coordinates are needed. Row and column (biproportional) multipliers can be iteratively computed by sequentially accessing the nonzero cells [23] . If the table is "critically sparse", various convergence difficulties may occur. Nonzero entries that are "unsupported"-that is, not part of a set of N nonzero entries, no two in the same row and column-may converge to zero and/or the biproportional multipliers may not converge [3, p. 19 [26, 27] .) The "first strongly polynomial-time algorithm for matrix scaling" was reported in [28] .
In the second step of the procedure, the doubly-stochastic matrix is converted to a series of directed (0,1) graphs (digraphs), by applying thresholds to its entries. As the thresholds are progressively lowered, larger and larger strong components A FORTRAN implementation of the two-stage process was given in [30] , as well as one in the SAS (Statistical Analysis System) framework [31] . The noted computer scientist R. E. Tarjan [32] 
devised an O(M(log N)
2 ) algorithm [33] and, then, a further improved [34] , where N is the number of nodes and M the number of edges of a directed graph. (These substantially improved upon the earlier works [30, 31] , which required the computations of transitive closures of graphs, and were O(MN) in nature.)
A FORTRAN coding-involving linked lists-of the improved Tarjan algorithm [34] was presented in [35] , and applied in the US intercounty study [15] . If the graph-theoretic (0,1) structure of the network under study is not strongly connected [36] , independent analyses of the subsystems of the network is appropriate.
The goodness-of-fit of the dendrogram generated to the doubly-stochastic others, clearly lack such a geographic dimension. An efficient algorithm-considered as a nonlinear dynamical system-to generate random bistochastic matrices has recently been presented [20] (cf. [48, 49] ).
The creative, productive network analyst M. E. J. Newman has written: "Edge weights in networks have, with some exceptions . . . received relatively little attention in the physics [emphasis added] literature for the excellent reason that in any field one is well advised to look at the simple cases first (unweighted networks). On the other hand, there are many cases where edge weights are known for networks, and to ignore them is to throw out a lot of data that, in theory at least, could help us to understand these systems better" [50] . Of course, the numerous applications of the two-stage procedure we have discussed above have, in fact, been to such weighted networks.
In [50] , Newman applied the famous Ford-Fulkerson max-flow/min-cut theorem to weighted networks (which he mapped onto unweighted multigraphs). Earlier, this theorem had been used to study Spanish [40] , Philippine [51] , and Brazilian, Mexican and Argentinian In closing, it might be of interest to describe the immediate motivation for this particular note. I had done no further work applying the methods described above after 1985, being aware of, but not absorbed in recent developments in network analysis. In May, 2008, Mathematical Reviews asked me to review the book of Tom Siegfried [2] , chapter 8 of which is devoted to the on-going activities in network analysis. This further led me (thanks to D.
E. Boyce) to the book of Barabási [1]. I, then, e-mailed Barabási, pointing out the use of the earlier, widely-applied clustering methods. In reply, he wrote, in part: "I guess you were another demo of everything being a question of timing-after a quick look it does appear that many things you did have came back as questions -with much more detailed dataagain in the network community today. No, I was not aware of your papers, unfortunately, and it is hard to know how to get them back into the flow of the system". The present note might be seen as an effort in that direction, alerting present-day investigators to these demonstratedly fruitful research methodologies.
