Abstract -This paper is devoted to prove new relaxation and Γ-convergence theorems on BV(Ω) for a class of integral functionals, whose integrands have a product type structure, but they do not satisfy any assumptions of coerciveness or continuity with respect to the spatial variable.
INTRODUCTION
In this paper we study a relaxation problem in BV(Ω) for integral functionals with linear growth which depend on scalar functions u. More precisely, we consider the following integral functional
and we study its L 1 -lower semicontinuous extension to BV(Ω) by using the relaxation method.
Our interest is to investigate the dependence of the integrand f (x, s, ξ) with respect to the spatial variable x and to consider discontinuous integrands too, in relation to the problem of finding an explicit representation of the relaxed functional.
Many authors contributed to the study of (1.1) with the aim to find the minimal assumptions on the integrand f that guarantee its L 1 -lower semicontinuity on W 1,1 (Ω), and to obtain an integral representation for the relaxed functional of (1.1) on BV(Ω).
For functionals of the type in (1.1), a classical result is the Serrin Theorem (see [33] ), which establishes the lower semicontinuity of (1.1) on the space W 1,1 (Ω) with respect to the L 1 -convergence by assuming that f is continuous in all its variables, convex in the gradient variable and satisfying one of the following conditions: coerciveness; strict convexity in the last variable; continuity of the derivatives f x , f ξ and f xξ .
After Serrin's Theorem, many authors generalized his result by weakening either the continuity assumption on f or one of the above conditions. In this direction we recall a classical result due to De Giorgi, Buttazzo and Dal Maso (see [14] ) in which the authors proved that the continuity of f in s is not necessary in order to obtain the L 1 -lower semicontinuity of (1.1).
semicontinuity by requiring only a W 1,1 -dependence of f in x (see also [13] for further improvements). In a more recent paper, Fusco, Gori and Maggi (see [22] ) proved that the semicontinuity result under coerciveness or strict convexity hypothesis of Serrin's Theorem follows from the lower semicontinuity proved in the last part of the same theorem, under the regularity assumption. This surprising fact leads to investigate the behaviour of the gradient of f with respect to x. In this direction, in [12] the authors proved the L 1 -lower semicontinuity of (1.1) in W 1,1 (Ω) by assuming only a BV-dependence of f with respect to the variable x.
Some of the previous lower semicontinuity results have been proven also for the functional 2) which is an extension of (1.1) to the larger space BV(Ω) (see, for instance, [9] and [10] ). Moreover, in [9] it is proved that, under continuity and coerciveness assumptions on the integrand, F coincides with the relaxed functional F of F on BV(Ω). Other representation results are given in [1] and [4] .
Very recent developments on this subject are due to Fonseca and Leoni (see [19] and [20] ). They improved the lower semicontinuity and relaxation theorem in [9] , by omitting any coercivity assumptions and by requiring a continuous dependence of f in x (uniformly with respect to the other variables). On the other hand, in [26] and [28] , the authors improved the results in [9] , replacing the coercivity requirement with a weaker property, called demicoercivity, and assuming that f is pointwise continuous with respect to all its variables.
In the last years, the lower semicontinuity result of Fonseca and Leoni was generalized firstly in [21] and later in [11] . In particular, in this last paper, the authors obtained the L 1 -lower semicontinuity of F on BV(Ω) assuming only a W 1,1 -dependence of f in x, in the spirit of the result in [27] .
In the present paper, just moving from the result in [11] , we will approach the relaxation problem under similar assumptions. Namely, we will prove the representation formula F = F, for integrands of the type
by assuming the W 1,1 -dependence in x, the Lipschitz-continuity in s, the convexity and the linear growth in ξ (see Theorem 3.8) . To this aim, in the first part of the paper we will prove a continuity theorem for functionals defined on BV(Ω) of this type
with respect to the strict convergence in BV(Ω) (i.e. the L 1 -convergence of the functions and the convergence of their total variations) under the assumptions that A is a W 1,1 -function and P is convex, positively 1-homogeneous and with linear growth. In the proof of the relaxation result, this continuity criterion, which is actually stated in a more general form (see Theorem 3.3), plays the role of the classical Reshetnyak Continuity
Theorem for functionals defined on measures, which holds only if the integrand is continuous (see Theorem 2.3). On the contrary, our result holds also for discontinuous integrands, but only for measures which are gradients of BV-functions. The proof of the continuity theorem is strongly based on the separation of the spatial variable and the gradient variable and it is an unexpected easy consequence of the lower semicontinuity theorem in [11] (see Remark 3.4). We point out that our relaxation result produces a new class of functionals for which the formula F = F holds, but the continuity of the integrand with respect to the spatial variable does not have necessarily to be assumed. We note that the condition imposed on the integrands (i.e., the separation of variables) is not so restrictive if we compare our result, for instance, with some examples given in [9, Section 4] , where, for integrands with non separated variables, the relaxation formula does not hold.
Actually, the product type structure of the integrand will be removed in a forthcoming paper (see [2] ), but to this aim we need a very deep analysis of the recession function, which is very delicate even in the separated case. On the contrary, the proof of the result we present here is obtained with a completely different approach in a surprisingly very simple way; but, unfortunately, this technique cannot be extended to the general case.
In the last part of the paper, we apply the previous relaxation theorem in order to prove a Γ-convergence result for a sequence of functionals whose integrands pointwise converge. Since we do not assume the continuity with respect to x and the coerciveness condition, our result improves an analogous theorem proven in [9, Theorem 3.4] , at least for functionals with integrand having product type structure.
The paper is organized as follows: Section 2 is devoted to definitions and some preliminaries. In Section 3 we state our main results: firstly we prove the continuity theorem; then we establish the relaxation formula; finally, we establish the Γ-convergence result. In the last part, we give a counterexample which shows that, in order to obtain the Continuity Theorem 3.3 (and hence the relaxation result), it is necessary some control of the gradient of the integrand with respect to x.
NOTATIONS AND PRELIMINARIES
2.1 Notations. Throughout the paper, N > 1 is a fixed integer. 
loc (Ω); we say that u has an approximate limit at x ∈ Ω, if there exists a unique value u(x) ∈ IR such that
where
. Let S u be the set of points where the previous property does not hold, the so-called approximate discontinuity set. Note that S u is a Borel set and u : Ω \ S u → IR is a Borel function, called the precise representative of u. Clearly, if x is a Lebesgue point of u, then (2.1) holds with
for some x ∈ Ω, u(x) = u(x), we say that u is approximately continuous at x.
2.3
The space BV. The space BV(Ω) is defined as the space of those functions u : Ω → IR belonging to
variation |Du| bounded in Ω. Given a sequence {u h } of BV-functions, we say that {u h } strictly converges
and the total variations |Du h |(Ω) → |Du|(Ω).
We indicate by D a u and D s u the absolutely continuous and the singular part of the measure Du with respect to the Lebesgue measure. We recall that D a u and D s u are mutually singular, moreover we can write
where ∇u is the Radon-Nikodým derivative of D a u with respect to the Lebesgue measure. In particular,
where S u is defined above and it can be decomposed into two subsets J u and S u \J u , with
and J u , which is countably H N −1 -rectifiable. The set J u is the so-called jump set of u, i.e. x 0 ∈ J u if and
is the jump of u across the interface S u , in H N −1 -almost every points; ν u is the direction of the jump.
Finally, D c u is the Cantor part of Du.
We define the subgraph of a given function u : Ω → IR as the measurable subset of Ω × IR defined by
We will denote by χ G(u) the characteristic function of G(u) and α(u) its distributional derivative. By a well known result of Miranda (see, for instance, [23, Ch. 4.1.
the measure α(u) is concentrated over the reduced boundary of the subgraph of u and the Radon-Nikodým derivative of α(u) with respect to its total variation is the inward normal to the subgraph of u. For a general survey on measures and BV-functions we refer to [3, 17, 18, 24, 29, 32, 34] .
Preliminary results. Let f : Ω × IR × IR
N → [0, +∞) be a Borel function, convex with respect to the last variable. We define the so-called recession function of f by
We recall that the previous limit exists (since the function t → f (x,s,tξ)−f (x,s,0) t is increasing), the function f ∞ is a Borel function, convex and positively 1-homogeneous in the last variable and, as a consequence of its definition, we have also that
Note that f is a Borel function, convex and positively 1-homogeneous, with respect to the last two variables
For every Borel function f as above, set F :
Moreover, if f (x, s, ·) is positively 1-homogeneous, we have that f = f ∞ and the functional in (2.5) can be written in an abbreviated form as 6) with the convention that if g is a Borel function in IR and a ≤ b, then
The following lemma, which is proven in [9, Lemma 2.2] gives a representation formula for the functional F(u), in terms of an integral functional over the reduced boundary of the subgraph of u in the space Ω × IR. This is one of the essential tools in order to obtain the relaxation result, which will be proven in Section 3.2. 
Then the functional F defined in (2.5) is lower semicontinuous on BV(Ω), with respect to the L 1 -convergence.
We conclude this subsection, recalling a classical continuity result due to Reshetnyak (see [31] and, for instance, [ 2.5 Relaxation and Γ-convergence. For every u ∈ BV(Ω), we define
It is our aim to prove an integral representation theorem for the relaxation F of F , with respect to the L 1 -convergence. We recall that the relaxation of F is the greatest lower semicontinuous functional not greater than F ; i.e., for every u ∈ BV(Ω),
For the sequel, we recall also that, given a sequence {F h } of functionals defined on BV(Ω) of the type (2.8), the functional F Γ := Γ − lim F h , with respect to the L 1 (Ω)-convergence, if it exists, is characterized by the following two inequalities:
for every u ∈ BV(Ω) and every
It is well known that F Γ is an L 1 -lower semicontinuous functional on BV(Ω) and, if F h ≡ F for every h ∈ IN , then the Γ-limit F Γ exists and it is equal to F . Finally, a compactness result for the Γ-convergence holds;
i.e., given a sequence {F h }, up to a subsequence, there always exists the Γ − lim F h . For other properties of the relaxation and Γ-convergence we refer to [5, 6, 8, 15, 16] .
MAIN RESULTS
3.1 A continuity theorem. In this subsection we prove one of the main result of our paper, which concerns a continuity property for functionals defined on BV, with respect to the strict convergence in BV;
i.e., the strong L 1 -convergence of the functions and the convergence of the total variations of their derivatives.
For the applications that we have in mind, we prefer to state this result in a space of arbitrary dimension d > 1. Actually, in our case, d = N + 1, as we will see in Proposition 3.9. 
(3.1) REMARK 3.1. Actually, the second requirement in (i) of (3.1) seems to be redundant, since it is well known that a W 1,1 -function admits a representative, which is approximately continuous in
of O. Moreover, from the point of view of the functional, which we will consider in the following, it is not relevant the choice of the representative. However, we chose to identify A(·, t) with its precise representative, since, for our purpose, it is essential to assume that the hypotheses below hold exactly for this representative.
We will assume
where 0 < λ < +∞ is a fixed constant.
REMARK 3.2. Actually, by using (3.2), it is easy to see that there exists N 0 ⊂ O (independent of t),
is approximately continuous at z 0 ∈ O \ N 0 , for every t ∈ IR; i.e., 
This implies that, for every t ∈ IR, A(·, t) coincides with its precise representative in H
where 0 < Λ < +∞ is a fixed constant. We note that, by (3.4) and (3.5), it easily follows that P (z, ·) is Lipschitz continuous in ζ, uniformly with respect to z. Hence, by virtue of (3.6), 
+∞) are Borel functions satisfying (3.1)-(3.6). Let {v h } be a sequence in BV(O) such that there exists v ∈ BV(O) with {v h } strictly converging to v. Then
lim h→∞ O − v + h v − h A(z, t) dt P z, Dv h |Dv h | (z) d|Dv h |(z) = O − v + v − A(z, t) dt P z, Dv |Dv| (z) d|Dv|(z) . (3.7)
Proof. Taking into account that v h → v strongly in L 1 (O) and |Dv h |(O) → |Dv|(O), it follows that
and lim inf
where, due to the positive 1-homogeneity of P , the functionals are written in the abbreviated form as in 2.6.
Combining (3.8), (3.9) and (3.10), the thesis follows.
REMARK 3.4. We point out that the previous theorem is obtained by using the result of lower semicontinuity in [11] , whose proof is heavily based on the convexity of the integrand with respect to the last variable. Since we need to apply that result, it is crucial to impose the separation of the variables, in order to assure the convexity also of the integrand appearing in (3.10).
We note that it cannot be expected that the previous result could hold for a strictly converging sequence of general measures, as it happens for the Reshetnyak Continuity Theorem, where the integrand continuously depends on x. The following example remarks this fact. 
it is easy to see that F (µ h ) → F (µ 0 ) if and only if a(x h ) → a(x 0 ). Since this must hold for every x 0 ∈ Ω and every x h → x 0 , a must be continuous. (3.11) REMARK 3.6. As in Remark 3.1, we point out that the second requirement in (i) of (3.11) is essential to identify a(·, s) with its precise representative, so that the hypotheses below hold exactly for this representative.
The relaxation theorem. Let a : Ω × IR → [0, +∞) be a Borel function such that
We will assume that
where 0 < λ < +∞ is a fixed constant. 16) where 0 < Λ < +∞ is a fixed constant. By (3.14) and (3.16), it follows that p(s, ·) is Lipschitz continuous in ξ, uniformly with respect to s.
We consider, for every u ∈ BV(Ω), the functional defined in (2.5), with f (x, s, ξ) = a(x, s)p(s, ξ) and .2)). We recall that p ∞ is a Borel function, which is convex and positively 1-homogeneus with respect to ξ; moreover,
We will prove that
where F is defined in (2.8), with f (x, s, ξ) = a(x, s)p(s, ξ).
As pointed out in the introduction, under assumptions of more regularity of the integrand function a, formula (3.19) was already proven, for istance, in [9] and [19] , hence it defines a "natural" extension of 
for every u ∈ BV(Ω).
A crucial tool in order to prove this theorem is the continuity Theorem 3.3, which is adapted to our particular case in the following proposition. 
Proof. We will apply Theorem 3.3, with z = (x, s), A(z, t) = a(x, s) and P (z, ζ) = p(s, ζ). Firstly we prove (3.1). In order to prove that a ∈ W 1,1 (O), it is sufficient to remark that, by (3.13), a ∈ L ∞ (O) and, by (3.12), a(x, ·) is a Lipschitz continuous function. Then, we have
where we used 
Finally, since a does not depend on t and p depends only s, it is easy to verify that all the other hypotheses of Theorem 3.3 are satisfied. Hence, by (3.7) the thesis follows.
By previous proposition, we obtain the following result. 
. By Theorems 1.8 and 1.10 in [30] and Proposition 1.1 in [7] , the sequence {χ G(u h ) } strictly converges to χ G(u) 23) where p M is the function convex and positively 1-homogeneus in (ξ, τ ) defined in (2.4), and in the second equality of (3.23) we take into account that u h ∞ < M . Let us note that, by (3.15) and (3.16), it follows
with a suitable constant Λ > 0. By (3.23) and Proposition 3.9 with
Then, by the lower semicontinuity of the relaxed functional, it follows
To conclude the proof, we take u ∈ BV(Ω) and proceed by a standard
and (see, for instance, [3, Theorem 3 .99])
Hence the thesis is achieved.
Proof of Theorem 3.8 Let us note that all the assumptions of Theorem 2.2 are satisfied for f (x, s, ξ) = a(x, s)p(s, ξ) . Hence, the functional F, defined in (2.5) is L 1 -lower semicontinuous on BV(Ω) and F(u) ≤ F (u) for every u ∈ BV(Ω); therefore, by using the properties of the relaxation, we have that
for every u ∈ BV(Ω). The opposite inequality follows by Theorem 3.10.
3.3 Γ-convergence and pointwise convergence. In this subsection we state a Γ-convergence result for a sequence of integral functionals, whose integrands pointwise converge to an integrand, which is not necessarily continuous with respect to x nor coercive. Similar results in the continuous and coercive case can be found in [9] (see also [8] ). 27) where 0 < Λ < +∞ is a fixed constant. For every u ∈ BV(Ω), we define 
Then, for every u ∈ BV(Ω), we have
Proof. Up to take a subsequence, still denoted by {F h }, we may assume that there exists the Γ-limit of 
Clearly, we may assume that the previous limit is finite (otherwise the conclusion below is trivial). Taking into account also Theorem 3.8, it follows
In order to prove the opposite inequality, we note that, by the Dominated Convergence Theorem, property (2.9) and taking into account the lower semicontinuity of the Γ-limit, it follows
where the last equality is due to Theorem 3.8. Then, the whole sequence {F h }, and not only a subsequence, Γ-converges and the thesis is achieved.
3.4 A counterexample. In this subsection we present an example which shows that, in order to obtain the Continuity Theorem 3.3, it is necessary some control of the gradient of the integrand with respect to x. In fact, the functional we will construct below has an integrand which satisfies all the assumptions of Theorem 3.3, apart from the W 1,1 -dependence with respect to x, and for it the formula (3.7) does not hold.
Let Ω = (−1, 1) and for every k = 3, 4, . . . let E k = ( Finally we note that β ∈ L 1 (Ω), but β / ∈ W 1,1 (Ω) (actually β / ∈ BV(Ω)). Now, let us define the functional
which coincides with the functional in (3.7) with z = (x, s), ζ = ξ, A(z, t) = β(x) and P (z, ζ) = |ξ|. We remark that for this functional all the hypotheses of Theorem 3.3 are satisfied, except of the control in the gradient of β, but we will prove that there exists a sequence u k ∈ BV(Ω) strictly converging to a function u ∈ BV(Ω) such that 
