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1. PROBLEM FORMULATION AND THE NECESSARY CONDITIONS 
Consider the real n-dimensional system 
1 = A (t)x + B(t)24 
nxn nXr 
(1.1) 
with the cost functional 
I;: u’U(t)u dt 
F(x’ ‘) = I::, xT W(t) xf(t) dt ’ 
where 
(a) U(t) is a continuous r x r matrix function which is positive 
definite for each I, 
(b) w(t) is a continuous not identically zero n X n matrix function 
which is positive semidefinite for each t, and 
(c) f(t) is real valued, measurable, andf(t) 2 0 almost everywhere on 
[to, t,] with strict inequality holding on a set of positive measure. The 
boundary conditions are 
X&J = c, x(t,)=d. U-3) 
The problem is to find a control u among a prespecified set of controls 
that minimizes (1.2) subject to (1.1) and (1.3). 
We make the following assumptions. 
(i) A(t) and B(t) are continuous on [to, tI]. 
(ii) Admissible controls are measurable functions on [t,, f,] such that 
J‘;; u’U(t)u dt < co. 
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We will apply the Dubovitskii-Milyutin theorem (see [ 1,2]) to derive the 
necessary conditions. This involves calculation of certain cones and their 
duals. For the definitions of various terms in the proof of Theorem 1.1, see 
[2,7]. If K is a cone with vertex at 0 in a Banach space E, then the dual 
cone K* = ( g E E* ] g(x) >, 0 for all x E K}. 
Let I= [I,, t,] and L,(I) = {u(t) ( ((~(1~ = I:; u’U(t)u dt < co 1. This norm 
is equivalent to the usual norm, viz., ]]]u](]’ = J:; U’U dt (to show the 
equivalence, look at Theorem 4.3 of Chap. 1 of [4]). L,(I) is a Banach space. 
We explicitly assume the existence of an optimal control in L,(Z) for our 
problem. Existence in the situation where x(t,) = 0, x(t,) = 0 or free, and 
.l’:;f(t) dt < co follows from (81 provided that there is an admissible 
trajectory satisfying (1.1) and the boundary conditions with 
.l::~x’W(t)xf(t) dt > 0. As is mentioned in that paper, cases where 
.I :A f(t) dt = co are still unsolved.’ 
Let C(f) be the space of all continuous x(t) = (x,(t)...., x,(t)): I + R” such 
that llxll = max{ll-x, II,..., (lx,lI}, where [(xi]] = su~t,,~~,, lx,(t)]. We will also 
assume that (1.1) is completely controllable (see [ 5 ] for the definition and the 
discussion). If A and B are constant matrices, this is equivalent to assuming 
that rank[B, AB,..., A”-‘B] = n. Now the necessary conditions can be stated 
as follows. 
THEOREM 1.1. Consider the system (1.1~( 1.3). Assul;ze that 
(a) f(t) is integrable, f(t)> 0 a.e. on I and f(t) > 0 on a set of 
positive measure in I, and 
(b) the pair (,4(t), B(t)) is completely controllable. 




dyl - = --AT&l/ - nvqt> g-(t). 
dt 
1 = . j;; ti’U(t)ti dt 
J :; &f’(t) %f (t) dt (1.5) 
U(t) = II- ‘(t) Br(t) v(t) a.e. on [t,, t,]. (1.6) 
’ Recently the author obtained some results in this direction. 
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Let E = C(I) x L,(I). 
(a) Cone of Directions of Decrease. Following the procedure set in 
Thorem 3.1 of ]7J, if the cone K, of directions of decrease is not empty, then 
for any g, E K,*, 
gO(x, u) = --A,, 
I 




-I’ ~TW(t) xf(t) dt , 
I 
1, > 0. (1.7) 
to 
(b) Cone of Tangent Directions. Applying the results of lecture 9 of [2], 
the set K, of tangent directions at (2, ti) consists of all (x, U) satisfying 
dx/dt =A(t)x + B(t)u, x(tJ = 0, (1.8) 
x(t,) = 0. (1.9) 
Let L, G E denote the pairs satisfying (1.8) and L, G E the pairs 
satisfying (1.9). It follows that (see [2,7]) KT = LT + LT and if g, E LT, 
then gz(x, U) = a’x(t,) for some a E R”. If g, E LT, then g,(x, U) = 0 for all 
(x,u)EL,, since L, is a subspace. 
(c) Application of Dubovitskii-Miiyutin Theorem. The above theorem 
(Theorem 6.1 in 121) states that there exist g, E K,*, g, E LT, g, E LT, not all 
zero, such that for all (x, U) E E, 
gcJ(x, u) + g,(xt u) + gz(x, u) = 0. (1.10) 
Let u be arbitrary and x be a solution of (1.8) for this U. Then (1.10) 
becomes 
-A, t’ -r 
I” 
u U(t)u dt - 1 
I 
“Z’W(t)xf (t)dt 
to to I 
+ a’x(t,) = 0. (1.11) 
By the complete controllability of (1.8), 1, > 0. Define w by (1.4) and. 
v(t,) = a/&. It follows from (1.11) that 
J 
-I1 
(u”U(t) - rl/=B(t))u dt = 0 to 
for arbitrary u. Thus, we get 
zi(t) = u- ‘(t) P(X) w(t) a.e. on [t,, t,]. (1.12) 
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(d) Case When K, = 0. If K, = 0, then (see Theorem 3.1 of [7]) 
1;’ ii’U(t)u dt -A 1” Z’W(t) xf(t) dt = 0 (1.13) 
.’ 0 . to 
for all (x, u ) E E, and we can proceed as above, letting ~(t , ) = 0. 1 
The necessary conditions can easily be extended to cost functionals of the 
form 
I::, dU(t)u dt 
J’:; {x:f,(t) + ..a + x:f,,(t)} dt * 
In this case define w  by 
% = [-Arlyji - nqt)j$), i = l,..., n. 
(1.14) 
(1.15) 
The fi’s are assumed to be nonnegative a.e. and integrable on [to, t,] with at 
least one of them being positive on a set of positive measure. 
We remark that an equivalent way to derive the necessary conditions is to 
consider 
F(x, u) = f’ {u’U(t)u - Axr W(t) xf(t)} dt. 
” fo 
(1.16) 
However, a cost functional of the form (1.2) is helpful when considering 
existence questions (see [8]). Moreover, the procedure that we followed in 
this section can be extended easily to functionals of the form 
or to functionals involving more than one definite integral in the numerator 
or denominator. This may lead to some interesting integral inequalities. 
2. ESTIMATION OF A IN SPECIAL CASES 
The following theorem gives a criterion for the estimation of the optimal 
cost in certain problems. We restrict ourselves to the case of constant 
matrices A, B, U and W. The existence of an optimal control follows from 
the material of [8] if we assume that there is an admissible control satisfying 
(2.1) with J::,x’Wxf(f) dr > 0, and hence assumption (iii) of Theorem 2.1 
can be replaced by this weaker assumption. 
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THEOREM 2.1. Consider the n-dimensional system 
i=Ax+u, x(t,) = x(t ,) = 0, 
with the cost 
j-i: u ‘Uu dt 
F(x’ ‘) = J-i; xTWxf(t) dt ’ 
(2.1) 
(2.2) 
Assume the following: 
(i) Admissible controls are measurable functions on [to, t, ] such that 
J‘:; uTUu dt < co. 
(ii) UT = U > 0, WT = W> 0, f(t) > 0 a.e. and is integrable on 
[to, t, ] with f(t) > 0 on a set of positive measure. 
(iii) There exists a control minimizing (2.2) (since x = 0 ifand only if 
u = 0, this implies that the optimal cost is positive). 
Now consider the following boundary value problem: 
x+(U-‘ATU-A)x+(LU-‘Wf(t)-U-‘A’UA)x=O, 
x(t,) = x(t,) = 0, 
where ,I is a parameter. 
(2.3) 
(2.4) 
If (2, u) is optimal with cost 1, then R satisfies (2.3) with L = 1, and 1 is 
the smallest positive number such that there exists a nonzero solution x to 
(2.3) and (2.4) with sfL t0xT Wxf (t) dt > 0. Moreover, tf 1 is the smallest 
positive nurnber such that (2.3) and (2.4) has a nonzero solution 2 with 
(:;X’WZf (t) dt > 0, then J. is th e optimal cost and Z is an optimal trajectory. 
Proof Suppose (Z, ~7) is optimal with cost 2. From (1. I), (1.4) and (1.6) 
it follows that I is twice differentiable and the differential equation is 
i+(~-~A~~-A~+(~u-~wf(t)-u-54~~4~=0 (2.5) 
with the boundary conditions .f(t,) = Y(t I) = 0. 
Now suppose there exists x & 0 satisfying (2.3) and (2.4) for some 1 > 0 




uTUu dt = ” (x -Ax)’ U(x -Ax) dt 
10 I Ia 
+ I” (Ax, UAx) dt 
to 
(***I (2.6) 
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(*) = (i, Ux) 1;; - f’ (2, Ux) dr 
* to 
= 1 ” ((U-‘A’U-A)i + (AU-‘W’(r)- U-‘ArUA)x, Ux)dt . to 
since x(&J = x(t,) = 0 and by (2.3). 
(U’=U)= r’(A=Ui,x)df- /r’(UAi,x)dr 
. to ’ to 
1, 1, 
+ j-” (AWxf(t), x) dt - 1” (A’UAx, x) dt. 
to . (0 
--- 
13 14 
Ij cancels off with (***). Also 
J’ I, - I, - 2(**) = - 
! 
((i, UAx) + (x, UAi)} dt 
to 
=- I :,’ $ (x, UAx) dr 
Thus, 
=o since x(c()) = x(t,) = 0. 
(*) - 2(**) + (***) = I, = A 
I 
” x’ Wxf(c) dt. 
to 
Since .I”:; x’ Wxf(t) dt > 0, we have 
J’:: u’Uu dt 
j;; X’wXf(f) dt 
=#I. (2.7) 
Thus 1 = 1 is the smallest positive number such that there exists a solution to 
(2.3) and (2.4) with ~::x’Wxf(~) dt > 0. 
Now suppose ,I is the smallest positive number such that (2.3) and (2.4) 
are satisfied by some x with j~:xrWxf(r) dt > 0. Then 
j;; U’uU dt 
A = E, j:: xwxf(t) dt ’ 
because otherwise by assumption (iii) and (2.5), I will not be the smallest 
positive number such that (2.3) and (2.4) is satisfied by some x with 
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.l:::x’wxf(t) dt > 0. If Z? is a solution with the smallest positive A and 
1 ::x?VxJ(t) dt > 0, then I has its cost equal to 1. I 
The above theorem also implies that all the optimal trajectories are 
solutions of (2.3) and (2.4) for the least positive 1, which make the 
denominator of (2.2) positive. Similar results can be obtained in the case 
where j::f(t) dt = co. 
If W(t) > 0 for each t andf(t) > 0 a.e. on [to, t,], then 1 is the smallest 
positive number such that there exists a nonzero solution to (2.3) and (2.4). 
We quickly point out that Theorem (2.1) does not encompass all the cases 
for which A can be estimated in the above manner. For example, if we have 
with x(0) = x( 1) = 0, and 
j:, u2 dt 
F(x9 ‘) = j:, (x; + x;) dt ’ 
then it can be easily shown that 3, is the smallest positive number such that 
XI’“) + J.X, - Ax, = 0, x(0) = x( 1) = 0, for some nonzero x, . 
3. SOME EXAMPLES 
In (91 Cimmino proves the following result (see [lo]): Let m < n, and let 
the function x together with its first n - 1 derivatives be continuous on [a, b] 
with x(a) = k(a) = . . . = x”-‘)(u) = x(b) = I(b) = . . . = x(“-‘)(6) = 0. Then 
2n-2p 
’ 
where v,,~ is the least positive zero of the Wronskian of n independent 
solutions of the equation 
x(2”‘(t) - (-,)~+ppJ’(t) = 0. (3.2) 
We propose to improve inequality (3.1) by actually finding the minimum. 




x(a) = x(b) = 0. (3.4) 
Let u E L,(u, b) and minimize 
(3.5) 
Applying Theorem 1.1, we arrive at the following differential equation that 
x, satisfies. 
p’ + (-I)“-” ~Xy-*’ = 0, x(u) = x(b) = 0, (3.6j 
where ,I is the least possible value of (3.5). Moreover, it follows easily that if 
x, f 0 satisfies (3.6), then 
jf: u* dt 
j; x;5, dr 
=A. (3.7) 
Hence we have the following lemma. 
LEMMA 3.1. Consider (3.3~(3.5). Let u E L,(a, b). Then 
.b 
) u*dt>A fxidt, l<mQn, 
-a cl 
where 1 is the least positive number such that 
(3.8) 
+qn) + (-ly-m ~~y-2) = 0, x(a) = x(b) = 0, (3.9) 
for some x, f 0. Moreover, equality in (3.8) holds (only) for every solution of 
(3.9) for the least positive A. 
Case 1. n = 2, m = 2, a = 0, b = 1. Equation (3.9) becomes (let x, = y) 
y’i”’ + ljf = 0, y(O)= y(l)= P(O)= j(l)=O, (3.10) 
where 1 is the smallest positive number such that (3.10) has a nonzero 
solution. Making use of the general solution 
y(t) = a, + a, t + a3 cos ,uf + a4 sin pt, /J = A’/*, (3.11) 
and the boundary conditions, we get 
2cosp++sinp=2. (3.12) 
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The least positive ,u that satisfies (3.12) is p = 27r, which implies that L = 4~‘. 
The optimal trajectories are given by 
y(t) = c( 1 - cos 27lt), CER. (3.13) 
Case 2. n = 2, m = 1, a = 0, b = 1. Following the same procedure as in 
Case 1, we can show that I is approximately 500.5639019. 
Now let us find the best constant 1 in the inequality 
J;i’dr>1 J;x’t”dc, x(0)=x(1)=0, ~-EL,(o, I), (3.14) 
for v > -1. From Theorem 2.1 we need to find the smallest positive 1 such 
that 
i + AH” = 0, x(0)=x(1)=0 (3.15) 
has a nonzero solution. This is a special case of Eq. (3) on Page 97 of [ 1 I], 
and the general solution is given by 
x(0 = Atu2Jl/(“+ 2) ( 2 4*‘u+2”2 v+2 1 
+ W2Y UCu+2) v+2 ( 2 flp+lli), (3.16) 
where JLIcu+2, and YlIcv+2, are Bessel functions of the first and second kinds, 
respectively. The condition that x(0) = 0 eliminates the solution 
F2Y ,,,,+,,((2/v + 2) flf(“+2v2 ). Since we are looking for the least positive A 
such that (3.15) is satisfied, (2/v + 2) fi has to be the first positive zero of 
J U(ut2)* Thus L and the optimal trajectories are known. 
Finally let us consider the problem of determining A in the inequality 
jb x(“)(t)’ dt > 1 fb off df, (3.17) 
a '0 
where f(t) is nonnegative and integrable on [a, b], xcnt E &(a, b), and x 
together with its first n - 1 derivatives is zero at x = a and x = b. It follows 
from Theorem 1.1 that the optimal trajectories satisfy 
X’2n) - (-1)” L-f(t) = 0 (3.18) 
along with the boundary conditions. Moreover, if any x & 0 satisfies (3.18) 
and the boundary conditions, an integration of Jz x(“)(t) x(“)(t) dt by parts n 
times yields the corresponding cost to be 1. Thus 1 is the smallest positive 
number such that (3.18) and the boundary conditions are satisfied for some 
x f 0. 
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