Abstract: Aiming at the problem that the probabilistic neural network (PNN) is difficult to determine the smoothing factors in the process of partial discharge recognition in GIS. A model of GIS partial discharge recognition based on Mind evolutionary algorithm (MEA) is proposed to optimize the PNN. The MEA has the strong ability of searching, obtaining the global approximate optimal solution, finding the optimal smoothing factor of PNN, and improving the accuracy of partial discharge classification. In order to verify the validity and practicability of this model, the simulations are carried out using three typical discharge defect samples. Compared with back propagation (BP) neural network and PNN, the results show that the partial discharge recognition accuracy and stability of PNN optimized by MEA are better and with certain research value.
Introduction
Gas Insulated Switchgear (GIS) is widely used in power systems with many advantages. If the GIS occurs failure may lead to switch failure, a long time and widespread blackouts. Also it may affect the entire power system. Insulation defects account for the largest proportion of various factors that cause failure of GIS, the partial discharge patterns of various insulation defects are obviously different [1] [2] .By recognizing the partial discharge, we can diagnose the type of insulation defects, evaluate the insulation state, prevent and avoid the further deterioration of the insulation defects, and prepare the maintenance plan to ensure the safe and stable operation of GIS [3] .The traditional methods of partial discharge recognition are mainly through the experienced experts to observe the discharge spectrum. However, it is inefficient and error-prone. With the development of artificial neural network, back propagation (BP) network with simple structure, strong nonlinear approximation ability and generalization ability is widely used in partial discharge recognition, which improves the speed and accuracy of partial discharge recognition. Compared with BP network, probabilistic neural network (PNN) is mainly used in the fields of pattern recognition and fault diagnosis because of its fast training speed and difficult to fall into local minimum. But the smoothing factors closely related to the classification results are difficult to be determined. The process of empirical calculation is complicated. With further research, the corresponding references [4] [5] use the genetic algorithm and the particle swarm optimization algorithm to optimize the smoothing factor of the PNN. However, the sample data are large in the process of GIS partial discharge recognition. Nevertheless, two algorithms mentioned above have low accuracy and susceptible to premature convergence because of the initial population size, which affects the accuracy of partial discharge recognition. Then, this paper adopts the mind evolutionary algorithm (MEA) based on the genetic algorithm with two mutually convergent convergence and alienation operators, which can search the optimal individuals quickly in order to find the optimal smoothing factors and improve the recognition rate of GIS partial discharge.
The Model of GIS Partial Discharge Recognition Based on PNN Optimized by MEA

The Overview of Probabilistic Neural Network
PNN mainly used for pattern classification is a forward feedback neural network based on Bayesian strategy. As shown in Fig.1 It is composed of input layer, pattern layer, sum layer and contest layer [6] .In the model of PNN, the number of neurons in the input layer are equal to the input vector m in the learning samples. Each neuron is a simple distribution unit that passes the input variables directly to the pattern layer. The number of nodes in the pattern layer are determined by the input samples and the type which is defined as m×L. At the pattern layer, the outputs are weighted summation of inputs. Then, after the operation of an activation function, it is passed to the sum layer [7] [8] 
Where c i is the center of the radial basis function, which represents the switching parameter of the i-th component of the characteristic function.
The units of the sum layer are only connected to the corresponding model units. Each unit only estimates the probability of each classification according to the parzen method. The conditional probability is:
Where C i is the sample class, X is the recognition sample. X i is pattern samples for category i. m is the vector dimension. σ is smoothing parameters. n is the number of pattern samples for category i. The prior probability is recorded as P(X).
The number of decision nodes is equal to the number of category matched. According to the estimation of the input vector probability, Bayes classification rule is used to select the classification with the smallest risk. That is, the category with the maximum a posteriori probability and the decision-making method can be expressed by the following formula:
The output is y(X) =C i. Compared with other methods, PNN can converge to Bayesian optimal solution without sufficient computation. In the case of training mode samples, it is only need to adjust the smoothing factor and the network converge fast. The value of the smoothing factor determines influence degree between the pattern points, which is related to the change in the probability density distribution function [9] [10] .
In general, the network only requires an empirical reference to set a smoothing factor. The value of σ is too small for the training of the sample just to play the role of isolation. In essence, it is the nearest neighbourhood classifier. If the smoothing factor σ is too large to distinguish the details completely, it may not be the ideal classification effect for the boundaries of the different categories, and close to the linear classification at this point. Therefore, how to determine the appropriate parameter of σ is the key problem of probabilistic neural networks. 
Probabilistic Neural Network Optimized by MEA
The MEA with the ability of global search is used to optimize the PNN, which solves the problem that the classification accuracy of GIS partial discharge is not high because of the improper selection of PNN smoothing factor.
The PNN with three typical defect discharge types is constructed based on the extracted six characteristic parameters. We need to initialize the population and encode the connection weight between the input layer and the competition layer of the PNN by real number coding [11] , select the reciprocal of the mean square error of the partial discharge recognition result as the score function, and take the high score as the center of the new population. It can prompt the MEA to iterate [12] , through the convergence and dissimilation operation. When the number of iterations reach to the set value, the individual with the highest score is decoded as the best smoothing factor of PNN, which used to retrain the network.
The basic idea about the connection weights optimized by MEA is that firstly a group of individuals is searched in parallel with MEA and form a sequence of evolving populations. The global optimal solution is obtained by some evaluation method and then the neural network is designed by using these good solutions. At last, the optimal solution of the problem is obtained quickly.The concrete steps are as follows [13] [14] :
(1) Set the range of smoothing factor, generate the initial population randomly, M is the population size, and set the current algebra to 1;
(2) The PNN is constructed according to the smoothing factor obtained by the individual highest score, and calculate the reciprocal of classification error, that is, the fitness function of the highest individual score; (3) According to the fitness convergence, the dissimilation operations are used to generate new populations representing solutions; (4) Set a certain number of iterations and search for the highest scores of individuals S sub populations after N-iterations. The initial parameters of the PNN are determined by using the highest individual S-score as the initial solution;
(5) Using the optimized smoothing factor to determine the PNN model, we input the characteristic data extracted from the partial discharge spectrum of GIS as the test data to identify the partial discharge type of GIS; (6) After training neural network many times, the calculation is stopped according to the specified accuracy to meet the requirements;
In the MEA computation, the real number coding method is adopted. The whole populations are divided into a number of initial sub-groups, in accordance with the principle of survival of the fittest one by one generation to produce better and better approximate solution. In each generation, individuals are selected according to the degree of fitness of the individual, and through the "convergence" and "alienation" operations the species representing the new solution groups are generated. This process will lead to a greater adaptation of the population to the environment. The optimal individual in the last population can be used as the approximate optimal solution of the problem.
The Simulation Experiment of Probabilistic Neural Network Optimized by MEA
Extraction of Feature Parameters
There are three main types of partial discharge in the interior of GIS: the metal spikes, the discharge of free metal particles, and the discharge of suspended electrodes. Using the statistical parameter method extract parameters such as skewness S k , steepness K u , correlation coefficient cc, discharge factor Q, phase asymmetry φ and corrected mutual correlation coefficient mcc of the discharge sample. According to the extracted characteristic parameters, the PNN with six inputs and three outputs is constructed. The outputs of the neural network represents the metal tip spikes, the discharge of free metal particles, and the suspended electrode discharge, respectively. The 3-D PD spectrum for three types of GIS defect models are shown in Fig.2 . 
Simul
The sim expected d blue line co is error. the average recognition accuracy is 80%, 85% and 95%, respectively. From the simulation results, the accuracy of the discharge recognition based on PNN model is much higher than that of the former two, and the results of the partial discharge recognition are more reliable. The reason of the difference in the accuracy of the three models is as follows: the BP network needs to make the network structure fine and complicated in order to make full use of the training data, however, there is a large randomness in the sample training data and the number of samples is small. In order to make full use of the training data, the structure of BP network should be refined to achieve the partial discharge recognition of the training data correctly. However, the complex network structure may lead to over-fitting, which leads to the low accuracy of partial discharge recognition. Compared with the BP network, the PNN is simple in structure and has strong fault tolerance. The partial discharge recognition accuracy is high. MEA-PNN model can find the best smoothing factor from the global, which solves the incorrect selection problem of PNN on the recognition rate of GIS partial discharge, which greatly improves the accuracy of discharge recognition. 
Conclusion
BP network is easy to fall into local minimum, which leads to unstable discharge recognition and low accuracy. The PNN based on Bayesian decision rules has the advantages of simple structure and difficult to fall into the limit value. And the recognition accuracy of the partial discharge recognition is better than that of the BP network. Although the convergence speed and recognition accuracy are better than BP network, there is a problem that the smoothing factor is difficult to be determined. When the PNN model is optimized by the mind evolutionary algorithm, the optimal initial weights are obtained from the global search by the "convergence" and "alienation" operators, which are unique to the mind evolutionary algorithm. In this method, it is not only improve the convergence speed of the network, but also improve the accuracy of GIS special high-frequency partial discharge classification. The experiments show that the model of PNN model optimized by MEA designed for partial discharge of GIS is more successful and can be used to recognize the partial discharge type.
