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Abstract
For each manifold or effective orbifold Y and commutative ring R, we
define a new homology theory MH∗(Y ;R), M-homology, and a new coho-
mology theory MH∗(Y ;R), M-cohomology. For MH∗(Y ;R) the chain
complex
(
MC∗(Y ;R), ∂
)
is generated by quadruples [V, n, s, t] satisfy-
ing relations, where V is an oriented manifold with corners, n ∈ N, and
s : V → Rn, t : V → Y are smooth with s proper near 0 in Rn.
We show thatMH∗(Y ;R),MH
∗(Y ;R) satisfy the Eilenberg–Steenrod
axioms, and so are canonically isomorphic to conventional (co)homology.
The usual operations on (co)homology — pushforwards f∗, pullbacks f
∗,
fundamental classes [Y ] for compact oriented Y , cup, cap and cross prod-
ucts ∪,∩,× — are all defined and well-behaved at the (co)chain level.
Chains MC∗(Y ;R) form flabby cosheaves on Y , and cochains MC
∗(Y ;R)
form soft sheaves on Y , so they have good gluing properties.
We also define compactly-supported M-cohomology MH∗cs(Y ;R), lo-
cally finite M-homology MH lf∗ (Y ;R) (a kind of Borel–Moore homology),
and two variations on the entire theory, rational M-(co)homology and de
Rham M-(co)homology. All of these are canonically isomorphic to the
corresponding type of conventional (co)homology.
The reason for doing this is that our M-(co)homology theories are
very well behaved at the (co)chain level, and will be better than other
(co)homology theories for some purposes, particularly in problems involv-
ing transversality. In a sequel [47] we will construct virtual classes and
virtual chains for Kuranishi spaces in M-(co)homology, with a view to ap-
plications of M-(co)homology in areas of Symplectic Geometry involving
moduli spaces of J-holomorphic curves.
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1 Introduction
This book defines some new homology and cohomology theories of manifolds Y ,
or more generally effective orbifolds Y . There are three families of theories:
• (Integral) M-homology and M-cohomology MH∗(Y ;R),MH∗(Y ;R), . . . ,
which are defined over an arbitrary commutative ring R, such as R = Z.
• Rational M-homology and M-cohomology MHQ∗ (Y ;R),MH
∗
Q(Y ;R), . . . ,
which are defined over a Q-algebra R, such as R = Q,R or C.
Rational M-(co)homology has better symmetry properties than integral
M-(co)homology, for example, the cup product ∪ is supercommutative on
rational M-cochains MCQ∗ (Y ;R), but not on M-cochains MC∗(Y ;R).
• De Rham M-homology and M-cohomology MHdR∗ (Y ;R), . . . over R = R,
which is a hybrid of rational M-(co)homology and de Rham cohomology.
The ‘M-’ stands for ‘Manifold’. For each we define four kinds of (co)homology:
• Homology MH∗(Y ;R),MHQ∗ (Y ;R) and MH
dR
∗ (Y ;R).
• Cohomology MH∗(Y ;R),MH∗Q(Y ;R) and MH
∗
dR(Y ;R).
• Compactly-supported cohomology MH∗cs(Y ;R),MH
∗
cs,Q(Y ;R) and
MH∗cs,dR(Y ;R).
• Locally finite homology MH lf∗ (Y ;R),MH
lf,Q
∗ (Y ;R) and MH
lf,dR
∗ (Y ;R),
also called homology with closed supports, or Borel–Moore homology.
Each of our (co)homology theoriesMH∗(Y ;R),MH
∗(Y ;R), . . . is defined as
the (co)homology of a (co)chain complex
(
MC∗(Y ;R), ∂
)
,
(
MC∗(Y ;R), d
)
, . . . ,
where the (co)chain spaces MCk(Y ;R),MC
k(Y ;R), . . . are R-modules defined
by generators and relations. For integral or rational M-homology, the genera-
tors of MCk(Y ;R),MC
Q
k (Y ;R) are isomorphism classes [V, n, s, t] of quadru-
ples (V, n, s, t), where V is an oriented manifold with corners, n ∈ N with
dimV = n + k, and s : V → Rn, t : V → Y are smooth maps with s proper
near 0 in Rn. The boundary operator ∂ : MCk(Y ;R)→MCk−1(Y ;R) acts by
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∂ : [V, n, s, t] 7→ [∂V, n, s|∂V , t|∂V ]. For de Rham M-homology, the generators
[V, n, s, t, ω] include a de Rham form ω on V , with dimV = n+ k + degω.
All of these (co)homology theories satisfy the Eilenberg–Steenrod axioms,
and so are canonically isomorphic to conventional (co)homology theories such
as singular homology, Cˇech cohomology, or de Rham cohomology of manifolds.
So, the interest in these theories is not in the (co)homology groups themselves,
which are already well understood, but in special properties of the theories at the
cochain level, which make them especially well suited for certain applications.
Section 1.2 will discuss applications of our (co)homology theories in Sym-
plectic Geometry, which were the author’s motivation for developing them. Our
theories should also have interesting applications in other areas. They are par-
ticularly suitable for questions involving transversality. The author is also plan-
ning projects applying M-(co)homology to build chain-level models for String
Topology [11], in Singularity Theory, and to perverse sheaves of vanishing cycles
on complex manifolds. Readers are invited to find their own applications.
In the rest of the introduction, §1.1 explains M-homology MH∗(Y ;R) for
manifolds, §1.2 discusses applications in Symplectic Geometry, and §1.3 summa-
rizes related work. Chapter 2 gives background on homology and cohomology.
Chapter 3 discusses manifolds with corners, which are vital to our project as
our (co)chains [V, n, s, t] or [V, n, s, t, ω] include a manifold with corners V with
smooth maps s : V → Rn, t : V → Y . There are many ways to define categories
of manifolds with corners, and our constructions are insensitive to the details.
For future applications, it may be useful for instance to allow V to be a
‘pseudomanifold’ or ‘stratified manifold’ with singularities in codimension 2,
or to allow s, t to be only piecewise smooth. So, after explaining the ‘usual’
category of manifolds with corners Manc in §3.1, we give a list of minimal
assumptions in §3.3 on a category M˜anc of ‘manifolds with corners’, such that
our M-(co)homology theories work with (co)chains [V, n, s, t], [V, n, s, t, ω] with
V an object in M˜anc, and s : V → Rn, t : V → Y morphisms in M˜anc.
Chapter 4 defines and studies M-(co)homology MH∗(Y ;R), MH
∗(Y ;R),
MH∗cs(Y ;R),MH
lf
∗ (Y ;R) for manifolds Y , the most basic version of our theory.
We show that they are canonically isomorphic to conventional (co)homology,
and have functorial pushforwards f∗, pullbacks f
∗, and products ∪,∩,× defined
at the (co)chain level, and have good (co)sheaf-theoretic properties.
Chapter 5 explains variations on M-(co)homology of manifolds: rational M-
(co)homology, de Rham M-(co)homology, M-(co)homology for effective orbifolds
Y , and extending M-(co)homology to a bivariant theory in the sense of Fulton
and MacPherson [26]. Chapters 6–8 give longer proofs of results deferred from
Chapters 2, 4 and 5, respectively.
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1.1 The definition of M-homology
We will eventually define 24 different (co)homology theories, parametrized by
the product of sets{
integral, rational, de Rham
}
×
{
homology, cohomology, compactly-supported
cohomology, locally finite homology
}
×
{
manifolds, effective orbifolds
}
.
The number of options largely explains the length of this book. Any one of
the (co)homology theories can be defined quite succinctly, and for any given
application, you probably need only one.
We now explain the easiest theory, integral M-homologyMH∗(Y ;R) of mani-
folds Y from §4.1, but all the theories have the same flavour. We simplify slightly
by working in the ‘usual’ category of manifolds with corners Manc from §3.1,
rather than a category M˜anc satisfying the assumptions in §3.3.
Definition 1.1. Let Y be a manifold, and R a commutative ring. Con-
sider quadruples (V, n, s, t), where V is an oriented manifold with corners, and
n = 0, 1, . . . , and s : V → Rn is a smooth map which is proper over an open
neighbourhood of 0 in Rn, and t : V → Y is a smooth map.
Define an equivalence relation ∼ on such quadruples by (V, n, s, t) ∼ (V ′,
n′, s′, t′) if n = n′, and there exists an orientation-preserving diffeomorphism
f : V → V ′ with s = s′ ◦ f and t = t′ ◦ f . Write [V, n, s, t] for the ∼-equivalence
class of (V, n, s, t). We call [V, n, s, t] a generator.
For each k ∈ Z, define the M-chains MCk(Y ;R) to be the R-module gener-
ated by such [V, n, s, t] with dimV = n+ k, subject to the relations:
(i) For each generator [V, n, s, t] and each i = 0, . . . , n we have
[V, n, s, t] = (−1)n−i[V × R, n+ 1, s′, t ◦ πV ] in MCk(Y ;R),
where writing s = (s1, . . . , sn) : V → R
n with sj : V → R for j = 1, . . . , n
and πV : V × R→ V , πR : V × R→ R for the projections, then
s′ = (s1 ◦ πV , . . . , si ◦ πV , πR, si+1 ◦ πV , . . . , sn ◦ πV ) : V × R −→ R
n+1.
(ii) Let I be a finite indexing set, ai ∈ R for i ∈ I, and [Vi, n, si, ti], i ∈ I be
generators for MCk(Y ;R), all with the same n. Suppose there exists an
open neighbourhood X of 0 in Rn, such that si : Vi → R
n is proper over
X for all i ∈ I, and the following condition holds:
(∗) Suppose (x, y) ∈ X × Y , such that for all i ∈ I and v ∈ Vi with
(si, ti)(v) = (x, y), we have that v ∈ V ◦i and
Tv(si, ti) : TvVi −→ TxX ⊕ TyY
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is injective. We require that for all oriented (n + k)-planes P ⊆
TxX ⊕ TyY = R
n ⊕ TyY , we have∑
i∈I, v∈V ◦i :(si,ti)(v)=(x,y), Tv(si,ti)[TvVi]=P
Tv(si, ti) : TvVi
∼=
−→P is orientation-preserving
ai =
∑
i∈I, v∈V ◦i :(si,ti)(v)=(x,y), Tv(si,ti)[TvVi]=P
Tv(si, ti) : TvVi
∼=
−→P is orientation-reversing
ai in R,
(1.1)
where the injectivity and properness assumptions imply that there
are only finitely many nonzero terms in (1.1).
Then ∑
i∈I
ai [Vi, n, si, ti] = 0 in MCk(Y ;R).
Define ∂ :MCk(Y ;R)→MCk−1(Y ;R) to be the unique R-linear map with
∂[V, n, s, t] = [∂V, n, s ◦ iV , t ◦ iV ]. (1.2)
Then ∂ ◦ ∂ = 0 :MCk(Y ;R)→MCk−2(Y ;R) for all k. Define the M-homology
groups (or integral M-homology groups) MH∗(Y ;R) to be the homology of the
chain complex
(
MC∗(Y ;R), ∂
)
. That is, for k ∈ Z we define R-modules
MHk(Y ;R) =
Ker
(
∂ :MCk(Y ;R) −→MCk−1(Y ;R)
)
Im
(
∂ :MCk+1(Y ;R) −→MCk(Y ;R)
) .
If Y is compact and oriented with dimY = m, define the fundamental cycle
[Y ] = [Y, 0, 0, idY ] ∈ MCm(Y ;R). We have ∂[Y ] = 0 as ∂Y = ∅, so passing to
homology gives the fundamental class [[Y ]] ∈MHm(Y ;R).
Now let f : Y1 → Y2 be a smooth map of manifolds. Define the pushforward
f∗ :MCk(Y1;R)→MCk(Y2;R) for k ∈ Z to be the unique R-linear map defined
on generators [V, n, s, t] of MCk(Y1;R) by
f∗[V, n, s, t] = [V, n, s, f ◦ t]. (1.3)
Equations (1.2) and (1.3) give f∗ ◦ ∂ = ∂ ◦ f∗ : MCk(Y1;R) → MCk−1(Y2;R).
So the f∗ induce pushforwards f∗ :MHk(Y1;R)→MHk(Y2;R) on homology.
Remark 1.2. (a) This is a complete definition of M-homology MH∗(Y ;R),
though we have omitted the proofs that ∂, f∗ are well defined. In §4.1 we
also define relative M-homology MH∗(Y, Z;R) for open Z ⊆ Y . The most
subtle part of the definition is relation (ii). It turns out that (ii) implies that
MCk(Y ;R) = 0 for k > dimY , but in general MCk(Y ;R) < 0 for all k < 0.
(b) The definitions of M-cohomology MH∗(Y ;R) in §4.2, compactly-supported
M-cohomology MH∗cs(Y ;R) in §4.3, and locally finite M-homology MH
lf
∗ (Y ;R)
in §4.4, are similar to Definition 1.1. The main differences are:
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(i) For MH∗(Y ;R), in generators [V, n, s, t] in MCk(Y ;R) we take V to be
unoriented with dimV +k = dimY +n, and t : V → Y to be a cooriented
submersion, and require (s, t) : V → Rn × Y to be proper near {0} × Y
in Rn × Y .
The M-cochains MCk(Y ;R) are a kind of sheaf-theoretic completion of
R-modules of ‘M-precochains’ PMCk(Y ;R).
For f : Y1 → Y2 smooth, the pullback f∗ :MCk(Y2;R)→MCk(Y1;R) is
f∗[V, n, s, t] =
[
V ×t,Y2,f Y1, n, s ◦ πV , πY1
]
, (1.4)
where the fibre product V ×t,Y2,f Y1 in Man
c exists as t is a submersion.
(ii) For MH∗cs(Y ;R), in generators [V, n, s, t] in MC
k
cs(Y ;R) we take V to be
unoriented with dim V + k = dimY + n, t : V → Y to be a cooriented
submersion, and require s : V → Rn to be proper near 0 in Rn. Pullbacks
f∗ :MCkcs(Y2;R)→MC
k
cs(Y1;R) are as in (1.4), but only for f proper.
We may identifyMCkcs(Y ;R) with the submodule of compactly-supported
cochains in MCk(Y ;R).
(iii) For MH lf∗ (Y ;R), in generators [V, n, s, t] in MC
lf
k (Y ;R) we take V to be
oriented with dim V = n+k, and require (s, t) : V → Rn×Y to be proper
near {0} × Y in Rn × Y .
The locally finite M-chains MC lfk (Y ;R) are sheaf-theoretic completions of
R-modules of ‘locally finite M-prechains’ PMC lfk (Y ;R).
We may identify MCk(Y ;R) with the submodule of compactly-supported
chains in MC lfk (Y ;R).
(c) In M-cohomology there is a well behaved cup product, on M-cochains
∪ :MCk(Y ;R)×MCl(Y ;R) −→MCk+l(Y ;R),
defined on generators [V, n, s, t] ∈MCk(Y ;R), [V ′, n′, s′, t′] ∈MCl(Y ;R) by[
V, n, (s1, . . . , sn), t
]
∪
[
V ′, n′, (s′1, . . . , s
′
n′), t
′
]
= (−1)ln
[
V ×t,Y,t′ V
′,
n+ n′, (s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t ◦ πV
]
.
It is associative but not supercommutative on cochains, although for ratio-
nal and de Rham M-cohomology the cup products are supercommutative on
cochains. Passing to cohomology, ∪ is identified with the usual cup product by
the canonical isomorphism MH∗(Y ;R) ∼= H∗(Y ;R). Similarly, there is a cap
product ∩ relating M-cohomology and M-homology, defined at the (co)chain
level, and identified with the usual cap product on (co)homology.
We will relate M-homology to (smooth) singular homology.
Definition 1.3. For all k > 0, define the k-simplex to be
∆k =
{
(x0, . . . , xk) ∈ R
k+1 : xi > 0, x0 + . . .+ xk = 1
}
.
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Define maps F kj : ∆k−1 → ∆k for k > 0 and j = 0, . . . , k by
F kj : (x0, . . . , xk−1) 7−→ (x0, . . . , xj−1, 0, xj , . . . , xk−1).
Let Y be a topological space, and R a commutative ring. Write Csik (Y ;R) for
the free R-module spanned by singular k-simplices σ in Y , which are continuous
maps σ : ∆k → Y . The boundary operator ∂ : C
si
k (Y ;R)→ C
si
k−1(Y ;R) is
∂ :
∑
i∈I ρi σi 7−→
∑
i∈I
∑k
j=0(−1)
jρi (σi ◦ F kj ). (1.5)
Then singular homology Hsi∗ (Y ;R) is the homology of
(
Csi∗ (Y ;R), ∂
)
.
Let f : Y1 → Y2 be a continuous map of topological spaces. Define the
pushforward f∗ : C
si
k (Y1;R)→ C
si
k (Y2;R) by
f∗ :
∑
i∈I ρi σi 7→
∑
i∈I ρi (f ◦ σi). (1.6)
Then f∗ ◦ ∂ = ∂ ◦ f∗, so f∗ induces morphisms f∗ : Hsik (Y1;R)→ H
si
k (Y2;R).
Now let Y be a manifold. Write Cssik (Y ;R) for the free R-module spanned
by smooth singular k-simplices σ in Y , which are smooth maps σ : ∆k → Y ,
regarding ∆k as a manifold with corners. Since smooth maps are continuous we
have Cssik (Y ;R) ⊆ C
si
k (Y ;R). Define ∂ : C
ssi
k (Y ;R) → C
ssi
k−1(Y ;R) as in (1.5).
Smooth singular homology Hssi∗ (Y ;R) is the homology of
(
Cssi∗ (Y ;R), ∂
)
.
If f : Y1 → Y2 is a smooth map of manifolds, we define the pushforward
f∗ : C
ssi
k (Y1;R)→ C
ssi
k (Y2;R) as in (1.6).
The inclusion F sissi :
(
Cssi∗ (Y ;R), ∂
)
→֒
(
Csi∗ (Y ;R), ∂
)
induces morphisms on
homology F sissi : H
ssi
∗ (Y ;R) → H
si
∗ (Y ;R). Bredon [8, §V.5 & §V.9] shows that
these are isomorphisms, so smooth singular homology is canonically isomorphic
to singular homology of manifolds.
Now define FMhssi : C
ssi
k (Y ;R)→MCk(Y ;R) to be the unique R-linear mor-
phism acting on generators σ by
FMhssi : σ 7−→ [∆k, 0, 0, σ], (1.7)
so that V = ∆k, n = 0, s = 0 : V → R
0 and t = σ : V → Y . We have
∂◦FMhssi = F
Mh
ssi ◦∂ : C
ssi
k (Y ;R)→MCk−1(Y ;R). Thus F
Mh
ssi induces morphisms
FMhssi : H
ssi
k (Y ;R) → MHk(Y ;R) on homology. From (1.3), (1.6) and (1.7) we
see that FMhssi commutes with pushforwards f∗ : C
ssi
k (Y1;R) → C
ssi
k (Y2;R) and
f∗ :MCk(Y1;R)→MCk(Y2;R) for f : Y1 → Y2 a smooth map.
The next theorem summarizes the main results of §4.1.
Theorem 1.4. (a) M-homology is a homology theory of manifolds. There
are canonical isomorphisms MHk(Y ;R) ∼= Hk(Y ;R) for all Y, k, preserving
the data f∗ and isomorphisms MH0(∗;R) ∼= R ∼= H0(∗;R), where H∗(−;R)
is any other homology theory of manifolds over R, such as singular homology
Hsi∗ (−;R). For smooth singular homology H
ssi
∗ (−;R), these canonical isomor-
phisms are the morphisms FMhssi : H
ssi
k (Y ;R)→MHk(Y ;R) from Definition 1.3.
8
(b) Let Y be a manifold and k ∈ Z, write MCk(Y ;R)(U) = MCk(U ;R) for
open U ⊆ Y, and define σTU : MCk(Y ;R)(T ) → MCk(Y ;R)(U) for open
T ⊆ U ⊆ Y by σTU = i∗, for i : T →֒ U the inclusion. Then MCk(Y ;R) is a
flabby cosheaf of R-modules on Y, in the sense of §2.5.
Remark 1.5. (i) We prove Theorem 1.4(a) by verifying that M-homology
satisfies the Eilenberg–Steenrod axioms for homology. This is far from obvi-
ous, in particular, the proof of the Dimension Axiom in §7.4, which says that
MH0(∗;R) ∼= R and MHk(∗;R) = 0 for k 6= 0, is long and difficult.
(ii) Cosheaves are dual to sheaves, which are more well known. Cosheaves are
to homology as sheaves are to cohomology, so the analogue of Theorem 1.4(b)
for M-cohomology in §4.2 says that M-cochains form a soft sheaf of R-modules
MCk(Y ;R) on Y , with MCk(Y ;R)(U) = MCk(U ;R) for open U ⊆ Y .
For comparison, singular chains Csik (−;R) do not form a cosheaf on Y , but
de Rham cochains CkdR(−;R) do form a soft sheaf on Y .
For M-(co)chains to be (co)sheaves on Y means that M-(co)chains are local
objects on Y , which can (roughly) be glued together from their values on the
sets of an open cover {Ui : i ∈ I} of Y . It allows us to use powerful techniques
from algebraic geometry and homological algebra, on stalks of sheaves, derived
categories of sheaves, sheaf cohomology, and so on.
It also means that M-(co)chains α have a support suppα, a closed subset of Y
(compact for M-homology), which can for instance be a (singular) submanifold
of Y . For a generator [V, n, s, t] of MCk(Y ;R) we have
supp[V, n, s, t] ⊆ t[s−1(0)] ⊆ Y.
In applications it may be useful to consider R-submodules MCk(Y ;R)S ⊆
MCk(Y ;R) of α ∈MCk(Y ;R) with suppα ⊆ S ⊆ Y , for subsets S ⊆ Y .
1.2 Future applications in Symplectic Geometry
The applications of M-(co)homology the author is most interested in are to ar-
eas of Symplectic Geometry involving ‘counting’ moduli spaces of J-holomorphic
curves, including Gromov–Witten invariants [25,33], quantum cohomology [61],
Lagrangian Floer cohomology [22], Fukaya categories [75], Symplectic Field The-
ory [18], and contact homology [17].
In each of these fields, one studies moduli spacesM of J-holomorphic curves
u : Σ→M in a symplectic manifold (S, ω), where J is an almost complex struc-
ture on S compatible with ω, and the Riemann surface Σ may have boundary, or
nodal singularities, or marked points. The moduli spaces come with ‘evaluation
maps’ ev :M→ Y to a manifold Y .
Given ev : M → Y , we choose a homology theory (or cohomology theory)
H∗(Y ;R), defined by a chain complex (or cochain complex)
(
C∗(Y ;R), ∂
)
. Then
the aim is to construct a ‘virtual class’ [[M]]virt in Hk(Y ;R) if M is ‘without
boundary’, or a ‘virtual chain’ [M]virt in Ck(Y ;R) otherwise, where k ∈ Z is
the ‘virtual dimension’ of M. Geometric relationships between moduli spaces
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should map to algebraic relationships between virtual classes or chains. One
then does homological algebra with the virtual chains to build the theory.
For example, in the Lagrangian Floer cohomology of Fukaya, Oh, Ohta and
Ono [22], one studies moduli spacesMk(β) of J-holomorphic discs u : D → S in
S with boundary u(∂D) in a Lagrangian L ⊂ S, with homology class u∗([D]) =
β ∈ H2(M,L;Z), and with k > 0 boundary marked points. Then Mk(β) has
evaluation maps evi : Mk(β) → L for i = 1, . . . , k. We have a geometrical
boundary equation of the form
∂Mk(β) ∼=
∐
β=γ+δ
∐
k=i+j
Mi+1(γ)×evi+1,L,evj+1 Mj+1(δ). (1.8)
We want virtual chains [Mk(β)]virt for ev1 × · · · × evk : Mk(β) → Lk in
C∗(L
k;R) such that (1.8) translates into an algebraic equation of the form
∂[Mk(β)]virt =
∑
β=γ+δ
∑
k=i+j
[Mi+1(γ)]virt • [Mj+1(δ)]virt, (1.9)
where • : C∗(Li+1;R) × C∗(Lj+1;R) → C∗(Lk;R) should be the composition
of an external product ⊠ : C∗(L
i+1;R)× C∗(Lj+1;R)→ C∗(Lk+2;R) and con-
traction [∆L]· : C∗(Lk+2;R)→ C∗(Lk;R) with the diagonal ∆L ⊂ L× L.
To define the virtual chain [M]virt, one must first put a suitable geometric
structure on the moduli space M. In the general case, there are two main
candidates for this geometric structure in the literature: the Kuranishi spaces
of Fukaya, Oh, Ohta and Ono [22, 24, 25], and the polyfolds of Hofer, Wysocki
and Zehnder [32–34]. Polyfolds contain more information than Kuranishi spaces,
and there should be a forgetful functor from polyfolds to Kuranishi spaces, [86].
Kuranishi spaces are connected to the author’s theory of derived differential
geometry [42–45]. The author claims that Kuranishi spaces are really derived
orbifolds, and has given a new definition of Kuranishi spaces [45] which form a
2-category Kur equivalent to the 2-category dOrb of d-orbifolds from [42–44].
In current approaches to Lagrangian Floer cohomology, the (co)homology
theory used for virtual chains is either (smooth) singular homology Hssi∗ (L;Q)
[22, 23], or de Rham cohomology H∗dR(L;R) [24]. (Pardon [70] also gives an
interesting topological virtual chain construction using the dual Hˇ∗(L;Q)∗ of
Cˇech cohomology.) Singular homology has severe technical disadvantages: one
cannot define the product • in (1.9), for example. De Rham cohomology also
has disadvantages, for instance it works only over R = R.
Our new (co)homology theories have been designed specially for defining
virtual chains of moduli spaces of J-holomorphic curves, and doing homological
algebra with them. These virtual chains will be constructed in the sequel [47].
Here, we explain why M-(co)homology is well adapted for this task.
Kuranishi spaces are built out of Kuranishi neighbourhoods, [23, Def. 4.1].
Definition 1.6. Let X be a topological space. A Kuranishi neighbourhood on
X is a quintuple (Vi, Ei,Γi, si, ψi) such that:
(a) Vi is a smooth manifold, which may have boundary or corners.
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(b) Ei is a finite-dimensional real vector space.
(c) Γi is a finite group with a smooth, effective action on Vi, and a linear
representation on Ei.
(d) si : Vi → Ei is a Γi-equivariant smooth map.
(e) ψi is a homeomorphism from s
−1
i (0)/Γi to an open subset Imψi in X .
A Kuranishi space X = (X,K) in the sense of Fukaya et al. [22–24] is a
topological space X with a family
{
(Vi, Ei,Γi, si, ψi) : i ∈ I
}
of Kuranishi
neighbourhoods on X with dimVi − rankEi = vdimX ∈ Z for i ∈ I, and a
family of ‘coordinate changes’ Φij from (Vi, Ei,Γi, si, ψi) to (Vj , Ej ,Γj , sj , ψj)
over Imψi ∩ Imψj ⊆ X for i, j ∈ I. They define smooth maps f : X → Y
from a Kuranishi space X to a manifold Y [23, Def. 4.6], giving a smooth map
fi : Vi → Y for i ∈ I compatible with the Φij . They call f weakly submersive if
the fi : Vi → Y are submersions.
Let X be a compact, oriented Kuranishi space with vdimX = k, Y be
an oriented manifold with dim Y = m, and f : X → Y be smooth. Ignoring
properness conditions on s, t in generators [V, n, s, t], we will sketch the con-
struction in [47] of a virtual chain [X]virt for f : X → Y in M-(co)homology:
(i) For i ∈ I, first suppose Γi = {1}. Choose an isomorphism Ei ∼= R
ni , either
as real vector spaces, or more generally an isomorphism of vector bundles
Vi × Ei ∼= Vi × R
ni over Vi. Then si maps V → R
ni , so [Vi, ni, si, fi] is a
chain in MCk(Y ;Z).
If f is weakly submersive, we can instead regard [Vi, ni, si, fi] as a cochain
in MCm−kcs (Y ;Z).
(ii) If Γi 6= {1}, suppose we can choose an isomorphism Ei ∼= R
ni as above
such that the action of Γi on Ei is identified with an action of Γi on R
ni
by permutation of the coordinates (x1, . . . , xni) in R
ni . Then the chain
[Vi, ni, si, fi] inMC
Q
k (Y ;Q) is Γi-equivariant, and it is natural to associate
the chain 1|Γi| [Vi, ni, si, fi] in MC
Q
k (Y ;Q) to (Vi, Ei,Γi, si, ψi).
If f is weakly submersive , we can instead regard 1|Γi| [Vi, ni, si, fi] as a
cochain in MCm−kcs,Q (Y ;Q).
(iii) Let Φij be a coordinate change in the Kuranishi structure on X. If the
isomorphisms Ei ∼= R
ni , Ej ∼= R
nj in (i),(ii) are compatible under Φij in
a certain (strong) sense, then Definition 1.1(i) implies that the (co)chains
1
|Γi|
[Vi, ni, si, fi],
1
|Γj |
[Vj , nj , sj , fj] are equal over Imψi ∩ Imψj .
(iv) Suppose we choose equivariant isomorphisms Ei ∼= R
ni as in (i),(ii) for all
i ∈ I, compatible with coordinate changes Φij as in (iii) for all i, j ∈ I.
Then the (co)sheaf property of M-(co)chains in Theorem 1.4(b) implies
that we can glue the (co)chains 1|Γi| [Vi, ni, si, fi] for i ∈ I to build a global
virtual chain [X ]virt for f : X → Y .
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This [X]virt may be defined in MCk(Y ;Z) if Γi = {1} for all i ∈ I, and in
MCQk (Y ;Q) otherwise. If f is weakly submersive, we may define [X ]virt in
MCm−kcs (Y ;Z) if Γi = {1} for all i ∈ I, and in MC
m−k
cs,Q (Y ;Q) otherwise.
So, to define a virtual chain for f : X → Y , we must choose compatible
trivializations for the obstruction bundles Ei → Vi in the Kuranishi structure
on X. It is not difficult to do this using known techniques for constructing
‘good coordinate systems’. It is also easy to choose virtual chains [X]virt with
boundary compatibilities, such as in (1.9). Note that unlike current techniques
[22–24], we do not perturb X or si : Vi → Ei, and supp[X ]virt ⊆ f(X) ⊆ Y .
1.3 Related work
In 2007 I wrote two preprints [39,40] on ‘Kuranishi homology and cohomology’.
These defined (co)homology theories KH∗(Y ;R),KH
∗(Y ;R) of manifolds Y in
which the (co)chains were generated by triples [X,f ,G] of a Kuranishi space
X (roughly in the sense of [22,25]), a smooth map f : X → Y , and some extra
data G. As in §1.2, the idea was to make defining virtual chains in Symplectic
Geometry easier, by using KH∗(Y ;R) instead of singular homology.
I did not publish [39,40], as I was unhappy with the definition of Kuranishi
space I was using, but at the time I could not solve the problems, so I shelved
the project. In 2014 I finally found a theory of Kuranishi spaces I was satisfied
with [45], so I decided to revise [39,40] with the new definition. The result was
this book and the sequel [47]. I chose to split the project into two parts, with
(co)homology theories based on manifolds with corners, and then virtual chains
for Kuranishi spaces in these (co)homology theories, as I hoped the first part
(this book) might also appeal to people not interested in Kuranishi spaces.
Several authors have defined bordism theories or homology theories H˜∗(Y ;R)
of manifolds Y (or other topological spaces) in which the chains involve smooth
maps t : V → Y from a manifold V (plus extra data), as for our chains [V, n, s, t].
Oversimplifying a bit, Jakob [38] defines ‘geometric homology groups’ H˜Jak (Y ;R)
as the set of bordism classes [V, α, t] of triples (V, α, t) for V a compact, oriented
manifold, α ∈ H∗(V ;Z) with dimV = k + degα, and t : V → Y continuous,
and shows that H˜Jak (Y ;R)
∼= Hk(Y ;R).
McDuff and Salamon [61, §7.1] define pseudocycles, which are smooth maps
of manifolds t : V → Y , with V generally non-compact, such that the ‘boundary’
of t(V ) in Y has ‘dimension’ 6 dimV − 2, and use them to define virtual chains
for some J-holomorphic curve moduli spaces. Kahn [48] and Zinger [88] both
define homology groups H˜Kak (Y ;R), H˜
Zi
k (Y ;R) of manifolds Y as sets of bordism
classes [V, t] of pseudocycles t : V → Y with dimV = k, with Y compact in [48],
and show that H˜Kak (Y ;R)
∼= Hk(Y ;R) ∼= H˜
Zi
k (Y ;R).
Kreck [51] defines homology groups H˜Krk (Y ;R) of a manifold Y as sets of
bordism classes [V, t] of smooth maps t : V → Y where V is a compact, oriented
‘stratifold’, a singular space with a stratification into smooth manifolds, and
shows that H˜Krk (Y ;R)
∼= Hk(Y ;R).
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Motivated by the problem of defining virtual chains in Floer theories as in
§1.2, Lipyanskiy [55] defines homology groups H˜Lik (Y ;R) of a manifold Y , in
which the chains [V, t] are a compact, oriented manifold with corners V with
dimV = k and a smooth map t : V → Y , and shows that H˜Lik (Y ;R)
∼=
Hk(Y ;R). He also defines cohomology groups H˜
k
Li(Y ;R) with cochains [V, t]
a manifold with corners V with dim V = dimY − k and a proper, cooriented
smooth map t : V → Y , and shows that H˜kLi(Y ;R)
∼= Hk(Y ;R). These are
similar to our MH∗(Y ;R),MH
∗(Y ;R) but restricting to n = 0 in (co)chains
[V, n, s, t], and are the closest to our project the author knows in the literature.
Irie [36] studies homology theories of ‘differentiable spaces’ Y , which include
smooth manifolds, and also some classes of infinite-dimensional spaces such as
loop spaces LM . He defines smooth singular homology Hssi∗ (Y ;R), which is as
in Definition 1.3 in the manifold case, and de Rham homology HdR∗ (Y ;R), with
a morphism Hssi∗ (Y ;R) → H
dR
∗ (Y ;R), and shows this is an isomorphism for Y
a manifold. His de Rham chains [V, t, ω] are an oriented manifold V , a smooth
map t : V → Y , and a compactly-supported exterior form ω on V . These are
similar to our generators [V, n, s, t, ω] in MCdR∗ (V ;R) in §5.2 when n = 0.
Irie was motivated by an earlier attempt by Fukaya [21, §6] to define a
homology theory of loop spaces LM using a complex
(
CadR∗ (LM ;R), ∂
)
of ‘ap-
proximate de Rham chains’ [V, t, ω] of an oriented manifold with boundary V ,
a smooth map t : V → LM , and a compactly-supported exterior form ω on V ,
although unfortunately the homology of
(
CadR∗ (LM ;R), ∂
)
is not H∗(LM ;R),
invalidating the results of [21]. The author also hopes in future to extend M-
homology to loop spaces, and so complete the programme of [21].
Acknowledgements. I would like to thank Lino Amorim, Kenji Fukaya, Helmut
Hofer, Dusa McDuff, and Jack Waldron for helpful conversations. This research
was supported by EPSRC grants EP/H035303/1 and EP/J016950/1.
2 Background on homology and cohomology
Homology and cohomology were developed in the 19th century, and are now a
mature subject, with a huge literature, and many excellent textbooks, including
Bott and Tu [7], Bredon [8], Eilenberg and Steenrod [16], Hatcher [31], MacLane
[56], Massey [58], Maunder [60], Munkres [69], Spanier [78], and tom Dieck [85].
We present the material in a non-standard way designed for our applications
in §4–§5. Sections 2.1–2.2 characterize homology and cohomology of manifolds,
just as R-modules, using the Eilenberg–Steenrod axioms. Sections 2.3–2.4 ex-
plain compactly-supported cohomology, and locally finite homology, and §2.5
expresses all of these in terms of sheaf cohomology. Sections 2.6–2.10 discuss
other topics, including products ∪,∩,× on (co)homology, and Poincare´ duality.
We postpone proofs of five theorems until §6. Theorems 2.3 and 2.8 are very
similar to known results, in particular Eilenberg and Steenrod [16, Th. 10.1] and
Kreck and Singhof [52, Prop. 10], but we give proofs in §6.1 as these theorems
are crucial for establishing the isomorphisms between our new (co)homology
theories and conventional (co)homology. The material on strong presheaves at
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the end of §2.5 is new, and Theorem 2.39 on their properties will be proved in
§6.2. Sections 6.3 and 6.4 prove Theorems 2.50 and 2.53, on orbifolds.
2.1 Homology
A homology theory over a commutative ring R associates to any topologi-
cal space Y (possibly satisfying some conditions) a sequence of R-modules
H0(Y ;R), H1(Y ;R), H2(Y ;R), . . . , with H0(∗;R) = R for Y = ∗ the point,
and to any continuous map f : Y1 → Y2 (possibly satisfying some conditions) a
sequence of R-module morphisms f∗ : Hk(Y1;R)→ Hk(Y2;R) for k = 0, 1, . . . ,
satisfying a package of properties we explain below. Actually we defineHk(Y ;R)
for all k ∈ Z, but it turns out that Hk(Y ;R) = 0 for k < 0.
There are several different homology theories, the most popular being sin-
gular homology [8, 16, 60, 69, 78]. There are theorems which say that over nice
topological spaces (e.g. finite CW-complexes, or compact manifolds), these the-
ories are all canonically isomorphic, so often one does not distinguish them.
Often it is better to work with the relative homology groups H∗(Y, Z;R) of a
pair (Y, Z) of a topological space Y and a subspace Z ⊆ Y . Writing i : Z →֒ Y
for the inclusion, these lie in the long exact sequence
· · · // Hk(Z;R)
i∗ // Hk(Y ;R) // Hk(Y, Z;R)
∂ // Hk−1(Z;R) // · · · .
We will be concerned only with homology H∗(Y ;R) of smooth manifolds Y ,
and pushforwards f∗ : H∗(Y1;R) → H∗(Y2;R) for smooth maps f : Y1 → Y2.
So we begin by stating axioms for homology theories of smooth manifolds.
Axiom 2.1. (Eilenberg–Steenrod axioms for homology of manifolds.) Write C
for the category whose objects are pairs (Y, Z) with Y a smooth manifold (with-
out boundary) and Z ⊆ Y an open set, and whose morphisms f : (Y1, Z1) →
(Y2, Z2) are smooth maps f : Y1 → Y2 with f(Z1) ⊆ Z2.
Fix a commutative ring R. A homology theory over R assigns the data:
(a) For each object (Y, Z) in C and each k ∈ Z, an R-module Hk(Y, Z;R).
For brevity we write Hk(Y ;R) = Hk(Y, ∅;R).
(b) For each object (Y, Z) in C and each k ∈ Z, an R-module morphism
∂ : Hk(Y, Z;R)→ Hk−1(Z;R), called the connecting morphism.
(c) For each morphism f : (Y1, Z1) → (Y2, Z2) in C and each k ∈ Z, an
R-module morphism f∗ : Hk(Y1, Z1;R)→ Hk(Y2, Z2;R).
All this data must satisfy the axioms:
(i) (Functoriality.) For each k ∈ Z, mapping (Y, Z) to Hk(Y, Z;R) and f :
(Y1, Z1)→ (Y2, Z2) to f∗ : Hk(Y1, Z1;R)→ Hk(Y2, Z2;R) gives a functor
C → R-mod, where R-mod is the abelian category of R-modules.
(ii) (Exactness.) For each (Y, Z) ∈ C, write i : (Z, ∅)→ (Y, ∅) and j : (Y, ∅)→
(Y, Z) for the morphisms in C induced by the inclusion Z →֒ Y and the
identity idY : Y → Y . Then the following is exact in R-mod:
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· · · // Hk(Z;R)
i∗ // Hk(Y ;R)
j∗ // Hk(Y, Z;R)
∂ // Hk−1(Z;R) // · · · . (2.1)
(iii) (Functoriality of ∂.) For each f : (Y1, Z1)→ (Y2, Z2) in C and k ∈ Z, the
following commutes:
Hk(Y1, Z1;R)
f∗
∂
// Hk−1(Z1;R)
(f |Z1)∗ 
Hk(Y2, Z2;R)
∂ // Hk−1(Z2;R).
(iv) (Homotopy.) Suppose (Y1, Z1), (Y2, Z2) ∈ C, and g : Y1 × [0, 1] → Y2
is smooth with g(Z1 × [0, 1]) ⊆ Z2. Define f, f ′ : Y1 → Y2 by f(y) =
g(y, 0) and f ′(y) = g(y, 1) for y ∈ Y1. Then f∗ = f
′
∗ : Hk(Y1, Z1;R) →
Hk(Y2, Z2;R) for all k ∈ Z.
(v) (Excision.) Suppose (Y, Z) ∈ C, and S ⊆ Z is closed in Y , so the inclusion
j : Y \ S →֒ Y is a morphism j : (Y \ S,Z \ S) → (Y, Z) in C. Then
j∗ : Hk(Y \ S,Z \ S;R)→ Hk(Y, Z;R) is an isomorphism for all k ∈ Z.
(vi) (Additivity Axiom.) Suppose (Y, Z) ∈ C with Y =
∐
a∈A Ya for A a
countable indexing set and each Ya open and closed in Y , and set Za =
Z ∩ Ya. Then for all k ∈ Z we have canonical isomorphisms
Hk(Y, Z;R) ∼=
⊕
a∈AHk(Ya, Za;R), (2.2)
compatible with the morphisms (ia)∗ : Hk(Ya, Za;R) → Hk(Y, Z;R) for
a ∈ A induced by the inclusion ia : (Ya, Za) →֒ (Y, Z).
(vii) (Dimension Axiom.) When Y = ∗ is the point we have H0(∗;R) ∼= R and
Hk(∗;R) = 0 for all k 6= 0.
Remark 2.2. (a) Parts (i)–(v) and (vii) of Axiom 2.1 were introduced by
Eilenberg and Steenrod [16, §I.3], and are known as the Eilenberg–Steenrod
Axioms. They are usually applied to pairs (Y, Z) with Y a topological space
and Z ⊆ Y a subspace, and morphisms f : (Y1, Z1) → (Y2, Z2) with f : Y1 →
Y2 continuous with f(Z1) ⊆ Z2, but Eilenberg and Steenrod start with an
admissible category for homology theory [16, p. 5], which include our category C.
The Additivity Axiom (vi) was added by Milnor [66], and says that the ho-
mology functors must commute with certain infinite colimits. We have included
the assumption that A is countable as our definition of manifolds Y requires Y
to be a second countable topological space, so Y can be the disjoint union of at
most countably many nonempty open subsets Ya.
(b) If {Ma : a ∈ A} is a family of R-modules, we define the direct sum⊕
a∈AMa, used in (2.2), and direct product
∏
a∈AMa as R-modules by⊕
a∈A
Ma =
{
(ra)a∈A : ra ∈ Ra, ra 6= 0 for only finitely many a ∈ A
}
, (2.3)∏
a∈A
Ma =
{
(ra)a∈A : ra ∈ Ra, a ∈ A
}
. (2.4)
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(c) Homology groups H∗(Y, Z;R) are usually defined as the homology of some
chain complex of R-modules
(
C∗(Y, Z;R), ∂
)
. But these chain complexes may
not satisfy analogues of (i)–(vii), nice properties appear on passing to homology.
(d) Homology is a homotopy invariant. If Y ≃ Y ′ are homotopic topological
spaces, there are canonical isomorphisms Hk(Y ;R) ∼= Hk(Y ′;R) for all k,R.
(e) Generalized homology theories, such as bordism, are required to satisfy con-
ditions (i)–(v) and possibly (vi), but not the Dimension Axiom (vii).
(f) (Fundamental classes.) Suppose Y is a compact, oriented manifold of di-
mension m. Then there is a natural fundamental class [[Y ]] in Hm(Y ;R), as
in [8, §VI.8], [31, §3.3], [69, §55], and [85, §16.4]. If R has characteristic 2 (e.g.
R = Z2) then [[Y ]] is well-defined even if Y is not oriented.
(g) Following Eilenberg and Steenrod [16, §I.3], we give axioms for Hk(Y, Z;R),
Hk(Y ;R) for all k ∈ Z. In fact, as in [16, p. 13], every homology theory satisfying
Axiom 2.1 has Hk(Y, Z;R) = Hk(Y ;R) = 0 for all Y, Z and k < 0, so many
authors define homology as functors Hk(−;R) for k ∈ N only, rather than k ∈ Z.
For our new homology theories MH∗(−;R), . . . in §4–§5, it will be natural
to define MHk(Y, Z;R),MHk(Y ;R) for k ∈ Z rather than k ∈ N, and it will
not be at all obvious that MHk(Y, Z;R) = MHk(Y ;R) = 0 for k < 0, but this
will follow from Theorem 2.3, once we verify Axiom 2.1.
The next theorem will be proved in §6.1, using results of Eilenberg and
Steenrod [16], Milnor [66], and Kreck and Singhof [52].
Theorem 2.3. Any two homology theories H∗(−;R), H˜∗(−;R) satisfying Ax-
iom 2.1 over the same commutative ring R are canonically isomorphic. That
is, there exist R-module isomorphisms IY,Z : H∗(Y, Z;R) → H˜∗(Y, Z;R) for
all (Y, Z) ∈ C commuting with the given morphisms f∗, ∂ and isomorphisms
H0(∗;R) ∼= R ∼= H˜0(∗;R), and any other assignment of morphisms JY,Z :
H∗(Y, Z;R) → H˜∗(Y, Z;R) for all (Y, Z) ∈ C commuting with the f∗, ∂ and
H0(∗;R) ∼= R ∼= H˜0(∗;R) have JY,Z = IY,Z for all (Y, Z).
Having defined our new homology theories of manifolds, we will verify they
satisfy Axiom 2.1(i)–(vii), and then Theorem 2.3 implies that they are canoni-
cally isomorphic to conventional homology groups such as singular homology.
We now define singular homology Hsi∗ (Y ;R) for general topological spaces Y
(including manifolds), as in [8, §IV.1], [16, §VII], [60, §4], [69, §4], [78, §4], and
smooth singular homology Hssi∗ (Y ;R) for manifolds Y , as in Bredon [8, §V.5].
Example 2.4. For all k > 0, define the k-simplex to be
∆k =
{
(x0, . . . , xk) ∈ R
k+1 : xi > 0, x0 + . . .+ xk = 1
}
. (2.5)
It is a compact manifold with corners, of dimension k. Define an orientation
on ∆k such that (dx1 ∧ · · · ∧ dxk)|∆k is a positive volume form. We may write
∂∆k =
∐k
j=0 ∂j∆k, where ∂j∆k is the boundary face of ∆k upon which xj ≡ 0.
There is a unique diffeomorphism F kj : ∆k−1 → ∂j∆k for j = 0, . . . , k with
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i∆k ◦ F
k
j : (x0, . . . , xk−1) 7→ (x0, . . . , xj−1, 0, xj , . . . , xk−1). Note that ∆k−1 and
∂j∆k ⊂ ∂∆k are oriented, and F kj multiplies orientations by (−1)
j.
Let Y be a topological space, and R a commutative ring. Write Csik (Y ;R) for
the free R-module spanned by singular k-simplices σ in Y , which are continuous
maps σ : ∆k → Y . Elements of Csik (Y ;R) will be written
∑
i∈I ρi σi, for I a
finite indexing set, ρi ∈ R and σi : ∆k → Y continuous for each i ∈ I. As
in [8, §IV.1], the boundary operator ∂ : Csik (Y ;R)→ C
si
k−1(Y ;R) is
∂ :
∑
i∈I ρi σi 7−→
∑
i∈I
∑k
j=0(−1)
jρi (σi ◦ i∆k ◦ F
k
j ). (2.6)
Then ∂2 = 0, and Hsi∗ (Y ;R) is the homology of
(
Csi∗ (Y ;R), ∂
)
, that is,
Hsik (Y ;R) =
Ker
(
∂ : Csik (Y ;R) −→ C
si
k−1(Y ;R)
)
Im
(
∂ : Csik+1(Y ;R) −→ C
si
k (Y ;R)
) .
If Z⊆Y then Csik (Z;R)⊆C
si
k (Y ;R). Set C
si
k (Y, Z;R)=C
si
k (Y ;R)/C
si
k (Z;R).
Then ∂ descends to ∂ : Csik (Y, Z;R) → C
si
k−1(Y, Z;R), and relative singular
homology Hsi∗ (Y, Z;R) is the homology of
(
Csi∗ (Y, Z;R), ∂
)
. We have a short
exact sequence of chain complexes
0 //
(
Csi∗ (Z;R), ∂
)
//
(
Csi∗ (Y ;R), ∂
)
//
(
Csi∗ (Y, Z;R), ∂
)
// 0. (2.7)
In the usual way this induces a long exact sequence (2.1) on (relative) singular
homology, and defines the morphisms ∂ : Hsik (Y, Z;R)→ H
si
k−1(Z;R).
Let f : Y1 → Y2 be a continuous map of topological spaces. Define f∗ :
Csik (Y1;R)→ C
si
k (Y2;R) by
f∗ :
∑
i∈I ρi σi 7→
∑
i∈I ρi (f ◦ σi). (2.8)
Then f∗ ◦ ∂ = ∂ ◦ f∗, so f∗ induces morphisms of homology groups f∗ :
Hsik (Y1;R) → H
si
k (Y2;R). If Z1 ⊆ Y1 with f(Z1) ⊆ Z2 ⊆ Y2 we get morphisms
f∗ : H
si
k (Y1, Z1;R)→ H
si
k (Y2, Z2;R) in the same way.
As in [8, §IV], [16, §VII], [69, §30–§31], singular homology satisfies Axiom
2.1 for topological spaces, and therefore also for manifolds.
Example 2.5. Let Y be a smooth manifold, and R a commutative ring. Use
the notation of Example 2.4. Write Cssik (Y ;R) for the free R-module spanned
by smooth singular k-simplices σ in Y , which are smooth maps σ : ∆k → Y ,
regarding ∆k as a manifold with corners. Since smooth maps are continuous we
have Cssik (Y ;R) ⊆ C
si
k (Y ;R). Define ∂ : C
ssi
k (Y ;R) → C
ssi
k−1(Y ;R) as in (2.6).
Smooth singular homology Hssi∗ (Y ;R) is the homology of
(
Cssi∗ (Y ;R), ∂
)
.
If Z ⊆ Y is open then Z is a manifold and Cssik (Z;R) ⊆ C
ssi
k (Y ;R). Write
Cssik (Y, Z;R) = C
ssi
k (Y ;R)/C
ssi
k (Z;R), and define relative smooth singular ho-
mology Hssi∗ (Y, Z;R) to be the homology of
(
Cssi∗ (Y, Z;R), ∂
)
. Define pushfor-
wards f∗ and connecting morphisms ∂ as in Example 2.4.
The inclusion
(
Cssi∗ (Y ;R), ∂
)
→֒
(
Csi∗ (Y ;R), ∂
)
induces morphisms on ho-
mology Hssi∗ (Y ;R) → H
si
∗ (Y ;R), and similarly H
ssi
∗ (Y, Z;R) → H
si
∗ (Y, Z;R).
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Bredon [8, §V.5 & §V.9] shows that these are isomorphisms, so (relative) smooth
singular homology is canonically isomorphic to (relative) singular homology of
manifolds. Therefore smooth singular homology satisfies Axiom 2.1.
Suppose Y is compact and oriented of dimension m, so that as in Remark
2.2(f) it has a fundamental class [[Y ]] ∈ Hssim (Y ;R). We can construct this
at the chain level as follows. Choose a triangulation of Y which cuts it into
finitely many smooth m-simplices, which we write as σi : ∆m → Y for i in I,
a finite indexing set. Here each σi embeds ∆m into Y as a submanifold with
corners. Write ǫi = 1 if σi is orientation-preserving, and ǫi = −1 otherwise.
Then ∂
∑
i∈I ǫi σi = 0, since each boundary face of each m-simplex σi(∆m) is
cancelled by a boundary face of a neighbouring m-simplex in the triangulation,
and the fundamental class is [[Y ]] =
[∑
i∈I ǫi σi
]
.
Smooth singular homology is important in relating singular homology to
de Rham cohomology of manifolds, as in Bredon [8, §V.5 & §V.9], and will
also be used below to map to our new homology theories. The next example
discusses barycentric subdivision in (smooth) singular homology, following [16,
§II.6], [8, §IV.17], [69, §15]. It will be used in §2.5 to define the (smooth) singular
cosheaves.
Example 2.6. Let ∆k be the k-simplex in (2.5). The barycentre of a simplex
in an affine space is its ‘centre of gravity’, the average of its vertices. For ∆k in
(2.5), the barycentre is
(
1
k+1 , . . . ,
1
k+1
)
. Similarly, every l-dimensional boundary
face of ∆k for 0 6 l 6 k is an l-simplex with its own barycentre, a point of ∆k.
There are 2k+1 − 1 such boundary faces, giving 2k+1 − 1 points in ∆k. These
are the vertices of a triangulation of ∆k into (k + 1)! smaller affine k-simplices
∆1k,∆
2
k, . . . ,∆
(k+1)!
k , called the barycentric subdivision of ∆k.
Each ∆jk has volume
1
(k+1)! · vol(∆k), and the k + 1 vertices of ∆
j
k are the
barycentres of one boundary face of ∆k of each dimension l = 0, 1, . . . , k. There
is a unique affine-linear map Bjk : ∆k → ∆k for each j = 1, . . . , (k+1)! such that
∆jk = B
j
k(∆k), and writing vl = (0, . . . , 0, 1, 0, . . . , 0) for the vertex of ∆k with
coordinate xl = 1, then B
j
k(vl) is the barycentre of an l-dimensional boundary
face of ∆k for l = 0, . . . , k. Define ǫ
j
k = 1 if B
j
k : ∆k → ∆k is orientation-
preserving, and ǫjk = −1 if B
j
k is orientation-reversing.
We can iterate barycentric subdivision, dividing each k-simplex ∆ik ⊂ ∆k
into (k+1)! smaller simplices, and so on. In this way we can cut ∆k into many
arbitrarily small sub-simplices. Figure 2.1 illustrates the first two barycentric
subdivisions of the 2-simplex (triangle) ∆2.
Barycentric subdivision is used in (smooth) singular homology as follows.
Let Y be a topological space and R a commutative ring, and define Csik (Y ;R)
as in Example 2.4. Define an R-linear map B : Csik (Y ;R)→ C
si
k (Y ;R) by
B :
∑
i∈I ρi σi 7−→
∑
i∈I
∑(k+1)!
j=1 ǫ
j
kρi (σi ◦B
j
k). (2.9)
We call B the barycentric subdivision morphism. It has the important property
that B ◦ ∂ = ∂ ◦ B : Csik (Y ;R) → C
si
k−1(Y ;R), since the boundary faces of ∆
i
k
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Figure 2.1: The 2-simplex ∆2 and its first two barycentric subdivisions
for i = 1, . . . , (k+1)! can be divided into two kinds, (A) those coming from the
barycentric subdivision of a boundary face of ∆k, and (B) those coming from
the interior ∆◦k, which cancel out in pairs in (2.9).
Thus, B induces morphisms B∗ : H
si
k (Y ;R)→ H
si
k (Y ;R) for all k = 0, 1, . . . .
By considering a subdivision of ∆k × [0, 1] into (k + 1)-simplices, one can show
that these B∗ are the identity maps. Also if f : Y1 → Y2 is a continuous map of
topological spaces then B ◦ f∗ = f∗ ◦B : Csik (Y1;R)→ C
si
k (Y2;R).
In the same way, if Y is a manifold, R a commutative ring, and Cssik (Y ;R)
is as in Example 2.5, we define B : Cssik (Y ;R)→ C
ssi
k (Y ;R), and then B ◦ ∂ =
∂ ◦ B : Cssik (Y ;R) → C
ssi
k−1(Y ;R), and the induced maps on smooth singular
homology Hssik (Y ;R) are B∗ = id : H
ssi
k (Y ;R)→ H
ssi
k (Y ;R).
Barycentric subdivision is used to prove that Hsi∗ (−;R), H
ssi
∗ (−;R) satisfy
the excision axiom, Axiom 2.1(v). The main idea is that if Z ⊆ Y is open, and
S ⊆ Z is closed in Y , then given a chain
∑
i∈I ρi σi in C
si
k (Y ;R), we would like
to write it as the sum of chains in Csik (Y \ S;R) and C
si
k (Z;R). In general this
is impossible, as ρi(∆k) ⊆ Y for i ∈ I need not be contained in Y \ S or Z.
However, if we instead consider Bn
(∑
i∈I ρi σi
)
for n ≫ 0, this is the sum of
many very small k-simplices in Y , each of which lies in either Y \ Z or Z or
both, so Bn
(∑
i∈I ρi σi
)
lies in Csik (Y \ S;R) + C
si
k (Z;R) ⊆ C
si
k (Y ;R).
2.2 Cohomology
Cohomology is dual to homology. A cohomology theory over a commutative
ring R associates to any topological space Y (possibly satisfying conditions)
a sequence of R-modules H0(Y ;R), H1(Y ;R), . . . , with H0(∗;R) = R, and to
any continuous map f : Y1 → Y2 a sequence of morphisms f
∗ : Hk(Y2;R) →
Hk(Y1;R) for k = 0, 1, . . . , satisfying a package of properties we explain below.
As for homology, cohomology of topological spaces is homotopy invariant.
Some examples of cohomology theories are singular cohomology [16, §VII.2],
[69, §44], [78, §5.4], Cˇech cohomology [16, §IX], [69, §73], Alexander–Spanier
cohomology [78, §6], de Rham cohomology of manifolds [8, §V], and sheaf co-
homology H∗(Y,RY ) as in §2.5. This section concerns cohomology groups only
as R-modules; the ring structure on cohomology will be discussed in §2.6. Here
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is the analogue of Axiom 2.1.
Axiom 2.7 (Eilenberg–Steenrod axioms for cohomology of manifolds). Let C
be as in Axiom 2.1, and write Cop for the opposite category. Fix a commutative
ring R. A cohomology theory over R assigns the data:
(a) For each object (Y, Z) in C and each k ∈ Z, an R-module Hk(Y, Z;R).
For brevity we write Hk(Y ;R) = Hk(Y, ∅;R).
(b) For each object (Y, Z) in C and each k ∈ Z, an R-module morphism
d : Hk(Z;R)→ Hk+1(Y, Z;R), called the connecting morphism.
(c) For each morphism f : (Y1, Z1) → (Y2, Z2) in C and each k ∈ Z, an
R-module morphism f∗ : Hk(Y2, Z2;R)→ Hk(Y1, Z1;R).
All this data must satisfy the axioms:
(i) (Functoriality.) For each k ∈ Z, mapping (Y, Z) to Hk(Y, Z;R) and f :
(Y1, Z1)→ (Y2, Z2) to f∗ : Hk(Y2, Z2;R)→ Hk(Y1, Z1;R) gives a functor
Cop → R-mod, where R-mod is the abelian category of R-modules.
(ii) (Exactness.) For each (Y, Z) ∈ C, write i : (Z, ∅)→ (Y, ∅) and j : (Y, ∅)→
(Y, Z) for the morphisms in C induced by the inclusion Z →֒ Y and the
identity idY : Y → Y . Then the following is exact in R-mod:
· · · // Hk−1(Z;R)
d // Hk(Y, Z;R)
j∗ // Hk(Y ;R)
i∗ // Hk(Z;R) // · · · . (2.10)
(iii) (Functoriality of d.) For each f : (Y1, Z1)→ (Y2, Z2) in C and k ∈ Z, the
following commutes:
Hk−1(Z2;R)
f |∗Z1
d
// Hk(Y2, Z2;R)
f∗ 
Hk−1(Z1;R)
d // Hk(Y1, Z1;R).
(iv) (Homotopy.) Suppose (Y1, Z1), (Y2, Z2) ∈ C, and g : Y1 × [0, 1] → Y2
is smooth with g(Z1 × [0, 1]) ⊆ Z2. Define f, f
′ : Y1 → Y2 by f(y) =
g(y, 0) and f ′(y) = g(y, 1) for y ∈ Y1. Then f∗ = f ′∗ : Hk(Y2, Z2;R) →
Hk(Y1, Z1;R) for all k ∈ Z.
(v) (Excision.) Suppose (Y, Z) ∈ C, and S ⊆ Z is closed in Y , so the inclusion
j : Y \ S →֒ Y is a morphism j : (Y \ S,Z \ S) → (Y, Z) in C. Then
j∗ : Hk(Y, Z;R)→ Hk(Y \ S,Z \ S;R) is an isomorphism for all k ∈ Z.
(vi) (Additivity Axiom.) Suppose (Y, Z) ∈ C with Y =
∐
a∈A Ya for A a
countable indexing set and each Ya open and closed in Y , and set Za =
Z ∩ Ya. Then for all k ∈ Z we have canonical isomorphisms
Hk(Y, Z;R) ∼=
∏
a∈AH
k(Ya, Za;R), (2.11)
compatible with the morphisms i∗a : H
k(Y, Z;R) → Hk(Ya, Za;R) for
a ∈ A induced by the inclusion ia : (Ya, Za) →֒ (Y, Z).
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(vii) (Dimension Axiom.) When Y = ∗ is the point we have H0(∗;R) ∼= R and
Hk(∗;R) = 0 for all k 6= 0.
Note that direct sums in (2.2) are replaced by direct products in (2.11), as
in (2.3)–(2.4). Here is the analogue of Theorem 2.3, also proved in §6.1.
Theorem 2.8. Any two cohomology theories H∗(Y, Z;R), H˜∗(Y, Z;R) satisfy-
ing Axiom 2.7 over the same commutative ring R are canonically isomorphic.
As in Remark 2.2(g), any cohomology theory H∗(−;R) satisfying Axiom 2.7
has Hk(Y, Z;R) = Hk(Y ;R) = 0 for all Y, Z and k < 0, so many authors define
cohomology as functors Hk(−;R) for k ∈ N rather than k ∈ Z.
Example 2.9. Let K be a field, and suppose we are given a homology theory
over R = K in the sense of Axiom 2.1, with homology groups Hk(Y, Z;K). For
all (Y, Z) ∈ C and k > 0, define Hk(Y, Z;K) = Hk(Y, Z;K)∗ to be the dual
K-vector space. Let d : Hk−1(Z;K) → Hk(Y, Z;K) be the dual linear map
to ∂ : Hk(Y, Z;K) → Hk−1(Z;K), and for f : (Y1, Z1) → (Y2, Z2), let f∗ :
Hk(Y2, Z2;K) → Hk(Y1, Z1;K) be dual to f∗ : Hk(Y1, Z1;K) → Hk(Y2, Z2;K).
Then Axiom 2.1(i)–(vii) imply Axiom 2.7(i)–(vii) by duality. So the dual of a
homology theory over a field K is a cohomology theory over K.
Note that for the Additivity Axioms (vi), this is subtle. If Va, a ∈ A is a
family of K-vector spaces, using (2.3)–(2.4) we define a canonical isomorphism[⊕
a∈A Va
]
∗ ∼=
∏
a∈A(V
∗
a ).
But as we can have V 6∼= (V ∗)∗ for infinite-dimensional K-vector spaces V , in
general for A infinite we may have[∏
a∈A Va
]
∗ 6∼=
⊕
a∈A(V
∗
a ).
Thus, the dual of a cohomology theory over K is not a homology theory, and
Hk(Y, Z;K) 6∼= Hk(Y, Z;K)∗ when Hk(Y, Z;K) is infinite-dimensional.
Following [16, §VII.2], [69, §44], [78, §5.4] we define singular cohomology of
topological spaces, which is dual to singular homology in Example 2.4.
Example 2.10. Fix a commutative ring R. Let Y be a topological space
and Z ⊆ Y a subspace. Then Example 2.4 defines the singular chain complex(
Csi∗ (Y, Z;Z), ∂
)
over Z. For each k > 0, define an R-module Cksi(Y, Z;R) =
HomZ
(
Csik (Y, Z;Z), R
)
of singular cochains.
For k > 0 define d : Cksi(Y, Z;R) → C
k+1
si (Y, Z;R) by dα = α ◦ ∂, for
α : Csik (Y, Z;Z) → R and ∂ : C
si
k+1(Y, Z;Z) → C
si
k (Y, Z;Z) as in Example 2.4.
Then d2 = 0 as ∂2 = 0, so
(
C∗si(Y, Z;R), d
)
is a cochain complex of R-modules.
Define the singular cohomology Hksi(Y, Z;R) to be the k
th cohomology group of(
C∗si(Y, Z;R), d
)
. Starting with (2.7) for R = Z and applying HomZ(−, R) gives
a short exact sequence of cochain complexes
0 //
(
C∗si(Y, Z;R), d
)
//
(
C∗si(Y ;R), d
)
//
(
C∗si(Z;R), d
)
// 0.
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In the usual way this induces a long exact sequence (2.10) on (relative) singular
cohomology, and defines the morphisms d : Hksi(Y, Z;R)→ H
k+1
si (Z;R).
Suppose f : Y1 → Y2 is a continuous map of topological spaces, and Z1 ⊆ Y1
with f(Z1) ⊆ Z2 ⊆ Y2. Then Example 2.4 defines f∗ :
(
Csi∗ (Y1, Z1;Z), ∂
)
→(
Csi∗ (Y2, Z2;Z), ∂
)
. Applying HomZ(−, R) gives a morphism of cochain com-
plexes f∗ :
(
C∗si(Y2, Z2;R), d
)
→
(
C∗si(Y1, Z1;R), d
)
. Let f∗ : Hksi(Y2, Z2;R) →
Hksi(Y1, Z1;R) be the induced morphism on k
th cohomology groups.
As in [16, §VII], [69, §44], [78, §5.4], singular cohomology satisfies Axiom 2.7
for topological spaces, and therefore also for manifolds.
Note that although singular chains in Csik (Y ;R) are simple objects – finite
R-linear combinations of continuous maps σ : ∆k → Y – singular cochains in
Cksi(Y ;R) are Z-linear maps C
si
k (Y ;Z)→ R, where C
si
k (Y ;Z) is generally huge,
so singular cochains are difficult to write down and work with explicitly.
Example 2.11. Fix a commutative ring R. Let Y be a smooth manifold and
Z ⊆ Y an open set. Then Example 2.5 defines the smooth singular chain com-
plex
(
Cssi∗ (Y, Z;Z), ∂
)
over Z, a subcomplex of
(
Csi∗ (Y, Z;Z), ∂
)
in Example 2.4.
For each k > 0, define an R-module Ckssi(Y, Z;R) = HomZ
(
Cssik (Y, Z;Z), R
)
of
smooth singular cochains. Define d : Ckssi(Y, Z;R) → C
k+1
ssi (Y, Z;R) as in Ex-
ample 2.10, and let the smooth singular cohomology Hkssi(Y, Z;R) be the k
th
cohomology group of
(
C∗ssi(Y, Z;R), d
)
. Define d : Hkssi(Y, Z;R)→ H
k+1
ssi (Z;R)
and f∗ : Hkssi(Y2, Z2;R) → H
k
ssi(Y1, Z1;R) for f : (Y1, Z1) → (Y2, Z2) a mor-
phism in C as in Example 2.10.
Example 2.5 gives an inclusion
(
Cssi∗ (Y, Z;Z), ∂
)
→֒
(
Csi∗ (Y, Z;Z), ∂
)
of chain
complexes inducing isomorphisms Hssik (Y, Z;Z) → H
si
k (Y, Z;Z) on homology.
Applying Hom(−, R) gives a surjection
(
C∗si(Y, Z;R), d
)
։
(
C∗ssi(Y, Z;R), d
)
inducing isomorphisms Hksi(Y, Z;R) → H
k
ssi(Y, Z;R) on cohomology. These
isomorphisms commute with d, f∗. Thus, since singular cohomology satisfies
Axiom 2.5, smooth singular cohomology also satisfies Axiom 2.5.
We discuss de Rham cohomology, as in Bott and Tu [7, §I] and Bredon [8, §V].
Example 2.12. Work over R = R. Let Y be a smooth manifold. Define the
de Rham cochains CkdR(Y ;R) = C
∞(ΛkT ∗Y ), the smooth k-forms on Y , for
k = 0, 1, 2, . . . , where CkdR(Y ;R) = 0 for k > dimY . Define d : C
k
dR(Y ;R) →
Ck+1dR (Y ;R) to be the usual exterior derivative on k-forms. Then
(
C∗dR(Y ;R), d
)
is a cochain complex over R. Define the de Rham cohomology group HkdR(Y ;R)
to be the kth cohomology group of
(
C∗dR(Y ;R), d
)
.
Let Z ⊆ Y be open. As in [7, p. 78-79], define the relative de Rham cochains
CkdR(Y, Z;R) = C
∞(ΛkT ∗Y )⊕ C∞(Λk−1T ∗Z), (2.12)
and define d : CkdR(Y, Z;R)→ C
k+1
dR (Y, Z;R) by d(α, β) = (dα, α|Z −dβ). Then(
C∗dR(Y, Z;R), d
)
is a cochain complex over R. Define HkdR(Y, Z;R) to be the
kth cohomology group of
(
C∗dR(Y, Z;R), d
)
. Then [7, Prop. 6.49] says that (2.10)
is exact, where d : Hk−1dR (Z;R)→ H
k
dR(Y, Z;R) maps d : [β] 7→ [0, β].
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If f : (Y1, Z1) → (Y2, Z2) is a morphism in C, define f∗ : CkdR(Y2, Z2;R) →
CkdR(Y1, Z1;R) by f
∗ : (α, β) 7→ (f∗(α), f∗(β)). Then f∗ ◦ d = d ◦ f∗, so f∗ in-
duces morphisms of cohomology groups f∗ : HkdR(Y2, Z2;R)→ H
k
dR(Y1, Z1;R).
One can show as in [8, §V] that de Rham cohomology satisfies Axiom 2.7,
and so Theorem 2.8 implies that de Rham cohomology is canonically isomorphic
to (smooth) singular cohomology over R in Examples 2.10 and 2.11. Thus, for
each manifold Y we have functorial isomorphisms
HkdR(Y ;R)
∼= Hkssi(Y ;R). (2.13)
We can realize these at the level of cochain complexes: define
Π : CkdR(Y ;R) −→ C
k
ssi(Y ;R) by Π(ω) :
∑
i∈I
aiσi 7−→
∑
i∈I
ai
∫
∆k
σ∗i (ω) (2.14)
for all ω ∈ CkdR(Y ;R) = C
∞(ΛkT ∗Y ) and
∑
i∈I aiσi ∈ C
ssi
k (Y ;Z), so that I is
finite, ai ∈ Z and σi : ∆k → Y is smooth for i ∈ I. Clearly, Π(ω) is a Z-linear
map Cssik (Y ;Z) → R, so that Π(ω) ∈ C
k
ssi(Y ;R). Then Π ◦ d = d ◦ Π, so that
Π :
(
C∗dR(Y ;R), d
)
→
(
C∗ssi(Y ;R), d
)
is a morphism of cochain complexes, and
induces Π∗ : H
∗
dR(Y ;R) → H
∗
ssi(Y ;R), which are isomorphisms as in (2.13).
This is known as de Rham’s Theorem, and is proved directly in [8, §V.9].
2.3 Compactly-supported cohomology
Compactly-supported cohomology H∗cs(Y ;R) (or cohomology of the second kind)
is a variation on cohomologyH∗(Y ;R). Some compactly-supported cohomology
theories are compactly-supported singular cohomology [31, §3.3], [78, p. 323],
compactly-supported Alexander–Spanier cohomology [58, §1], [78, p. 320], com-
pactly-supported de Rham cohomology of manifolds [7, §1.1], and compactly-
supported sheaf cohomology H∗cs(Y,RY ) as in §2.5.
For (nice) Hausdorff topological spaces Y we can define compactly-supported
cohomology using relative cohomology, by
Hkcs(Y ;R)
∼= Hk(Y ∐ {∞}, {∞};R), (2.15)
where Y ∐ {∞} is the one-point compactification of Y , with open sets U for
U ⊆ Y open and U ∐ {∞} for U ⊆ Y with Y \ U compact. An alternative to
(2.15) is the more complicated formula
Hkcs(Y ;R)
∼= lim−→Z ⊆ Y : Y \ Z is compactH
k(Y, Z;R). (2.16)
Here lim−→ is a direct limit in the category R-mod. That is, for each open set
Z ⊆ Y with Y \ Z compact there is a natural R-module morphism
IY,Z : H
k(Y, Z;R) −→ Hkcs(Y ;R), (2.17)
and if Z2 ⊆ Z1 ⊆ Y with Y \ Z1, Y \ Z2 compact then the following commutes:
Hk(Y, Z1;R)
IY,Z1
//
id∗Y
,,❨❨❨❨❨
❨❨❨❨❨❨
Hkcs(Y ;R),
Hk(Y, Z2;R)
IY,Z2
22❢❢❢❢❢❢❢❢❢❢❢
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where id∗Y : H
k(Y, Z1;R) → Hk(Y, Z2;R) comes from idY : (Y, Z2) → (Y, Z1)
in C by Axiom 2.7(c), and Hkcs(Y ;R) is universal with these properties.
For compactly-supported cohomology of manifolds Y , equation (2.16) may
be more useful than (2.15), since Y, Z in (2.16) are manifolds, but Y ∐ {∞} in
(2.15) is usually not a manifold.
Later we will define some new cohomology theories of manifoldsMH∗(−;R),
MH∗Q(−;R),MH
∗
dR(−;R), and corresponding compactly-supported cohomol-
ogy theories of manifolds MH∗cs(−;R),MH
∗
cs,Q(−;R),MH
∗
cs,dR(−;R). We will
first proveMH∗(−;R), . . . satisfy Axiom 2.7, and so are canonically isomorphic
to conventional cohomology of manifolds by Theorem 2.8. Then we will use facts
about sheaf cohomology in §2.5 to deduce that MH∗cs(−;R), . . . are canonically
isomorphic to conventional compactly-supported cohomology of manifolds.
Because of this, we will not need an axiomatic characterization of compactly-
supported cohomology (see Petkova [71] and Skljarenko [76] for results of this
type), or even a formal definition. For simplicity, we will also not discuss relative
compactly-supported cohomology, as we will not need it.
Here are some useful properties of compactly-supported cohomology of man-
ifolds. It is not intended to be a complete definition, or an axiomatization.
Property 2.13. Let R be a commutative ring, and fix a cohomology theory
of manifolds H∗(−;R) as in §2.2. A compactly-supported cohomology theory
of manifolds H∗cs(−;R) gives an R-module H
k
cs(Y ;R) for each manifold Y and
k ∈ N, in a direct limit with morphisms IY,Z as in (2.16)–(2.17). Furthermore:
(a) There are natural R-module morphisms Π : Hkcs(Y ;R)→ H
k(Y ;R) for all
Y, k. If Y is compact then Π : Hkcs(Y ;R)→ H
k(Y ;R) is an isomorphism.
In terms of the direct limit (2.16), Π is the unique morphism such that
the following commutes for all Z ⊆ Y with Y \ Z compact:
Hk(Y, Z;R)
IY,Z ,,❳❳
❳❳❳❳❳❳
❳❳❳ id∗Y
// Hk(Y ;R).
Hkcs(Y ;R)
Π
33❢❢❢❢❢❢❢❢❢❢❢
(b) Let f : Y1 → Y2 be a proper, smooth map of manifolds, and k ∈ N. Then
there is a unique R-module morphism f∗ : Hkcs(Y2;R)→ H
k
cs(Y1;R) such
that the following commutes for all Z2 ⊆ Y2 with Y2 \ Z2 compact:
Hk(Y2, Z2;R)
f∗
IY2,Z2
// Hkcs(Y2;R)
f∗ 
Hk(Y1, f
−1(Z2);R)
I
Y1,f
−1(Z2) // Hkcs(Y1;R).
Here we need f proper to ensure that Y1 \ f−1(Z2) is compact. The
following also commutes:
Hkcs(Y2;R)
f∗
Π
// Hk(Y2;R)
f∗ 
Hkcs(Y1;R)
Π // Hk(Y1;R).
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If f : Y1 → Y2, g : Y2 → Y3 are proper, smooth maps then (g◦f)∗ = f∗◦g∗ :
Hkcs(Y3;R) → H
k
cs(Y1;R). That is, compactly-supported cohomology is a
contravariant functor under proper, smooth maps f : Y1 → Y2.
(c) Let Y be a manifold, U ⊆ Y an open set, and k ∈ N. Write i : U →֒
Y for the inclusion. Then there is a unique R-module morphism i∗ :
Hkcs(U ;R) → H
k
cs(Y ;R) such that the following commutes for all Z ⊆ Y
with Y \ Z compact and Y = U ∪ Z, writing Z ′ = U ∩ Z and S = Y \ U :
Hk(Y \ S,Z \ S;R) = Hk(U,Z ′;R)
(e∗)−1
IU,Z′
// Hkcs(U ;R)
i∗ 
Hk(Y, Z;R)
IY,Z // Hkcs(Y ;R).
Here e∗ : Hk(Y, Z;R)→ Hk(Y \S,Z \S;R) is an isomorphism by Axiom
2.7(v) (excision), with e : Y \ S →֒ Y the inclusion.
If j : U ′ →֒ U is an inclusion of open sets then (i ◦ j)∗ = i∗ ◦ j∗ :
Hkcs(U
′;R) → Hkcs(Y ;R). That is, compactly-supported cohomology is
a covariant functor under inclusions of open sets i : U →֒ Y .
(d) (Homotopy.) Unlike (co)homology, compactly-supported cohomology is
not homotopy invariant (although it is invariant under proper homo-
topies). For example, Hncs(R
n;R) = R and Hkcs(R
n;R) = 0 for k 6= n,
though the homotopy type of Rn is independent of n.
(e) (Additivity Axiom.) Suppose Y is a manifold with Y =
∐
a∈A Ya for A
a countable indexing set and each Ya open and closed in Y . Then for all
k > 0 we have canonical isomorphisms
Hkcs(Y ;R)
∼=
⊕
a∈AH
k
cs(Ya;R),
compatible with the morphisms (ia)∗ : H
k
cs(Ya;R)→ H
k
cs(Y ;R) for a ∈ A
induced by the inclusion ia : Ya →֒ Y .
(f) (Dimension Axiom.) When Y = ∗ is the point we have H0cs(∗;R)
∼= R and
Hkcs(∗;R) = 0 for all k 6= 0.
Any two such compactly-supported cohomology theories H∗cs(−;R), H˜
∗
cs(−;R)
over the same ring R are canonically isomorphic, as in Theorem 2.8. We can
also take Hkcs(Y ;R) to be defined for k ∈ Z rather than k ∈ N, but then
Hkcs(Y ;R) = 0 for k < 0.
Remark 2.14. (a) We can combine the two kinds of functoriality in Prop-
erty 2.13(b),(c) as follows. Write Manpr for the category with objects smooth
manifolds Y , and with morphisms f : Y1 → Y2 pairs f = (Y ′1 , f) with Y
′
1 ⊆ Y1
an open set, and f : Y ′1 → Y2 a smooth proper map. Composition of mor-
phisms f = (Y ′1 , f) : Y1 → Y2 and g = (Y
′
2 , g) : Y2 → Y3 is g ◦ f :=(
f−1(Y ′2), g ◦ f |f−1(Y ′2 )
)
: Y1 → Y3. Identities are idY = (Y, idY ) : Y → Y .
For each f : Y1 → Y2 inManpr, define f∗ : Hkcs(Y2;R)→ H
k
cs(Y1;R) by f
∗ =
i∗ ◦ f∗, where f∗ : Hkcs(Y2;R) → H
k
cs(Y
′
1 ;R) and i∗ : H
k
cs(Y
′
1 ;R) → H
k
cs(Y1;R)
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are as in Property 2.13(b),(c). Then mapping Y 7→ Hkcs(Y ;R) and f 7→ f
∗
defines a functor (Manpr)
op → R-mod, similar to Axiom 2.7(i).
(b) We interpret the category Manpr in terms of the one-point compact-
ifications Y ∐ {∞} of manifolds Y , as used in (2.15). Given a morphism
f = (Y ′1 , f) : Y1 → Y2 inManpr, define a map f˜ : Y1∐{∞} → Y2∐{∞} between
the one-point compactifications of Y1, Y2 by f˜(y) = f(y) if y ∈ Y ′1 ⊆ Y1, and
f˜(y) =∞ if y ∈ Y1 \Y ′1 , and f˜(∞) =∞. Then Y
′
1 open and f proper imply that
f˜ is continuous. This establishes a functorial 1-1 correspondence between mor-
phisms f : Y1 → Y2 in Manpr, and continuous maps f˜ : Y1 ∐ {∞} → Y2 ∐ {∞}
with f˜(∞) =∞ which are smooth on f˜−1(Y2) ⊆ Y1.
Following Hatcher [31, p. 233] and Spanier [78, p. 323] we define compactly-
supported singular cohomology:
Example 2.15. Let Y be a smooth manifold, R a commutative ring and
k > 0. Example 2.4 defined Csik (Y ;Z), and Example 2.10 defined C
k
si(Y ;R) =
HomZ
(
Csik (Y ;Z), R
)
. Define the compactly-supported singular cochains to be
Ckcs,si(Y ;R) =
{
α ∈ Cksi(Y ;R) : there exists a compact K ⊆ Y
such that if γ ∈ Csik (Y \K;Z) ⊆ C
si
k (Y ;Z) then α(γ) = 0
}
.
It is an R-submodule of Cksi(Y ;R). Define d : C
k
cs,si(Y ;R)→ C
k+1
cs,si (Y ;R) to be
the restriction of d : Cksi(Y ;R)→ C
k+1
si (Y ;R), so that
(
C∗cs,si(Y ;R), d
)
is a sub-
complex of
(
C∗si(Y ;R), d
)
. Define the compactly-supported singular cohomology
Hkcs,si(Y ;R) to be the k
th cohomology group of
(
C∗cs,si(Y ;R), d
)
.
Example 2.16. Define compactly-supported smooth singular cochains and coho-
mology
(
C∗cs,ssi(Y ;R), d
)
, H∗cs,ssi(Y ;R) as in Example 2.15, but using the smooth
versions Cssik (Y ;Z), C
k
ssi(Y ;R) from Examples 2.5 and 2.11.
We also define compactly-supported de Rham cohomology, as in [7, §1.1].
Example 2.17. Work over R = R. Let Y be a smooth manifold, and k > 0.
Call a smooth k-form α on Y compactly-supported if the (closed) support suppα
of α is a compact subset of Y . Equivalently, α is compactly-supported if there
exists an open set Z ⊆ Y with α|Z = 0 and Y \ Z compact.
Define the compactly-supported de Rham cochains Ckcs,dR(Y ;R) to be the
vector subspace of compactly-supported k-forms α in C∞(ΛkT ∗Y ). Define
d : Ckcs,dR(Y ;R) → C
k+1
cs,dR(Y ;R) to be the usual exterior derivative on k-
forms. Then
(
C∗cs,dR(Y ;R), d
)
is a cochain complex over R, a subcomplex of(
C∗dR(Y ;R), d
)
in Example 2.12. Define the compactly-supported de Rham coho-
mology group Hkcs,dR(Y ;R) to be the k
th cohomology group of
(
C∗cs,dR(Y ;R), d
)
.
The morphism Π :
(
C∗dR(Y ;R), d
)
→
(
C∗ssi(Y ;R), d
)
in (2.14) maps Π :(
C∗cs,dR(Y ;R), d
)
→
(
C∗cs,ssi(Y ;R), d
)
, and induces the natural isomorphisms
Π∗ : H
∗
cs,dR(Y ;R)→ H
∗
cs,ssi(Y ;R).
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2.4 Locally finite homology
We can also ask whether there is a variation on homology in §2.1, which is analo-
gous to compactly-supported cohomology in §2.3 as a variation on cohomology in
§2.2. Ordinary homology is already compactly-supported, though ordinary co-
homology is not. There is such a variation, called locally finite homology [28,35],
or homology with closed supports [14], or homology of the second kind [71, 76],
or Borel–Moore homology [6, 37]. We recommend Hughes and Ranicki [35, §3]
for an introduction. We will write locally finite homology as H lf∗ (Y ;R).
Some examples of locally finite homology theories are locally finite singular
homology [35, §3], Borel–Moore homology [6], Massey’s version of Alexander–
Spanier homology [58, §I], and hypercohomology H−∗(Y, ωY ) of the dualizing
complex ωY , as in §2.5. Axioms for locally finite homology are given by Eilen-
berg and Steenrod [16, §X.7], Petkova [71], and Skljarenko [76].
As for Property 2.13, here are some useful properties of locally finite homol-
ogy of manifolds. This is not a definition or an axiomatization.
Property 2.18. Let R be a commutative ring, and fix a homology theory of
manifolds H∗(−;R) as in §2.2. A locally finite homology theory of manifolds
H lf∗ (−;R) gives an R-module H
lf
k (Y ;R) for each manifold Y and k ∈ N. Fur-
thermore:
(a) There are natural R-module morphisms Π : Hk(Y ;R)→ H
lf
k (Y ;R) for all
Y, k. If Y is compact then Π : Hk(Y ;R)→ H lfk (Y ;R) is an isomorphism.
(b) Let f : Y1 → Y2 be a proper, smooth map of manifolds, and k ∈ N. Then
there is a natural R-module morphism f∗ : H
lf
k (Y1;R)→ H
lf
k (Y2;R). The
following also commutes:
Hk(Y1;R)
f∗
Π
// H lfk (Y1;R)
f∗ 
Hk(Y2;R)
Π // H lfk (Y2;R).
If f : Y1 → Y2, g : Y2 → Y3 are proper, smooth maps then (g ◦ f)∗ =
g∗ ◦ f∗ : H lfk (Y1;R) → H
lf
k (Y3;R). That is, locally finite homology is a
covariant functor under proper, smooth maps f : Y1 → Y2.
(c) Let Y be a manifold, U ⊆ Y an open set, and k ∈ N. Write i : U →֒
Y for the inclusion. Then there is a natural R-module morphism i∗ :
H lfk (Y ;R) → H
lf
k (U ;R). If j : U
′ →֒ U is another inclusion of open sets
then (i ◦ j)∗ = j∗ ◦ i∗ : H lfk (Y ;R) → H
lf
k (U
′;R). That is, locally finite
homology is a contravariant functor under open inclusions i : U →֒ Y .
As in Remark 2.14(a), we can combine these two forms of functoriality in
(b),(c) to define a functor Manpr → R-mod mapping Y 7→ H lfk (Y ;R).
(d) (Homotopy.) Locally finite homology is not homotopy invariant (although
it is invariant under proper homotopies). For example, H lfn (R
n;R) =
R and H lfk (R
n;R) = 0 for k 6= n, though the homotopy type of Rn is
independent of n.
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(e) (Additivity Axiom.) Suppose Y is a manifold with Y =
∐
a∈A Ya for A
a countable indexing set and each Ya open and closed in Y . Then for all
k > 0 we have canonical isomorphisms
H lfk (Y ;R)
∼=
∏
a∈AH
lf
k (Ya;R),
compatible with the morphisms (ia)
∗ : H lfk (Y ;R)→ H
lf
k (Ya;R) for a ∈ A
induced by the inclusion ia : Ya →֒ Y .
(f) (Dimension Axiom.) When Y = ∗ is the point we have H lf0 (∗;R)
∼= R and
H lfk (∗;R) = 0 for all k 6= 0.
(g) (Field coefficients.) When R is a field K, we have canonical isomorphisms
H lfk (Y ;K)
∼= Hkcs(Y ;K)
∗
for all Y, k, as for the duality of (co)homology over K in Example 2.9,
though note that homology and cohomology are exchanged. Under these
isomorphisms, Π, f∗, i
∗ above are dual to Π, f∗, i∗ in Property 2.13.
Also in this case we may write H lfk (Y ;K) as an inverse limit of relative
homology groups, in a similar way to (2.16), by
H lfk (Y ;K)
∼= lim←−
Z⊆Y : Y \ Z compact
Hk(Y, Z;K). (2.18)
However, the analogue of (2.18) for general commutative rings R is false.
(h) As in [35, §7], if Y is forward tame (a condition of being ‘nice at infinity’,
which holds if Y is the interior of a compact manifold with boundary Y¯ ),
then in a similar way to (2.15) we have
H lfk (Y ;R)
∼= Hk(Y ∐ {∞}, {∞};R), (2.19)
where Y ∐ {∞} is the one-point compactification of Y . However, (2.19)
fails for general Y , such as the 0-manifold Y = N, [35, Ex. 3.18].
(i) (Fundamental classes.) Let Y be an oriented manifold of dimension m,
not necessarily compact. Then there is a natural fundamental class [[Y ]]
in H lfm(Y ;R). If R has characteristic 2 (e.g. R = Z2) then [[Y ]] exists
even if Y is not oriented. If Y is compact then H lfm(Y ;R) = Hm(Y ;R), so
[[Y ]] ∈ Hm(Y ;R) as in Remark 2.2(f).
Any two such locally finite homology theories of manifolds H lf∗ (−;R), H˜
lf
∗ (−;R)
over the same ring R are canonically isomorphic, as in Theorem 2.3. We can also
define H lfk (Y ;R) for k∈Z rather than k∈N, but then H
lf
k (Y ;R)=0 for k < 0.
The next two examples define locally finite singular homology H lf,si∗ (Y ;R),
following Hughes and Ranicki [35, Def. 3.1] and generalizingHsi∗ (Y ;R) in Exam-
ple 2.4, and locally finite smooth singular homology H lf,ssi∗ (Y ;R), generalizing
Hssi∗ (Y ;R) in Example 2.5.
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Example 2.19. Let Y be a topological space, R a commutative ring, and
k > 0. Consider formal sums
∑
i∈I ρi σi, where I is an indexing set, ρi ∈ R,
and σi : ∆k → Y is a continuous map for i ∈ I. We call
∑
i∈I ρi σi locally finite
if any y ∈ Y has an open neighbourhood U ⊆ Y such that U ∩ σi(∆k) 6= ∅ for
only finitely many i ∈ I. Define the locally finite singular chains C lf,sik (Y ;R) to
be the R-module of locally finite sums
∑
i∈I ρi σi, with the obvious notions of
equality of sums, addition, and scalar multiplication.
Note that Csik (Y ;R) in Example 2.4 is the R-submodule of
∑
i∈I ρi σi in
C lf,sik (Y ;R) with I finite. Write Π : C
si
k (Y ;R) →֒ C
lf,si
k (Y ;R) for the inclusion.
As in [35, Prop. 3.16(i)], if Y is locally compact we may write C lf,sik (Y ;R) as
the inverse limit
C lf,sik (Y ;R) = lim←−Z : Z ⊆ Y , Y \ Z is compact
Csik (Y, Z;R).
Define ∂ : C lf,sik (Y ;R) → C
lf,si
k−1(Y ;R) as in (2.6). Then ∂
2 = 0, and locally
finite singular homology H lf,si∗ (Y ;R) is the homology of
(
C lf,si∗ (Y ;R), ∂
)
, that is,
H lf,sik (Y ;R) =
Ker
(
∂ : C lf,sik (Y ;R) −→ C
lf,si
k−1(Y ;R)
)
Im
(
∂ : C lf,sik+1(Y ;R) −→ C
lf,si
k (Y ;R)
) .
Then Π ◦ ∂ = ∂ ◦ Π : Csik (Y ;R) → C
lf,si
k−1(Y ;R), so these Π induce morphisms
Π : Hsik (Y ;R) →֒ H
lf,si
k (Y ;R), as in Property 2.18(a).
Let f : Y1 → Y2 be a proper map of topological spaces. Define the pushfor-
ward f∗ : C
lf,si
k (Y1;R)→ C
lf,si
k (Y2;R) by (2.8), where f proper implies that the
r.h.s. of (2.8) is a locally finite sum. Then f∗ ◦ ∂ = ∂ ◦ f∗, so the f∗ induce mor-
phisms f∗ : H
lf,si
k (Y1;R) →֒ H
lf,si
k (Y2;R), as in Property 2.18(b). Pushforwards
are covariantly functorial on both C lf,si∗ (Yi;R) and H
lf,si
∗ (Yi;R).
If i : U →֒Y is an open inclusion, the pullback i∗ :H lf,sik (Y ;R)→H
lf,si
k (U ;R)
in Property 2.18(c) does not have a nice expression at the chain level.
Example 2.20. Let Y be a manifold and R a commutative ring. We follow
Example 2.19, but using smooth singular chains σ : ∆k → Y as in Example
2.5. So we define the locally finite smooth singular chains C lf,ssik (Y ;R) to be the
R-module of locally finite sums
∑
i∈I ρi σi with σi : ∆k → Y smooth. Define
∂ : C lf,ssik (Y ;R) → C
lf,ssi
k−1 (Y ;R) as in (2.6), and define locally finite smooth
singular homology H lf,ssi∗ (Y ;R) to be the homology of
(
C lf,ssi∗ (Y ;R), ∂
)
.
The R-submodule of
∑
i∈I ρi σi in C
lf,ssi
k (Y ;R) with I finite is C
ssi
k (Y ;R)
in Example 2.5. Write Π : Cssik (Y ;R) →֒ C
lf,ssi
k (Y ;R) for the inclusions. They
induce morphisms Π : Hssik (Y ;R) →֒ H
lf,ssi
k (Y ;R). We also have
C lf,ssik (Y ;R) = lim←−Z : Z ⊆ Y , Y \ Z is compact
Cssik (Y, Z;R).
Let f : Y1 → Y2 be a proper smooth map of manifolds. Define the push-
forward f∗ : C
lf,ssi
k (Y1;R) → C
lf,ssi
k (Y2;R) by (2.8). The f∗ induce morphisms
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f∗ : H
lf,ssi
k (Y1;R) →֒ H
lf,ssi
k (Y2;R), as in Property 2.18(b). Pushforwards are
covariantly functorial on both C lf,ssi∗ (Yi;R) and H
lf,ssi
∗ (Yi;R).
Again, if i : U →֒ Y is an inclusion of an open set, the pullback i∗ :
H lf,ssik (Y ;R)→ H
lf,ssi
k (U ;R) in Property 2.18(c) does not have a nice expression
at the chain level. But we will explain pullbacks i∗ at the chain level for locally
finite sheaf smooth singular homology Hˆ lf,ssik (Y ;R) in Example 2.37 below.
The inclusion
(
C lf,ssi∗ (Y ;R), ∂
)
→֒
(
C lf,si∗ (Y ;R), ∂
)
induces morphisms on
homology H lf,ssi∗ (Y ;R) → H
lf,si
∗ (Y ;R). The argument of Bredon [8, §V.5 &
§V.9] shows that these are isomorphisms.
Suppose Y is oriented of dimension m, so that as in Property 2.18(i) it has
a fundamental class [[Y ]] ∈ H lf,ssim (Y ;R). As in Example 2.5 for Y compact, we
can construct this at the chain level as follows.
Choose a locally finite triangulation of Y which cuts it into smooth m-
simplices, which we write as σi : ∆m → Y for i in I, an indexing set. Here
each σi embeds ∆m into Y as a submanifold with corners. Write ǫi = 1 if σi
is orientation-preserving, and ǫi = −1 otherwise. Then
∑
i∈I ǫi σi is a locally
finite sum and lies in C lfm(Y ;R), and ∂
∑
i∈I ǫi σi = 0, since each boundary face
of each m-simplex σi(∆m) is cancelled by a boundary face of a neighbouring
m-simplex in the triangulation. The fundamental class is [[Y ]] =
[∑
i∈I ǫi σi
]
.
2.5 (Co)homology via sheaf cohomology
One can also define and study both the cohomology and the homology of topo-
logical spaces using sheaf cohomology. Sheaves are most commonly used in al-
gebraic geometry, as in Hartshorne [30, §II–§III] for instance, but they are also
important in topology and algebraic topology. Some books on sheaves and sheaf
cohomology from the point of view we need are Bredon [9], Dimca [14], Gelfand
and Manin [27], Godement [29], Iversen [37], Kashiwara and Schapira [49], and
Strooker [79]. We begin with the basic definitions of sheaf theory:
Definition 2.21. Let Y be a topological space, and R a commutative ring.
A presheaf of R-modules E on Y consists of the data of an R-module E(U) for
every open set U ⊆ Y , and a morphism of R-modules ρUV : E(U)→ E(V ) called
the restriction map for every inclusion V ⊆ U ⊆ Y of open sets, satisfying
(i) E(∅) = 0;
(ii) ρUU = idE(U) : E(U)→ E(U) for all open U ⊆ Y ; and
(iii) ρUW = ρVW ◦ ρUV : E(U)→ E(W ) for all open W ⊆ V ⊆ U ⊆ Y .
We often write s|V rather than ρUV (s), for s ∈ E(U).
A presheaf of R-modules E on Y is called a sheaf if it also satisfies
(iv) If U ⊆ Y is open, {Vi : i ∈ I} is an open cover of U , and s ∈ E(U) has
ρUVi(s) = 0 in E(Vi) for all i ∈ I, then s = 0 in E(U); and
(v) If U ⊆ Y is open, {Vi : i ∈ I} is an open cover of U , and we are given
elements si ∈ E(Vi) for all i ∈ I such that ρVi(Vi∩Vj)(si) = ρVj(Vi∩Vj)(sj)
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in E(Vi ∩ Vj) for all i, j ∈ I, then there exists s ∈ E(U) with ρUVi(s) = si
for all i ∈ I. This s is unique by (iv).
Suppose E ,F are presheaves or sheaves of R-modules on Y . A morphism
φ : E → F consists of a morphism of R-modules φ(U) : E(U) → F(U) for all
open U ⊆ Y , such that the following diagram commutes for all open V ⊆ U ⊆ Y
E(U)
φ(U)
//
ρUV 
F(U)
ρ′UV 
E(V )
φ(V ) // F(V ),
where ρUV is the restriction map for E , and ρ′UV the restriction map for F .
Definition 2.22. Let E be a presheaf of R-modules on Y . For each y ∈ Y ,
the stalk Ey is the direct limit of the R-modules E(U) for all y ∈ U ⊆ Y , via
the restriction maps ρUV . It is an R-module. A morphism φ : E → F induces
morphisms φy : Ey → Fy for all y ∈ Y . If E ,F are sheaves then φ is an
isomorphism if and only if φy is an isomorphism for all y ∈ Y .
Sheaves of R-modules on Y form an abelian category Sh(Y ;R). Thus we
have (category-theoretic) notions of when a morphism φ : E → F in Sh(Y ;R) is
injective or surjective, and when a sequence E → F → G in Sh(Y ;R) is exact.
Definition 2.23. Let E be a presheaf of R-modules on Y . A sheafification of E
is a sheaf of R-modules Eˆ on Y and a morphism π : E → Eˆ , such that whenever
F is a sheaf of R-modules on Y and φ : E → F is a morphism, there is a unique
morphism φˆ : Eˆ → F with φ = φˆ ◦ π. Sheafifications always exist, and are
unique up to canonical isomorphism. If π : E → Eˆ is a sheafification then the
induced morphisms on stalks πy : Ey → Eˆy are isomorphisms for all y ∈ Y .
Definition 2.24. Let f : Y → Z be a continuous map of topological spaces,
and E a sheaf of R-modules on Y . Define the pushforward (direct image) sheaf
f∗(E) on Z by
(
f∗(E)
)
(U) = E
(
f−1(U)
)
for all open U ⊆ V , with restriction
maps ρ′UV = ρf−1(U)f−1(V ) :
(
f∗(E)
)
(U)→
(
f∗(E)
)
(V ) for all open V ⊆ U ⊆ Z.
Then f∗(E) is a sheaf of R-modules on Z.
If φ : E → F is a morphism in Sh(Y ;R) we define f∗(φ) : f∗(E) → f∗(F)
by
(
f∗(φ)
)
(u) = φ
(
f−1(U)
)
for all open U ⊆ Z. Then f∗(φ) is a morphism in
Sh(Z;R), and f∗ is a functor Sh(Y ;R) → Sh(Z;R). It is a left exact functor
between abelian categories, but in general is not exact. For continuous maps
e : X → Y , f : Y → Z we have (f ◦ e)∗ = f∗ ◦ e∗.
Definition 2.25. Let f : Y → Z be a continuous map of topological spaces,
and E a sheaf of R-modules on Z. Define a presheaf of R-modules Pf−1(E) on
Y by
(
Pf−1(E)
)
(U) = lim−→A⊇f(U)E(A), where the direct limit is taken over all
open A ⊆ Z containing f(U), using the restriction maps ρAB in E . For open
V ⊆ U ⊆ Y , define ρ′UV :
(
Pf−1(E)
)
(U) →
(
Pf−1(E)
)
(V ) as the direct limit
of the morphisms ρAB in E for open B ⊆ A ⊆ Z with f(U) ⊆ A and f(V ) ⊆ B.
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Then we define the pullback (inverse image) f−1(E) to be the sheafification of
the presheaf Pf−1(E).
If φ : E → F is a morphism in Sh(Z;R), one can define a pullback morphism
f−1(φ) : f−1(E) → f−1(F). Then f−1 : Sh(Z;R) → Sh(Y ;R) is an exact
functor between abelian categories, which is left adjoint to f∗ : Sh(Y ;R) →
Sh(Z;R). That is, there are natural bijections
HomY
(
f−1(E),F
)
= HomZ
(
E , f∗(F)
)
(2.20)
for all E ∈ Sh(Z;R) and F ∈ Sh(Y ;R), with functorial properties. For contin-
uous maps e : X → Y , f : Y → Z we have (f ◦ e)−1 = e−1 ◦ f−1.
Definition 2.26. Let E be a presheaf of R-modules on Y , and suppose U ⊆ Y
is open and s ∈ E(U). We define the support supp s to be
supp s =
{
y ∈ U : sy 6= 0 in the stalk Ey
}
,
where sy is the germ of s at y. Then supp s is a closed subset of U .
We call the section s compactly-supported if there exists a compact subset
K ⊆ U with ρU(U\K)(s) = 0. Then supp s ⊆ K, so suppS is compact. We write
Ecs(U) for the R-submodule of compactly-supported s in E(U).
Remark 2.27. In Definition 2.26, if E is a sheaf then ρU(U\supp s)(s) = 0, so s
is compactly-supported if and only if supp s is compact. However, if E is only
a presheaf then we can have ρU(U\supp s)(s) 6= 0, and supp s can be compact
without s being compactly-supported, which may cause confusion.
Example 2.28. Let Y be a topological space, and R a commutative ring. For
open U ⊆ Y , write RY (U) for the R-module of locally constant functions s :
U → R. For open V ⊆U ⊆Y , define ρUV : RY (U) → RY (V ) by ρUV (s) = s|V .
Then RY is a sheaf of R-modules on Y , called the constant sheaf. The stalk
RY,y of RY at each y ∈ Y is RY,y ∼= R.
Let f : Y → Z be a continuous map of topological spaces. Definition
2.26 gives a presheaf Pf−1(RZ) on Y by
(
Pf−1(RZ)
)
(U) = limA⊇f(U)RZ(A).
We have natural morphisms RZ(A) → RY (U) mapping s 7→ s ◦ f for open
f(U) ⊆ A ⊆ Z, and these induce morphisms
(
Pf−1(RZ)
)
(U)→ RY (U), giving
a morphism of presheaves Pf−1(RZ) → RY , which factors through a unique
morphism f ♯ : f−1(RZ)→ RY from the sheafification f−1(RZ).
On the stalks at y ∈ Y , f ♯y : f
−1(RZ)y → RY,y is just id : R → R, so f ♯ :
f−1(RZ)→ RY is an isomorphism. Under the bijection (2.20), f ♯ corresponds to
a natural morphism f♯ : RZ → f∗(RY ), which is generally not an isomorphism.
Next we discuss sheaf cohomology.
Definition 2.29. Let Y be a topological space, R a commutative ring, and E
a sheaf of R-modules on Y . Then the sheaf cohomology groups Hk(Y, E) for
k = 0, 1, . . . and the compactly-supported sheaf cohomology groups Hkcs(Y, E) for
k = 0, 1, . . . , are R-modules. There are several equivalent ways to define them.
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One method, following [14,27,30,37,49,79], is to first define the global sections
functor ΓY : Sh(Y ;R) → R-mod and the compactly-supported global sections
functor Γcs,Y : Sh(Y ;R) → R-mod by ΓY (E) = E(Y ), Γcs,Y (E) = Ecs(Y )
on objects E , and ΓY (φ) = φ(Y ), Γcs,Y (φ) = φ(Y )|Ecs(Y ) on morphisms φ :
E → F . Then ΓY ,Γcs,Y : Sh(Y ;R) → R-mod are left exact functors of abelian
categories, and so have right derived functors RΓkY , RΓ
k
cs,Y : Sh(Y ;R)→ R-mod
for k = 0, 1, . . . (which we will not define). Then we write Hk(Y, E) = RΓkY (E)
and Hkcs(Y, E) = RΓ
k
cs,Y (E).
Alternatively, [9], [29, §II.4] define sheaf cohomology using Godement’s can-
onical resolution. For nice topological spaces (including manifolds), one can also
define sheaf cohomology using Cˇech cohomology [7, §10], [29, §II.5].
The relation to cohomology of topological spaces, as in §2.2–§2.3, is that as in
Bredon [9, §III], for sufficiently nice topological spaces Y (including manifolds),
with RY the constant sheaf from Example 2.28 we have canonical isomorphisms
Hk(Y ;R) ∼= Hk(Y,RY ) and H
k
cs(Y ;R)
∼= Hkcs(Y,RY ). (2.21)
Pullbacks f∗ : Hk(Z;R) → Hk(Y ;R) and f∗ : Hkcs(Z;R) → H
k
cs(Y ;R) for
(proper) continuous f : Y → Z can be written using f ♯ : f−1(RZ) → RY in
Example 2.28, by Hk(Z,RZ)→ Hk(Y, f−1(RZ))
f♯∗−→Hk(Y,RY ).
Often it is useful to work not with individual sheaves E , but with (bounded
below) complexes E• = (· · ·
d
−→Ek
d
−→Ek+1
d
−→ · · · ) of sheaves of R-modules
on Y in the derived category D+(Y ;R) := D+ Sh(Y ;R). Then one can define
hypercohomology groups Hk(Y, E•) and compactly-supported hypercohomology
groups Hkcs(Y, E
•) for k ∈ Z [14], which reduce to sheaf cohomology Hk(Y, E0),
Hkcs(Y, E
0) if E i = 0 for i 6= 0. Quasi-isomorphisms of complexes E• ≃ F• induce
isomorphisms Hk(Y, E•) ∼= Hk(Y,F•) and Hkcs(Y, E
•) ∼= Hkcs(Y,F
•).
For computing sheaf (hyper)cohomology groups, one often uses acyclic res-
olutions or soft resolutions, [9, §II.9], [27, §I.5], [29, §II.3.7], [79, §4.12].
Definition 2.30. Let Y be a paracompact, locally compact, Hausdorff topolog-
ical space (e.g. a manifold), R a commutative ring, and E a sheaf of R-modules
on Y . Then:
(a) We call E fine if given any open cover {Ui : i ∈ I} of Y , there exists a
family of morphisms φi : E → E in Sh(Y ;R) for i ∈ I such that for each
y ∈ Y , the restrictions to the stalks φi,y : Ey → Ey for i ∈ I are nonzero for
only finitely many i ∈ I and only if y ∈ Ui, and
∑
i∈I φi,y = id : Ey → Ey.
(b) If S ⊆ Y is closed, we write
Ecl(S) = lim−→U : S ⊆ U ⊆ Y , U is open in Y E(U), (2.22)
the direct limit of E(U) over open subsets U ⊆ Y containing S, using the
ρUV : E(U) → E(V ) for S ⊆ U ⊆ V ⊆ Y with U, V open. There are
restriction maps ρUS : E(U)→ Ecl(S) for all open U ⊆ Y with S ⊆ U .
We call E soft if ρY S : E(Y )→ Ecl(S) is surjective for all closed S ⊆ Y .
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(c) We call E c-soft if ρY S : E(Y ) → Ecl(S) is surjective for all compact
S ⊆ Y , where Ecl(S) is defined as in (2.22).
(d) We call E acyclic if Hk(Y, E) = 0 for all k > 0.
Then E fine implies E soft, implies E c-soft and acyclic, under our assumptions
on Y . If also Y is countable at infinity (the union of countably many compact
subsets), which holds for manifolds, then c-soft is equivalent to soft [49, Ex. II.6].
Roughly speaking, E is a fine sheaf if it has ‘partitions of unity’. If A is a fine
sheaf of R-algebras on Y , and E is a sheaf of modules over A, then E is fine.
Later we will also consider presheaves E which are soft or c-soft, defined as
in (b),(c). Again, soft implies c-soft.
Let E• = (· · ·
d
−→Ej
d
−→Ej+1
d
−→ · · · ) lie in D+(Y ;R) with Ej acyclic (e.g.
with Ej soft) for all j ∈ Z. Then there is a canonical isomorphism
H
k(Y, E•) ∼= Hk
(
· · ·
d
−→E j(Y )
d
−→E j+1(Y )
d
−→ · · ·
)
. (2.23)
Similarly, if the Ej are c-soft rather than acyclic (e.g. with Ej soft), there is a
canonical isomorphism
H
k
cs(Y, E
•) ∼= Hk
(
· · ·
d
−→E jcs(Y )
d
−→E j+1cs (Y )
d
−→ · · ·
)
. (2.24)
Now suppose E is a sheaf of R-modules on Y , and we can find an exact sequence
0 // E
i // F0
d // F1
d // F2
d // · · · (2.25)
in Sh(Y ;R) with F j soft for all j. Then i : E → F• is a quasi-isomorphism to
the soft resolution F• = (0→ F0
d
−→F1
d
−→ · · · ), so (2.23)–(2.24) give
Hk(Y, E) ∼= Hk
(
0 −→ F0(Y )
d
−→F1(Y )
d
−→F2(Y )
d
−→ · · ·
)
, (2.26)
Hkcs(Y, E)
∼= Hk
(
0 −→ F0cs(Y )
d
−→F1cs(Y )
d
−→F2cs(Y )
d
−→ · · ·
)
. (2.27)
We illustrate this using de Rham cohomology, as in Examples 2.12 and 2.17.
Example 2.31. Let Y be a smooth manifold. Write ΩkY for the sheaf of
smooth sections of ΛkT ∗Y , as a sheaf of R-vector spaces on Y , so that ΩkY (U) =
C∞(ΛkT ∗U) for open U ⊆ Y . Write d : ΩkY → Ω
k+1
Y for the exterior derivative,
and i : RY → Ω
0
Y for the inclusion of the locally constant functions Y → R into
the smooth functions. Then as in (2.25) we have a complex in Sh(Y ;R)
0 // RY
i // Ω0Y
d // Ω1Y
d // Ω2Y
d // · · · ,
which is exact by the Poincare´ Lemma. Also, because partitions of unity exist
in smooth functions on Y , the sheaves ΩkY are fine, and hence soft. So equations
(2.21) and (2.26)–(2.27) give
Hk(Y ;R) ∼= Hk
(
0→ C∞(Λ0T ∗Y )
d
−→C∞(Λ1T ∗Y )
d
−→ · · ·
)
=: HkdR(Y ;R),
Hkcs(Y ;R)
∼= Hk
(
0→ C∞cs (Λ
0T ∗Y )
d
−→C∞cs (Λ
1T ∗Y )
d
−→ · · ·
)
=: Hkcs,dR(Y ;R).
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Perhaps surprisingly, once can also write homology of topological spaces
in terms of sheaf cohomology. As in [14, §3.2], [27, §III.8], [37, §V–§VI], [49,
§III.3.1], for nice topological spaces Y and provided R is a noetherian ring, one
can define a dualizing complex ωY ∈ D+(Y ;R) with
Hk(Y ;R) ∼= H
−k
cs (Y, ωY ) and H
lf
k (Y ;R)
∼= H−k(Y, ωY ). (2.28)
For manifolds Y we can identify the dualizing complex:
Definition 2.32. Let Y be a manifold of dimension m. Write π : P → Y
for the principal Z2-bundle of orientations on Y , and σ : P → P for the free
Z2-action. For each open U ⊆ Y , define OY (U) to be the R-module of locally
constant functions s : π−1(U) → R with s ◦ σ|π−1(U)U = −s, and for open
V ⊆ U ⊆ Y define ρUV : OY (U)→ OY (V ) to map s 7→ s|π−1(V ). Then OY is a
sheaf of R-modules on Y called the orientation sheaf.
If U ⊆ Y is open, write U =
∐
i∈I Ui for the decomposition of U into
connected components Ui. Then elements α of OY (U) may equivalently be
written as formal sums α =
∑
i∈J ai oUi , where ai ∈ R and oUi is an orientation
on Ui for i ∈ J ⊆ I, with the convention that ai oUi = (−ai)(−oUi), with −oUi
the opposite orientation to oUi . If Ui for i ∈ I is not orientable then we must
have i /∈ J , or set ai = 0, in which case we do not need to choose oUi .
Then the dualizing complex ωY of Y satisfies ωY ≃ OY [m], so that
Hk(Y ;R) ∼= H
m−k
cs (Y,OY ) and H
lf
k (Y ;R)
∼= Hm−k(Y,OY ). (2.29)
If Y is oriented then OY ∼= RY , giving Poincare´ duality isomorphisms as in §2.8
Hk(Y ;R) ∼= H
m−k
cs (Y,RY )
∼= Hm−kcs (Y ;R),
H lfk (Y ;R)
∼= Hm−k(Y,RY ) ∼= H
m−k(Y ;R).
(2.30)
The fundamental class [[Y ]] ∈ H lfm(Y ;R) from Property 2.18(i) is identified with
1Y ∈ H
0(Y ;R) by the second isomorphism.
The theory of dualizing complexes in [14, 27, 37, 49] requires the base com-
mutative ring R to be noetherian. However, the definition of OY and the iso-
morphisms (2.29)–(2.30) work for arbitrary R.
Another way to explain compactly-supported cohomology is in terms of
cosheaves, which are less well-known than sheaves. Our treatment is based
on Bredon [9, §V.1].
Definition 2.33. Let Y be a paracompact, locally compact, Hausdorff topo-
logical space, and R a commutative ring. A precosheaf of R-modules E on Y
consists of the data of an R-module E(U) for every open set U ⊆ Y , and a
morphism of R-modules σV U : E(V )→ E(U) called the inclusion map for every
inclusion V ⊆ U ⊆ Y of open sets, satisfying
(i) E(∅) = 0;
(ii) σUU = idE(U) : E(U)→ E(U) for all open U ⊆ Y ; and
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(iii) σWU = σV U ◦ σWV : E(W )→ E(U) for all open W ⊆ V ⊆ U ⊆ Y .
A precosheaf of R-modules E on Y is called a cosheaf if it also satisfies
(iv) If U, V ⊆ Y are open, the following sequence is exact in R-mod:
E(U∩V )
σ(U∩V )U⊕−σ(U∩V )V// E(U)⊕E(V )
σU(U∪V )⊕σV (U∪V ) // E(U∪V ) // 0. (2.31)
(v) Suppose U1 ⊆ U2 ⊆ · · · ⊆ Y are open with U =
⋃∞
i=1 Ui. Then we have
an isomorphism with the direct limit
E(U) ∼= lim−→
∞
a=1 E(Ua),
compatible with σUaU : E(Ua)→E(U) and σUaUb : E(Ua)→E(Ub) for a6b.
Suppose E ,F are precosheaves or cosheaves of R-modules on Y . A morphism
φ : E → F consists of a morphism of R-modules φ(U) : E(U) → F(U) for all
open U ⊆ Y , such that the following diagram commutes for all open V ⊆ U ⊆ Y
E(V )
φ(V )
//
σV U
F(V )
σ′V U 
E(U)
φ(U)
// F(U),
where σV U is the inclusion map for E , and σ′V U the inclusion map for F .
A cosheaf E is called flabby if σV U : E(V )→ E(U) is an injective morphism
of R-modules for all open V ⊆ U ⊆ Y .
If E is a flabby cosheaf, U ⊆ Y is open, and α ∈ E(U), define the support
suppα of α to be the set of points x ∈ U such that there does not exist open
V ⊆ U \ {x} with α ∈ ImσV U . Then suppα is a compact subset of U .
If E is a flabby cosheaf, σUY : E(U) → {α ∈ E(Y ) : suppα ⊆ U} is an
isomorphism for all open U ⊆ Y . Thus, knowing E is equivalent to knowing the
R-module E(Y ) and the compact subsets suppα ⊆ Y for each α ∈ E(Y ).
Bredon [9, §V.1] relates c-soft sheaves and flabby cosheaves on Y :
Theorem 2.34. Let Y be a paracompact, locally compact, Hausdorff topological
space, and R a commutative ring. Then
(a) Let E be a c-soft sheaf of R-modules on Y . Define E(U) = Ecs(U) for
open U ⊆ Y . For all open V ⊆ U ⊆ Y, define σV U : E(V ) → E(U) such
that σV U (α) ∈ E(U) ⊆ E(U) is the unique element with ρUV ◦σV U (α) = α
in E(V ) and ρU(U\suppα) ◦σV U (α) = 0 in E(U \ suppα), for all α ∈ E(V ).
Then E is a flabby cosheaf of R-modules on Y .
(b) Let E be a flabby cosheaf of R-modules on Y . For open U ⊆ Y, define
PE(U) = E(Y )/{α ∈ E(Y ) : supp(α) ∩ U = ∅}. For open V ⊆ U ⊆
Y, define ρUV : PE(U) → PE(V ) to be the quotient morphism of id :
E(Y ) → E(Y ). Then PE is a presheaf of R-modules on Y . Write E for
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the sheafification of PE . Then E is a c-soft sheaf of R-modules on Y .
For all open U ⊆ Y, define iE,U : E(U)→ E(U) to be the composition
E(U)
σUY // E(Y ) //
E(Y )
{α∈E(Y ) : supp(α)∩U=∅}
= PE(U)
sheafify // E(U).
Then iE,U is an isomorphism E(U) → Ecs(U) ⊆ E(U). It preserves sup-
ports, that is, suppα = supp iE,U (α) for all α ∈ E(U).
The stalks Ey of E for y ∈ Y have canonical isomorphisms
Ey ∼= E(Y )/σ(Y \{y})Y
[
E(Y \ {y})
]
(2.32)
compatible with the composition E(Y ) = PE(Y )
sheafify
−→ E(Y )
stalk
−→Ey.
(c) The constructions of (a),(b) are inverse, up to canonical isomorphism.
Suppose φ : E → F is a morphism of c-soft sheaves of R-modules on Y,
and define flabby cosheaves of R-modules E ,F from E ,F as in (a). Define
φ(U) = φ(U)|E(U) : E(U)→ F(U) for all open U ⊆ Y . Then φ : E → F is
a morphism of cosheaves, and this gives a functorial 1-1 correspondence
between morphisms φ : E → F and morphisms φ : E → F .
Thus, we have constructed an equivalence of categories between the cat-
egory of c-soft sheaves of R-modules on Y, and the category of flabby
cosheaves of R-modules on Y .
When we compute the compactly-supported cohomologyHkcs(Y, E) of a sheaf
E using a c-soft resolution F• = (· · ·
d
−→F j
d
−→F j+1
d
−→ · · · ), as in (2.24) and
(2.27), we use F jcs(Y ), which is just the global sections F
j(Y ) of the flabby
cosheaf F j corresponding to F j . So for defining compactly-supported coho-
mology Hkcs(Y ;R)
∼= Hkcs(Y,RY ) or homology Hk(Y ;R) ∼= H
dimY−k
cs (Y,OY ) of
manifolds, it is more natural to use cosheaves than sheaves.
Following Bredon [9, §V.1.3, §V.1.18, §VI.12 & Th. V.12.14] and Skljarenko
[77], we define a modified version of singular homology, in which the chains form
flabby cosheaves.
Example 2.35. Let Y be a paracompact, locally compact, Hausdorff topo-
logical space, and R a commutative ring. Then for k = 0, 1, . . . , Example 2.4
defined the singular chains Csik (Y ;R). Observe that mapping U 7→ C
si
k (U ;R)
for all U ⊆ Y open defines a precosheaf of R-modules on Y , in the sense of
Definition 2.33. However, it is not a cosheaf, since if U, V ⊆ Y are open, then
Csik (U∩V ;R)
inc∗⊕−inc∗// Csik (U ;R)⊕C
si
k (V ;R)
inc∗⊕inc∗ // Csik (U∪V ;R)
// 0 (2.33)
from (2.31) need not be exact at the third term, so Definition 2.33(iv) fails.
This is because there are continuous maps σ : ∆k → U ∪ V with σ(∆k) 6⊆ U
and σ(∆k) 6⊆ V , so σ ∈ Csik (U ∪V ) does not lie in the image of C
si
k (U)⊕C
si
k (V ).
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Define an R-module Cˆsik (Y ;R) of cosheaf singular chains to be the direct
limit of the directed system
Csik (Y ;R)
B // Csik (Y ;R)
B // Csik (Y ;R)
B // · · · ,
where B is the barycentric subdivision morphism from Example 2.6. Then we
have a commutative diagram of R-modules with a universal property
Csik (Y ;R)
B //
Π0
00
Csik (Y ;R)
B //
Π1
--
Csik (Y ;R)
B //
Π2 **❯❯❯
❯❯❯❯
❯❯❯❯
❯ · · ·
Cˆsik (Y ;R).
(2.34)
Since B ◦ ∂ = ∂ ◦ B : Csik (Y ;R) → C
si
k−1(Y ;R) for k > 0 as in Example 2.6,
there is a unique morphism ∂ : Cˆsik (Y ;R)→ Cˆ
si
k−1(Y ;R) with Πj ◦ ∂ = ∂ ◦Πj :
Csik (Y ;R)→ Cˆ
si
k−1(Y ;R) for all j = 0, 1, . . . .
We have ∂ ◦ ∂ = 0 : Cˆsik (Y ;R) → Cˆ
si
k−2(Y ;R) as this holds on C
si
∗ (Y ;R).
Hence
(
Cˆsi∗ (Y ;R), ∂
)
is a chain complex. Define the cosheaf singular homology
Hˆsik (Y ;R) to be the k
th homology group of this complex. As Πj ◦ ∂ = ∂ ◦
Πj : C
si
k (Y ;R) → Cˆ
si
k−1(Y ;R), the Πj induce morphisms (Πj)∗ : H
si
k (Y ;R) →
Hˆsik (Y ;R). As in Bredon [9, §V.1.3 & §VI.12], these (Πj)∗ are isomorphisms,
and are independent of j = 0, 1, . . . .
If f : Y1 → Y2 is a continuous map of topological spaces then since B ◦ f∗ =
f∗◦B : C
si
k (Y1;R)→ C
si
k (Y2;R) as in Example 2.6, there is a unique pushforward
f∗ : Cˆ
si
k (Y1;R)→ Cˆ
si
k (Y2;R) with Πj ◦ ∂ = ∂ ◦Πj : C
si
k (Y ;R)→ Cˆ
si
k−1(Y ;R) for
all j = 0, 1, . . . . These f∗ are functorial, and induce morphisms f∗ : Hˆ
si
k (Y1;R)→
Hˆsik (Y2;R) on homology, which are identified with the usual pushforwards f∗ :
Hsik (Y1;R)→ H
si
k (Y2;R) by the isomorphisms (Πj)∗ : H
si
k (Ya;R)→ Hˆ
si
k (Ya;R).
If Z ⊆ Y is open with inclusion i : Z →֒ Y we define the relative cosheaf
singular chains Cˆsik (Y, Z;R) = Cˆ
si
k (Y ;R)/i∗
(
Cˆsik (Z;R)
)
. Then ∂ : Cˆsik (Y ;R)→
Cˆsik−1(Y ;R) induces ∂ : Cˆ
si
k (Y, Z;R) → Cˆ
si
k−1(Y, Z;R) with ∂ ◦ ∂ = 0. De-
fine the relative cosheaf singular homology Hˆsik (Y, Z;R) to be the k
th homology
group of the chain complex
(
Cˆsi∗ (Y, Z;R), ∂
)
. The morphisms Πj : C
si
k (Y ;R)→
Cˆsik (Y ;R) induce Πj : C
si
k (Y, Z;R) → Cˆ
si
k (Y, Z;R) with Πj ◦ ∂ = ∂ ◦ Πj , so
they descend to isomorphisms (Πj)∗ : H
si
k (Y, Z;R) → Hˆ
si
k (Y, Z;R), which are
independent of j.
Now, for each open U ⊆ Y , define Cˆsik (Y ;R)(U) = Cˆ
si
k (U ;R), and for all
open V ⊆ U ⊆ Y , define σV U : Cˆsik (Y ;R)(V ) → Cˆ
si
k (Y ;R)(U) by σV U = i∗ :
Cˆsik (V ;R) → Cˆ
si
k (U ;R), for i : V →֒ U the inclusion. Then as in Bredon [9,
§V.1.3 & §VI.12], this defines a flabby cosheaf Cˆsik (Y ;R) of R-modules on Y ,
which we call the kth singular cosheaf. In particular, the analogue of (2.33) for
Cˆk(−;R) is exact at the third term, since given any chain α ∈ Csik (U ∪ V ;R),
we may write Bn(α) for n≫ 0 as the sum of chains in Csik (U ;R) and C
si
k (V ;R),
as in the final part of Example 2.6.
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The morphisms ∂ : Cˆsik (U ;R) → Cˆ
si
k−1(U ;R) for open U ⊆ Y define a
morphism of cosheaves ∂ : Cˆsik (Y ;R)→ Cˆ
si
k−1(Y ;R), with ∂ ◦ ∂ = 0. This gives
a complex of flabby cosheaves on Y :
Cˆsi−•(Y ;R)=
(
· · ·
∂ // Cˆsi2 (Y ;R)
∂ // Cˆsi1 (Y ;R)
∂ // Cˆsi0 (Y ;R)
∂ // 0
)
, (2.35)
where we put Cˆsik (Y ;R) in degree −k.
When Y is a manifold, we can do the same using smooth singular homology:
Example 2.36. Let Y be a manifold, and R a commutative ring. Then we can
repeat the whole of Example 2.35 using smooth singular chains Cssik (Y ;R) from
Example 2.5 instead of singular chains Csik (Y ;R) from Example 2.4. In this way
we define R-modules Cˆssik (Y ;R) of cosheaf smooth singular chains in a diagram
Cssik (Y ;R)
B //
Π0
00
Cssik (Y ;R)
B //
Π1
--
Cssik (Y ;R)
B //
Π2 **❱❱❱
❱❱❱❱
❱❱❱❱
❱ · · ·
Cˆssik (Y ;R),
(2.36)
as for (2.34), and morphisms ∂ : Cˆssik (Y ;R)→ Cˆ
ssi
k−1(Y ;R) with ∂
2 = 0, and we
define the cosheaf smooth singular homology Hˆssik (Y ;R) to be the k
th homology
group of
(
Cˆssi∗ (Y ;R), ∂
)
. The morphisms Πj : C
ssi
k (Y ;R) → Cˆ
ssi
k (Y ;R) induce
isomorphisms (Πj)∗ : H
ssi
k (Y ;R)→ Hˆ
ssi
k (Y ;R) which are independent of j.
If f : Y1 → Y2 is a smooth map of manifolds then since B ◦ f∗ = f∗ ◦ B :
Cssik (Y1;R) → C
ssi
k (Y2;R), there are functorial pushforwards f∗ : Cˆ
ssi
k (Y1;R)→
Cˆssik (Y2;R) with Πj ◦ ∂ = ∂ ◦ Πj : C
ssi
k (Y ;R) → Cˆ
ssi
k−1(Y ;R) for all j, which
induce morphisms f∗ : Hˆ
ssi
k (Y1;R)→ Hˆ
ssi
k (Y2;R) on homology.
We define a flabby cosheaf Cˆssik (Y ;R) of R-modules on Y called the k
th
smooth singular cosheaf, with Cˆssik (Y ;R)(U) = Cˆ
ssi
k (U ;R) for each open U ⊆ Y .
We have morphisms ∂ : Cˆssik (Y ;R)→ Cˆ
ssi
k−1(Y ;R) with ∂ ◦ ∂ = 0. So as in (2.35)
we have a complex of flabby cosheaves on Y :
Cˆssi−•(Y ;R)=
(
· · ·
∂ // Cˆssi2 (Y ;R)
∂ // Cˆssi1 (Y ;R)
∂ // Cˆssi0 (Y ;R)
∂ // 0
)
,
where we put Cˆssik (Y ;R) in degree −k.
Applying Theorem 2.34, we can transform the flabby cosheaves Cˆssik (Y ;R)
in Examples 2.35 and 2.36 into (c-)soft sheaves.
Example 2.37. Let Y be a manifold and R a commutative ring, and use the
notation of Example 2.35. For each k = 0, 1, . . . , define the kth singular sheaf
Cˆlf,sik (Y ;R) to be the c-soft sheaf of R-modules on Y associated to the flabby
cosheaf Cˆsik (Y ;R) by Theorem 2.34(b). As Y is a manifold, Cˆ
si
k (Y ;R) is a soft
sheaf. By Theorem 2.34(c), the morphisms ∂ : Cˆsik (Y ;R) → Cˆ
si
k−1(Y ;R) lift to
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∂ : Cˆlf,sik (Y ;R) → Cˆ
lf,si
k−1(Y ;R) with ∂ ◦ ∂ = 0. So corresponding to (2.35) we
have a complex of soft sheaves on Y , with Cˆlf,sik (Y ;R) in degree −k:
Cˆlf,si−• (Y ;R)=
(
· · ·
∂ // Cˆlf,si2 (Y ;R)
∂ // Cˆlf,si1 (Y ;R)
∂ // Cˆlf,si0 (Y ;R)
∂ // 0
)
. (2.37)
The stalk Cˆlf,sik (Y ;R)y is Cˆ
si
k (Y ;R)/Cˆ
si
k (Y \ {y};R) = Cˆ
si
k (Y, Y \ {y};R) at
y ∈ Y by (2.32), so the cohomology in degree −k of the complex of stalks at y
from (2.37) is Hˆsik (Y, Y \{y};R)
∼= Hk(Y, Y \{y};R), which as Y is a manifold is 0
if k 6= dimY , and the R-module of orientations on TyY if k = dimY . Therefore
(2.37) is equivalent in D(Y ;R) to the dualizing complex ωY ≃ OY [dimY ].
Define the locally finite sheaf singular chains Cˆ lf,sik (Y ;R) to be the global
sections Cˆlf,sik (Y ;R)(Y ). Then the ∂ : Cˆ
lf,si
k (Y ;R) → Cˆ
lf,si
k−1(Y ;R) induce mor-
phisms ∂ : Cˆ lf,sik (Y ;R) → Cˆ
lf,si
k−1(Y ;R) making
(
Cˆ lf,si∗ (Y ;R), ∂
)
into a chain
complex. Define the locally finite sheaf singular homology Hˆ lf,sik (Y ;R) to be the
kth homology group of
(
Cˆ lf,si∗ (Y ;R), ∂
)
.
Composing Π0 : C
si
k (Y ;R) → Cˆ
si
k (Y ;R) with the inclusion Cˆ
si
k (Y ;R) →֒
Cˆ lf,sik (Y ;R) coming from realizing sections of Cˆ
si
k (Y ;R) as sections of the as-
sociated sheaf Cˆlf,sik (Y ;R) gives a morphism C
si
k (Y ;R) → Cˆ
lf,si
k (Y ;R). Now
Example 2.20 defined the locally finite singular chains C lf,sik (Y ;R), which are
locally finite sums of elements in Csik (Y ;R).
Since Cˆ lf,sik (Y ;R) is the global sections of a sheaf, locally finite sums make
sense in Cˆ lf,sik (Y ;R). Thus, this morphism C
si
k (Y ;R) → Cˆ
lf,si
k (Y ;R) extends
naturally to a morphism Πlf0 : C
lf,si
k (Y ;R) → Cˆ
lf,si
k (Y ;R). These satisfy Π
lf
0 ◦
∂ = ∂ ◦ Πlf0 : C
lf,si
k (Y ;R) → Cˆ
lf,si
k−1(Y ;R), and so induce morphisms (Π
lf
0 )∗ :
H lf,sik (Y ;R) → Hˆ
lf,si
k (Y ;R), which are isomorphisms. Thus, Hˆ
lf,si
k (Y ;R) is an-
other version of locally finite homology.
There is a natural equivalence in the derived category D(Y ;R)
Cˆlf,si−• (Y ;R) ≃ ωY . (2.38)
This is proved by Arabia [2, Th. 1.8.6(a)] when Y is a ‘pseudovariety’ (a topo-
logical space stratified by topological manifolds, which include orbifolds), see
also Borel [5, §V.7.2], Bredon [9, Th. V.12.14], and Kashiwara and Schapira [49,
Th. 9.2.10]. Taking the hypercohomology of (2.38) in degree −k and using
softness of the Cˆlf,sii (Y ;R) gives the canonical isomorphism from (2.28):
Hˆ lf,sik (Y ;R)
∼= H−k(Y, Cˆ
lf,si
−• (Y ;R))
∼= H−k(Y, ωY ).
If i : U →֒ Y is the inclusion of an open set, then as in Property 2.18(c) there
is a natural morphism i∗ : H lfk (Y ;R) → H
lf
k (U ;R) on locally finite homology.
We noted in Example 2.20 that i∗ does not have a nice expression on the chain
level for locally finite singular homology H lf,sik (Y ;R).
However, for the sheafified version Hˆ lf,sik (Y ;R), there is a nice expression.
As Cˆlf,sik (Y ;R)|U = Cˆ
lf,si
k (U ;R), the data σY U in Cˆ
lf,si
k (Y ;R) is a morphism i
∗ =
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σY U : Cˆ
lf,si
k (Y ;R) → Cˆ
lf,si
k (U ;R). These satisfy i
∗ ◦ ∂ = ∂ ◦ i∗ : Cˆ lf,sik (Y ;R) →
Cˆ lf,sik−1(U ;R), since ∂ : Cˆ
lf,si
k (Y ;R) → Cˆ
lf,si
k−1(Y ;R) is a sheaf morphism, and so
induce the canonical morphisms i∗ : Hˆ lf,sik (Y ;R)→ Hˆ
lf,si
k (U ;R), as required.
We can repeat all of the above for the smooth singular cosheaves Cˆssik (Y ;R)
from Example 2.36 rather than Cˆsik (Y ;R) from Example 2.35. This defines a
complex
(
Cˆlf,ssi∗ (Y ;R), ∂
)
of smooth singular sheaves on Y , with global sections
the locally finite sheaf smooth singular chains
(
Cˆ lf,ssi∗ (Y ;R), ∂
)
on Y , which has
homology the locally finite sheaf smooth singular homology Hˆ lf,ssik (Y ;R) of Y ,
which is canonically isomorphic to locally finite homology. As for (2.38) we have
a natural equivalence in the derived category D(Y ;R):
Cˆlf,ssi−• (Y ;R) ≃ ωY . (2.39)
The next definition and theorem are new, so far as the author knows. We
will define a class of strong presheaves, and discuss their properties.
Definition 2.38. Let Y be a topological space, and R a commutative ring. We
say that a presheaf of R-modules E on Y is strong if for all open U, V ⊆ Y , the
following sequence is exact in R-mod:
0 // E(U∪V )
ρ(U∪V )U⊕ρ(U∪V )V// E(U)⊕E(V )
ρU(U∩V )⊕−ρV (U∩V )// E(U∩V ). (2.40)
The next theorem will be proved in §6.2.
Theorem 2.39. Let Y be a paracompact, locally compact, Hausdorff topological
space, and R a commutative ring. Suppose E is a strong presheaf of R-modules
on Y, with sheafification π : E → Eˆ. Then:
(a) The presheaf E satisfies the sheaf conditions Definition 2.21(iv),(v) for the
open cover {Vi : i ∈ I} whenever I is a finite set. Conversely, any presheaf
E ′ satisfying Definition 2.21(iv),(v) whenever I is finite, is strong.
(b) If V ⊆ U ⊆ Y are open then using the notation of Definition 2.26, ρUV :
E(U)→ E(V ) restricts to an isomorphism
ρUV |··· :
{
α ∈ Ecs(U) : suppα ⊆ V ⊆ U
} ∼=
−→Ecs(V ). (2.41)
(c) Suppose V ⊆ U ⊆ Y are open, and the closure V¯ of V in U is compact.
Then there is a canonical R-module morphism τUV : Eˆ(U)→ E(V ) making
the following diagram commute:
E(U) ρUV
//
π(U)

E(V )
π(V )

Eˆ(U)
ρˆUV //
τUV
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
Eˆ(V ).
(2.42)
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For each sˆ ∈ Eˆ(U), we can characterize τUV (sˆ) ∈ E(V ) uniquely by the
following property: if y ∈ V¯ , and Uy is an open neighbourhood of y in
U, and sy ∈ E(Uy) with π(Uy)(sy) = ρUUy (sˆ), then there exists an open
neighbourhood U ′y of y in Uy such that ρUy(U ′y∩V )(sy) = ρV (U ′y∩V )◦τUV (sˆ)
in E(U ′y ∩ V ).
If also W ⊆ V is open and the closure W¯ of W in U is compact then the
following diagram commutes:
Eˆ(U)
τUV 
τUW
,,❨❨❨❨❨
❨❨❨❨❨❨
❨❨❨❨❨❨
❨❨❨❨❨❨
❨
E(V )
ρVW // E(W ).
(2.43)
(d) For any open U ⊆ Y, the map π(U) : E(U) → Eˆ(U) restricts to an
isomorphism πcs(U) : Ecs(U) → Eˆcs(U). Hence if U is compact then
π(U) : E(U)→ Eˆ(U) is an isomorphism.
(e) For all open U ⊆ Y, there is a canonical isomorphism
Eˆ(U) ∼= lim←− V : V ⊆ U open, V¯ is compact
E(V ). (2.44)
Here the inverse limit is over open V ⊆ U for which the closure V¯ of V in
U is compact under the morphisms ρV1V2 : E(V1) → E(V2) for V2 ⊆ V1 ⊆
U, and the projection Eˆ(U)→ E(V ) from (2.44) is τUV from part (c).
(f) If E is c-soft then Eˆ is c-soft, in the sense of Definition 2.30.
Then as in Theorem 2.34(a) we may define a natural flabby cosheaf E on
Y with E(U) = Ecs(U) for U ⊆ Y open, and σV U : E(V ) → E(U) for
V ⊆ U ⊆ Y open is the inverse of the isomorphism (2.41), and Eˆ is the
c-soft sheaf associated to E in Theorem 2.34(b).
In (c) it is essential that the characterizing property of τUV (sˆ) holds for all
y ∈ V¯ with V¯ compact, not just for all y ∈ V . Since π(U), π(V ) in (2.42)
need not be injective or surjective, the fact that (2.42) commutes does not itself
determine τUV uniquely. The moral of the theorem is that strong presheaves
are quite close to being sheaves, and the sheafification Eˆ of a strong presheaf E
is quite close to E , for example, E , Eˆ agree on compact open sets U ⊆ Y , and
on compactly-supported sections. Equation (2.44) gives a useful alternative
expression for the sheafification of a strong presheaf.
2.6 Products on (co)homology
In §2.1–§2.5 we considered Hk(Y ;R), Hk(Y ;R), Hkcs(Y ;R), H
lf
k (Y ;R) just as R-
modules. In fact, homology and cohomology have many interesting additional
algebraic structures. We now discuss cup, cap and cross products ∪,∩,×.
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2.6.1 The different products and their properties
Let Y be a topological space, and R a commutative ring. Then as in [8, §VI.4],
[31, §3.2], [69, §48], for all k, l > 0 we have R-bilinear cup products
∪ : Hk(Y ;R)×H l(Y ;R) −→ Hk+l(Y ;R),
∪ : Hkcs(Y ;R)×H
l(Y ;R) −→ Hk+lcs (Y ;R),
∪ : Hk(Y ;R)×H lcs(Y ;R) −→ H
k+l
cs (Y ;R),
∪ : Hkcs(Y ;R)×H
l
cs(Y ;R) −→ H
k+l
cs (Y ;R).
(2.45)
As in [8, §VI.5], [31, §3.3], [69, §66], we also have R-bilinear cap products
∩ : Hk(Y ;R)×Hl(Y ;R) −→ Hl−k(Y ;R),
∩ : Hkcs(Y ;R)×Hl(Y ;R) −→ Hl−k(Y ;R),
∩ : Hk(Y ;R)×H lfl (Y ;R) −→ H
lf
l−k(Y ;R),
∩ : Hkcs(Y ;R)×H
lf
l (Y ;R) −→ Hl−k(Y ;R).
(2.46)
Writing H?k(Y ;R) to mean either Hk(Y ;R) or H
lf
k (Y ;R), and H
k
? (Y ;R) to
mean either Hk(Y ;R) or Hkcs(Y ;R), for α ∈ H
k
? (Y ;R), β ∈ H
l
?(Y ;R), γ ∈
Hm? (Y ;R), δ ∈ H
?
n(Y ;R), these satisfy the identities
α ∪ β = (−1)klβ ∪ α, (2.47)
α ∪ (β ∪ γ) = (α ∪ β) ∪ γ, (2.48)
α ∩ (β ∩ δ) = (α ∪ β) ∩ δ. (2.49)
There is a natural identity element [1Y ] ∈ H0(Y ;R) with
[1Y ] ∪ α = α ∪ [1Y ] = α, (2.50)
[1Y ] ∩ δ = δ. (2.51)
In fact [1Y ] = π
∗(1), where π : Y → ∗ is the projection and 1 ∈ H0(∗;R) ∼= R.
Also ∪,∩ are compatible with the projections Π : H∗cs(Y ;R) → H
∗(Y ;R) and
Π : H∗(Y ;R)→ H
lf
∗ (Y ;R), so that Π(α ∪ β) = Π(α) ∪ Π(β), and so on. Thus,
∪, [1Y ] make H∗(Y ;R) into a unital supercommutative graded R-algebra, and
∪ makes H∗cs(Y ;R) into a non-unital supercommutative graded R-algebra, and
∩ makes H∗(Y ;R), H lf∗ (Y ;R) into graded modules over H
∗(Y ;R), H∗cs(Y ;R).
The Kronecker products [8, §VI.3] are the compositions
Hk(Y ;R)×Hk(Y ;R) ∩
// H0(Y ;R) π∗
// H0(∗;R) ∼=
// R,
Hkcs(Y ;R)×H
lf
k (Y ;R)
∩ // H0(Y ;R)
π∗ // H0(∗;R)
∼= // R,
where π : Y → ∗ is the projection. If R = K is a field, these are perfect pairings,
inducing isomorphisms Hk(Y ;K) ∼= Hk(Y ;K)
∗, H lfk (Y ;K)
∼= Hkcs(Y ;K)
∗, as in
Example 2.9 and Property 2.18(g).
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If Y1, Y2 are topological spaces (e.g. manifolds), as in [8, §VI.1, §VI.3], [31,
§3.2, §3.B], [69, §59–§60], there are also R-bilinear cross products
× : Hk(Y1;R)×H
l(Y2;R) −→ H
k+l(Y1 × Y2;R),
× : Hkcs(Y1;R)×H
l
cs(Y2;R) −→ H
k+l
cs (Y1 × Y2;R),
(2.52)
× : Hk(Y1;R)×Hl(Y2;R) −→ Hk+l(Y1 × Y2;R),
× : H lfk (Y1;R)×H
lf
l (Y2;R) −→ H
lf
k+l(Y1 × Y2;R).
(2.53)
For α ∈ Hk? (Y1;R), β ∈ H
l
?(Y2;R), γ ∈ H
m
? (Y3;R), these satisfy the identities
α× (β × γ) = (α× β)× γ, α× β = (−1)klβ × α, [1Y1 ]× [1Y2 ] = [1Y1×Y2 ]
in cohomology, where for the second equation we identify Hk+l? (Y1 × Y2;R) =
H l+k? (Y2 × Y1;R) using the homeomorphism Y1 × Y2
∼= Y2 × Y1. Similarly, for
δ ∈ H?k(Y1;R), ǫ ∈ H
?
l (Y2;R), ζ ∈ H
?
m(Y3;R), in homology we have
δ × (ǫ× ζ) = (δ × ǫ)× ζ, δ × ǫ = (−1)klǫ× δ.
Also cross products are compatible with the projections Π : H∗cs(Y ;R) →
H∗(Y ;R) and Π : H∗(Y ;R)→ H lf∗ (Y ;R).
The cross product on cohomology may be expressed in terms of the cup
product, and vice versa, since if α, β ∈ H∗? (Y ;R) then
α ∪ β = ∆∗Y (α× β),
where ∆Y : Y → Y × Y is the diagonal map, and if γi ∈ H∗? (Yi;R) then
γ1 × γ2 = π
∗
Y1(γ1) ∪ π
∗
Y2(γ2), (2.54)
where πY1 : Y1 × Y2 → Y1, πY2 : Y1 × Y2 → Y2 are the projections.
All of ∪,∩,× and [1Y ] have the obvious functoriality under (proper) pull-
backs f∗ and pushforwards f∗. So, for example, if f : Y1 → Y2 is a continuous
map of topological spaces and α, β ∈ H∗(Y2;R), δ ∈ H∗(Y1;R) then
f∗(α ∪ β) = f∗(α) ∪ f∗(β), (2.55)
f∗([1Y2 ]) = [1Y1 ], (2.56)
f∗(f
∗(α) ∩ δ) = α ∩ f∗(δ). (2.57)
All of ∪,∩,× extend to relative (co)homology H∗? (Y, Z;R), H
?
∗(Y, Z;R), but for
simplicity we will not discuss the relative versions.
The Ku¨nneth Theorem [8, Th. VI.1.6], [31, Th. 3B.6], [69, Th. 59.3] says
that on homology, if R is a principal ideal domain, we have functorial exact
sequences for all Y1, Y2,m:
0 //
⊕
k+l
=m
Hk(Y1;R)⊗R
Hl(Y2;R)
× // Hm(Y1×Y2;R) //
⊕
k+l=
m−1
Hk(Y1;R) ∗
Hl(Y2;R)
// 0. (2.58)
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Here A∗B is the torsion product of abelian groups A,B, [8, §V.6], [31, §3.A], [69,
§54]. If A,B are vector spaces over a field K then A ∗ B = 0, so when R = K,
equation (2.58) yields isomorphisms
× :
⊕
k+l=mHk(Y1;K)⊗K Hl(Y2;K)
∼=
−→Hm(Y1 × Y2;K). (2.59)
The analogues of (2.58)–(2.59) also hold for H lf∗ (−;R).
2.6.2 Defining cup, cap and cross products in sheaf cohomology
Our preferred approach to defining the products ∪,∩,× in §4–§5 will be via
sheaf cohomology. At the sheaf level, this is very simple: if Y is a topological
space there is a natural isomorphism of sheaves of R-modules on Y :
I∪ : RY ⊗R RY
∼=
−→RY , (2.60)
which on stalks RY,y = R at y ∈ Y acts by the isomorphism R ⊗R R
∼=
−→R
induced by multiplication in R. The cup products on H∗(Y ;R) = H∗(Y,RY )
and H∗cs(Y ;R) = H
∗
cs(Y,RY ) are then induced by the compositions
Hk(Y,RY )⊗RH l(Y,RY ) // Hk+l(Y,RY ⊗RRY )
Hk+l(I∪)
// Hk+l(Y,RY ),
Hkcs(Y,RY )⊗RH
l
cs(Y,RY )
// Hk+lcs (Y,RY ⊗RRY )
Hk+lcs (I∪) // Hk+lcs (Y,RY ).
Similarly, for sufficiently nice topological spaces Y and rings R the cap prod-
uct is induced by a natural quasi-isomorphism of complexes of R-modules on Y :
I∩ : RY ⊗R ωY
≃
−→ωY . (2.61)
If Y is a manifold of dimension m, so that ωY ≃ OY [m], this reduces to an
isomorphism of sheaves of R-modules on Y :
I∩ : RY ⊗R OY
∼=
−→OY , (2.62)
which on stalks at y ∈ Y acts by the isomorphism R ⊗R OY,y → OY,y induced
by multiplication by R. Then the cap product between Hk(Y ;R) = Hk(Y,RY )
and Hl(Y ;R) = H
m−l
cs (Y,OY ) is induced by the composition
Hk(Y,RY )⊗RHm−lcs (Y,OY ) // H
k+m−l
cs (Y,RY ⊗ROY )
H∗(I∩)// Hm−(l−k)cs (Y,OY ).
If Y1, Y2 are topological spaces then cross products × on cohomology (2.52)
are induced by a natural isomorphism of sheaves of R-modules on Y1 × Y2:
Icoh× : RY1 ⊠R RY2
∼=
−→RY1×Y2
acting on stalks RY1,y1 = R, RY2,y2 = R, RY1×Y2,(y1,y2) = R at (y1, y2) ∈ Y1×Y2
by the isomorphism R ⊗R R→ R induced by multiplication in R.
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Similarly, for nice Y1, Y2, R, cross products × on homology (2.53) are induced
by a natural quasi-isomorphism of complexes of R-modules on Y1 × Y2:
Ihom× : ωY1 ⊠R ωY2
∼=
−→ωY1×Y2 .
If Y1, Y2 are manifolds of dimensions m,n, so that ωY1 ≃ OY1 [m], ωY2 ≃ OY2 [n],
ωY1×Y2 ≃ OY1×Y2 [m+ n], this reduces to an isomorphism of sheaves
Ihom× : OY1 ⊠R OY2
∼=
−→OY1×Y2 .
As explained in §2.5, one often computes sheaf cohomology using soft reso-
lutions. Suppose Y is a topological space, and we have chosen a soft resolution
0 // RY
i // F0
d // F1
d // F2
d // · · · (2.63)
of RY , giving isomorphisms H
k(Y ;R) ∼= Hk
(
0 −→ F0(Y )
d
−→F1(Y )
d
−→ · · ·
)
.
Suppose also that we can choose morphisms ψk,l : F
k ⊗R F
l → Fk+l of sheaves
of R-modules on Y for all k, l > 0, satisfying the conditions, for I∪ as in (2.60):
i ◦ I∪ = ψ0,0 ◦ (i⊗ i) : RY ⊗R RY −→ F
0,
d ◦ ψk,l = ψk+1,l ◦ (d⊗ idFl) + (−1)
kψk,l+1 ◦ (idFk ⊗ d) :
Fk ⊗R F
l −→ Fk+l+1, for all k, l > 0.
(2.64)
That is, we have a commutative diagram of sheaves of R-modules on Y :
0 // RY ⊗RRY
i⊗i//
I∪

F
0
⊗RF
0

d⊗id
id⊗d


//
ψ0,0 
F
1
⊗RF
0
⊕
F
0
⊗RF
1
(
ψ1,0 ψ0,1
)



d⊗id 0
−id⊗d d⊗id
0 id⊗d


//
F
2
⊗RF
0
⊕
F
1
⊗RF
1
⊕
F
0
⊗RF
2 //
(
ψ2,0 ψ1,1 ψ0,2
)

· · ·
0 // RY
i // F0
d // F1
d // F2
d // · · · ,
where the rows are exact, and are soft resolutions of RY ⊗R RY , RY .
Hence (ψk,l)k,l>0 defines a morphism of complexes F
• ⊗R F
• → F• equiv-
alent to I∪ : RY ⊗R RY → RY , and taking global sections, or compactly-
supported global sections, gives a formula for the cup product ∪ at the cochain
level. So, under the isomorphisms Hk(Y ;R) ∼= Hk
(
F∗(Y ), d
)
, Hkcs(Y ;R)
∼=
Hk
(
F∗cs(Y ), d
)
, the cup products in (2.45) are given by
[α] ∪ [β] = [ψk,l(Y )(α⊗ β)] (2.65)
for α ∈ Fk(Y ), β ∈ F l(Y ) with dα = dβ = 0, so that α⊗ β ∈ (Fk ⊗R F
l)(Y ),
and ψk,l(Y )(α ⊗ β) ∈ F
k+l(Y ) with d
[
ψk,l(Y )(α ⊗ β)
]
= 0 by (2.64).
The procedure for computing the other products in (2.45), (2.46), (2.52),
(2.53) at the (co)chain level is the same. Here is an example:
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Example 2.40. Let Y be a manifold, and consider the de Rham cohomology
H∗dR(Y ;R) from Example 2.12, and the compactly-supported de Rham coho-
mology H∗cs,dR(Y ;R) from Example 2.17, which were explained using sheaves in
Example 2.31. Writing ΩkY for the sheaf of smooth sections of Λ
kT ∗Y , as in Ex-
ample 2.31, define morphisms ψk,l : Ω
k
Y⊗RΩ
l
Y → Ω
k+l
Y by ψk,l(U) : α⊗β 7→ α∧β,
where U ⊆ Y is open, α ∈ ΩkY (U), β ∈ Ω
l
Y (U) are k- and l-forms on U , and
α ∧ β is the wedge product of exterior forms on U .
Since k- and l-forms α, β satisfy d(α∧β)=(dα)∧β+(−1)kα∧(dβ), equation
(2.64) holds, so these morphisms ψk,l allow us to compute the cup product
on H∗dR(Y ;R), H
∗
cs,dR(Y ;R) at the cochain level. That is, we have [α] ∪ [β] =
[α ∧ β], where ∧ : CkdR(Y ;R)×C
l
dR(Y ;R)→ C
k+l
dR (Y ;R) or ∧ : C
k
cs,dR(Y ;R)×
Clcs,dR(Y ;R)→C
k+l
cs,dR(Y ;R) is the wedge product of exterior forms on Y .
Note that ∪ = ∧ : CkdR(Y ;R) × C
l
dR(Y ;R) → C
k+l
dR (Y ;R) satisfies all of
identities (2.47), (2.48), (2.50), (2.55), (2.56) at the cochain level.
2.6.3 Cup products in singular cohomology
Following [8, §VI.4], [31, §3.2], [69, §48], we define the cup product on singular
cohomology H∗si(Y ;R) and smooth singular cohomology H
∗
ssi(Y ;R).
Example 2.41. Let Y be a topological space and R a commutative ring, and
use the notation of Example 2.10. For all k, l > 0, define an R-bilinear map
∪ : Cksi(Y ;R)× C
l
si(Y ;R)→ C
k+l
si (Y ;R) = HomZ
(
Csik+l(Y ;Z), R
)
by
α ∪ β :
∑
i∈I ρi σi 7−→
∑
i∈I ρi · α(σi ◦G
k+l
k ) · β(σi ◦H
k+l
l ). (2.66)
Here
∑
i∈I ρi σi ∈ C
si
k+l(Y ;Z) so that I is a finite indexing set, ρi ∈ Z,
and σi : ∆k+l → Y is continuous for i ∈ I. Also G
k+l
k : ∆k → ∆k+l and
Hk+ll : ∆l → ∆k+l are defined by G
k+l
k : (x0, . . . , xk) 7→ (x0, . . . , xk, 0, . . . , 0)
and Hk+ll : (x0, . . . , xl) 7→ (0, . . . , 0, x0, . . . , xl), for ∆k,∆l,∆k+l as in (2.5).
Thus σi ◦ G
k+l
k : ∆k → Y is continuous, so that σi ◦ G
k+l
k ∈ C
si
k (Y ;Z), and
α ∈ Cksi(Y ;R) = HomZ
(
Csik (Y ;Z), R
)
, so that α(σi ◦ G
k+l
k ) ∈ R. Similarly
β(σi ◦H
k+l
l ) ∈ R, so the r.h.s. of (2.66) is a finite sum in R, and α ∪ β lies in
HomZ
(
Csik+l(Y ;Z), R
)
= Ck+lsi (Y ;R) as required.
Define 1Y ∈ C0si(Y ;R) by 1Y :
∑
i∈I ρi σi 7→
∑
i∈I π(ρi), where π : Z→ R is
the natural ring morphism. Then d 1Y = 0, so [1Y ] ∈ H0si(Y ;R).
As in [8, §VI.4], [31, §3.2], [69, §48], these ∪, 1Y satisfy identities (2.48),
(2.50), (2.55), and (2.56) at the cochain level. They also satisfy
d(α ∪ β) = (dα) ∪ β + (−1)kα ∪ (dβ) (2.67)
for all α ∈ Cksi(Y ;R) and β ∈ C
l
si(Y ;R). This implies that ∪ descends to
cohomology, giving ∪ : Hksi(Y ;R)×H
l
si(Y ;R)→ H
k+l
si (Y ;R).
However, ∪ does not satisfy (2.47) on cochains C∗si(Y ;R), even though it does
satisfy (2.47) on cohomologyH∗si(Y ;R). That is,
(
C∗si(Y ;R), d,∪, 1Y
)
is a unital
differential graded R-algebra, but it may not be supercommutative. When Y is
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a manifold, the same construction defines the cup product on smooth singular
cochains C∗ssi(Y ;R) and cohomology H
∗
ssi(Y ;R) in Example 2.10.
Remark 2.42. (i) As in Bredon [8, §VI.4], there are actually many different
ways to define a functorial cup product ∪ on C∗si(Y ;R), depending on a choice
of ‘diagonal approximation’. Equation (2.66) is just one possibility, coming
from the ‘Alexander–Whitney diagonal approximation’. It has the advantages
of being a simple formula, and being associative at the cochain level.
(ii) In Example 2.40 the cup product ∪ = ∧ is supercommutative on cochains(
C∗dR(Y ;R), d
)
. However, in Example 2.41, for singular cohomology over general
R, the cup product ∪ is not supercommutative on cochains
(
C∗si(Y ;R), d
)
.
For some R, such as Z and Z2, it is not possible to define a cochain complex(
C∗(Y ;R), d
)
computing H∗(Y ;R) which has a supercommutative cup product
∪ defined on cochains. This because of Steenrod squares [8, §VI.15–§VI.16],
which are cohomology operations defined using the failure of ∪ to be supercom-
mutative at the cochain level, and are nontrivial when R = Z or Z2.
2.6.4 Axiomatic characterization of cup products
Since we characterized homology and cohomology as R-modules axiomatically
in Axioms 2.1 and 2.7, it is natural to ask whether we can also characterize the
products ∪,∩,× uniquely by some axioms. Kreck and Singhof [52, §6] prove:
Proposition 2.43. Let R be Z or Zn, and suppose that for all manifolds Y we
are given R-bilinear maps • : Hk(Y ;R)×H l(Y ;R)→ Hk+l(Y ;R) such that
(i) α• (β •γ) = (α•β)•γ and 1Y •α = α•1Y = α for all α, β, γ ∈ H∗(Y ;R);
(ii) If f : Y1 → Y2 is a smooth map of manifolds then f∗(α•β) = f∗(α)•f∗(β)
for all α, β ∈ H∗(Y2;R); and
(iii) If α ∈ Hm(Sm;R) and β ∈ Hn(Sn;R) for m,n > 0 then π∗Sm(α) •
π∗Sn(β) = π
∗
Sm(α) ∪ π
∗
Sn(β) in H
m+n(Sm × Sn;R).
Then • equals the usual cup product.
If R is any Q-algebra such as Q,R or C then H∗(Y ;R) ∼= H∗(Y,Z) ⊗Z R.
Thus, ∪ on H∗(Y ;Z) also determines ∪ on H∗(Y ;R) for manifolds Y . The cross
product × on cohomology is then given in terms of ∪ by (2.54). For manifolds
(at least in the compact oriented case), Poincare´ duality in §2.8 identifies ∩ with
∪, and the cross product on homology with the cross product on cohomology.
So the cup product on manifolds determines all of ∪,∩,×.
See also Massey [58, §7.8], who proves that cup and cross products ∪,×
on compactly-supported cohomology H∗cs(−;R) of locally-compact topological
spaces, for general R, are characterized uniquely by some lists of axioms.
2.7 Differential graded algebras and homotopy theory
We saw in §2.1–§2.6 that given a topological space Y (e.g. a manifold), the
cohomology H∗(Y ;R) with the cup product ∪ and identity [1Y ] ∈ H0(Y ;R)
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is a supercommutative graded R-algebra. Usually H∗(Y ;R) is the cohomology
of a cochain complex
(
C∗(Y ;R), d
)
. Under good conditions ∪ on H∗(Y ;R) is
induced by an associative graded product ∪ on C∗(Y ;R), compatible with d
as in (2.67), with an identity 1Y ∈ C0(Y ;R) inducing [1Y ] in H0(Y ;R). For
instance, this works for singular cohomology with the Alexander–Whitney cup
product, and for de Rham cohomology of manifolds.
As in Remark 2.42(ii), whether ∪ is supercommutative on cochains C∗(Y ;R)
depends on the ring R and the cohomology theory. For de Rham cohomology
∪ is supercommutative in Example 2.40, but for singular cohomology ∪ is not
supercommutative in Example 2.41, and for some rings such as R = Z,Z2 it is
not possible to make ∪ supercommutative on C∗(Y ;R) in any cohomology the-
ory. Thus,
(
C∗(Y ;R), d,∪, 1Y
)
is a differential graded R-algebra (dga), which
may not be supercommutative, though it is supercommutative on cohomology.
There is subtle but important homotopy-invariant information about the
topological space Y which is remembered by the dga
(
C∗(Y ;R), d,∪, 1Y
)
, but
forgotten by the graded R-algebra
(
H∗(Y ;R),∪, 1Y
)
. Some of this information
can be used to define additional algebraic structures on cohomology, such as
Steenrod squares [8, §VI.15], [31, §4.L] and Massey products [57], which can be
used to distinguish topological spaces with isomorphic cohomology.
However, a more modern approach in homotopy theory, as in Fe´lix, Halperin
and Thomas [19] for instance, is to work with the dga
(
C∗(Y ;R), d,∪, 1Y
)
up to
equivalence in a suitable ∞-category dga∞R of dgas, rather than working with
cohomologyH∗(Y ;R) plus additional structures up to isomorphism. When R is
a Q-algebra, one can choose
(
C∗(Y ;R), d,∪, 1Y
)
to be supercommutative, that
is, a commutative differential graded R-algebra (cdga), regarded as an object up
to equivalence in a suitable ∞-category cdga∞R of cdgas.
For example, in the subject of rational homotopy theory [7, §19], [20], to any
simply-connected topological space Y one functorially associates another topo-
logical space YQ called the rationalization of Y , informally by killing all torsion
in the homotopy groups π∗(Y ). One then studies YQ up to homotopy. It turns
out that this is equivalent to studying certain cdgas A• over Q associated to Y
up to equivalence in cdga∞Q . Such cdgas A
• include cochain models
(
C∗(Y ;Q),
d,∪, 1Y
)
for H∗(Y ;Q) in suitable cohomology theories. One popular model is
Sullivan’s cdgaAPL(Y ;Q) of polynomial differential forms on Y with coefficients
in Q, as in Fe´lix, Halperin and Thomas [20, §10(c)] and Sullivan [80].
For our new cohomology theories of manifolds MH∗(Y ;R),MH∗Q(Y ;R), . . .
introduced in §4–§5, it may in future be useful to know not only that there are
canonical isomorphismsMH∗(Y ;R) ∼= H∗(Y ;R), but also that the cochain dgas
or cdgas lie in the expected equivalence classes of (c)dgas, so that we can use
them to compute Steenrod squares, Massey products, rational homotopy types,
and so on. To prove this, it is enough to show that, as in §2.6.2, the cochain
(c)dgas
(
MC∗(Y ;R), d,∪, 1Y
)
, . . . of our cohomology theories are constructed
using sheaf cohomology from a soft resolution F• of RY as in (2.63), with
identity 1Y = i(1) ∈ F
0(Y ), and cup product ∪ defined using sheaf morphisms
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ψk,l : F
k ⊗R F
l → Fk+l satisfying (2.64) and associativity
ψj+k,l◦(ψj,k⊗idF l)=ψj,k+l◦(idFj⊗ψk,l) : F
j⊗RF
k⊗RF
l−→F j+k+l. (2.68)
For example, all this holds for the sheaf cohomology presentation of de Rham
cohomology in Example 2.31.
2.8 (Co)homology of manifolds, and Poincare´ duality
Almost all the theory of §2.1–§2.7 works for general topological spaces, although
we often explained it only for manifolds. But the material of this section works
only for manifolds, or for topological spaces which are very like manifolds.
Let Y be an oriented manifold, of dimension m, not necessarily compact,
and R a commutative ring. Then there exists a natural fundamental class [[Y ]]
in H lfm(Y ;R), in locally finite homology. To define [[Y ]] in locally finite (smooth)
singular homologyH lf,sim (Y ;R) or H
lf,ssi
m (Y ;R) from Examples 2.19 and 2.20, we
choose a (smooth) locally finite triangulation of Y by m-simplices ∆m.
Define Poincare´ duality morphisms using the cap products in (2.46):
Pd : Hkcs(Y ;R) −→ Hm−k(Y ;R), Pd : H
k(Y ;R) −→ H lfm−k(Y ;R),
by Pd : α 7−→ α ∩ [[Y ]].
(2.69)
The Poincare´ duality theorem says that these are isomorphisms, as in [8, §VI],
[31, §3.3], [35, Prop. 5.10(i) & Rem. 15.7(ii)], [58, §11.3], [69, Ch. 8], and [85, §18].
If Y is compact then H lf∗ (Y ;R) = H∗(Y ;R) and H
∗
cs(Y ;R) = H
∗(Y ;R), so
[[Y ]] ∈ Hm(Y ;R), and we have isomorphisms Pd : Hk(Y ;R) → Hm−k(Y ;R).
Poincare´ duality is often stated just in this case, or for compact manifolds with
boundary, since few authors discuss locally finite homology H lf∗ (Y ;R).
Poincare´ duality and the cup product onH∗cs(Y ;R) induce an associative, su-
percommutative intersection product • : Hk(Y ;R)×Hl(Y ;R)→ Hk+l−m(Y ;R)
on homology H∗(Y ;R). This can be described geometrically at the chain level
in singular homology, as in [8, §VI.11] and [53, §IV].
Poincare´ duality implies that Hk(Y ;R)=H
k(Y ;R)=Hkcs(Y ;R)=H
lf
k (Y ;R)
=0 for all k > m = dimY . This also holds for non-oriented manifolds Y .
Let Y, Z be oriented manifolds of dimensions m,n, and f : Y → Z be a
smooth map. Define morphisms f ! : H∗cs(Y ;R) → H
∗−m+n
cs (Z;R) and f! :
H lf∗ (Z;R)→ H
lf
∗−n+m(Y ;R) by the commutative diagrams
Hkcs(Y ;R) Pd
//
f !
Hm−k(Y ;R)
f∗ 
H lfk (Z;R)
Pd−1
//
f!
Hn−k(Z;R)
f∗ 
Hk−m+ncs (Z;R) Hm−k(Z;R),
Pd−1oo H lfk+m−n(Y ;R) H
n−k(Y ;R),
Pdoo
using the fact that Pd in (2.69) are invertible. We have f!([[Z]]) = [[Y ]] in
Hm(Y ;R). Similarly, if f is proper, define f
! : H∗(Y ;R)→ H∗−m+n(Z;R) and
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f! : H∗(Z;R)→ H∗−n+m(Y ;R) by the commutative diagrams
Hk(Y ;R)
Pd
//
f !
H lfm−k(Y ;R)
f∗ 
Hk(Z;R)
Pd−1
//
f!
Hn−kcs (Z;R)
f∗ 
Hk−m+n(Z;R) H lfm−k(Z;R),
Pd−1oo Hk+m−n(Y ;R) Hn−kcs (Y ;R).
Pdoo
(2.70)
These morphisms f !, f! are known as wrong way maps (or shriek maps, or umkehr
maps, or Gysin maps) as they have the opposite functoriality that one expects,
covariant on cohomology and contravariant on homology.
In fact it is not necessary for Y, Z to be oriented to define f !, f!, we only
need a coorientation (relative orientation) for f : Y → Z, as in Definition 3.8.
Here are some compatibility conditions between morphisms of type f !, f! and
f∗, f∗. Suppose we have a Cartesian square in Man:
W
f
//
e

Y
h 
X
g // Z,
with g, h transverse, and set dimW = k, dimX = l, dimY = m, dimZ = n,
so that k = l+m− n by transversality. Suppose h is cooriented, which implies
that e is cooriented. Then the following commute:
Hjcs(W ;R)
e!
Hjcs(Y ;R)f∗
oo
h! 
H lfj+k−l(W ;R) f∗
// H lfj+m−n(Y ;R)
Hj−k+lcs (X ;R) H
j−m+n
cs (Z;R),
g∗oo H lfj (X ;R)
g∗ //
e!
OO
H lfj (Z;R).
h!
OO
(2.71)
If also h is proper, which implies that e is proper, then the analogues of (2.71)
for H∗(−;R), H∗(−;R) also commute.
2.9 Introduction to orbifolds, and their (co)homology
Orbifolds are generalizations of manifolds, which are locally modelled on Rm/G,
for G a finite group acting linearly on Rm. They were introduced by Satake [74],
who called them ‘V-manifolds’. Later they were studied by Thurston [84, Ch. 13]
who gave them the name ‘orbifold’. An orbifold X is called effective if it is
locally modelled on Rm/G for G acting effectively on Rm, that is, the morphism
G→ GL(m,R) is injective, so we can regardG as a finite subgroup of GL(m,R).
Many authors, including Satake [74], consider only effective orbifolds.
It turns out that Satake’s original definition [74] of a category of orbifolds
OrbSa is in some ways badly behaved differential-geometrically. For example,
the pullback f∗(E) of an orbifold vector bundle E → Y by a morphism f : X →
Y inOrbSa cannot always be defined. Behrend and Xu [4], Chen and Ruan [12],
Lerman [54], Metzler [62], Moerdijk and Pronk [67, 68, 72], the author [42, 45],
and others have given alternative definitions of categories or 2-categories of
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orbifolds, not equivalent to OrbSa, with better differential-geometric behaviour.
We discuss these other definitions in Remark 2.45(c).
In §4 and §5.1–§5.2 we construct new (co)homology theories MH∗(Y ;R),
. . . ,MH∗dR(Y ;R) for manifolds Y . Sections 3.5 and 5.3 will explain how to
extend all of this to effective orbifolds Y . To do this, we have chosen to work in
a (rather crude) category of effective orbifolds Orbeff , defined in §2.9.1, which
is very similar to Satake’s OrbSa, rather than any of the more sophisticated
versions of [4, 12, 42, 45, 54, 62, 67, 68, 72]. There are three main reasons for this:
(a) The differential-geometric properties of manifolds Man we need for our
constructions also work inOrbeff , including in particular submersions and
transverse fibre products, as in §2.9.2.
In general, transverse fibre products of orbifolds are subtle, and only work
properly when orbifolds are defined as a 2-category. But we avoid all these
problems by adopting a more restrictive definition of ‘submersions’ and
‘transverse smooth maps’ in Orbeff , which are strong enough to ensure
that transverse fibre products exist in Orbeff in the sense of category
theory, but still weak enough to be used in our theory.
(b) As in §2.9.3, any effective orbifold X is homotopic in Orbeff to a manifold
Y , which is false for more sophisticated definitions. This makes it easy to
extend results on (co)homology of manifolds, such as characterization by
Eilenberg–Steenrod axioms in §2.1–§2.2, to orbifolds.
(c) If Orb is any of the more modern (2-)categories of (not necessarily ef-
fective) orbifolds in the literature, then there is a truncation functor
F : Orb → Orbeff , since the other definitions factor through Orbeff
by forgetting additional structure. Thus, our results on (co)homology of
orbifolds in Orbeff pull back immediately to Orb.
We begin in §2.9.1 by defining a category of effective orbifolds Orbeff , and
discussing alternative definitions. Section 2.9.2 explains some differential ge-
ometry in Orbeff , including submersions and transverse fibre products. Then
§2.9.3 extends §2.1–§2.8 on (co)homology of manifolds to orbifolds.
2.9.1 A category of effective orbifolds Orbeff
We define a category Orbeff of effective orbifolds.
Definition 2.44. Let X be a second countable Hausdorff topological space. An
m-dimensional orbifold chart on X is a triple (U,G, φ), where U ⊆ Rm is an
open set, and G ⊆ GL(m,R) is a finite subgroup preserving U , and φ : U → X
is a continuous map with image Imφ ⊆ X an open set in X , such that φ◦γ = φ
for all γ ∈ G, so that φ factors through a map U/G → Imφ, which we require
to be a homeomorphism.
Let (U,G, φ), (V,H, ψ) be m-dimensional orbifold charts on X . We call
(U,G, φ) and (V,H, ψ) compatible if for all u ∈ φ−1(Imψ) ⊆ U , there exists
an open neighbourhood U ′ of u in U and an e´tale map of manifolds ξ : U ′ → V
with φ|U ′ = ψ ◦ ξ : U ′ → X .
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An m-dimensional orbifold atlas for X is a set A = {(Ua, Ga, φa) : a ∈ A} of
pairwise compatible m-dimensional orbifold charts on X with X =
⋃
a∈A Imφa.
We call such an atlas maximal if it is not a proper subset of any other orbifold
atlas. Any orbifold atlas {(Ua, Ga, φa) : a ∈ A} is contained in a unique maximal
orbifold atlas, the set of all orbifold charts (U,G, φ) on X which are compatible
with (Ua, Ga, φa) for all a ∈ A.
An m-dimensional effective orbifold (X,A) is a second countable Hausdorff
topological space X equipped with a maximal m-dimensional orbifold atlas A.
Usually we refer to X as the orbifold, leaving the atlas implicit, and by a chart
(U,G, φ) on X , we mean an element of the maximal atlas.
Now let X,Y be effective orbifolds, and f : X → Y be a continuous map. We
call f smooth if for all x ∈ X with f(x) = y ∈ Y , there exist charts (U,G, φ) on
X with x ∈ Imφ and (V,H, ψ) on Y with y ∈ Imψ, a smooth map of manifolds
F : U → V , and a group morphism ρ : G→ H , such that F is equivariant under
ρ, and f ◦φ = ψ◦F : U → Y . Smooth maps include identities idX : X → X and
are closed under composition, so they make effective orbifolds into a category,
which we write as Orbeff .
There is an obvious full and faithful functor FOrbeffMan : Man → Orbeff
acting on objects by FOrbeffMan : (X,A) 7→ (X,A
′) and on morphisms by FOrbeffMan :
f 7→ f , where A = {(Ua, φa) : a ∈ A} is the maximal atlas on X in the
usual sense of manifolds, and A′ is the unique maximal orbifold atlas on X
containing {(Ua, {1}, φa) : a ∈ A}. Thus we can regardMan ⊂ Orbeff as a full
subcategory, and manifolds as examples of effective orbifolds.
Remark 2.45. (a) (Noneffective orbifolds.) Effectiveness of orbifolds X is
built into Definition 2.44 by taking orbifold charts to be (U,G, φ) with U ⊆ Rm
open and G ⊆ GL(m,R), rather than taking G to be a finite group acting
possibly non-effectively on U ⊆ Rm.
In other definitions of orbifolds X allowing X to be non-effective, there is
a natural morphism π : X → Xeff , for Xeff an effective orbifold with the same
topological space as X , where if X is locally modelled on Rm/G for G a finite
group and ρ : G → GL(m,R) a morphism, then Xeff is locally modelled on
R
m/ρ(G). SinceX,Xeff have isomorphic homology and cohomology, in studying
(co)homology of orbifolds we lose little by restricting to effective orbifolds.
(b) (Comparison with Satake’s definition.) Definition 2.44 differs from
Satake’s category [74] of effective orbifolds OrbSa in two ways:
(i) In defining orbifold charts (U,G, φ), Satake requires G to have fixed points
in codimension at least 2, that is, Satake’s orbifolds cannot have orbifold
strata of codimension 1, but we allow this. An example of an orbifold
in Orbeff but not in OrbSa is R/{±1}. Topologically this is [0,∞), so
orbifolds with codimension 1 orbifold strata are like orbifolds with corners.
(ii) In defining smooth maps f : X → Y , Satake requires that for each x ∈ X
with f(x) = y ∈ Y there should exist charts (U,G, φ) on X with x ∈ Imφ
and (V,H, ψ) with y ∈ Imψ and a smooth map of manifolds F : U → V
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with f ◦ φ = ψ ◦ F : U → Y , as we do. But he does not require, as we do,
that F should be equivariant under a group morphism ρ : G→ H .
There exist pathological examples of morphisms f : X → Y in OrbSa
which are not morphisms inOrbeff , though they are not easy to construct.
We exclude them as they would cause problems with the existence of
transverse fibre products in §2.9.2. All the (2-)categories of orbifolds in
[1, 4, 12, 42, 45, 54, 62, 67, 68, 72] satisfy our extra equivariance condition.
(c) (Other definitions of orbifolds.) Other than Satake’s [74], there are two
main definitions of ordinary categories of orbifolds in the literature:
(A) Chen and Ruan [12, §4] define orbifolds X in a similar way to [74], but
using germs of orbifold charts (Up, Gp, φp) for p ∈ X . Their morphisms
f : X → Y are called ‘good maps’, giving a category OrbCR.
(B) Moerdijk and Pronk [67,68] define a category of orbifoldsOrbMP as proper
e´tale Lie groupoids in Man. Their definition of smooth map f : X →
Y , called strong maps [68, §5] is complicated: it is an equivalence class
of diagrams X
φ
←−X ′
ψ
−→Y , where X ′ is a third orbifold, and φ, ψ are
morphisms of groupoids with φ an equivalence (loosely, a diffeomorphism).
A book on orbifolds in the sense of [12, 67, 68] is Adem, Leida and Ruan [1].
There are also four main ways to define 2-categories of orbifolds:
(i) Pronk [72] defines a strict 2-category LieGpd of Lie groupoids inMan as
in (B), with the obvious 1-morphisms of groupoids, and localizes by a class
of weak equivalencesW to get a weak 2-categoryOrbPr = LieGpd[W−1].
Lerman [54, §3.3] defines a weak 2-category OrbLe of Lie groupoids in
Man as in (B), without localizing, using ‘Hilsum–Skandalis morphisms’.
(ii) Behrend and Xu [4, §2], Lerman [54, §4] and Metzler [62, §3.5] define a
strict 2-category of orbifolds OrbManSta as a class of Deligne–Mumford
stacks on the site (Man,JMan) of manifolds.
(iii) The author [42] defines a strict 2-category of orbifolds OrbC∞Sta as a class
of Deligne–Mumford stacks on the site (C∞Sch,JC∞Sch) of C∞-schemes.
(iv) The author [45, §4.5] defines a weak 2-category of orbifolds OrbKur as
examples of Kuranishi spaces.
It is known (loc. cit.) that (i)–(iv) are equivalent as weak 2-categories, and their
homotopy categories are equivalent to (B).
All of these (2-)categories of orbifolds admit natural truncation functors
to Orbeff in §2.9.1. Furthermore, isomorphism/equivalence classes of effective
orbifolds in each of these (2-)categories are naturally in 1-1 correspondence with
isomorphism classes of objects in Orbeff .
Morally speaking, effective orbifolds in each of these (2-)categories are the
same, just as objects, and non-effective orbifolds X can be transformed to ef-
fective orbifolds Xeff as in (a). Also, morally, (1-)morphisms in each of these
(2-)categories are continuous maps f : X → Y of the topological spaces, plus
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some extra data. The truncation functor to Orbeff forgets this extra data,
remembering only the continuous map.
(d) (Orbifolds with boundary and corners.) As for manifolds with bound-
ary and corners in §3.1, we can modify Definition 2.44 to define categoriesOrbbeff
of effective orbifolds with boundary and Orbceff of effective orbifolds with cor-
ners, by also allowing orbifold charts (U,G, φ) with U ⊆ [0,∞) × Rm−1 open
(for the boundary case), or U ⊆ [0,∞)k × Rm−k open (for the corners case).
To define smooth maps f : X → Y in Orbbeff ,Orb
c
eff , the map F : U → V in
Definition 2.44 should be required to be a smooth map between U ⊆ [0,∞)k ×
R
m−k and V ⊆ [0,∞)l × Rn−l, in the sense of Definition 3.1(b) below.
2.9.2 Differential geometry in Orbeff
In the category of manifolds Man, a morphism f : X → Y is a submersion if
Txf : TxX → TyY is surjective for all x ∈ X with f(x) = y ∈ Y , and morphisms
g : X → Z, h : Y → Z are transverse if Txg ⊕ Tyh : TxX ⊕ TyY → TzZ is
surjective for all x ∈ X , y ∈ Y with g(x) = h(y) = z ∈ Z. Then g : X → Y a
submersion implies g, h are transverse for any h : Y → Z, and g, h transverse
implies that a fibre product X ×g,Z,h Y exists in the category Man.
In our new (co)homology theories for manifolds in §4 and §5.1–§5.2, we will
make heavy use of these facts, and their extension to manifolds with corners.
So to extend §4–§5.2 to orbifolds in §5.3, we need good notions of submersions
and transverse morphisms in Orbeff , such that transverse fibre products exist.
The definitions of submersion and transverse morphisms above extend imme-
diately to orbifolds. But with this natural definition, the existence of transverse
fibre products turns out to be a subtle question. One can prove that some
transverse fibre products of orbifolds do not exist in any ordinary category of
orbifolds Orb. Here we mean fibre products in the sense of category theory,
satisfying a universal property in Orb. But in the 2-categories of orbifolds Orb
in Definition 2.45(c)(i)–(iv), all transverse fibre products exist, in the sense of
2-category theory, characterized by a universal property in Orb involving 2-
morphisms. This is an important reason for making orbifolds into a 2-category.
Working with a 2-category of orbifolds Orb rather than Orbeff would cause
us other problems, for example, Theorem 2.50 below would fail. So we are going
to cheat, and adopt stricter definitions of ‘submersions’ and ‘transverse mor-
phisms’ in Orbeff imposing conditions on orbifold groups as well as on tangent
spaces, and with these definitions, transverse fibre products exist in Orbeff .
The cost of this is that there are fewer submersions and transverse mor-
phisms, for example, if V is a manifold and G a finite group acting effectively
but not freely on V then the natural projection π : V → [V/G] is not a submer-
sion in our sense. Also for a general orbifold X , the projection π : TX → X is
not a submersion. But all the properties of submersions and transverse maps
we need in Man, given in Assumption 3.16 below, also hold in Orbeff .
We first explain orbifold groups and tangent spaces of effective orbifolds.
Definition 2.46. Let X ∈ Orbeff be an effective orbifold, and x ∈ X . Then
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one can define the orbifold group (or isotropy group) GxX , a finite group, and
the tangent space TxX of X at x, a real vector space of dimension dimX with
an effective representation of GxX . Explicitly, if (U,G, φ) is an orbifold chart
on X and u ∈ U with φ(u) = x then
GxX ∼= StabG(u) =
{
γ ∈ G : γ · u = u
}
and TxX ∼= TuU. (2.72)
In fact GxX,TxX above are natural up to isomorphism, but not up to canon-
ical isomorphism; the pair (GxX,TxX) is natural up to conjugation by an ele-
ment of GxX , and to define GxX,TxX unambiguously for all X, x we have to
make arbitrary choices, e.g. choosing u ∈ φ−1(x) ⊆ U so (2.72) makes sense.
Now let f : X → Y be a morphism in Orbeff , and x ∈ X with f(x) = y ∈ Y .
Then we can define a linear map Txf : TxX → TyY called the derivative of f at
x. Explicitly, as in Definition 2.44 there exist charts (U,G, φ) onX with x ∈ Imφ
and (V,H, ψ) on Y with y ∈ Imψ, a smooth map of manifolds F : U → V ,
and a group morphism ρ : G → H , such that F is equivariant under ρ, and
f ◦ φ = ψ ◦ F : U → Y . Then choosing u ∈ U with φ(u) = x and v = F (u) ∈ V
with ψ(v) = y, we define Txf by the commutative diagram
TuU
∼=

TuF
// TvV
∼= 
TxX
Txf // TyY,
where the vertical isomorphisms come from (2.72).
In fact Txf above is unique only up to composition with the action of some
γ ∈ GyY on TyY , since F is not unique, and to define Txf unambiguously for
all f,X, Y, x, y we have to make arbitrary choices.
Also there exists a group morphism Gxf : GxX → GyY such that Txf :
TxX → TyY is equivariant under Gxf , which in the situation above may be
defined by the commutative diagram
StabG(u)
∼=

ρ|StabG(u)
// StabH(v)
∼= 
GxX
Gxf // GyY,
where the vertical isomorphisms come from (2.72). However, we stress that
Gxf may not be unique, not even up to conjugation by some γ ∈ GyY . This
is because in the situation above with x, y, (U,G, φ), (V,H, ψ) and F : U → V
fixed, the group morphism ρ : G → H may not be uniquely determined, if F
maps into the fixed locus of a nontrivial subgroup of H in V .
For the (2-)categories of orbifolds discussed in Remark 2.45(c), the mor-
phisms Gxf : GxX → GyY are canonical up to conjugation by γ ∈ GyY , as
this is part of the data in (1-)morphisms beyond the continuous map. But in
Orbeff this is not true, which will be important in the proof of Theorem 2.50.
We define ‘submersions’ and ‘transverse morphisms’ in Orbeff .
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Definition 2.47. We call a morphism f : X → Y in Orbeff a submersion if
whenever x ∈ X with f(x) = y ∈ Y , then
(i) Txf : TxX → TyY is surjective; and
(ii) The morphism Gxf : GxX → GyY in Definition 2.46 is surjective.
As above, Txf,Gxf depend on arbitrary choices, but one can show that (i),(ii)
together are independent of these choices.
Let g : X → Z and h : Y → Z be morphisms in Orbeff . We call g, h
transverse if whenever x ∈ X , y ∈ Y with g(x) = h(y) = z ∈ Z, then
(i)′ Txg ⊕ Tyh : TxX ⊕ TyY → TzZ is surjective; and
(ii)′ GzZ = Gxg(GxX) ·Gyh(GyY ), that is, every ǫ ∈ GzZ may be written as
ǫ = Gx(γ)Gyh(δ) for some γ ∈ GxX and δ ∈ GyY .
Again, Txg, Tyh,Gxg,Gyh depend on arbitrary choices, but one can show that
(i)′,(ii)′ together are independent of these choices. If g : X → Z and h : Y → Z
are morphisms in Orbeff with g a submersion then g, h are transverse.
It is then not difficult to prove:
Theorem 2.48. Let g : X → Z and h : Y → Z be transverse morphisms in
Orbeff . Then a fibre product W = X ×g,Z,h Y exists in Orbeff , in the sense of
category theory. It has dimW = dimX + dimY − dimZ, and topological space
W ∼=
{
(x, y) ∈ X × Y : g(x) = h(y)
}
, (2.73)
as a subset of X × Y with the subspace topology.
Remark 2.49. For comparison, if we work in a 2-category of orbifolds Orb as
in Remark 2.45(d)(i)–(iv), then the picture above is modified as follows:
• We should define a 1-morphism f : X → Y in Orb to be a submersion if
Txf : TxX → TyY is surjective for all x ∈ X with f(x) = y ∈ Y.
• We should define 1-morphisms g : X → Z and h : Y → Z in Orb to be
transverse if for all x ∈ X and y ∈ Y with g(x) = h(y) = z ∈ Z and all
ǫ ∈ GzZ, the following linear map is surjective:
Txg ⊕ (ǫ · Tyh) : TxX ⊕ TyY −→ TzZ.
• If g, h are transverse then a fibre product W = X ×g,Z,hY exists in the 2-
category Orb, satisfying a universal property involving 2-morphisms, with
dimW = dimX + dimY − dimZ. The set of points of W is
W ∼=
{
(x, y, C) : x ∈ X , y ∈ Y, g(x) = h(y) = z ∈ Z,
C ∈ Gxg(GxX )\GzZ/Gyh(GyY)
}
,
(2.74)
where Gxg : GxX → GzZ, Gyh : GyY → GzZ are the natural morphisms
of orbifold groups, which are defined in Orb but not in Orbeff .
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So, in the 2-category Orb we can use weaker notions of ‘submersion’ and
‘transverse’, corresponding roughly to assuming (i),(i)′ but not (ii),(ii)′. We
need the richer 2-category structure on Orb to define transverse fibre products.
Now in Definition 2.47 and Theorem 2.48 we consider transverse fibre prod-
ucts in the (rather crude) ordinary category of orbifolds Orbeff , rather than
the (much superior) 2-category Orb. We also want the fibre products in Orbeff
and Orb to coincide, since we regard the fibre product in Orb as ‘correct’.
If a fibre product W = X ×g,Z,h Y exists in Orbeff , applying the universal
property to maps from a point ∗ shows that W must be given as a set by (2.73).
So, the fibre products in Orbeff and Orb can coincide only if (2.73) and (2.74)
agree, which holds if GzZ = Gxg(GxX ) · Gyh(GyY) for all x ∈ X , y ∈ Y with
g(x) = h(y) = z ∈ Z. This is the reason for Definition 2.47(ii)′.
The next theorem, proved in §6.3, will be important in extending results on
(co)homology of manifolds to orbifolds in §2.9.3.
Theorem 2.50. Every effective orbifold X is homotopic in Orbeff to a man-
ifold Y in Man ⊂ Orbeff . That is, there exist smooth maps f : X → Y,
g : Y → X, F : [0, 1]×X → X and G : [0, 1]× Y → Y with F (0, x) = g ◦ f(x),
F (1, x) = x, G(0, y) = f ◦ g(y) and G(1, y) = y for all x ∈ X and y ∈ Y .
Here we call F : [0, 1]×X → X smooth if there exists an open neighbourhood
U of [0, 1]×X in R×X and a smooth map (morphism in Orbeff ) F ′ : U → X
with F ′|[0,1]×X = F, and similarly for G : [0, 1]× Y → Y .
Remark 2.51. In Theorem 2.50, it is essential that we are working in the
rather crude category of orbifolds Orbeff from §2.9.1, in which morphisms f :
X → Y are continuous maps satisfying conditions, rather than any of the more
complicated (2-)categories of orbifolds in [1,4,12,42,45,54,62,67,68,72] discussed
in Remark 2.45(c), in which (1-)morphisms are continuous maps with extra data.
In any of these other (2-)categories, the last part of the proof in §6.3 would
fail, and we would not be able to choose the (1-)morphism F : [0, 1]×X → X
with F |{0}×X = g ◦f and F |{1}×X = idX . As in Definition 2.46, if f : X → Y is
a (1-)morphism of orbifolds, and x ∈ X with f(x) = y ∈ Y , then there exists a
morphism of orbifold groups Gxf : GxX → GyY . In our categoryOrbeff , these
Gxf are not canonical, and there can be several very different choices. In the
orbifolds of [1, 4, 12, 42, 45, 54, 62, 67, 68, 72], the morphisms Gxf : GxX → GyY
are canonical up to conjugation by γ ∈ GyY , and the Gxf are part of the extra
data in (1-)morphisms f : X → Y in these (2-)categories.
These morphisms Gxf have some continuity properties, which imply that
for a (1-)morphism F : [0, 1] × X → X in any of these more sophisticated
(2-)categories of orbifolds, the morphism G(t,x)F : GxX → GF (t,x)X must have
kernel KerG(t,x)F independent of t ∈ [0, 1], for fixed x ∈ X . But when t = 0 as
F |{0}×X = g ◦ f we have G(0,x)F = Gf(x)g ◦Gxf = 1, since Gf(x)Y = {1}, and
when t = 1 as F |{1}×X = idX we have G(1,x)F = idGxX .
Hence KerG(0,x)F = GxX and KerG(1,x)F = {1}, so KerG(t,x)F cannot
be independent of t ∈ [0, 1] unless GxX = {1}. Thus, Theorem 2.50 fails in all
the (2-)categories of [1,4,12,42,45,54,62,67,68,72], for any orbifold X which is
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not a manifold. The argument works in Orbeff because of the nonuniqueness
of morphisms Gxf : GxX → GyY there.
2.9.3 Homology and cohomology of effective orbifolds
Next we explain how to explain the material of §2.1–§2.8 on (co)homology of
manifolds, to orbifolds. First we should ask what we mean by the homology or
cohomology of an orbifold Y . There are several possible answers:
(a) The most obvious is the (co)homology H∗(Ytop;R), H
∗(Ytop;R) (e.g. sin-
gular (co)homology) of the underlying topological space Ytop of Y .
(b) As in Moerdijk [67, §4], to each orbifold Y one can associate a classifying
space Ycla, which is a topological space with a continuous map π : Ycla →
Ytop whose fibre π
−1(y) over each y ∈ Ytop is homotopic to B(GyY ), the
classifying space for the orbifold group GyY . Here Ycla is canonical only
up to homotopy, but this means H∗(Ycla;R), H
∗(Ycla;R) are natural up
to isomorphism, so we can consider these to be the (co)homology of Y .
Behrend [3] defines versions of singular (co)homology of orbifolds Y con-
sidered as proper e´tale Lie groupoids as in [67, 68, 72], which compute
H∗(Ycla;R), H
∗(Ycla;R). When Y is a global quotient [V/G] we can take
Ycla = (V ×EG)/G, and then H∗(Ycla;R), H∗(Ycla;R) are the equivariant
(co)homology HG∗ (V ;R), H
∗
G(V ;R), a desirable property.
(c) Takeuchi and Yokoyama [81–83, 87] t-singular homology t-H∗(Y ;R) and
ws-singular cohomology ws-H∗(Y ;R) of orbifolds Y , with the nice prop-
erties that t-H1(Y ;Z) is the abelianization of the orbifold fundamental
group πorb1 (Y ), and Poincare´ duality holds.
(d) If Y is an orbifold with an almost complex structure, Chen and Ruan [13]
define the orbifold cohomology H∗CR(Y ;R), which appears to be natural
in Gromov–Witten theory and String Theory of orbifolds. In general
H∗CR(Y ;R) is different from H
∗(Ytop;R), H
∗(Ycla;R) and ws-H
∗(Y ;R).
Orbifold cohomology is related to the cohomologyH∗(Yin;R) of the inertia
orbifold Yin of Y , where points of Yin are pairs (y, C) with y ∈ Ytop and
C a conjugacy class in GyY .
We are interested in option (a), and from now onH∗(Y ;R), H
∗(Y ;R), . . . will
mean H∗(Ytop;R), H
∗(Ytop;R), . . . . But if R is a Q-algebra, then (b),(c) agree
with (a) as in [3, Prop. 36], [83,87]. We generalize the approach to (co)homology
of manifolds using Eilenberg–Steenrod axioms in §2.1–§2.2 to orbifolds.
Definition 2.52. Fix a commutative ring R. A homology theory of effective
orbifolds H∗(−;R) over R satisfies Axiom 2.1, but with the category of effec-
tive orbifolds Orbeff in §2.9.1 substituted for the category of manifolds Man
throughout. That is, we are given the data:
(a) For each effective orbifold Y and open suborbifold Z ⊆ Y , an R-module
Hk(Y, Z;R) for all k ∈ Z, where we write Hk(Y ;R) = Hk(Y, ∅;R);
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(b) For Y, Z as above, R-module morphisms ∂ : Hk(Y, Z;R) → Hk−1(Z;R)
for k ∈ Z, called connecting morphisms ; and
(c) For each morphism f : Y1 → Y2 in Orbeff and open suborbifolds Z1 ⊆
Y1, Z2 ⊆ Y2 with f(Z1) ⊆ Z2, pushforwards f∗ : Hk(Y1, Z1;R) →
Hk(Y2, Z2;R) for k ∈ Z;
and all this data should satisfy Axiom 2.1(i)–(vii) with Orbeff in place ofMan.
Similarly, a cohomology theory of effective orbifolds H∗(−;R) over R satisfies
Axiom 2.7, but with Orbeff substituted for Man throughout.
Here is the orbifold analogue of Theorems 2.3 and 2.8, which will be proved
in §6.4 using Theorem 2.50.
Theorem 2.53. (a) Any two homology theories of effective orbifolds H∗(−;R),
H˜∗(−;R) over the same commutative ring R are canonically isomorphic. That
is, there exist R-module isomorphisms IY,Z : H∗(Y, Z;R) → H˜∗(Y, Z;R) for
all effective orbifolds Y and open Z ⊆ Y commuting with the given morphisms
f∗, ∂ and isomorphisms H0(∗;R) ∼= R ∼= H˜0(∗;R), and any other assignment of
morphisms JY,Z : H∗(Y, Z;R)→ H˜∗(Y, Z;R) for all (Y, Z) commuting with the
f∗, ∂ and H0(∗;R) ∼= R ∼= H˜0(∗;R) have JY,Z = IY,Z for all (Y, Z).
(b) Any two cohomology theories of effective orbifolds H∗(−;R), H˜∗(−;R) over
the same commutative ring R are canonically isomorphic.
Example 2.54. (i) Singular homology Hsi∗ (−;R) is a homology theory of ef-
fective orbifolds, as in Example 2.4, as it is a topological homology theory.
(ii) Smooth singular homology Hssi∗ (−;R) in Example 2.5 also extends to orb-
ifolds without change, giving a homology theory of effective orbifolds.
(iii) If Y is an effective orbifold, then one can define k-forms C∞(ΛkT ∗Y ) on Y
as for manifolds, and they have the same properties under de Rham differentials,
pullbacks, and so on. Concretely, if Y = [V/G] is the quotient of a smooth
manifold V by a finite group G, with projection π : V → [V/G] = Y , then π∗ :
C∞(ΛkT ∗Y )→ C∞(ΛkT ∗V ) is an isomorphism C∞(ΛkT ∗Y ) ∼= C∞(ΛkT ∗V )G
with the vector subspace of G-invariant k-forms on V .
We can define de Rham cohomology H∗dR(−;R) for effective orbifolds as in
Example 2.12, and it is a cohomology theory of effective orbifolds.
(iv) Sheaf cohomologyH∗(Y ;RY ) from §2.5 is a cohomology theory of orbifolds,
as it is a cohomology theory of (nice) topological spaces.
Almost all the rest of §2.1–§2.7 is facts about (co)homology of general topo-
logical spaces, and so extends to (co)homology of effective orbifolds immediately.
The only other parts of §2.1–§2.8 which need attention are the special facts about
(co)homology of manifolds, rather than topological spaces, namely:
(a) If Y is an oriented manifold of dimension m, as in Remark 2.2(f) and
Property 2.18(i) there is a natural fundamental class [[Y ]] in Hm(Y ;R)
(for Y compact) or H lfm(Y ;R). If R has characteristic 2 (e.g. R = Z2)
then [[Y ]] is well-defined even if Y is not oriented.
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(b) As in §2.5, for nice topological spaces Y and noetherian R we have a
dualizing complex ωY over R in the derived category D
+(Y ;R) of R-
modules on Y , and as in (2.28) we have natural isomorphisms
Hk(Y ;R) ∼= H
−k
cs (Y, ωY ) and H
lf
k (Y ;R)
∼= H−k(Y, ωY ). (2.75)
If Y is a manifold of dimension m, then as in Definition 2.32 we have
an equivalence ωY ≃ OY [m] in D+(Y ;R), where OY is the orientation
sheaf of Y over R, a locally constant sheaf of R-modules associated to the
principal Z2-bundle PY → Y of orientations on Y .
Thus as in (2.29) we have isomorphisms
Hk(Y ;R) ∼= H
m−k
cs (Y,OY ) and H
lf
k (Y ;R)
∼= Hm−k(Y,OY ). (2.76)
(c) All of §2.8 on Poincare´ duality and wrong way maps f !, f!.
The next three properties explain how (a)–(c) extend to orbifolds.
Property 2.55. (a) If Y is an oriented effective orbifold, then Y has a natural
fundamental class [[Y ]] in Hm(Y ;R) (for Y compact) or H
lf
m(Y ;R), for any
commutative ring R, just as for manifolds.
(b) When considering (co)homological properties of unoriented orbifolds, it is
helpful to divide into three cases:
(i) Orbifolds Y which are locally orientable, that is, which are locally modelled
on Rm/G for G ⊂ GL+(m,R) orientation-preserving.
(ii) Orbifolds Y which are not locally orientable, but which do not have orb-
ifold singularities in real codimension 1.
(iii) Orbifolds Y which have orbifold singularities in real codimension 1 (this
implies Y is not locally orientable). Satake [74] excludes this case.
Any oriented orbifold is automatically locally orientable. If R has characteristic
2 (e.g. R = Z2) then there is a natural fundamental class [[Y ]] in Hm(Y ;R) (for
Y compact) or H lfm(Y ;R) in cases (i),(ii), but not in case (iii).
(c) Suppose V is an oriented manifold of dimension m and G a finite group
acting effectively on Y preserving orientations, and set Y = [V/G], so that Y
is an oriented effective orbifold. Write π : V → [V/G] = Y for the projection,
which is proper. Let R be a Q-algebra. Then the fundamental class [[Y ]] ∈
H lfm(Y ;R) of Y , as an orbifold, is given in terms of the fundamental class [[V ]] ∈
H lfm(V ;R) of V , as a manifold, by
[[Y ]] =
1
|G|
· π∗([[V ]]).
(d) (Noneffective orbifolds.) One can define noneffective orbifolds Y , al-
though they are not included as objects in our category Orbeff . As in Remark
2.45(a), every noneffective orbifold Y has an associated effective orbifold Y eff ,
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with a projection π : Y → Y eff which is a homeomorphism of topological spaces.
Hence H∗(Y ;R) ∼= H∗(Y eff ;R), H∗(Y ;R) ∼= H∗(Y eff ;R), so for the purposes of
homology and cohomology one can often restrict to effective orbifolds.
One exception to this is fundamental classes. Suppose Y is a connected,
oriented, noneffective orbifold of dimension m. Then π : Y → Y eff is a ‘gerbe’
with fibre [∗/G] for some finite group G. We should restrict to R a Q-algebra,
and the natural fundamental class for Y is then
[[Y ]] =
1
|G|
· [[Y eff ]] ∈ H lfm(Y
eff ;R) ∼= H lfm(Y ;R).
Property 2.56. (a) Property 2.55 defined locally orientable effective orbifolds
Y . If Y is locally orientable then it has a principal Z2-bundle PY → Y of
orientations, and the orientation sheaf OY exists as the locally constant sheaf
of R-modules on Y associated to PY , for any ring R.
If Y is not locally orientable then the principal Z2-bundle PY → Y is not
defined. The sheaf OY is still defined, but it is not a locally constant.
(b) For any effective orbifold Y and noetherian ring R, the dualizing complex
ωY is well defined, and equation (2.75) holds.
(c) If Y is an effective orbifold of dimension m and R is a Q-algebra, then the
equivalence ωY ≃ OY [m] holds in D+(Y ;R) as for manifolds, and thus equation
(2.76) holds. If R is not a Q-algebra then in general we have ωY 6≃ OY [m], and
(2.76) may be false.
Property 2.57. (a) Let Y be an oriented, effective orbifold of dimension m.
Then as in (2.69) and with [[Y ]] as in Property 2.55(a), for any commutative
ring R we may define Poincare´ duality morphisms
Pd : Hkcs(Y ;R)→ Hm−k(Y ;R), Pd : H
k(Y ;R)→ H lfm−k(Y ;R),
by Pd : α 7−→ α ∩ [[Y ]]. (2.77)
If R is a Q-algebra, these morphisms Pd are isomorphisms (that is, the
Poincare´ duality theorem holds), as for manifolds. But if R is not a Q-algebra,
examples show that they may not be isomorphisms.
(b) The wrong way maps f !, f! on (co)homology of manifolds were defined in
§2.8 using the inverse Pd−1 of Pd in (2.77). So by (a), if R is a Q-algebra
then we may define wrong way maps f !, f! for (proper) cooriented morphisms
f : Y → Z in Orbeff , and they have the same properties as for manifolds. But
if R is not a Q-algebra, in general we cannot define f !, f! for orbifolds.
One moral of Properties 2.55–2.57 is that (co)homology of effective orbifolds
Y over a Q-algebra R behaves exactly like (co)homology of manifolds over R.
But when R is not a Q-algebra, some nice properties of (co)homology of mani-
folds do not extend to orbifolds.
We discuss different kinds of singular homology for orbifolds:
Example 2.58. Let Y be an effective orbifold. Then we can define:
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(i) The singular homology Hsi∗ (Y ;R), as in Example 2.4.
(ii) The smooth singular homology Hssi∗ (Y ;R), as in Example 2.5.
(iii) The cosheaf singular homology Hˆsik (Y ;R), as in Example 2.35.
(iv) The cosheaf smooth singular homology Hˆssik (Y ;R), as in Example 2.36.
(v) The locally finite sheaf singular homology Hˆ lf,sik (Y ;R), as in Example 2.37.
(vi) The locally finite sheaf smooth singular homology Hˆ lf,ssik (Y ;R), as in Ex-
ample 2.37.
Here (i)–(iv) are homology theories of effective orbifolds, with pushforwards f∗
by morphisms f : Y1 → Y2 in Orbeff , and (v),(vi) are locally finite homology
theories of effective orbifolds, with pushforwards f∗ for proper f .
Now (iii),(iv) come with complexes Cˆsi• (Y ;R), Cˆ
ssi
• (Y ;R) of flabby cosheaves
of R-modules on Y , and (v),(vi) with complexes Cˆlf,si• (Y ;R), Cˆ
lf,ssi
• (Y ;R) of soft
sheaves of R-modules on Y . As in (2.38)–(2.39), since the proof of (2.38) in [2,
Th. 1.8.6(a)] works for orbifolds, we have natural equivalences in D(Y ;R):
Cˆlf,si−• (Y ;R) ≃ ωY ≃ Cˆ
lf,ssi
−• (Y ;R), (2.78)
where ωY is the dualizing complex of Y .
Note that (2.78) holds for any effective orbifold Y and noetherian ring R. it
does not depend on the equivalence ωY ≃ OY [m], which as in Property 2.56(c)
needs R to be a Q-algebra.
2.10 Fulton and MacPherson’s bivariant theories
For manifolds, because of Poincare´ duality in §2.8, homology and cohomology
can be identified into a single theory with products (cup, cap and intersection
products), pushforwards (covariant functoriality), and pullbacks (contravariant
functoriality). Fulton and MacPherson [26] defined bivariant theories, a way of
naturally integrating pairs of a homology theory and a cohomology theory into
a single larger theory, which works for singular spaces.
We now summarize the notion of a bivariant theory, following [26, §1.1]. Let
C be a category. A bivariant theory from C to abelian groups (or graded vector
spaces, etc.) associates a group B(g : Y → Z) (or graded vector space, etc.) to
each morphism g : Y → Z in C. It also has three operations:
• Products. If f : X → Y and g : Y → Z are morphisms in C, and
α ∈ B(f : X → Y ), β ∈ B(g : Y → Z), we can form the product α · β
in B(g ◦ f : X → Z).
• Pushforwards. For a certain class of morphisms f : X → Y in C called
confined morphisms, if g : Y → Z is a morphism in C and α ∈ B(g ◦ f :
X → Z) we can form the pushforward f∗(α) ∈ B(g : Y → Z).
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• Pullbacks. For a certain class of commutative squares in C called inde-
pendent squares, if
Y ′
g′
//
h′
Z ′
h 
Y
g // Z,
(2.79)
is an independent square then for each α ∈ B(g : Y → Z), we can form
the pullback h∗(α) ∈ B(g′ : Y ′ → Z ′).
All this data must satisfy a number of compatibility axioms.
The following example, taken from [26, §3.1] modified as in [26, §3.3.2], com-
bines homology and compactly-supported cohomology into a bivariant theory.
Example 2.59. Let Topem be the category of topological spaces Y which
admit an embedding as a closed subspace of Rn for some n≫ 0 (in particular,
Y must be Hausdorff and paracompact), and morphisms are continuous maps.
Let R be a commutative ring. Suppose g : Y → Z is a morphism in Topem
with Y compact. Choose an embedding φ : Y → Rn for some n ≫ 0, and
define Hk(g : Y → Z;R) = Hk+n
(
Z × Rn, (Z × Rn) \ (g × φ)(Y );R
)
, using
relative cohomology. Then H∗(g : Y → Z;R) is a graded R-module, which
turns out to be independent of the choice of φ up to canonical isomorphism.
For general morphisms in Topem, we define H
∗(g : Y → Z;R) to be the direct
limit lim
−→
H∗(g ◦ p : K → Z;R) over all p : K → Y in Topem with K compact.
If Y is a topological space in Topem, we can associate two natural morphisms
in Topem to Y : the projection to a point π : Y → ∗, and the identity map
idY : Y → Y . By standard algebraic topology one can show that
Hk(π : Y → ∗;R) ∼= H−k(Y ;R)
and Hk(idY : Y → Y ;R) ∼= H
k
cs(Y ;R).
(2.80)
Thus, the bivariant theoryH∗ specializes to homology and compactly-supported
cohomology over R.
Products · : Hk(f : X → Y ) ×H l(g : Y → Z) → Hk+l(g ◦ f : X → Z) are
defined as in [26, §3.1.7], where
· : Hk(idY : Y → Y ;R)×H
l(idY : Y → Y ;R) −→ H
k+l(idY : Y → Y ;R)
is ∪ : Hkcs(Y ;R)×H
l
cs(Y ;R) −→ H
k+l
cs (Y ;R), (2.81)
· : Hk(idY : Y → Y ;R)×H
l(π : Y → ∗;R) −→ Hk+l(π : Y → ∗;R)
is ∩ : Hkcs(Y ;R)×H−l(Y ;R) −→ H−k−l(Y ;R), (2.82)
so that products generalize cup and cap products ∪,∩.
All morphisms in Topem are confined, and pushforwards are defined as in
[26, §3.1.8]. For g : Y → Z a morphism in Topem, the pushforward
g∗ : H
k(π : Y → ∗;R) −→ Hk(π : Z → ∗;R)
is g∗ : H−k(Y ;R) −→ H−k(Z;R).
(2.83)
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We define independent squares to be squares (2.79) which are Cartesian in
Topem, so that Y
′ ∼= Y ×g,Z,h Z ′, and with h proper, so that h′ is also proper.
Pullbacks are defined as in [26, §3.1.6]. If h : Y ′ → Y is a proper morphism then
h∗ : Hk(idY : Y → Z;R) −→ H
k(idY ′ : Y
′ → Y ′;R)
is h∗ : Hkcs(Y ;R)→ H
k
cs(Y
′;R).
(2.84)
Let Man be the category of manifolds, with morphisms smooth maps. Ap-
plying the natural functor Man → Topem taking a manifold to its underlying
topological space, the bivariant theory H∗ of Example 2.59 induces a bivariant
theory on Man. However, because of Poincare´ duality the picture simplifies,
and we can write H∗ onMan more directly. The following is an equivalent way
of defining the bivariant theory of Example 2.59 on the category Man.
Example 2.60. LetMan be the category of manifolds, with morphisms smooth
maps, and R be a commutative ring. Suppose g : Y → Z is a morphism inMan,
with dimY = l and dimZ = m. Define
Hk(g : Y → Z;R) = Hk+l−mcs (Y,OY ⊗R g
∗(OZ))
∼= Hn−k(Y ; g
∗(OZ)),
(2.85)
where as in Definition 2.32, OY , OZ are the orientation sheaves of Y, Z, which
are locally constant sheaves of R-modules on Y, Z, so that OY ⊗R g∗(OZ) is a lo-
cally constant sheaf on Y and H∗cs(Y,OY ⊗R g
∗(OZ)) is its compactly-supported
sheaf cohomology, which we can also interpret as H∗(Y ; g
∗(OZ)), the homology
of Y twisted by the locally constant sheaf g∗(OZ ).
If g : Y → Z is π : Y → ∗ then OZ and g∗(OZ) are trivial and n = 0, so
Hk(π : Y → ∗;R) ∼= H−k(Y ;R). If g is idY : Y → Y then g∗(OZ) ∼= OY and
OY ⊗R g∗(OZ) = RY , so that Hk(idY : Y → Y ;R) = Hkcs(Y ;R). So (2.80)
holds.
To define products, suppose f : X → Y and g : Y → Z are smooth with
dimX = m, dimY = n and dimZ = p. Define
· : Hk(f : X → Y )×H l(g : Y → Z)→ Hk+l(g ◦ f : X → Z)
to be the natural product of sheaf cohomology groups
· : Hk+m−ncs
(
X,OX ⊗R f
∗(OY )
)
×H l+n−pcs
(
Y,OY ⊗R g
∗(OZ)
)
−→ Hk+l+m−pcs
(
X,OX ⊗R (g ◦ f)
∗(OZ)
)
mapping (α, β) 7−→ α · β = α⊗R f
∗(β),
where f∗(β) ∈ H l+n−pcs
(
X, f∗(OY )⊗R(g◦f)∗(OZ)
)
, and we use the isomorphism
of sheaves on X
[OX ⊗R f
∗(OY )]⊗R [f
∗(OY )⊗R (g ◦ f)
∗(OZ)] ∼= OX ⊗R (g ◦ f)
∗(OZ),
since OY ⊗R OY ∼= RY , as OY is RY twisted by a principal Z2-bundle.
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All morphisms in Man are confined. Pushforwards
f∗ : H
k(g ◦ f : X → Z;R) −→ Hk(g : Y → Z;R)
are pushforwards f∗ : Hp−k(X ; f
∗ ◦ g∗(OZ)) −→ Hp−k(Y ; g
∗(OZ))
in twisted homology. Independent squares are defined to be transverse Carte-
sian squares (2.79) in Man with h proper, and hence h′ proper. Then with
dimY = m, dimZ = n, dimY ′ = m′, dimZ ′ = n′, the Cartesian property gives
(h′)∗
(
OY ⊗R g∗(OZ)
)
∼= OY ′ ⊗R (g′)∗(OZ′) and m− n = m′ − n′. So we define
the pullback h∗ : Hk(g : Y → Z;R)→ Hk(g′ : Y ′ → Z ′;R) to be
(h′)∗ :Hk+m−ncs (Y,OY ⊗R g
∗(OZ)) −→
Hk+m−ncs (Y
′, (h′)∗(OY ⊗R g
∗(OZ))) ∼=
Hk+m
′−n′
cs (Y
′, OY ′ ⊗R (g
′)∗(OZ′ )),
using proper pullbacks on compactly-supported sheaf cohomology.
For oriented manifolds Y, Z, with OY , OZ trivial, equation (2.85) becomes
Hk(g : Y → Z;R) ∼= Hk+m−ncs (Y ;R)
∼= Hn−k(Y ;R),
and we lose the dependence on g, Z, apart from the dimension n = dimZ. Thus,
for oriented manifolds and smooth maps, the bivariant theories of Examples 2.59
and 2.60 reduce to homology, compactly-supported cohomology, and Poincare´
duality. That is, bivariant (co)homology theories really give us nothing new for
manifolds, they are of interest only for singular spaces.
As in [26, §3.1], we can also combine cohomology H∗(−;R) and locally finite
homology H lf∗ (−;R) into bivariant theories on Topem and Man.
3 Manifolds with corners
In §4–§5 we will define new (co)homology theories MH∗(Y ;R),MH∗(Y ;R), . . .
of manifolds with boundaries Y , in which the (co)chains involve quadruples
(V, n, s, t) with V a ‘manifold with corners’ and s : V → Rn, t : V → Y smooth.
In §3.1 we explain the usual definition of a category Manc of manifolds with
corners, based on the author [41,44,46] and Melrose [63–65], and some facts from
the theory we will need, principally concerning boundaries ∂X , the existence of
transverse fibre products X ×g,Z,h Y in Manc for Z ∈Man, and orientations.
In fact our definitions of MH∗(Y ;R),MH
∗(Y ;R), . . . also work with ‘mani-
folds with corners’ V replaced by other classes of geometric objects satisfying a
list of basic properties – we can let V have singularities or exotic corners, allow
s : V → Rn, t : V → Y to be only piecewise-smooth, etc.
There are important applications in forming virtual cycles for moduli spaces
of J-holomorphic curvesM in Symplectic Geometry, discussed in §1.2 and [47],
in which it will be an advantage to allow such singularities and non-smoothness,
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since the ‘Kuranishi neighbourhoods’ (V,E,Γ, s, ψ) on M naturally have sin-
gularities and non-smoothness over points inM representing nodal curves, and
one can only make V, s smooth by doing a lot of extra work.
Because of this, in §4–§5 we will suppose we are given a category of ‘manifolds
with corners’ M˜anc satisfying a list of assumptions we give in §3.3, which are
all we need to develop MH∗(Y ;R),MH
∗(Y ;R), . . . . We have tried to make
these assumptions fairly weak, to make our theory widely applicable for forming
virtual cycles in singular situations.
3.1 The usual definition of manifolds with corners
We now define our favourite category Manc of manifolds with corners. The
relation of our definitions to others in the literature is explained in Remark 3.3.
Definition 3.1. Use the notation Rmk = [0,∞)
k × Rm−k for 0 6 k 6 m, and
write points of Rmk as u = (u1, . . . , um) for u1, . . . , uk ∈ [0,∞), uk+1, . . . , um ∈
R. Let U ⊆ Rmk and V ⊆ R
n
l be open, and f = (f1, . . . , fn) : U → V be a
continuous map, so that fj = fj(u1, . . . , um) maps U → [0,∞) for j = 1, . . . , l
and U → R for j = l + 1, . . . , n. Then we say that:
(a) f is weakly smooth if all derivatives ∂
a1+···+am
∂u
a1
1 ···∂u
am
m
fj(u1, . . . , um) : U → R ex-
ist and are continuous in for all j = 1, . . . ,m and a1, . . . , am > 0, including
one-sided derivatives where ui = 0 for i = 1, . . . , k.
By Seeley’s Extension Theorem, this is equivalent to requiring fj to extend
to a smooth function f ′j : U
′ → R on open neighbourhood U ′ of U in Rm.
(b) f is smooth if it is weakly smooth and every u = (u1, . . . , um) ∈ U has an
open neighbourhood U˜ in U such that for each j = 1, . . . , l, either:
(i) we may uniquely write fj(u˜1, . . . , u˜m) = Fj(u˜1, . . . , u˜m)·u˜
a1,j
1 · · · u˜
ak,j
k
for all (u˜1, . . . , u˜m) ∈ U˜ , where Fj : U˜ → (0,∞) is weakly smooth
and a1,j , . . . , ak,j ∈ N = {0, 1, 2, . . .}, with ai,j = 0 if ui 6= 0; or
(ii) fj |U˜ = 0.
(c) f is strongly smooth if it is smooth, and in case (b)(i), for each j = 1, . . . , l
we have ai,j = 1 for at most one i = 1, . . . , k, and ai,j = 0 otherwise.
(d) f is interior if it is smooth, and case (b)(ii) does not occur.
(e) f is a diffeomorphism if it is a bijection, and both f : U → V and f−1 :
V → U are weakly smooth (which implies smooth and strongly smooth).
Definition 3.2. Let X be a second countable Hausdorff topological space. An
m-dimensional chart on X is a pair (U, φ), where U ⊆ Rmk is open for some
0 6 k 6 m, and φ : U → X is a homeomorphism with an open set φ(U) ⊆ X .
Let (U, φ), (V, ψ) be m-dimensional charts on X . We call (U, φ) and (V, ψ)
compatible if ψ−1 ◦ φ : φ−1
(
φ(U) ∩ ψ(V )
)
→ ψ−1
(
φ(U) ∩ ψ(V )
)
is a diffeomor-
phism between open subsets of Rmk ,R
m
l , in the sense of Definition 3.1(e).
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An m-dimensional atlas for X is a system {(Ua, φa) : a ∈ A} of pairwise
compatible m-dimensional charts on X with X =
⋃
a∈A φa(Ua). We call such
an atlas maximal if it is not a proper subset of any other atlas. Any atlas
{(Ua, φa) : a ∈ A} is contained in a unique maximal atlas, the set of all charts
(U, φ) on X which are compatible with (Ua, φa) for all a ∈ A.
An m-dimensional manifold with corners is a second countable Hausdorff
topological space X equipped with a maximal m-dimensional atlas. Usually we
refer to X as the manifold, leaving the atlas implicit, and by a chart (U, φ) on
X , we mean an element of the maximal atlas.
Now let X,Y be manifolds with corners of dimensions m,n, and f : X → Y
a continuous map. We call f weakly smooth, or smooth, or strongly smooth, or
interior, if whenever (U, φ), (V, ψ) are charts on X,Y with U ⊆ Rmk , V ⊆ R
n
l
open, then
ψ−1 ◦ f ◦ φ : (f ◦ φ)−1(ψ(V )) −→ V
is weakly smooth, or smooth, or strongly smooth, or interior, respectively, as
maps between open subsets of Rmk ,R
n
l in the sense of Definition 3.1.
These three classes of (a) weakly smooth, (b) smooth, and (c) strongly
smooth maps of manifolds with corners, all contain identities and are closed
under composition, so each makes manifolds with corners into a category, which
we write as Mancwe,Man
c,Mancst, respectively.
Remark 3.3. (a) The differences between Mancwe,Man
c,Mancst will not
concern us much in this paper, as we will be principally working with maps
f : V → Y with V a manifold with corners and Y a manifold without bound-
ary, and for such f weakly smooth = smooth = strongly smooth.
However, the differences would matter if we wanted to extend our theory to
define MH∗(Y ;R),MH
∗(Y ;R), . . . for Y a manifold with corners.
(b) Some references on manifolds with corners are Cerf [10], Douady [15], Kottke
and Melrose [50], Margalef-Roig and Outerelo Dominguez [59], Melrose [63–65],
and the author [41], [45, §5]. Just as objects, without considering morphisms,
most authors define manifolds with corners as in Definition 3.2. However, Mel-
rose [50,63–65] and authors who follow him impose an extra condition: in Def-
inition 3.5 we will define the boundary ∂X of a manifold with corners X , with
an immersion iX : ∂X → X . Melrose requires that iX |C : C → X should be
injective for each connected component C of ∂X (such X are sometimes called
manifolds with faces).
There is no general agreement in the literature on how to define smooth
maps, or morphisms, of manifolds with corners:
(i) Our notion of ‘smooth map’ in Definitions 3.1 and 3.2 is due to Melrose [65,
§1.12], [63, §1], [50, §1], who calls them b-maps.
(ii) The author [41] defined and studied ‘strongly smooth maps’ above (which
were just called ‘smooth maps’ in [41]).
(iii) Most other authors, such as Cerf [10, §I.1.2], define smooth maps of man-
ifolds with corners to be weakly smooth maps, in our notation.
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Definition 3.4. Let U ⊆ Rmk be open. For each u = (u1, . . . , um) in U , define
the depth depthU u of u in U to be the number of u1, . . . , uk which are zero.
That is, depthU u is the number of boundary faces of U containing u.
Let X be an m-manifold with corners. For x ∈ X , choose a chart (U, φ) on
the manifold X with φ(u) = x for u ∈ U , and define the depth depthX x of x
in X by depthX x = depthU u. This is independent of the choice of (U, φ). For
each l = 0, . . . ,m, define the depth l stratum of X to be
Sl(X) =
{
x ∈ X : depthX x = l
}
.
Then X =
∐m
l=0 S
l(X) and Sl(X) =
⋃m
k=l S
k(X). The interior of X is X◦ =
S0(X). Each Sl(X) has the structure of an (m− l)-manifold without boundary.
Definition 3.5. LetX be a manifold with corners, and x ∈ X . A local boundary
component β of X at x is a local choice of connected component of S1(X) near
x. That is, for each sufficiently small open neighbourhood V of x in X , β gives a
choice of connected component W of V ∩S1(X) with x ∈ W , and any two such
choices V,W and V ′,W ′ must be compatible in the sense that x ∈ (W ∩W ′).
As a set, define the boundary
∂X =
{
(x, β) : x ∈ X , β is a local boundary component for X at x
}
.
Define a map iX : ∂X → X by iX : (x, β) 7→ x. Note that iX need not be
injective, as
∣∣i−1X (x)∣∣ = depthX x for all x ∈ X .
If (U, φ) is a chart on X with U ⊆ Rmk open, then for each i = 1, . . . , k we
can define a chart (Ui, φi) on ∂X by
Ui =
{
(x1, . . . , xm−1) ∈ R
m−1
k−1 : (x1, . . . , xi−1, 0, xi, . . . , xm−1) ∈ U ⊆ R
m
k
}
,
φi : (x1, . . . , xm−1) 7−→
(
φ(x1, . . . , xi−1, 0, xi, . . . , xm−1), φ∗({xi = 0})
)
.
All such charts on ∂X are compatible, so they induce the structure of a manifold
with corners on ∂X , with dim(∂X) = dimX − 1. Also iX : ∂X → X is a
proper, smooth map, which is strongly smooth, but not interior. We can iterate
boundaries to form ∂2X = ∂(∂X), ∂3X, . . . , with ∂kX a manifold with corners
of dimension dimX − k.
We call X a manifold with boundary if ∂2X = ∅, and a manifold without
boundary if ∂X = ∅. Write Man,Manb for the full subcategories of manifolds
without boundary, and manifolds with boundary, in Manc, so that Man ⊂
Manb ⊂Manc, and Man is the usual category of manifolds.
Let X be a manifold with corners. Then there are natural identifications
∂kX ∼=
{
(x, β1, . . . , βk) :x ∈ X, β1, . . . , βk are distinct
local boundary components for X at x
}
.
(3.1)
Write Sk for the symmetric group on k elements, the group of bijections σ :
{1, . . . , k} → {1, . . . , k}. From (3.1) we see that ∂kX has a natural, free action
of Sk, which is by diffeomorphisms, given by
σ : (x, β1, . . . , βk) 7−→ (x, βσ(1), . . . , βσ(k)).
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Manifolds with cornersX have two notions of tangent bundle with functorial
properties, the (ordinary) tangent bundle TX , the obvious generalization of
tangent bundles of manifolds without boundary, and the b-tangent bundle bTX
introduced by Melrose [64, §2.2], [65, §I.10], [63, §2]. Taking duals gives two
notions of cotangent bundle T ∗X, bT ∗X . If (U, φ) is a chart on X , with U ⊆
Rmk open, and (x1, . . . , xm) the coordinates on U with x1, . . . , xk ∈ [0,∞) and
xk+1, . . . , xm ∈ R, then over φ(U) we have
(i) TX is the trivial vector bundle with basis of sections ∂∂x1 , . . . ,
∂
∂xm
;
(ii) T ∗X is the vector bundle with basis dx1, . . . , dxm;
(iii) bTX is the vector bundle with basis x1
∂
∂x1
, . . . , xk
∂
∂xk
, ∂∂xk+1 , . . . ,
∂
∂xm
; and
(iv) bT ∗X is the vector bundle with basis x−11 dx1, . . . , x
−1
k dxk, dxk+1, . . . , dxm.
If f : X → Y is smooth we have a vector bundle morphism df : TX → f∗(TY ).
If f is interior we have a vector bundle morphism bdf : bTX → f∗(bTY ).
Definition 3.6. An interior map f : X → Y in Manc is called a b-submersion
if bdf |x : bTxX → bTyY is surjective for all x ∈ X with f(x) = y ∈ Y .
Interior maps g : X → Z, h : Y → Z in Manc are called b-transverse if
bdg|x ⊕
bdh|y :
bTxX ⊕
bTyY −→
bTzZ
is surjective for all x ∈ X and y ∈ Y with g(x) = h(y) = z.
Note that if g : X → Z is a b-submersion and h : Y → Z is interior
then g, h are b-transverse. The question of when (b-)transverse fibre products
X×g,Z,hY exist inManc (orMancst,Man
c
we, . . .) is complicated; see the author
[41,46] and Kottke and Melrose [50] for some results, of which the strongest [46,
Th. 4.27] says that all b-transverse fibre products exist in the category Mangcin
of manifolds with generalized corners and interior maps. However, we only need
the case in which ∂Z = ∅, i.e. Z ∈Man ⊂Manc, which is much simpler.
Proposition 3.7. Suppose g : X → Z, h : Y → Z are b-transverse maps in
Manc with ∂Z = ∅. Then a fibre product W = X×g,Z,hY exists in Manc with
dimW = dimX +dimY − dimZ. Furthermore, g ◦ iX , h and g, h ◦ iY are also
b-transverse, and there is a natural diffeomorphism
∂(X ×g,Z,h Y ) ∼=
(
∂X ×g◦iX ,Z,h Y
)
∐
(
X ×g,Z,h◦iY ∂Y
)
.
Orientations on manifolds with corners are discussed by the author [41, §7],
[44, §5.8] and Fukaya et al. [22, §8.2].
Definition 3.8. Let X be a manifold with corners with dimX = m. Then
Λm(T ∗X) is a real line bundle on X . An orientation oX on X is an equivalence
class [ω] of top-dimensional forms ω ∈ C∞(ΛmT ∗X) with ω|x 6= 0 for all x ∈ X ,
where two such ω, ω′ are equivalent if ω′ = K · ω for K : X → (0,∞) smooth.
The opposite orientation is −oX = [−ω]. Then we call (X, oX) an oriented
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manifold with corners. Usually we suppress the orientation oX , and just refer
to X as an oriented manifold with corners. When X is an oriented manifold
with corners, we write −X for X with the opposite orientation.
We can also define orientations using Λm(bT ∗X) instead of ΛmT ∗X . Since
T ∗X and bT ∗X coincide on X◦, the two notions turn out to be equivalent.
We will also need a notion of relative orientation of a smooth map f : X → Y .
A coorientation cf for f is a an equivalence class [γ] of γ ∈ C∞
(
ΛdimXT ∗X ⊗
f∗(ΛdimY T ∗Y )∗
)
with γ|x 6= 0 for all x ∈ X , where two such γ, γ′ are equivalent
if γ′ = K · γ for K : X → (0,∞) smooth. The opposite coorientation is
−cf = [−γ]. Then we call (f, cf ) : X → Y a cooriented smooth map. Usually we
suppress cf , and just refer to f as a cooriented smooth map. If Y is oriented then
orientations on X are equivalent to coorientations on f : X → Y . Orientations
on X are equivalent to coorientations on π : X → ∗, for ∗ the point.
If X is an oriented manifold with corners we can define a natural orienta-
tion on ∂X , and hence on ∂2X, ∂3X, . . . , ∂dimXX , and if X,Y, Z are oriented
manifolds with corners and W = X ×g,Z,h Y is a transverse fibre product in
Manc then we can define a natural orientation on W . Products X×Y are fibre
products over Z = ∗, so this includes orienting products.
There are similar facts about coorientations, e.g. for any X (oriented or not)
iX : ∂X → X has a natural coorientation, and if g : X → Y is cooriented and Y
is oriented then a transverse fibre productW = X×g,Z,hY is naturally oriented.
To do all this requires a choice of orientation convention. Ours follow Fukaya et
al. [22, Conv. 45.1]. Different conventions would change the signs in (3.2)–(3.5).
If X is an oriented manifold with corners, then as above each σ ∈ Sk acts
on the oriented manifold with corners ∂kX . This multiplies the orientation on
∂kX by signσ. In particular, it will be important below that the free action of
S2 ∼= Z2 on ∂2X is orientation-reversing.
In Proposition 3.7, if X,Y, Z are oriented then in oriented manifolds with
corners, as in [41, Prop. 7.4], equation (3.2) becomes
∂(X ×g,Z,h Y ) ∼=
(
∂X ×g◦iX ,Z,h Y
)
∐ (−1)dimX+dimZ
(
X ×g,Z,h◦iY ∂Y
)
. (3.2)
Here [41, Prop. 7.5] are some more identities on orientations:
Proposition 3.9. (a) If g : X → Z, h : Y → Z are transverse smooth maps
of oriented manifolds with corners then in oriented manifolds we have
X ×g,Z,h Y ∼= (−1)
(dimX−dimZ)(dimY−dimZ)Y ×h,Z,g X. (3.3)
(b) If e : V → Y, f : W → Y, g : W → Z, h : X → Z are smooth maps of
oriented manifolds with corners then in oriented manifolds we have
V ×e,Y,f◦πW
(
W ×g,Z,h X
)
∼=
(
V ×e,Y,f W
)
×g◦πW ,Z,h X, (3.4)
provided all four fibre products are transverse.
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(c) If e : V → Y, f : V → Z, g : W → Y, h : X → Z are smooth maps of
oriented manifolds with corners then in oriented manifolds we have
V ×(e,f),Y×Z,g×h (W ×X) ∼=
(−1)dimZ(dimY+dimW )(V ×e,Y,g W )×f◦πV ,Z,h X,
(3.5)
provided all three fibre products are transverse.
Equations (3.3)–(3.4) will be important in proving that the cup product on
cohomology MH∗(Y ;R) is supercommutative and associative.
3.2 Hausdorff measure and Sard’s Theorem
In §3.3 we will give our list Assumptions 3.12–3.18 of properties of a category
M˜anc of ‘manifolds with corners’ we need to construct our (co)homology the-
ories. The final one, Assumption 3.18, requires a version of Sard’s Theorem to
hold for morphisms f : X → Y in M˜anc with Y ∈ Man, stated in terms of
Hausdorff measure in Y , so we explain these here.
Definition 3.10. Let Y be a smooth manifold, S ⊆ Y a subset, and d > 0.
Fix a Riemannian metric g on Y . We say that S has zero Hausdorff d-measure,
or is d-null, written Hd(S) = 0, if for all ǫ > 0 there exist yi ∈ Y and ri > 0
for all i in some finite or countable indexing set I, such that
∑
i∈I r
d
i < ǫ and
S ⊆
⋃
i∈I Bri(yi), for Bri(yi) the open ball about yi in Y defined using the
metric g. Whether Hd(S) = 0 or not is independent of the choice of g.
Some properties of this definition: if d > dimY then Hd(S) = 0 for any
S ⊆ Y . If Y1, Y2 are manifolds and f : Y1 → Y2 is smooth (or more generally
C1, or locally Lipschitz) and S ⊆ Y1 with H
d(S) = 0, then Hd(f(S)) = 0 in Y2.
Then Sard’s Theorem [73] states:
Theorem 3.11. (a) Suppose X,Y are manifolds with dimX = m, dimY = n
for m 6 n, and f : X → Y is a smooth map (or more generally a Ck map
for any k > 1). Define S ⊆ X to be the closed subset of x ∈ X for which
Txf : TxX → Tf(x)Y is not injective, so that f(S) is a subset of Y, which is
closed if f is proper. Then Hm(f(S)) = 0 in Y .
(b) Suppose X,Y are manifolds with dimX = m, dimY = n for m > n, and
f : X → Y is a smooth map (or more generally a Ck map for any k > m−n+1).
Define S ⊆ X to be the closed subset of x ∈ X for which Txf : TxX → Tf(x)Y
is not surjective. Then Hn(f(S)) = 0 in Y .
Essentially this says that for f : X → Y a smooth map of manifolds, if
dimX 6 dim Y then f is an immersion over Y \ S for S ⊂ Y a ‘negligible’
subset (roughly, dimS < dimX 6 dimY ), and if dimX > dimY then f is
a submersion over Y \ S for S ⊂ Y a ‘negligible’ subset (roughly, dimS <
dimY 6 dimX). The requirements on k are sharp.
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3.3 Assumptions we need on ‘manifolds with corners’
The next seven assumptions give the properties of a category of ‘manifolds
with corners’ M˜anc we need for both ‘integral M-(co)homology’ in §4, and
‘rational M-(co)homology’ in §5.1. Examples of categories M˜anc satisfying
these assumptions are given in Example 3.20.
Assumption 3.12. (Category-theoretic properties.) (a) We are given a
category M˜anc. For simplicity, from §4 onwards, objects X in M˜anc will be
called manifolds with corners (although they may in examples not be manifolds,
but some kind of singular space), and morphisms f : X → Y in M˜anc will be
called smooth maps (although they may in examples be non-smooth).
Isomorphisms in M˜anc are called diffeomorphisms.
(b) There is an object ∅ ∈ M˜anc called the empty set, which is an initial object
in M˜anc (i.e. every X ∈ M˜anc has a unique morphism ∅ → X).
(c) There is an object ∗ ∈ M˜anc called the point, which is a final object in
M˜anc (i.e. every X ∈ M˜anc has a unique morphism X → ∗).
(d) Each object X in M˜anc has a dimension dimX ∈ N = {0, 1, . . .}, except
that dim ∅ is undefined, or allowed to take any value. We have dim ∗ = 0.
(e) Products X × Y of objects X,Y ∈ M˜anc exist in M˜anc, in the sense of
category theory (fibre products over ∗), with projections πX : X × Y → X and
πY : X × Y → Y . They have dim(X × Y ) = dimX + dimY . Hence products
f × g : W × X → Y × Z of morphisms f : W → Y , g : X → Z, and direct
products (f, g) : X → Y × Z of f : X → Y , g : X → Z, exist in M˜anc.
(f) If X,Y ∈ M˜anc with dimX = dim Y there is a disjoint union X ∐ Y in
M˜anc with inclusion morphisms ιX : X →֒ X ∐ Y , ιY : Y →֒ X ∐ Y . It is a
coproduct in the sense of category theory, with dim(X ∐ Y ) = dimX = dimY .
Assumption 3.13. (Underlying topological spaces.) (a) There is a func-
tor FTop
M˜anc
: M˜anc → Top from M˜anc to the category of topological spaces
Top, mapping objects X ∈ M˜anc to the underlying topological space Xtop :=
FTop
M˜anc
(X), and morphisms f : X → Y to ftop := F
Top
M˜anc
(f) : Xtop → Ytop.
So we can think of objects X of M˜anc as ‘topological spaces Xtop with extra
structure’. From §4 on, we will often write X, f instead of Xtop, ftop.
(b) Underlying topological spaces Xtop are Hausdorff and locally compact, and
FTopManc(∅) = ∅, and F
Top
Manc(∗) is a point.
(c) FTop
M˜anc
takes products and disjoint unions in M˜anc functorially to products
and disjoint unions in Top.
(d) If X ∈ M˜anc and U ′ ⊆ Xtop is open with inclusion i′ : U ′ →֒ Xtop, there
is a natural object U in M˜anc called an open submanifold with Utop = U
′ and
dimU = dimX , and an inclusion morphism i : U →֒ X with itop = i′. If U ′ = ∅
then U = ∅. Inclusion morphisms are functorial under inclusions of open sets
U ′ →֒ V ′ →֒ Xtop. Given a morphism f : X → Y , we often write f |U : U → Y
instead of f ◦ i : U → Y .
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If f : W → X is a morphism in M˜anc with ftop(Wtop) ⊆ Utop ⊆ Xtop then
f factorizes uniquely as f = i ◦ f ′ for a morphism f ′ :W → U in M˜anc.
Inclusions ιX : X →֒ X ∐ Y , ιY : Y →֒ X ∐ Y are open submanifolds.
In later sections we will generally drop the distinction between X and Xtop,
and write x ∈ X rather than x ∈ Xtop, identify open submanifolds i : U →֒ X
with open sets U ⊆ X , and so on, just as one does for ordinary manifolds in
differential geometry.
Assumption 3.14. (Boundaries.) (a) Each object X in M˜anc has a bound-
ary ∂X in M˜anc, with dim ∂X = dimX − 1, where ∂X = ∅ if dimX = 0, and
a canonical morphism iX : ∂X → X .
(b) There is a class of morphisms f : X → Y in M˜anc called simple morphisms.
Simple morphisms include identities, diffeomorphisms, and inclusions of open
submanifolds, and are closed under composition.
If f : X → Y is simple, there is a canonical simple morphism ∂f : ∂X → ∂Y
with f ◦ iX = iY ◦ ∂f : ∂X → Y , which is functorial in f . Thus X 7→ ∂X ,
f 7→ ∂f is a functor ∂ : Mˇancsi → Mˇan
c
si on the subcategory Mˇan
c
si of Mˇan
c
with only simple morphisms.
If j : U →֒ X is an open submanifold then ∂j : ∂U →֒ ∂X makes ∂U into an
open submanifold of ∂X , with (∂U)top = i
−1
X,top(Utop).
(c) For each object X ∈ M˜anc there is a canonical diffeomorphism σX : ∂2X →
∂2X with σX ◦ σX = id∂2X and iX ◦ i∂X ◦ σ = iX ◦ i∂X : ∂
2X → X .
(d) If X,Y ∈ Mˇanc there is a canonical diffeomorphism
∂(X × Y ) ∼=
(
∂X × Y
)
∐
(
X × ∂Y
)
, (3.6)
identifying πX ◦ iX×Y with (iX ◦π∂X)∐πX and πY ◦ iX×Y with πY ∐ (iY ◦π∂Y ).
(e) If X,Y ∈ Mˇanc with dimX = dimY there is a canonical diffeomorphism
∂(X ∐ Y ) ∼= ∂X ∐ ∂Y,
identifying iX∐Y with i∂X ∐ i∂Y .
(f) iX,top : ∂Xtop → Xtop is a finite, proper map in Top for any X ∈ M˜anc.
Assumption 3.15. (Relation with ordinary manifolds.) (a) The category
Man of (ordinary) smooth manifolds without boundary and (ordinary) smooth
maps between them is included as a strictly full subcategory Man ⊂ M˜anc.
Dimensions of objects in Man ⊂ M˜anc are as usual in Man. Products and
disjoint unions in M˜anc of X,Y ∈Man agree with those in Man. The empty
set ∅ and point ∗ in Assumption 3.12(b),(c) lie in Man ⊂ M˜anc.
The underlying topological space functor FTop
M˜anc
is as usual on Man ⊂
Manc. Open submanifolds in Man, M˜anc agree.
(b) For each object X ∈ M˜anc there is a natural open submanifold X◦ →֒ X
called the interior of X , with X◦ ∈ Man ⊂ M˜anc. It is the largest open
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submanifold of X lying in Man, that is, if i : U →֒ X is an open submanifold
then U ∈Man if and only if Utop ⊆ X◦top ⊆ Xtop.
For objects X,Y ∈ M˜anc we have (X × Y )◦ = X◦ × Y ◦. For objects
X,Y ∈ M˜anc with dimX = dimY we have (X ∐ Y )◦ = X◦ ∐ Y ◦.
(c) Intervals I in R such as [0, 1], [0,∞), (−∞, 0] are objects in M˜anc. For all
k > 0, the k-simplex
∆k =
{
(x0, . . . , xk) ∈ R
k+1 : xi > 0, x0 + . . .+ xk = 1
}
is an object in M˜anc. Dimensions, and topological spaces, and interiors, of all
these are as in Manc in §3.1.
The following morphisms in Manc in §3.1 are also morphisms in M˜anc:
(A) Smooth maps f : I → Y for I an interval in R and Y ∈Man.
(B) Smooth maps f : I ×X → Y for I an interval in R and X,Y ∈Man.
(C) Smooth maps f : ∆k → Y for Y ∈Man.
(D) i∆k : ∂∆k
∼=
∐k
j=0∆k−1 → ∆k for k > 0.
These behave as expected on topological spaces, and under compositions, prod-
ucts, and disjoint unions, with each other and with morphisms in Man.
(d) Any X ∈ Man ⊂ M˜anc has ∂X = ∅. Boundaries of intervals in R and
k-simplices ∆k behave as in Man
c in §3.1, so for example ∂[0,∞) = {0}, and
∂∆k is diffeomorphic to the disjoint union of k + 1 copies of ∆k−1 for k > 0.
(e) Any X ∈ M˜anc with dimX = 0 has X◦ = X , so X lies in Man ⊂ M˜anc,
and Xtop is a set with the discrete topology.
Assumption 3.16. (Submersions and transverse fibre products.) (a)
There is a class of morphisms f : X → Y in M˜anc called submersions, with
dimX > dimY . They include identities, diffeomorphisms, inclusions of open
submanifolds i : U →֒ X , and projections πX : X × Y → X .
Submersions in M˜anc are closed under composition.
If f : X → Y is a morphism in Man then f is a submersion in M˜anc if and
only if it is a submersion of manifolds in the usual sense.
(b) If f : X → Y is a submersion in M˜anc and Y ∈Man then f ◦iX : ∂X → Y
is a submersion in M˜anc.
(c) Let g : X → Z, h : Y → Z be morphisms in M˜anc with Z ∈Man ⊂ M˜anc.
Then there is a notion of when g, h are transverse.
If g, h are transverse then a fibre product W = X ×g,Z,h Y exists in M˜anc
in the sense of category theory, with dimW = dimX + dim Y − dimZ, in a
commutative, Cartesian square in M˜anc:
W πY
//
πX
Y
h 
X
g // Z.
(3.7)
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The functor FTop
M˜anc
: M˜anc → Top should take such transverse fibre prod-
ucts in M˜anc to fibre products in Top, so that we have a homeomorphism
Wtop ∼=
{
(x, y) ∈ Xtop × Ytop : gtop(x) = htop(y)
}
. (3.8)
There should be a natural diffeomorphism
∂(X ×g,Z,h Y ) ∼=
(
∂X ×g◦iX ,Z,h Y
)
∐
(
X ×g,Z,h◦iY ∂Y
)
, (3.9)
where g ◦ iX , h and g, h ◦ iY are also transverse.
If g is a submersion (or h is a submersion) then g, h are transverse, and
πY :W → Y is a submersion (or πX :W → X is a submersion, respectively).
(d) If X,Y ∈Man in (c) then transversality of g, h in M˜anc is the usual notion
of transverse smooth maps in Man, and W = X×g,Z,h Y lies in Man ⊂ M˜anc
and is the usual transverse fibre product in differential geometry.
More generally, for X,Y ∈ M˜anc in (c) we have
(X ×g,Z,h Y )
◦ = X◦ ×g|X◦ ,Z,h|Y ◦ Y
◦, (3.10)
where the r.h.s. of (3.10) is the usual transverse fibre product of manifolds.
(e) Let g : X → Z, h : Y → Z be morphisms in M˜anc with Z ∈Man ⊂ M˜anc.
Then g, h transverse implies that g ◦ i : U → Z and h◦ j : V → Z are transverse
for any open submanifolds i : U →֒ X and j : V →֒ Y .
Conversely, if for all x ∈ Xtop, y ∈ Ytop with gtop(x) = htop(y) in Ztop, there
exist open submanifolds i : U →֒ X , j : V →֒ Y with x ∈ Utop, y ∈ Vtop such
that g ◦ i and h ◦ j are transverse, then g, h are transverse.
(f) Let (g1, g2) : X → Z1 × Z2, (h1, h2) : Y → Z1 × Z2 be morphisms in
M˜anc with Z1, Z2 ∈ Man, and suppose g1 : X → Z1 and h2 : Y → Z2 are
submersions. Then (g1, g2) and (h1, h2) are transverse.
Assumption 3.17. (Orientations and coorientations.) (a) For each object
X in M˜anc, there is a notion of orientation oX on X , an additional geometric
structure on X . Every orientation oX has an opposite orientation −oX , with
−(−oX) = oX . We call the pair (X, oX) an oriented manifold with corners.
Often we suppress oX and call X an oriented manifold with corners, and then
we write −X for (X,−oX) with the opposite orientation.
(b) For each morphism f : X → Y in M˜anc, there is a notion of coorientation
cf , an additional geometric structure on f . Every coorientation cf has an oppo-
site coorientation −cf , with −(−cf) = cf . We call the pair (f, cf ) a cooriented
morphism in M˜anc. Often we suppress cf , and call f a cooriented morphism.
(c) Suppose f : X → Y is a morphism in M˜anc, and oY an orientation on
Y . Then there is a natural 1-1 correspondence between orientations oX on X
and coorientations cf for f . We write these as operations on coorientations by
oX = cf · oY and cf = oX/oY . We have (−cf ) · oY = cf · (−oY ) = −(cf · oY )
and (−oX)/oY = oX/(−oY ) = −(oX/oY ).
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(d) If f : X → Y , g : Y → Z are morphisms in M˜anc and cf , cg are coorienta-
tions for f, g, there is a natural coorientation cg◦cf for g◦f . This composition of
coorientations is associative, with (−cg)◦cf = cg ◦(−cf ) = −(cg ◦cf ). If X,Y, Z
have orientations oX , oY , oZ with cf = oX/oY , cg = oY /oZ then cg◦cf = oX/oZ .
(e) Identity morphisms, diffeomorphisms, and inclusions of open submanifolds
in M˜anc all have natural coorientations, functorial under composition.
So, for example, if f : X → Y is a diffeomorphism it has a natural coorienta-
tion cf , and setting oX = cf ·oY gives a 1-1 correspondence between orientations
oX on X and orientations oY on Y , thought of as pullback oX = f
∗(oY ) or push-
forward oY = f∗(oX).
Similarly, if i : U →֒ X is an open submanifold it has a natural coorientation
ci, so orientations oX on X map to orientations oU = ci · oX on U , thought of
as restriction oU = oX |U .
All the operations and properties of (co)orientations in (a)–(n) behave func-
torially under pullback / pushforward by diffeomorphisms, and restriction to
open submanifolds.
(f) If (X, oX), (Y, oY ) are oriented objects in M˜an
c there is a natural orientation
oX × oY on X × Y , with (−oX)× oY = oX × (−oY ) = −(oX × oY ). Under the
identification X × Y ∼= Y ×X we have oX × oY = (−1)dimX dimY oY × oX . If
(Z, oZ) is an oriented object then (oX×oY )×oZ = oX×(oY ×oZ) on X×Y ×Z.
This also gives coorientations cπX = (oX × oY )/oX on πX : X × Y → X
and cπY = (oX × oY )/oY on πY : X × Y → Y . Here cπX depends only on oY ,
and is defined even if X is not oriented, and changing the sign of oY changes
that of cπX . Similarly, cπY depends only on oX , and is defined even if Y is not
oriented, and changing the sign of oX changes that of cπY .
(g) If (X, oX), (Y, oY ) are oriented objects in M˜an
c with dimX = dim Y then
there is a natural orientation oX ∐ oY on X ∐ Y . We have open submanifolds
ιX : X →֒ X ∐ Y , ιY : Y →֒ X ∐ Y , and (oX ∐ oY )|X = oX , (oX ∐ oY )|Y = oY .
(h) For X ∈ M˜anc, there is a natural coorientation ciX for iX : ∂X → X .
Hence any orientation oX on X induces an orientation o∂X = ciX · oX on ∂X .
If (X, oX), (Y, oY ) are oriented objects in M˜an
c, equation (3.6) becomes
∂(X × Y ) ∼=
(
∂X × Y
)
∐ (−1)dimX
(
X × ∂Y
)
.
(i) For anyX ∈ M˜anc, Assumption 3.14(c) gives a diffeomorphism σX : ∂
2X →
∂2X with iX ◦ i∂X ◦ σ = iX ◦ i∂X : ∂2X → X . We have natural coorientations
cσX , ciX , ci∂X for σX , iX , i∂X by (e),(h). So ciX ◦ ci∂X ◦ cσX and ciX ◦ ci∂X are
coorientations for iX ◦ i∂X ◦σ = iX ◦ i∂X . We have ciX ◦ci∂X ◦cσX = −ciX ◦ci∂X .
Thus, if X is oriented, so that ∂X and ∂2X are also oriented by (h), then
σ : ∂2X → ∂2X is an orientation-reversing diffeomorphism.
(j) For objects X ∈ Man ⊂ Mˇanc, and for intervals I in R and k-simplices
∆k as objects of Mˇan
c, orientations are naturally identified with orientations
in Man and Manc in the usual sense in differential geometry.
For smooth maps f : X → Y in Man ⊂ M˜anc, and the smooth maps
in Manc in Assumption 3.15(c)(A)–(D), coorientations in M˜anc are naturally
identified with coorientations in Man,Manc as usual in differential geometry.
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These identifications of (co)orientations in Man,Manc and M˜anc preserve
all the operations and properties in (a)–(i) above.
In particular, for any X ∈ M˜anc, an orientation oX on X restricts to an
orientation oX |X◦ on the (ordinary) manifold X◦ ∈Man, in the usual sense of
differential geometry. Also, if X ∈ M˜anc with dimX = 0, so that X ∈ Man
and Xtop is a set with the discrete topology as in Assumption 3.15(e), then
orientations on X are identified with maps Xtop → {±1}.
(k) On Rn, and on intervals I in R, and on the simplex ∆k, we have standard
orientations, such that dx1∧· · ·∧dxn on R
n, and dx on I, and dx1∧· · ·∧dxk on
∆k, are positive top-degree forms. So, for example, if the interval [a, b] for a < b
has its standard orientation, then ∂[a, b] = −{a} ∐ {b} in oriented 0-manifolds.
(l) Let g : X → Z, h : Y → Z be transverse morphisms in M˜anc with
Z ∈ Man ⊂ M˜anc, and W = X ×g,Z,h Y be the fibre product in M˜anc
in Assumption 3.16(c). Suppose oX , oY , oZ are orientations on X,Y, Z, giving
coorientations cg = oX/oZ on g and ch = oY /oZ on h.
Then there is a natural orientation oW on W , giving natural coorientations
cπX = oW /oX on πX :W → X and cπY = oW /oY on πY :W → Y .
Each of oW , cπX , cπY only depends on particular subsets of oX , oY , oZ , cg, ch,
and is still well-defined if the rest of oX , oY , oZ , cg, ch are not chosen, or do not
exist. So, oW depends only on oX , oY , oZ , and also only on oX , ch, and also only
on oY , cg. Also cπX depends only on ch, and cπY depends only on cg.
In each case, changing the sign of an element of the subset on which oW , cπX
or cπY depends, changes the sign of oW , cπX or cπY .
If X,Y ∈Man, so thatW = X×g,Z,hY is the usual transverse fibre product
inMan by Assumption 3.16(d), and (co)orientations onW,X, Y, Z, g, h, πX , πY
are as usual inMan by (j), then oW , cπX , cπY are defined from oX , oY , oZ , cg, ch
as usual in differential geometry.
(m) Equations (3.2)–(3.5) hold for oriented objects in M˜anc, using the orien-
tations on fibre products in (l), provided each fibre product in the formulae
is transverse over an object in Man, as in Assumption 3.16(c). Correspond-
ing identities hold for coorientations, and for combinations of orientations and
coorientations.
(n) Suppose (X, oX) is an oriented object in M˜an
c with dimX = 1 and Xtop
compact. Then ∂X is a compact 0-manifold, so (∂X)top is a finite set, and by
part (h) it has an orientation o∂X = ciX · oX , which as in part (j) may be
interpreted as a map o∂X : (∂X)top → {±1}. Then we have∑
x′∈(∂X)top
o∂X(x
′) = 0 in Z. (3.11)
Assumption 3.18. (Sard’s Theorem type conditions.) (a) Suppose f :
X → Y is a morphism in M˜anc with Y ∈ Man and dimX = m, dimY = n
for m 6 n. Then Hn(ftop(Xtop \X◦top)) = 0 in Y .
(b) Suppose f : X → Y is a morphism in M˜anc with Y ∈Man and dimX = m,
dimY = n for m > n. Then there is a subset S ⊆ Ytop with H
n(S) = 0 in Y ,
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such that if y ∈ Ytop \ S then there is an open submanifold i : U →֒ X as in
Assumption 3.13(d), such that Utop is an open neighbourhood of f
−1
top(y) in Xtop
and f ◦ i : U → X is a submersion, as in Assumption 3.16(a).
Remark 3.19. (i)We can modify the requirement in Assumption 3.15(a) that
M˜anc contains manifolds Man as a full subcategory. Sections 3.5 and 5.3 give
a version of our theory in which Man is replaced by effective orbifolds Orbeff .
It would also be possible to produce a version of the theory not requiring
morphisms f : X → Y in M˜anc to give smooth maps between the interiors
X◦, Y ◦, for example, a version based on Ck maps for k > 1.
Note however that Assumption 3.18(b) is based on Theorem 3.11(b), which
requires f : X → Y to be Ck for k > dimX−dimY +1. Taking dimX ≫ 0, we
see that Assumption 3.18(b) fails if M˜anc contains all Ck maps between mani-
folds for any fixed k > 1. So we would need a substitute for Assumption 3.18(b).
(ii) Defining the product orientations oX × oY in Assumption 3.17(f), and
the coorientations ciX in Assumption 3.17(h), and oW , cπX , cπY in Assumption
3.17(l), all require a choice of orientation convention. Ours follow Fukaya, Oh,
Ohta and Ono [22, Conv. 45.1]. Different conventions would change the signs
in various places, by factors depending on dimensions.
(iii) Several of the assumptions above are crucial to our theory, but are used in
only a few places, so it is easy to miss their importance. In particular, in the
material of §4 and the proofs in §7:
• Assumptions 3.14(c) and 3.17(i) are only used to prove ∂ ◦ ∂ = 0 in
MC∗(Y ;R) in §4.1 and d ◦ d = 0 in MC∗(Y ;R) in §4.2.
• Assumption 3.17(n) is only used in the proofs of Proposition 4.3 and The-
orem 4.12 in §7.1 and §7.4.
• Assumption 3.18(a) is only used in the proof of Theorem 4.12 in §7.4.
• Assumption 3.18(b) is only used in in the proofs of Proposition 4.3 and
Theorem 4.12 in §7.1 and §7.4.
Example 3.20. Here are some categories satisfying Assumptions 3.12–3.18:
(a) Manifolds with corners and smooth maps Manc from §3.1.
(b) Manifolds with corners and strongly smooth maps Mancst from §3.1.
(c) Manifolds with corners and weakly smooth maps Mancwe from §3.1.
(d) The category Mangc of manifolds with generalized corners from [46].
(e) Fix k > 1. Define categoriesManck andMan
c
st,k to have objects manifolds
with corners X,Y , and morphisms continuous maps f : X → Y which
are Ck, or strongly Ck, respectively, in the obvious Ck generalization
of smooth and strongly smooth maps from §3.1, such that in addition
f |Sl(X) : S
l(X) → Y is C∞ for each l = 0, . . . , dimX , using the depth
stratification X =
∐dimX
l=0 S
l(X) from §3.1.
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That is, morphisms f : X → Y are smooth on each stratum Sl(X),
but only Ck over the transitions between different strata Sl(X), Sm(X).
We do not define a weakly smooth version Mancwe,k, since weakly C
k
maps f : X → Y need not preserve the stratifications X =
∐
l>0 S
l(X),
Y =
∐
m>0 S
m(Y ), and so the condition f |Sl(X) smooth would not be
preserved under composition.
Actually, it would be better to define objects X in Manck,Man
c
st,k not as
manifolds with corners, but as being covered by an atlas {(Ua, φa) : a ∈ A}
as in §3.1 in which the transition functions ψ−1 ◦ φ are required to be Ck
diffeomorphisms which are smooth on each stratum.
We do not allow k = 0, as this causes problems with transverse fibre
products in Assumption 3.16(c), and with Assumption 3.18(b).
As in Remark 3.24(a) below, the categories of effective orbifolds with corners
in Example 3.23 also satisfy Assumptions 3.12–3.18.
3.4 Assumptions for de Rham M-(co)homology
Section 5.2 defines variants of M-(co)homology called de Rham M-(co)homology
MHdR∗ (Y ;R),MH
∗
dR(Y ;R), which include exterior forms as in ordinary de
Rham cohomology. To do this we will need the following additional assumption
about exterior forms on ‘manifolds with corners’.
Suppose Assumptions 3.12–3.18 hold for the category M˜anc.
Assumption 3.21. (a) Let X be an object in M˜anc. Then we are given real
vector spaces Ωk(X) for k = 0, 1, . . . , with Ωk(X) = 0 for k > dimX . Elements
α of Ωk(X) are called k-forms on X . The degree of α ∈ Ωk(X) is degα = k.
There are R-linear exterior derivatives d : Ωk(X) → Ωk+1(X) for k =
0, 1, . . . , with d ◦ d = 0.
There are R-bilinear exterior products ∧ : Ωk(X)× Ωl(X)→ Ωk+l(X) with
α ∧ β = (−1)klβ ∧ α and (α ∧ β) ∧ γ = α ∧ (β ∧ γ) and d(α ∧ β) = (dα) ∧ β +
(−1)kα ∧ dβ for all α ∈ Ωk(X), β ∈ Ωl(X), and γ ∈ Ωm(X).
There is a natural element 1X ∈ Ω0(X) with d1X = 0 and 1X∧α = α∧1X =
α for all α ∈ Ωk(X).
(b) Let f : X → Y be a morphism in M˜anc. Then there are R-linear pullback
maps f∗ : Ωk(Y )→ Ωk(X) for all k = 0, 1, . . . , with d ◦ f∗ = f∗ ◦ d : Ωk(Y )→
Ωk+1(X), and f∗(α∧β) = f∗(α)∧f∗(β) for all α, β ∈ Ω∗(Y ), and f∗(1Y ) = 1X .
These are functorial, i.e. (g ◦f)∗ = f∗ ◦g∗ and id∗X = idΩk(X). When i : U →֒ X
is inclusion of an open submanifold in M˜anc and α ∈ Ωk(X), we often write
α|U instead of i∗(α) in Ωk(U).
(c) Each α ∈ Ωk(X) has a (closed) support suppα, a closed subset of Xtop,
with the property that α|U = 0 if and only if Utop ∩ suppα = ∅ for all open
submanifolds U ⊆ X .
We call α compactly-supported if suppα is compact. We have supp(dα) ⊆
suppα, and supp(α ∧ β) ⊆ suppα ∩ suppβ, and supp(f∗(α)) ⊆ f−1top(suppα).
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(d) If X ∈Man ⊂ M˜anc then Ωk(X) = C∞(ΛkT ∗X), the usual vector space
of smooth k-forms on X , and d : Ωk(X) → Ωk+1(X) is the usual de Rham
exterior derivative on k-forms, and ∧ is the usual exterior product, and 1X is
the constant function x 7→ 1 in Ω0(X) = C∞(X). Thus, for any X ∈ M˜anc
and α ∈ Ωk(X), the restriction α|X◦ is an ordinary k-form on the manifold X
◦.
(e) If X ∈ M˜anc with dimX = n and α ∈ Ωn(X) is compactly-supported,
then α|X◦ is an integrable (i.e. L1) n-form on the n-manifold X◦, even though
α|X◦ will not be compactly-supported if suppα ∩X◦top is not compact.
Thus, if X is oriented, so that X◦ is oriented, then
∫
X◦ α|X◦ exists in R, as
the integral of an integrable n-form on an oriented n-manifold. We write∫
X
α :=
∫
X◦
α|X◦ ∈ R.
This is a definition of
∫
X α, motivated by supposing X \X
◦ has ‘measure zero’.
(f) (Pushforwards.) Let f : X → Y be a cooriented submersion in M˜anc
with Y ∈Man, and dimX = m, dimY = n with m > n. Suppose α ∈ Ωk(X)
for k > m− n with ftop|suppα : suppα → Ytop proper. Then there is a natural
pushforward f∗(α) ∈ Ωk−m+n(Y ), which is characterized by the property that
if U ⊆ Y is open and oriented, and η ∈ Ωm−k(U) with supp η compact, then∫
U
η ∧ f∗(α) =
∫
f−1(U)
f∗(η) ∧ α, (3.12)
where f−1(U) ⊆ X is an open submanifold with orientation determined by
combining the coorientation on f |f−1(U) : f
−1(U) → U and the orientation on
U , and η ∧ f∗(α), f∗(η)∧α are both compactly-supported as supp η is compact
and ftop|suppα : suppα→ Ytop is proper.
(g) (Stokes’ Theorem.) Suppose X ∈ M˜anc is oriented with dimX = n, and
α ∈ Ωn−1(X) is compactly-supported. This implies that ∂X is oriented with
dim ∂X = n−1, and i∗X(α) ∈ Ω
n−1(∂X), dα ∈ Ωn(X) are compactly-supported,
as supp[i∗X(α)] ⊆ i
−1
X,top(suppα) and supp dα ⊆ suppα by (c). Then∫
X
dα =
∫
∂X
i∗X(α).
Assumption 3.21 holds for all of Example 3.20(a)–(e). Note that Assumption
3.21 implies Assumption 3.17(n), since if (X, oX) is a compact oriented object
in M˜anc with dimX = 1 then∑
x′∈(∂X)top
o∂X(x
′) =
∫
∂X
1∂X =
∫
∂X
i∗X(1X) =
∫
X
d1X =
∫
X
0 = 0.
Let f : X → Y and α ∈ Ωk(X) be as in Assumption 3.21(f). Then one can
show using Assumption 3.21(f),(g) that
d(f∗(α)) = f∗(dα) + (−1)
dimX−k(f ◦ iX)∗(i
∗
X(α)).
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3.5 Assumptions for the extension to orbifolds
Section 2.9 discussed orbifolds, and defined a category Orbeff of effective orb-
ifolds in which we will work. In §5.3 we will extend the M-(co)homology theories
MH∗(Y ;R),MH
∗(Y ;R), . . . ,MH∗dR(Y ;R) of §4–§5.2 from manifolds Y to ef-
fective orbifolds. To do this, we now state assumptions on a category O˜rbceff
of ‘effective orbifolds with corners’, which is to replace the category M˜anc of
‘manifolds with corners’ in Assumptions 3.12–3.18 and 3.21. Note that we want
O˜rbceff to be a category, not a 2-category. It should contain the categoryOrbeff
of §2.9.1, just as M˜anc should containMan, and have ‘submersions’ and ‘trans-
verse fibre products’ generalizing those in Orbeff discussed in §2.9.2.
Assumption 3.22. (a) In Assumption 3.12(a), in place of the category M˜anc,
we are given a category O˜rbceff . Objects X in O˜rb
c
eff will be called effective
orbifolds with corners (although they may in examples not be orbifolds, but
some kind of singular space), and morphisms f : X → Y in O˜rbceff will be called
smooth maps (although they may in examples be non-smooth). Isomorphisms
in O˜rbceff will be called diffeomorphisms.
Throughout Assumptions 3.12–3.18 and 3.21, we replace M˜anc by O˜rbceff
and ‘manifolds’ (with boundary or corners) by ‘effective orbifolds’ (with bound-
ary or corners). The rest of Assumptions 3.12–3.14 extend to orbifolds with
only trivial changes.
(b) In Assumption 3.15(a), the category of effective orbifoldsOrbeff from §2.9.1
is included as a full subcategory Orbeff ⊂ O˜rbceff .
In Assumption 3.15(b), for each object X ∈ O˜rbceff there is a natural open
suborbifold X◦ →֒ X called the interior of X , with X◦ ∈ Orbeff ⊂ O˜rbceff .
Throughout Assumptions 3.15–3.18 and 3.21, objects X ∈ Man should be
replaced by objects X ∈ Orbeff .
As in Assumption 3.15(e), we require that if X ∈ O˜rbceff with dimX = 0
then X ∈ Orbeff . But a 0-dimensional effective orbifold is a manifold, so
X ∈Man ⊂ Orbeff ⊂ O˜rbceff , and Xtop is a set with the discrete topology.
The rest of Assumption 3.15 extends to orbifolds with only trivial changes.
(c) Assumption 3.16 extends to orbifolds with only trivial changes, but as this
is surprising, we discuss it anyway.
In Assumption 3.16(a), if f : X → Y is a morphism in Orbeff then f is a
submersion in O˜rbceff if and only if it is a submersion in Orbeff , in the sense of
Definition 2.47.
In Assumption 3.16(c), we are given a notion of when morphisms g : X → Z,
h : Y → Z in O˜rbceff with Z ∈ Orbeff ⊂ O˜rb
c
eff are transverse.
We require that if g, h are transverse then a fibre product W = X ×g,Z,h Y
exists in O˜rbceff in the sense of category theory, with dimW = dimX+dimY −
dimZ, in a Cartesian square (3.7).
The functor FTop
O˜rbc
eff
: O˜rbceff → Top should take such transverse fibre prod-
ucts in O˜rbceff to fibre products in Top, so that (3.8) holds.
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In Assumption 3.16(d), if X,Y, Z ∈ Orbeff ⊂ O˜rbceff then transversality of
g, h in O˜rbceff should be as for Orbeff in Definition 2.47, and the fibre product
X×g,Z,hY in O˜rbceff should lie in Orbeff ⊂ O˜rb
c
eff , and be as in Theorem 2.48.
Now, much of this may be worrying to those familiar with fibre products of
orbifolds. With the natural definition of transverse morphisms of orbifolds:
• In any ordinary category of orbifolds Orb, some transverse fibre products
X ×g,Z,h Y cannot exist, in the sense of category theory.
• To make all transverse fibre products exist, we have to work in a 2-category
of orbifolds Orb, with fibre products in the 2-category sense.
• The (2-)functor FTop
Orb
: Orb → Top does not take some transverse fibre
products in Orb to fibre products in Top.
The explanation, as in §2.9.2, is that we do not use the natural definition
of transverse morphisms of effective orbifolds. Instead we use more restrictive
notions of submersions and transverse morphisms in Definition 2.47, including
extra conditions on actions of morphisms on orbifold groups. Such restricted
transverse fibre products do exist in the ordinary category Orbeff , and map to
fibre products in Top. In O˜rbceff , we should include the same extra conditions
in the definitions of submersions and transverse morphisms.
Just within Orbeff , the notions of submersions and transverse morphisms
in Definition 2.47 do satisfy Assumption 3.16, so there is no contradiction.
(d) Assumption 3.17 extends to orbifolds with only trivial changes.
For Assumption 3.17(n), we note as in (b) that a 0-dimensional effective
orbifold is a manifold, so ∂X is a manifold, and (3.11) does not need to be
modified to take orbifold groups into account, as one might guess.
(e) Assumption 3.18 extends to orbifolds with only trivial changes, interpreting
Hausdorff measure in orbifolds in the obvious way.
(f) Assumption 3.21 extends to orbifolds with only trivial changes, provided we
interpret ‘exterior forms on orbifolds’ and ‘integration over orbifolds’ correctly.
To make these interpretations clear, consider a global quotient orbifold
X = [V/G], for V a manifold and G a finite group acting effectively on V by
diffeomorphisms. Then in the usual way we have k-forms Ωk(V ) = C∞(ΛkT ∗V )
on V for k = 0, 1, . . . and exterior derivative d : Ωk(V )→ Ωk+1(V ).
The action of G on V induces a linear action of G on Ωk(V ) by pullbacks.
The projection π : V → X = [V/G] induces a pullback morphism π∗ : Ωk(X)→
Ωk(V ), which is an isomorphism
π∗ : Ωk(X)
∼=
−→Ωk(V )G
with the R-vector subspace Ωk(V )G ⊆ Ωk(V ) of G-invariant k-forms on V . So
we can identify k-forms on X = [V/G] with G-invariant k-forms on V .
Suppose dim V = dimX = m, and V has a G-invariant orientation, which
descends to an orientation on X = [V/G]. Let ω be a compactly-supported
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m-form on X , so that π∗(ω) is a G-invariant m-form on V . Then integration
over X = [V/G] may be defined by∫
X
ω =
1
|G|
∫
V
π∗(ω).
To summarize Assumption 3.22: in Assumptions 3.12–3.18 and 3.21 we re-
place ‘manifolds’ by ‘effective orbifolds’ throughout, replace Man by the cat-
egory Orbeff in §2.9.1, and use the definitions of submersions and transverse
morphisms in Orbeff in §2.9.2, and no other important changes are necessary.
Example 3.23. As in Remark 2.45(d), by combining Definition 2.25 for the
category Orbeff of effective orbifolds, and Definitions 3.1–3.2 for the category
Manc of manifolds with corners, we may define a category Orbceff of effective
orbifolds with corners, which satisfies Assumption 3.22.
More generally, to each of the categories Manc,Mancst,Man
c
we,Man
gc,
Manck,Man
c
k,st of ‘manifolds with corners’ in Example 3.20 satisfying Assump-
tions 3.12–3.18 and 3.21, there is a corresponding category of ‘effective orbifolds
with corners’ Orbceff ,Orb
c
eff ,st,Orb
c
eff ,we,Orb
gc
eff ,Orb
c
eff ,k,Orb
c
eff ,st,k which
satisfies Assumption 3.22.
Remark 3.24. (a) Any category O˜rbceff which satisfies Assumption 3.22, also
satisfies Assumptions 3.12–3.18 and 3.21 (setting M˜anc = O˜rbceff ), since all
the claims in Assumption 3.22 about Orbeff ⊂ O˜rbceff can be restricted to
Man ⊂ Orbeff ⊂ O˜rbceff , where they become equivalent to Assumptions 3.12–
3.18 and 3.21. Thus, we can use the categories in Example 3.23 as the starting
point for (co)homology theories of manifolds, as in §4 and §5.1–§5.2.
(b) In Remark 2.45(c) we discussed more sophisticated, and better behaved,
definitions of (2-)categories of orbifolds than our Orbeff . There is little written
on orbifolds with boundary or with corners; the only foundational work the au-
thor knows is [44, §1.12, §8.5–§8.9], which uses the C∞-stack setting. However,
several of the approaches to orbifolds discussed in Remark 2.45(c) extend au-
tomatically to orbifolds with boundary or corners, including those of Moerdijk
and Pronk [67, 68, 72] and the author [45, §4.5].
If we define a (2-)category of (effective) orbifolds with corners Orbc in this
way, it will not satisfy Assumption 3.22, because the (1-)morphisms f : X → Y
inOrbc will be continuous maps plus extra data, but O˜rbceff in Assumption 3.22
is required to contain Orbeff , in which morphisms are continuous maps without
extra data. However, any such (2-)category should admit a truncation functor,
forgetting the extra data, to a category O˜rbceff satisfying Assumption 3.22.
4 Integral M-homology and M-cohomology
We now define and study our main new (co)homology theories of a smooth
manifold Y and a commutative ring R: M-homology MH∗(Y ;R),M-cohomology
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MH∗(Y ;R), compactly-supported M-cohomology MH∗cs(Y ;R), and locally finite
M-homology MH lf∗ (Y ;R). Here the M- is short for ‘Manifold’, as the (co)chains
[V, n, s, t] used to define the (co)homology theories involve a ‘manifold with
corners’ V in M˜anc with ‘smooth maps’ s : V → Rn and t : V → Y .
Throughout we take M˜anc to be a category of ‘manifolds with corners’ sat-
isfying Assumptions 3.12–3.18 of §3.3. We can choose M˜anc to be conventional
manifolds with corners Manc in §3.1, but there are also other possibilities in-
volving singular manifolds and non-smooth maps.
In §5 we will describe several variations on these, including rational M-
homology MHQ∗ (Y ;R) and rational M-cohomology MH
∗
Q(Y ;R), which require
R to be a Q-algebra, but have slightly better properties at the (co)chain level
(e.g. the cup product is supercommutative on MC∗Q(Y ;R)). When we wish
to distinguish the theories of this section from these others we will call them
integral M-homology and integral M-cohomology, since they work for R = Z.
Most proofs are postponed to §7.
4.1 M-homology MH∗(Y ;R)
For the whole of §4, fix a commutative ring R, and a category M˜anc satisfying
Assumptions 3.12–3.18 of §3.3. For simplicity, objects X in M˜anc will be called
manifolds with corners (although they may in examples not be manifolds, but
some kind of singular space), and morphisms f : X → Y in M˜anc will be called
smooth maps (although they may in examples be non-smooth). We use the
notation of §3.3 throughout.
When we say that Y is a manifold (rather than a manifold with corners),
we mean an ordinary smooth manifold without boundary. When we say that
f : Y1 → Y2 is a smooth map of manifolds (rather than of manifolds with corners,
or just a smooth map), we mean an ordinary smooth map of smooth manifolds
without boundary. Since Man ⊂ M˜anc is a full subcategory as in Assumption
3.15, such Y and f : Y1 → Y2 are also objects and morphisms in M˜anc.
Definition 4.1. Let Y be a manifold. Consider quadruples (V, n, s, t), where
V is an oriented manifold with corners (i.e. a pair (V, oV ) with V an object in
M˜anc and oV an orientation on V , usually left implicit), and n = 0, 1, . . . , and
s : V → Rn is a smooth map (morphism in M˜anc) which is proper over an open
neighbourhood of 0 in Rn (i.e. the continuous map s : V → Rn is proper near
0 in Rn), and t : V → Y is a smooth map (morphism in M˜anc).
Define an equivalence relation ∼ on such quadruples by (V, n, s, t) ∼ (V ′,
n′, s′, t′) if n = n′, and there exists an orientation-preserving diffeomorphism
f : V → V ′ with s = s′ ◦ f and t = t′ ◦ f . Write [V, n, s, t] for the ∼-equivalence
class of (V, n, s, t). We call [V, n, s, t] a generator.
For each k ∈ Z, define the M-chains MCk(Y ;R) to be the R-module gener-
ated by such [V, n, s, t] with dimV = n+ k, subject to the relations:
(i) For each generator [V, n, s, t] and each i = 0, . . . , n we have
[V, n, s, t] = (−1)n−i[V × R, n+ 1, s′, t ◦ πV ] in MCk(Y ;R), (4.1)
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where writing s = (s1, . . . , sn) : V → R
n with sj : V → R for j = 1, . . . , n
and πV : V × R→ V , πR : V × R→ R for the projections, then
s′ = (s1 ◦ πV , . . . , si ◦ πV , πR, si+1 ◦ πV , . . . , sn ◦ πV ) : V × R −→ R
n+1,
and V × R has the product orientation from Assumption 3.17(f) of the
given orientation on V and the standard orientation on R.
(ii) Let I be a finite indexing set, ai ∈ R for i ∈ I, and [Vi, n, si, ti], i ∈ I be
generators for MCk(Y ;R), all with the same n. Suppose there exists an
open neighbourhood X of 0 in Rn, such that si : Vi → R
n is proper over
X for all i ∈ I, and the following condition holds:
(∗) Suppose (x, y) ∈ X × Y , such that for all i ∈ I and v ∈ Vi with
(si, ti)(v) = (x, y), we have that v ∈ V ◦i and
Tv(si, ti) : TvV
◦
i −→ TxX ⊕ TyY
is injective, noting that (si, ti)|V ◦i : V
◦
i → X × Y is a smooth map of
(ordinary) manifolds. This implies that (si, ti)|V ◦
i
is an embedding
near v ∈ V ◦i . Hence (si, ti) : Vi → X × Y is injective near each
v in (si, ti)
−1(x, y), so (si, ti)
−1(x, y) has the discrete topology, and
thus is finite as si is proper over X . Note too that V
◦
i is an oriented
manifold by Assumption 3.17(j) with dim V ◦i = n + k, so TvV
◦
i is
an oriented vector space of dimension n+ k. We require that for all
oriented (n+ k)-planes P ⊆ TxX ⊕ TyY = R
n ⊕ TyY , we have∑
i∈I, v∈V ◦i :(si,ti)(v)=(x,y), Tv(si,ti)[TvV
◦
i ]=P
Tv(si, ti) : TvV
◦
i
∼=
−→P is orientation-preserving
ai =
∑
i∈I, v∈V ◦i :(si,ti)(v)=(x,y), Tv(si,ti)[TvV
◦
i ]=P
Tv(si, ti) : TvV
◦
i
∼=
−→P is orientation-reversing
ai in R.
(4.2)
Then ∑
i∈I
ai [Vi, n, si, ti] = 0 in MCk(Y ;R).
Define ∂ :MCk(Y ;R)→MCk−1(Y ;R) to be the unique R-linear map with
∂[V, n, s, t] = [∂V, n, s ◦ iV , t ◦ iV ], (4.3)
for all generators [V, n, s, t], where the orientation on ∂V is induced from that
of V as in Assumption 3.17(h). We show this is well defined in Proposition 4.3.
For any generator [V, n, s, t] in MCk(Y ;R) we have
∂ ◦ ∂[V, n, s, t] = [∂2V, n, s ◦ iV ◦ i∂V , t ◦ iV ◦ i∂V ].
Apply (ii) with [∂2V, n, s◦iV ◦i∂V , t◦iV ◦i∂V ] in place of
∑
i∈I ai [Vi, n, si, ti]. As-
sumptions 3.14(c) and 3.17(i) give an orientation-reversing diffeomorphism σV :
86
∂2V → ∂2V with σ2V = id∂2V . In (4.2), each contribution to the top line from v
′′
in ∂2V with Tv′′ [(s, t) ◦ iV ◦ i∂V ] orientation-preserving, is exactly matched by a
contribution to the bottom line from σV (v
′′) in ∂2V with TσV (v′′)[(s, t)◦iV ◦i∂V ]
orientation-reversing. Thus (∗) holds for [∂2V, n, s◦ iV ◦ i∂V , t◦ iV ◦ i∂V ], so that
(ii) gives ∂ ◦ ∂[V, n, s, t] = 0.
Hence ∂◦∂ = 0 :MCk(Y ;R)→MCk−2(Y ;R) for all k, and
(
MC∗(Y ;R), ∂
)
is a chain complex. Define the M-homology groups (or integral M-homology
groups) MH∗(Y ;R) to be the homology of this chain complex. That is, for
k ∈ Z we define R-modules
MHk(Y ;R) =
Ker
(
∂ :MCk(Y ;R) −→MCk−1(Y ;R)
)
Im
(
∂ :MCk+1(Y ;R) −→MCk(Y ;R)
) . (4.4)
If Y is compact and oriented with dimY = m, define the fundamental cycle
[Y ] = [Y, 0, 0, idY ] ∈ MCm(Y ;R). Here V = Y has the given orientation, and
s = 0 : V → R0 is proper as Y is compact. We have ∂[Y ] = 0 as ∂Y = ∅, so
passing to homology gives the fundamental class [[Y ]] ∈MHm(Y ;R).
Remark 4.2. If the base ring R has characteristic 2, that is, 1 + 1 = 0 in R,
then we can omit orientations oV on V in generators [V, n, s, t] in Definition 4.1,
and allow V to be unoriented. We must impose an extra condition on M˜anc, an
unoriented version of Assumption 3.17(n), saying that if X ∈ M˜anc is compact
with dimX = 1, then the number of points in ∂X is zero modulo 2.
Similarly, if R has characteristic 2 then we can omit orientations and coori-
entations throughout §4, though we will not mention this again.
The next proposition will be proved in §7.1.
Proposition 4.3. ∂ :MCk(Y ;R)→MCk−1(Y ;R) above is well defined.
Remark 4.4. The most nontrivial part of Definition 4.1 is relation (ii), and
readers are advised to study it carefully before proceeding further.
Two easy consequences of (ii) are that if [V, n, s, t] is a generator then
[−V, n, s, t] = −[V, n, s, t], (4.5)
where −V is V with the opposite orientation, and if [V1, n, s1, t1], [V2, n, s2, t2]
are generators with the same n then
[V1 ∐ V2, n, s1 ∐ s2, t1 ∐ t2] = [V1, n, s1, t1] + [V2, n, s2, t2]. (4.6)
We prove these using (ii) with
∑
i∈I ai [Vi, n, si, ti] = [V, n, s, t] + [−V, n, s, t] for
(4.5) and [V1 ∐ V2, n, s1 ∐ s2, t1 ∐ t2]− [V1, n, s1, t1]− [V2, n, s2, t2] for (4.6).
Lemma 4.5. For any manifold Y we have MCk(Y ;R) = 0 for k > dimY, so
that MHk(Y ;R) = 0 for k > dimY .
Proof. Suppose
∑
i∈I ai [Vi, n, si, ti] ∈ MCk(Y ;R) for k > dimY . Then condi-
tion (∗) in Definition 4.1(ii) is trivial, as there are no (n+k)-planes P ⊆ Rn⊕TyY
since dimP = n + k > n + dimY = dim(Rn ⊕ TyY ). Thus Definition 4.1(ii)
gives
∑
i∈I ai [Vi, n, si, ti] = 0, and MCk(Y ;R) = 0.
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Definition 4.6. Let f : Y1 → Y2 be a smooth map of manifolds. Define the
pushforward f∗ : MCk(Y1;R) → MCk(Y2;R) for k ∈ Z to be the unique R-
linear map defined on generators [V, n, s, t] of MCk(Y1;R) by
f∗[V, n, s, t] = [V, n, s, f ◦ t]. (4.7)
Again, to show f∗ is well-defined, we must show that it maps relations (i),(ii)
in MCk(Y1;R) to relations (i),(ii) in MCk(Y2;R). For (i) this is obvious. For
(ii), suppose
∑
i∈I ai [Vi, n, si, ti] = 0 in MCk(Y1;R) by relation (ii) using open
0 ∈ X ⊆ Rn. Then equation (4.2) for
∑
i∈I ai [Vi, n, si, f ◦ ti] in MCk(Y2;R)
for allowed (x, y2) in X × Y2 and P2 an oriented n + k-plane in TxX ⊕ Ty2Y2
follows by summing (4.2) for
∑
i∈I ai [Vi, n, si, ti] inMCk(Y1;R) over all allowed
(x, y1) ∈ X×Y1 with f(y1) = y2 and all oriented n+k-planes P1 in TxX⊕Ty1Y1
with T(x,y1)(idX×f)[P1] = P2, where only finitely many terms in the sum can be
nonzero. This proves (∗) for
∑
i∈I ai [Vi, n, si, f ◦ti], with the same 0 ∈ X ⊆ R
n,
so (ii) gives
∑
i∈I ai [Vi, n, si, f ◦ ti] = 0 in MCk(Y2;R). Therefore f∗ takes
relation (ii) to relation (ii), and is well-defined.
Equations (4.3), (4.7) give f∗ ◦ ∂ = ∂ ◦ f∗ : MCk(Y1;R) → MCk−1(Y2;R).
So the f∗ induce pushforwards f∗ :MHk(Y1;R)→MHk(Y2;R) on homology.
If g : Y2 → Y3 is another smooth map of manifolds then (g ◦ f)∗ = g∗ ◦ f∗,
on both M-chainsMC∗(Yi;R) and M-homologyMH∗(Yi;R). Also (idY )∗ is the
identity on both M-chains MC∗(Y ;R) and M-homology MH∗(Y ;R).
The next theorem is proved in §7.2.
Theorem 4.7. Let Y be a manifold and R a commutative ring. Then:
(a) Suppose T ⊆ U ⊆ Y are open, and write i : T →֒ U for the inclusion.
Then i∗ :MCk(T ;R)→MCk(U ;R) is injective for all k ∈ Z.
(b) Suppose T, U ⊆ Y are open sets. Write i : T ∩ U →֒ T, i′ : T ∩ U →֒ U,
j : T →֒ T ∪ U, j′ : U →֒ T ∪ U for the inclusions. Then for all k ∈ Z the
following sequence is exact:
0 // MCk(T∩U ;R)
i∗⊕−i
′
∗ // MCk(T ;R)
⊕MCk(U ;R)
j∗⊕j
′
∗ // MCk(T∪U ;R) // 0. (4.8)
(c) Suppose U1 ⊆ U2 ⊆ · · · ⊆ Y are open with U =
⋃∞
a=1 Ua. Then we have
an isomorphism with the direct limit for all k ∈ Z
MCk(U ;R) ∼= lim−→
∞
a=1MCk(Ua;R),
compatible with the pushforwards (ia)∗ : MCk(Ua;R) → MCk(U ;R) and
(ia,b)∗ : MCk(Ua;R)→ MCk(Ub;R), where ia : Ua →֒ U and ia,b : Ua →֒
Ub are the inclusions for a6b.
Write MCk(Y ;R)(U) = MCk(U ;R) for open U ⊆ Y and k ∈ Z, and define
σTU :MCk(Y ;R)(T )→MCk(Y ;R)(U) for open T ⊆ U ⊆ Y by σTU = i∗, for
i : T →֒ U the inclusion. Then in the notation of §2.5, functoriality of i∗ in
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Definition 4.6 implies that MCk(Y ;R) is a precosheaf of R-modules on Y, and
(b),(c) that MCk(Y ;R) is a cosheaf, and (a) that MCk(Y ;R) is flabby.
Define ∂(U) : MCk(Y ;R)(U) → MCk−1(Y ;R)(U) for open U ⊆ Y by
∂(U) = ∂ : MCk(U ;R)→ MCk−1(Y ;R). Since ∂ ◦ i∗ = i∗ ◦ ∂ : MCk(T ;R)→
MCk−1(U ;R) for open T ⊆ U ⊆ Y this defines a morphism of cosheaves
∂ :MCk(Y ;R)→MCk−1(Y ;R), with ∂ ◦∂ = 0 :MCk(Y ;R)→MCk−2(Y ;R).
So MC•(Y ;R) =
(
MC∗(Y ;R), ∂
)
is a complex of flabby cosheaves on Y .
If E is a flabby cosheaf on Y , U ⊆ Y is open, and α ∈ E(U), Definition
2.33 defined the support suppα, a compact subset of U . As MCk(Y ;R) is a
flabby cosheaf, this defines suppα for all α ∈ MCk(Y ;R) = MCk(Y ;R)(Y ).
Let [V, n, s, t] be a generator of MCk(Y ;R). Then s
−1(0) is compact in V as
s : V → Rn is proper near 0 ∈ Rn, so t[s−1(0)] is a compact subset of Y . If U is
any open neighbourhood of t[s−1(0)] in Y with inclusion i : U →֒ Y then using
Definition 4.1(ii) and (4.7) we see that
[V, n, s, t] =
[
t−1(U), n, s|t−1(U), t|t−1(U)
]
= i∗
[
t−1(U), n, s|t−1(U), t|t−1(U)
]
.
Hence Definition 2.33 implies that
supp[V, n, s, t] ⊆ t[s−1(0)] ⊆ Y. (4.9)
Definition 4.8. Let Y be a manifold, Z ⊆ Y be open, and i : Z →֒ Y the inclu-
sion. Define the relative M-chains MCk(Y, Z;R)=MCk(Y ;R)/i∗
(
MCk(Z;R)
)
for k ∈ Z, and write j∗ : MCk(Y ;R) → MCk(Y, Z;R) for the projection.
Then ∂ : MCk(Y ;R) → MCk−1(Y ;R) descends to ∂ : MCk(Y, Z;R) →
MCk−1(Y, Z;R) as i∗ ◦ ∂ = ∂ ◦ i∗, with ∂ ◦ ∂ = 0. Define the relative M-
homology groups (or relative integral M-homology groups) MH∗(Y, Z;R) to be
the homology of this chain complex, as in Axiom 2.1(a).
By Theorem 4.7(a) we have a short exact sequence of chain complexes
0 //
(
MC∗(Z;R), ∂
) i∗ // (MC∗(Y ;R), ∂) j∗ // (MC∗(Y, Z;R), ∂) // 0.
In the usual way [69, Lem. 24.1] this induces a long exact sequence
· · · // MHk(Z;R)
i∗ // MHk(Y ;R)
j∗ // MHk(Y, Z;R)
∂ // MHk−1(Z;R) // · · · ,
which defines the connecting morphisms ∂ :MHk(Y, Z;R)→MHk−1(Z;R) as
in Axiom 2.1(b), and proves Axiom 2.1(ii).
Let f : Y1 → Y2 be a smooth map of manifolds, and Z1 ⊆ Y1, Z2 ⊆ Y2
be open with f(Z1) ⊆ Z2; for short we will say that f : (Y1, Z2) → (Y2, Z2) is
smooth. Then we have a commutative diagram of chain complexes
0 //
(
MC∗(Z1;R), ∂
)
(f |Z1 )∗
i∗
//
(
MC∗(Y1;R), ∂
)
f∗
j∗
//
(
MC∗(Y1, Z1;R), ∂
)
f∗
// 0
0 //
(
MC∗(Z2;R), ∂
) i∗ // (MC∗(Y2;R), ∂) j∗ // (MC∗(Y2, Z2;R), ∂) // 0,
89
inducing f∗ : MCk(Y1, Z1;R) → MCk(Y2, Z2;R) and f∗ : MHk(Y1, Z1;R) →
MHk(Y2, Z2;R), as in Axiom 2.1(c), and a commutative diagram
· · · // MHk(Z1;R)
(f |Z1 )∗ 
(i1)∗
// MHk(Y1;R)
f∗ 
(j1)∗
// MHk(Y1, Z1;R)
f∗
∂
// MHk−1(Z1;R)
(f |Z1 )∗
// · · ·
· · · // MHk(Z2;R)
(i1)∗ // MHk(Y2;R)
(j2)∗// MHk(Y2, Z2;R)
∂
// MHk−1(Z2;R) // · · ·
by [69, Th. 24.2], proving Axiom 2.1(iii).
If g : (Y2, Z2) → (Y3, Z3) is another smooth map then (g ◦ f)∗ = g∗ ◦ f∗
on MC∗(Yi;R) implies that (g ◦ f)∗ = g∗ ◦ f∗ on MC∗(Yi, Zi;R), and hence on
MH∗(Yi, Zi;R). Also (idY )∗ = id onMC∗(Y ;R) implies that (idY )∗ is the iden-
tity on MC∗(Y, Z;R), and hence on MH∗(Y, Z;R). This proves Axiom 2.1(i).
Our goal is to show that M-homology MH∗(−;R) satisfies Axiom 2.1, so
that it is canonically isomorphic to ordinary homology of manifolds by The-
orem 2.3. So far we have defined all the data in Axiom 2.1(a)–(c), and ver-
ified Axiom 2.1(i)–(iii). The next proposition, proved in §7.3, gives Axiom
2.1(iv), the homotopy axiom. The main idea is to define R-module morphisms
G :MCk(Y1, Z1;R)→MCk+1(Y2, Z2;R) for k ∈ Z by
G : [V, n, s, t] 7−→ (−1)dimV
[
V × [0, 1], n, s ◦ πV , g ◦ (t× id[0,1])
]
,
and show that G is a chain homotopy between f∗, f
′
∗ :
(
MC∗(Y1, Z1;R), ∂
)
→(
MC∗(Y1, Z1;R), ∂
)
.
Proposition 4.9. Suppose Y1, Y2 are manifolds, Z1 ⊆ Y1, Z2 ⊆ Y2 are open,
and g : Y1 × [0, 1] → Y2 is a smooth map in Manc with g(Z1 × [0, 1]) ⊆ Z2.
Define f, f ′ : Y1 → Y2 by f(y) = g(y, 0) and f ′(y) = g(y, 1) for y ∈ Y1. Then
f∗ = f
′
∗ :MHk(Y1, Z1;R)→MHk(Y2, Z2;R) for all k ∈ Z.
Putting T = Z and U = Y \S in Theorem 4.7(b) and using MCk(Y, Z;R) =
MCk(Y ;R)/i∗(MCk(Z;R)), we deduce Axiom 2.1(v), the excision axiom:
Proposition 4.10. Suppose Y is a manifold, Z ⊆ Y is open, and S ⊆ Z is
closed in Y . Then j∗ :MCk(Y \S,Z\S;R)→MCk(Y, Z;R) is an isomorphism
for all k ∈ Z, with j : Y \S →֒ Y the inclusion. Hence j∗ :MHk(Y \S,Z \S;R)
→MHk(Y, Z;R) is also an isomorphism for all k ∈ Z.
We prove Axiom 2.1(vi), the additivity axiom:
Lemma 4.11. Suppose Y is a manifold with Y =
∐
a∈A Ya for A a countable
indexing set and each Ya open and closed in Y . Let Z ⊆ Y be open, and set
Za = Z ∩ Ya. Then for all k > 0 we have canonical isomorphisms
MCk(Y ;R) ∼=
⊕
a∈A
MCk(Ya;R), MCk(Y, Z;R) ∼=
⊕
a∈A
MCk(Ya, Za;R), (4.10)
compatible with the morphisms (ia)∗ : MCk(Ya;R) → MCk(Y ;R) for a ∈ A
induced by the inclusions ia : Ya →֒ Y . Hence we also have
MHk(Y, Z;R) ∼=
⊕
a∈A
MHk(Ya, Za;R), (4.11)
compatible with (ia)∗ :MHk(Ya, Za;R)→MHk(Y, Z;R) for a ∈ A.
90
Proof. Let [V, n, s, t] be a generator of MCk(Y ;R). Then s : V → R
n is proper
over an open neighbourhoodX of 0 in Rn. Choose 0 ∈ X ′ ⊂ K ⊂ X ⊂ Rn, with
X ′ open and K compact, and set V ′ = s−1(X), and s′ = s|V ′ , t′ = t|V ′ . Then
Definition 4.1(ii) implies that [V, n, s, t] = [V ′, n, s′, t′]. Also V ′ ⊆ s−1(K) ⊆ V ,
where s−1(K) is compact as K is and s is proper over X ⊃ K.
Now t|s−1(K) : s
−1(K)→ Y =
∐
a∈A Ya can map to only finitely many Ya, as
s−1(K) is compact and t is continuous. Hence s′ : V ′ → Y =
∐
a∈A Ya maps to
only finitely many Ya, as V
′ ⊆ s−1(K). Thus we may decompose V ′ =
∐
b∈B V
′
b ,
where B ⊆ A is finite and s′(V ′b ) ⊆ Yb ⊆ Y . By (4.6) we now have
[V, n, s, t] = [V ′, n, s′, t′] =
∑
b∈B
[
V ′b , n, s
′|V ′
b
, t′|V ′
b
]
,
where
[
V ′b , n, s
′|V ′
b
, t′|V ′
b
]
∈ (ib)∗
(
MCk(Yb;R)
)
.
Thus the natural map
⊕
a∈AMCk(Ya;R)→MCk(Y ;R) is surjective, since
this holds for every generator. It is also injective, as the relations inMCk(Y ;R)
can all be written as finite sums of relations in MCk(Ya;R) by a similar argu-
ment. This proves the first isomorphism of (4.10). The second follows by taking
quotients, and then taking cohomology yields (4.11).
Axiom 2.1(vii), the dimension axiom, is the next theorem, proved in §7.4. It
is crucial to our programme, and the proof is quite complex.
Theorem 4.12. We have MHk(∗;R) = 0 for all 0 6= k ∈ Z. There is a
canonical isomorphism MH0(∗;R) ∼= R identifying the fundamental class [[∗]] ∈
MH0(∗;R) with 1 ∈ R.
We have now proved all of Axiom 2.1 for M-homology. So Theorem 2.3 gives:
Theorem 4.13. M-homology is a homology theory of manifolds. There are
canonical isomorphisms MHk(Y ;R) ∼= Hk(Y ;R), MHk(Y, Z;R) ∼= Hk(Y, Z;R)
for all Y, Z, k, preserving the data f∗, ∂ and isomorphisms MH0(∗;R) ∼= R ∼=
H0(∗;R), where H∗(−;R) is any other homology theory of manifolds over R,
such as singular homology Hsi∗ (−;R).
Remark 4.14. (Change of base ring R.) Suppose R,R′ are commutative
rings, and ρ : R → R′ a ring morphism. Then there are natural ρ-linear mor-
phisms ρ∗ :MCk(Y ;R)→MCk(Y ;R′) mapping
ρ∗ :
∑
i∈I ai [Vi, ni, si, ti] 7−→
∑
i∈I ρ(ai) [Vi, ni, si, ti].
These commute with differentials ∂ and pushforwards f∗, and so induce mor-
phisms ρ∗ : MHk(Y ;R)→MHk(Y ;R′). By the natural extension of Theorem
2.3 to change of base ring as in [16], under the isomorphisms MHk(Y ;R) ∼=
Hk(Y ;R),MHk(Y ;R
′) ∼= Hk(Y ;R′) from Theorem 4.13, these ρ∗ :MHk(Y ;R)
→MHk(Y ;R′) correspond to the usual morphisms ρ∗ : Hk(Y ;R)→ Hk(Y ;R′)
from change of base ring in homology.
In the same way, though we will not mention it again, throughout §4 there
are canonical morphisms ρ∗ for change of base ring ρ : R→ R′, which commute
with all available structures, and are identified with the usual change of base
ring morphisms under the isomorphisms MHk(Y ;R) ∼= Hk(Y ;R), . . . .
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For smooth singular homology Hssi∗ (−;R) in Example 2.5, we can realize the
isomorphisms Hssik (Y ;R)
∼=MHk(Y ;R) from a morphism of chain complexes.
Example 4.15. Let Y be a smooth manifold, and let
(
Cssi∗ (Y ;R), ∂
)
be as in
Example 2.5, so that Cssik (Y ;R) is the free R-module spanned by smooth maps
σ : ∆k → Y in Manc. By Assumption 3.15(c)(C), such σ are also morphisms
in M˜anc. Define FMhssi : C
ssi
k (Y ;R) → MCk(Y ;R) to be the unique R-linear
morphism acting on generators σ by
FMhssi : σ 7−→ [∆k, 0, 0, σ], (4.12)
so that V = ∆k, n = 0, s = 0 : V → R
0 and t = σ : V → Y . This is well-defined
as there are no relations in Cssik (Y ;R). We have
∂ ◦ FMhssi (σ) =
[
∂∆k, 0, 0, σ ◦ i∆k
]
=
∑k
j=0(−1)
j
[
∆k−1, 0, 0, σ ◦ i∆k ◦ F
k
j
]
= FMhssi
(∑k
j=0(−1)
jσ ◦ i∆k ◦ F
k
j
)
= FMhssi ◦ ∂σ, (4.13)
using (4.3) and (4.12) in the first step, the decomposition ∂∆k =
∐k
j=0 ∂j∆k
and diffeomorphism F kj : ∆k−1 → ∂j∆k for j = 0, . . . , k multiplying orientations
by (−1)j from Example 2.4 and (4.5)–(4.6) in the second, (4.12) in the third
and (2.6) in the fourth. As this holds for all generators σ of Cssik (Y ;R), we
have ∂ ◦ FMhssi = F
Mh
ssi ◦ ∂ : C
ssi
k (Y ;R) → MCk−1(Y ;R). Thus F
Mh
ssi induces
morphisms FMhssi : H
ssi
k (Y ;R)→MHk(Y ;R).
Comparing §3.1 and above we see that FMhssi commutes with pushforwards
f∗ : C
ssi
k (Y1;R) → C
ssi
k (Y2;R) and f∗ : MCk(Y1;R) → MCk(Y2;R). For open
Z ⊆ Y , applying this to the inclusion i : Z →֒ Y , we see that the FMhssi :
Cssik (Y ;R)→MCk(Y ;R) descend to F
Mh
ssi : C
ssi
k (Y, Z;R)→MCk(Y, Z;R) with
∂ ◦ FMhssi = F
Mh
ssi ◦ ∂, and hence induce F
Mh
ssi : H
ssi
k (Y, Z;R)→MHk(Y, Z;R).
These FMhssi commute with f∗ : C
ssi
k (Y1, Z1;R) → C
ssi
k (Y2, Z2;R) and f∗ :
MCk(Y1, Z1;R) → MCk(Y2, Z2;R), and so passing to homology, the mor-
phisms FMhssi : H
ssi
k (Y, Z;R) → MHk(Y, Z;R) commute with pushforwards
f∗ : H
ssi
k (Y1, Z1;R)→ H
ssi
k (Y2, Z2;R), f∗ : MHk(Y1, Z1;R)→MHk(Y2, Z2;R),
and with ∂ : Hssik (Y, Z;R)→ H
ssi
k−1(Z;R), ∂ : MHk(Y, Z;R)→ MHk−1(Z;R).
Since the chosen isomorphisms Hssi0 (∗;R)
∼= R, MH0(∗;R) ∼= R both identify
[[∗]] with 1 ∈ R, we see that FMhssi : H
ssi
0 (∗;R)→MH0(∗;R) is compatible with
the isomorphisms Hssi0 (∗;R)
∼= R ∼= MH0(∗;R).
Thus by the last part of Theorem 2.3, the morphisms FMhssi : H
ssi
k (Y ;R) →
MHk(Y ;R) and F
Mh
ssi : H
ssi
k (Y, Z;R)→ MHk(Y, Z;R), defined above via mor-
phisms of chain complexes, are the canonical isomorphisms from Theorem 4.13.
Remark 4.16. Suppose that Y is a compact, oriented manifold of dimension
m. Then as in Remark 2.2(f) we have a fundamental class [[Y ]] ∈ Hssim (Y ;R).
As in Example 2.5 we may define this explicitly in smooth singular homology by
choosing a triangulation of Y into finitely many smooth m-simplices σi : ∆m →
Y for i ∈ I, and setting ǫi = 1 if σi is orientation-preserving, and ǫi = −1
otherwise. Then
∑
i∈I ǫi σi ∈ C
ssi
m (Y ;R) and [[Y ]] =
[∑
i∈I ǫi σi
]
∈ Hssim (Y ;R).
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Definition 4.1 defined [Y ] = [Y, 0, 0, idY ] ∈MCm(Y ;R). We have
[Y ]− FMhssi
(∑
i∈I ǫi σi
)
= [Y, 0, 0, idY ]−
∑
i∈I ǫi [∆m, 0, 0, σi]
= [Y, 0, 0, idY ]−
∑
i∈I [σi(∆m), 0, 0, idσi(∆m)] = 0,
(4.14)
using (4.12) in the first step, that σi : ∆m → σi(∆m) is a diffeomorphism multi-
plying orientations by ǫi in the second, and Definition 4.1(ii) in the third. Hence
[Y ] = FMhssi
(∑
i∈I ǫi σi
)
in MCm(Y ;R), so [[Y ]] = F
Mh
ssi
(
[[Y ]]
)
in MHm(Y ;R).
This proves that the fundamental class [[Y ]] ∈ MHm(Y ;R) is identified
with the usual fundamental class [[Y ]] ∈ Hm(Y ;R) by the canonical isomor-
phism MHm(Y ;R) ∼= Hm(Y ;R) of Theorem 4.13. Note too that although the
chain
∑
i∈I ǫi σi ∈ C
ssi
m (Y ;R) representing [[Y ]] ∈ H
ssi
k (Y ;R) involves an arbi-
trary choice of triangulation, [Y ] is the unique cycle inMCm(Y ;R) representing
[[Y ]] ∈MHm(Y ;R), as MCm+1(Y ;R) = 0 by Lemma 4.5.
We can also do the same for cosheaf smooth singular homology Hˆssik (Y ;R)
in Example 2.36.
Example 4.17. We continue in the situation of Example 4.15. Now Example
2.6 defined barycentric subdivision morphisms B : Cssik (Y ;R) → C
ssi
k (Y ;R) for
k = 0, 1, . . . by the formula (2.9). We claim that
FMhssi = F
Mh
ssi ◦B : C
ssi
k (Y ;R) −→MCk(Y ;R).
To see this, note that if σ is a generator of Cssik (Y ;R), so that σ : ∆k → Y
is a smooth map in Manc, then B(σ) =
∑(k+1)!
j=1 ǫ
j
k (σ ◦ B
j
k) is the result of
triangulating the k-simplex ∆k into (k+1)! smaller simplices B
j
k(∆k) ⊂ ∆k for
j = 1, . . . , (k + 1)!, and restricting σ to each Bjk(∆k). We have
FMhssi (σ) − F
Mh
ssi ◦B(σ) =
[
∆k, 0, 0, σ
]
−
∑(k+1)!
j=1 ǫ
j
k
[
∆k, 0, 0, σ ◦B
j
k
]
=
[
∆k, 0, 0, σ
]
−
∑(k+1)!
j=1
[
Bjk(∆k), 0, 0, σ|Bj
k
(∆k)
]
= 0,
where the second step uses that Bjk : ∆k → B
j
k(∆k) is a diffeomorphism which
multiplies orientations by ǫjk, and the third uses relation Definition 4.1(ii).
Example 2.36 defined the cosheaf smooth singular chains Cˆssik (Y ;R), as the
direct limit of Cssik (Y ;R)
B
−→Cssik (Y ;R)
B
−→ · · · . Equation (4.16) and properties
of direct limits imply that there is a unique morphism FˆMhssi : Cˆ
ssi
k (Y ;R) →
MCk(Y ;R) such that Fˆ
Mh
ssi ◦ Πj = F
Mh
ssi : C
ssi
k (Y ;R) → MCk(Y ;R) for all
j = 0, 1, . . . , where Πj are the morphisms in (2.36) from the direct limit.
Since ∂ ◦ FMhssi = F
Mh
ssi ◦ ∂ : C
ssi
k (Y ;R)→MCk−1(Y ;R) and ∂ ◦ B = B ◦ ∂ :
Cssik (Y ;R) → C
ssi
k−1(Y ;R), properties of direct limits imply that ∂ ◦ Fˆ
Mh
ssi =
FˆMhssi ◦ ∂ : Cˆ
ssi
k (Y ;R) → MCk−1(Y ;R). Therefore we have induced morphisms
FˆMhssi : Hˆ
ssi
k (Y ;R) → MHk(Y ;R) on homology. As Fˆ
Mh
ssi ◦ Πj = F
Mh
ssi , where
both Πj and F
Mh
ssi induce isomorphisms on homology by Examples 2.6 and 4.15,
these FˆMhssi : Hˆ
ssi
k (Y ;R)→MHk(Y ;R) are isomorphisms.
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If f : Y1→Y2 is a smooth map of manifolds then as both FMhssi : C
ssi
k (Ya;R)→
MCk(Ya;R) and Πj : C
ssi
k (Ya;R) → Cˆ
ssi
k (Ya;R) commute with pushforwards
f∗, we have f∗ ◦ FˆMhssi = Fˆ
Mh
ssi ◦ f∗ : Cˆ
ssi
k (Y1;R) → MCk(Y2;R). Thus the
isomorphisms FˆMhssi : Hˆ
ssi
k (Ya;R)→MHk(Ya;R) preserve pushforwards f∗.
Example 2.36 defined a flabby cosheaf Cˆssik (Y ;R) of R-modules on Y with
Cˆssik (Y ;R)(U) = Cˆ
ssi
k (U ;R) for open U ⊆ Y . Theorem 4.7 defined a flabby
cosheaf MCk(Y ;R) of R-modules on Y with MCk(Y ;R)(U) = MCk(U ;R) for
open U ⊆ Y . Define FˆMhssi : Cˆ
ssi
k (Y ;R) → MCk(Y ;R) by Fˆ
Mh
ssi (U) = Fˆ
Mh
ssi :
Cˆssik (U ;R)→MCk(U ;R) for all open U ⊆ Y . This is a morphism of cosheaves
because FˆMhssi ◦ i∗ = i∗ ◦ Fˆ
Mh
ssi : Cˆ
ssi
k (V ;R) → MCk(U ;R) for open V ⊆ U ⊆ Y ,
where i : V →֒ U is the inclusion. We now have a diagram of cosheaves on Y
· · ·
∂
// Cˆssik+1(Y ;R) ∂
//
FˆMhssi
Cˆssik (Y ;R) ∂
//
FˆMhssi
Cˆssik−1(Y ;R) ∂
//
FˆMhssi
· · ·
· · ·
∂ //MCk+1(Y ;R)
∂ //MCk(Y ;R)
∂ //MCk−1(Y ;R)
∂ // · · · ,
(4.15)
where the rows are complexes, which commutes because ∂ ◦ FˆMhssi = Fˆ
Mh
ssi ◦
∂ : Cˆssik (U ;R) → MCk−1(U ;R) for U ⊆ Y open. Note that on the top row
Cˆssik (Y ;R) = 0 for k < 0, but on the bottom row MCk(Y ;R) = 0 if k > dimY .
4.2 M-cohomology MH∗(Y ;R)
We now discuss M-cohomology MH∗(Y ;R), the dual cohomology theory to
M-homology in §4.1. As in §2, homology is compactly-supported, but coho-
mology is not (though compactly-supported cohomology is). Because of this,
in M-cochains MC∗(Y ;R) we need to allow infinite sums
∑
i∈I ai [Vi, ni, si, ti]
satisfying a local finiteness condition over Y .
As specifying and working with the relations on such infinite sums would be
complicated, we proceed in two stages. First we define spaces PMCk(Y ;R) by
generators and relations, using only finite sums. We show U 7→ PMCk(U ;R)
for open U ⊆ Y forms a strong presheaf PMCk(Y ;R) on Y . Then we de-
fine MCk(Y ;R) to be the sheafification of PMCk(Y ;R), and MCk(Y ;R) =
MCk(Y ;R)(Y ) to be its global sections. By sheaf theory, the required locally
finite sums make sense in MCk(Y ;R).
Definition 4.18. Let Y be a manifold, of dimension m. Consider quadruples
(V, n, s, t), where V is a manifold with corners (object in M˜anc), and n ∈ N,
and s : V → Rn is a smooth map (morphism in M˜anc), and t : V → Y is a
cooriented submersion (i.e. a pair (t, ct) of a submersion t : V → Y in M˜anc
and a coorientation ct for t, usually left implicit), such that (s, t) : V → R
n× Y
is proper over an open neighbourhood of {0} × Y in Rn × Y .
Define an equivalence relation ∼ on such quadruples by (V, n, s, t) ∼ (V ′, n′,
s′, t′) if n = n′, and there exists a diffeomorphism f : V → V ′ with s = s′ ◦ f
and t = t′ ◦ f such that the coorientations satisfy ct = ct′ ◦ cf , where cf is the
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natural coorientation on f from Assumption 3.17(e). Write [V, n, s, t] for the
∼-equivalence class of (V, n, s, t). We call [V, n, s, t] a generator.
For each k ∈ Z, define the M-precochains PMCk(Y ;R) to be the R-module
generated by such [V, n, s, t] with with dim V + k = m + n, subject to the
relations:
(i) For each generator [V, n, s, t] and each i = 0, . . . , n we have
[V, n, s, t] = (−1)n−i[V × R, n+ 1, s′, t ◦ πV ] in PMC
k(Y ;R), (4.16)
where writing s = (s1, . . . , sn) : V → R
n with sj : V → R for j = 1, . . . , n
and πV : V × R→ V , πR : V × R→ R for the projections, then
s′ = (s1 ◦ πV , . . . , si ◦ πV , πR, si+1 ◦ πV , . . . , sn ◦ πV ) : V × R→ R
n+1,
and t◦πV has coorientation ct◦πV = ct◦cπV , where ct is the given coorienta-
tion on t : V → Y , and cπV is the coorientation on πV : V ×R→ V induced
by the standard orientation on R, as in Assumption 3.17(d),(f),(k).
(ii) Let I be a finite indexing set, ai ∈ R for i ∈ I, and [Vi, n, si, ti], i ∈ I be
generators for PMCk(Y ;R), all with the same n. Suppose there exists an
open neighbourhoodX of {0}×Y in Rn×Y , such that (si, ti) : Vi → R
n×Y
is proper over X for all i ∈ I, and the following condition holds:
(∗) Suppose (x, y)∈X , such that for all i∈I and v∈Vi with (si, ti)(v)=
(x, y), we have that v ∈ V ◦i and
Tv(si, ti) : TvV
◦
i −→ TxR
n ⊕ TyY
is injective. This implies that (si, ti)|V ◦i is an embedding near v ∈ V
◦
i .
Hence (si, ti) : Vi → R
n×Y is injective near each v in (si, ti)−1(x, y),
so (si, ti)
−1(x, y) has the discrete topology, and thus is finite as (si, ti)
is proper over X . Note too that TvV
◦
i is a vector space of dimension
m+ n− k and dt|v : TvV ◦i → TyY is cooriented, since t|V ◦i : V
◦
i → Y
is a cooriented smooth map of manifolds by Assumption 3.17(j). We
require that for all (m+ n− k)-planes P ⊆ TxR
n ⊕ TyY with πTyY :
P → TyY cooriented, we have∑
i∈I, v∈V ◦i :(si,ti)(v)=(x,y), Tv(si,ti)[TvV
◦
i ]=P
Tv(si, ti) : TvV
◦
i
∼=
−→P is coorientation-preserving
ai =
∑
i∈I, v∈V ◦i :(si,ti)(v)=(x,y), Tv(si,ti)[TvV
◦
i ]=P
Tv(si, ti) : TvV
◦
i
∼=
−→P is coorientation-reversing
ai in R.
(4.17)
Then ∑
i∈I
ai [Vi, n, si, ti] = 0 in PMC
k(Y ;R).
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As in Remark 4.4, we see that if [V, n, s, t] is a generator in PMCk(Y ;R)
and ct is the given coorientation for t, we have[
V, n, s, (t,−ct)
]
= −
[
V, n, s, (t, ct)
]
, (4.18)
and if [V1, n, s1, t1], [V2, n, s2, t2] are generators in PMCk(Y ;R) then
[V1 ∐ V2, n, s1 ∐ s2, t1 ∐ t2] = [V1, n, s1, t1] + [V2, n, s2, t2]. (4.19)
We define differentials, identities, and pullbacks on the PMCk(Y ;R).
Definition 4.19. For each manifold Y and k ∈ Z, let d : PMCk(Y ;R) →
PMCk+1(Y ;R) be the unique R-linear map with
d[V, n, s, t] = [∂V, n, s ◦ iV , t ◦ iV ], (4.20)
for all generators [V, n, s, t], where the coorientation on t ◦ iV is ct◦iV = ct ◦ ciV ,
for ct the given coorientation on t, and ciV the coorientation for iV : ∂V → V
from Assumption 3.17(h). We show that d is well-defined by an almost identical
proof to that of Proposition 4.3 in §7.1, the differences being in the properness
conditions, and in using coorientations rather than orientations. We show that
d ◦ d = 0 as for ∂ in Definition 4.1.
Define the identity precocycle IdY = [Y, 0, 0, idY ] in PMC0(Y ;R). Here
t = idY : Y → Y has the coorientation from Assumption 3.17(e), and (s, t) :
Y → R0 × Y is proper. We have d IdY = 0 as ∂Y = ∅.
Suppose f : Y1 → Y2 is a smooth map of manifolds. For each k ∈ Z, define
the pullback f∗ : PMCk(Y2;R) → PMCk(Y1;R) to be the unique R-module
morphism acting on generators [V, n, s, t] of PMCk(Y2;R) by
f∗[V, n, s, t] = [V ′, n, s′, t′] :=
[
V ×t,Y2,f Y1, n, s ◦ πV , πY1
]
, (4.21)
where V ′ = V ×t,Y2,f Y1 is the fibre product in M˜an
c, which exists by Assump-
tion 3.16(c) as Y2 is a manifold and t a submersion, with projections πV : V
′ → V
and πY1 : V
′ → Y1. Here t′ = πY1 : V
′ → Y1 is a submersion by Assumption
3.16(c), and has a coorientation ct′ determined by the given coorientation ct on
t : V → Y2 by Assumption 3.17(l). Proposition 4.20 shows f∗ is well-defined.
From (4.20) and (4.21) we see that f∗ ◦ d = d ◦ f∗ : PMCk(Y2;R) →
PMCk+1(Y1;R). As Y2 ×idY2 ,Y2,f Y1
∼= Y1, we see that f
∗(IdY2) = IdY1 .
If g : Y2 → Y3 is another smooth map of manifolds then as
(V ×t,Y3,g Y2)×πY2 ,Y2,f Y1
∼= V ×t,Y3,g◦f Y1,
we see from (4.21) that (g ◦ f)∗ = f∗ ◦ g∗ : PMCk(Y3;R) → PMCk(Y1;R).
Also id∗Y is the identity. Thus, pullbacks f
∗ are contravariantly functorial.
The next proposition is proved in §7.5.
Proposition 4.20. f∗ : PMCk(Y2;R)→ PMCk(Y1;R) above is well-defined.
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The following proposition is proved in §7.6. The proof is similar to that of
Theorem 4.7 in §7.2.
Proposition 4.21. Let Y be a manifold and R a commutative ring. Then:
(a) Suppose T, U ⊆ Y are open sets. Write i : T ∩ U →֒ T, i′ : T ∩ U →֒ U,
j : T →֒ T ∪ U, j′ : U →֒ T ∪ U for the inclusions. Then for all k ∈ Z the
following sequence is exact:
0 // PMCk(T∪U ;R)
j∗⊕j′∗ // PMC
k(T ;R)
⊕PMCk(U ;R)
i∗⊕−i′∗ // PMCk(T∩U ;R). (4.22)
(b) Suppose K ⊆ Y is closed, U is an open neighbourhood of K in Y, and
α ∈ PMCk(U ;R). Then there exists an open neighbourhood U ′ of K in U
and an element β ∈ PMCk(Y ;R) with i∗(α) = j∗(β), where i : U ′ →֒ U
and j : U ′ →֒ Y are the inclusions.
Definition 4.22. Let Y be a manifold and k ∈ Z. For all open U ⊆ Y
define PMCk(Y ;R)(U) = PMCk(U ;R), and for all open U ′ ⊆ U ⊆ Y define
ρUU ′ : PMC
k(Y ;R)(U) → PMCk(Y ;R)(U ′) by ρUU ′ = i∗ : PMCk(U ;R) →
PMCk(U ′;R), with i : U ′ →֒ U the inclusion. Functoriality of pullbacks f∗
in Definition 4.19 implies that PMCk(Y ;R) is a presheaf of R-modules on Y .
Proposition 4.21(a) then means that PMCk(Y ;R) is a strong presheaf, and
Proposition 4.21(b) that PMCk(Y ;R) is soft, and hence c-soft, in the sense of
Definitions 2.30 and 2.38.
Write MCk(Y ;R) for the sheafification of PMCk(Y ;R). Then Theorem
2.39(f) says that MCk(Y ;R) is a c-soft sheaf of R-modules on Y , and hence
a soft sheaf of R-modules, since c-soft sheaves on manifolds are soft. De-
fine the R-module of (integral) M-cochains MCk(Y ;R) to be MCk(Y ;R) =
MCk(Y ;R)(Y ), the global sections of MCk(Y ;R). Since PMCk(Y ;R)|U =
PMCk(U ;R) for open U ⊆ Y , we haveMCk(Y ;R)|U =MC
k(U ;R), and hence
the sheaf MCk(Y ;R) has MCk(Y ;R)(U) = MCk(U ;R) for all open U ⊆ Y .
As MCk(Y ;R) is the sheafification of the strong presheaf PMCk(Y ;R),
Theorem 2.39 applies. So Theorem 2.39(e) gives a canonical isomorphism
MCk(Y ;R) ∼= lim←− U : U ⊆ Y open, U¯ is compact
PMCk(U ;R), (4.23)
where the right hand side is the inverse limit of PMCk(U ;R) over all open
U ⊆ Y with closure U¯ compact in Y . Such U are partially ordered by inclusion,
and if U ′ ⊆ U ⊆ Y are open with U¯ , U¯ ′ compact and i : U ′ →֒ U is the inclusion
then Definition 4.19 defines i∗ : PMCk(U ;R) → PMCk(U ′;R), which we use
to define the inverse limit.
Write Π : PMCk(Y ;R) → MCk(Y ;R) for the natural projection coming
from sheafification. We will use the same notation for elements of PMCk(Y ;R),
such as generators [V, n, s, t], and for their images under Π inMCk(Y ;R). So we
have the identity cocycle IdY ∈ MC
0(Y ;R), the image of IdY ∈ PMC
0(Y ;R).
Applying Π shows that equations (4.18)–(4.19) hold in MCk(Y ;R).
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If Y is compact then U = Y is allowed in (4.23), and Π : PMCk(Y ;R) →
MCk(Y ;R) is an isomorphism.
Define d(U) : PMCk(Y ;R)(U) → PMCk+1(Y ;R)(U) for open U ⊆ Y
by d(U) = d : PMCk(U ;R) → PMCk+1(U ;R). If U ′ ⊆ U ⊆ Y are open
and i : U ′ →֒ U is the inclusion then Definition 4.19 gives d ◦ i∗ = i∗ ◦ d :
PMCk(U ;R) → PMCk+1(U ′;R). Hence d : PMCk(Y ;R) → PMCk+1(Y ;R)
is a morphism of presheaves, with d ◦ d = 0, and under sheafification descends
to a morphism of sheaves d :MCk(Y ;R)→MCk+1(Y ;R) with d◦d = 0. Thus
MC•(Y ;R) =
(
MC∗(Y ;R), d
)
is a complex of soft sheaves of R-modules on Y .
Define d : MCk(Y ;R)→ MCk+1(Y ;R) to be the induced action d = d(Y )
on global sections. The differentials d on PMC∗(Y ;R),MC∗(Y ;R) commute
with projections Π : PMCk(Y ;R) → MCk(Y ;R). Thus d on generators
[V, n, s, t] ∈ MCk(Y ;R) is again given by (4.20). Define the M-cohomology
groups (or integral M-cohomology groups) MH∗(Y ;R) to be the cohomology of
the cochain complex
(
MC∗(Y ;R), d
)
. That is, for k ∈ Z we define R-modules
MHk(Y ;R) =
Ker
(
d :MCk(Y ;R) −→MCk+1(Y ;R)
)
Im
(
d :MCk−1(Y ;R) −→MCk(Y ;R)
) .
As d IdY = 0 in PMC1(Y ;R), we have d IdY = 0 in MC1(Y ;R), so IdY in
MC0(Y ;R) defines an identity cohomology class [IdY ] ∈MH0(Y ;R).
Let f : Y1 → Y2 be a smooth map of manifolds. Then as in §2.5 we
have a pushforward presheaf f∗(PMC
k(Y1;R)) with f∗(PMC
k(Y1;R))(U2) =
PMCk(Y1;R)(U1) = PMCk(U1;R) for open U2 ⊆ Y2 with U1 = f−1(U2) ⊆ Y1.
Define a presheaf morphism f♯ : PMC
k(Y2;R)→ f∗(PMC
k(Y1;R)) on Y2 by
f♯(U2) = f |
∗
U1 : PMC
k(Y2;R)(U2) = PMC
k(U2;R)
−→ f∗(PMC
k(Y1;R))(U2) = PMC
k(U1;R).
(4.24)
Sheafifying induces a morphism f♯ : MC
k(Y2;R) → f∗(MC
k(Y1;R)) on Y2,
where f∗(MC
k(Y1;R))(U2)=MC
k(Y1;R)(U1)=MC
k(U1;R) for U1=f
−1(U2),
so in particular f∗(MC
k(Y1;R))(Y2) = MC
k(Y1;R).
Define the pullback f∗ : MCk(Y2;R) → MCk(Y1;R) to be the induced
morphism f∗ = f♯(Y2) on global sections. Then
f∗ ◦Π = Π ◦ f∗ : PMCk(Y2;R) −→MC
k(Y1;R),
so f∗ on generators [V, n, s, t] ∈MCk(Y2;R) is again given by (4.21).
Since f−1 is left adjoint to f∗, as in (2.20) f♯ corresponds to a morphism
f ♯ : f−1(MCk(Y2;R)) −→MC
k(Y1;R) (4.25)
of sheaves on Y1, such that the following commutes
PMCk(U2;R)
f |∗U1
Π
// MCk(U2;R)
f |∗U1
project from
direct limit
//
(
Pf−1(MCk(Y2;R))
)
(U1)
sheafify

PMCk(U1;R)
Π // MC
k(U1;R) =
MCk(Y1;R)(U1)
f−1(MCk(Y2;R))
)
(U1),
f♯(U1)oo
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for all open U1 ⊆ Y1, U2 ⊆ Y2 with f(U1) ⊆ U2, where Pf−1(MC
k(Y2;R))(U1)
is defined as the direct limit of such MCk(U2;R) in Definition 2.25.
If i : U ′ →֒ U is an inclusion of open sets and α ∈MCk(U ;R), we will often
write α|U ′ for i∗(α) ∈MCk(U ′;R).
As f |∗U1 ◦ d = d ◦ f |
∗
U1
: PMCk(U2;R) → PMC
k+1(U1;R) by Definition
4.19, we deduce that f∗ ◦ d = d ◦ f∗ : MCk(Y2;R) → MC
k+1(Y1;R). Hence
f∗ :
(
MC∗(Y2;R), d
)
→
(
MC∗(Y1;R), d
)
is a morphism of cochain complexes,
and induces pullbacks f∗ : MHk(Y2;R)→MHk(Y1;R) on M-cohomology.
Since pullbacks f∗ in Definition 4.19 are contravariantly functorial on M-
precochains PMCk(Ui;R), we deduce that pullbacks f∗ are contravariantly
functorial on both M-cochains MCk(Yi;R) and M-cohomology MH
k(Yi;R).
Remark 4.23. (a) Let [V, n, s, t] be a generator of MCk(Y ;R). Regard-
ing it as a global section of MCk(Y ;R), Definition 2.26 defines the support
supp[V, n, s, t], a closed subset of Y . Now s−1(0) is closed in V , so t[s−1(0)] is
a closed subset of Y as (s, t) is proper near {0} × Y . As for (4.9) we see that
supp[V, n, s, t] ⊆ t[s−1(0)] ⊆ Y. (4.26)
(b) Consider formal sums
∑
i∈I ai [Vi, ni, si, ti] in MC
k(Y ;R), where I is a pos-
sibly infinite indexing set, ai ∈ R and [Vi, ni, si, ti] is a generator of MCk(Y ;R)
for i ∈ I. We call such a sum locally finite if any y ∈ Y has an open neighbour-
hood U such that supp[Vi, ni, si, ti] ∩ U 6= ∅ for only finitely many i ∈ I. By
(4.26), this holds if ti[s
−1
i (0)]∩U 6= ∅ for only finitely many i ∈ I. This in turn
holds provided
∐
i∈I ti|s−1i (0)
:
∐
i∈I s
−1
i (0)→ Y is proper.
By properties of sheaves, if
∑
i∈I ai [Vi, ni, si, ti] is locally finite then there
exists a unique element α of MCk(Y ;R) with
α|U =
∑
i∈I ai [Vi, ni, si, ti]|U in MC
k(U ;R) (4.27)
for all open U ⊆ Y for which supp[Vi, ni, si, ti] ∩ U 6= ∅ for only finitely many
i ∈ I, so that the sum in (4.27) makes sense as there are only finitely many
nonzero terms. We will write
∑
i∈I ai [Vi, ni, si, ti] = α in MC
k(Y ;R). As
manifolds are second countable, only countably many terms in a locally finite
sum can be nonzero, so we can suppose I is countable.
Using the ideas used to prove Proposition 4.21(b), one can show that every
α ∈MCk(Y ;R) can be written as a locally finite sum
∑
i∈I ai [Vi, ni, si, ti], and
we can even take the [Vi, ni, si, ti] to be compactly-supported. So an alternative
way to define MCk(Y ;R) would be as the quotient of the R-module of locally
finite sums
∑
i∈I ai [Vi, ni, si, ti] by some (rather complicated) relations based
on Definition 4.18(i),(ii).
Here is the analogue of Lemma 4.5, proved in the same way.
Lemma 4.24. For any manifold Y we have PMCk(Y ;R) = MCk(Y ;R) = 0
for k < 0, so that MHk(Y ;R) = 0 for k < 0.
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Definition 4.25. Let Y be a manifold, Z ⊆ Y open, and i : Z →֒ Y the
inclusion. Define the relative M-cochains MCk(Y, Z;R) for k ∈ Z by
MCk(Y, Z;R) = MCk(Y ;R)⊕MCk−1(Z;R),
as in (2.12), and define d : MCk(Y, Z;R) → MCk+1(Y, Z;R) by d(α, β) =
(dα, i∗(α) − dβ). Then d ◦ d = 0 : MCk(Y, Z;R) → MCk+2(Y, Z;R), since
d ◦ i∗ = i∗ ◦ d : MCk(Y ;R) → MCk+1(Z;R), and
(
MC∗(Y, Z;R), d
)
is a
cochain complex over R, the cocone of the morphism i∗ :
(
MC∗(Y ;R), d
)
→(
MC∗(Z;R), d
)
. Define the relative M-cohomology MHk(Y, Z;R) to be the kth
cohomology group of
(
MC∗(Y, Z;R), d
)
, as in Axiom 2.7(a).
We have a short exact sequence of cochain complexes
0 //
(
MC∗−1(Z;R),−d
) d // (MC∗(Y, Z;R), d) j∗ // (MC∗(Y ;R), d) // 0, (4.28)
where d : MCk−1(Z;R) → MCk(Y, Z;R) maps d : β 7→ (0, β) and j∗ :
MCk(Y, Z;R)→MCk(Y ;R) maps j∗ : (α, β) 7→ α. Thus in the usual way [69,
Lem. 24.1] we get a long exact sequence in cohomology
· · · // MHk−1(Z;R)
d // MHk(Y, Z;R)
j∗ // MHk(Y ;R)
i∗ // MHk(Z;R) // · · · ,
where explicit calculation shows the connecting morphisms are pullbacks i∗ :
MHk(Y ;R) → MHk(Z;R) from Definition 4.22. This defines the morphisms
d :MHk(Z;R)→MHk+1(Y, Z;R) in Axiom 2.7(b), and proves Axiom 2.7(ii).
Let f : Y1 → Y2 be a smooth map of manifolds, and Z1 ⊆ Y1, Z2 ⊆
Y2 be open with f(Z1) ⊆ Z2; for short we will say that f : (Y1, Z2) →
(Y2, Z2) is smooth. Define f
∗ : MCk(Y2, Z2;R) → MCk(Y1, Z1;R) for k ∈
Z by f∗(α, β) =
(
f∗(α), f |∗Z1(β)
)
, using f∗ : MCk(Y2;R) → MCk(Y1;R)
and f |∗Z1 : MC
k−1(Z2;R) → MCk−1(Z1;R) from Definition 4.22. Functo-
riality of pullbacks and compatibility with d in Definition 4.22 implies that
d ◦ f∗ = f∗ ◦ d : MCk(Y2, Z2;R) → MCk+1(Y1, Z1;R), so these f∗ induce
morphisms f∗ : MHk(Y2, Z2;R) → MHk(Y1, Z1;R) on cohomology, as in Ax-
iom 2.7(c). These f∗ are contravariantly functorial on MCk(Yi, Zi;R) and on
MHk(Yi, Zi;R), since they are onMC
k(Yi;R), proving Axiom 2.7(i). Note that
j∗ in (4.28) is pullback by j = idY : (Y, ∅)→ (Y, Z), as in Axiom 2.7(ii).
We have a commutative diagram of chain complexes
0 //
(
MC∗−1(Z2;R),−d
)
d
//
f |∗Z1
(
MC∗(Y2, Z2;R), d
)
f∗

j∗2
//
(
MC∗(Y2;R), d
)
f∗

// 0
0 //
(
MC∗−1(Z1;R),−d
) d // (MC∗(Y1, Z1;R), d) j∗1 // (MC∗(Y1;R), d) // 0,
which in the usual way [69, Th. 24.2] induces a commutative diagram
· · · // MHk−1(Z2;R)
f |∗Z1
d
// MHk(Y2, Z2;R)
f∗
j∗2
// MHk(Y2;R)
f∗
i∗2
// MHk(Z2;R)
f |∗Z1
// · · ·
· · · // MHk−1(Z1;R)
d // MHk(Y1, Z1;R)
j∗1 // MHk(Y1;R)
i∗1 // MHk(Z1;R) // · · · ,
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proving Axiom 2.7(iii).
Our goal is to show that M-cohomology MH∗(−;R) satisfies Axiom 2.7, so
that it is canonically isomorphic to ordinary cohomology by Theorem 2.8. So far
we have defined all the data in Axiom 2.7(a)–(c), and verified Axiom 2.7(i)–(iii).
The next proposition, proved in §7.7, gives Axiom 2.7(iv), the homotopy axiom.
The main idea is to construct R-module morphisms G : MCk(Y2, Z1;R) →
MCk−1(Y1, Z1;R) acting on generators by
G : [V, n, s, t] 7−→ (−1)dimV
[
V ×t,Y2,g (Y1 × [0, 1]), n, s ◦ πV , πY1 ◦ πY1×[0,1]
]
,
and show G is a cochain homotopy between f∗, f ′∗ :
(
MC∗(Y2, Z2;R), d
)
→(
MC∗(Y1, Z1;R), d
)
.
Proposition 4.26. Suppose Y1, Y2 are manifolds, Z1 ⊆ Y1, Z2 ⊆ Y2 are open,
and g : Y1 × [0, 1] → Y2 is a smooth map in Manc with g(Z1 × [0, 1]) ⊆ Z2.
Define f, f ′ : Y1 → Y2 by f(y) = g(y, 0) and f
′(y) = g(y, 1) for y ∈ Y1. Then
f∗ = f ′∗ :MHk(Y2, Z2;R)→MHk(Y1, Z1;R) for all k ∈ Z.
Next we prove Axiom 2.7(v), the excision axiom. The proof uses only softness
of the sheaves MCk(Y ;R) in Definition 4.22.
Proposition 4.27. Suppose Y is a manifold, Z ⊆ Y is open, and S ⊆ Z is
closed in Y . Then j∗ : MHk(Y, Z;R) → MHk(Y \ S,Z \ S;R) is an isomor-
phism for all k ∈ Z, where j : Y \ S →֒ Y is the inclusion.
Proof. To prove j∗ : MHk(Y, Z;R) → MHk(Y \ S,Z \ S;R) is injective, sup-
pose γ ∈ MHk(Y, Z;R) with j∗(γ) = 0, and let γ = [(α, β)] for (α, β) in
MCk(Y, Z;R), so that α ∈MCk(Y ;R), β ∈MCk−1(Z;R) with
dα = 0 and α|Z = dβ. (4.29)
Then j∗(α, β) =
(
α|Y \S , β|Z\S
)
is exact in
(
MC∗(Y \ S,Z \ S;R), d
)
, so there
exists (α′, β′) ∈ MCk−1(Y \ S,Z \ S;R) with d(α′, β′) = j∗(α, β), that is,
α′ ∈MCk−1(Y \ S;R) and β′ ∈MCk−2(Z \ S;R) with
dα′ = α|Y \S and α
′|Z\S − dβ
′ = β|Z\S . (4.30)
As Y \ Z, S are disjoint closed subsets of Y , we may choose an open neigh-
bourhood U of Y \Z in Y with U¯∩S = ∅, since manifolds are normal topological
spaces. AsMCk−2(Z;R) is a soft sheaf by Definition 4.22, and β′ is a section of
MCk−2(Z;R) over the open set Z \S ⊆ Z which contains the closed set U¯ ∩Z,
there exists β′′ ∈ MCk−2(Z;R) such that for some open neighbourhood V of
U¯ ∩ Z in Z \ S we have β′′|V = β′|V , so in particular β′′|U∩Z = β′|U∩Z .
Now {U,Z} is an open cover of Y , and α′|U ∈ MCk−1(U ;R), β + dβ′′ ∈
MCk−1(Z;R) satisfy
(
α′|U
)
|U∩Z =
(
β + dβ′′
)
|U∩Z in MCk−1(U ∩ Z;R), by
(4.30) and β′′|U∩Z = β′|U∩Z . So by the sheaf property of MC
k−1(Y ;R) there
exists a unique α′′ ∈MCk−1(Y ;R) with α′′|U = α′|U and α′′|Z = β + dβ′′.
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We have dα′′|U = dα′|U = α|U in MCk(U ;R) by (4.30) and dα′′|Z = d(β +
dβ′′) = dβ = α|Z in MCk(Z;R) by (4.29), so dα′′ = α in MCk(Y ;R) by
the sheaf property of MCk(Y ;R). Therefore (α′′, β′′) ∈ MCk−1(Y, Z;R) with
d(α′′, β′′) = (α, β), so γ = 0, and j∗ : MHk(Y, Z;R) → MHk(Y \ S,Z \ S;R)
is injective. A similar proof shows it is surjective.
The next lemma gives Axiom 2.7(vi), the additivity axiom. The first equa-
tion of (4.31) follows from the sheaf property of MCk(Y ;R) in Definition 4.22,
the second equation of (4.31) follows from the first, and this implies (4.32).
Lemma 4.28. Suppose Y is a manifold with Y =
∐
a∈A Ya for A a countable
indexing set and each Ya open and closed in Y . Let Z ⊆ Y be open, and set
Za = Z ∩ Ya. Then for all k > 0 we have canonical isomorphisms
MCk(Y ;R) ∼=
∏
a∈A
MCk(Ya;R), MC
k(Y, Z;R) ∼=
∏
a∈A
MCk(Ya, Za;R), (4.31)
compatible with the morphisms i∗a : MC
k(Y ;R) → MCk(Ya;R) for a ∈ A
induced by the inclusions ia : Ya →֒ Y . Hence we also have
MHk(Y, Z;R) ∼=
∏
a∈A
MHk(Ya, Za;R), (4.32)
compatible with i∗a :MH
k(Y, Z;R)→MHk(Ya, Za;R) for a ∈ A.
For Axiom 2.7(vii), the dimension axiom, observe that when Y is the point
∗, comparing Definitions 4.1, 4.18 and 4.22 gives canonical isomorphisms
MCk(∗;R) ∼= PMC
−k(∗;R) ∼=MC−k(∗;R), (4.33)
and these isomorphisms identify ∂ : MCk(∗;R) → MCk−1(∗;R) with d :
PMC−k(∗;R) → PMC−k+1(∗;R) with d : MC−k(∗;R) → MC−k+1(∗;R).
Thus we have canonical isomorphisms MHk(∗;R) ∼= MH−k(∗;R) for k ∈ Z, so
Axiom 2.7(vii) follows from Theorem 4.12. We have now proved all of Axiom
2.7 for M-cohomology. So Theorem 2.8 gives:
Theorem 4.29. M-cohomology is a cohomology theory of manifolds. There are
canonical isomorphisms MHk(Y ;R)∼=Hk(Y ;R), MHk(Y, Z;R)∼=Hk(Y, Z;R)
for all Y, Z, k, preserving the data f∗, d and isomorphisms MH0(∗;R) ∼= R ∼=
H0(∗;R), where H∗(−;R) is any other cohomology theory of manifolds over R,
such as singular cohomology H∗si(Y ;R) or sheaf cohomology H
∗(Y,RY ).
Next we relate M-cohomology to sheaf cohomology in §2.5.
Definition 4.30. Let Y be a manifold. Then Example 2.28 defines the constant
sheaf of R-modules RY on Y , with RY (U) the R-module of locally constant
functions s : U → R for open U ⊆ Y . Also Definition 4.22 defines a complex
MC•(Y ;R) =
(
MC∗(Y ;R), d
)
of soft sheaves of R-modules MCk(Y ;R) on Y ,
where MCk(Y ;R) = 0 for k < 0 by Lemma 4.24.
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We will define a sheaf morphism iY : RY →MC
0(Y ;R). For U ⊆ Y open,
write U =
∐
a∈A Ua for the decomposition of U into connected components.
Then each Ua is open and closed in U , so (4.31) gives
MC0(Y ;R)(U) = MC0(U ;R) ∼=
∏
a∈AMC
0(Ua;R). (4.34)
Define an R-module morphism iY (U) : RY (U)→MC
0(Y ;R)(U) by
iY (U) : s 7−→
∑
a∈A sa IdUa , (4.35)
writing s|Ua = sa ∈ R for each a ∈ A, since s is locally constant and Ua is con-
nected, so that sa IdUa ∈MC
0(Ua;R), and
∑
a∈A sa IdUa ∈
∏
a∈AMC
0(Ua;R),
which we identify with MC0(Y ;R)(U) by (4.34).
Since IdU |V = IdV in MC0(V ;R) for open V ⊆ U ⊆ Y , we see that the
iY (U) : RY (U) → MC
0(Y ;R)(U) are compatible with restriction maps ρUV :
RY (U)→ RY (V ), ρUV :MC
0(Y ;R)(U)→MC0(Y ;R)(V ), so iY is a morphism
of sheaves of R-modules.
Theorem 4.31. For each manifold Y, the following is an exact sequence of
sheaves of R-modules on Y :
0 // RY
iY //MC0(Y ;R)
d //MC1(Y ;R)
d //MC2(Y ;R)
d // · · · . (4.36)
Hence MC•(Y ;R) =
(
MC∗(Y ;R), d
)
is a soft resolution of RY .
Proof. Equation (4.36) is exact if and only if it is exact on stalks at each y ∈ Y ,
and so by Definition 2.22, if and only if
0 // R=RY,y
iY,y // lim−→
y ∈ U ⊆ Y open
MC0(U ;R)
lim
−→
d
// lim−→
y ∈ U ⊆ Y open
MC1(U ;R)
lim
−→
d
// · · · (4.37)
is exact in R-modules. As direct limits commute with cohomology, we see that
Hk
(
· · · // lim−→
y ∈ U ⊆ Y open
MCi(U ;R)
lim
−→
d
// lim−→
y ∈ U ⊆ Y open
MCi+1(U ;R) // · · ·
)
∼= lim−→
y ∈ U ⊆ Y open
MHk(U ;R).
(4.38)
We may take the limit in (4.38) to be over smaller and smaller balls U ∼=
RdimY about y in Y , so thatMH0(U ;R) ∼= H0(RdimY ;R) ∼= R andMHk(U ;R)
∼= Hk(RdimY ;R) = 0 for k > 0 by Theorem 4.29, and the last line of (4.38) is
R when k = 0 and zero for k > 0. Also iY,y induces a morphism
(iY,y)∗ : R = RY,y −→ lim−→
y ∈ U ⊆ Y open
MH0(U ;R) ∼= R. (4.39)
By definition of iY we see that (iY,y)∗ maps 1 7→ lim−→ U [IdU ], where [IdU ] ∈
MH0(U ;R) is identified with 1 ∈ R under the isomorphism MH0(U ;R) ∼= R.
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Hence (4.39) is an isomorphism. Therefore (4.37) is exact for each y ∈ Y , so
(4.36) is exact, as we have to prove. The last part of the theorem follows from
Definition 4.22.
The material of §2.5 now gives an alternative proof, via (2.26), that
Hk(Y ;R) ∼= Hk(Y ;RY ) ∼= H
k
(
MC∗(Y ;R), d
)
=MHk(Y ;R).
If f : Y1 → Y2 is a smooth map of manifolds, we can form a diagram of
sheaves of R-modules on Y1:
0 // f−1(RY2)
f♯∼=

f−1(iY2 )
// f−1(MC0(Y2;R))
f♯
f−1(d)
// f−1(MC1(Y2;R))
f♯
f−1(d)
// · · ·
0 // RY1
iY1 //MC0(Y1;R)
d //MC1(Y1;R)
d // · · · ,
(4.40)
where f ♯ : f−1(RY2)→ RY1 is the isomorphism defined in Example 2.28, by pull-
back of locally constant functions, and f ♯ : f−1(MCk(Y2;R)) → MC
k(Y1;R)
is as in (4.25). Then f∗(IdY2) = IdY1 in MC
0(Y1;R) and the definitions of
iY1 , iY2 in Definition 4.30 imply that the left hand square of (4.40) commutes,
and d ◦ f |∗U1 = f |
∗
U1
◦ d : MCk(U2;R) → MC
k+1(U1;R) for open U1 ⊆ Y1,
U2 ⊆ Y2 with f(U1) ⊆ U2 imply that the remaining squares of (4.40) commute.
4.3 Compactly-supported M-cohomology MH∗
cs
(Y ;R)
Next we define compactly-supported M-cohomology.
Definition 4.32. Let Y be a manifold and k ∈ Z. Then §4.2 defined an R-
module MCk(Y ;R) which is the global sections MCk(Y ;R) =MCk(Y ;R)(Y )
of a c-soft sheaf of R-modules MCk(Y ;R). Define the compactly-supported
M-cochains MCkcs(Y ;R) ⊆ MC
k(Y ;R) to be the R-submodule of compactly-
supported global sections of MCk(Y ;R), as in Definition 2.26.
As in Definition 4.22,MCk(Y ;R) is the sheafification of the strong presheaf
PMCk(Y ;R). Write PMCkcs(Y ;R) ⊆ PMC
k(Y ;R) for the R-submodule of
compactly-supported elements in PMCk(Y ;R), which as in Definition 2.26
means that PMCkcs(Y ;R) is the subset of α ∈ PMC
k(Y ;R) such that for some
compact K ⊆ Y we have i∗(α) = 0 in PMCk(Y \K;R), where i : Y \K →֒ Y
is the inclusion. Then Theorem 2.39(d) says that
Π|PMCkcs(Y ;R) : PMC
k
cs(Y ;R) −→MC
k
cs(Y ;R) (4.41)
is an isomorphism. This gives an alternative description of MCkcs(Y ;R) which
is more explicit, as it does not involve sheafification.
Note that Lemma 4.24 shows that MCkcs(Y ;R) = 0 for k < 0.
Starting with the c-soft sheafMCk(Y ;R), Theorem 2.34(a) defines a flabby
cosheaf of R-modules on Y , which we will write as MCkcs(Y ;R). Then by
definition MCkcs(Y ;R) =MC
k
cs(Y ;R)(Y ) is the global sections of MC
k
cs(Y ;R),
and more generally MCkcs(Y ;R)(U) = MC
k
cs(U ;R) for all open U ⊆ Y .
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The morphisms d :MCk(Y ;R)→MCk+1(Y ;R) from §4.2 with d◦d = 0 re-
strict to d :MCkcs(Y ;R)→MC
k+1
cs (Y ;R) with d◦d = 0. Hence
(
MC∗cs(Y ;R), d
)
is a cochain complex. Define the (integral) compactly-supported M-cohomology
groups MH∗cs(Y ;R) to be the cohomology of this cochain complex.
Write Π : MCkcs(Y ;R) →֒ MC
k(Y ;R) for the inclusion maps. Then d ◦
Π = Π ◦ d : MCkcs(Y ;R) → MC
k+1(Y ;R), so they induce morphisms Π :
MHkcs(Y ;R)→MH
k(Y ;R) on cohomology, as in Property 2.13(a).
If Y is compact then MCkcs(Y ;R) = MC
k(Y ;R), and so MHkcs(Y ;R) =
MHk(Y ;R) for all k ∈ Z, with Π :MHkcs(Y ;R)→MH
k(Y ;R) the identity.
Let f : Y1 → Y2 be a proper smooth map of manifolds, so that §4.2 defines
pullback morphisms f∗ : MCk(Y2;R) → MCk(Y1;R). If α ∈ MCkcs(Y2;R) ⊆
MCk(Y2;R) then suppα ⊆ Y2 is compact, so f−1(suppα) ⊆ Y1 is compact as
f is proper. But supp(f∗(α)) ⊆ f−1(suppα), so f∗(α) is compactly-supported
and lies inMCkcs(Y1;R). Write f
∗ :MCkcs(Y2;R)→MC
k
cs(Y1;R) for the restric-
tion of f∗ :MCk(Y2;R)→MCk(Y1;R). Then d ◦ f∗ = f∗ ◦ d :MCkcs(Y2;R)→
MCk+1cs (Y1;R), as this holds for MC
∗(Yi;R), so the f
∗ induce morphisms
f∗ :MHkcs(Y2;R)→MH
k
cs(Y1;R), as in Property 2.13(b).
Proper pullbacks f∗ are contravariantly functorial on MC∗cs(Yi;R) and on
MH∗cs(Yi;R), since pullbacks f
∗ are contravariantly functorial on MC∗(Yi;R).
If U ⊆ Y is open and i : U →֒ Y is the inclusion, then as for the mor-
phism σUY : MC
k
cs(Y ;R)(U) → MC
k
cs(Y ;R)(Y ) defined in Theorem 2.34(a),
which is injective as MCkcs(Y ;R) is flabby, there is an injective pushforward
i∗ : MC
k
cs(U ;R) → MC
k
cs(Y ;R), such that if α ∈ MC
k
cs(U ;R) then i∗(α) ∈
MCkcs(Y ;R) is the unique element with i∗(α)|U = α and i∗(α)|Y \suppα = 0.
We have d◦ i∗ = i∗ ◦d :MCkcs(U ;R)→MC
k+1
cs (Y ;R), as d :MC
k
cs(Y ;R)→
MCk+1cs (Y ;R) is a morphism of cosheaves, so the i∗ induce morphisms i∗ :
MHkcs(U ;R)→MH
k
cs(Y ;R) on cohomology, as in Property 2.13(c).
Pushforwards i∗ are covariantly functorial on MC
∗
cs(−;R) and MH
∗
cs(−;R).
Now Theorem 4.31 shows that 0→MC0(Y ;R)
d
−→MC1(Y ;R)
d
−→ · · · is a
soft resolution of RY . So by the material of §2.5, in particular (2.27), we have
natural isomorphisms for all k ∈ Z
Hkcs(Y,RY )
∼= Hk
(
· · ·
d
−→MCics(Y ;R)
d
−→MCi+1cs (Y ;R)
d
−→ · · ·
)
=MHkcs(Y ;R).
(4.42)
Theorem 4.33. Compactly-supported M-cohomology is a compactly-supported
cohomology theory of manifolds. As in (4.42) there are canonical isomorphisms
MHkcs(Y ;R)
∼= Hkcs(Y ;R) for all Y, k, preserving the data Π, f
∗, i∗ described in
Property 2.13(a)–(c) and the isomorphisms MH0cs(∗;R) ∼= R ∼= H
0
cs(∗;R), where
H∗cs(−;R) is any other compactly-supported cohomology theory of manifolds over
R, such as compactly-supported singular cohomology H∗cs,si(Y ;R) in Example
2.15, or compactly-supported sheaf cohomology H∗cs(Y,RY ) from §2.5.
Proof. We have already constructed canonical isomorphisms MHkcs(Y ;R)
∼=
Hkcs(Y,RY ) in (4.42). But compactly-supported cohomology theories are known
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to be canonically isomorphic on sufficiently nice topological spaces (such as
manifolds), as in the axiomatic characterizations of Petkova [71] and Skljarenko
[76], for instance. Thus MHkcs(−;R) is also canonically isomorphic to other
compactly-supported cohomology theories on manifolds, such as compactly-
supported singular cohomology.
That the isomorphisms (4.42) identify Π, i∗ on MH
k
cs(Y ;R),MH
k(Y ;R)
and on H∗cs(Y,RY ), H
∗(Y,RY ) is immediate from facts about sheaf cohomol-
ogy. That they identify pullbacks f∗ follows from (4.40) commuting for proper
smooth f : Y1 → Y2, and properties of sheaf cohomology. That they preserve
isomorphismsMH0cs(∗;R) ∼= R ∼= H
0
cs(∗, R∗) follows from the definition of iY in
Definition 4.30 when Y = ∗. This completes the proof.
Definition 4.34. Let Y be a manifold, k ∈ Z, and [V, n, s, t] ∈MCk(Y ;R) be
a generator of MCk(Y ;R), in the sense of Definitions 4.18 and 4.22. We say
that [V, n, s, t] is a compact generator if s : V → Rn is proper over an open
neighbourhood of 0 in Rn. This implies that (s, t) : V → Rn × Y is proper over
an open neighbourhood of {0} × Y in Rn × Y , as assumed in Definition 4.18.
As s is proper near 0 in Rn, s−1(0) is compact, so Remark 4.23(a) implies
that supp[V, n, s, t] is compact, and [V, n, s, t]∈MCkcs(Y ;R)⊆MC
k(Y ;R).
The next proposition will be proved in §7.8, using the isomorphism (4.41).
Proposition 4.35. Let Y be a manifold and k ∈ Z. Then as an R-module,
MCkcs(Y ;R) is generated by compact generators [V, n, s, t], subject only to rela-
tions Definition 4.18(i),(ii) applied to compact generators.
Thus, we could instead have definedMCkcs(Y ;R) by generators and relations,
using compact generators, in a very similar way to MCk(Y ;R) in §4.1. The
morphisms d, f∗, i∗ in Definition 4.32 can all be written explicitly in terms of
compact generators. For d : MCkcs(Y ;R) → MC
k+1
cs (Y ;R), for each compact
generator [V, n, s, t] in MCkcs(Y ;R) we have
d[V, n, s, t] = [∂V, n, s ◦ iV , t ◦ iV ],
as in (4.20), where s ◦ iV : ∂V → R
n is proper near 0 in Rn as s is and iV is
proper, so [∂V, n, s ◦ iV , t ◦ iV ] is a compact generator.
For f : Y1 → Y2 a proper smooth map, we write f
∗ : MCkcs(Y2;R) →
MCkcs(Y1;R) for compact generators [V, n, s, t] in MC
k
cs(Y2;R) by
f∗[V, n, s, t] = [V ′, n, s′, t′] :=
[
V ×t,Y2,f Y1, n, s ◦ πV , πY1
]
,
as in (4.21). Then s′ = s ◦ πV : V ′ → R
n is proper near 0 in Rn as s is, and
πV : V
′ → V is proper as f : Y1 → Y2 is. So [V ′, n, s′, t′] is a compact generator.
For i : U →֒ Y an inclusion of open sets in manifolds, we write i∗ :
MCkcs(U ;R)→MC
k
cs(Y ;R) for compact generators [V, n, s, t] in MC
k
cs(U ;R) by
i∗ : [V, n, s, t] = [V, n, s, t], (4.43)
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regarding t as a cooriented submersion t : V → U for [V, n, s, t] ∈ MCkcs(U ;R),
but as a cooriented submersion t : V → Y for [V, n, s, t] ∈ MCkcs(Y ;R). Note
that despite its simplicity, equation (4.43) does not make sense for non-compact
generators [V, n, s, t] in MCk(U ;R), even if supp[V, n, s, t] is compact, since
(s, t) : V → Rn × U proper does not imply (s, t) : V → Rn × Y proper, so
[V, n, s, t] may not be a generator of MCk(Y ;R).
4.4 Locally finite M-homology MH lf
∗
(Y ;R)
We define locally finite M-homology, in a similar way to M-cohomology in §4.2.
Definition 4.36. Let Y be a manifold. Consider quadruples (V, n, s, t), where
V is an oriented manifold with corners (i.e. a pair (V, oV ) with V an object
in M˜anc and oV an orientation on V , usually left implicit), and n ∈ N, and
s : V → Rn, t : V → Y are smooth maps (morphisms in M˜anc), such that
(s, t) : V → Rn×Y is proper over an open neighbourhood of {0}×Y in Rn×Y .
Define an equivalence relation ∼ on such quadruples by (V, n, s, t) ∼ (V ′,
n′, s′, t′) if n = n′, and there exists an orientation-preserving diffeomorphism
f : V → V ′ with s = s′ ◦ f and t = t′ ◦ f . Write [V, n, s, t] for the ∼-equivalence
class of (V, n, s, t). We call [V, n, s, t] a generator. For each k ∈ Z, define the
locally finite M-prechains PMC lfk (Y ;R) to be the R-module generated by such
[V, n, s, t] with dimV = n+ k, subject to the relations:
(i) For each generator [V, n, s, t] and each i = 0, . . . , n we have
[V, n, s, t] = (−1)n−i[V × R, n+ 1, s′, t ◦ πV ] in PMC
lf
k (Y ;R),
where writing s = (s1, . . . , sn) : V → R
n with sj : V → R for j = 1, . . . , n
and πV : V × R→ V , πR : V × R→ R for the projections, then
s′ = (s1 ◦ πV , . . . , si ◦ πV , πR, si+1 ◦ πV , . . . , sn ◦ πV ) : V × R −→ R
n+1,
and V × R has the product orientation from Assumption 3.17(f) of the
given orientation on V and the standard orientation on R.
(ii) Let I be a finite indexing set, ai ∈ R for i ∈ I, and [Vi, n, si, ti], i ∈ I be
generators for MCk(Y ;R), all with the same n. Suppose there exists an
open neighbourhoodX of {0}×Y in Rn×Y , such that (si, ti) : Vi → R
n×Y
is proper over X for all i ∈ I, and the following condition holds:
(∗) Suppose (x, y)∈X , such that for all i∈I and v∈Vi with (si, ti)(v)=
(x, y), we have that v ∈ V ◦i and
Tv(si, ti) : TvV
◦
i −→ TxR
n ⊕ TyY
is injective. This implies that (si, ti)|V ◦i is an embedding near v ∈ V
◦
i .
Hence (si, ti) : Vi → R
n×Y is injective near each v in (si, ti)−1(x, y),
so (si, ti)
−1(x, y) has the discrete topology, and thus is finite as (si, ti)
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is proper over X . Note too that V ◦i is an oriented manifold by As-
sumption 3.17(j) with dim V ◦i = n+ k, so TvV
◦
i is an oriented vector
space of dimension n + k. We require that for all oriented (n + k)-
planes P ⊆ TxX ⊕ TyY = R
n ⊕ TyY , we have∑
i∈I, v∈V ◦i :(si,ti)(v)=(x,y), Tv(si,ti)[TvV
◦
i ]=P
Tv(si, ti) : TvV
◦
i
∼=
−→P is orientation-preserving
ai =
∑
i∈I, v∈V ◦i :(si,ti)(v)=(x,y), Tv(si,ti)[TvV
◦
i ]=P
Tv(si, ti) : TvV
◦
i
∼=
−→P is orientation-reversing
ai in R.
(4.44)
Then ∑
i∈I
ai [Vi, n, si, ti] = 0 in PMC
lf
k (Y ;R).
These are the same as Definition 4.1(i),(ii), except that they have the properness
conditions of Definition 4.18(i),(ii).
Define ∂ : PMC lfk (Y ;R)→ PMC
lf
k−1(Y ;R) to be the unique R-linear mor-
phism satisfying (4.3) on generators [V, n, s, t]. As in Definition 4.1, it is well-
defined, with ∂ ◦ ∂ = 0 : PMC lfk (Y ;R)→ PMC
lf
k−2(Y ;R).
Let f : Y1 → Y2 be a proper smooth map of manifolds. Define f∗ :
PMC lfk (Y1;R) → PMC
lf
k (Y2;R) to be the unique R-linear morphism acting
on generators [V, n, s, t] by (4.7). We need f proper so that (s, t) : V → Rn×Y1
proper near {0} × Y1 in R
n × Y1 implies that (s, f ◦ t) : V → R
n × Y2 is
proper near {0} × Y2 in R
n × Y2. Then f∗ is well-defined as in Definition 4.6,
with ∂ ◦ f∗ = f∗ ◦ ∂ : PMC lfk (Y1;R)→ PMC
lf
k−1(Y2;R).
Let Y be a manifold and U ⊆ Y an open set, with i : U →֒ Y the inclusion.
Define i∗ : PMC lfk (Y ;R)→ PMC
lf
k (U ;R) to be the unique R-linear morphism
acting on generators [V, n, s, t] by
i∗ : [V, n, s, t] 7−→ [V ′, n, s′, t′] :=
[
t−1(U), n, s|t−1(U), t|t−1(U)
]
. (4.45)
Then (s, t) : V → Rn × Y proper near {0} × Y in Rn × Y implies that
(s|t−1(U), t|t−1(U)) : t
−1(U) → Rn × U is proper near {0} × U in Rn × U , so
the r.h.s. of (4.45) is a generator of PMC lfk (U ;R). Clearly i
∗ takes relations
(i),(ii) in PMC lfk (Y ;R) to relations (i),(ii) in PMC
lf
k (U ;R), so is well-defined.
Also ∂ ◦ i∗ = i∗ ◦ ∂ : PMC lfk (Y ;R) → PMC
lf
k−1(U ;R), and if j : U
′ →֒ U is
another open inclusion then j∗ ◦ i∗ = (i◦ j)∗ : PMC lfk (Y ;R)→ PMC
lf
k (U
′;R).
Remark 4.37. (a) Note the difference between generators in Definitions 4.1
and 4.36: above (s, t) : V → Rn × Y is proper near {0} × Y in Rn × Y , but
Definition 4.1 requires the stronger condition that s : V → Rn is proper near 0
in Rn. Thus any generator [V, n, s, t] in MCk(Y ;R) in Definition 4.1 is also a
generator of PMC lfk (Y ;R) above.
The only difference between relations Definition 4.1(i),(ii) and Definition
4.36(i),(ii) is that in Definition 4.1(ii) equation (4.2) must hold for all suitable
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(x, y) ∈ X × Y for open 0 ∈ X ⊆ Rn, but in Definition 4.36(ii) equation (4.44)
must hold for all suitable (x, y) ∈ X for open {0} × Y ⊆ X ⊆ Rn × Y . Hence
Definition 4.1(i),(ii) imply Definition 4.36(i),(ii). Thus there is a unique R-linear
morphism Π :MCk(Y ;R)→ PMC lfk (Y ;R) mapping Π : [V, n, s, t] 7→ [V, n, s, t].
These Π commute with pushforwards f∗ for smooth proper f : Y1 → Y2.
Actually, when applied only to generators [V, n, s, t] with s : V → Rn proper
near 0 in Rn as in Definition 4.1, relations Definition 4.1(ii) and 4.36(ii) are
equivalent, since near s−1i (0) the Vi are confined to a compact subset of Y .
(b) As in Remark 4.4, if [V, n, s, t] is a generator in PMC lfk (Y ;R) then
[−V, n, s, t] = −[V, n, s, t], (4.46)
and if [V1, n, s1, t1], [V2, n, s2, t2] are generators in PMC lfk (Y ;R) then
[V1 ∐ V2, n, s1 ∐ s2, t1 ∐ t2] = [V1, n, s1, t1] + [V2, n, s2, t2]. (4.47)
As in Lemma 4.5, we have PMC lfk (Y ;R) = 0 for k > dimY .
Now the definition of PMC lfk (Y ;R) above is similar to that of PMC
k(Y ;R)
in §4.2. The use of orientations/coorientations and submersions is different,
but the other details including submersion conditions and relations (i),(ii) are
the same. Pullbacks i∗ for open inclusions i : U →֒ Y also have identical
definitions. Because of this, some results and proofs for PMCk(−;R) translate
immediately to results and proofs for PMC lfk (−;R) with only cosmetic changes.
In particular, as for Proposition 4.21 and its proof in §7.6 we can show:
Proposition 4.38. Let Y be a manifold and R a commutative ring. Then:
(a) Suppose T, U ⊆ Y are open sets. Write i : T ∩ U →֒ T, i′ : T ∩ U →֒ U,
j : T →֒ T ∪ U, j′ : U →֒ T ∪ U for the inclusions. Then for all k ∈ Z the
following sequence is exact:
0 // PMC lfk (T∪U ;R)
j∗⊕j′∗ // PMC
lf
k (T ;R)
⊕PMC lfk (U ;R)
i∗⊕−i′∗ // PMC lfk (T∩U ;R).
(b) Suppose K ⊆ Y is closed, U is an open neighbourhood of K in Y, and
α ∈ PMC lfk (U ;R). Then there exists an open neighbourhood U
′ of K in U
and an element β ∈ PMC lfk (Y ;R) with i
∗(α) = j∗(β), where i : U ′ →֒ U
and j : U ′ →֒ Y are the inclusions.
The next definition follows Definition 4.22 closely.
Definition 4.39. Let Y be a manifold and k ∈ Z. For all open U ⊆ Y
define PMClfk (Y ;R)(U) = PMC
lf
k (U ;R), and for all open U
′ ⊆ U ⊆ Y define
ρUU ′ : PMC
lf
k (Y ;R)(U) → PMC
lf
k (Y ;R)(U
′) by ρUU ′ = i
∗ : PMC lfk (U ;R) →
PMC lfk (U
′;R), with i : U ′ →֒ U the inclusion. Functoriality of pullbacks i∗
in Definition 4.36 implies that PMClfk (Y ;R) is a presheaf of R-modules on Y .
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Proposition 4.38(a) then means that PMClfk (Y ;R) is a strong presheaf, and
Proposition 4.38(b) that PMClfk (Y ;R) is soft, and hence c-soft.
Write MClfk (Y ;R) for the sheafification of PMC
lf
k (Y ;R). Then Theorem
2.39(f) says that MClfk (Y ;R) is a c-soft sheaf of R-modules on Y , and hence a
soft sheaf, since c-soft sheaves on manifolds are soft. Define the R-module of
(integral) locally finite M-chains MC lfk (Y ;R) byMC
lf
k (Y ;R) =MC
lf
k (Y ;R)(Y ),
the global sections of MClfk (Y ;R). Since PMC
lf
k (Y ;R)|U = PMC
lf
k (U ;R) for
open U ⊆ Y , we have MClfk (Y ;R)|U = MC
lf
k (U ;R), and hence the sheaf
MClfk (Y ;R) has MC
lf
k (Y ;R)(U) = MC
lf
k (U ;R) for all open U ⊆ Y .
As MClfk (Y ;R) is the sheafification of the strong presheaf PMC
lf
k (Y ;R),
Theorem 2.39 applies. So Theorem 2.39(e) gives a canonical isomorphism
MC lfk (Y ;R)
∼= lim←− U : U ⊆ Y open, U¯ is compact
PMC lfk (U ;R), (4.48)
where the right hand side is the inverse limit of PMC lfk (U ;R) over all open
U ⊆ Y with closure U¯ compact in Y . Such U are partially ordered by inclusion,
and if U ′ ⊆ U ⊆ Y are open with U¯ , U¯ ′ compact and i : U ′ →֒ U is the inclusion
then Definition 4.36 defines i∗ : PMC lfk (U ;R) → PMC
lf
k (U
′;R), which we use
to define the inverse limit.
Write Π : PMC lfk (Y ;R) → MC
lf
k (Y ;R) for the natural projection coming
from sheafification. We will use the same notation for elements of PMC lfk (Y ;R),
such as generators [V, n, s, t], and for their images under Π in MC lfk (Y ;R).
Applying Π shows that equations (4.46)–(4.47) hold in MC lfk (Y ;R).
If Y is compact then U = Y is allowed in (4.48), and Π : PMC lfk (Y ;R) →
MC lfk (Y ;R) is an isomorphism.
The morphisms ∂ : PMC lfk (U ;R) → PMC
lf
k−1(U ;R) in Definition 4.36 for
open U ⊆ Y with ∂ ◦ ∂ = 0 induce presheaf morphisms ∂ : PMClfk (Y ;R) →
PMClfk−1(Y ;R) with ∂ ◦ ∂ = 0, and under sheafification these descend to sheaf
morphisms ∂ :MClfk (Y ;R)→MC
lf
k−1(Y ;R) with ∂ ◦ ∂ = 0. So MC
lf
• (Y ;R) =(
MClf∗ (Y ;R), ∂
)
is a complex of soft sheaves of R-modules on Y .
Define ∂ : MC lfk (Y ;R)→ MC
lf
k−1(Y ;R) to be the induced action ∂ = ∂(Y )
on global sections. Then Π ◦ ∂ = ∂ ◦ Π : PMC lfk (Y ;R) → MC
lf
k−1(Y ;R),
so ∂ on generators [V, n, s, t] in MC lfk (Y ;R) is again given by (4.3). Define
the (integral) locally finite M-homology groups MH lf∗ (Y ;R) to be the homology
of
(
MC lf∗ (Y ;R), ∂
)
.
Write Π : MCk(Y ;R)→MC lfk (Y ;R) for the composition of
Π :MCk(Y ;R) −→ PMC
lf
k (Y ;R), Π : PMC
lf
k (Y ;R) −→MC
lf
k (Y ;R). (4.49)
Then Π ◦ ∂ = ∂ ◦ Π : MCk(Y ;R) → MC lfk−1(Y ;R), so we have induced mor-
phisms Π :MHk(Y ;R)→MH lfk (Y ;R), as in Property 2.18(a). If Y is compact
then as above (4.49) are isomorphisms, so Π : MCk(Y ;R) → MC lfk (Y ;R) and
Π :MHk(Y ;R)→MH lfk (Y ;R) are isomorphisms.
If Y is oriented with dimY = m, define the fundamental cycle [Y ] =
[Y, 0, 0, idY ] in MC
lf
m(Y ;R). Then ∂[Y ] = 0 as ∂Y = ∅, so taking homology
gives the fundamental class [[Y ]] ∈MH lfm(Y ;R).
110
Let f : Y1 → Y2 be a proper smooth map of manifolds. As in (4.24), define
a presheaf morphism f♯ : f∗(PMC
lf
k (Y1;R))→ PMC
lf
k (Y2;R) on Y2 by
f♯(U2) = (f |U1)∗ : f∗(PMC
lf
k (Y1;R))(U2) = PMC
lf
k (U1;R)
−→ PMClfk (Y2;R)(U2) = PMC
lf
k (U2;R)
for open U2 ⊆ Y2 with U1 = f
−1(U2) ⊆ Y1. Note that f proper implies that
f |U1 : U1 → U2 is proper, so (f |U1)∗ : PMC
lf
k (U1;R) → PMC
lf
k (U2;R) is well
defined. Sheafifying induces f♯ : f∗(MC
lf
k (Y1;R)) →MC
lf
k (Y2;R) on Y2, where
f∗(MC
lf
k (Y1;R))(U2)=MC
lf
k (Y1;R)(U1)=MC
lf
k (U1;R) for U1= f
−1(U2), so in
particular f∗(MC
lf
k (Y1;R))(Y2) =MC
lf
k (Y1;R).
Define the pushforward f∗ : MC
lf
k (Y1;R)→ MC
lf
k (Y2;R) to be the induced
morphism f∗ = f♯(Y2) on global sections. Then
f∗ ◦Π = Π ◦ f∗ : PMC
lf
k (Y1;R) −→MC
lf
k (Y2;R),
so f∗ on generators [V, n, s, t] ∈MC lfk (Y1;R) is again given by (4.7).
As in (2.20) and (4.25), f♯ corresponds to a morphism of sheaves on Y1
f ♯ :MClfk (Y1;R) −→ f
−1(MClfk (Y2;R)).
Since (f |U1)∗ ◦∂ = ∂ ◦(f |U1)∗ : PMC
lf
k (U1;R)→PMC
lf
k−1(U2;R) for U2 ⊆
Y open with U1 = f
−1(U2) by Definition 4.36, we see that f∗ ◦ ∂ = ∂ ◦ f∗ :
MC lfk (Y1;R)→MC
lf
k−1(Y2;R). Thus f∗ :
(
MC lf∗ (Y1;R), ∂
)
→
(
MC lf∗ (Y2;R), ∂
)
is a morphism of chain complexes, and induces pushforwards f∗ :MH
lf
k (Y1;R)→
MH lfk (Y2;R) on locally finite M-homology.
Since pushforwards f∗ in Definition 4.36 are covariantly functorial, we deduce
that pushforwards f∗ are covariantly functorial on both locally finite M-chains
MC lfk (Yi;R) and M-homology MH
lf
k (Yi;R).
If i : U →֒ Y is an inclusion of open sets, write i∗ : MC lfk (Y ;R) →
MC lfk (U ;R) for the restriction map ρY U : MC
lf
k (Y ;R)(Y ) → MC
lf
k (Y ;R)(U)
in the sheaf MClfk (Y ;R). Then Π ◦ i
∗ = i∗ ◦ Π : PMC lfk (Y ;R)→ MC
lf
k (U ;R),
so i∗ acts on generators [V, n, s, t] ∈MC lfk (Y ;R) as in (4.45).
When α ∈ MC lfk (Y ;R), we may write α|U for i
∗(α) ∈ MC lfk (U ;R). As
∂ : MClfk (Y ;R) → MC
lf
k−1(Y ;R) is a sheaf morphism we have i
∗ ◦ ∂ = ∂ ◦
i∗ : MC lfk (Y ;R) → MC
lf
k−1(U ;R), so the i
∗ induce contravariantly functorial
pullbacks i∗ : MH lfk (Y ;R)→MH
lf
k (U ;R), as in Property 2.18(c).
Remark 4.40. (a) Let [V, n, s, t] be a generator of MC lfk (Y ;R). Regard-
ing it as a global section of MClfk (Y ;R), Definition 2.26 defines the support
supp[V, n, s, t], a closed subset of Y . As for (4.9) and (4.26), we see that
supp[V, n, s, t] ⊆ t[s−1(0)] ⊆ Y.
(b) Consider formal sums
∑
i∈I ai [Vi, ni, si, ti] inMC
lf
k (Y ;R), where I is a pos-
sibly infinite indexing set, ai ∈ R and [Vi, ni, si, ti] is a generator of MC lfk (Y ;R)
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for i ∈ I. We call such a sum locally finite if any y ∈ Y has an open neighbour-
hood U such that supp[Vi, ni, si, ti] ∩ U 6= ∅ for only finitely many i ∈ I. Then
as in Remark 4.23(b) there exists a unique element α of MC lfk (Y ;R) with
α|U =
∑
i∈I ai [Vi, ni, si, ti]|U in MC
lf
k (U ;R)
for all open U ⊆ Y with supp[Vi, ni, si, ti] ∩ U 6= ∅ for only finitely many i ∈ I.
We will write
∑
i∈I ai [Vi, ni, si, ti] = α in MC
lf
k (Y ;R).
The first part of next proposition is the analogue of Proposition 4.35, and
can be proved as in §7.8 with only cosmetic modifications. To see this, note that
MCk(Y ;R) in §4.1 is the analogue of the module in Proposition 4.35 spanned
by compact generators [V, n, s, t], subject to relations Definition 4.18(i),(ii), and
MC lfk (Y ;R)cs is the analogue of MC
k
cs(Y ;R) in §4.3. The second part, the
analogue of (4.41), follows from Theorem 2.39(d), since as aboveMClfk (Y ;R) is
the sheafification of the strong presheaf PMClfk (Y ;R).
Proposition 4.41. Let Y be a manifold and k ∈ Z. Then the morphism
Π : MCk(Y ;R) → MC lfk (Y ;R) above is injective, with image the R-submodule
MC lfk (Y ;R)cs of compactly-supported elements α ∈MC
lf
k (Y ;R).
Also Π : PMC lfk (Y ;R)→MC
lf
k (Y ;R) above restricts to an isomorphism
Π|··· : PMC
lf
k (Y ;R)cs
∼=
−→MC lfk (Y ;R)cs.
Thus we can regard MCk(Y ;R) as an R-submodule of MC
lf
k (Y ;R).
Combining Proposition 4.41 with Theorems 2.34 and 4.7 and Definition 4.39
yields the following corollary, where the isomorphism (4.50) follows from (2.32)
and the definition of relative M-chains MCk(Y, Y \ {y};R) in Definition 4.8.
Corollary 4.42. Let Y be a manifold and k ∈ Z. Then the flabby cosheaf
MCk(Y ;R) of R-modules on Y in Theorem 4.7 and the c-soft sheaf MC
lf
k (Y ;R)
of R-modules on Y in Definition 4.39 are canonically related as in Theorem
2.34. The stalks MClfk (Y ;R)y for y ∈ Y have canonical isomorphisms
MClfk (Y ;R)y ∼= MCk(Y, Y \ {y};R) (4.50)
which identify the stalk morphism ∂y : MC
lf
k (Y ;R)y → MC
lf
k−1(Y ;R)y with
∂ : MCk(Y, Y \ {y};R)→MCk−1(Y, Y \ {y};R) from §4.1.
We relate locally finite M-homologyMH lf∗ (Y ;R) at the chain level to locally
finite smooth singular homology H lf,ssi∗ (Y ;R) in Example 2.20, and to locally
finite sheaf smooth singular homology Hˆ lf,ssik (Y ;R) in Example 2.37.
Example 4.43. Let Y be a manifold, and let
(
C lf,ssi∗ (Y ;R), ∂
)
andH lf,ssi∗ (Y ;R)
be as in Example 2.20, so that elements of C lf,ssik (Y ;R) are locally finite sums∑
i∈I ρi σi with ρi ∈ R and σi : ∆k → Y a smooth map in Man
c for i ∈ I.
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As for the morphisms FMhssi : C
ssi
k (Y ;R)→ MCk(Y ;R) in Example 4.15, define
R-module morphisms F lf,Mhlf,ssi : C
lf,ssi
k (Y ;R)→MC
lf
k (Y ;R) for k = 0, 1, . . . by
F lf,Mhlf,ssi :
∑
i∈I ρi σi 7−→
∑
i∈I ρi [∆k, 0, 0, σi]. (4.51)
The r.h.s. of (4.51) is a locally finite sum in MC lfk (Y ;R), and so is well-defined
as in Remark 4.40(b).
The argument of (4.13) shows that ∂ ◦ F lf,Mhlf,ssi = F
lf,Mh
lf,ssi ◦ ∂ : C
lf,ssi
k (Y ;R)→
MC lfk−1(Y ;R). Thus we have induced morphisms F
lf,Mh
lf,ssi : H
lf,ssi
k (Y ;R) →
MH lfk (Y ;R) for k = 0, 1, . . . , which Theorem 4.45 will show are isomorphisms.
Suppose f : Y1 → Y2 is a proper smooth map of manifolds. Then com-
paring (4.51) with the definitions of pushforwards f∗ on C
lf,ssi
k (Ya;R) in §2.4
and MC lfk (Ya;R) above, we see that f∗ ◦ F
lf,Mh
lf,ssi = F
lf,Mh
lf,ssi ◦ f∗ : C
lf,ssi
k (Y1;R)→
MC lfk (Y2;R), and thus f∗ ◦F
lf,Mh
lf,ssi = F
lf,Mh
lf,ssi ◦ f∗ : H
lf,ssi
k (Y1;R)→MH
lf
k (Y2;R).
Example 4.44. Let Y be a manifold. Example 4.17 constructed a commutative
diagram (4.15) of flabby cosheaves Cˆssik (Y ;R),MCk(Y ;R) on Y . Applying The-
orem 2.34(b),(c) gives a corresponding diagram of (c-)soft sheaves of R-modules
on Y . By Example 2.37 and Corollary 4.42, the soft sheaves corresponding
to Cˆssik (Y ;R),MCk(Y ;R) are Cˆ
lf,ssi
k (Y ;R),MC
lf
k (Y ;R). Thus the commutative
diagram of soft sheaves corresponding to (4.15) under Theorem 2.34 is
· · ·
∂
// Cˆlf,ssik+1 (Y ;R) ∂
//
Fˆ lf,Mhlf,ssi
Cˆlf,ssik (Y ;R) ∂
//
Fˆ lf,Mhlf,ssi
Cˆlf,ssik−1 (Y ;R) ∂
//
Fˆ lf,Mhlf,ssi
· · ·
· · ·
∂ //MClfk+1(Y ;R)
∂ //MClfk (Y ;R)
∂ //MClfk−1(Y ;R)
∂ // · · · ,
(4.52)
writing Fˆ lf,Mhlf,ssi for the sheaf morphisms corresponding to Fˆ
Mh
ssi in Example 4.17.
By definition, the global sections over Y of Cˆlf,ssik (Y ;R),MC
lf
k (Y ;R) are
Cˆ lf,ssik (Y ;R),MC
lf
k (Y ;R). Therefore taking global sections in (4.52) gives a
commutative diagram of R-modules
· · ·
∂
// Cˆ lf,ssik+1 (Y ;R) ∂
//
Fˆ lf,Mhlf,ssi
Cˆ lf,ssik (Y ;R) ∂
//
Fˆ lf,Mhlf,ssi
Cˆ lf,ssik−1 (Y ;R) ∂
//
Fˆ lf,Mhlf,ssi
· · ·
· · ·
∂ // MC lfk+1(Y ;R)
∂ // MC lfk (Y ;R)
∂ // MC lfk−1(Y ;R)
∂ // · · · ,
(4.53)
writing Fˆ lf,Mhlf,ssi = Fˆ
lf,Mh
lf,ssi (Y ). As (4.53) commutes, these Fˆ
lf,Mh
lf,ssi : Cˆ
lf,ssi
k (Y ;R)→
MC lfk (Y ;R) induce morphisms Fˆ
lf,Mh
lf,ssi : Hˆ
lf,ssi
k (Y ;R)→MH
lf
k (Y ;R) on homol-
ogy, which Theorem 4.45 will show are isomorphisms.
In Example 2.37 we defined morphisms Πlf0 : C
lf,ssi
k (Y ;R) → Cˆ
lf,ssi
k (Y ;R),
by extending the morphisms Π0 : C
ssi
k (Y ;R) → Cˆ
ssi
k (Y ;R) from Example 2.36
over locally finite sums. Clearly, from the definitions we have
F lf,Mhlf,ssi = Fˆ
lf,Mh
lf,ssi ◦Π
lf
0 : C
lf,ssi
k (Y ;R) −→MC
lf
k (Y ;R), (4.54)
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and so the analogue holds on homology.
Suppose i : U →֒ Y is an inclusion of open sets. Then as in Property
2.18(c) there is a natural morphism i∗ : H lfk (Y ;R) → H
lf
k (U ;R) on locally
finite homology. In Example 2.37 we noted that for Hˆ lf,ssik (−;R) this is given
on the chain level by i∗ = σY U : Cˆ
lf,ssi
k (Y ;R) → Cˆ
lf,ssi
k (U ;R), where σY U
is the restriction morphism in the sheaf Cˆlf,ssik (Y ;R). Since the pullback i
∗ :
MC lfk (Y ;R) → MC
lf
k (U ;R) in Definition 4.39 is also the restriction morphism
σY U in the sheaf MC
lf
k (Y ;R), as (4.52) commutes we see that
Fˆ lf,Mhlf,ssi ◦ i
∗ = i∗ ◦ Fˆ lf,Mhlf,ssi : Cˆ
lf,ssi
k (Y ;R) −→MC
lf
k (U ;R),
and so the analogue holds on homology.
We can now prove the main result of this section:
Theorem 4.45. Locally finite M-homology is a locally finite homology theory of
manifolds. That is, there are canonical isomorphisms H lfk (Y ;R)
∼= MH lfk (Y ;R)
for all Y, k, preserving the data Π, f∗, i
∗ described in Property 2.18(a)–(c) and
the isomorphisms H lf0 (∗;R)
∼= R ∼= MH lf0 (∗;R), where H
lf
∗ (−;R) is any other
locally finite homology theory of manifolds over R.
For locally finite smooth singular homology H lf,ssi∗ (Y ;R) in Example 2.20
and locally finite sheaf smooth singular homology Hˆ lf,ssi∗ (Y ;R) in Example 2.37,
the canonical isomorphisms F lf,Mhlf,ssi : H
lf,ssi
k (Y ;R) → MH
lf
k (Y ;R) and Fˆ
lf,Mh
lf,ssi :
Hˆ lf,ssik (Y ;R)→MH
lf
k (Y ;R) are as in Examples 4.43 and 4.44.
Proof. Let Y be a manifold and y ∈ Y . Taking stalks at y in (4.52) and using
Corollary 4.42 and its analogue for Cˆlf,ssi∗ (Y ;R) gives a commutative diagram
· · ·
∂
// Cˆ lf,ssik (Y, Y \ {y};R) ∂
//
Fˆ lf,Mhlf,ssi |y
Cˆ lf,ssik−1 (Y, Y \ {y};R) ∂
//
Fˆ lf,Mhlf,ssi |y
· · ·
· · ·
∂ // MCk(Y, Y \ {y};R)
∂ // MCk−1(Y, Y \ {y};R)
∂ // · · · .
(4.55)
The rows of (4.55) have homology Hˆ lf,ssi∗ (Y, Y \ {y};R),MH∗(Y, Y \ {y};R),
and the columns of (4.55) induce the natural morphisms Hˆ lf,ssi∗ (Y, Y \{y};R)→
MH∗(Y, Y \ {y};R), which are isomorphisms by Theorem 4.13.
Thus, regarding (4.52) as a morphism Fˆ lf,Mhlf,ssi : Cˆ
lf,ssi
• (Y ;R) → MC
lf
• (Y ;R)
of complexes of soft sheaves of R-modules on Y , this morphism induces iso-
morphisms on the homology of stalks at y ∈ Y for all y ∈ Y , so Fˆ lf,Mhlf,ssi is a
quasi-isomorphism. As the sheaves are soft, this implies that Fˆ lf,Mhlf,ssi induces
isomorphisms on homology of global sections, that is, the morphisms Fˆ lf,Mhlf,ssi :
Hˆ lf,ssik (Y ;R)→ MH
lf
k (Y ;R) in Example 4.44 are isomorphisms. The analogue
of (4.54) on homology now implies that the F lf,Mhlf,ssi : H
lf,ssi
k (Y ;R)→MH
lf
k (Y ;R)
in Example 4.43 are also isomorphisms.
But locally finite homology theories are known to be canonically isomorphic
on sufficiently nice topological spaces (such as manifolds), as in Petkova [71] and
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Skljarenko [76], for instance. Thus MH lfk (−;R) is also canonically isomorphic
to other locally finite homology theories on manifolds.
To see that the isomorphisms H lfk (Y ;R)
∼= MH lfk (Y ;R) preserve the data Π
in Property 2.18(a), observe that the following diagram commutes
Hssik (Y ;R)
Π
FMhssi
// MHk(Y ;R)
Π 
H lf,ssik (Y ;R)
F lf,Mhlf,ssi // MH lfk (Y ;R),
since the chain-level analogue commutes, both routes mapping σ 7→ [∆k, 0, 0, σ].
To see that they preserve pushforwards f∗ and pullbacks i
∗ in Property
2.18(b),(c), note that f∗ ◦ F
lf,Mh
lf,ssi = F
lf,Mh
lf,ssi ◦ f∗ : H
lf,ssi
k (Y1;R) → MH
lf
k (Y2;R)
as in Example 4.43, and Fˆ lf,Mhlf,ssi ◦ i
∗ = i∗ ◦ Fˆ lf,Mhlf,ssi : Hˆ
lf,ssi
k (Y ;R)→ MH
lf
k (U ;R)
as in Example 4.44. This completes the proof.
Combining the proof of Theorem 4.45 with (2.39) gives a natural equivalence
in D(Y ;R), where ωY is the dualizing complex of Y :
MClf−•(Y ;R) ≃ ωY . (4.56)
In Definition 4.30 we defined a sheaf morphism iY : RY →MC
0(Y ;R) fitting
into an exact sequence (4.36) of sheaves on Y . The analogue for homology is a
sheaf morphism jY : OY → MC
lf
m(Y ;R), where OY is the orientation sheaf of
Y from Definition 2.32, and m = dimY .
Definition 4.46. Let Y be a manifold of dimension m. We will define a mor-
phism jY : OY →MC
lf
m(Y ;R) of sheaves of R-modules on Y . As in Definition
2.32, if U ⊆ Y is open and we write U =
∐
i∈I Ui for Ui, i ∈ I the connected
components of U , then elements α of OY (U) may equivalently be written as
formal sums α =
∑
i∈J ai oUi , where ai ∈ R and oUi is an orientation on Ui for
i ∈ J ⊆ I. Define jY (U) : OY (U)→MC
lf
m(Y ;R)(U) =MC
lf
m(U ;R) by
jY (U) :
∑
i∈J ai oUi 7−→
∑
i∈J ai
[
(Ui, oUi), 0, 0, idUi
]
, (4.57)
as in (4.35). Here
[
(Ui, oUi), 0, 0, idUi
]
is a generator of MC lfm(U ;R), since
(0, idUi) : Ui → R
0 × U is proper, and the r.h.s. of (4.57) is a locally finite
sum, as in Remark 4.40(b), and so makes sense in MC lfm(U ;R). It is easy to
see that ρUU ′ ◦ jY (U) = jY (U
′) ◦ ρUU ′ : OY (U)→MC
lf
m(Y ;R)(U
′) for all open
U ′ ⊆ U ⊆ Y , so this defines a sheaf morphism jY : OY →MC
lf
m(Y ;R).
Here is the analogue of Theorem 4.31. Note that MClfk (Y ;R) = 0 for k >
m = dim Y , as this holds for MCk(Y ;R) and MC
lf
k (Y ;R).
Theorem 4.47. For each manifold Y of dimension m, the following is an exact
sequence of sheaves of R-modules on Y :
0 // OY
jY //MClfm(Y ;R)
∂ //MClfm−1(Y ;R)
∂ //MClfm−2(Y ;R)
∂ // · · · . (4.58)
Hence MClfm−•(Y ;R) =
(
MCm−∗(Y ;R), ∂
)
is a soft resolution of OY .
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Proof. Equation (4.58) is exact if and only if it is exact on stalks at each y ∈ Y ,
and so by the last part of Corollary 4.42, if and only if
0 // OY,y
jY,y // MCm(Y, Y \ {y};R)
∂ // MCm−1(Y, Y \ {y};R)
∂ // · · · (4.59)
is exact. The cohomology of (4.59) at MCk(Y, Y \ {y};R) for k < m is
MHk(Y, Y \ {y};R) ∼= Hk(Y, Y \ {y};R) by Theorem 4.13. Identifying Y near
y with Rm near 0, we have Hk(Y, Y \ {y};R) ∼= Hk(R
m,Rm \ {0};R) = 0 for
k < m by excision, so (4.59) is exact at MCk(Y, Y \ {y};R) for k < m.
We have OY,y ∼= ORm,0 ∼= R. The kernel of the first ∂ in (4.59) is
MHm(Y, Y \ {y};R) ∼= Hm(Y, Y \ {y};R) ∼= Hm(R
m,Rm \ {0};R) ∼= R,
since MCm+1(Y, Y \ {y};R) = 0. Under these isomorphisms, jY,y : OY,y →
Ker ∂ is identified with id : R→ R. Therefore (4.59) is exact for each y ∈ Y , so
(4.58) is exact. The last part of the theorem follows from Definition 4.39.
Here is the analogue of Remark 4.16:
Remark 4.48. Suppose that Y is an oriented manifold of dimensionm, not nec-
essarily compact. Then as in Property 2.18(i) we have a fundamental class [[Y ]]
in H lf,ssim (Y ;R). Example 2.20 defined this explicitly by choosing a locally finite
triangulation of Y into smooth m-simplices σi : ∆m → Y for i ∈ I, and setting
ǫi = 1 if σi is orientation-preserving, and ǫi = −1 otherwise. Then
∑
i∈I ǫi σi is
a locally finite sum in C lf,ssim (Y ;R), and [[Y ]] =
[∑
i∈I ǫi σi
]
in H lf,ssim (Y ;R).
Definition 4.39 defined [Y ] ∈ MC lfm(Y ;R). Using (4.14), Example 4.43,
and a limiting argument we find that [Y ] = F lf,Mhlf,ssi
(∑
i∈I ǫi σi
)
in MCm(Y ;R),
so [[Y ]] = F lf,Mhlf,ssi
(
[[Y ]]
)
in MHm(Y ;R). Thus the fundamental class [[Y ]] in
MH lfm(Y ;R) is identified with the usual fundamental class [[Y ]] ∈ H
lf
m(Y ;R)
by the canonical isomorphism MH lfm(Y ;R)
∼= H lfm(Y ;R) from Theorem 4.45.
Although the chain
∑
i∈I ǫi σi ∈ C
lf,ssi
m (Y ;R) representing [[Y ]] ∈ H
lf,ssi
k (Y ;R)
involves an arbitrary choice, the fundamental cycle [Y ] ∈ MC lfm(Y ;R) is the
unique cycle representing [[Y ]] ∈MH lfm(Y ;R), as MC
lf
m+1(Y ;R) = 0.
We can also give another proof that [[Y ]] ∈MH lfm(Y ;R) is identified with the
usual fundamental class in [[Y ]] ∈ H lfm(Y ;R) using sheaf cohomology and The-
orem 4.47, since under the isomorphisms H lfm(Y ;R)
∼= H0(Y,OY ) ∼= H
0(Y,RY )
from (2.29) and OY ∼= RY as Y is oriented, [[Y ]] ∈ H lfm(Y ;R) is identified
with 1 ∈ H0(Y,RY ).
4.5 Cup products, and cross products on M-cohomology
In §2.6 we discussed cup and cross products ∪,× on cohomology. We now define
these on MH∗(Y ;R),MH∗cs(Y ;R), and prove that they are identified with the
usual products ∪,× by the canonical isomorphisms with H∗(Y ;R), H∗cs(Y ;R).
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Definition 4.49. Let Y be a manifold. Using the notation of §4.2, for all
k, l ∈ Z, define R-bilinear morphisms
∪ : PMCk(Y ;R)× PMCl(Y ;R) −→ PMCk+l(Y ;R) (4.60)
on generators [V, n, s, t] ∈ PMCk(Y ;R), [V ′, n′, s′, t′] ∈ PMCl(Y ;R) by
[V, n, s, t] ∪ [V ′, n′, s′, t′] = (−1)ln[V˜ , n˜, s˜, t˜] := (−1)ln
[
V ×t,Y,t′ V
′,
n+ n′, (s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t ◦ πV
]
.
(4.61)
Writing ct, ct′ for the coorientations on t, t
′, the coorientation on t˜ = t ◦ πV :
V˜ → Y is ct˜ = ct ◦ cπV , where the coorientation cπV on πV is induced from ct′ ,
using Assumption 3.17(d),(l). In Proposition 4.50 below we show that ∪ is well-
defined. The sign (−1)ln in (4.61) is needed to ensure that ∪ takes relation Def-
inition 4.18(i) in PMCk(Y ;R),PMCl(Y ;R) to relation (i) in PMCk+l(Y ;R).
Given generators [V, n, s, t] ∈ PMCj(Y ;R), [V ′, n′, s′, t′] ∈ PMCk(Y ;R)
and [V ′′, n′′, s′′, t′′] ∈ PMCl(Y ;R), we have(
[V, n, s, t] ∪ [V ′, n′, s′, t′]
)
∪ [V ′′, n′′, s′′, t′′] = (−1)kn
[
V ×t,Y,t′ V
′, n+ n′,
(s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t ◦ πV
]
∪ [V ′′, n′′, s′′, t′′]
= (−1)kn · (−1)l(n+n
′)
[
(V ×t,Y,t′ V
′)×t′◦πV ′ ,Y,t′′ V
′′, n+ n′ + n′′,
(s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′ , s
′′
1 ◦ πV ′′ , . . . , s
′′
n′′ ◦ πV ′′), t ◦ πV
]
= (−1)(k+l)n · (−1)ln
′[
V ×t,Y,t′◦πV ′ (V
′ ×t′◦Y,t′′ V
′′, n+ n′ + n′′,
(s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′ , s
′′
1 ◦ πV ′′ , . . . , s
′′
n′′ ◦ πV ′′), t ◦ πV
]
= (−1)(k+l)n[V, n, s, t] ∪
[
V ′ ×t′,Y,t′′ V
′′, n′ + n′′,
(s′1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′ , s
′′
1 ◦ πV ′′ , . . . , s
′′
n′′ ◦ πV ′′), t
′ ◦ πV ′
]
= [V, n, s, t] ∪
(
[V ′, n′, s′, t′] ∪ [V ′′, n′′, s′′, t′′]
)
, (4.62)
using (4.61) in the first, second, fourth and fifth steps, and natural isomorphisms
of fibre products in the third. Equation (4.62) implies that
(α ∪ β) ∪ γ = α ∪ (β ∪ γ) in PMCj+k+l(Y ;R) (4.63)
for all α ∈ PMCj(Y ;R), β ∈ PMCk(Y ;R) and γ ∈ PMCl(Y ;R).
Applying d : PMCk+l(Y ;R)→ PMCk+l+1(Y ;R) to (4.61), we see that
d
(
[V, n, s, t] ∪ [V ′, n′, s′, t′]
)
= (−1)ln
[
∂(V ×t,Y,t′ V
′), n+ n′,
(s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′) ◦ iV˜ , t ◦ πV ◦ iV˜
]
= (−1)ln
[
(∂V )×t◦iV ,Y,t′ V
′, n+ n′, (s1 ◦ iV ◦ π∂V , . . . , sn ◦ iV ◦ π∂V ,
s′1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t ◦ iV ◦ π∂V
]
+ (−1)ln · (−1)(m+n−k)−n
[
V ×t,Y,t′◦iV ′ (∂V
′), n+ n′, (s1 ◦ πV , . . . , sn ◦ πV ,
s′1 ◦ iV ′ ◦ π∂V ′ , . . . , s
′
n′ ◦ iV ′ ◦ π∂V ′), t ◦ ◦πV
]
= [∂V, n, s◦iV , t◦iV ] ∪ [V
′, n′, s′, t′] + (−1)k[V, n, s, t] ∪ [∂V ′, n′, s′◦iV ′ , t
′◦iV ′ ]
=
(
d[V, n, s, t]
)
∪ [V ′, n′, s′, t′] + (−1)k[V, n, s, t] ∪
(
d[V ′, n′, s′, t′]
)
, (4.64)
117
using (4.20) in the first and fourth steps, Assumptions 3.16(c), 3.17(m) and
(3.2), (4.19) in the second, and (4.61) in the third. As (4.64) holds for all
generators [V, n, s, t], [V ′, n′, s′, t′] of PMCk(Y ;R),PMCl(Y ;R), we see that
d(α ∪ β) = (dα) ∪ β + (−1)kα ∪ (dβ) (4.65)
for all α ∈ PMCk(Y ;R) and β ∈ PMCl(Y ;R).
As in Definition 4.19, the identity is IdY = [Y, 0, 0, idY ] ∈ PMC0(Y ;R).
Given a generator [V, n, s, t] ∈ PMCk(Y ;R), from (4.61) we have
IdY ∪ [V, n, s, t] =
[
Y ×idY ,Y,t V, 0 + n, (s1 ◦ πV , . . . , sn ◦ πV ), t ◦ πV
]
= [V, n, s, t],
(4.66)
by natural isomorphisms of fibre products. Similarly [V, n, s, t]∪IdY = [V, n, s, t].
Therefore for all α ∈ PMCk(Y ;R) we have
IdY ∪ α = α ∪ IdY = α. (4.67)
Suppose f : Y1 → Y2 is a smooth map of manifolds, so that Definition
4.19 defines the pullback f∗ : PMCk(Y2;R) → PMC
k(Y1;R). If [V, n, s, t] ∈
PMCk(Y2;R) and [V ′, n′, s′, t′] ∈ PMCl(Y2;R) we have
f∗
(
[V, n, s, t] ∪ [V ′, n′, s′, t′]
)
= f∗
(
(−1)ln
[
V ×t,Y,t′ V
′, n+ n′,
(s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t ◦ πV
])
= (−1)ln
[
(V ×t,Y,t′ V
′)×t◦πV ,Y2,f Y1, n+ n
′,
(s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t ◦ πV
])
= (−1)ln
[
(V ×t,Y2,f Y1)×πY1 ,Y1,πY1 (V
′ ×t′,Y2,f Y1), n+ n
′,
(s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t ◦ πV
])
=
[
V ×t,Y2,f Y1, n, s ◦ πV , πY1
]
∪
[
V ′ ×t′,Y2,f Y1, n
′, s′ ◦ πV , πY1
]
= f∗
(
[V, n, s, t]
)
∪ f∗
(
[V ′, n′, s′, t′]
)
, (4.68)
using (4.61) in the first and fourth steps, (4.21) in the second and fifth, and
natural isomorphisms of fibre products in the third. Equation (4.68) implies
that for all α ∈ PMCk(Y2;R) and β ∈ PMCl(Y2;R) we have
f∗(α ∪ β) = f∗(α) ∪ f∗(β) in PMCk+l(Y1;R). (4.69)
The next result will be proved in §7.9.
Proposition 4.50. The product ∪ in (4.60)–(4.61) is well defined.
Definition 4.51. Let Y be a manifold, and k, l ∈ Z. Define
∪k,l : PMC
k(Y ;R)⊗R PMC
l(Y ;R) −→ PMCk+l(Y ;R) by
∪k,l(U) = ∪ : PMC
k(U ;R)⊗R PMC
l(U ;R) −→ PMCk+l(U ;R)
(4.70)
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for all open U ⊆ Y , where we interpret ∪ in (4.60) with U in place of Y as
an R-linear map on PMCk(U ;R) ⊗R PMCl(U ;R) rather than an R-bilinear
map on PMCk(U ;R) × PMCl(U ;R). As ∪ in Definition 4.49 commutes with
pullbacks i∗ : PMC∗(U ;R) → PMC∗(U ′;R) for open U ′ ⊆ U ⊆ Y with
inclusion i : U ′ →֒ U , this defines a morphism ∪k,l of presheaves of R-modules
on Y . Thus passing to sheafifications induces a morphism
∪k,l :MC
k(Y ;R)⊗RMC
l(Y ;R) −→MCk+l(Y ;R). (4.71)
Then taking global sections ∪ = ∪k,l(Y ) defines R-bilinear cup products
∪ :MCk(Y ;R)×MCl(Y ;R) −→MCk+l(Y ;R). (4.72)
By construction these satisfy Π(α ∪ β) = Π(α) ∪ Π(β) in MCk+l(Y ;R) for
all α ∈ PMCk(Y ;R) and β ∈ PMCl(Y ;R), and i∗(γ ∪ δ) = i∗(γ) ∪ i∗(δ)
in MCk+l(U ;R) whenever γ ∈ MCk(Y ;R), δ ∈ MCl(Y ;R) and U ⊆ Y is
open with inclusion i : U →֒ Y , and the morphisms ∪ in (4.72) are determined
uniquely by these properties.
Applying Π, or by properties of sheafification, we see that equations (4.61),
(4.63), (4.65), (4.67) and (4.69) hold in MC∗(−;R) as well as in PMC∗(−;R).
As in §4.2, MCk(Y ;R) is the global sections of a sheaf MC(Y ;R) on Y ,
and so each α ∈ MCk(Y ;R) has a support suppα, a closed subset of Y . Sec-
tion 4.3 defined the compactly-supported M-cochains MCkcs(Y ;R) to be the
R-submodule of α ∈MCk(Y ;R) with suppα compact. Since cup products are
compatible with restriction to open subsets, we see that if α ∈MCk(Y ;R) and
β ∈MCl(Y ;R) then supp(α ∪ β) ⊆ (suppα)∩ (suppβ), and so in particular, if
either suppα or suppβ is compact, then supp(α ∪ β) is compact. Therefore ∪
in (4.72) restricts to R-bilinear morphisms
∪ :MCkcs(Y ;R)×MC
l(Y ;R) −→MCk+lcs (Y ;R),
∪ :MCk(Y ;R)×MClcs(Y ;R) −→MC
k+l
cs (Y ;R),
∪ :MCkcs(Y ;R)×MC
l
cs(Y ;R) −→MC
k+l
cs (Y ;R).
(4.73)
Equation (4.65) in MC∗(Y ;R) implies that ∪ descends to M-cohomology.
Thus as in (2.45), from (4.72) and (4.73) we define R-bilinear morphisms
∪ :MHk(Y ;R)×MH l(Y ;R) −→MHk+l(Y ;R),
∪ :MHkcs(Y ;R)×MH
l(Y ;R) −→MHk+lcs (Y ;R),
∪ :MHk(Y ;R)×MH lcs(Y ;R) −→MH
k+l
cs (Y ;R),
∪ :MHkcs(Y ;R)×MH
l
cs(Y ;R) −→MH
k+l
cs (Y ;R),
(4.74)
by [α] ∪ [β] = [α ∪ β] for α ∈MCk? (Y ;R), β ∈MC
l
?(Y ;R) with dα = dβ = 0.
Theorem 4.52. Under the canonical isomorphisms MHk(Y ;R) ∼= Hk(Y ;R),
MHkcs(Y ;R)
∼= Hkcs(Y ;R) from Theorems 4.29 and 4.33, the cup products in
(4.74) are identified with the usual cup products (2.45) on ordinary (compactly-
supported) cohomology H∗(Y ;R), H∗cs(Y ;R).
119
Proof. In §2.6.2 we explained how to define the cup product on ordinary coho-
mology using sheaf cohomology, and a soft resolution F• of the constant sheaf
RY on Y , as in equations (2.63)–(2.65). We will apply this method to the soft
resolutionMC•(Y ;R) of RY given by Theorem 4.31.
Define ∪k,l as in (4.71). As the morphism iY : RY →MC
0(Y ;R) in Defini-
tion 4.30 maps 1 7→ IdY , and (4.67) gives IdY ∪ IdY = IdY , we have
iY ◦ I∪ = ∪0,0 ◦ (iY ⊗ iY ) : RY ⊗R RY −→MC
0(Y ;R),
giving the first equation of (2.64), where I∪ : RY ⊗R RY → RY is as in (2.60).
Equation (4.65) implies that
d ◦ ∪k,l = ∪k+1,l ◦ (d⊗ idMCl(Y ;R)) + (−1)
k ∪k,l+1 ◦(idMCk(Y ;R) ⊗ d) :
MCk(Y ;R)⊗RMC
l(Y ;R) −→MCk+l+1(Y ;R),
giving the second equation of (2.64). Hence (2.65) gives an expression for the
cup product ∪ under the isomorphismHk(Y ;R) ∼= Hk
(
MC∗(Y ;R)(Y ), d
)
. This
coincides with the definition [α]∪ [β] = [α∪β] of ∪ onMH∗(Y ;R) in Definition
4.51, under the isomorphism Hk(Y ;R) ∼=MHk(Y ;R).
So the first line of (4.74) is identified with the usual cup product onH∗(Y ;R).
Using the same argument, but taking compactly-supported sheaf cohomology
in two or three of the factors, shows that the last three lines of (4.74) are also
identified with the usual cup products on H∗(Y ;R), H∗cs(Y ;R).
An alternative proof of Theorem 4.52 for ∪ onMH∗(Y ;R) with R = Z,Zn or
R a Q-algebra would be to verify axioms (i)–(iii) for cup products on H∗(Y ;R)
in Proposition 2.43, where (i),(ii) already follow from (4.63), (4.67) and (4.69).
Observe that
(
MC∗(Y ;R), d,∪, IdY
)
is a differential graded algebra (dga)
over R, with graded product ∪ which is associative by (4.63), and IdY which is
a strict identity by (4.67). Now in §2.7 we explained that in homotopy theory
one often associates a dga (or cdga)
(
C∗(Y ;R), d,∪, 1Y
)
over R to a topological
space Y . This dga has cohomology H∗(Y ;R), and is unique up to equivalence
in an ∞-category dga∞R of dgas. From the dga we can compute invariants of Y
such as Steenrod squares [8, §VI.15], [31, §4.L] and Massey products [57].
Theorem 4.53. For each manifold Y, the dga
(
MC∗(Y ;R), d,∪, IdY
)
over R
is equivalent in dga∞R to the ‘usual’ dga over R associated to Y in topology, as
represented for instance by the singular cochains
(
C∗si(Y ;R), d,∪, 1Y
)
with the
Alexander–Whitney cup product ∪.
Therefore topological invariants of Y depending on the dga up to equivalence,
such as Steenrod squares and Massey products, may be computed using the dga(
MC∗(Y ;R), d,∪, IdY
)
, and will give the correct answers under the canonical
isomorphism MH∗(Y ;R) ∼= H∗(Y ;R) from Theorem 4.29.
Proof. We noted in §2.7 that to prove a cochain dga
(
C∗(Y ;R), d,∪, 1Y
)
for
Y is equivalent to the ‘usual’ dga, it is sufficient that
(
C∗(Y ;R), d
)
should be
the global sections of a soft resolution F• of RY as in (2.63), with identity
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1Y = i(1) ∈ F
0(Y ), and cup product ∪ defined using sheaf morphisms ψk,l :
Fk⊗R F
l → Fk+l satisfying (2.64) and associativity (2.68). We showed all this
in the proof of Theorem 4.52, except for (2.68), which follows from (4.63).
Remark 4.54. The cup products ∪ on H∗(Y ;R), H∗cs(Y ;R), and hence on
MH∗(Y ;R),MH∗cs(Y ;R) by Theorem 4.52, are associative and supercommu-
tative with strict identity [1Y ]. At the cochain level, the cup products ∪ on
MC∗(Y ;R),MC∗cs(Y ;R) are associative by (4.63), with strict identity IdY in
MC0(Y ;R) by (4.67). However, they are generally not supercommutative, that
is, we can have α ∪ β 6= (−1)klβ ∪ α for α ∈MCk(Y ;R) and β ∈MCl(Y ;R).
This is necessary: as in Remark 2.42(ii) and §2.7, for some rings R such as Z
or Z2, it is not possible to define a cohomology theory
(
C∗(Y ;R), d
)
computing
H∗(Y ;R) with a supercommutative cup product ∪ defined on cochains, because
Steenrod squares [8, §VI.15–§VI.16] are an obstruction to this. If R is a Q-
algebra there is no obstruction, and in §5.1 we will define rational M-cohomology
MH∗Q(Y ;R), for which ∪ is supercommutative on cochains MC
∗
Q(Y ;R).
The reason ∪ is not supercommutative on MC∗(Y ;R) is in the defining
equation (4.61) for [V, n, s, t]∪[V ′, n′, s′, t′], we set s˜ : V ×t,Y,t′ V ′→R
n+n′ to be
s˜ = (s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′).
But [V ′, n′, s′, t′] ∪ [V, n, s, t] would involve sˇ : V ′ ×t′,Y,t V → R
n+n′ , where
sˇ = (s′1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′ , s1 ◦ πV , . . . , sn ◦ πV ).
So even after identifying V ×t,Y,t′ V ′ ∼= V ′×t′,Y,t V , [V, n, s, t]∪ [V ′, n′, s′, t′] and
[V ′, n′, s′, t′] ∪ [V, n, s, t] still differ by a permutation of the n + n′ coordinates
in the target Rn+n
′
of s˜ : V ×t,Y,t′ V ′ → R
n+n′ .
Using this idea of permuting the n coordinates in the targetRn of s : V → Rn
in generators [V, n, s, t], we can define a cochain-level involution Ξ of the entire
cohomology theory MH∗(−;R), with Ξ(α ∪ β) = (−1)klΞ(β) ∪ Ξ(α) for all
α ∈MCk(Y ;R) and β ∈MCl(Y ;R).
Definition 4.55. Let Y be a manifold. For all k ∈ Z, define R-linear maps
Ξ : PMCk(Y ;R) −→ PMCk(Y ;R) by
Ξ :
[
V, n, (s1, s2, . . . , sn), t
]
7−→(−1)n(n−1)/2
[
V, n, (sn, sn−1, . . . , s1), t
] (4.75)
for all generators [V, n, s, t] of PMCk(Y ;R). This takes relations Definition
4.18(i),(ii) to themselves, where the sign (−1)n(n−1)/2 in (4.75) ensures compat-
ibility with the sign (−1)n−i in (4.16), and so Ξ is well-defined. Clearly Ξ2 = id,
so Ξ : PMCk(Y ;R)→ PMCk(Y ;R) is an isomorphism.
Then Ξ commutes with differentials d : PMCk(Y ;R) → PMCk+1(Y ;R)
and pullbacks f∗ : PMCk(Y2;R) → PMCk(Y1;R) in Definition 4.19, with
Ξ(IdY ) = IdY , so Ξ descends to Ξ : MC
k(Y ;R) → MCk(Y ;R) in Definition
4.22. In fact, the involutions Ξ apply to and commute with the whole of the
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theory of MH∗(−;R),MH∗cs(−;R) in §4.2–§4.3. Thus they induce morphisms
Ξ∗ : MH
k(Y ;R) → MHk(Y ;R) for all Y, k, which as they commute with all
the structures on cohomology and act as the identity on MH0(∗;R) ∼= R, must
be the identity maps on MHk(Y ;R) by the Eilenberg–Steenrod Theorem 2.8.
Comparing (4.61) and (4.75), we see that if [V, n, s, t] ∈ PMCk(Y ;R) and
[V ′, n′, s′, t′] ∈ PMCl(Y ;R) are generators then
Ξ
(
[V, n, s, t] ∪ [V ′, n′, s′, t′]
)
= (−1)klΞ
(
[V ′, n′, s′, t′]
)
∪ Ξ
(
[V, n, s, t]
)
.
Therefore for all α ∈ PMCk(Y ;R) and β ∈ PMCl(Y ;R) we have
Ξ(α ∪ β) = (−1)klΞ(β) ∪ Ξ(α). (4.76)
Sheafifying, we see that (4.76) also holds in MC∗(Y ;R).
This involution Ξ can be understood as some kind of homotopy commutative
structure on the dga
(
MC∗(Y ;R), d,∪, IdY
)
: it induces the identity on coho-
mology, and therefore (4.76) is a cochain-level identity which implies that ∪ is
supercommutative on cohomology MH∗(Y ;R).
We can also define an involution Ξ at the chain level on (locally finite) M-
homology MH∗(−;R),MH
lf
∗ (−;R) in §4.1 and §4.4 in exactly the same way.
Next we define cross products on M-cohomology:
Definition 4.56. Let Y1, Y2 be manifolds. Define R-bilinear maps
× : MCk(Y1;R)×MC
l(Y2;R) −→MC
k+l(Y1 × Y2;R)
by α× β = π∗Y1(α) ∪ π
∗
Y2(β),
(4.77)
where ∪ on MC∗(Y1×Y2;R) is as in Definition 4.56, and πYi : Y1×Y2 → Yi for
i = 1, 2 are the projections. Applied to generators [V, n, s, t] ∈MCk(Y1;R) and
[V ′, n′, s′, t′] ∈ MCl(Y2;R), using (4.61) to define the cup product and (4.21)
to give π∗Y1([V, n, s, t]), π
∗
Y2
([V ′, n′, s′, t′]), and the natural isomorphism(
(V ×t,Y1,πY1 (Y1×Y2)
)
×πY1×Y2 ,Y1×Y2,πY1×Y2
(
(V ′×t′,Y2,πY2 (Y1×Y2)
)
∼= V ×V ′,
we see that
[V, n, s, t]× [V ′, n′, s′, t′] = (−1)ln
[
V × V ′, n+ n′,
(s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t× t
′
]
.
(4.78)
Thus, an alternative way to define × would be to first define × on PMC∗(−;R)
using (4.78), as for ∪ in (4.61), and then follow the method of Definition 4.49,
Proposition 4.50, and Definition 4.51.
Clearly supp(α×β)⊆(suppα)×(supp β), so if α, β are compactly-supported,
then so is α× β. Therefore × in (4.77) restricts to R-bilinear maps
× :MCkcs(Y1;R)×MC
l
cs(Y2;R) −→MC
k+l
cs (Y1 × Y2;R).
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From IdY = [Y, 0, 0, idY ] and equation (4.78) we see that
IdY1 × IdY2 = IdY1×Y2 .
If g1 : Y1 → Z1 and g2 : Y2 → Z2 are smooth maps of manifolds and
α ∈MCk(Z1;R), β ∈MCl(Z2;R) then
(g1 × g2)
∗(α× β) = (g1 × g2)
∗
(
π∗Z1(α) ∪ π
∗
Z2(β)
)
=
(
(g1 × g2)
∗ ◦ π∗Z1(α)
)
∪
(
(g1 × g2)
∗ ◦ π∗Z2(β)
)
= (πZ1 ◦ (g1 × g2))
∗(α) ∪ (πZ2 ◦ (g1 × g2))
∗(β)
= (g1 ◦ πY1)
∗(α) ∪ (g2 ◦ πY2)
∗(β) =
(
π∗Y1 ◦ g
∗
1(α)
)
∪
(
π∗Y2 ◦ g
∗
2(β)
)
= g∗1(α)× g
∗
2(β), (4.79)
using (4.77) in the first and sixth steps, (4.69) in the second, and functoriality of
pullbacks in the third and fifth. So cross products are compatible with pullbacks.
Equation (4.65) and the compatibility of d with pullbacks π∗Yi yields
d(α× β) = (dα) × β + (−1)kα× (dβ)
for all α ∈MCk(Y1;R) and β ∈MCl(Y2;R). Therefore cross products descend
to cohomologyMH∗(−;R),MH∗cs(−;R) by [α]× [β] = [α× β], giving products
× :MHk(Y1;R)×MH
l(Y2;R) −→MH
k+l(Y1 × Y2;R),
× :MHkcs(Y1;R)×MH
l
cs(Y2;R) −→MH
k+l
cs (Y1 × Y2;R).
(4.80)
From equations (2.54) and (4.77) and Theorem 4.52 we deduce:
Corollary 4.57. Under the canonical isomorphisms MHk(Y ;R) ∼= Hk(Y ;R),
MHkcs(Y ;R)
∼= Hkcs(Y ;R) from Theorems 4.29 and 4.33, the cross products in
(4.80) are identified with the usual cross products (2.52) on ordinary (compactly-
supported) cohomology H∗(Y ;R), H∗cs(Y ;R).
4.6 Cap products, and cross products on M-homology
The story for cap products, and for cross products on M-homology, is similar
to that for ∪,× on M-cohomology in §4.5, so we will be brief in places.
Definition 4.58. Let Y be a manifold, of dimension m. For all k, l ∈ Z, define
R-bilinear morphisms
∩ : PMCk(Y ;R)× PMC lfl (Y ;R) −→ PMC
lf
l−k(Y ;R) (4.81)
on generators [V, n, s, t] ∈ PMCk(Y ;R), [V ′, n′, s′, t′] ∈ PMC lfl (Y ;R) by
[V, n, s, t] ∩ [V ′, n′, s′, t′] = (−1)(l+m)n[V˜ , n˜, s˜, t˜] := (−1)(l+m)n
[
V ×t,Y,t′ V
′,
n+ n′, (s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t ◦ πV
]
. (4.82)
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Here (4.82) is apparently the same as (4.61), except for the sign. In fact in
(4.61) we have dimV ′ = m+n′− l, dim Y = m by Definition 4.18, but in (4.82)
we have dimV ′ = n′+ l, dimY = m by Definition 4.36, so in both cases the sign
is (−1)n(n
′+dimV ′+dimY ), and from this point of view the signs are the same.
The signs are needed to ensure (4.61), (4.82) are compatible with applying the
relations Definitions 4.18(i), 4.36(i) to [V, n, s, t] and [V˜ , n˜, s˜, t˜], where the proof
of compatibility involves the equation, with our orientation conventions
(V × R)×t◦πV ,Y,t′ V
′ ∼= (−1)dimV
′+dimY (V ×t,Y,t′ V
′)× R,
in manifolds with corners either oriented, or cooriented over Y .
Equations (4.61) and (4.82) also differ in the orientations/coorientations, and
submersions: in (4.61), t : V → Y and t′ : V ′ → Y are cooriented submersions
and these ensure V˜ = V ×t,Y,t′V ′ exists with t˜ : V˜ → Y a cooriented submersion,
but in (4.82), t : V → Y is a cooriented submersion and V ′ is oriented, which
ensure that V˜ = V ×t,Y,t′ V ′ exists and is oriented.
By a very similar proof to that of Proposition 4.50 in §7.9, modifying signs,
orientations/coorientations and submersions as above, we can show ∩ in (4.81)–
(4.82) is well defined.
As for (4.62)–(4.63), we show that if α ∈ PMCj(Y ;R), β ∈ PMCk(Y ;R)
and γ ∈ PMC lfl (Y ;R) then
(α ∪ β) ∩ γ = α ∩ (β ∩ γ) in PMC lfl−j−k(Y ;R). (4.83)
As for (4.64)–(4.65), if α ∈ PMCk(Y ;R) and β ∈ PMC lfl (Y ;R) then
∂(α ∩ β) = (dα) ∩ β + (−1)kα ∩ (∂β) in PMC lfl−k−1(Y ;R). (4.84)
As for (4.67), if α ∈ PMC lfk (Y ;R) then
IdY ∩ α = α. (4.85)
In a similar way to (4.68)–(4.69), if f : Y1 → Y2 is a proper smooth map
of manifolds, so that Definition 4.19 gives f∗ : PMCk(Y2;R)→ PMCk(Y1;R)
and (using f proper) Definition 4.36 gives f∗ : PMC lfl (Y1;R)→ PMC
lf
l (Y2;R),
we show that if α ∈ PMCk(Y2;R) and β ∈ PMC lfl (Y1;R) we have
α ∩ f∗(β) = f∗
(
f∗(α) ∩ β
)
in PMC lfk−l(Y2;R). (4.86)
By Proposition 4.41, the morphisms Π : MC∗(Ya;R) → PMC lf∗ (Ya;R)
embed MC∗(Ya;R) as the R-submodules of compactly-supported sections in
PMC lf∗ (Ya;R) for a = 1, 2. So we can restrict ∩ in (4.81) to
∩ : PMCk(Ya;R)×MCl(Ya;R) −→MCl−k(Ya;R).
Since f∗ : MCl(Y1;R) → MCl(Y2;R) in §4.1 is defined without supposing f
proper, for β ∈MCl(Y ;R) equation (4.86) holds without assuming f proper.
Here is the analogue of Definition 4.51.
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Definition 4.59. Let Y be a manifold, and k, l ∈ Z. As in (4.70), define
∩k,l : PMC
k(Y ;R)⊗R PMC
lf
l (Y ;R) −→ PMC
lf
l−k(Y ;R) by
∩k,l(U) = ∩ : PMC
k(U ;R)⊗R PMC
lf
l (U ;R) −→ PMC
lf
l−k(U ;R)
for all open U ⊆ Y . This defines a morphism ∩k,l of presheaves of R-modules
on Y . Passing to sheafifications induces a morphism
∩k,l :MC
k(Y ;R)⊗RMC
lf
l (Y ;R) −→MC
lf
l−k(Y ;R). (4.87)
Then taking global sections ∩ = ∩k,l(Y ) defines R-bilinear cap products
∩ :MCk(Y ;R)×MC lfl (Y ;R) −→MC
lf
l−k(Y ;R). (4.88)
These satisfy Π(α∩β) = Π(α)∩Π(β) in MC lfl−k(Y ;R) for all α ∈ PMC
k(Y ;R)
and β ∈ PMC lfl (Y ;R), and i
∗(γ ∩ δ) = i∗(γ) ∩ i∗(δ) in MC lfl−k(U ;R) whenever
γ ∈MCk(Y ;R), δ ∈MC lfl (Y ;R) and U ⊆ Y is open with inclusion i : U →֒ Y ,
and the morphisms ∩ in (4.88) are determined uniquely by these properties.
Applying Π, or by sheafification, we can show that (4.82)–(4.86) hold with
MC∗(−;R),MC lf∗ (−;R) in place of PMC
∗(−;R),PMC lf∗ (−;R).
Since MCkcs(Y ;R) ⊆ MC
k(Y ;R) and MCl(Y ;R) ⊆ MC lfl (Y ;R) are the
R-submodules of compactly-supported sections, as for (4.73) we may restrict
(4.88) to R-bilinear morphisms
∩ :MCk(Y ;R)×MCl(Y ;R) −→MCl−k(Y ;R),
∩ :MCkcs(Y ;R)×MCl(Y ;R) −→MCl−k(Y ;R),
∩ :MCkcs(Y ;R)×MC
lf
l (Y ;R) −→MCl−k(Y ;R).
(4.89)
Equations (4.82)–(4.86) hold for these by restriction, where for (4.86) the map
f : Y1 → Y2 need not be proper for the first line of (4.89).
Equation (4.84) implies that ∩ descends to (co)homology. So as in (2.46),
from (4.88)–(4.89) we obtain R-bilinear cap products
∩ :MHk(Y ;R)×MHl(Y ;R) −→MHl−k(Y ;R),
∩ :MHkcs(Y ;R)×MHl(Y ;R) −→MHl−k(Y ;R),
∩ :MHk(Y ;R)×MH lfl (Y ;R) −→MH
lf
l−k(Y ;R),
∩ :MHkcs(Y ;R)×MH
lf
l (Y ;R) −→MHl−k(Y ;R),
(4.90)
by [α] ∩ [β] = [α ∩ β] for α ∈MCk? (Y ;R), β ∈MC
?
l (Y ;R) with dα = ∂β = 0.
Theorem 4.60. Under the canonical isomorphisms MHk(Y ;R) ∼= Hk(Y ;R),
. . . ,MH lfk (Y ;R)
∼= H lfk (Y ;R) from §4.1–§4.4, the cap products in (4.90) are
identified with the usual cap products (2.46) on ordinary (co)homology.
Proof. The proof follows that of Theorem 4.52, applying the method of §2.6.2.
We use the soft resolution MC•(Y ;R) of RY from Theorem 4.31, and the soft
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resolutionMClfm−•(Y ;R) of OY from Theorem 4.47, where m = dimY , and the
isomorphism I∩ : RY ⊗R OY → OY from (2.62). We have IdY ∩ [Y ] = [Y ] by
(4.85), where IdY ∈ MC0(Y ;R) = MC
0(Y ;R)(Y ) and [Y ] ∈ MC lfm(Y ;R) =
MClfm(Y ;R)(Y ). From this we see that
jY ◦ I∩ = ∩0,0 ◦ (iY ⊗ jY ) : RY ⊗R OY −→MC
lf
m(Y ;R),
the analogue of the first equation of (2.64). The analogue of the second follows
from (4.84). Hence the analogue of (2.65) gives an expression for ∩ at the
(co)chain level in each line of (4.90), under the isomorphisms
Hk(Y ;R) ∼= Hk
(
MC∗(Y ;R)(Y ), d
)
= MHk(Y ;R),
and so on, using compactly-supported sheaf cohomology for MH∗(Y ;R) and
MH∗cs(Y ;R). This coincides with the definition [α] ∩ [β] = [α ∩ β] of ∩ on
MH∗(Y ;R), . . . in Definition 4.59.
Next we discuss cross products on M-homology.
Definition 4.61. Let Y1, Y2 be manifolds, of dimensions m1,m2. For all k, l in
Z, define R-bilinear maps
× : PMC lfk (Y1;R)× PMC
lf
l (Y2;R) −→ PMC
lf
k+l(Y1 × Y2;R) (4.91)
on generators [V, n, s, t] ∈ PMC lfk (Y1;R), [V
′, n′, s′, t′] ∈ PMC lfl (Y2;R) by
[V, n, s, t]× [V ′, n′, s′, t′] = (−1)(l+m2)n
[
V × V ′, n+ n′,
(s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t× t
′
]
.
(4.92)
Here (4.92) is apparently the same as (4.78), except for the sign (−1)(l+m2)n,
which is related to the sign (−1)ln in (4.78) in the same way the signs (−1)(l+m)n
in (4.82) and (−1)lm in (4.61) are related, as explained in Definition 4.58.
By a very similar proof to that of Proposition 4.50 in §7.9, we can show ×
in (4.91)–(4.92) is well defined.
As for (4.62)–(4.63) and (4.83), we show that if Y1, Y2, Y3 are manifolds and
α ∈ PMC lfj (Y1;R), β ∈MC
k(Y2;R) and γ ∈ PMC lfl (Y3;R) then
(α× β)× γ = α× (β × γ) in PMC lfj+k+l(Y1 × Y2 × Y3;R). (4.93)
As for (4.64)–(4.65) and (4.84), if α ∈ PMC lfk (Y1;R), β ∈ PMC
lf
l (Y2;R)
then
∂(α× β) = (∂α)× β + (−1)kα× (∂β) in PMC lfk+l−1(Y1 × Y2;R). (4.94)
If g1 : Y1 → Z1 and g2 : Y2 → Z2 are proper smooth maps of manifolds
and α ∈ PMC lfk (Y1;R), β ∈ PMC
lf
l (Y2;R) then in a similar way to equations
(4.68), (4.79) and (4.86) we find that
(g1 × g2)∗(α× β) = (g1)∗(α)× (g2)∗(β) in PMC
lf
k+l(Z1 × Z2;R). (4.95)
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When α ∈MCk(Y1;R) ⊆ PMC lfk (Y1;R) and β ∈MCl(Y2;R) ⊆ PMC
lf
l (Y2;R)
then (4.95) holds in MCk+l(Z1 × Z2;R) without supposing g1, g2 proper.
In a similar way to (4.71) and (4.87), by defining a presheaf morphism and
sheafifying we can show that there is a unique sheaf morphism
×k,l :MC
lf
k (Y1;R)⊠RMC
lf
l (Y2;R) −→MC
lf
k+l(Y1 × Y2;R)
such that for all open U1 ⊆ Y1 and U2 ⊆ Y2 we have
×k,l(U1 × U2) ◦ (Π⊗Π) = Π ◦ × : PMC
lf
k (U1;R)⊗R PMC
lf
l (U2;R)
−→MC lfk+l(U1 × U2;R).
The we define an R-bilinear morphism
× : MC lfk (Y1;R)×MC
lf
l (Y2;R) −→MC
lf
k+l(Y1 × Y2;R) (4.96)
to be induced by the global sections ×kl(Y1 × Y2). It restricts to
× :MCk(Y1;R)×MCl(Y2;R) −→MCk+l(Y1 × Y2;R). (4.97)
Equations (4.92)–(4.95) descend to the sheafification, and so hold for cross
products (4.96)–(4.97) on MC lf∗ (−;R),MC∗(−;R), where g1, g2 need not be
proper for (4.95) on MC∗(−;R). Equation (4.94) implies that the products
(4.96)–(4.97) descend to homology, giving R-bilinear products
× :MHk(Y1;R)×MHl(Y2;R) −→MHk+l(Y1 × Y2;R),
× :MH lfk (Y1;R)×MH
lf
l (Y2;R) −→MH
lf
k+l(Y1 × Y2;R),
(4.98)
by [α]× [β] = [α× β] for α ∈MC?k(Y ;R), β ∈MC
?
l (Y ;R) with ∂α = ∂β = 0.
Using the method of Theorems 4.52 and 4.60 and Corollary 4.57, we prove:
Theorem 4.62. Under the canonical isomorphisms MHk(Y ;R) ∼= Hk(Y ;R),
MH lfk (Y ;R)
∼= H lfk (Y ;R) from Theorems 4.13 and 4.45, the cross products in
(4.98) are identified with the usual cross products (2.53) on ordinary (locally
finite) homology H∗(Y ;R), H
lf
∗ (Y ;R).
4.7 Poincare´ duality and wrong way maps
In §2.8 we explained that if Y is an oriented manifold of dimension m, it has a
natural fundamental class [[Y ]] ∈ H lfm(Y ;R), and as in (2.46), cap product with
[[Y ]] induces Poincare´ duality isomorphisms
Pd : Hkcs(Y ;R)
∼=
−→Hm−k(Y ;R), Pd : H
k(Y ;R)
∼=
−→H lfm−k(Y ;R),
given by Pd : α 7−→ α ∩ [[Y ]].
As in §4.4, we have a natural fundamental cycle [Y ] = [Y, 0, 0, idY ] in
MC lfm(Y ;R), with homology class the fundamental class [[Y ]] ∈ MH
lf
m(Y ;R).
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As in §4.6, cap products are also defined on (co)chains in M-(co)homology.
Therefore we may define Poincare´ duality morphisms at the (co)chain level
Pd :MCkcs(Y ;R) −→MCm−k(Y ;R), Pd :MC
k(Y ;R) −→MC lfm−k(Y ;R),
by Pd : α 7−→ α ∩ [Y ]. (4.99)
These then induce isomorphisms Pd : MHkcs(Y ;R) → MHm−k(Y ;R), Pd :
MHk(Y ;R) → MH lfm−k(Y ;R), which are identified with the usual isomor-
phisms (2.69) by the identifications MH∗(Y ;R) ∼= H∗(Y ;R), . . . in §4.1–§4.4.
Combining the expressions [Y ] = [Y, 0, 0, idY ] for the fundamental cycle and
(4.82) for the cap product, we see that the Poincare´ duality morphism Pd in
(4.99) is given on generators [V, n, s, t] of MCkcs(Y ;R) or MC
k(Y ;R) by
Pd : [V, n, s, t] 7−→ [V, n, s, t]. (4.100)
Here on the l.h.s. of (4.100) for [V, n, s, t] ∈ MCk? (Y ;R), t : V → Y is a coori-
ented submersion, but on the r.h.s. of (4.100) for [V, n, s, t] ∈MC?m−k(Y ;R), V
is oriented, with orientation oV obtained by combining the coorientation ct on
t : V → Y and the given orientation oY on Y , as in Assumption 3.17(c).
Also as in §2.8, if f : Y → Z is a (perhaps proper) cooriented smooth map of
manifolds, then we can define ‘wrong way maps’ f !, f!, which have the opposite
functoriality that one expects, covariant on cohomology and contravariant on
homology. We now show that if f is a submersion, we can define f !, f! naturally
at the (co)chain level on M-(co)homology.
Definition 4.63. Let Y, Z be manifolds of dimensions m,n, and f : Y → Z be
a proper cooriented submersion. Define f! :MCk(Z;R)→MCk−n+m(Y ;R) to
be the R-linear morphism given on generators [V, n, s, t] of MCk(Z;R) by
f![V, n, s, t] = [V
′, n, s′, t′] :=
[
V ×t,Z,f Y, n, s ◦ πV , πY
]
, (4.101)
as in (4.21). Here the fibre product V ′ = V ×t,Z,f Y exists by Assumption
3.16(c) as f is a submersion, and we give V ′ the orientation induced by the
orientation on V and the coorientation on f , as in Assumption 3.17(l). Also
s : V → Rn is proper near 0 ∈ Rn, and πV : V ′ → V is proper as f is, so
s′ = s ◦ πV : V ′ → R
n is proper near 0 ∈ Rn, as required for [V ′, n, s′, t′] to be a
generator of MCk−n+m(Y ;R). An almost identical proof to that of Proposition
4.20 in §7.5 shows that f! :MCk(Z;R)→MCk−n+m(Y ;R) is well defined.
From (4.3) and (4.101) we see that
f! ◦ ∂ = ∂ ◦ f! : MCk(Z;R) −→MCk−n+m−1(Y ;R).
Thus the f! descend to morphisms f! :MHk(Z;R)→MHk−n+m(Y ;R).
If Z is oriented, so that combining the orientation on Z with the coorienta-
tion on f gives an orientation on Y , then comparing equations (4.21), (4.100)
and (4.101) we see the following diagram commutes on generators [V, n, s, t] of
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MCn−kcs (Z;R), and so commutes:
MCn−kcs (Z;R) Pd
//
f∗

MCk(Z;R)
f! 
MCn−kcs (Y ;R)
Pd // MCk−n+m(Y ;R).
(4.102)
This induces a corresponding commutative diagram on M-homology.
Comparing this with the second diagram of (2.70), and noting that the
canonical isomorphisms MH∗(Y ;R) ∼= H∗(Y ;R), MH∗cs(Y ;R)
∼= H∗cs(Y ;R)
from §4.1 and §4.4 identify pullbacks f∗ and Poincare´ duality isomorphisms
on M-(co)homology and ordinary (co)homology, we see that the morphisms
f! : MHk(Z;R)→MHk−n+m(Y ;R) above are identified with the usual wrong
way morphisms f! : Hk(Z;R) → Hk−n+m(Y ;R) in §2.8 by the isomorphisms
MH∗(Y ;R) ∼= H∗(Y ;R) and MH∗(Z;R) ∼= H∗(Z;R) from §4.1. By an argu-
ment involving compactly-supported cohomology twisted by orientation bun-
dles, we can show this is also true without assuming Z oriented.
In a similar way, by the ideas used to construct f∗, f
∗ in §4.1–§4.4, we can
also define morphisms f! : MC
lf
k (Z;R) → MC
lf
k−n+m(Y ;R) without assuming
f proper, given on generators [V, n, s, t] in MC lfk (Z;R) by (4.101), and we can
define f ! : MCkcs(Y ;R)→MC
k−m+n
cs (Z;R) for general cooriented submersions
f : Y → Z and f ! : MCk(Y ;R) → MCk−m+n(Z;R) for proper cooriented
submersions f : Y → Z acting on [V, n, s, t] ∈MCk? (Y ;R) by
f ![V, n, s, t] = [V, n, s, f ◦ t],
as in (4.7), and all of these descend to M-(co)homology, and are identified with
the usual wrong-way morphisms f!, f
! on ordinary (co)homology.
5 Other forms of M-(co)homology
We now describe several modifications of the theory of integral M-(co)homology
in §4. Section 5.1 defines rational M-homology and M-cohomology MHQ∗ (Y ;R),
MH∗Q(Y ;R), . . . , which is defined over a Q-algebra R, and has better symme-
try properties than integral M-(co)homology, including the fact that the cup
product ∪ is supercommutative on M-cochains MC∗Q(Y ;R).
Section 5.2 discusses de Rham M-homology and M-cohomology MHdR∗ (Y ;R),
MH∗dR(Y ;R), . . . , a combination of M-(co)homology and de Rham cohomology
in which the (co)chains [V, n, s, t, ω] include an exterior form ω on V . Section
5.3 extends §4–§5.2 from manifolds Y to effective orbifolds, and §5.4 generalizes
M-(co)homology to a bivariant theory, in the sense of [26] and §2.10.
5.1 Rational M-homology and M-cohomology
In §4 we defined integral M-homology and integral M-cohomology MH∗(Y ;R),
MH∗(Y ;R), MH∗cs(Y ;R), MH
lf
∗ (Y ;R) for Y a manifold and R a commutative
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ring, such as the integers R = Z. As in Remark 4.54, the cup product ∪ on
MC∗(Y ;R) is associative, but not supercommutative. As in Remark 2.42(ii),
for some rings R such as Z,Z2 (though not Q-algebras) we cannot make ∪
supercommutative on cochains, as Steenrod squares are an obstruction to this.
We now discuss a variation on §4, called rational M-homology MHQ∗ (Y ;R),
rational M-cohomology MH∗Q(Y ;R), compactly-supported rational M-cohomol-
ogy MH∗cs,Q(Y ;R), and locally finite rational M-homology MH
lf,Q
∗ (Y ;R). There
are three main differences with §4:
(a) The base ring R is now required to be a Q-algebra, e.g. R = Q,R or C.
(b) We include an extra relation (iii) in the definitions of rational M-chains
MCQ∗ (Y ;R), M-precochains PMC
∗
Q(Y ;R) and locally finite M-prechains
PMC lf,Qk (Y ;R), in the analogues of Definitions 4.1, 4.18 and 4.36.
(c) The cup product ∪ on MC∗Q(Y ;R),MC
∗
cs,Q(Y ;R) is supercommutative.
We need R to be a Q-algebra as for generators [V, n, s, t] with maps s : V →
R
n, some proofs involve averaging over the action of the symmetric group Sn
permuting the coordinates (x1, . . . , xn) of R
n, so 1/|Sn| = 1/n! must lie in R.
The theory is intended for applications in which it is an advantage that ∪
(and similar operations, such as cross products ×) are supercommutative.
We now explain how to modify the material of §4 to define rational M-
(co)homology MHQ∗ (Y ;R), MH
∗
Q(Y ;R), MH
∗
cs,Q(Y ;R), MH
lf,Q
∗ (Y ;R). The
changes are mostly cosmetic, requiring very little additional work. For the
whole of §5.1, fix a Q-algebra R, and a category M˜anc satisfying Assumptions
3.12–3.18 of §3.3.
5.1.1 Rational M-homology MHQ∗ (Y ;R)
We begin with rational M-homology MHQ∗ (Y ;R).
Definition 5.1. Let Y be a manifold. As in Definition 4.1, define generators
[V, n, s, t] to be ∼-equivalence classes of quadruples (V, n, s, t). For each k ∈ Z,
define the rational M-chains MCQk (Y ;R) to be the R-module generated by such
[V, n, s, t] with dimV = n+ k, subject to the relations Definition 4.1(i),(ii) used
to define MCk(Y ;R), and the additional relation:
(iii) For each generator [V, n, s, t] with s = (s1, . . . , sn) : V → R
n and each
permutation σ ∈ Sn of 1, 2, . . . , n we have[
V, n, (s1, s2, . . . , sn), t
]
= sign(σ) ·
[
V, n, (sσ(1), sσ(2), . . . , sσ(n)), t
]
in MCQk (Y ;R), where sign : Sn → {±1} is the usual group morphism,
which is characterized by the property that for each σ ∈ Sn, the diffeo-
morphism Rn → Rn mapping (x1, x2, . . . , xn) 7→ (xσ(1), xσ(2), . . . , xσ(n))
multiplies the orientation on Rn by sign(σ).
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As in Definition 4.1, define an R-linear map ∂ :MCQk (Y ;R)→MC
Q
k−1(Y ;R)
by (4.3). To show that ∂ is well defined, we just have to add to the proof of
Proposition 4.3 in §7.1 the obvious fact that ∂ maps relation (iii) inMCQk (Y ;R)
to relation (iii) in MCQk−1(Y ;R).
The proof in Definition 4.1 shows that ∂ ◦ ∂ = 0. Define the rational M-
homology groups MHQ∗ (Y ;R) to be the homology of
(
MCQ∗ (Y ;R), ∂
)
.
Definition 5.2. Let Y be a manifold and k ∈ Z. ThenMCQk (Y ;R) in Definition
5.1 is the quotient of MCk(Y ;R) in Definition 4.1 by relation (iii). Hence there
is a natural, surjective R-module morphism
Π :MCk(Y ;R) −→MC
Q
k (Y ;R), Π : [V, n, s, t] 7−→ [V, n, s, t]. (5.1)
This commutes with differentials ∂ on MC∗(−;R),MCQ∗ (−;R), and so induces
morphisms on homology
Π :MHk(Y ;R) −→MH
Q
k (Y ;R). (5.2)
Similarly, define an R-linear map ι :MCQk (Y ;R) −→MCk(Y ;R) by
ι :
[
V, n, (s1, . . . , sn), t
]
7→
1
n!
∑
σ∈Sn
sign(σ)·
[
V, n, (sσ(1), sσ(2), . . . , sσ(n)), t
]
. (5.3)
The factor 1n! exists in R as R is a Q-algebra. Then ι maps relation Definition
4.1(i) for n, i in MCQk (Y ;R) to the average over i
′ = 0, . . . , n of relation Defini-
tion 4.1(i) for n, i′ in MCk(Y ;R). Also ι maps Definition 4.1(ii) in MC
Q
k (Y ;R)
to an average over Sn of Definition 4.1(ii) inMCk(Y ;R). And the r.h.s. of (5.3)
is unchanged under Definition 5.1(iii). Hence ι is well defined.
As ι commutes with differentials ∂ on MCQ∗ (−;R),MC∗(−;R), it induces
morphisms on homology
ι :MHQk (Y ;R) −→MHk(Y ;R). (5.4)
By equations (5.1) and (5.3) and Definition 5.1(iii) we see that
Π ◦ ι
(
[V, n, s, t]
)
=
1
n!
∑
σ∈Sn
sign(σ)·
[
V, n, (sσ(1), sσ(2), . . . , sσ(n)), t
]
= [V, n, s, t].
Hence Π ◦ ι = id : MCQk (Y ;R) −→ MC
Q
k (Y ;R), and ι is a right inverse for Π.
This gives a canonical splitting
MCk(Y ;R) ∼=MC
Q
k (Y ;R)⊕MC
Q
k (Y ;R)
⊥, (5.5)
where MCQk (Y ;R)
⊥ = Ker
(
Π : MCk(Y ;R) → MC
Q
k (Y ;R)
)
. The splitting
(5.5) is preserved by ∂, as Π, ι commute with ∂, so induces a splitting
MHk(Y ;R) ∼=MH
Q
k (Y ;R)⊕MH
Q
k (Y ;R)
⊥. (5.6)
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Theorem 4.12 says thatMHk(∗;R) = 0 for 0 6= k ∈ Z, so thatMH
Q
k (∗;R) =
0 for 0 6= k ∈ Z by (5.6), and MH0(∗;R) ∼= R, where 1 ∈ R is identified with
the cohomology class [[∗]] of [∗] ∈ MC0(∗;R). In the splitting (5.5), [∗] lies
in MCQ0 (∗;R) ⊆ MC0(∗;R), so in (5.6) [[∗]] lies in MH
Q
0 (∗;R) ⊆ MH0(∗;R),
giving MHQ0 (∗;R)
∼= R. This proves:
Corollary 5.3. The analogue of Theorem 4.12 holds for rational M-homology.
To show f∗ : MCk(Y1;R) → MCk(Y2;R) in Definition 4.6 is well defined
on MCQk (Yi;R) we note that f∗ obviously takes relation (iii) in MC
Q
k (Y1;R) to
relation (iii) inMCQk (Y2;R). The rest of §4.1, and the proofs of Propositions 4.3
and Theorem 4.7 in §7.1–§7.3, need no changes in the rational case. Therefore as
in Theorem 4.7 the complex of rational M-chains
(
MCQ∗ (Y ;R), ∂
)
is the global
sections of a complex
(
MCQ∗ (Y ;R), ∂
)
of flabby cosheaves of R-modules on Y .
Also, as for Theorem 4.13, we have:
Theorem 5.4. For any Q-algebra R, rational M-homology MHQk (−;R) is a
homology theory of manifolds. There are canonical isomorphisms MHQk (Y ;R)
∼=
Hk(Y ;R), MH
Q
k (Y, Z;R)
∼= Hk(Y, Z;R) for all Y, Z, k, preserving the data f∗, ∂
and isomorphisms MHQ0 (∗;R)
∼= R ∼= H0(∗;R), where H∗(−;R) is any other
homology theory of manifolds over R, such as singular homology Hsi∗ (−;R).
The morphisms Π, ι on M-homology in (5.2) and (5.4) commute with the iso-
morphisms Hssik (Y ;R)
∼=MHk(Y ;R), Hssik (Y ;R)
∼= MHQk (Y ;R) from Example
4.15, and so are the canonical isomorphisms MHk(Y ;R) ∼= MH
Q
k (Y ;R).
5.1.2 Rational M-cohomology MH∗Q(Y ;R)
Next we discuss rational M-cohomology MH∗Q(Y ;R).
Definition 5.5. Let Y be a manifold, of dimension m. As in Definition 4.18,
define generators [V, n, s, t] to be ∼-equivalence classes of quadruples (V, n, s, t).
For each k ∈ Z, define the rational M-precochains PMCkQ(Y ;R) to be the R-
module generated by such [V, n, s, t] with dim V + k = m + n, subject to the
relations Definition 4.18(i),(ii) used to define PMCk(Y ;R), and the additional
relation Definition 5.1(iii) (though note that the notion of generator [V, n, s, t]
we use now is different to that used in Definition 5.1).
Define differentials d : PMCkQ(Y ;R) → PMC
k+1
Q (Y ;R) with d ◦ d = 0,
the identity precocycle IdY = [Y, 0, 0, idY ] in PMC
0
Q(Y ;R), and pullbacks f
∗ :
PMCkQ(Y2;R) → PMC
k
Q(Y1;R) by smooth maps of manifolds f : Y1 → Y2
as in Definition 4.19. To show d, f∗ are well-defined, we add to the proofs
of Propositions 4.3 and 4.20 in §7.1 and §7.5 the obvious fact that d, f∗ map
relation (iii) in the domain to relation (iii) in the target.
The proof of Proposition 4.21 in §7.6 needs no changes in the rational case.
As in Definition 4.22, we define a c-soft strong presheaf PMCkQ(Y ;R) of R-
modules on Y by PMCkQ(Y ;R)(U) = PMC
k
Q(U ;R) for all open U ⊆ Y , and
ρUU ′ : PMC
k
Q(Y ;R)(U) → PMC
k
Q(Y ;R)(U
′) is ρUU ′ = i
∗ : PMCkQ(U ;R) →
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PMCkQ(U
′;R) for all open U ′ ⊆ U ⊆ Y , with i : U ′ →֒ U the inclusion. Then
we define MCkQ(Y ;R) to be the sheafification of PMC
k
Q(Y ;R), and we define
the rational M-cochains MCkQ(Y ;R) to be the global sections MC
k
Q(Y ;R)(Y ).
Then we have MCkQ(Y ;R)(U) = MC
k
Q(U ;R) for all open U ⊆ Y . As in (4.23),
we may write MCkQ(Y ;R) as an inverse limit
MCkQ(Y ;R) = lim←−U : U ⊆ Y open, U¯ is compact
PMCkQ(U ;R).
As in Definition 4.22, differentials d, identities IdY and pullbacks f
∗ de-
scend to MC∗Q(−;R) with d ◦ d=0. Define the rational M-cohomology groups
MH∗Q(Y ;R) to be the cohomology of the cochain complex
(
MC∗Q(Y ;R), d
)
.
As in Definition 5.2 we can define R-linear morphisms
Π : PMCk(Y ;R) −→ PMCkQ(Y ;R), ι : PMC
k
Q(Y ;R) −→ PMC
k(Y ;R)
by the same formulae as in (5.1) and (5.3), and these induce morphisms
Π :MCk(Y ;R) −→MCkQ(Y ;R), ι :MC
k
Q(Y ;R) −→MC
k(Y ;R). (5.7)
They satisfy Π ◦ ι = id, and commute with d and so descend to M-cohomology.
The rest of §4.2, and the proofs of Propositions 4.20, 4.21 and 4.26 in §7, need
no changes in the rational case. Therefore as in Definition 4.22 and Theorem
4.31, the complex of rational M-cochains
(
MC∗Q(Y ;R), d
)
is the global sections
of a complex
(
MC∗Q(Y ;R), d
)
of soft sheaves of R-modules on Y , which is a soft
resolution of RY . Also, as for Theorem 4.29, we have:
Theorem 5.6. For any Q-algebra R, rational M-cohomology is a cohomol-
ogy theory of manifolds. There are canonical isomorphisms MHkQ(Y ;R)
∼=
Hk(Y ;R), MHkQ(Y, Z;R)
∼=Hk(Y, Z;R) for all Y, Z, k, preserving the data f∗, d
and isomorphisms MH0Q(∗;R)
∼= R ∼= H0(∗;R), where H∗(−;R) is any other
cohomology theory of manifolds over R, such as singular cohomology H∗si(Y ;R)
or sheaf cohomology H∗(Y,RY ).
5.1.3 Compactly-supported rational M-cohomology MH∗cs,Q(Y ;R)
The rational analogue of §4.3 requires only cosmetic changes. In Definition
4.32 we define the compactly-supported rational M-cochains MCkcs,Q(Y ;R) ⊆
MCkQ(Y ;R) to be the R-submodule of compactly-supported global sections of
MCkQ(Y ;R), and then we define compactly-supported rational M-cohomology
MH∗cs,Q(Y ;R) to be the cohomology of
(
MC∗cs,Q(Y ;R), d
)
. Then as in Theorem
4.33, compactly-supported rational M-cohomology is a compactly-supported co-
homology theory of manifolds, so there are canonical, functorial isomorphisms
MHkcs,Q(Y ;R)
∼= Hkcs(Y ;R) for all Y, k.
The rational analogue of Proposition 4.35 says that if Y is a manifold and
k ∈ Z, then as an R-module, MCkcs,Q(Y ;R) is generated by compact generators
[V, n, s, t], subject only to relations Definition 4.18(i),(ii) and Definition 5.1(iii)
applied to compact generators. Its proof in §7.8 requires only cosmetic changes.
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5.1.4 Locally finite rational M-homology MH lf,Q∗ (Y ;R)
Again, the rational analogue of §4.4 requires only cosmetic changes. We first
define locally finite rational M-prechains PMC lf,Qk (Y ;R) as in Definition 4.36,
but imposing the additional relation Definition 5.1(iii). Proposition 4.38 holds
in the rational case. As in Definition 4.39, we define a c-soft strong presheaf
PMClf,Qk (Y ;R) of R-modules on Y by PMC
lf,Q
k (Y ;R)(U) = PMC
lf,Q
k (U ;R)
for all open U ⊆ Y , and ρUU ′ : PMC
lf,Q
k (Y ;R)(U) → PMC
lf,Q
k (Y ;R)(U
′)
is ρUU ′ = i
∗ : PMC lf,Qk (U ;R) → PMC
lf,Q
k (U
′;R) for all open U ′ ⊆ U ⊆
Y , with i : U ′ →֒ U the inclusion. Then we define MClf,Qk (Y ;R) to be the
sheafification of PMClf,Qk (Y ;R), and we define the locally finite rational M-
chains MC lf,Qk (Y ;R) to be the global sections MC
lf,Q
k (Y ;R)(Y ). As in (4.48),
we may write MC lf,Qk (Y ;R) as an inverse limit
MC lf,Qk (Y ;R)
∼= lim←−U : U ⊆ Y open, U¯ is compact
PMC lf,Qk (U ;R).
We define the locally finite rational M-homology groups MH lf,Q∗ (Y ;R) to be
the homology of
(
MC lf,Q∗ (Y ;R), ∂
)
. As in Theorem 4.45, locally finite ratio-
nal M-homology is a locally finite homology theory of manifolds, so there are
canonical, functorial isomorphisms MH lf,Q∗ (Y ;R) ∼= H lfk (Y ;R) for all Y, k.
5.1.5 Cup, cap and cross products, and Poincare´ duality
The analogues of §4.5–§4.7 and the proof of Proposition 4.50 in §7.9 also require
only cosmetic changes in the rational case. Thus we define cup products ∪, cap
products ∩, cross products ×, and Poincare´ duality morphisms Pd on rational
M-(co)chains and rational M-(co)homology, which as in Theorems 4.52, 4.60,
4.62 and Corollary 4.57 agree with the usual ∪,∩,×,Pd under the canonical
isomorphisms MHQk (Y ;R)
∼= Hk(Y ;R), . . . .
The maps Π : MC∗(Y ;R)→MCQ∗ (Y ;R), Π :MC
∗(Y ;R)→MC∗Q(Y ;R) in
(5.1) and (5.7) preserve the products ∪,∩,× at the (co)chain level. However, the
maps ι : MCQ∗ (Y ;R) → MC∗(Y ;R), ι : MC
∗
Q(Y ;R) −→ MC
∗(Y ;R) in (5.3)
and (5.7) do not preserve ∪,∩,× at the (co)chain level, since the averaging over
Sn in (5.3) is not compatible with the definitions of ∪,∩,× in §4.5–§4.6.
The most important new feature is that if Y is a manifold of dimension m
and [V, n, s, t] ∈ PMCkQ(Y ;R), [V
′, n′, s′, t′] ∈ PMClQ(Y ;R) are generators, so
that dimV = m+ n− k, dimV ′ = m+ n′ − l, then
[V , n, s, t] ∪ [V ′, n′, s′, t′] = (−1)ln
[
V ×t,Y,t′ V
′, n+ n′,
(s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t ◦ πV
]
= (−1)ln · (−1)(n−k)(n
′−l) · (−1)nn
′[
V ′ ×t′,Y,t V, n+ n
′,
(s′1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′ , s1 ◦ πV , . . . , sn ◦ πV ), t
′ ◦ πV ′
]
= (−1)kl[V ′, n′, s′, t′] ∪ [V, n, s, t], (5.8)
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where we use (4.61) in the first and third steps, and in the second step we use
the natural isomorphism of manifolds with corners cooriented over Y
V ×t,Y,t′ V
′ ∼= (−1)(dimV−dimY )(dimV
′−dimY ) V ′ ×t′,Y,t V,
by equation (3.3) and Assumption 3.17(m), and we apply relation Definition
5.1(iii) to [V ×t,Y,t′ V
′, n+n′, (s1 ◦πV , . . . , sn ◦πV , s
′
1 ◦πV ′ , . . . , s
′
n′ ◦πV ′), t◦πV ]
in PMCk+l(Y ;R) with permutation σ ∈ Sn+n′ mapping
σ : (1, 2, . . . , n, n+ 1, . . . , n+ n′) 7−→ (n+ 1, n+ 2, . . . , n+ n′, 1, 2, . . . , n),
which has sign(σ) = (−1)nn
′
.
By equation (5.8), for α ∈ PMCkQ(Y ;R), β ∈ PMC
l
Q(Y ;R) we have
α ∪ β = (−1)klβ ∪ α.
This descends to α in MCkQ(Y ;R) or MC
k
cs,Q(Y ;R) and β in MC
l
Q(Y ;R) or
MClcs,Q(Y ;R). So we have:
Proposition 5.7. For any Q-algebra R and any manifold Y, the cup products
∪ on (compactly-supported) rational M-cochains MC∗Q(Y ;R),MC
∗
cs,Q(Y ;R) are
supercommutative, at the cochain level.
Similarly, under the natural isomorphisms
MC∗Q(Y1 × Y2;R) ∼=MC
∗
Q(Y2 × Y1;R),
MCQ∗ (Y1 × Y2;R)
∼=MCQ∗ (Y2 × Y1;R),
the cross products on rational M-(co)chains are supercommutative:
× :MCkQ(Y1;R)×MC
l
Q(Y2;R) −→MC
k+l
Q (Y1 × Y2;R),
× :MCQk (Y1;R)×MC
Q
l (Y2;R) −→MC
Q
k+l(Y1 × Y2;R).
Note the contrast with integral M-cochains: as in Remark 4.54, the cup
product ∪ is generally not supercommutative on MC∗(Y ;R),MC∗cs(Y ;R) even
if R is a Q-algebra. We can now enhance Theorem 4.53 in §4.5 to work with
cdgas over R rather than dgas over R, yielding:
Theorem 5.8. For any Q-algebra R and manifold Y, the cdga
(
MC∗Q(Y ;R),
d,∪, IdY
)
over R is equivalent in cdga∞R to the ‘usual’ cdga over R associated
to Y in topology, as represented for instance by Sullivan’s cdga APL(Y ;R) of
polynomial differential forms on Y with coefficients in R, as in [20, §10(c)], [80],
or by the de Rham cdga
(
C∗dR(Y ;R), d,∧, 1Y
)
from Example 2.12 when R = R.
Therefore the rational homotopy type of Y, and topological invariants of Y
depending on the cdga up to equivalence, such as Massey products, may be com-
puted using the cdga
(
MC∗Q(Y ;R), d,∪, IdY
)
, and will give the correct answers
under the canonical isomorphism MH∗Q(Y ;R)
∼= H∗(Y ;R) from Theorem 5.6.
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5.2 De Rham M-homology and M-cohomology
We now define variants of M-(co)homology called de Rham M-(co)homology
MHdR∗ (Y ;R),MH
∗
dR(Y ;R), . . . , which include exterior forms ω on V in gener-
ators [V, n, s, t, ω], and generalize de Rham cohomology in Example 2.12. This
works for homology as well as cohomology. For simplicity we take the base ring
to be R = R, although we could extend to R any R-algebra in the obvious way.
As R is a Q-algebra we include the analogue of relation Definition 5.1(iii) in §5.1
throughout, which makes cup products supercommutative on cochains.
For the whole of §5.2, fix a category M˜anc satisfying Assumptions 3.12–
3.18 of §3.3, and Assumption 3.21 in §3.4, which defines k-forms ω ∈ Ωk(V ) on
manifolds with corners V ∈ M˜anc.
5.2.1 De Rham M-homology MHdR∗ (Y ;R)
Here is the analogue of the first half of Definition 4.1.
Definition 5.9. Let Y be a manifold. Consider quintuples (V, n, s, t, ω), where
V is an oriented manifold with corners (i.e. a pair (V, oV ) with V an object in
M˜anc and oV an orientation on V , usually left implicit), and n = 0, 1, . . . , and
s : V → Rn is a smooth map (morphism in M˜anc), and t : V → Y is a smooth
map, and ω ∈ Ωp(V ) is a p-form on V for p = 0, 1, . . . , as in Assumption 3.21,
such that the continuous map s|suppω : suppω → R
n is proper over an open
neighbourhood of 0 in Rn.
Define an equivalence relation ∼ on such quintuples by (V, n, s, t, ω) ∼ (V ′,
n′, s′, t′, ω′) if n = n′, and there exists an orientation-preserving diffeomorphism
f : V → V ′ with s = s′ ◦ f and t = t′ ◦ f and f∗(ω′) = ω. Write [V, n, s, t, ω] for
the ∼-equivalence class of (V, n, s, t, ω). We call [V, n, s, t, ω] a generator.
For each k ∈ Z, define the de Rham M-chains MCdRk (Y ;R) to be the R-
vector space generated by such [V, n, s, t, ω] with dimV = n+k+degω, subject
to the relations:
(i) For each generator [V, n, s, t, ω] and each i = 0, . . . , n we have
[V, n, s, t, ω] = (−1)n−i[V × R, n+ 1, s′, t ◦ πV , π
∗
V (ω)]
inMCdRk (Y ;R), where writing s = (s1, . . . , sn) : V → R
n with sj : V → R
and πV : V × R→ V , πR : V × R→ R for the projections, then
s′ = (s1 ◦ πV , . . . , si ◦ πV , πR, si+1 ◦ πV , . . . , sn ◦ πV ) : V × R −→ R
n+1,
and V × R has the product orientation from Assumption 3.17(f) of the
given orientation on V and the standard orientation on R.
(ii) Let I be a finite indexing set, ai ∈ R for i ∈ I, and [Vi, n, si, ti, ωi], i ∈ I
be generators for MCdRk (Y ;R), all with the same n. Suppose there exists
an open neighbourhood X of 0 in Rn, such that si|suppωi : suppωi → R
n
is proper over X for all i ∈ I, and the following condition holds:
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(∗) Suppose η ∈ C∞
(
Λn+kT ∗(Rn × Y )
)
is an (n + k)-form on Rn × Y
with supp η ⊆ K × Y for some compact subset K ⊆ X ⊆ Rn. Then∑
i∈I
ai
∫
Vi
(si, ti)
∗(η) ∧ ωi = 0 in R. (5.9)
Here (si, ti)
∗(η)∧ωi is a form of degree n+k+deg ωi = dimVi on Vi,
with supp[(si, ti)
∗(η) ∧ ωi] ⊆ (si, ti)−1[supp η] ∩ suppωi by Assump-
tion 3.21(c). Since πRn(supp η) ⊆ K ⊆ X ⊆ R
n for K compact and
si|suppωi : suppωi → R
n is proper overX , we see that (si, ti)
∗(η)∧ωi
is compactly-supported, so
∫
Vi
(si, ti)
∗(η) ∧ ωi is defined in R by As-
sumption 3.21(e), and (5.9) makes sense.
Then ∑
i∈I
ai [Vi, n, si, ti, ωi] = 0 in MC
dR
k (Y ;R).
(iii) For each generator [V, n, s, t, ω] with s = (s1, . . . , sn) : V → R
n and each
permutation σ ∈ Sn of 1, 2, . . . , n we have[
V, n, (s1, s2, . . . , sn), t, ω
]
= sign(σ) ·
[
V, n, (sσ(1), sσ(2), . . . , sσ(n)), t, ω
]
in MCdRk (Y ;R), where sign : Sn → {±1} is the usual group morphism.
Remark 5.10. (a) Relations (i),(iii) above are just Definition 4.1(i) and Defini-
tion 5.1(iii), with forms ω added in a trivial way. Relation (ii) replaces Definition
4.1(ii), but is significantly different. So to generalize §4 and §5.1 to de Rham M-
(co)homology, the main task is to rewrite the material using Definitions 4.1(ii),
4.18(ii) and 4.36(ii) in a nontrivial way, in particular the proofs of Propositions
4.3, 4.20 and 4.50 and Theorem 4.12 in §7.1, §7.4, §7.5 and §7.9, using relation
Definition 5.9(ii) and its M-cohomology analogue instead.
As an example, in Definition 5.11 below we show that ∂ on MCdR∗ (Y ;R) is
well defined, the analogue of the proof of Proposition 4.3 in §7.1. The proof is
rather easier in the de Rham case.
(b) As in Remark 4.4, here are some easy consequences of relation (ii). If
[V, n, s, t, ω] is a generator in MCdRk (Y ;R) then
[−V, n, s, t, ω] = −[V, n, s, t, ω],
where −V is V with the opposite orientation, if a, b ∈ R then
a[V, n, s, t, ω] + b[V, n, s, t, ω′] = [V, n, s, t, a ω + b ω′], (5.10)
and if [V1, n, s1, t1, ω1], [V2, n, s2, t2, ω2] are generators then
[V1∐V2, n, s1∐ s2, t1∐ t2, ω1∐ω2] = [V1, n, s1, t1, ω1]+ [V2, n, s2, t2, ω2]. (5.11)
Note that (5.10) implies that we can write a general element ofMCdRk (Y ;R)
as
∑
i∈I [Vi, ni, si, ti, ωi], omitting our usual factors ai ∈ R.
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(c) Let Y be oriented of dimension m and [V, n, s, t, ω] ∈ MCdRk (Y ;R) with
k 6 m. Suppose X is an open neighbourhood of 0 in Rn such that s|suppω :
suppω → Rn is proper over X (this is part of the definition of [V, n, s, t, ω]) and
(s, t) : V → Rn × Y is a submersion over X × Y (this is an extra assumption).
Give Rn×Y the product orientation from the standard orientation on Rn and
the orientation on Y , as in Assumption 3.17(f),(k). The orientations on V and
R
n×Y induce a coorientation on (s, t) : V → Rn×Y , as in Assumption 3.17(c).
Then (s, t)|s−1(X) : s
−1(X)→ X × Y is a cooriented submersion, and ω|s−1(X)
is a form on s−1(X) with (s, t)|suppω|
s−1(X)
: suppω|s−1(X) → X × Y proper,
so Assumption 3.21(f) defines a pushforward form
(
(s, t)|s−1(X)
)
∗(ω|s−1(X)) on
X × Y of degree dimY − k > 0. We claim that
[V, n, s, t, ω] =
[
X × Y, n, πX , πY ,
(
(s, t)|s−1(X)
)
∗(ω|s−1(X))
]
. (5.12)
This holds by Definition 5.9(ii), where if η is an (n+k)-form on Rn×Y with
supp η ⊆ K × Y for some compact K ⊆ X ⊆ Rn then equation (3.12) yields∫
V
(s, t)∗(η) ∧ ω =
∫
X×Y
η ∧
(
(s, t)|s−1(X)
)
∗(ω|s−1(X)),
and this is equivalent to Definition 5.9(ii)(∗) for (5.12).
(d) The signs in many formulae in this section, such as (5.9), (5.12), (5.13),
(5.19), (5.20), (5.22), (5.24), (5.25), (5.27), (5.29), (5.32), (5.36), (5.39), and
(5.50), depend on separate orientation conventions for homology and for coho-
mology. Our conventions were chosen to make the signs in (5.9), (5.12), (5.19),
(5.20), (5.25), (5.29) and (5.32) equal to 1. It seems that any convention must
give ugly-looking signs somewhere, such as in (5.22), (5.27), (5.39) and (5.50).
Following the second half of Definition 4.1, we define ∂ onMCdR∗ (Y ;R), and
de Rham M-homology MHdR∗ (Y ;R).
Definition 5.11. Define ∂ : MCdRk (Y ;R) → MC
dR
k−1(Y ;R) to be the R-linear
map such that for all generators [V, n, s, t, ω] of MCdRk (Y ;R) we have
∂[V, n, s, t, ω] = [∂V, n, s ◦ iV , t ◦ iV , i
∗
V (ω)] + (−1)
n+k[V, n, s, t, dω], (5.13)
where the orientation on ∂V is induced from that of V as in Assumption 3.17(h).
To show this is well defined, we have to show it takes relations (i)–(iii) in
MCdRk (Y ;R) to relations (i)–(iii) in MC
dR
k−1(Y ;R). For (i),(iii) this is obvious.
For (ii), suppose that
∑
i∈I ai [Vi, n, si, ti, ωi] = 0 in MC
dR
k (Y ;R) by (ii),
where (ii)(∗) holds for some open 0 ∈ X ⊆ Rn. We will show that∑
i∈I
ai[∂Vi, n, si ◦ iVi , ti ◦ iVi , i
∗
Vi(ωi)]
+
∑
i∈I
(−1)n+kai [Vi, n, si, ti, dωi] = 0 in MC
dR
k−1(Y ;R).
(5.14)
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Let η ∈ C∞
(
Λn+k−1T ∗(Rn × Y )
)
be an (n + k − 1)-form on Rn × Y with
supp η ⊆ K × Y for compact K ⊆ X ⊆ Rn. Then Assumption 3.21(g) gives∫
Vi
d[(si, ti)
∗(η) ∧ ωi] =
∫
∂Vi
i∗Vi((si, ti)
∗(η) ∧ ωi).
Rewriting this using Assumption 3.21(a),(b) yields∫
∂Vi
(si ◦ iVi , ti ◦ iVi)
∗(η) ∧ i∗Vi(ωi) + (−1)
n+k
∫
Vi
(si, ti)
∗(η) ∧ (dωi)
=
∫
Vi
(si, ti)
∗(dη) ∧ ωi.
(5.15)
Multiplying (5.15) by ai and summing over i ∈ I yields∑
i∈I
ai
∫
∂Vi
(si ◦ iVi , ti ◦ iVi)
∗(η) ∧ i∗Vi(ωi) +
∑
i∈I
(−1)n+kai
∫
Vi
(si, ti)
∗(η) ∧ (dωi)
=
∑
i∈I
ai
∫
Vi
(si, ti)
∗(dη) ∧ ωi. (5.16)
The r.h.s. of (5.16) is zero by Definition 5.9(ii)(∗) for
∑
i∈I ai [Vi, n, si, ti, ωi]
with dη in place of η. So the l.h.s. of (5.16) is zero, which proves Definition
5.9(ii)(∗) for the l.h.s. of (5.14). Thus relation (ii) in MCdRk−1(Y ;R) says that
(5.14) holds. Hence ∂ takes relation (ii) in MCdRk (Y ;R) to relation (ii) in
MCdRk−1(Y ;R), and is well defined.
For any generator [V, n, s, t, ω] in MCdRk (Y ;R) we have
∂ ◦ ∂[V, n, s, t, ω] = [∂2V, n, s ◦ iV ◦ i∂V , t ◦ iV ◦ i∂V , i
∗
∂V ◦ i
∗
V (ω)]
+ (−1)n+k−1[∂V, n, s ◦ iV , t ◦ iV , d ◦ i
∗
V (ω)]
+ (−1)n+k[∂V, n, s ◦ iV , t ◦ iV , i
∗
V (dω)] + (−1)
n+k(−1)n+k−1[V, n, s, t, d ◦ dω]
= [∂2V, n, s ◦ iV ◦ i∂V , t ◦ iV ◦ i∂V , i
∗
∂V ◦ i
∗
V (ω)], (5.17)
where in the second step, the second and third terms cancel as d◦i∗V (ω) = i
∗
V (dω)
and deg(dω) = degω + 1, and the fourth term is zero as d ◦ d = 0. Apply
Definition 5.9(ii) to [∂2V, n, s ◦ iV ◦ i∂V , t ◦ iV ◦ i∂V , i∗∂V ◦ i
∗
V (ω)]. Equation (5.9)
for suitable η ∈ C∞
(
Λn+kT ∗(Rn × Y )
)
becomes∫
∂2V
(s ◦ iV ◦ i∂V , t ◦ iV ◦ i∂V )
∗(η) ∧ (iV ◦ i∂V )
∗(ω) = 0. (5.18)
Assumptions 3.14(c) and 3.17(i) give an orientation-reversing diffeomorphism
σV : ∂
2V → ∂2V with σ2V = id∂2V and iV ◦ i∂V ◦ σV = iV ◦ i∂V . Using σ
∗
V we
see that the l.h.s. of (5.18) is minus itself, proving (5.18). So Definition 5.9(ii)(∗)
holds for
∑
i∈I ai [Vi, n, si, ti, ωi] = [∂
2V, n, s ◦ iV ◦ i∂V , t ◦ iV ◦ i∂V , i∗∂V ◦ i
∗
V (ω)],
and (ii) gives [∂2V, n, s ◦ iV ◦ i∂V , t ◦ iV ◦ i∂V , i
∗
∂V ◦ i
∗
V (ω)] = 0, and thus (5.17)
yields ∂ ◦ ∂[V, n, s, t, ω] = 0.
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Hence ∂ ◦ ∂ = 0 : MCdRk (Y ;R) → MC
dR
k−2(Y ;R), and
(
MCdR∗ (Y ;R), ∂
)
is
a chain complex. Define the de Rham M-homology groups MHdR∗ (Y ;R) to be
the homology of this chain complex.
If Y is compact and oriented with dimY = m, define the fundamental cycle
[Y ] = [Y, 0, 0, idY , 1Y ] ∈ MCdRm (Y ;R). Here V = Y has the given orientation,
and s = 0 : V → R0 is proper as Y is compact, and 1Y ∈ Ω0(Y ) is as in
Assumption 3.21(a). We have ∂[Y ] = 0 by (5.13) as ∂Y = ∅ and d1Y = 0, so
passing to homology gives the fundamental class [[Y ]] ∈MHdRm (Y ;R).
Here is the analogue of Lemma 4.5. It holds since in Definition 5.9(ii)(∗), if
k > dimY then C∞
(
Λn+kT ∗(Rn × Y )
)
= 0, so (∗) holds trivially, and (ii) says
that any element
∑
i∈I ai [Vi, n, si, ti, ωi] in MC
dR
k (Y ;R) is zero.
Lemma 5.12. For any manifold Y we have MCdRk (Y ;R) = 0 for k > dimY,
so that MHdRk (Y ;R) = 0 for k > dimY .
Here is the analogue of Definition 4.6.
Definition 5.13. Let f : Y1 → Y2 be a smooth map of manifolds. Define the
pushforward f∗ : MC
dR
k (Y1;R) → MC
dR
k (Y2;R) for k ∈ Z to be the unique
R-linear map defined on generators [V, n, s, t, ω] of MCk(Y1;R) by
f∗[V, n, s, t, ω] = [V, n, s, f ◦ t, ω]. (5.19)
To show f∗ is well-defined, we must show that it maps relations (i)–(iii) in
MCk(Y1;R) to relations (i)–(iii) in MCk(Y2;R). For (i),(iii) this is obvious.
For (ii), suppose
∑
i∈I ai [Vi, n, si, ti, ωi] = 0 in MCk(Y1;R) by relation (ii)
using open 0 ∈ X ⊆ Rn. Suppose η ∈ C∞
(
Λn+kT ∗(Rn × Y2)
)
with supp η ⊆
K × Y2 for some compact subset K ⊆ X ⊆ R
n. Then (idRn × f)∗(η) lies
in C∞
(
Λn+kT ∗(Rn × Y1)
)
with supp(idRn × f)∗(η) ⊆ K × Y1, so (5.9) with
(idRn × f)∗(η) in place of η yields∑
i∈I
ai
∫
Vi
(si, ti)
∗ ◦ (idRn × f)
∗(η) ∧ ωi = 0.
But this is (5.9) for
∑
i∈I ai [Vi, n, si, f ◦ ti, ωi], so Definition 5.9(ii) implies that∑
i∈I ai [Vi, n, si, f ◦ ti, ωi] = 0, and f
∗ maps (ii) to (ii), and is well defined.
Equations (5.13), (5.19) give f∗◦∂ = ∂◦f∗ :MCdRk (Y1;R)→MC
dR
k−1(Y2;R).
So the f∗ induce pushforwards f∗ :MH
dR
k (Y1;R)→MH
dR
k (Y2;R) on homology.
If g : Y2 → Y3 is another smooth map of manifolds then (g ◦ f)∗ = g∗ ◦ f∗, on
both de Rham M-chains MCdR∗ (Yi;R) and M-homology MH
dR
∗ (Yi;R). Also
(idY )∗ is the identity on both MC
dR
∗ (Y ;R) and MH
dR
∗ (Y ;R).
The material in §4.1 from Theorem 4.7 down to Lemma 4.11, and the proofs
of Theorem 4.7 in §7.2 and Proposition 4.9 in §7.3, all require only very straight-
forward modifications for the de Rham case, and we leave the details to the
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reader. For instance, in equation (7.10) in §7.2 we should instead write
ΠT,f−T∪U :MC
dR
k (T ∪ U ;R) −→MC
dR
k (T ;R),
ΠT,f−T∪U :
[
V, n, (s1, . . . , sn), t, ω
]
7−→
[
t−1(T )× (−∞, 0], n+ 1,
(s1 ◦ πt−1(T ), . . . , sn ◦ πt−1(T ), f ◦ πt−1(T ) + π(−∞,0]), t ◦ πt−1(T ), π
∗
t−1(T )(ω)
]
.
Therefore the complex of de Rham M-chains
(
MCdR∗ (Y ;R), ∂
)
is the global
sections of a complex
(
MCdR∗ (Y ;R), ∂
)
of flabby cosheaves of R-vector spaces
on Y , as in Theorem 4.7, and we have notions of relative de Rham M-chains
MCdRk (Y, Z;R) and M-homology MH
dR
k (Y, Z;R) for open Z ⊆ Y .
Here is the analogue of Theorem 4.12, proved in §8.1.
Theorem 5.14. We have MHdRk (∗;R) = 0 for all 0 6= k ∈ Z. There is
a canonical isomorphism MHdR0 (∗;R)
∼= R identifying the fundamental class
[[∗]] ∈MHdR0 (∗;R) with 1 ∈ R.
As for Theorem 4.13 we deduce:
Theorem 5.15. De Rham M-homology is a homology theory of manifolds.
There are canonical isomorphismsMHdRk (Y ;R)
∼= Hk(Y ;R), MHdRk (Y, Z;R)
∼=
Hk(Y, Z;R) for all Y, Z, k, preserving the f∗, ∂ and isomorphisms MH
dR
0 (∗;R)
∼= R ∼= H0(∗;R), where H∗(−;R) is any other homology theory of manifolds
over R, such as singular homology Hsi∗ (−;R).
Example 5.16. Let Y be a manifold and k ∈ Z. Define R-linear maps
F dRMhMh : MCk(Y ;R) −→MC
dR
k (Y ;R),
F dRMhQMh : MC
Q
k (Y ;R) −→MC
dR
k (Y ;R) by
F dRMhMh , F
dRMh
QMh : [V, n, s, t] 7−→ [V, n, s, t, 1V ] on generators [V, n, s, t].
(5.20)
We will show in Proposition 5.17 below that these are well defined.
Comparing (4.3), (5.13) and (5.20) and noting that d1V = 0 we see that
F dRMhMh ◦∂ = ∂◦F
dRMh
Mh :MCk(Y ;R)→MC
dR
k−1(Y ;R), and similarly for F
dRMh
QMh ,
so (5.20) induces morphisms
F dRMhMh : MHk(Y ;R) −→MH
dR
k (Y ;R),
F dRMhQMh : MH
Q
k (Y ;R) −→MH
dR
k (Y ;R).
(5.21)
These morphisms F dRMhMh , F
dRMh
QMh in (5.21) extend to relative homology, and
commute with pushforwards f∗ and continuation maps ∂ : MC
?
k(Y, Z;R) →
MC?k−1(Z;R). Since F
dRMh
Mh ([[∗]]) = F
dRMh
QMh ([[∗]]) = [[∗]], we see that F
dRMh
Mh :
MH0(∗;R) → MHdR0 (∗;R), F
dRMh
QMh : MH
Q
0 (∗;R) → MH
dR
0 (∗;R) are compat-
ible with the isomorphisms MH0(∗;R) ∼= MH
Q
0 (∗;R)
∼= MHdR0 (∗;R) ∼= R.
Thus by the last part of Theorem 2.3, the morphisms (5.21) are the canonical
isomorphisms from Theorem 5.15.
141
We can compose F dRMhMh : MCk(Y ;R) → MC
dR
k (Y ;R) in (5.20) with the
morphisms FMhssi : C
ssi
k (Y ;R) → MCk(Y ;R), Fˆ
Mh
ssi : Cˆ
ssi
k (Y ;R) → MCk(Y ;R)
from Examples 4.15 and 4.17 to get explicit morphisms of chain complexes lifting
the isomorphisms Hssi∗ (Y ;R)
∼=MHdR∗ (Y ;R), Hˆ
ssi
∗ (Y ;R)
∼=MHdR∗ (Y ;R) given
by Theorem 5.15.
The next proposition will be proved in §8.2.
Proposition 5.17. F dRMhMh , F
dRMh
QMh in (5.20) above are well defined.
5.2.2 De Rham M-cohomology MH∗dR(Y ;R)
Here are the de Rham analogues of Definitions 4.18 and 4.19.
Definition 5.18. Let Y be a manifold, of dimension m. Consider quintuples
(V, n, s, t, ω), where V is a manifold with corners (object in M˜anc), and n ∈ N,
and s : V → Rn is a smooth map (morphism in M˜anc), and t : V → Y is a
cooriented submersion (i.e. a pair (t, ct) of a submersion t : V → Y in M˜anc
and a coorientation ct for t, usually left implicit), and ω ∈ Ωp(V ) is a p-form
on V for p = 0, 1, . . . , as in Assumption 3.21, such that the continuous map
(s, t)|suppω : suppω → R
n×Y is proper over an open neighbourhood of {0}×Y
in Rn × Y .
Define an equivalence relation ∼ on such quintuples by (V, n, s, t, ω) ∼ (V ′,
n′, s′, t′, ω′) if n = n′, and there exists a diffeomorphism f : V → V ′ with
s = s′ ◦ f and t = t′ ◦ f and f∗(ω′) = ω such that the coorientations satisfy
ct = ct′ ◦ cf , where cf is the natural coorientation on f from Assumption
3.17(e). Write [V, n, s, t, ω] for the ∼-equivalence class of (V, n, s, t, ω). We call
[V, n, s, t, ω] a generator.
For each k ∈ Z, define the de Rham M-precochains PMCkdR(Y ;R) to be the
R-vector space generated by such [V, n, s, t, ω] with with dimV + k = degω +
m+ n, subject to the relations:
(i) For each generator [V, n, s, t, ω] and each i = 0, . . . , n we have
[V, n, s, t, ω] = (−1)n−i[V × R, n+ 1, s′, t ◦ πV , π
∗
V (ω)]
in PMCkdR(Y ;R), where writing s = (s1, . . . , sn) : V → R
n with sj : V →
R and πV : V × R→ V , πR : V × R→ R for the projections, then
s′ = (s1 ◦ πV , . . . , si ◦ πV , πR, si+1 ◦ πV , . . . , sn ◦ πV ) : V × R −→ R
n+1,
and t◦πV has coorientation ct◦πV = ct◦cπV , where ct is the given coorienta-
tion on t : V → Y , and cπV is the coorientation on πV : V ×R→ V induced
by the standard orientation on R, as in Assumption 3.17(d),(f),(k).
(ii) Let I be a finite indexing set, ai ∈ R for i ∈ I, and [Vi, n, si, ti, ωi],
i ∈ I be generators for PMCkdR(Y ;R), all with the same n. Suppose
there exists an open neighbourhood X of {0} × Y in Rn × Y , such that
(si, ti)|suppωi : suppωi → R
n × Y is proper over X for all i ∈ I, and the
following condition holds:
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(∗) Suppose V ′ is an oriented manifold of dimension l, t′ : V ′ → Y is
smooth, and η ∈ C∞
(
Λl+n−kT ∗(Rn × V ′)
)
with supp η a compact
subset of (idRn × t′)−1(X) ⊆ R
n × V ′. Then∑
i∈I
(−1)l degωi+degωi(degωi−1)/2ai ·∫
Vi×ti,Y,t′V
′
(si ◦ πVi , πV ′)
∗(η) ∧ π∗Vi(ωi) = 0.
(5.22)
Here the fibre product Vi ×ti,Y,t′ V
′ exists in M˜anc by Assumption
3.16(c)) as ti : Vi → Y is a submersion, with dimension
dimVi + dimV
′ − dimY = (degωi +m+ n− k) + l −m
= degωi + l+ n− k,
and Assumption 3.17(l) gives it an orientation by combining the
coorientation cti on ti and the orientation on V
′. By supp η compact
in (idRn × t′)−1(X), and (si, ti)|suppωi : suppωi → R
n × Y proper
over X , and equation (3.8), we see that (si ◦ πVi , πV ′)
∗(η) ∧ π∗Vi(ωi)
is compactly-supported in Vi ×Y V ′, so that (5.22) is well defined by
Assumption 3.21(e).
Then ∑
i∈I
ai [Vi, n, si, ti, ωi] = 0 in PMC
k
dR(Y ;R).
(iii) For each generator [V, n, s, t, ω] with s = (s1, . . . , sn) : V → R
n and each
permutation σ ∈ Sn of 1, 2, . . . , n we have[
V, n, (s1, s2, . . . , sn), t, ω
]
= sign(σ) ·
[
V, n, (sσ(1), sσ(2), . . . , sσ(n)), t, ω
]
in PMCkdR(Y ;R), where sign : Sn → {±1} is the usual group morphism.
As in Remark 5.10(b), some consequences of relation (ii) in PMCkdR(Y ;R)
are equations (5.10)–(5.11) and the analogue of (4.18):[
V, n, s, (t,−ct), ω
]
= −
[
V, n, s, (t, ct), ω
]
. (5.23)
Definition 5.19. For each manifold Y and k ∈ Z, as in equation (5.13) let
d : PMCkdR(Y ;R)→ PMC
k+1
dR (Y ;R) be the unique R-linear map with
d[V, n, s, t, ω] = [∂V, n, s◦ iV , t◦ iV , i
∗
V (ω)]+(−1)
k+n+degω[V, n, s, t, dω], (5.24)
for all generators [V, n, s, t, ω], where the coorientation on t◦iV is ct◦iV = ct◦ciV ,
for ct the given coorientation on t, and ciV the coorientation for iV : ∂V → V
from Assumption 3.17(h). We show that d is well-defined with d ◦ d = 0 by
similar proofs to those for ∂ in Definition 5.11.
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Define the identity precocycle IdY = [Y, 0, 0, idY , 1Y ] in PMC0dR(Y ;R). Here
t = idY : Y → Y has the coorientation from Assumption 3.17(e), and (s, t) :
Y → R0 × Y is proper. We have d IdY = 0 as ∂Y = ∅ and d1Y = 0.
Suppose f : Y1 → Y2 is a smooth map of manifolds. For each k ∈ Z, define
the pullback f∗ : PMCkdR(Y2;R) → PMC
k
dR(Y1;R) to be the unique R-linear
map acting on generators [V, n, s, t, ω] of PMCkdR(Y2;R) by
f∗[V, n, s, t, ω]=[V ′, n, s′, t′, ω′] :=
[
V ×t,Y2,f Y1, n, s ◦ πV , πY1 , π
∗
V (ω)
]
, (5.25)
where V ′ = V ×t,Y2,f Y1 is the fibre product in M˜an
c, which exists by Assump-
tion 3.16(c) as Y2 is a manifold and t a submersion, with projections πV : V
′ → V
and πY1 : V
′ → Y1. Here t′ = πY1 : V
′ → Y1 is a submersion by Assumption
3.16(c), and has a coorientation ct′ determined by the given coorientation ct on
t : V → Y2 by Assumption 3.17(l).
To show that f∗ is well defined (the analogue of Proposition 4.20), we have
to show that it maps relations Definition 5.18(i)–(iii) in PMCkdR(Y2;R) to re-
lations (i)–(iii) in PMCkdR(Y1;R). For (i) this is obvious, as (V ×R)×t◦πV ,Y2,f
Y1 ∼= (V ×t,Y2,f Y1) × R, and for (iii) it is also obvious. For (ii), suppose∑
i∈I ai [Vi, n, si, ti, ωi] = 0 in PMC
k
dR(Y2;R) by relation (ii), using open {0}×
Y2 ⊆ X2 ⊆ R
n × Y2. Define X1 = (idRn × f)−1(X2) ⊆ R
n × Y1. Then X1 is an
open neighbourhood of {0} × Y1 in R
n × Y1.
Let V ′ be an oriented manifold of dimension l, t′ : V ′ → Y1 be smooth, and
η ∈ C∞
(
Λl+n−kT ∗(Rn × V ′)
)
with supp η compact in (idRn × t′)−1(X1). Then∑
i∈I
(−1)l degωi+degωi(degωi−1)/2ai ·∫
(Vi×Y2Y1)×Y1V
′
(si ◦ πVi ◦ πVi×Y2Y1 , πV ′)
∗(η) ∧ (π∗Vi×Y2Y1 ◦ π
∗
Vi(ωi))
=
∑
i∈I
(−1)l degωi+degωi(degωi−1)/2ai ·∫
Vi×ti,Y2,f◦t′V
′
(si ◦ πVi , πV ′)
∗(η) ∧ π∗Vi(ωi) = 0,
(5.26)
using the natural isomorphism (Vi ×Y2 Y1)×Y1 V
′ ∼= Vi ×Y2 V
′ of fibre products
in the first step, and (5.22) for
∑
i∈I ai [Vi, n, si, ti, ωi] = 0 in PMC
k
dR(Y2;R)
with f ◦ t′ in place of t′ in the second. But (5.26) is condition (ii)(∗) for∑
i∈I
ai f
∗[Vi, n, si, ti, ωi] =
∑
i∈I
ai
[
Vi ×ti,Y2,f Y1, n, si ◦ πV , πY1 , π
∗
V (ωi)
]
= 0
in PMCkdR(Y1;R). Hence f
∗ takes relation (ii) in PMCkdR(Y2;R) to relation (ii)
in PMCkdR(Y1;R), and f
∗ is well defined.
From (5.24) and (5.25) we see that f∗ ◦ d = d ◦ f∗ : PMCkdR(Y2;R) →
PMCk+1dR (Y1;R). As Y2 ×idY2 ,Y2,f Y1
∼= Y1, we also see that f∗(IdY2) = IdY1 .
If g : Y2 → Y3 is another smooth map of manifolds then as
(V ×t,Y3,g Y2)×πY2 ,Y2,f Y1
∼= V ×t,Y3,g◦f Y1,
144
we see from (5.25) that (g ◦ f)∗ = f∗ ◦ g∗ : PMCkdR(Y3;R) → PMC
k
dR(Y1;R).
Also id∗Y is the identity. Thus, pullbacks f
∗ are contravariantly functorial.
The material in §4.2 from Proposition 4.21 down to Lemma 4.28, and the
proofs of Propositions 4.21 and 4.26 in §7.6–§7.7, all require only very straight-
forward modifications for the de Rham case, and we leave the details to the
reader. For instance, in equation (7.73) in §7.6 we should instead write
ΠT∪UT,f− : PMC
k
dR(T ;R) −→ PMC
k
dR(T ∪ U ;R),
ΠT∪UT,f− :
[
V, n, (s1, . . . , sn), t, ω
]
7−→
[
V × (−∞, 0], n+ 1,
(s1 ◦ πV , . . . , sn ◦ πV , f ◦ πV + π(−∞,0]), t ◦ πV , π
∗
V (ω)
]
.
Thus, as in Definition 4.22 we define a soft, strong presheaf PMCkdR(Y ;R) of
R-vector spaces on Y , with PMCkdR(Y ;R)(U) = PMC
k
dR(U ;R) for all open U ⊆
Y . We writeMCkdR(Y ;R) for the sheafification of PMC
k
dR(Y ;R), a soft sheaf of
R-vector spaces on Y , and we define the de Rham M-cochains MCkdR(Y ;R) =
MCkdR(Y ;R)(Y ) to be its global sections. ThenMC
k
dR(Y ;R)(U)=MC
k
dR(U ;R)
for all open U ⊆ Y , and as in (4.23) we have a canonical isomorphism
MCkdR(Y ;R)
∼= lim←−U : U ⊆ Y open, U¯ is compact
PMCkdR(U ;R).
We write Π : PMCkdR(Y ;R)→MC
k
dR(Y ;R) for the projection coming from
sheafification, and we use the same notation for elements of PMCkdR(Y ;R),
such as generators [V, n, s, t, ω], and for their images under Π. So we have
the identity cocycle IdY ∈ MC0dR(Y ;R), the image of IdY ∈ PMC
0
dR(Y ;R).
Equations (5.10), (5.11) and (5.23) hold for generators in MCkdR(Y ;R).
Differentials d on PMC∗dR(Y ;R) descend to differentials d :MC
k
dR(Y ;R)→
MCk+1dR (Y ;R) with d ◦ d = 0, given on generators by (5.24). We define the de
Rham M-cohomology groups MH∗dR(Y ;R) to be the cohomology of the cochain
complex
(
MC∗dR(Y ;R), d
)
. Then IdY in MC
0
dR(Y ;R) defines the identity coho-
mology class [IdY ] ∈MH0dR(Y ;R).
If f : Y1 → Y2 is a smooth map of manifolds, then pullbacks f∗ on M-
precochains descend to pullbacks f∗ : MCkdR(Y2;R) → MC
k
dR(Y1;R), given
on generators by (5.25). These satisfy f∗ ◦ d = d ◦ f∗ : MCkdR(Y2;R) →
MCk+1dR (Y1;R), and so induce pullbacks f
∗ : MHkdR(Y2;R) → MH
k
dR(Y1;R)
on de Rham M-cohomology. Both pullbacks are contravariantly functorial. As
in Definition 4.25 we define relative de Rham M-cochains
(
MC∗dR(Y, Z;R), d
)
and relative de Rham M-cohomology MH∗dR(Y, Z;R), for Z ⊆ Y open.
Continuing in §4.2 from Lemma 4.28, note that the de Rham analogue of
(4.33) is not obvious. The isomorphism MC−kdR (∗;R)
∼= PMC−kdR (∗;R) holds, as
presheaves on a point ∗ are sheaves, so sheafifying does not change anything.
For the isomorphism PMC−kdR (∗;R)
∼= MCdRk (∗;R), define a morphism
Pd : PMC−kdR (∗;R) −→MC
dR
k (∗;R) by
Pd : [V, n, s, t, ω] 7−→ (−1)degω(degω−1)/2 [V, n, s, t, ω]
(5.27)
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on generators [V, n, s, t, ω] in PMC−kdR (∗;R). Equation (5.27) is actually the
Poincare´ duality morphism for Y = ∗, as in §4.7, and may be written as Pd :
α 7→ [α] ∩ [∗] for the cap product ∩ defined in (5.50) below.
We claim that Pd in (5.27) is well defined, and an isomorphism. Up to
sign, it gives a 1-1 correspondence between generators of PMC−kdR (∗;R) and
generators of MCdRk (∗;R). Also Pd maps relations (i),(iii) in PMC
−k
dR (∗;R) to
relations (i),(iii) in MCdRk (∗;R). But there is apparently a difference between
the image under Pd of Definition 5.18(ii) for PMC−kdR (∗;R), and Definition
5.9(ii) for MCdRk (∗;R).
In fact relation (ii) in PMC−kdR (∗;R) and MC
dR
k (∗;R) are equivalent under
Pd. For Definition 5.18(ii)(∗) with V ′ = ∗ and t′ = id∗ reduces to Definition
5.9(ii)(∗), so that Definition 5.18(ii)(∗) implies Definition 5.9(ii)(∗). But also,
when Y = ∗, in the situation of Definition 5.18(ii)(∗) we have∑
i∈I
(−1)l degωi+degωi(degωi−1)/2ai
∫
Vi×V ′
(si ◦ πVi , πV ′)
∗(η) ∧ π∗Vi(ωi)
=
∑
i∈I
(−1)(n−k) degωi+degωi(degωi−1)/2ai
∫
Vi×V ′
π∗Vi(ωi) ∧ (si ◦ πVi , πV ′)
∗(η)
=
∑
i∈I
(−1)(n−k) degωi+degωi(degωi−1)/2ai
∫
Vi
ωi ∧ (πVi)∗ ◦ (si ◦ πVi , πV ′)
∗(η)
=
∑
i∈I
(−1)degωi(degωi−1)/2ai
∫
Vi
(πVi)∗ ◦ (si ◦ πVi , πV ′)
∗(η) ∧ ωi, (5.28)
using (3.12) in the third step. Since the last line of (5.28) is (5.9) with (πVi)∗ ◦
(si◦πVi , πV ′)
∗(η) in place of η applied to Pd
(∑
i∈I ai [Vi, n, si, ti, ωi]
)
, Definition
5.9(ii)(∗) implies Definition 5.18(ii)(∗) under Pd.
Thus Pd is a well defined isomorphism, and the de Rham analogue of (4.33)
holds. Also ∂ ◦ Pd = Pd ◦d by equations (5.13), (5.24) and (5.27), so we have
canonical isomorphisms MHdRk (∗;R)
∼= MH−kdR (∗;R) for k ∈ Z, and Axiom
2.7(vii) for de Rham M-cohomology follows from Theorem 5.14. As for Theorem
4.29, from Theorem 2.8 we deduce:
Theorem 5.20. De Rham M-cohomology is a cohomology theory of manifolds.
There are canonical isomorphisms MHkdR(Y ;R)
∼=Hk(Y ;R), MHkdR(Y, Z;R)
∼=
Hk(Y, Z;R) for all Y, Z, k, preserving the f∗, d and isomorphisms MH0dR(∗;R)
∼= R ∼= H0(∗;R), where H∗(−;R) is any other cohomology theory of manifolds
over R, such as singular or de Rham cohomology H∗si(Y ;R), H
∗
dR(Y ;R).
As in Definition 4.30 we define a sheaf morphism iY : RY →MC
0
dR(Y ;R) on
each manifold Y by (4.35), where now the IdUa ∈ MC
0
dR(Ua;R) are as above.
Then as in Theorem 4.31 we may show that
0 // RY
iY //MC0dR(Y ;R)
d //MC1dR(Y ;R)
d //MC2dR(Y ;R)
d // · · ·
is an exact sequence of sheaves on Y , so that MC•dR(Y ;R) =
(
MC∗dR(Y ;R), d
)
is a soft resolution of RY .
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Here is the analogue of Example 5.16.
Example 5.21. Let Y be a manifold and k ∈ Z. Define R-linear maps
F dRMcMc : PMC
k(Y ;R) −→ PMCkdR(Y ;R),
F dRMcQMc : PMC
k
Q(Y ;R) −→ PMC
k
dR(Y ;R) by
F dRMcMc , F
dRMc
QMc : [V, n, s, t] 7−→ [V, n, s, t, 1V ] on generators [V, n, s, t].
(5.29)
We prove these are well defined following the proof of Proposition 5.17 in
§8.2, but with one extra step. The issue is to show that F dRMcMc , F
dRMc
QMc take rela-
tion Definition 4.18(ii) in PMCk? (Y ;R) to Definition 5.18(ii) in PMC
k
dR(Y ;R).
Now Definition 5.18(ii) involves a smooth map t′ : V ′ → Y , which does not occur
in §8.2. The proof of Proposition 4.20 in §7.5 shows that t′∗ : PMCk? (Y ;R)→
PMCk? (V
′;R) maps relation (ii) in PMCk? (Y ;R) to (ii) in PMC
k
? (V
′;R). We
then use the argument of §8.2 to show that this pullback of (ii) in PMCk? (V
′;R)
implies Definition 5.18(ii)(∗) for this t′ : V ′ → Y , so that F dRMcMc , F
dRMc
QMc do map
relation (ii) to relation (ii), and are well defined.
Comparing (4.21) and (5.25), we see that F dRMcMc , F
dRMc
QMc commute with pull-
backs f∗ on PMCk(−;R) and PMCkdR(−;R). Therefore they induce morphisms
F dRMcMc : PMC
k(Y ;R) −→ PMCkdR(Y ;R),
F dRMcQMc : PMC
k
Q(Y ;R) −→ PMC
k
dR(Y ;R)
of presheaves on Y , so sheafifying gives morphisms
F dRMcMc :MC
k(Y ;R) −→MCkdR(Y ;R),
F dRMcQMc :MC
k
Q(Y ;R) −→MC
k
dR(Y ;R)
of sheaves on Y , and taking global sections gives R-linear maps
F dRMcMc :MC
k(Y ;R) −→MCkdR(Y ;R),
F dRMcQMc :MC
k
Q(Y ;R) −→MC
k
dR(Y ;R).
(5.30)
Comparing (4.20), (5.24) and (5.29) and noting that deg 1V = d1V = 0 we
see that F dRMcMc ◦d = d◦F
dRMc
Mc : PMC
k(Y ;R)→ PMCk+1dR (Y ;R), and similarly
for F dRMcQMc . These descend to the sheafifications, so (5.30) induces morphisms
F dRMcMc :MH
k(Y ;R) −→MHkdR(Y ;R),
F dRMcQMc :MH
k
Q(Y ;R) −→MH
k
dR(Y ;R).
(5.31)
These F dRMcMc , F
dRMc
QMc in (5.31) extend to relative cohomology, and commute with
pullbacks f∗ and continuation maps. Also F dRMcMc :MH
0(∗;R)→MH0dR(∗;R),
F dRMcQMc : MH
0
Q(∗;R) → MH
0
dR(∗;R) are compatible with the isomorphisms
MH0(∗;R) ∼= MH0Q(∗;R)
∼= MH0dR(∗;R)
∼= R. Thus by Theorem 2.8, (5.31)
are the canonical isomorphisms from Theorem 5.20.
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Example 5.22. Let Y be a manifold of dimension m, and let the de Rham
cochains
(
C∗dR(Y ;R), d
)
and cohomology H∗dR(Y ;R) be as in Example 2.12.
For k = 0, 1, . . . , define
F dRMcdR : C
k
dR(Y ;R) −→MC
k
dR(Y ;R) by
F dRMcdR : ω 7−→ [Y, 0, 0, idY , ω].
(5.32)
Here t = idY : Y → Y has the coorientation cidY from Assumption 3.17(e),
and ω ∈ CkdR(Y ;R) = Ω
k(Y ) is a k-form on V = Y , and (0, idY )|suppω :
suppω → R0×Y is automatically proper, so that [Y, 0, 0, idY , ω] is a generator of
PMCkdR(Y ;R) (and henceMC
k
dR(Y ;R)) by Definition 5.18. Thus F
dRMc
dR is well
defined. Equations (5.10) and (5.24) imply that F dRMcdR is R-linear, with F
dRMc
dR ◦
d = d ◦ F dRMcdR : C
k
dR(Y ;R)→MC
k+1
dR (Y ;R), so F
dRMc
dR induces morphisms
F dRMcdR : H
k
dR(Y ;R) −→MH
k
dR(Y ;R) (5.33)
on cohomology. These extend to relative cohomology, and commute with pull-
backs f∗ and continuation maps. Also F dRMcdR : H
0
dR(∗;R) → MH
0
dR(∗;R) is
compatible with the isomorphisms H0dR(∗;R)
∼= R ∼= MH0dR(∗;R). Thus by
Theorem 2.8, (5.33) are the canonical isomorphisms from Theorem 5.20.
Examples 5.21 and 5.22 show that we can think of de Rham M-cohomology
MH∗dR(−;R) as a common generalization of rational M-cohomologyMH
∗
Q(−;R)
and de Rham cohomology H∗dR(−;R).
5.2.3 Compactly-supported de Rham M-cohomology MH∗cs,dR(Y ;R)
Section 4.3 extends to de Rham M-cohomology in a straightforward way. As
in Definition 4.32, for Y a manifold and k ∈ Z, we define the compactly-
supported de Rham M-cochains MCkcs,dR(Y ;R) to be the R-vector subspace
MCkcs,dR(Y ;R)⊆MC
k
dR(Y ;R) of compactly-supported sections ofMC
k
dR(Y ;R).
ThenMCkcs,dR(Y ;R) is the global sections of a flabby cosheafMC
k
cs,dR(Y ;R)
of R-vector spaces associated to the c-soft sheafMCkdR(Y ;R) by Theorem 2.34.
The morphisms d : MCkdR(Y ;R) → MC
k+1
dR (Y ;R) from §5.2.2 restrict to d :
MCkcs,dR(Y ;R) → MC
k+1
cs,dR(Y ;R) with d ◦ d = 0. Hence
(
MC∗cs,dR(Y ;R), d
)
is a cochain complex. Define the compactly-supported de Rham M-cohomology
groups MH∗cs,dR(Y ;R) to be the cohomology of this cochain complex.
Suppose f : Y1 → Y2 is a proper smooth map of manifolds. Then the
pullback f∗ :MCkdR(Y2;R)→MC
k
dR(Y1;R) from §5.2.2 restricts to the pullback
f∗ : MCkcs,dR(Y2;R) → MC
k
cs,dR(Y1;R). These satisfy d ◦ f
∗ = f∗ ◦ d, and so
induce f∗ : MHkcs,dR(Y2;R)→MH
k
cs,dR(Y1;R), as in Property 2.13(b).
If U ⊆ Y is open and i : U →֒ Y is the inclusion, then as for the morphism
σUY : MCkcs,dR(Y ;R)(U) → MC
k
cs,dR(Y ;R)(Y ) defined in Theorem 2.34(a),
there is an injective pushforward i∗ : MC
k
cs,dR(U ;R) → MC
k
cs,dR(Y ;R), such
that if α ∈ MCkcs,dR(U ;R) then i∗(α) ∈ MC
k
cs,dR(Y ;R) is the unique element
with i∗(α)|U = α and i∗(α)|Y \suppα = 0. These satisfy d ◦ i∗ = i∗ ◦ d, and
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so induce i∗ : MH
k
cs,dR(U ;R) → MH
k
cs,dR(Y ;R), as in Property 2.13(c). Since
MC•dR(Y ;R) is a soft resolution of RY by §5.2.2, as in Theorem 4.33 we deduce:
Theorem 5.23. Compactly-supported de Rham M-cohomology is a compactly-
supported cohomology theory of manifolds. As in (4.42) there are canonical iso-
morphismsMHkcs,dR(Y ;R)
∼= Hkcs(Y ;R) for all Y, k, preserving the data Π, f
∗, i∗
in Property 2.13(a)–(c) and the isomorphisms MH0cs,dR(∗;R)
∼= R ∼= H0cs(∗;R),
where H∗cs(−;R) is any other compactly-supported cohomology theory of mani-
folds over R, such as compactly-supported singular cohomology H∗cs,si(Y ;R) in
Example 2.15, or compactly-supported de Rham cohomology H∗cs,dR(Y ;R) in
Example 2.17.
Example 5.24. (a) The morphisms F dRMcMc : MC
k(Y ;R)→MCkdR(Y ;R) from
Example 5.21 for k ∈ Z restrict to morphisms
F cs,dRMccs,Mc :MC
k
cs(Y ;R) −→MC
k
cs,dR(Y ;R). (5.34)
These satisfy d ◦ F cs,dRMccs,Mc = F
cs,dRMc
cs,Mc ◦ d, and so induce morphisms
F cs,dRMccs,Mc :MH
k
cs(Y ;R) −→MH
k
cs,dR(Y ;R). (5.35)
Since (5.34) comes from a morphism F dRMcMc :MC
•(Y ;R)→MC•dR(Y ;R) of soft
resolutions of RY acting as the identity on RY , facts about sheaf cohomology
imply that (5.35) are the canonical isomorphisms from Theorem 5.23.
(b) The morphisms F dRMcdR : C
k
dR(Y ;R)→MC
k
dR(Y ;R) from Example 5.22 for
k ∈ restrict to morphisms
F cs,dRMccs,dR : C
k
cs,dR(Y ;R) −→MC
k
cs,dR(Y ;R).
These induce morphisms
F cs,dRMccs,dR : H
k
cs,dR(Y ;R) −→MH
k
cs,dR(Y ;R),
which are the canonical isomorphisms from Theorem 5.23.
Let Y be a manifold, k ∈ Z, and [V, n, s, t, ω] ∈MCkdR(Y ;R) be a generator
of MCkdR(Y ;R), in the sense of §5.2.2. We say that [V, n, s, t, ω] is a compact
generator if s|suppω : suppω → R
n is proper over an open neighbourhood of
0 in Rn. This implies that (s, t)|suppω : suppω → R
n × Y is proper over an
open neighbourhood of {0} × Y in Rn × Y , as assumed in Definition 5.18. By
a similar proof to that of Proposition 4.35 in §7.8, we can show:
Proposition 5.25. Let Y be a manifold and k ∈ Z. Then as an R-vector
space, MCkcs,dR(Y ;R) is generated by compact generators [V, n, s, t, ω], subject
only to relations Definition 5.18(i)–(iii) applied to compact generators.
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5.2.4 Locally finite de Rham M-homology MH lf,dR∗ (Y ;R)
Here is the de Rham analogue of Definition 4.36. It follows Definition 5.9, except
for the properness conditions, which match those in Definition 5.18.
Definition 5.26. Let Y be a manifold. Consider quintuples (V, n, s, t, ω), where
V is an oriented manifold with corners (i.e. a pair (V, oV ) with V an object in
M˜anc and oV an orientation on V , usually left implicit), and n = 0, 1, . . . , and
s : V → Rn is a smooth map (morphism in M˜anc), and t : V → Y is a smooth
map, and ω ∈ Ωp(V ) is a p-form on V for p = 0, 1, . . . , as in Assumption 3.21,
such that (s, t)|suppω : suppω → R
n × Y is proper over an open neighbourhood
of {0} × Y in Rn × Y .
Define an equivalence relation ∼ on such quintuples by (V, n, s, t, ω) ∼ (V ′,
n′, s′, t′, ω′) if n = n′, and there exists an orientation-preserving diffeomorphism
f : V → V ′ with s = s′ ◦ f and t = t′ ◦ f and f∗(ω′) = ω. Write [V, n, s, t, ω] for
the ∼-equivalence class of (V, n, s, t, ω). We call [V, n, s, t, ω] a generator.
For k ∈ Z, define the locally finite de Rham M-prechains PMC lf,dRk (Y ;R) to
be the R-vector space generated by such [V, n, s, t, ω] with dimV = n+k+degω,
subject to the relations:
(i) For each generator [V, n, s, t, ω] and each i = 0, . . . , n we have
[V, n, s, t, ω] = (−1)n−i[V × R, n+ 1, s′, t ◦ πV , π
∗
V (ω)]
in PMC lf,dRk (Y ;R), where writing s = (s1, . . . , sn) : V → R
n with sj :
V → R and πV : V × R→ V , πR : V × R→ R for the projections, then
s′ = (s1 ◦ πV , . . . , si ◦ πV , πR, si+1 ◦ πV , . . . , sn ◦ πV ) : V × R −→ R
n+1,
and V × R has the product orientation from Assumption 3.17(f) of the
given orientation on V and the standard orientation on R.
(ii) Let I be a finite indexing set, ai ∈ R for i ∈ I, and [Vi, n, si, ti, ωi],
i ∈ I be generators for PMC lf,dRk (Y ;R), all with the same n. Suppose
there exists an open neighbourhood X of {0} × Y in Rn × Y , such that
(si, ti)|suppωi : suppωi → R
n × Y is proper over X for all i ∈ I, and the
following condition holds:
(∗) Suppose η ∈ C∞
(
Λn+kT ∗(Rn × Y )
)
is an (n + k)-form on Rn × Y
with supp η a compact subset of X ⊆ Rn × Y . Then∑
i∈I
ai
∫
Vi
(si, ti)
∗(η) ∧ ωi = 0 in R. (5.36)
Here (si, ti)
∗(η) ∧ ωi is a form of degree n+ k + degωi = dim Vi on
Vi, with supp[(si, ti)
∗(η) ∧ ωi] ⊆ (si, ti)−1[supp η] ∩ suppωi by As-
sumption 3.21(c). Since (si, ti)|suppωi : suppωi → R
n × Y is proper
over X and supp η ⊆ X is compact, we see that (si, ti)∗(η) ∧ ωi is
compactly-supported, so
∫
Vi
(si, ti)
∗(η) ∧ ωi is defined in R by As-
sumption 3.21(e), and (5.36) makes sense.
150
Then ∑
i∈I
ai [Vi, n, si, ti, ωi] = 0 in PMC
lf,dR
k (Y ;R).
(iii) For each generator [V, n, s, t, ω] with s = (s1, . . . , sn) : V → R
n and each
permutation σ ∈ Sn of 1, 2, . . . , n we have[
V, n, (s1, s2, . . . , sn), t, ω
]
= sign(σ) ·
[
V, n, (sσ(1), sσ(2), . . . , sσ(n)), t, ω
]
in PMC lf,dRk (Y ;R), where sign : Sn → {±1} is the usual group morphism.
Define ∂ : PMC lf,dRk (Y ;R) → PMC
lf,dR
k−1 (Y ;R) to be the unique R-linear
map satisfying (5.13) on generators [V, n, s, t, ω]. As in Definition 5.11, it is
well-defined, with ∂ ◦ ∂ = 0 : PMC lf,dRk (Y ;R)→ PMC
lf,dR
k−2 (Y ;R).
Let f : Y1 → Y2 be a proper smooth map of manifolds. Define f∗ :
PMC lf,dRk (Y1;R)→ PMC
lf,dR
k (Y2;R) to be the unique R-linear morphism act-
ing on generators [V, n, s, t, ω] by (5.19). We need f proper so that (s, t)|suppω :
suppω → Rn× Y1 proper near {0}×Y1 in R
n×Y1 implies that (s, f ◦ t)|suppω :
suppω → Rn×Y2 is proper near {0}×Y2 in R
n×Y2. Then f∗ is well-defined as
in Definition 5.13, with ∂ ◦ f∗ = f∗ ◦ ∂ : PMC
lf,dR
k (Y1;R)→ PMC
lf,dR
k−1 (Y2;R).
Let Y be a manifold and U ⊆ Y an open set, with i : U →֒ Y the inclu-
sion. Define i∗ : PMC lf,dRk (Y ;R)→ PMC
lf,dR
k (U ;R) to be the unique R-linear
morphism acting on generators [V, n, s, t, ω] by
i∗ : [V, n, s, t, ω] 7−→ [V ′, n, s′, t′, ω′]
:=
[
t−1(U), n, s|t−1(U), t|t−1(U), ω|t−1(U)
]
.
(5.37)
Then (s, t)|suppω : suppω → R
n×Y proper near {0}×Y in Rn×Y implies that
(s′, t′)|suppω′ : suppω′ → R
n×U is proper near {0}×U in Rn×U , so the r.h.s.
of (5.37) is a generator of PMC lf,dRk (U ;R). Clearly i
∗ takes relations (i)–(iii) in
PMC lf,dRk (Y ;R) to relations (i)–(iii) in PMC
lf,dR
k (U ;R), so is well-defined. Also
∂◦i∗ = i∗◦∂ : PMC lf,dRk (Y ;R)→ PMC
lf,dR
k−1 (U ;R), and if j : U
′ →֒ U is another
open inclusion then j∗ ◦ i∗ = (i ◦ j)∗ : PMC lf,dRk (Y ;R)→ PMC
lf,dR
k (U
′;R).
If Y is oriented with dim Y = m, we define the fundamental prechain [Y ] =
[Y, 0, 0, idY , 1Y ] in PMC lf,dRm (Y ;R).
All the rest of §4.4, from Remark 4.37 to Remark 4.48, extends to the de
Rham case in a straightforward way, and we leave the details as an exercise. As
in Definition 4.39 we define a soft, strong presheaf PMClf,dRk (Y ;R) on Y with
PMClf,dRk (Y ;R)(U) = PMC
lf,dR
k (U ;R) for open U ⊆ Y . Write MC
lf,dR
k (Y ;R)
for the sheafification of PMClf,dRk (Y ;R), a soft sheaf of R-vector spaces on Y ,
and we define the locally finite de Rham M-chains MC lf,dRk (Y ;R) to be its global
sections MClf,dRk (Y ;R)(Y ). As in (4.48) we have a canonical isomorphism
MC lf,dRk (Y ;R)
∼= lim←−U : U ⊆ Y open, U¯ is compact
PMC lf,dRk (U ;R).
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There are natural projections Π : PMC lf,dRk (Y ;R) → MC
lf,dR
k (Y ;R), and
we use the same notation for elements of PMC lf,dRk (Y ;R), such as generators
[V, n, s, t, ω], and for their images under Π in MC lf,dRk (Y ;R). Differentials ∂,
pushforwards f∗, and pullbacks i
∗ in Definition 5.26 descend to MC lf,dRk (−;R)
by sheafification. We define the locally finite de Rham M-homology groups
MH lf,dR∗ (Y ;R) to be the homology of
(
MC lf,dR∗ (Y ;R), ∂
)
.
Pushforwards f∗ and pullbacks i
∗ descend to homology. There are injective
R-linear maps Π :MC lf,dRk (Y ;R)→MC
lf,dR
k (Y ;R) mapping Π : [V, n, s, t, ω] 7→
[V, n, s, t, ω] on generators, which also descend to homology. Eventually, as in
Theorem 4.45 we prove:
Theorem 5.27. Locally finite de Rham M-homology is a locally finite homology
theory of manifolds. That is, there are canonical isomorphisms H lfk (Y ;R)
∼=
MH lf,dRk (Y ;R) for all Y, k, preserving the data Π, f∗, i
∗ described in Prop-
erty 2.18(a)–(c) and the isomorphisms H lf0 (∗;R)
∼= R ∼= MH
lf,dR
0 (∗;R), where
H lf∗ (−;R) is any other locally finite homology theory of manifolds over R.
Following the method of Example 5.21, we may define R-linear maps
F lf,dRMhlf,Mh :MC
lf
k (Y ;R) −→MC
lf,dR
k (Y ;R),
F lf,dRMhlf,QMh :MC
lf,Q
k (Y ;R) −→MC
lf,dR
k (Y ;R),
acting on generators [V, n, s, t] of PMC lfk (Y ;R),PMC
lf,Q
k (Y ;R) by
F lf,dRMhlf,Mh , F
lf,dRMh
lf,QMh : [V, n, s, t] 7−→ [V, n, s, t, 1V ].
These commute with the ∂, f∗, i
∗, and on homology induce
F lf,dRMhlf,Mh :MH
lf
k (Y ;R) −→MH
lf,dR
k (Y ;R),
F lf,dRMhlf,QMh :MH
lf,Q
k (Y ;R) −→MH
lf,dR
k (Y ;R),
which are the canonical isomorphisms from Theorem 5.27. We may compose
F lf,dRMhlf,Mh with the morphisms F
lf,Mh
lf,ssi , Fˆ
lf,Mh
lf,ssi from Examples 4.43 and 4.44 to get
F lf,dRMhlf,ssi : C
lf,ssi
k (Y ;R) −→MC
lf,dR
k (Y ;R),
Fˆ lf,dRMhlf,ssi : Cˆ
lf,ssi
k (Y ;R) −→MC
lf,dR
k (Y ;R),
which also induce the canonical isomorphisms on homology.
5.2.5 Cup, cap and cross products and Poincare´ duality
Here is the analogue of Definition 4.49:
Definition 5.28. Let Y be a manifold. For k, l ∈ Z, define R-bilinear maps
∪ : PMCkdR(Y ;R)× PMC
l
dR(Y ;R) −→ PMC
k+l
dR (Y ;R) (5.38)
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on generators [V, n, s, t, ω]∈PMCkdR(Y ;R), [V
′, n′, s′, t′, ω′]∈PMCldR(Y ;R) by
[V, n, s, t, ω] ∪ [V ′, n′, s′, t′, ω′] = (−1)nl+degω(l+n
′)+degω degω′ [V˜ , n˜, s˜, t˜, ω˜]
:= (−1)nl+degω(l+n
′)+degω degω′
[
V ×t,Y,t′ V
′, n+ n′, (s1 ◦ πV , . . . , sn ◦ πV ,
s′1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t ◦ πV , π
∗
V (ω) ∧ π
∗
V ′(ω
′)
]
. (5.39)
Writing ct, ct′ for the coorientations on t, t
′, the coorientation on t˜ = t ◦ πV :
V˜ → Y is ct˜ = ct ◦ cπV , where the coorientation cπV on πV is induced from
ct′ , using Assumption 3.17(d),(l). In Proposition 5.29 below we show that ∪ is
well-defined.
Given [V, n, s, t, ω] ∈ PMCjdR(Y ;R), [V
′, n′, s′, t′, ω′] ∈ PMCkdR(Y ;R) and
[V ′′, n′′, s′′, t′′, ω′′]∈PMCldR(Y ;R), as in (4.62), (5.8), (4.64) and (4.66) we have(
[V, n, s, t, ω] ∪ [V ′, n′, s′, t′, ω′]
)
∪ [V ′′, n′′, s′′, t′′, ω′′]
= [V, n, s, t, ω] ∪
(
[V ′, n′, s′, t′, ω′] ∪ [V ′′, n′′, s′′, t′′, ω′′]
)
,
(5.40)
[V, n, s, t, ω] ∪ [V ′, n′, s′, t′, ω′] = (−1)jk[V ′, n′, s′, t′, ω′] ∪ [V, n, s, t, ω], (5.41)
d
(
[V, n, s, t, ω] ∪ [V ′, n′, s′, t′, ω′]
)
=
(
d[V, n, s, t, ω]
)
∪ [V ′, n′, s′, t′, ω′]
+ (−1)j [V, n, s, t, ω] ∪
(
d[V ′, n′, s′, t′, ω′]
)
,
(5.42)
IdY ∪ [V, n, s, t, ω] = [V, n, s, t, ω] ∪ IdY = [V, n, s, t, ω], (5.43)
using Definition 5.18(iii) to prove (5.41). Equations (5.40)–(5.43) imply that for
all α ∈ PMCjdR(Y ;R), β ∈ PMC
k
dR(Y ;R) and γ ∈ PMC
l
dR(Y ;R) we have
(α ∪ β) ∪ γ = α ∪ (β ∪ γ), (5.44)
α ∪ β = (−1)jkβ ∪ α, (5.45)
d(α ∪ β) = (dα) ∪ β + (−1)jα ∪ (dβ), (5.46)
IdY ∪ α = α ∪ IdY = α. (5.47)
Suppose f : Y1 → Y2 is a smooth map of manifolds, so that Definition 5.19
defines the pullback f∗ : PMCkdR(Y2;R) → PMC
k
dR(Y1;R). If [V, n, s, t, ω] ∈
PMCkdR(Y2;R) and [V
′, n′, s′, t′, ω′] ∈ PMCldR(Y2;R) then as in (4.68) we have
f∗
(
[V, n, s, t, ω] ∪ [V ′, n′, s′, t′, ω′]
)
= f∗
(
[V, n, s, t, ω]
)
∪ f∗
(
[V ′, n′, s′, t′, ω′]
)
.
Hence for all α ∈ PMCkdR(Y2;R) and β ∈ PMC
l
dR(Y2;R) we have
f∗(α ∪ β) = f∗(α) ∪ f∗(β). (5.48)
Here is the analogue of Proposition 4.50. It will be proved in §8.3.
Proposition 5.29. The product ∪ in (5.38)–(5.39) is well defined.
Here is the analogue of Definition 4.51:
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Definition 5.30. Let Y be a manifold, and k, l ∈ Z. As in (4.70), define
∪k,l : PMC
k
dR(Y ;R)⊗R PMC
l
dR(Y ;R) −→ PMC
k+l
dR (Y ;R) by
∪k,l(U) = ∪ : PMC
k
dR(U ;R)⊗R PMC
l
dR(U ;R) −→ PMC
k+l
dR (U ;R)
for all open U ⊆ Y . Then ∪k,l is a presheaf morphism, so sheafifying induces
∪k,l :MC
k
dR(Y ;R)⊗R MC
l
dR(Y ;R) −→MC
k+l
dR (Y ;R),
and taking global sections ∪ = ∪k,l(Y ) defines R-bilinear cup products
∪ :MCkdR(Y ;R)×MC
l
dR(Y ;R) −→MC
k+l
dR (Y ;R),
which as in (4.73) restrict to
∪ : MCkcs,dR(Y ;R)×MC
l
dR(Y ;R) −→MC
k+l
cs,dR(Y ;R),
∪ : MCkdR(Y ;R)×MC
l
cs,dR(Y ;R) −→MC
k+l
cs,dR(Y ;R),
∪ : MCkcs,dR(Y ;R)×MC
l
cs,dR(Y ;R) −→MC
k+l
cs,dR(Y ;R).
Equations (5.44)–(5.48) extend to sheafifications, and hold on MC∗dR(−;R).
Note in particular that ∪ is supercommutative onMC∗dR(Y ;R) by (5.45), as dis-
cussed in Remark 4.54. Equation (5.46) inMC∗dR(Y ;R) implies that ∪ descends
to M-cohomology. Thus as in (4.74), we define R-bilinear morphisms
∪ :MHkdR(Y ;R)×MH
l
dR(Y ;R) −→MH
k+l
dR (Y ;R),
∪ :MHkcs,dR(Y ;R)×MH
l
dR(Y ;R) −→MH
k+l
cs,dR(Y ;R),
∪ :MHkdR(Y ;R)×MH
l
cs,dR(Y ;R) −→MH
k+l
cs,dR(Y ;R),
∪ :MHkcs,dR(Y ;R)×MH
l
cs,dR(Y ;R) −→MH
k+l
cs,dR(Y ;R),
(5.49)
by [α]∪ [β] = [α∪β] for α ∈MCkdR(Y ;R), β ∈MC
l
dR(Y ;R) with dα = dβ = 0.
Examples 5.21 and 5.22 defined morphisms of cochain complexes
F dRMcQMc :
(
MC∗Q(Y ;R), d
)
−→
(
MCkdR(Y ;R), d
)
,
F dRMcdR :
(
C∗dR(Y ;R), d
)
−→
(
MC∗dR(Y ;R), d
)
,
inducing the canonical isomorphisms on cohomology, and Example 5.24 dis-
cussed the compactly-supported versions. Comparing equations (4.61), (5.29),
(5.32), and (5.39), we see that F dRMcQMc , F
dRMc
dR commute with cup products, and
also map identities IdY to identities IdY , so they are morphisms of cdgas over
R. Thus as for Theorems 4.52, 4.53 and 5.8, we deduce:
Theorem 5.31. Under the canonical isomorphisms MHkdR(Y ;R)
∼= Hk(Y ;R),
MHkcs,dR(Y ;R)
∼= Hkcs(Y ;R) from Theorems 5.20 and 5.23, the cup products in
(5.49) are identified with the usual cup products (2.45) on ordinary (compactly-
supported) cohomology H∗(Y ;R), H∗cs(Y ;R).
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Theorem 5.32. For any manifold Y, the cdga
(
MC∗dR(Y ;R), d,∪, IdY
)
over R
is equivalent in cdga∞R to the ‘usual’ cdga over R associated to Y in topology,
as represented by the de Rham cdga
(
C∗dR(Y ;R), d,∧, 1Y
)
from Example 2.12,
or by Sullivan’s cdga APL(Y ;R) of polynomial differential forms on Y .
Therefore the real homotopy type of Y, and topological invariants of Y de-
pending on the cdga up to equivalence, such as Massey products, may be com-
puted using the cdga
(
MC∗dR(Y ;R), d,∪, IdY
)
, and will give the correct answers
under the canonical isomorphism MH∗dR(Y ;R)
∼= H∗(Y ;R) from Theorem 5.20.
As in Definition 4.56 we define cross products on de Rham M-cochains
× :MCkdR(Y1;R)×MC
l
dR(Y2;R) −→MC
k+l
dR (Y1 × Y2;R)
by α× β = π∗Y1(α) ∪ π
∗
Y2(β),
and these are compatible with identities, pullbacks and differentials, restrict
to compactly-supported cochains MC∗cs,dR(−;R), and descend to cross prod-
ucts on cohomology MH∗dR(−;R),MH
∗
cs,dR(−;R), which are identified with
the usual cross products (2.52) on ordinary (compactly-supported) cohomol-
ogy H∗(Y ;R), H∗cs(Y ;R) under the isomorphisms MH
∗
dR(Y ;R)
∼= H∗(Y ;R),
MHkcs,dR(Y ;R)
∼= Hkcs(Y ;R) from Theorems 5.20 and 5.23, as in Corollary 4.57.
The material of §4.6 on cap products, and cross products on M-homology,
extends to de RhamM-(co)homology in a very similar way to the material above,
and we leave the details to the reader. The analogues of equations (4.81)–(4.82)
defining cap products on a manifold Y with dim Y = m are to define
∩ : PMCkdR(Y ;R)× PMC
lf,dR
l (Y ;R) −→ PMC
lf,dR
l−k (Y ;R)
on [V, n, s, t, ω] ∈ PMCkdR(Y ;R), [V
′, n′, s′, t′, ω′] ∈ PMC lf,dRl (Y ;R) by
[V, n, s, t, ω] ∩ [V ′, n′, s′, t′, ω′]
= (−1)n(l+m)+degω(l+n
′)+degω(degω−1)/2[V˜ , n˜, s˜, t˜, ω˜]
:= (−1)n(l+m)+degω(l+n
′)+degω(degω−1)/2
[
V ×t,Y,t′ V
′, n+n′,
(s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t ◦ πV , π
∗
V (ω) ∧ π
∗
V ′(ω
′)
]
.
(5.50)
The analogues of equations (4.91)–(4.92) defining cross products on mani-
folds Y1, Y2 of dimensions m1,m2 are to define
× : PMC lf,dRk (Y1;R)× PMC
lf,dR
l (Y2;R) −→ PMC
lf,dR
k+l (Y1 × Y2;R)
on [V, n, s, t, ω] ∈ PMC lf,dRk (Y1;R), [V
′, n′, s′, t′, ω′] ∈ PMC lf,dRl (Y2;R) by
[V, n, s, t, ω]× [V ′, n′, s′, t′, ω′] = (−1)n(l+m2)+degω(l+n
′)
[
V × V ′, n+ n′,
(s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t× t
′, π∗V (ω) ∧ π
∗
V ′(ω
′)
]
.
The de Rham analogues of Theorems 4.60 and 4.62 hold.
155
The material of §4.7 on Poincare´ duality and wrong way maps also all extends
easily to the de Rham case, where as in (4.99), for Y an oriented manifold of
dimension m we define Poincare´ duality morphisms
Pd :MCkcs,dR(Y ;R)→MC
dR
m−k(Y ;R), Pd : MC
k
dR(Y ;R)→MC
lf,dR
m−k (Y ;R),
by Pd : α 7−→ α ∩ [Y ],
for [Y ] = [Y, 0, 0, idY , 1Y ] in MC
lf,dR
m (Y ;R) as in §5.2.4.
5.3 M-homology and M-cohomology of effective orbifolds
We now extend the theories of M-(co)homology, rational M-(co)homology, and
de Rham M-(co)homology MH∗(Y ;R), . . . ,MH
∗
dR(Y ;R) in §4–§5.2, from Y
a manifold, to Y an effective orbifold. Orbifolds were discussed in §2.9, and
Assumption 3.22 in §3.5 explained the modifications to Assumptions 3.12–3.18
and 3.21 needed for the extension to orbifolds.
We have chosen to work in the ordinary categoryOrbeff of effective orbifolds
defined in §2.9.1. Here are some comments about this:
(i) As in Remark 2.45(a), if Y is a noneffective orbifold, there is a natural
effective orbifold Y eff with a projection π : Y → Y eff which is a homeo-
morphism of topological spaces, so the (co)homology of Y and Y eff is the
same, and we lose little by restricting to effective orbifolds.
(ii) As in §2.9.1, there are many ways of defining categories or 2-categories
of orbifolds, not all equivalent. Our Orbeff is quite crude, in that it is a
category rather than a 2-category, and its morphisms are continuous maps
satisfying conditions, rather than continuous maps plus extra data.
This means that Orbeff has some bad differential-geometric behaviour,
e.g. pullbacks f∗(E) of orbifold vector bundles E → Y by morphisms
f : X → Y in Orbeff cannot be defined. But to compensate for this,
Orbeff has good topological behaviour, which means it is easy to extend
results on (co)homology of manifolds to effective orbifolds, as in §2.9.3.
For most other categories or 2-categories of (not necessarily effective) orb-
ifolds Orb in the literature, there is a forgetful functor Π : Orb→ Orbeff ,
so that our (co)homology theories pull back from Orbeff to Orb.
(iii) Because of the bad differential-geometric behaviour in (ii), we adopt re-
strictive notions of submersions f : X → Y and transverse morphisms
g : X → Z, h : Y → Z in Orbeff , explained in §2.9.2, including conditions
on how f, g, h act on orbifold groups. These restrictive notions are used
in the orbifold version of Assumption 3.16, and to define M-cohomology.
This means, for example, that projections to quotient orbifolds π : V →
[V/G], and from tangent bundles of orbifolds π : TX → X , do not count
as submersions. But it ensures that fibre productsX×g,Z,hY of transverse
morphisms g, h exist in Orbeff , in the sense of category theory, which will
be needed to define pullbacks in M-cohomology.
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The category Orbeff and the results of §2.9 were designed to ensure that
§4–§5.2 extend from manifolds to effective orbifolds with very little extra work.
For the large majority of the material, we simply replace ‘manifold’ by ‘effective
orbifold’ throughout, and no further nontrivial changes are required.
The only things we have to be careful about are those issues, discussed in
Properties 2.55–2.57 in §2.9.3, involving special properties of (co)homology of
manifolds, rather than topological spaces. These are (a) fundamental classes of
manifolds in homology; (b) the expression (2.29) for homology of manifolds in
terms of cohomology of the orientation sheaf; and (c) the material in §2.8 on
Poincare´ duality and wrong way maps f !, f!.
For the whole of §5.3, fix a 2-category O˜rbceff of ‘effective orbifolds with
corners’ satisfying Assumption 3.22(a)–(e) in §3.5 (the orbifold analogue of
Assumptions 3.12–3.18) when we are discussing (rational) M-(co)homology in
§5.3.1–§5.3.7, and Assumption 3.22(a)–(f) (the orbifold analogue of Assump-
tions 3.12–3.18 and 3.21) when we are discussing de Rham M-(co)homology in
§5.3.8. For simplicity, objects X in O˜rbceff will be called effective orbifolds with
corners, and morphisms f : X → Y in O˜rbceff will be called smooth maps.
5.3.1 M-homology MH∗(Y ;R) of effective orbifolds Y
Fix a commutative ring R throughout. All the definitions, results, and examples
in §4.1 (though not Remark 4.2, as we explain in Remark 5.34 below), and the
proofs of Propositions 4.3, 4.9 and Theorems 4.7, 4.12 in §7.1–§7.4, generalize
to effective orbifolds immediately, with no nontrivial changes.
So, in Definition 4.1, we take Y to be an effective orbifold (object in Orbeff ),
and we define generators [V, n, s, t] to be ∼-equivalence classes of quadruples
(V, n, s, t), where V is an oriented effective orbifold with corners (i.e. a pair
(V, oV ) with V an object in O˜rb
c
eff and oV an orientation on V , usually left
implicit), and n = 0, 1, . . . , and s : V → Rn is a smooth map (morphism in
O˜rbceff ) which is proper over an open neighbourhood of 0 in R
n, and t : V → Y
is a smooth map (morphism in O˜rbceff ).
We go on to define the complex of M-chains
(
MCk(Y ;R), ∂
)
, and its homol-
ogy, (integral) M-homology MH∗(Y ;R). If Y is a compact, oriented effective
orbifold with dimY = m we define the fundamental cycle [Y ] = [Y, 0, 0, idY ] in
MCm(Y ;R), and fundamental class [[Y ]] ∈MHm(Y ;R).
In Definition 4.6 we define pushforwards f∗ on M-chains and M-homology
when f : Y1 → Y2 is a smooth map of effective orbifolds (morphism in Orbeff ).
Theorem 4.7 defines a complex MC•(Y ;R) of flabby cosheaves on Y .
From Definition 4.8 through to Theorem 4.12, we prove that MH∗(−;R)
satisfies the analogue of Axiom 2.1 for effective orbifolds, and so is a homology
theory of effective orbifolds in the sense of Definition 2.52. Thus Theorem
2.53(a) implies the analogue of Theorem 4.13:
Theorem 5.33. M-homology is a homology theory of effective orbifolds. There
are canonical isomorphisms MHk(Y ;R) ∼= Hk(Y ;R) and MHk(Y, Z;R) ∼=
Hk(Y, Z;R) for all effective orbifolds Y, open suborbifolds Z ⊆ Y and k ∈ Z,
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preserving the data f∗, ∂ and isomorphisms MH0(∗;R) ∼= R ∼= H0(∗;R), where
H∗(−;R) is any other homology theory of effective orbifolds over R, such as
singular homology Hsi∗ (−;R).
Remark 5.34. Only one issue in §4.1 needs modification for the orbifold case,
which is Remark 4.2, where we suggested that if R has characteristic 2, e.g. R =
Z2, then we could defineMC∗(Y ;R) andMH∗(Y ;R) using generators [V, n, s, t]
in which V is unoriented. We noted that this would require an unoriented version
of Assumption 3.17(n), saying that if X ∈ M˜anc is compact with dimX = 1,
then the number of points in ∂X is zero modulo 2. This would be needed, for
example, for the proof in §7.1 that ∂ is well defined on MC∗(Y ;R).
There is a problem in extending this to orbifolds if objects in Orbeff and
O˜rbceff are allowed to have orbifold singularities in real codimension 1, as is
permitted in Definition 2.44, and discussed in Property 2.55(b). For example,
X =
[
[−1, 1]/{±1}
]
is a compact, unoriented orbifold with boundary, with orb-
ifold singularities in codimension 1, but ∂X is one point, so the above unoriented
version of Assumption 3.17(n) fails.
5.3.2 M-cohomology MH∗(Y ;R) of effective orbifolds Y
Fix a commutative ring R. All the definitions, results, and examples in §4.2,
and the proofs of Propositions 4.20, 4.21 and 4.26 in §7.5–§7.7, generalize to
effective orbifolds immediately, with no nontrivial changes.
So, for Y an effective orbifold (object in Orbeff ) and R a commutative ring,
we define the complexes of M-precochains
(
PMC∗(Y ;R), d
)
and M-cochains(
MC∗(Y ;R), d
)
, and (integral) M-cohomology MH∗(Y ;R). The generators
[V, n, s, t] of PMCk(Y ;R),MCk(Y ;R) are ∼-equivalence classes of quadruples
(V, n, s, t), where V is an effective orbifold with corners (object in O˜rbceff ),
s : V → Rn a smooth map (morphism in O˜rbceff ) for n = 0, 1, . . . , and t : V → Y
a cooriented submersion (submersion in O˜rbceff , with an implicit coorientation
ct), with (s, t) : V → R
n × Y proper near {0} × Y in Rn × Y .
For f : Y1 → Y2 a smooth map of effective orbifolds (morphism in Orbeff )
we define pullbacks f∗ on M-precochains, M-cochains and M-cohomology. The
definition involves fibre products V ×t,Y2,f Y1, which exist in O˜rb
c
eff as t, y are
transverse since t is a submersion, generalizing the definition of submersions and
transverse morphisms in Orbeff in §2.9.2.
From Definition 4.25 through to Lemma 4.28, we prove that MH∗(−;R)
satisfies the analogue of Axiom 2.7 for effective orbifolds, and so is a cohomology
theory of effective orbifolds in the sense of Definition 2.52. Thus Theorem
2.53(b) implies the analogue of Theorem 4.29:
Theorem 5.35. M-cohomology is a cohomology theory of effective orbifolds.
There are canonical isomorphisms MHk(Y ;R) ∼= Hk(Y ;R), MHk(Y, Z;R) ∼=
Hk(Y, Z;R) for all effective orbifolds Y, open suborbifolds Z ⊆ Y and k ∈ Z,
preserving the data f∗, d and isomorphisms MH0(∗;R) ∼= R ∼= H0(∗;R), where
H∗(−;R) is any other cohomology theory of effective orbifolds over R, such as
singular cohomology H∗si(Y ;R) or sheaf cohomology H
∗(Y,RY ).
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As in Definition 4.22, for each effective orbifold Y we define a complex
MC•(Y ;R) of soft sheaves of R-modules on Y , and as in Theorem 4.31 we
show that MC•(Y ;R) =
(
MC∗(Y ;R), d
)
is a soft resolution of RY .
5.3.3 Compactly-supported M-cohomology of effective orbifolds
All of §4.3, and the proof of Proposition 4.35 in §7.8, also generalize to ef-
fective orbifolds immediately, with no nontrivial changes. Thus for effective
orbifolds Y ∈ Orbeff we define (integral) compactly-supported M-cohomology
MH∗cs(Y ;R), with pullbacks f
∗ by proper morphisms f : Y1 → Y2 in Orbeff ,
and as in Theorem 4.33 we prove:
Theorem 5.36. Compactly-supported M-cohomology is a compactly-supported
cohomology theory of effective orbifolds. There are canonical isomorphisms
MHkcs(Y ;R)
∼= Hkcs(Y ;R) for all effective orbifolds Y and k ∈ Z, preserving
the data Π, f∗, i∗ in Property 2.13(a)–(c) and the isomorphisms MH
0
cs(∗;R)
∼=
R ∼= H0cs(∗;R), where H
∗
cs(−;R) is any other compactly-supported cohomology
theory of effective orbifolds over R, such as compactly-supported singular coho-
mology H∗cs,si(Y ;R), or compactly-supported sheaf cohomology H
∗
cs(Y,RY ).
5.3.4 Locally finite M-homology of effective orbifolds
For locally finite M-homology in §4.4, from Definition 4.36 through to Defini-
tion 4.46, the material extends from manifolds to effective orbifolds with only
trivial changes. Thus, for an effective orbifold Y we define the complex of lo-
cally finite M-chains
(
MC lf∗ (Y ;R), ∂
)
, and (integral) locally finite M-homology
MH lf∗ (Y ;R), with pushforwards f∗ by proper morphisms f : Y1 → Y2 inOrbeff .
We define a complex MClf• (Y ;R) of soft sheaves of R-modules on Y , with
MClfk (Y ;R)(U) = MC
lf
k (U ;R) for open U ⊆ Y , and we show as in Corollary
4.42 that the complexMC•(Y ;R) of flabby cosheaves on Y from §5.3.1 and the
complex MClf• (Y ;R) of soft sheaves on Y above are canonically related as in
Theorem 2.34. As for Theorem 4.47 we prove:
Theorem 5.37. Locally finite M-homology is a locally finite homology theory
of effective orbifolds. That is, there are canonical isomorphisms H lfk (Y ;R)
∼=
MH lfk (Y ;R) for all effective orbifolds Y and k ∈ Z, preserving the data Π, f∗, i
∗
in Property 2.18(a)–(c) and the isomorphisms H lf0 (∗;R)
∼= R ∼= MH lf0 (∗;R),
where H lf∗ (−;R) is any other locally finite homology theory over R.
Since the equivalence Cˆlf,ssi−• (Y ;R) ≃ ωY in (2.39) also holds for orbifolds Y
as in (2.78), as for (4.56) we have a natural equivalence in D(Y ;R), where ωY
is the dualizing complex of Y :
MClf−•(Y ;R) ≃ ωY . (5.51)
For the last part of §4.4, the morphism jY : OY →MC
lf
m(Y ;R) in Definition
4.46 is well defined for any effective orbifold Y and commutative ringR, although
as in Property 2.56(a) OY is not locally constant if Y is not locally orientable.
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But the proof of Theorem 4.47 relies on the fact that Hk(Y, Y \ {y};R) = 0 for
k < m for Y a manifold of dimension m and y ∈ Y . If instead Y is an effective
orbifold, this holds only if R is a Q-algebra. Thus we get the following weakened
analogue of Theorem 4.47:
Theorem 5.38. For each effective orbifold Y of dimension m, and each Q-
algebra R, the following is an exact sequence of sheaves of R-modules on Y :
0 // OY
jY //MClfm(Y ;R)
∂ //MClfm−1(Y ;R)
∂ //MClfm−2(Y ;R)
∂ // · · · .
Hence MClfm−•(Y ;R) =
(
MCm−∗(Y ;R), ∂
)
is a soft resolution of OY .
5.3.5 Cup, cap and cross products
The material of §4.5–§4.6 on cup, cap and cross products on M-(co)homology,
and the proof of Proposition 4.50 in §7.9, extend to effective orbifolds with
almost no significant changes.
The one point which needs attention is the proof of Theorem 4.60 in §4.6.
This used the facts in §2.6.2 that if Y is a manifold of dimension m then ωY ≃
OY [m], and the cap product may be defined using the isomorphism (2.62)
I∩ : RY ⊗R OY
∼=
−→OY ,
applied to the soft resolution MC•(Y ;R) of RY from Theorem 4.31, and the
soft resolution MClfm−•(Y ;R) of OY from Theorem 4.47.
When Y is an effective orbifold of dimension m, then if R is not a Q-algebra
we may no longer have ωY ≃ OY [m], as in Property 2.56(c), andMC
lf
m−•(Y ;R)
may no longer be a soft resolution of OY , as in Theorem 5.38.
There is an easy solution: as in §2.6.2, equation (2.62) is the specialization
to manifolds of a quasi-isomorphism (2.61)
I∩ : RY ⊗R ωY
≃
−→ωY ,
which works for sufficiently nice topological spaces, including effective orbifolds,
and as in (5.51) we have MClf−•(Y ;R) ≃ ωY . So the proof of Theorem 4.60
extends to orbifolds if we use ωY in place of OY [m], and (2.61) in place of
(2.62), and (5.51) in place of Theorem 4.47. We should probably restrict to R
a noetherian ring to use results on the dualizing complex ωY .
Thus, we may define cup, cap and cross products ∪,∩,× on M-(co)homology
of effective orbifolds, at the (co)chain level, by the formulae (4.61), (4.78), (4.82),
(4.92), and they induce products ∪,∩,× on (co)homology which are identified
with the usual cup, cap and cross products by the canonical isomorphisms of
M-(co)homology with ordinary (co)homology, as in Theorems 4.52, 4.60, 4.62
and Corollary 4.57.
As in the manifold case in Remark 4.54, for integral M-cohomology of ef-
fective orbifolds the cup product ∪ is associative but not supercommutative on
M-cochains. The analogue of Theorem 4.53 holds, saying that for each effective
orbifold Y and commutative ring R, the dga
(
MC∗(Y ;R), d,∪, IdY
)
over R is
equivalent in dga∞R to the ‘usual’ dga over R associated to Y in topology.
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5.3.6 Poincare´ duality and wrong way maps
The material of §4.7 on Poincare´ duality and wrong way maps f!, f ! needs mod-
ification for the orbifold case. Let Y be an oriented effective orbifold, and R a
commutative ring. Then as in (4.99), we can define morphisms
Pd :MCkcs(Y ;R) −→MCm−k(Y ;R), Pd :MC
k(Y ;R) −→MC lfm−k(Y ;R),
by Pd : α 7−→ α ∩ [Y ].
These then induce morphisms
Pd :MHkcs(Y ;R) −→MHm−k(Y ;R),
Pd :MHk(Y ;R) −→MH lfm−k(Y ;R),
(5.52)
which are identified with the usual morphisms (2.69) by the identifications
MH∗(Y ;R) ∼= H∗(Y ;R), . . . in §5.3.1–§5.3.4. But as in Property 2.57(a) in
§2.9.3, in the orbifold case equation (5.52) are isomorphisms if R is a Q-algebra,
but may not be otherwise.
Following Definition 4.63, if Y, Z are oriented orbifolds of dimensions m,n,
f : Y → Z is a proper submersion, and R is a commutative ring, we may
define morphisms f! : MCk(Z;R) → MCk−n+m(Y ;R) by (4.101), which pass
to morphisms f! : MCk(Z;R) → MCk−n+m(Y ;R) on homology. Equation
(4.102) commutes, and so induces a commutative diagram on (co)homology:
MHn−kcs (Z;R) Pd
//
f∗

MHk(Z;R)
f! 
MHn−kcs (Y ;R)
Pd // MHk−n+m(Y ;R).
(5.53)
If R is a Q-algebra, the rows of (5.53) are isomorphisms, so f! = Pd ◦f∗◦Pd
−1 in
the usual way. But if R is not a Q-algebra, then f! may not be determined by f
∗,
and its (co)homological meaning is unclear. The same applies to the morphisms
f! : MC
lf
k (Z;R)→MC
lf
k−n+m(Y ;R), f
! :MCkcs(Y ;R)→MC
k−m+n
cs (Z;R) and
f ! :MCk(Y ;R)→MCk−m+n(Z;R) in §4.7.
5.3.7 Rational M-(co)homology of effective orbifolds
Following §5.3.1–§5.3.6, we can extend the theory of rational M-(co)homology
MHQ∗ (Y ;R),MH
∗
Q(Y ;R), . . . in §5.1 for manifolds Y and Q-algebras R to the
case when Y is an effective orbifold. This includes the extra relation Definition
5.1(iii) in the definitions of M-(co)chains MCQk (Y ;R), . . . , and has the nice
property that the cup product ∪ is supercommutative at the cochain level.
This extension to the orbifold case involves no new issues that we have
not already discussed for the integral M-(co)homology case in §5.3.1–§5.3.6.
Actually, because R is now a Q-algebra, most of the problems discussed in
§5.3.1–§5.3.6 go away, since as in Property 2.56(c) we have ωY ≃ OY [m] for Y
an effective orbifold of dimension m when R is a Q-algebra.
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5.3.8 De Rham M-(co)homology of effective orbifolds
Following §5.3.1–§5.3.7, we can extend the theory of de Rham M-(co)homology
MHdR∗ (Y ;R),MH
∗
dR(Y ;R), . . . in §5.2 for manifolds Y to the case when Y is
an effective orbifold. Again, the extension to the orbifold case involves no new
issues that we have not already discussed in §5.3.1–§5.3.6, and as R is a Q-
algebra, most of the problems discussed in §5.3.1–§5.3.6 go away.
5.4 Extending M-(co)homology to a bivariant theory
In §2.10 we discussed Fulton and MacPherson’s notion of bivariant theories [26],
which are a mixture of homology and cohomology. Example 2.60 defined a
bivariant theory H∗(g : Y → Z;R) for smooth maps of manifolds g : Y → Z
extending homologyH∗(Y ;R) and compactly-supported cohomologyH
∗
cs(Y ;R).
We said that bivariant theories for manifolds do not really give anything new,
the power of the theory is its applications to singular spaces.
At the level of (co)homology, for manifolds Y we can extend M-homology
MH∗(Y ;R) in §4.1 and compactly-supported M-cohomology MH∗cs(Y ;R) in
§4.3 to a bivariant theory exactly as in Example 2.60, by using twisted versions
of MH∗cs(Y ;R),MH∗(Y ;R) in (2.85). This would be isomorphic to Example
2.60, and yield nothing new.
We will now explain how to define a kind of (partial) bivariant theory
MC∗(g : Y → Z;R) at the level of (co)chains, which generalizes M-chains
MC∗(Y ;R) and compactly-supported M-cochainsMC
∗
cs(Y ;R). It is partial be-
cause we define MC∗(g : Y → Z;R) only for submersions g : Y → Z, not for all
smooth maps. This is intended for applications in which it is useful to be able
to mix homology and cohomology at the (co)chain level.
For example, in Fukaya–Oh–Ohta–Ono’s theory of Lagrangian Floer co-
homology [22], one studies moduli spaces Mk+1(J, β) of J-holomorphic maps
u : Σ→ S from a prestable holomorphic disc Σ into a symplectic manifold (S, ω)
with boundary u(∂Σ) in a Lagrangian L ⊂ S, and k+1 boundary marked points
giving ‘evaluation maps’ evi :Mk+1(J, β)→ L for i = 1, . . . , k+ 1. We need to
define a ‘virtual (co)chain’ [Mk+1(J, β)]virt in the (co)homology of Lk+1.
Now k of the marked points are ‘inputs’, associated to homology, and one is
an ‘output’, associated to cohomology. So at the (co)homology level, the virtual
(co)chain should live in H∗(L
k;Q) ⊗Q H∗(L;Q), which is the bivariant group
H∗(πk+1 : L
k+1 → L;Q) from Example 2.60. Thus, to define Lagrangian Floer
cohomology in the most functorial way, it may be helpful to have a ‘bivari-
ant chain complex’
(
C∗(πk+1 : L
k+1 → L;Q), d
)
with cohomology H∗(πk+1 :
Lk+1 → L;Q), and to construct [Mk+1(J, β)]virt in C∗(πk+1 : Lk+1 → L;Q).
As in §4, fix a commutative ring R, and a category M˜anc satisfying As-
sumptions 3.12–3.18 of §3.3.
Definition 5.39. Let g : Y → Z be a submersion of manifolds, with dimY = l,
dimZ = m. Consider quadruples (V, n, s, t), where V is a manifold with corners
(object in M˜anc), and n = 0, 1, . . . , and s : V → Rn and t : V → Y are smooth
maps (morphisms in M˜anc), such that g ◦ t : V → Z is a submersion, we are
162
given a coorientation cg◦t for g ◦ t (which we leave implicit), and s : V → R
n is
proper over an open neighbourhood X of {0} in Rn.
Define an equivalence relation ∼ on such quadruples by (V, n, s, t) ∼ (V ′, n′,
s′, t′) if n = n′, and there exists a diffeomorphism f : V → V ′ with s = s′ ◦ f
and t = t′ ◦ f such that the coorientations satisfy cg◦t = cg◦t′ ◦ cf , where cf
is the natural coorientation on f from Assumption 3.17(e). Write [V, n, s, t] for
the ∼-equivalence class of (V, n, s, t). We call [V, n, s, t] a generator.
For each k ∈ Z, define the (integral) M-bichains MCk(g : Y → Z;R) to be
the R-module generated by such [V, n, s, t] with dimV + k = m+ n, subject to
the relations:
(i) For each generator [V, n, s, t] and each i = 0, . . . , n we have
[V, n, s, t] = (−1)n−i[V × R, n+ 1, s′, t ◦ πV ] in MC
k(g : Y → Z;R),
where writing s = (s1, . . . , sn) : V → R
n with sj : V → R for j = 1, . . . , n
and πV : V × R→ V , πR : V × R→ R for the projections, then
s′ = (s1 ◦ πV , . . . , si ◦ πV , πR, si+1 ◦ πV , . . . , sn ◦ πV ) : V × R→ R
n+1,
and g ◦ t ◦ πV has coorientation cg◦t◦πV = cg◦t ◦ cπV , where cg◦t is the
given coorientation on g ◦ t : V → Z, and cπV is the coorientation on
πV : V ×R→ V induced by the standard orientation on R, as in Assump-
tion 3.17(d),(f),(k).
(ii) Let I be a finite indexing set, ai ∈ R for i ∈ I, and [Vi, n, si, ti], i ∈ I be
generators for MCk(g : Y → Z;R), all with the same n. Suppose there
exists an open neighbourhood X of {0} in Rn, such that si : Vi → R
n is
proper over X for all i ∈ I, and the following condition holds:
(∗) Suppose (x, y) ∈ X×Y with g(y) = z ∈ Z, such that for all i∈I and
v∈Vi with (si, ti)(v)=(x, y), we have that v ∈ V ◦i and
Tv(si, ti) : TvV
◦
i −→ TxR
n ⊕ TyY
is injective. This implies that (si, ti)|V ◦i is an embedding near v ∈ V
◦
i .
Hence (si, ti) : Vi → R
n×Y is injective near each v in (si, ti)−1(x, y),
so (si, ti)
−1(x, y) has the discrete topology, and thus is finite as si is
proper over X . Note too that TvV
◦
i is a vector space of dimension
m+n− k and dg|y ◦ dt|v : TvV
◦
i → TzZ is cooriented, since g ◦ t|V ◦i :
V ◦i → Z is a cooriented smooth map of manifolds by Assumption
3.17(j). We require that for all (m+ n− k)-planes P ⊆ TxR
n ⊕ TyY
with dg|y ◦ πTyY : P → TzZ cooriented, we have∑
i∈I, v∈Vi:(si,ti)(v)=(x,y), Tv(si,ti)[TvV
◦
i ]=P
Tv(si, ti) : TvV
◦
i
∼=
−→P is coorientation-preserving
ai =
∑
i∈I, v∈Vi:(si,ti)(v)=(x,y), Tv(si,ti)[TvV
◦
i ]=P
Tv(si, ti) : TvV
◦
i
∼=
−→P is coorientation-reversing
ai in R.
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Then ∑
i∈I
ai [Vi, n, si, ti] = 0 in MC
k(g : Y → Z;R).
Remark 5.40. (a) When g : Y → Z is π : Y → ∗, coorientations cπ◦t for
π ◦ t : V → ∗ are equivalent to orientations oV for V , and relations (i),(ii) above
reduce to Definition 4.1(i),(ii). Hence from Definition 4.1 we see that
MCk(π : Y → ∗;R) ∼= MC−k(Y ;R). (5.54)
When g : Y → Z is idY : Y → Y , generators [V, n, s, t] in Definition 5.39
are ‘compact generators’ of MCk(Y ;R) in the sense of Definition 4.34, and
relations (i),(ii) above are Definition 4.18(i),(ii) applied to compact generators.
Hence Proposition 4.35 implies that
MCk(idY : Y → Y ;R) ∼= MC
k
cs(Y ;R). (5.55)
(b) For generators [V, n, s, t] in Definition 5.39, we required s : V → Rn to be
proper near 0 in Rn, giving a theory generalizing MC∗(Y ;R) and MC
∗
cs(Y ;R).
There are two alternative properness conditions we could have imposed:
(i) (s, t) : V → Rn × Y should be proper near {0} × Y in Rn × Y ; or
(ii) (s, g ◦ t) : V → Rn × Z should be proper near {0} × Z in Rn × Z.
In both cases, as in §4.2 we first define M-prebichains PMCk(g : Y → Z;R),
and then make MCk(g : Y → Z;R) by sheafifying PMCk(g|U : U → Z;R). In
case (i) this would yield
MCk(i)(π : Y → ∗;R)
∼= MC lf−k(Y ;R),
MCk(i)(idY : Y → Y ;R)
∼= MCk(Y ;R),
and in case (ii) it would yield
MCk(ii)(π : Y → ∗;R)
∼=MC−k(Y ;R),
MCk(ii)(idY : Y → Y ;R)
∼=MCk(Y ;R).
We can extend these to bivariant theories as below, with differences on the
properness requirements on morphisms for defining pushforwards and pullbacks.
Here (i) corresponds to the bivariant theory defined by Fulton and MacPherson
in [26, §3.1], and (ii) to that defined in [26, §3.3.1].
(c) We restrict to g : Y → Z a submersion, since otherwise it would not be
reasonable to require g ◦ t : V → Z to be a submersion in the definition of
generators [V, n, s, t] in Definition 5.39.
Definition 5.41. Let g : Y → Z be a submersion of manifolds. Define d :
MCk(g : Y → Z;R)→MCk+1(g : Y → Z;R) to be the R-linear map satisfying
d[V, n, s, t] = [∂V, n, s ◦ iV , t ◦ iV ],
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for all generators [V, n, s, t], as in (4.3) and (4.20). This is well-defined as in
Proposition 4.3, and satisfies d ◦ d = 0 as in Definitions 4.1 and 4.19. Thus we
may define the (integral) M-bihomology
MHk(g : Y →Z;R)=
Ker
(
d :MCk(g : Y →Z;R)→MCk+1(g : Y →Z;R)
)
Im
(
d :MCk−1(g : Y →Z;R)→MCk(g : Y →Z;R)
) .
We define products, pushforwards and pullbacks on M-bichains, as in §2.10.
Definition 5.42. Let f : X → Y , g : Y → Z be submersions of manifolds,
with dimX = p, dimY = q, and dimZ = r. Define the product
· :MCk(f : X → Y ;R)×MCl(g : Y → Z;R) −→MCk+l(g ◦ f : X → Z;R)
to be the unique R-linear map satisfying
[V, n, s, t] · [V ′, n′, s′, t′]=(−1)(l+q+r)n[V˜ , n˜, s˜, t˜] :=(−1)(l+q+r)n
[
V ×f◦t,Y,t′ V
′,
n+ n′, (s1 ◦ πV , . . . , sn ◦ πV , s
′
1 ◦ πV ′ , . . . , s
′
n′ ◦ πV ′), t ◦ πV
]
,
for all [V, n, s, t] ∈MCk(f : X → Y ;R) and [V ′, n′, s′, t′] ∈MCl(g : Y → Z;R).
This specializes to the cup product in (4.61) and the cap product in (4.82) under
(5.54)–(5.55), as in (2.81)–(2.82). A very similar proof to that of Proposition
4.50 in §7.9 shows that ‘ · ’ is well-defined.
Let f : X → Y be a smooth map of manifolds and g : Y → Z a submersion,
such that g ◦ f : X → Z is a submersion. Define the pushforward
f∗ : MC
k(g ◦ f : X → Z;R) −→MCk(g : Y → Z;R)
to be the unique R-linear map acting on generators [V, n, s, t] by
f∗[V, n, s, t] = [V, n, s, f ◦ t],
where the coorientation for (g ◦ f) ◦ t : V → Z in [V, n, s, t] ∈ MCk(g ◦ f :
X → Z;R) is the coorientation for g ◦ (f ◦ t) : V → Z in [V, n, s, f ◦ t] ∈
MCk(g : Y → Z;R). By (4.7), when g is π : Y → ∗ this specializes to
f∗ : MC−k(X ;R) → MC−k(Y ;R) under (5.54), as in (2.83). This f∗ is well
defined as for pushforwards f∗ on M-chains in Definition 4.6.
Suppose g : Y → Z is a submersion, and h : Y → Z is any proper smooth
map of manifolds. Then the fibre product Y ′ = X ×g,Z,h Z ′ is transverse and
exists in Man, and as in (2.79) we have a Cartesian square
Y ′
g′
//
h′
Z ′
h 
Y
g // Z,
(5.56)
with g′ a submersion. We call (5.56) an independent square. Define the pullback
h∗ : MCk(g : Y → Z;R) −→MCk(g′ : Y ′ → Z ′;R)
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to be the unique R-linear map acting on generators [V, n, s, t] by
h∗[V, n, s, t] = [V ′, n, s′, t′] :=
[
V ×t,Y,h′ Y
′, n, s ◦ πV , πY ′
]
, (5.57)
where V ′ = V ×t,Y,h′ Y ′ is the fibre product in M˜anc, which exists as
V ′ = V ×t,Y,h′ Y
′ ∼= V ×t,Y,πY (Y ×g,Z,h Z
′) ∼= V ×g◦t,Z,h Z
′,
and g ◦ t : V → Z is a submersion. Then g′ ◦ t′ : V ′ → Z ′ is the projection
πZ′ : V
′ → Z ′ in the fibre product V ′ ∼= V ×g◦t,Z,hZ ′, so g′◦t′ is a submersion as
g◦t is, and the coorientation on g◦t : V → Z determines one on g′◦t′ : V ′ → Z ′
by Assumption 3.17(l). Also h proper and s : V → Rn proper near 0 in Rn imply
that s′ : V ′ → Rn is proper near 0. Hence [V ′, n, s′, t′] in (5.57) is a generator
of MCk(g′ : Y ′ → Z ′;R).
Equation (5.57) specializes to (4.21) when g : Y → Z is idY : Y → Y , as in
(2.84). We show h∗ is well-defined by a very similar proof to Proposition 4.20.
Products, pushforwards and pullbacks are all compatible with the differential
d on MC∗(g : Y → Z;R), and so descend to products, pushforwards and
pullbacks on M-bihomology MH∗(g : Y → Z;R). It is not difficult to show
that these operations satisfy the axioms for a bivariant theory in [26, §2.2].
Much of the theory of §4.1–§4.7 can now be extended to M-bihomology. We
outline a few important points. If g : Y → Z is a submersion and U ⊆ Y is
open with inclusion i : U →֒ Y then we have pushforwards
i∗ :MC
k(g|U : U → Z;R) −→MC
k(g : Y → Z;R).
Using these, as in Theorem 4.7 we can define a flabby cosheaf of R-modules
MCk(g : Y → Z;R) on Y with
MCk(g : Y → Z;R)(U) = MCk(g|U : U → Z;R) for U ⊆ Y open.
We have MCk(π : Y → ∗;R) ∼= MC−k(Y ;R) and MCk(idY : Y → Y ;R) ∼=
MCkcs(Y ;R). The morphisms d : MC
k(g|U : U → Z;R) → MCk+1(g|U : U →
Z;R) induce cosheaf morphisms d : MCk(g : Y → Z;R) → MCk+1(g : Y →
Z;R) with d ◦ d = 0.
If dimY = l, dimZ = m then we have MCk(g : Y → Z;R) = 0 and
MCk(g : Y → Z;R) = 0 for k < m − l as in Lemmas 4.5 and 4.24. Write(
MCk(g : Y → Z;R), d
)
for the complex of soft sheaves on R-modules on Y
corresponding to
(
MCk(g : Y → Z;R), d
)
under Theorem 2.34. Then as in
Theorems 4.31 and 4.47, we have an exact sequence of sheaves on Y :
0 //OY ⊗Rg∗(OZ)
iY //MCm−l(g :Y →Z;R)
d //MCm−l+1(g :Y →Z;R)
d // · · · .
Thus by §2.5, we may identify M-bihomology with a sheaf cohomology group
MHk(g : Y → Z;R) ∼= Hk+l−mcs (Y,OY ⊗R g
∗(OZ)),
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as in (2.85). So M-bihomology is canonically isomorphic to the bivariant theory
of Example 2.60.
We can extend rational M-(co)homology in §5.1, de Rham M-(co)homology
in §5.2, and M-(co)homology of effective orbifolds in §5.3, to bivariant theories
in a similar way.
6 Proofs of results in §2
6.1 Proof of Theorems 2.3 and 2.8
For (co)homology theories defined on topological spaces rather than on mani-
folds, Eilenberg and Steenrod [16, Th. 10.1] proved the analogue of Theorems
2.3 and 2.8 for ‘triangulable’ topological spaces (or up to homotopy, finite CW-
complexes), which include all compact smooth manifolds, without assuming
Axioms 2.1(vi) and 2.7(vi).
By including (vi), Milnor [66] extended the uniqueness theorems to the cat-
egory of pairs (Y, Z) where Y, Z are topological spaces with the homotopy type
of (possibly infinite) CW complexes, which include all smooth manifolds.
Kreck and Singhof [52, Prop. 10] prove analogues of Theorems 2.3 and 2.8
giving axiomatic characterizations of (co)homology of manifolds, but with two
differences: firstly, they use different sets of axioms involving only absolute
rather than relative (co)homology, and secondly, because of their applications
they consider (co)homology of smooth manifolds Y , but pushforwards and pull-
backs by continuous maps f : Y1 → Y2. Their method is to show that a
(co)homology theory defined on smooth manifolds with continuous maps ex-
tends uniquely to a homology theory on topological spaces which are countable
CW complexes of finite dimension, and then use the arguments of [16, 66].
We will prove Theorems 2.3 and 2.8 using the method of [52]. We start by
adapting material about triples (Y ;Z1, Z2) in [52, §3] to pairs (Y, Z) by taking
Z1 = Y , Z2 = Z. Consider pairs (Y, Z) of a topological space Y and a subset
Z ⊆ Y . A morphism of pairs f : (Y1, Z1) → (Y2, Z2) is a continuous map
f : Y1 → Y2 with f(Z1) ⊆ Z2. We call f a pseudo-equivalence if f : Y1 → Y2
and f |Z1 : Z1 → Z2 are both homotopies of topological spaces. We call f a
homotopy equivalence of pairs if there exists a morphism g : (Y2, Z2)→ (Y1, Z1)
such that g : Y2 → Y1 is a homotopy inverse of f : Y1 → Y2, and g|Z2 : Z2 → Z1
is a homotopy inverse of f |Z1 : Z1 → Z2.
We will consider two special kinds of pairs: (a) pairs (Y, Z) with Y a manifold
(considered as a topological space), and Z ⊆ Y open, and (b) pairs (Y, Z) with
Y a countable CW complex of finite dimension and Z ⊆ Y a CW subcomplex.
We call type (a) manifold pairs, and type (b) CW pairs.
We call a manifold pair (Y, Z) good if Y \ Z is a manifold with boundary
embedded as a submanifold of Y with dim(Y \ Z) = Y . Good manifold pairs
can also be given the structure of CW pairs.
The next two lemmas follow from Kreck and Singhof [52, Prop.s 5 & 6].
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Lemma 6.1. Suppose (Y, Z) is a CW pair. Then there exists a good manifold
pair (Y ′, Z ′) and a homotopy equivalence of pairs h : (Y, Z)→ (Y ′, Z ′).
Lemma 6.2. Suppose (Y, Z) is a manifold pair. Then there exist a good man-
ifold pair (Y ′, Z ′), a CW pair (Y ′′, Z ′′), a pseudo-equivalence p : (Y ′, Z ′) →
(Y, Z) with p : Y ′ → Y smooth, and a homotopy equivalence of pairs h′ :
(Y ′, Z ′)→ (Y ′′, Z ′′).
Kreck and Singhof do not use good manifold pairs, although (Y ′, Z ′) good
in Lemmas 6.1–6.2 follow easily from their construction. Since we want to work
with smooth morphisms f : (Y1, Z1) → (Y2, Z2) of manifold pairs (Kreck and
Singhof use continuous morphisms), we need a result on replacing continuous
morphisms by homotopic smooth morphisms, as in the next easy lemma, which
is false if we do not assume (Y1, Z1), (Y2, Z2) are good.
Lemma 6.3. (a) Suppose (Y1, Z1), (Y2, Z2) are good manifold pairs, and f :
(Y1, Z1) → (Y2, Z2) is a continuous morphism of pairs. Then we can find a
smooth morphism of pairs f ′ : (Y1, Z1) → (Y2, Z2) close to f in C0, and a
continuous homotopy g : (Y1 × [0, 1], Z1 × [0, 1])→ (Y2, Z2) from f to f ′.
(b) Suppose (Y1, Z1), (Y2, Z2) are good manifold pairs, f
′, f ′′ : (Y1, Z1) →
(Y2, Z2) are smooth morphisms of pairs, and g : (Y1×[0, 1], Z1×[0, 1])→ (Y2, Z2)
is a continuous homotopy from f ′ to f ′′. Then we can find a smooth homotopy
g′ : (Y1 × [0, 1], Z1 × [0, 1])→ (Y2, Z2) from f ′ to f ′′, close to g in C0.
Broadly following [52, §4], we prove:
Proposition 6.4. Suppose H∗(−;R) is a homology theory on manifold pairs
(Y, Z) and smooth maps f : (Y1, Z1)→ (Y2, Z2) satisfying Axiom 2.1. Then we
can construct a homology theory H˜∗(−;R) on CW pairs (Y, Z) and continuous
maps f : (Y1, Z1) → (Y2, Z2), uniquely up to canonical isomorphism, satis-
fying the analogue of Axiom 2.1, with functorial isomorphisms H∗(Y, Z;R) ∼=
H˜∗(Y, Z;R) for all manifold pairs (Y, Z) which are also CW pairs.
Conversely, the CW homology theory H˜∗(−;R) determines the manifold ho-
mology theory H∗(−;R) uniquely up to canonical isomorphism.
The analogue of all the above holds for cohomology theories, using Axiom 2.7.
Proof. Let H∗(−;R) be as in the proposition. To define the CW homology
theory H˜∗(−;R), using the Axiom of Choice, for each CW pair (Y, Z) choose a
good manifold pair (Y ′, Z ′) and a homotopy equivalence of pairs h : (Y, Z) →
(Y ′, Z ′) as in Lemma 6.1, and choose a homotopy inverse i : (Y ′, Z ′) → (Y, Z)
for h. Define H˜∗(Y, Z) = H∗(Y ′, Z ′).
Suppose f : (Y1, Z1)→ (Y2, Z2) is a morphism of CW pairs, and let (Y ′1 , Z
′
1),
h1, i1, (Y
′
2 , Z
′
2), h2, i2 be the data chosen for (Y1, Z1), (Y2, Z2). Then h2 ◦ f ◦ i1 :
(Y ′1 , Z
′
1) → (Y
′
2 , Z
′
2) is a continuous morphism of good manifold pairs. So
Lemma 6.3(a) gives smooth f ′ : (Y ′1 , Z
′
1)→ (Y
′
2 , Z
′
2) continuously homotopic to
h2 ◦f ◦ i1. Define f∗ : H˜∗(Y1, Z1;R)→ H˜∗(Y2, Z2;R) to be f ′∗ : H∗(Y
′
1 , Z
′
1;R)→
H∗(Y
′
2 , Z
′
2;R). To see that f∗ is well-defined, let f
′′ be an alternative choice for
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f ′. Then f ′, f ′′ are smooth morphisms (Y ′1 , Z
′
1) → (Y
′
2 , Z
′
2) which are continu-
ously homotopic, so they are smoothly homotopic by Lemma 6.3(b), and thus
f ′∗ = f
′′
∗ by Axiom 2.1(iv).
Now let (Y, Z) be a CW pair, so that (Y, ∅) and (Z, ∅) are also CW pairs.
Let (Y ′, Z ′), h1, i1 and (Y
′′, ∅), h2, i2 and (Z
′′, ∅), h3, i3 be the data chosen for
(Y, Z), (Y, ∅) and (Z, ∅). Choose smooth f2 : Y ′′ → Y ′ and f3 : Z ′′ → Z ′ which
are continuously homotopic to h1 ◦ i2 : Y ′′ → Y ′ and to h1|Z ◦ i3 : Z ′′ → Z ′.
Define ∂ : H˜k(Y, Z;R)→ H˜k−1(Z;R) by the commutative diagram
· · · // H˜k(Z;R)
i∗
// H˜k(Y ;R)
j∗
// H˜k(Y, Z;R)
∂
// H˜k−1(Z;R) // · · ·
Hk(Z
′′;R)
(f3)∗∼= 
Hk(Y
′′;R)
(f2)∗∼= 
Hk(Y
′, Z ′;R) Hk−1(Z
′′;R)
(f3)∗∼= 
· · · // Hk(Z ′;R)
i∗ // Hk(Y ′;R)
j∗ // Hk(Y ′, Z ′;R)
∂ // Hk−1(Z ′;R) // · · · ,
where the top and bottom lines are (2.1) for (Y, Z), (Y ′, Z ′), and the columns
are isomorphisms as f2, f3 are homotopies. This defines all the data in the CW
homology theory H˜(−;R). It is easy to deduce Axiom 2.1(i)–(vi) for H˜ from
Axiom 2.1(i)–(vi) for H , as in [52, §5]. The first part of the proposition follows.
For the second part, to recoverH(−;R) from H˜(−;R), first note that for good
manifold pairs (Y, Z) the argument above constructing H˜(−;R) fromH(−;R) is
reversible, as every good manifold pair (Y, Z) is homotopic to a CW pair (Y ′, Z ′)
and vice versa. Thus H˜(−;R) determines H(−;R) uniquely up to canonical
isomorphism on the full subcategory Cgo of C in Axiom 2.1 with objects good
manifold pairs (Y, Z).
To determine H(−;R) on non-good manifold pairs (Y, Z), note that Lemma
6.2 gives a good manifold pair (Y ′, Z ′) and a pseudo-equivalence p : (Y ′, Z ′)→
(Y, Z). Thus we have a commutative diagram with exact rows
· · · // Hk(Z ′;R)
∼= (p|Z′ )∗
i∗
// Hk(Y ′;R)
∼= p∗
j∗
// Hk(Y ′, Z ′;R)
p∗

∂
// Hk−1(Z ′;R)
∼= (p|Z′)∗
// · · ·
· · · // Hk(Z;R)
i∗ // Hk(Y ;R)
j∗ // Hk(Y, Z;R)
∂ // Hk−1(Z;R) // · · · .
(6.1)
As p is a pseudo-equivalence, p : Y ′ → Y and p|Z′ : Z ′ → Z are homotopies,
so the first, second and fourth columns of (6.1) are isomorphisms. The five
lemma now implies that p∗ : Hk(Y
′, Z ′;R) → Hk(Y, Z;R) is an isomorphism.
So H∗(Y, Z;R) for the non-good pair (Y, Z) is determined up to canonical iso-
morphism by H∗(Y
′, Z ′;R) for the good pair (Y ′, Z ′). Using this, we see that
H(−;R) is determined up to canonical isomorphism by H˜(−;R).
The proof for cohomology is the same, reversing morphisms on H∗, H˜∗.
As noted by Kreck and Singhof in [52, Lem. 11], Milnor’s proof [66] of unique-
ness of (co)homology theories satisfying the analogues of Axioms 2.1 and 2.7 for
CW complexes also works for our ‘CW pairs’ of a countable CW complex Y of
finite dimension and a CW subcomplex Z ⊆ Y . Thus Theorems 2.3 and 2.8
follow from Proposition 6.4.
6.2 Proof of Theorem 2.39
Let Y,R, E and π : E → Eˆ be as in Theorem 2.39 throughout.
6.2.1 Proof of Theorem 2.39(a)
First consider Definition 2.21(iv),(v) when I = {1, 2}, so that U ⊆ Y is open
and {V1, V2} is an open cover of U . Then by (2.40), as E is strong the following
is exact:
0 // E(U)
ρUV1⊕ρUV2 // E(V1)⊕E(V2)
ρV1(V1∩V2)⊕−ρV2(V1∩V2) // E(V1∩V2). (6.2)
Then Definition 2.21(iv) is equivalent to (6.2) being exact at the second place,
and Definition 2.21(v) equivalent to (6.2) being exact at the third place. Hence E
being strong is equivalent to Definition 2.21(iv),(v) holding for E when |I| = 2.
This proves the second part of (a), that is, if E ′ is a presheaf and Definition
2.21(iv),(v) hold for E ′ whenever I is finite, then E ′ is strong.
We will prove that Definition 2.21(iv),(v) hold for E whenever I = {1, . . . , n}.
When n = 0, 1 this is trivial, and when n = 2 it is equivalent to E strong.
Suppose by induction on N that for some N = 2, 3, . . . , Definition 2.21(iv),(v)
hold for E whenever I = {1, . . . , n} for all n = 0, 1, . . . , N . Let U ⊆ Y be open
and {V1, . . . , VN+1} be an open cover of U .
For (iv), suppose s ∈ E(U) with ρUVi(s) = 0 in E(Vi) for i = 1, . . . , N+1. Let
V ′N = VN ∪ VN+1 and s
′ = ρUV ′N (s) ∈ E(V
′
N ). Then ρV ′NVN (s
′) = ρUVN (s) = 0
and ρV ′NVN+1(s
′) = ρUVN+1(s) = 0, so by the inductive hypothesis (iv) for
n = 2 we have s′ = 0. Now apply the inductive hypothesis (iv) for n = N
to s on U with open cover {V1, . . . , VN−1, V ′N}. We have ρUVi(s) = 0 in E(Vi)
for i = 1, . . . , N − 1 and ρUV ′N (s) = s
′ = 0 in E(V ′N ), so s = 0, proving (iv)
when I = {1, . . . , N + 1}.
For (v), suppose si ∈ E(Vi) for i = 1, . . . , N + 1 with ρVi(Vi∩Vj)(si) =
ρVj(Vi∩Vj)(sj) in E(Vi∩Vj) for all i, j = 1, . . . , N+1. Then the inductive hypoth-
esis (v) for n = 2 applied to the open cover {VN , VN+1} of VN ′ gives sN ′ ∈ E(V ′N )
with ρV ′NVN (s
′
N ) = sN and ρV ′NVN+1(s
′
N ) = sN+1. Let i = 1, . . . , N − 1, and
consider ρVi(Vi∩V ′N )(si) and ρV
′
N (Vi∩V
′
N )
(s′N ) in E(Vi ∩ V
′
N ). We have
ρ(Vi∩V ′N )(Vi∩VN )
[
ρVi(Vi∩V ′N )(si)
]
= ρVi(Vi∩VN )(si) = ρVN (Vi∩VN )(sN ) =
ρVN (Vi∩VN )◦ρV ′NVN (s
′
N )=ρV ′N (Vi∩VN )(s
′
N )=ρ(Vi∩V ′N )(Vi∩VN )
[
ρV ′N (Vi∩V
′
N )
(s′N )
]
,
and ρ(Vi∩V ′N )(Vi∩VN+1)
[
ρVi(Vi∩V ′N )(si)
]
= ρ(Vi∩V ′N )(Vi∩VN+1)
[
ρV ′N (Vi∩V
′
N )
(s′N )
]
in
the same way. Thus applying the inductive hypothesis (iv) for n = 2 to the open
cover {Vi∩VN , Vi∩VN+1} of Vi∩V
′
N shows that ρVi(Vi∩V ′N )(si) = ρV
′
N (Vi∩V
′
N )
(s′N ).
Hence applying the inductive hypothesis (v) for n = N to the open cover
{V1, . . . , VN−1, V ′N} of U and sections s1, . . . , sN−1, s
′
N gives s ∈ E(U) with
ρUVi(s) = si for i = 1, . . . , N − 1 and ρUV ′N (s) = s
′
N . But then
ρUVN (s) = ρV ′NVN ◦ ρUV ′N (s) = ρV ′NVN (s
′
N ) = sN ,
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and similarly ρUVN (s) = sN+1, proving (v) when I = {1, . . . , N + 1}. This
completes the inductive step. Therefore by induction Definition 2.21(iv),(v)
hold when I = {1, . . . , n} for all n = 0, 1, . . . , so they hold for all finite I.
6.2.2 Proof of Theorem 2.39(b)
Let V ⊆ U ⊆ Y be open, and consider the morphism (2.41). First we show
that if α ∈ Ecs(U) with suppα ⊆ V then ρUV (α) ∈ Ecs(V ), that is, ρUV (α)
is compactly-supported. This is not obvious since, although supp[ρUV (α)] =
suppα is compact, as in Remark 2.27 this does not imply ρUV (α) is compactly-
supported unless E is a sheaf rather than a presheaf.
As α is compactly-supported there is compact K ⊆ U with ρU(U\K)(α) = 0
in E(U \K). Then K \ V is compact in U , as it is closed in K, and (K \ V ) ∩
suppα = 0 as suppα ⊆ V . Hence by Definition 2.26, for each y ∈ K \ V there
exists an open neighbourhood Wy of y in U such that ρUWy (s) = 0 in E(Wy).
Then {Wy : y ∈ K \ V } is an open cover of K \ V ⊆ U , which is compact, so
there exists a finite set {y1, . . . , yN} ⊆ K \ V with K \ V ⊆Wy1 ∪ · · · ∪WyN .
Set K ′ = K \ (Wy1 ∪ · · · ∪WyN ). It is compact, as it is closed in K, and
K ′ ⊆ V as K \ V ⊆ Wy1 ∪ · · · ∪WyN . Also {Wy1 , . . . ,WyN , U \K} is an open
cover of U \ K ′, and ρUWy1 (α) = · · · = ρUWyN (α) = ρU(U\K)(α) = 0. Thus
Definition 2.21(iv) for E with I = {1, . . . , N + 1} applied to s = ρU(U\K′)(α) in
E(U \K ′), which holds by Theorem 2.39(a), gives ρU(U\K′)(α) = 0. Therefore
ρV (V \K′)[ρUV (α)] = ρU(V \K′)(α) = ρ(U\K′)(V \K′) ◦ ρU(U\K′)(α) = 0,
and so ρUV (α) is compactly-supported, as K
′ ⊆ V is compact, and ρUV (α) lies
in Ecs(V ). Thus the morphism (2.41) is well defined.
Suppose α ∈ Ecs(U) with suppα ⊆ V ⊆ U and ρUV (α) = 0. As above there
exists compact K ′ ⊆ V with ρU(U\K′)(α) = 0. Exactness of (6.2) at the second
term with V1 = V , V2 = U \K
′ gives α = 0. Hence (2.41) is injective.
Suppose β ∈ Ecs(V ). Then by definition there exists compact K ′ ⊆ V with
ρV (V \K′)(β) = 0. By exactness of (6.2) at the third term with V1 = V and
V2 = U \K ′, since ρV (V \K′)(β) = ρ(U\K′)(V \K′)(0) = 0, there exists α ∈ E(U)
with ρUV (α) = β and ρU(U\K′)(α) = 0. Then ρU(U\K′)(α) = 0 implies that
α ∈ Ecs(U) with suppα ⊆ K ′ ⊆ V . Therefore (2.41) is surjective, so it is an
isomorphism. This proves Theorem 2.39(b).
6.2.3 Proof of Theorem 2.39(c)
Suppose V ⊆ U ⊆ Y are open, and the closure V¯ of V in U is compact, and
let sˆ ∈ Eˆ(U). We first show that there exists a unique τUV (sˆ) ∈ E(V ) satisfying
the characterizing property in Theorem 2.39(c) for each y ∈ V¯ .
By definition of sheafification, for each y ∈ V¯ we can choose a small open
neighbourhood Uy of y in U and a section sy ∈ E(Uy) with π(Uy)(sy) = ρˆUUy (sˆ).
As Y is locally compact, we can also choose an open neighbourhood U ′y of y in
Uy such that the closure U¯
′
y of U
′
y in Uy is compact. Then {U
′
y : y ∈ V¯ } is a
171
family of open sets in U which cover V¯ ⊆ U , so as V¯ is compact there exist
y1, . . . , yN in V¯ with V¯ ⊆ U ′y1 ∪ · · · ∪ U
′
yN .
For i, j = 1, . . . , N , we have syi ∈ E(Uyi) and syj ∈ E(Uyj ), but we do not
know that ρUyi (Uyi∩Uyj )(syi) = ρUyj (Uyi∩Uyj )(syj ) in E(Uyi ∩ Uyj). Instead, we
only know that each y ∈ Uyi∩Uyj has an open neighbourhoodWy of y in Uyi∩Uyj
with ρUyiWy (syi) = ρUyjWy (syj ) in E(yj). Now U¯
′
yi ∩ U¯
′
yj is a subset of Uyi ∩Uyj ,
and is compact as U¯ ′yi , U¯
′
yj are and Y is Hausdorff. Then
{
Wy : y ∈ Uyi ∩ Uyj
}
is a family of open subsets of Uyi ∩Uyj which cover U¯
′
yi ∩ U¯
′
yj , so we can choose
y˜1, . . . , y˜N˜ in Uyi ∩ Uyj with U
′
yi ∩ U
′
yj ⊆ U¯
′
yi ∩ U¯
′
yj ⊆Wy˜1 ∪ · · · ∪Wy˜N˜ .
Apply Theorem 2.39(a) to the open cover
{
U ′yi ∩U
′
yj ∩Wy˜k : k = 1, . . . , N˜
}
of U ′yi ∩ U
′
yj , and ρUyi (U ′yi∩U
′
yj
)(syi), ρUyj (U ′yi∩U
′
yj
)(syj ) in E(U
′
yi ∩ U
′
yj). Since
ρ(U ′yi∩U
′
yj
)(U ′yi∩U
′
yj
∩Wy˜k )
[
ρUyi (U ′yi∩U
′
yj
)(syi)
]
= ρUyi (U ′yi∩U
′
yj
∩Wy˜k )
(syi)
= ρUyj (U ′yi∩U
′
yj
∩Wy˜k )
(syj ) = ρ(U ′yi∩U
′
yj
)(U ′yi
∩U ′yj
∩Wy˜k )
[
ρUyj (U ′yi∩U
′
yj
)(syj )
]
for k = 1, . . . , N˜ , we have ρUyi (U ′yi∩U
′
yj
)(syi) = ρUyj (U ′yi∩U
′
yj
)(syj ) for all i, j =
1, . . . , N by Definition 2.21(iv).
Now apply Theorem 2.39(a) to the open cover
{
U ′y1 ∩V, . . . , U
′
yN ∩V
}
of V ,
and the sections ρUyi (U ′yi∩V )
(syi) ∈ E(U
′
yi ∩ V ) for i = 1, . . . , N . Since
ρ(U ′yi∩V )(U
′
yi
∩U ′yj∩V )
[
ρUyi (U ′yi∩V )
(syi)
]
= ρUyi (U ′yi∩U
′
yj
∩V )(syi)
= ρUyj (U ′yi∩U
′
yj
∩V )(syj ) = ρ(U ′yj∩V )(U
′
yi
∩U ′yj∩V )
[
ρUyj (U ′yj∩V )
(syj )
]
for all i, j = 1, . . . , N , this says that that there exists a unique element τUV (sˆ)
in E(V ) with ρV (U ′yi∩V )
◦ τUV (sˆ) = ρUyi (U ′yi∩V )
(syi) for all i = 1, . . . , N .
We have not yet shown that τUV (sˆ) is independent of the choices of N, yi,
Uyi , syi, U
′
yi made above, so we do not yet know that τUV (sˆ) depends only on
sˆ, but we take τUV (sˆ) and these choices to be fixed for the next part of the
argument. Suppose now that as in Theorem 2.39(c) that y ∈ V¯ , and Uy is
an open neighbourhood of y in U , and sy ∈ E(Uy) with π(Uy)(sy) = ρˆUUy (sˆ).
Choose any open neighbourhood U ′y of y in Uy such that the closure U¯
′
y of U
′
y
in Uy is compact.
We can now apply the argument in which we constructed τUV (sˆ) above
replacing the data N,Uy1 , . . . , UyN , sy1 , . . . , syN , U
′
y1 , . . . , U
′
yN by N + 1, Uy1,
. . . , UyN , Uy, sy1 , . . . , syN , sy, U
′
y1 , . . . , U
′
yN , U
′
y. This gives τUV (sˆ)
′ in E(V ) with
ρV (U ′yi∩V )
◦ τUV (sˆ)′ = ρUyi (U ′yi∩V )
(syi) for i = 1, . . . , N and ρUy(U ′y∩V )(sy) =
ρV (U ′y∩V ) ◦ τUV (sˆ)
′. But uniqueness of τUV (sˆ) above implies that τUV (sˆ)
′ =
τUV (sˆ). Hence we have ρUy(U ′y∩V )(sy) = ρV (U ′y∩V ) ◦τUV (sˆ) for all such y, Uy, sy,
U ′y, so τUV (sˆ) above satisfies the characterizing property in Theorem 2.39(c).
Next we show that τUV (sˆ) is independent of the choices of N, yi, Uyi, syi , U
′
yi
in its construction. Suppose τˇUV (sˆ) is an alternative outcome, using different
choices. Then as τˇUV (sˆ) satisfies the characterizing property we have ρV (U ′yi∩V )
◦
τˇUV (sˆ) = ρUyi (U ′yi∩V )
(syi) for all i = 1, . . . , N . But τUV (sˆ) was unique with this
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property, so τˇUV (sˆ) = τUV (sˆ), and τUV (sˆ) is independent of choices. Therefore
τUV : Eˆ(U) → E(V ) mapping sˆ → τUV (sˆ) is well defined, and is uniquely
characterized by the property in Theorem 2.39(c), as required. It remains to
show that τUV is an R-module morphism, and that (2.42)–(2.43) commute.
To see that τUV is an R-module morphism, let a, b ∈ R and sˆ, tˆ ∈ Eˆ(U).
Then in the construction of τUV (sˆ) above, for each y ∈ V¯ we can choose y ∈
Uy ⊆ U and sy, ty ∈ E(Uy) such that π(Uy)(sy) = ρˆUUy (sˆ) and π(Uy)(ty) =
ρˆUUy (tˆ). Following the argument through for τUV (sˆ), τUV (tˆ) and τUV (asˆ + btˆ)
simultaneously, uniqueness of τUV (sˆ) implies that τUV (asˆ + btˆ) = aτUV (sˆ) +
bτUV (tˆ), so τUV is R-linear.
Suppose V 6= ∅. If s ∈ E(U) with π(U)(s) = sˆ ∈ Eˆ(U) then in the construc-
tion of τUV (sˆ) we can take N = 1, any y1 ∈ V ⊆ V¯ , Uy1 = U , sy1 = s and
U ′y1 = V , and then ρV (U ′y1∩V )
◦ τUV (sˆ) = ρUy1 (U ′y1∩V )
(sy1) becomes
τUV ◦ π(U)(s) = τUV (sˆ) = ρV V (τUV (sˆ)) = ρUV (s),
so the top left triangle of (2.42) commutes. If V = ∅ it commutes trivially.
If sˆ ∈ Eˆ(U) then from above there is an open cover
{
U ′y1 ∩ V, . . . , U
′
yN ∩ V
}
of V such that for i = 1, . . . , N we have
ρˆV (U ′yi∩V )
[
π(V ) ◦ τUV (sˆ)
]
= π(U ′yi ∩ V ) ◦ ρV (U ′yi∩V )
◦ τUV (sˆ)
= π(U ′yi ∩ V ) ◦ ρUyi (U ′yi∩V )
(syi) = ρˆUyi (U ′yi∩V )
◦ π(Uyi)(syi)
= ρˆUyi (U ′yi∩V )
◦ ρˆUUyi (sˆ) = ρˆU(U ′yi∩V )
(sˆ) = ρˆV (U ′yi∩V )
[
ρˆUV (sˆ)
]
,
using ρV (U ′yi∩V )
◦τUV (sˆ) = ρUyi (U ′yi∩V )
(syi) from above, and πUi(syi) = ρˆUUi (sˆ)
by choice of syi , and π : E → Eˆ a presheaf morphism. The sheaf property of Eˆ
now implies that π(V )◦ τUV (sˆ) = ρˆUV (sˆ), so the bottom right triangle of (2.42)
commutes, and (2.42) commutes.
To see that equation (2.43) commutes, compare the characterizing properties
of τUV (sˆ) and τUW (sˆ) at each y ∈ W¯ , and apply ρVW to τUV (sˆ).
6.2.4 Proof of Theorem 2.39(d)
Let U ⊆ Y be open, and suppose V ⊆ U is open and the closure V¯ of V in U
is compact. Consider the diagram
{
α ∈ Ecs(U) : suppα ⊆ V ⊆ U
} ρUV |···
∼=
//
π(U)|···
Ecs(V )
π(V )|··· {
αˆ ∈ Eˆcs(U) : supp αˆ ⊆ V ⊆ U
} ρˆUV |···
∼=
//
τUV |···
11❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝❝
Eˆcs(V ).
(6.3)
This is a subdiagram of (2.42) and so commutes by Theorem 2.39(c), the top
line is an isomorphism by Theorem 2.39(b), the bottom line is an isomorphism
as Eˆ is a sheaf, and the diagonal morphism does map to Ecs(V ) ⊆ E(V ) as (2.42)
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commutes. Hence the columns π(U)|···, π(V )|··· in (6.3) are also isomorphisms,
with inverses ρUV |−1··· ◦ τUV |··· and τUV |··· ◦ ρˆUV |
−1
··· .
As Y is locally compact, for every compact subset K ⊆ U we can find
an open neighbourhood V of K in U with the closure V¯ of V in U compact.
Applying this with K = suppα for α ∈ Ecs(U) or K = supp αˆ for αˆ ∈ Eˆcs(U),
we see that all α ∈ Ecs(U) or αˆ ∈ Eˆcs(U) lie in the domain or target of the left
hand morphism π(U)|··· in (6.3) for some such V . Thus, π(U)|··· an isomorphism
for all such V implies that π(U) : Ecs(U)→ Eˆcs(U) is an isomorphism.
6.2.5 Proof of Theorem 2.39(e)
Let U ⊆ Y be open. Consider the diagram:
Eˆ(U)
T //
Rˆ
∼=
--❩❩❩❩❩❩❩
❩❩❩❩❩❩❩❩
❩❩❩❩❩❩❩❩
❩❩❩❩❩❩❩❩
❩❩❩❩❩ lim←− V : V ⊆ U open, V¯ is compact
E(V )
Π

lim←− V : V ⊆ U open, V¯ is compact
Eˆ(V ).
Ξ
OO
(6.4)
Here the inverse limits are over open V ⊆ U for which the closure V¯ of V
in U is compact, defined using the morphisms ρV1V2 : E(V1) → E(V2) and
ρˆV1V2 : Eˆ(V1)→ Eˆ(V2) for V2 ⊆ V1 ⊆ U .
The morphisms T and Rˆ are induced by the morphisms τUV : Eˆ(U)→ E(V )
from Theorem 2.39(c) and ρˆUV : Eˆ(U)→ Eˆ(V ) from the (pre)sheaf Eˆ , using the
universal properties of inverse limits, and are well defined as ρV1V2 ◦τUV1 = τUV2
by (2.43) and ρˆV1V2 ◦ ρˆUV1 = ρˆUV2 . Since Eˆ is a sheaf and Y is locally compact,
so that U is the union of all open V ⊆ U with V¯ compact, we can show that Rˆ
is an isomorphism.
The morphism Π in (6.4) is induced by π(V ) : E(V )→ Eˆ(V ) for V ⊆ U with
V¯ compact, using the universal properties of inverse limits, and is well defined
as ρˆV1V2 ◦ π(V1) = π(V2) ◦ ρV1V2 since π : E → Eˆ is a presheaf morphism. As
π(V ) ◦ τUV = ρˆUV by (2.42), where π(V ), τUV , ρˆUV are used to define Π,T, Rˆ,
we have Π ◦ T = Rˆ in (6.4).
To define Ξ, note that for any V ⊆ U with V¯ compact, as Y is locally
compact we can choose an open neighbourhood V ′ of V¯ in U whose closure V¯ ′
in U is compact. Consider the following diagram:
lim←− V ′ : V ′ ⊆ U open, V¯ ′ is compact
Eˆ(V ′)
πˆV ′
//
Ξ

Eˆ(V ′)
τV ′V

lim←− V : V ⊆ U open, V¯ is compact
E(V ) πV // E(V ).
(6.5)
Here τV ′V is from Theorem 2.39(c), and πV , πˆV ′ are the projections from the
inverse limits. Thus, for each V ⊆ U with V¯ compact we get a morphism
τV ′V ◦ πˆV ′ : lim←−V ′
Eˆ(V ′) → E(V ). We can show using (2.42)–(2.43) that this
is independent of the choice of V ′ and compatible with the morphisms ρV1V2 :
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E(V1)→ E(V2), so by properties of the inverse limit lim←−V
E(V ) there is a unique
morphism Ξ such that (6.5) commutes for all such V, V ′.
From (2.42) with V ′ in place of U we have τV ′V ◦ π(V ′) = ρV ′V , where
τV ′V , π(V
′) are used to define Ξ,Π in (6.4), and ρV ′V is used to define the
inverse limit lim←−V
E(V ). Hence we see that Ξ ◦ Π = id. Similarly, from (2.42)
we have π(V ) ◦ τV ′V = ρˆV ′V , which implies that Π ◦Ξ = id, so Ξ,Π are inverse.
Therefore T in (6.4) is an isomorphism. This is the isomorphism (2.44) induced
by the τUV : Eˆ(U)→ E(V ), as we have to prove.
6.2.6 Proof of Theorem 2.39(f)
The definition of E c-soft in Definition 2.30(c) may be expressed like this: E
is c-soft if whenever K ⊆ Y is compact, V is an open neighbourhood of K
in Y , and s ∈ E(V ), then there exists an open neighbourhood W of K in V
and s′ ∈ E(Y ) with ρVW (s) = ρYW (s′). This definition only needs E to be a
presheaf, not a sheaf, and so makes sense for both E and Eˆ .
Suppose E is c-soft. We will prove that Eˆ is c-soft. Let K ⊆ Y be compact,
U be an open neighbourhood of K in Y , and sˆ ∈ Eˆ(U). Choose an open
neighbourhood V of K in U such that the closure V¯ of V in U is compact,
which is possible as K is compact and Y is locally compact. Set s = τUV (sˆ) ∈
E(V ), for τUV as in Theorem 2.39(c), so that π(V )(s) = ρˆUV (sˆ). Since E is
c-soft, there exists an open neighbourhood W of K in V and s′ ∈ E(Y ) with
ρVW (s) = ρYW (s
′). Write sˆ′ = π(Y )(s′). Then
ρˆUW (sˆ) = ρˆVW ◦ ρˆUV (sˆ) = ρˆVW ◦ π(V )(s) = π(W ) ◦ ρVW (s)
= π(W ) ◦ ρYW (s
′) = ρˆYW ◦ π(Y )(s
′) = ρˆYW (sˆ
′),
using π(V )(s) = ρˆUV (sˆ), sˆ
′ = π(Y )(s′) and π a presheaf morphism.
Thus, whenever K ⊆ Y is compact, U is an open neighbourhood of K in Y ,
and sˆ ∈ Eˆ(U), there exists an open neighbourhood W of K in V and sˆ′ ∈ Eˆ(Y )
with ρˆVW (sˆ) = ρˆYW (sˆ
′), so Eˆ is c-soft, as we have to prove.
The last part of (f) follows from Theorems 2.34 and 2.39(b),(d). Since Eˆ is
a c-soft sheaf, as in Theorem 2.34 we may reconstruct Eˆ from a flabby cosheaf
Eˆ defined by Eˆ(U) = Eˆcs(U) for open U ⊆ Y , and σˆV U : Eˆ(V ) → Eˆ(U) for
V ⊆ U ⊆ Y open is the inverse of the isomorphism
ρˆUV |··· :
{
αˆ ∈ Eˆcs(U) : supp αˆ ⊆ V ⊆ U
} ∼=
−→Eˆcs(V ). (6.6)
But Theorem 2.39(d) implies that Ecs(U)
∼= Eˆcs(U), and equation (2.41) in
Theorem 2.39(b) is lift of (6.6) from Eˆcs(U) to Ecs(U) under the isomorphisms
Ecs(U)
∼= Eˆcs(U). Therefore we may define a flabby cosheaf E defined by E(U) =
Ecs(U) and σV U : E(V ) → E(U) for V ⊆ U ⊆ Y open is the inverse of the
isomorphism (2.41), and we have an isomorphism E ∼= Eˆ , so Eˆ is the c-soft sheaf
associated to E in Theorem 2.34(b). This completes the proof of Theorem 2.39.
175
6.3 Proof of Theorem 2.50
Let X be an effective orbifold of dimension m. Then X has a natural locally
closed stratification
X =
∐
isomorphism classes of finite groups Γ
XΓ,
where XΓ =
{
x ∈ X : GxX ∼= Γ
}
is the orbifold stratum of X with group Γ.
Then X{1} is open and dense in X and a manifold, and each XΓ for Γ 6= {1}
is a disjoint union XΓ =
∐m−1
k=0 X
k
Γ of manifolds X
k
Γ of dimension k < m, such
that X is locally modelled near each point of XkΓ on R
k × (Rm−k/Γ) for some
effective representation of Γ on Rm−k. The closure XΓ of XΓ in X satisfies
XΓ ⊆
∐
isomorphism classes of finite groups ∆:
Γ is isomorphic to a subgroup of ∆
X∆.
Let N ≫ 0 (actually N > 2m + 1 is sufficient), and let f : X → RN be
a generic smooth map. Then following well known arguments of Whitney on
embeddings of manifolds in RN , we can show that:
(i) f is injective, and a homeomorphism with its image f(X) ⊂ RN .
(ii) f |XkΓ : X
k
Γ → R
N is an embedding of manifolds for all Γ, k.
(iii) f is nicely behaved in the normal directions to XkΓ in X for all Γ, k.
That is, near each point of XkΓ, X looks like R
k × (Rm−k/Γ), and up to
local diffeomorphisms of RN , f looks like idRk × C : R
k × (Rm−k/Γ) →
R
k×RN−k for some quasi-homogeneous embedding C : Rm−k/Γ→ RN−k
of Rm−k/Γ, roughly as a cone in RN−k.
(iv) f(X) is a Euclidean Neighbourhood Retract (ENR), that is, there exists
an open neighbourhood Y of f(X) in RN which retracts topologically
onto X . Roughly speaking, Y is a ‘tubular neighbourhood’ of f(X) in
RN , except that the retraction Y → X is not a disc fibration over the
orbifold strata XΓ, but has more complicated contractible fibres.
Starting with the effective orbifold X , we have constructed a manifold Y and
a smooth map f : X → Y such that f : X → f(X) is a homeomorphism and Y
retracts onto X . Hence f is a topological homotopy, so there exist a continuous
homotopy inverse g : Y → X , and continuous maps F : [0, 1] × X → X and
G : [0, 1]× Y → Y with F (0, x) = g ◦ f(x), F (1, x) = x, G(0, y) = f ◦ g(y) and
G(1, y) = y for all x ∈ X and y ∈ Y .
The key point is to show that we can choose these g, F,G to be smooth, so
that X and Y are homotopic in Orbeff , rather than just in topological spaces
Top. WhenX is a manifold this is well known, and follows from the construction
of tubular neighbourhoods of embedded submanifolds.
To make the homotopy inverse g smooth, we choose g near f(XkΓ) in Y for
all Γ by induction on increasing k = 0, 1, . . . ,m, that is, we choose g on the
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orbifold strata of highest codimension first, with the property that g : Y → X
maps a small open neighbourhood of f(XkΓ) in Y to X
k
Γ in X for all Γ, k.
That is, near points x in XkΓ and f(x) in Y , we know that X is locally
modelled on Rk × (Rm−k/Γ), and Y locally modelled on Rk × RN−k, and f on
idRk × C : R
k × (Rm−k/Γ)→ Rk × RN−k for a quasi-homogeneous embedding
C : Rm−k/Γ → RN−k. If x is not too close to a deeper orbifold stratum
X l∆ for l < k, we can suppose Y is locally modelled on R
k × U , for U an
open neighbourhood of C(Rm−k/Γ) in RN−k which retracts onto C(Rm−k/Γ).
Then we want g : Y → X to be locally modelled on idRk × D : R
k × U →
Rk × (Rm−k/Γ), where D : U → Rm−k/Γ is a smooth homotopy inverse for
C : Rm−k/Γ→ U ⊆ RN−k. We want in particular that D should map an open
neighbourhood of 0 = C(0/Γ) in U ⊂ RN−k to 0/Γ in Rm−k/Γ.
It is not difficult to see that, by mapping open neighbourhoods in U of images
under C of orbifold strata in Rm−k/Γ back to the same orbifold strata (or their
closures), such smooth homotopy inverses D : U → Rm−k/Γ exist. Then by an
inductive process of choosing g near orbifold strata of increasing dimension, and
making Y smaller if necessary, we find we can choose the homotopy inverse g
to be smooth, that is, a morphism g : Y → X in Orbeff .
Having chosen Y, f and g, then f ◦ g : Y → Y and idY : Y → Y are smooth
maps of manifolds which are continuously homotopic, that is, there exists a
continuous map G˜ : [0, 1] × Y → Y with G˜(0, y) = f ◦ g(y) and G˜(1, y) = y
for all y ∈ Y . As smooth maps are dense in continuous maps, we can choose a
small smooth perturbation G : [0, 1]× Y → Y of G˜ with G(0, y) = f ◦ g(y) and
G(1, y) = y for all y ∈ Y .
Similarly, there exists a continuous map F˜ : [0, 1]×X → X with F˜ (0, x) =
g ◦ f(x) and F˜ (1, x) = x for all x ∈ X . For our definition of Orbeff , by
considering equivariant continuous and smooth maps we see that it is still true
that smooth maps are dense in continuous maps. So again we can choose a
small smooth perturbation F : [0, 1]×X → X of F˜ with F (0, x) = g ◦ f(x) and
F (1, x) = x for all x ∈ X . This completes the proof of Theorem 2.50.
Note that for the above proof to work, it is essential that morphisms in
Orbeff from §2.9.1 are continuous maps, rather than continuous maps plus
extra data, as in the (2-)categories of orbifolds discussed in Remark 2.45(c).
6.4 Proof of Theorem 2.53
For part (a), let H∗(−;R), H˜∗(−;R) be homology theories of effective orbifolds
over R, in the sense of Definition 2.52. Restricting these to Man ⊂ Orbeff
gives homology theories of manifolds over R. Thus Theorem 2.3 gives canonical
isomorphisms IY,Z : H∗(Y, Z;R) → H˜∗(Y, Z;R) for all manifolds Y and open
Z ⊆ Y commuting with the given morphisms f∗, ∂ for manifolds and the given
isomorphisms H0(∗;R) ∼= R ∼= H˜0(∗;R), and any other such morphisms JY,Z :
H∗(Y, Z;R)→ H˜∗(Y, Z;R) for manifolds Y have JY,Z = IY,Z .
Let Y be an effective orbifold. Theorem 2.50 shows that we can construct a
manifold Y ′ and smooth maps f : Y → Y ′, g : Y ′ → Y, F : [0, 1]× Y → Y and
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G : [0, 1]×Y ′ → Y ′ with F (0, y) = g ◦f(y), F (1, y) = y, G(0, y′) = f ◦g(y′) and
G(1, y′) = y′ for all y ∈ Y and y′ ∈ Y ′. Thus for each k ∈ Z we have a diagram
Hk(Y ;R)
f∗ //
IY,∅
Hk(Y
′;R)
g∗
oo
IY ′,∅ ∼=
H˜k(Y ;R)
f∗ //
H˜k(Y
′;R).
g∗
oo
(6.7)
Since g ◦ f : Y → Y and idY : Y → Y are homotopic by F , Axiom 2.1(i),(iv)
imply that g∗ ◦ f∗ = (g ◦ f)∗ = (idY )∗ = id on both Hk(Y ;R) and H˜k(Y ;R).
Similarly, using G we have f∗ ◦ g∗ = id on both Hk(Y ′;R) and H˜k(Y ′;R). So in
the rows of (6.7), the morphisms f∗, g∗ are inverse, and both are isomorphisms.
Therefore there exists a unique isomorphism IY,∅ : Hk(Y ;R) → H˜k(Y ;R)
making (6.7) commute. If Y˙ ′, f˙ , g˙, F˙ , G˙ are alternative choices for Y ′, f, g, F,G,
then by considering the diagram
Hk(Y
′;R)
IY ′,∅

(f˙◦g)∗
**❚❚❚
❚❚❚❚
❚❚
g∗pp❜❜❜❜❜❜❜❜❜❜❜
❜❜❜❜❜❜❜❜❜❜❜❜❜
Hk(Y ;R)
IY,∅

f∗ 00❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜
f˙∗
..❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪
❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪
❪❪❪❪
Hk(Y˙
′;R)
IY˙ ′,∅

g˙∗
nn❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪
(f◦g˙)∗
jj❚❚❚❚❚❚❚❚❚
H˜k(Y
′;R)
(f˙◦g)∗
**❚❚❚
❚❚❚❚
❚❚
g∗pp❜❜❜❜❜❜❜❜❜❜❜
❜❜❜❜❜❜❜❜❜❜❜❜❜
H˜k(Y ;R)
f∗ 00❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜
f˙∗
..❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪
❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪
❪❪❪❪❪
H˜k(Y˙
′;R),g˙∗
nn❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪❪
(f◦g˙)∗
jj❚❚❚❚❚❚❚❚❚
(6.8)
we see that IY,∅ is independent of the choices of Y
′, f, g, F,G.
Next let Z ⊆ Y be an open suborbifold. From the proof of Theorem 2.50
in §6.3, we see that f : Y →֒ Y ′ is a topological embedding, and we can choose
an open submanifold Z ′ ⊆ Y ′ such that f |Z : Z → Z ′ is a homotopy, with
smooth homotopy inverse gˇ : Z ′ → Z and smooth maps Fˇ : [0, 1]× Z → Z and
Gˇ : [0, 1]×Z ′ → Z ′ with Fˇ (0, z) = gˇ ◦ f(z), Fˇ (1, z) = z, Gˇ(0, z′) = f ◦ gˇ(z′) and
Gˇ(1, z′) = z′ for all z ∈ Z and z′ ∈ Z ′.
Note that we do not claim that we can choose gˇ = g|Z′ , Fˇ = F |[0,1]×Z and
Gˇ = G|[0,1]×Z′ , that is, we are not constructing a homotopy of pairs f : (Y, Z)→
(Y ′, Z ′). This is possible if (Y, Z) is a good orbifold pair in the sense of §6.1,
but may not be possible for general (Y, Z). Instead, f : (Y, Z) → (Y ′, Z ′) is a
pseudo-equivalence, in the sense of §6.1.
Now consider the commutative diagram with exact rows
· · · // Hk(Z;R)
∼= (f |Z)∗
i∗
// Hk(Y ;R)
∼= f∗
j∗
// Hk(Y, Z;R)
f∗
∂
// Hk−1(Z;R)
∼= (f |Z)∗
// · · ·
· · · // Hk(Z ′;R)
i∗ // Hk(Y ′;R)
j∗ // Hk(Y ′, Z ′;R)
∂ // Hk−1(Z ′;R) // · · · .
The first, second and fourth columns are isomorphisms by the argument above,
since f : Y → Y ′ and f |Z : Z → Z
′ are homotopies in Orbeff . The five
lemma now implies that f∗ : Hk(Y, Z;R) → Hk(Y ′, Z ′;R) is an isomorphism,
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and similarly f∗ : H˜k(Y, Z;R) → H˜k(Y ′, Z ′;R) is an isomorphism. Define an
isomorphism IY,Z : Hk(Y, Z;R)→ H˜k(Y, Z;R) by the commutative diagram
Hk(Y, Z;R)
f∗
∼=
//
IY,Z
Hk(Y
′, Z ′;R)
IY ′,Z′ ∼=
H˜k(Y, Z;R)
f∗
∼=
// H˜k(Y ′, Z ′;R).
An argument similar to (6.8) shows that IY,Z is independent of choices.
By passing through the corresponding statements for manifolds using ho-
motopies as above, we can show that these isomorphisms IY,Z for all effec-
tive orbifolds Y and open Z ⊆ Y commute with the given morphisms f∗, ∂
in H∗(−;R), H˜∗(−;R) and the isomorphisms H0(∗;R) ∼= R ∼= H˜0(∗;R), and
any other assignment of morphisms JY,Z preserving all the structure satisfy
JY,Z = IY,Z . This proves Theorem 2.53(a). The proof of (b) is as for (a),
except that we reverse directions of most of the morphisms f∗, g∗, ∂, . . . in the
proof, to get f∗, g∗, d, . . . .
7 Proofs of results in §4
7.1 Proof of Proposition 4.3
Let Y be a manifold. To show that ∂ : MCk(Y ;R) → MCk−1(Y ;R) in Def-
inition 4.1 is well defined, we have to prove that it takes relations Definition
4.1(i),(ii) inMCk(Y ;R) to relations Definition 4.1(i),(ii) inMCk−1(Y ;R). This
is obvious for relation (i).
Suppose
∑
i∈I ai [Vi, n, si, ti] = 0 in MCk(Y ;R) by relation (ii). Then there
exists an open neighbourhood X of 0 in Rn, such that si : Vi → R
n is proper
over X for all i ∈ I, and condition Definition 4.1(ii)(∗) holds. We will show that
the conditions of Definition 4.1(ii) hold for
∑
i∈I ai [∂Vi, n, si ◦ iVi , ti ◦ iVi ] in
MCk−1(Y ;R) with the same open neighbourhoodX , so that
∑
i∈I ai [∂Vi, n, si◦
iVi , ti ◦ iVi ] = 0 by Definition 4.1(ii). This will prove that ∂ takes relation (ii)
to relation (ii), and so is well defined.
The first part of (ii), that si ◦ iVi : ∂Vi → R
n is proper over X for all i ∈ I,
holds as iVi : ∂Vi → Vi is proper and si : Vi → R
n is proper over X . Suppose for
a contradiction that condition (∗) does not hold for
∑
i∈I ai [∂Vi, n, si◦iVi , ti◦iVi ]
in MCk−1(Y ;R) with the given X ⊆ R
n. Then there exists (x, y) ∈ X × Y ,
such that for all i ∈ I and v′ ∈ ∂Vi with (si ◦ iVi , ti ◦ iVi)(v
′) = (x, y), we have
that v′ ∈ (∂Vi)◦ and
Tv(si ◦ iVi , ti ◦ iVi) : Tv(∂Vi)
◦ −→ TxX ⊕ TyY (7.1)
is injective, but there exists an oriented (n+ k− 1)-plane P ⊆ TxX ⊕TyY such
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that (4.2) does not hold, that is,∑
i∈I, v′∈(∂Vi)
◦:(si◦iVi ,ti◦iVi )(v
′)=(x,y), Tv′ (si◦iVi ,ti◦iVi )[Tv′ (∂Vi)
◦]=P
Tv′ (si ◦ iVi , ti ◦ iVi ) : Tv′ (∂Vi)
◦ ∼=−→P is orientation-preserving
ai 6=
∑
i∈I, v′∈(∂Vi)
◦:(si◦iVi ,ti◦iVi )(v
′)=(x,y), Tv′ (si◦iVi ,ti◦iVi )[Tv′ (∂Vi)
◦]=P
Tv′ (si ◦ iVi , ti ◦ iVi ) : Tv′ (∂Vi)
◦ ∼=−→P is orientation-reversing
ai in R.
(7.2)
As in Definition 4.1(ii), there are only finitely many points v′ in ∂Vi for any
i ∈ I with (si ◦ iVi , ti ◦ iVi)(v
′) = (x, y). Write these points as v′1, . . . , v
′
N with
v′j ∈ ∂Vij for i1, . . . , iN ∈ I, where v
′
1, . . . , v
′
N are distinct but i1, . . . , iN need not
be distinct. Then v′j ∈ (∂Vij )
◦ and (7.1) is injective for v′j , so (sij ◦iVij , tij ◦iVij ) :
(∂Vij )
◦ → Rn × Y is an embedding of manifolds near v′j in ∂Vj . Suppose that
(x, y) ∈ X × Y is chosen such that N is minimal, such that (7.2) holds.
We may choose a small open neighbourhood W of (x, y) in X×Y ⊆ Rn×Y
and open neighbourhoods U1, . . . , UN of v
′
1, . . . , v
′
N in (∂Vi1)
◦, . . . , (∂ViN )
◦, such
that U1, . . . , UN are disjoint, and (sij ◦ iVij , tij ◦ iVij )|Uj : Uj → R
n × Y is an
embedding of manifolds, and if i ∈ I and v′ ∈ ∂Vi then (sij ◦ iVij , tij ◦ iVij )(v
′)
lies in W if and only if i = ij and v
′ ∈ Uj for some unique j = 1, . . . , N .
Write U˜j = (sij ◦ iVij , tij ◦ iVij )[Uj ] ⊆ W . Then U˜1, . . . , U˜N are oriented
embedded submanifolds of W of dimension n + k − 1, which are closed in W
as (sij ◦ iVij , tij ◦ iVij ) is proper over W ⊆ X × Y , and (x, y) ∈ U˜j for all j.
Equation (7.2) may be rewritten∑
j = 1, . . . , N : T(x,y)U˜j = P and
T(x,y)U˜j , P have the same orientation
aij 6=
∑
j = 1, . . . , N : T(x,y)U˜j = P and
T(x,y)U˜j , P have the opposite orientation
aij . (7.3)
If the submanifolds U˜1, . . . , U˜N do not all coincide near (x, y) in W , then we
can find a point (x′, y′) near (x, y) inW (which can be taken to be a generic point
of U˜j for some j) and an oriented (n+k−1)-plane P ′ ⊆ Tx′X⊕Ty′Y (which can
be taken to be T(x′,y′)U˜j) such that the analogue of (7.3) for (x
′, y′), P ′ holds,
but (x′, y′) does not lie in all of U˜1, . . . , U˜N . But then replacing (x, y) by (x
′, y′)
we can reduce N , contradicting the minimality of N .
Hence U˜1, . . . , U˜N all coincide near (x, y), and making W,Uj , U˜j smaller we
can suppose that U˜1 = · · · = U˜N with P = T(x,y)U˜j, and also that the U˜j are
connected. Let the orientation of U˜j be ǫj times the orientation of U˜1, where
ǫ1, . . . , ǫN ∈ {±1} with ǫ1 = 1. Then (7.3) is equivalent to
N∑
j=1
ǫjaj 6= 0 in R. (7.4)
Making W smaller if necessary, choose global coordinates (w1, . . . , wk+n−1,
z1, . . . , zl) on W , where l = dim Y − k + 1, such that (x, y) = (0, 0, . . . , 0), and
U˜1 = · · · = · · · = U˜N =
{
(w1, . . . , wk+n−1, 0, . . . , 0) ∈ W
}
,
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that is, U˜j is the submanifold z1 = · · · = zl = 0 in W , and suppose dw1 ∧ · · · ∧
dwk+n−1 is a positive form on the oriented manifold U˜1, so that ǫj dw1 ∧ · · · ∧
dwk+n−1 is positive on U˜j for j = 1, . . . , N .
For each i ∈ I, define V˜i ⊆ Vi to be the open submanifold (si, ti)
−1(W ) ⊆ Vi,
as an object of M˜anc. Consider the morphisms in M˜anc:
fi := (w1, . . . , wk+n−1) ◦ (si, ti)|V˜i : V˜i −→ R
n+k−1, (7.5)
gi := (w1, . . . , wk+n−1, z
2
1 + · · ·+ z
2
l ) ◦ (si, ti)|V˜i : V˜i −→ R
n+k. (7.6)
Since dim V˜i = n+ k, Assumption 3.18(b) implies that there exists S ⊂ R
n+k−1
with Hn+k−1(S) = 0 such that (7.5) is a submersion on an open neighbourhood
in V˜i of the preimage of any (w
′
1, . . . , w
′
n+k−1) ∈ R
n+k−1 \ S for all i ∈ I, and
S˜ ⊂ Rn+k withHn+k(S˜) = 0 with (7.6) a submersion on an open neighbourhood
in V˜i of the preimage of any (w
′
1, . . . , w
′
n+k−1, δ) ∈ R
n+k \ S˜ for all i ∈ I.
Then S×R ⊂ Rn+k with Hn+k(S×R) = 0, so Hn+k
(
(S×R)×S˜
)
= 0. Thus
we may choose (w′1, . . . , w
′
n+k−1, δ) ∈ R
n+k such that w′1, . . . , w
′
n+k−1, δ are very
small, and δ > 0, and (w′1, . . . , w
′
n+k−1) /∈ S, and (w
′
1, . . . , w
′
n+k−1, δ) /∈ S˜. As
w′1, . . . , w
′
n+k−1, δ are small we may assume that (w
′
1, . . . , w
′
n+k−1, z1, . . . , zl) lies
in W for all (z1, . . . , zl) ∈ R
l with z21 + · · ·+ z
2
l 6 δ.
Define h : (−∞, 0]→ Rn+k by
h(x) = (w′1, . . . , w
′
n+k−1, x+ δ).
Then h is a morphism in M˜anc by Assumption 3.15(c). We claim that gi : V˜i →
R
n+k in (7.6) and h : (−∞, 0]→ Rn+k are transverse as morphisms in M˜anc.
To prove this, suppose v ∈ V˜i and x ∈ (−∞, 0] with gi(v) = h(x). If
x = 0 then gi is a submersion in an open neighbourhood of v as gi(v) =
(w′1, . . . , w
′
n+k−1, δ) in R
n+k \ S˜, which implies that gi, h are transverse on
open neighbourhoods of v ∈ V˜i and x ∈ (−∞, 0] by Assumption 3.16(c).
If x 6= 0, we split Rn−k = Rn−k−1 × R and write gi, h as direct products
gi = (fi, g
′
i) and h = (h1, h2), where fi : V˜i → R
n+k−1 is a submersion near v as
fi(v) = (w
′
1, . . . , w
′
n+k−1) in R
n+k−1 \S, and h2 : (−∞, 0]→ R, h2(x) = x+ δ is
a submersion on (−∞, 0) ∋ x by Assumption 3.16(a). Hence gi, h are transverse
on open neighbourhoods of v ∈ V˜i and x ∈ (−∞, 0] by Assumption 3.16(f). This
holds for all v ∈ V˜i and x ∈ (−∞, 0] with gi(v) = h(x), so gi, h are transverse
by Assumption 3.16(e).
Therefore by Assumption 3.16(c), the transverse fibre product
Ti := V˜i ×gi,Rn+k,h (−∞, 0] (7.7)
exists in M˜anc, with dim Ti = 1. Consider the diagram of topological spaces
Ti πV˜i×π(−∞,0]
//
{
(v, x) ∈ V˜i × (−∞, 0] : gi(v) = h(x)
}
(si,ti)◦πV˜i {
(w′1, . . . , w
′
n+k−1, z1, . . . , zl) : zj ∈ R, z
2
1 + · · ·+ z
2
l 6 δ
}
⊆W.
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The top map is a homeomorphism by (3.8) in Assumption 3.16(c). The right
hand map is proper as (si, ti) is proper over W ⊆ X × Y . The bottom space is
a compact l-ball in W . Hence Ti is compact.
Combining the given orientation on V˜i ⊆ Vi with the standard orientations
on Rn+k, (−∞, 0] from Assumption 3.17(k), by Assumption 3.17(l) we have an
orientation on Ti in (7.7). By Assumptions 3.17(c), 3.17(l),(m) and equations
(3.2) and (3.9), since ∂(−∞, 0] = {0} in oriented objects in M˜anc we have
∂Ti ∼=
(
∂V˜i ×gi◦iV˜i ,R
n+k,h (−∞, 0]
)
∐
(
V˜i ×gi,Rn+k,h◦i(−∞,0] {0}
)
. (7.8)
The first term on the r.h.s. of (7.8) is empty if i 6= ij for some j = 1, . . . , N ,
and if i = ij it is the transverse intersection of the hyperplane
{
(w1, . . . , wn+k−1,
0) : wj ∈ R
}
in Rn+k, oriented so that ǫj dw1 ∧ · · · ∧ dwk+n−1 is a positive
form, and the ray
{
(w′1, . . . , w
′
n+k−1, z) : z 6 δ
}
in Rn+k, oriented so that
dz is a positive form. Thus, if i = ij then the first term is a single point
(w′1, . . . , w
′
n+k−1, 0), oriented with sign ǫj .
The second term on the r.h.s. of (7.8) is the finite set of all points v in V˜i with
gi(v) = (w
′
1, . . . , w
′
n+k−1, δ), which is the same as the set of all points v ∈ Vi with
(si, ti)(v) = (w
′
1, . . . , w
′
n+k−1, z1, . . . , zl) ∈ W ⊆ X×Y for some (z1, . . . , zl) ∈ R
l
with z21 + · · · + z
2
l = δ. All such v lie in V
◦
i , with dgi|v : TvV
◦
i → R
n+k an
isomorphism. Now Assumption 3.17(n) says that the number of points in (7.8),
counted with signs, is zero. Hence for each i ∈ I we have
∑
(z1,...,zl)∈R
l:
z21+···+z
2
l=δ
∑
v∈V ◦i :(si,ti)(v)=
(w′1,...,w
′
n+k−1,z1,...,zl)
{
1, dgi|v : TvV ◦i →R
n+k orientation-reversing
−1, dgi|v : TvV ◦i →R
n+k orientation-preserving
=
{
ǫj , i = ij , j = 1, . . . , N,
0, i /∈ {i1, . . . , iN}.
(7.9)
Multiply (7.9) by ai ∈ R and sum over all i ∈ I. The r.h.s. of the re-
sulting equation is nonzero by (7.4). But the l.h.s. is the sum over all points
(x, y) = (w′1, . . . , w
′
n+k−1, z1, . . . , zl) ∈ W ⊆ X × Y for (z1, . . . , zl) ∈ R
l with
z21 + · · · + z
2
l = δ, and over all (n + k)-planes P ⊆ TxX ⊕ TyY such that
d(w1, . . . , wk+n−1, z
2
1 + · · ·+ z
2
l )|(x,y) : TxX ⊕ TyY → R
n+k is an isomorphism,
with P oriented so that d(w1, . . . , wk+n−1, z
2
1 + · · · + z
2
l )|(x,y) is orientation-
reversing, of equation (4.2) for
∑
i∈I ai [Vi, n, si, ti] at (x, y), P . Hence the l.h.s.
of the resulting equation is zero, a contradiction.
Therefore Definition 4.1(ii)(∗) holds for
∑
i∈I ai [∂Vi, n, si ◦ iVi , ti ◦ iVi ] in
MCk−1(Y ;R), so
∑
i∈I ai [∂Vi, n, si ◦ iVi , ti ◦ iVi ] = 0 by Definition 4.1(ii), and
∂ : MCk(Y ;R) → MCk−1(Y ;R) in Definition 4.1 is well defined. This proves
Proposition 4.3.
7.2 Proof of Theorem 4.7
We begin with some new notation.
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Definition 7.1. Let Y be a manifold and T, U ⊆ Y be open, and write i : T →֒
T ∪ U , j : U →֒ T ∪ U for the inclusions. Suppose f : T ∪ U → R is smooth,
with
{
y ∈ T ∪ U : f(y) > 0
}
⊆ T and
{
y ∈ T ∪ U : f(y) 6 0
}
⊆ U . Such
a function f always exists; for instance, if (η, 1 − η) is a partition of unity on
T ∪ U subordinate to the open cover (T, U), so that η : T ∪ U → R is smooth
with η = 0 on U \ T and η = 1 on T \ U , then f = η − 12 will do.
Define R-linear morphisms ΠT,f−T∪U ,Π
U,f+
T∪U for each k ∈ Z by
ΠT,f−T∪U :MCk(T ∪ U ;R) −→MCk(T ;R),
ΠT,f−T∪U :
[
V, n, (s1, . . . , sn), t
]
7−→
[
t−1(T )× (−∞, 0], n+ 1,
(s1 ◦ πt−1(T ), . . . , sn ◦ πt−1(T ), f ◦ πt−1(T ) + π(−∞,0]), t ◦ πt−1(T )
]
,
ΠU,f+T∪U : MCk(T ∪ U ;R) −→MCk(U ;R),
ΠU,f+T∪U :
[
V, n, (s1, . . . , sn), t
]
7−→
[
t−1(U)× [0,∞), n+ 1,
(s1 ◦ πt−1(U), . . . , sn ◦ πt−1(U), f ◦ πt−1(U) + π[0,∞)), t ◦ πt−1(U)
]
,
(7.10)
for each generator
[
V, n, (s1, . . . , sn), t
]
in MCk(T ∪ U ;R).
Proposition 7.2. (i) In the above, ΠT,f−T∪U and Π
U,f+
T∪U are well defined.
(ii) We have i∗ ◦Π
T,f−
T∪U + j∗ ◦Π
U,f+
T∪U = id :MCk(T ∪U ;R)→MCk(T ∪U ;R).
(iii) If [V, n, s, t] is a generator of MCk(T ;R) with f ◦ t(v) > 0 for all v in
s−1(0) ⊆ V then ΠT,f−T∪U ◦ i∗
(
[V, n, s, t]
)
= [V, n, s, t].
Similarly, if [V, n, s, t] ∈MCk(U ;R) with f◦t(v) < 0 for all v in s
−1(0) ⊆ V
then ΠU,f+T∪U ◦ j∗
(
[V, n, s, t]
)
= [V, n, s, t].
Proof. For (i), observe that the conditions
{
y ∈ T ∪ U : f(y) > 0
}
⊆ T and{
y ∈ T ∪ U : f(y) 6 0
}
⊆ U imply that we may define generators[
T × (−∞, 0], 1, f ◦ πT + π(−∞,0], πT
]
,
[
U × [0,∞), 1, f ◦ πU + π[0,∞), πU
]
in PMC0(T ∪ U ;R), and then we can compare ΠT,f−T∪U ,Π
U,f+
T∪U in (7.10) with
− ∩
[
T × (−∞, 0], 1, f ◦πT+π(−∞,0], πT
]
:MCk(T∪U ;R)→MCk(T∪U ;R),
− ∩
[
U × [0,∞), 1, f ◦πU+π[0,∞), πU
]
:MCk(T∪U ;R)→MCk(T∪U ;R),
where the cap product
∩ : MCk(T ∪ U ;R)× PMC
0(T ∪ U ;R) −→MCk(T ∪ U ;R)
is defined as in §4.6, except that we have reversed the order of MCk(T ∪U ;R),
PMC0(T∪U ;R). Then ΠT,f−T∪U ,Π
U,f+
T∪U are identical to these cap products, except
that the targets areMCk(T ;R),MCk(U ;R) rather thanMCk(T ∪U ;R). Hence
the proof in §4.6 and §7.9 that ∩ is well defined also shows that ΠT,f−T∪U ,Π
U,f+
T∪U
are well defined.
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For (ii), if
[
V, n, (s1, . . . , sn), t
]
is a generator in MCk(T ∪ U ;R) then(
i∗ ◦Π
T,f−
T∪U + j∗ ◦Π
U,f+
T∪U
)([
V, n, (s1, . . . , sn), t
])
=
[
t−1(T )× (−∞, 0], n+ 1, (s1 ◦ πt−1(T ), . . . , sn ◦ πt−1(T ),
f ◦ πt−1(T ) + π(−∞,0]), t ◦ πt−1(T )
]
+
[
t−1(U)× [0,∞), n+ 1, (s1 ◦ πt−1(U), . . . , sn ◦ πt−1(U),
f ◦ πt−1(U) + π[0,∞)), t ◦ πt−1(U)
]
=
[
V × (−∞, 0], n+ 1, (s1 ◦ πV , . . . , sn ◦ πV , f ◦ πV + π(−∞,0]), t ◦ πV
]
+
[
V × [0,∞), n+ 1, (s1 ◦ πV , . . . , sn ◦ πV , f ◦ πV + π[0,∞)), t ◦ πV
]
=
[
V × R, n+ 1, (s1 ◦ πV , . . . , sn ◦ πV , f ◦ πV + πR), t ◦ πV
]
=
[
V × R, n+ 1, (s1 ◦ πV , . . . , sn ◦ πV , πR), t ◦ πV
]
=
[
V, n, (s1, . . . , sn), t
]
. (7.11)
Here in the first step we use equations (4.7) and (7.10). In the second we may
enlarge t−1(T )× (−∞, 0] to V × (−∞, 0] because the zeroes of (s1 ◦πV , . . . , sn ◦
πV , f ◦ πV + π[0,∞)) are contained in t
−1(T )× (−∞, 0] ⊆ V × (−∞, 0] as
{
y ∈
T ∪U : f(y) > 0
}
⊆ T , and similarly for t−1(U)× [0,∞) and V × [0,∞). In the
third we combine V ×(−∞, 0] and V ×[0,∞) into V ×R using relation Definition
4.1(ii). In the fourth we conjugate by the diffeomorphism V × R → V × R
mapping (v, x) 7→ (v, x−f(v)), and in the fifth we use relation Definition 4.1(i).
As (7.11) holds for all generators of MCk(T ∪ U ;R), part (ii) follows.
For (iii), suppose [V, n, s, t] ∈ MCk(T ;R) with f ◦ t(v) > 0 for all v in
s−1(0) ⊆ V , and write s = (s1, . . . , sn). Then as for (7.11) we have
ΠT,f−T∪U ◦ i∗
(
[V, n, s, t]
)
=
[
V × (−∞, 0], n+ 1, (s1 ◦ πV , . . . , sn ◦ πV , f ◦ πV + π(−∞,0]), t ◦ πV
]
=
[
V × R, n+ 1, (s1 ◦ πV , . . . , sn ◦ πV , f ◦ πV + πR), t ◦ πV
]
=
[
V × R, n+ 1, (s1 ◦ πV , . . . , sn ◦ πV , πR), t ◦ πV
]
=
[
V, n, (s1, . . . , sn), t
]
. (7.12)
Here in the first step we use (4.7) and (7.10), noting that t−1(T ) = V as t maps
V → T ⊆ T ∪U . In the second we use relation Definition 4.1(ii) in MCk(T ;R),
as the second and third lines of (7.12) coincide in a neighbourhood of s−1(0) in
V × (−∞, 0] or V ×R, since f ◦ t(v) > 0 for all v in s−1(0) ⊆ V . In the third we
conjugate by the diffeomorphism V ×R→ V ×R mapping (v, x) 7→ (v, x−f(v)),
and in the fourth we use relation Definition 4.1(i). The second part of (iii) is
proved in the same way. This completes the proposition.
To prove Theorem 4.7(a), suppose T ⊆ U ⊆ Y are open, and write i : T →֒ U
for the inclusion. Suppose α ∈MCk(T ;R) with i∗(α) = 0 inMCk(U ;R). Write
α =
∑
a∈A αa [Va, na, sa, ta], (7.13)
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for A a finite indexing set, αa ∈ R and [Va, na, sa, ta] a generator ofMCk(T ;R).
Then
⋃
a∈A ta(s
−1
a (0)) is a compact subset of T , so it is closed in U , and hence(
T, U \
⋃
i∈I ta(s
−1
a (0))
)
is an open cover of U . Therefore as in Definition 7.1
we may choose smooth f : U → R with
{
y ∈ U : f(y) > 0
}
⊆ T and{
y ∈ U : f(y) 6 0
}
⊆ U \
⋃
a∈A ta(s
−1
a (0)). (7.14)
So Definition 7.1 gives ΠT,f−U : MCk(U ;R) → MCk(T ;R), and Proposition
7.2(iii) implies that for each a ∈ A we have
ΠT,f−U ◦ i∗
(
[Va, na, sa, ta]
)
= [Va, na, sa, ta], (7.15)
since (7.14) implies that f ◦ ta(v) < 0 for all v in s−1a (0) ⊆ Va. Hence
α =
∑
a∈A αa [Va, na, sa, ta] =
∑
a∈A αaΠ
T,f−
U ◦ i∗
(
[Va, na, sa, ta]
)
= ΠT,f−U ◦ i∗(α) = 0,
using (7.13), (7.15) and i∗(α) = 0. Thus i∗ : MCk(T ;R) → MCk(U ;R) is
injective, proving Theorem 4.7(a).
For (b), suppose T, U ⊆ Y are open, and write i : T ∩U →֒ T, i′ : T ∩U →֒ U,
j : T →֒ T ∪U, j′ : U →֒ T ∪U for the inclusions. Choose f as in Definition 7.1,
so that we have operators ΠT,f−T∪U ,Π
U,f+
T∪U . Applying Definition 7.1 with T˜ = T ,
U˜ = T ∩ U , f˜ = f |T in place of T, U, f gives operators
Π
T,f |T−
T :MCk(T ;R) −→MCk(T ;R),
Π
T∩U,f |T+
T :MCk(T ;R) −→MCk(T ∩ U ;R),
and applying Proposition 7.2(ii) for these gives
Π
T,f |T−
T + i∗ ◦Π
T∩U,f |T+
T = id :MCk(T ;R) −→MCk(T ;R). (7.16)
Similarly we have operators
Π
T∩U,f |U−
U :MCk(U ;R) −→MCk(T ∩ U ;R),
Π
U,f |U+
U :MCk(U ;R) −→MCk(U ;R), with
i′∗ ◦Π
T∩U,f |U−
U +Π
U,f |U+
U = id :MCk(U ;R) −→MCk(U ;R). (7.17)
Comparing the actions of the two sides of each equation on generators
[V, n, s, t] using (4.7) and (7.10), we see that
Π
T,f |T−
T = Π
T,f−
T∪U ◦ j∗ : MCk(T ;R) −→MCk(T ;R), (7.18)
Π
U,f |T+
U = Π
U,f+
T∪U ◦ j
′
∗ :MCk(U ;R) −→MCk(U ;R), (7.19)
i∗ ◦Π
T∩U,f |U−
U = Π
T,f−
T∪U ◦ j
′
∗ : MCk(U ;R) −→MCk(T ;R), (7.20)
i′∗ ◦Π
T∩U,f |T+
T = Π
U,f+
T∪U ◦ j∗ :MCk(T ;R) −→MCk(U ;R). (7.21)
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As in (4.8), we have to prove the following sequence is exact:
0 // MCk(T∩U ;R)
i∗⊕−i
′
∗ // MCk(T ;R)
⊕MCk(U ;R)
j∗⊕j
′
∗ // MCk(T∪U ;R) // 0. (7.22)
Theorem 4.7(a) implies that (7.22) is exact at the second term, since i∗, i
′
∗ are
injective. Proposition 7.2(ii) implies that j∗
(
ΠT,f−T∪U (α)
)
+ j′∗
(
ΠU,f+T∪U (α)
)
= α for
any α ∈MCk(T ∪ U ;R), so (7.22) is exact at the fourth term.
To show (7.22) is exact at the third term, let β∈MCk(T ;R), γ∈MCk(U ;R)
with j∗(β) + j
′
∗(γ) = 0. Set α = Π
T∩U,f |T+
T (β) −Π
T∩U,f |U−
U (γ). Then
i∗(α) = i∗ ◦Π
T∩U,f |T+
T (β) − i∗ ◦Π
T∩U,f |U−
U (γ)
= i∗ ◦Π
T∩U,f |T+
T (β) −Π
T,f−
T∪U ◦ j
′
∗(γ)
= i∗ ◦Π
T∩U,f |T+
T (β) + Π
T,f−
T∪U ◦ j∗(β)
= i∗ ◦Π
T∩U,f |T+
T (β) + Π
T,f |T−
T (β) = β,
using the definition of α in the first step, (7.20) in the second, j∗(β)+ j
′
∗(γ) = 0
in the third, (7.18) in the fourth, and (7.16) in the fifth. A similar proof using
(7.21), (7.19) and (7.17) yields i′∗(α) = −γ. Hence (7.22) is exact, proving
Theorem 4.7(b).
For part (c), suppose U1 ⊆ U2 ⊆ · · · ⊆ Y are open with U =
⋃∞
a=1 Ua. Write
ia : Ua →֒ U and ia,b : Ua →֒ Ub, a 6 b for the inclusions. Then ib ◦ ia,b = ia, so
(ib)∗ ◦ (ia,b)∗ = (ia)∗ : MCk(Ua;R) −→MCk(U ;R).
Thus the universal property of direct limits gives a unique morphism
π : lim−→
∞
a=1MCk(Ua;R) −→MCk(U ;R), (7.23)
where the direct limit is over (ia,b)∗ :MCk(Ua;R)→MCk(Ub;R), such that
(ia)∗ = π ◦Πa :MCk(Ua;R) −→MCk(U ;R) (7.24)
for all a = 1, 2 . . . , where Πa :MCk(Ua;R)→ lim−→
∞
a=1MCk(Ua;R) is the natural
morphism. We must show that π in (7.23) is an isomorphism.
Suppose α ∈ lim−→
∞
a=1MCk(Ua;R) with π(α) = 0. Then α = Πa(αa) for some
a > 1 and αa ∈ MCk(Ua;R). But then (ia)∗(αa) = π ◦ Πa(αa) = π(α) = 0 by
(7.24), so αa = 0 as (ia)∗ :MCk(Ua;R)→MCk(U ;R) is injective by Theorem
4.7(a), and thus α = Πa(αa) = 0. Hence π in (7.23) is injective.
Suppose α ∈MCk(U ;R), and write
α =
∑
c∈C αc [Vc, nc, sc, tc] (7.25)
for C a finite indexing set, αc ∈ R and [Vc, nc, sc, tc] a generator of MCk(U ;R).
Then
⋃
c∈C tc(s
−1
c (0)) is a compact subset of U , and {U1, U2, . . .} is an open
cover of U , so by taking a finite subcover Ua1 , . . . , Uan for
⋃
c∈C tc(s
−1
c (0)) and
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setting a = max(a1, . . . , aN ) we see that there exists a = 1, 2, . . . such that
tc(s
−1
c (0)) ⊆ Ua ⊆ U for all c ∈ C. Then we have
z[Vc, nc, sc, tc] =
[
t−1c (Ua), nc, sc|t−1c (Ua), tc|t−1c (Ua)
]
= (ia)∗
([
t−1c (Ua), nc, sc|t−1c (Ua), tc|t−1c (Ua)
])
,
(7.26)
since s−1c (0) ⊆ t
−1
c (Ua) ⊆ Vc. So from (7.24)–(7.26) we see that
α = π
[∑
c∈C αcΠa
([
t−1c (Ua), nc, sc|t−1c (Ua), tc|t−1c (Ua)
])]
.
Thus π in (7.23) is surjective, and so is an isomorphism. This proves Theorem
4.7(c). The last two paragraphs of Theorem 4.7 are immediate.
7.3 Proof of Proposition 4.9
Suppose Y1, Y2 are manifolds, Z1 ⊆ Y1, Z2 ⊆ Y2 are open, and g : Y1×[0, 1]→ Y2
is a smooth map of manifolds with g(Z1 × [0, 1]) ⊆ Z2. Define f, f ′ : Y1 → Y2
by f(y) = g(y, 0) and f ′(y) = g(y, 1) for y ∈ Y1. For all k ∈ Z, define G :
MCk(Y1, Z1;R)→MCk+1(Y2, Z2;R) to be the unique R-linear map acting on
generators by
G : [V, n, s, t] 7−→ (−1)dimV
[
V × [0, 1], n, s ◦ πV , g ◦ (t× id[0,1])
]
, (7.27)
where V × [0, 1] has the product orientation of the given orientation on V and
the standard orientation on [0, 1]. To show that G is well-defined, extend g to a
smooth map g˜ : Y˜1 → Y2 for Y˜1 an open neighbourhood of Y1×[0, 1] in Y1×R, and
let Z˜1 be an open neighbourhood of Z1×[0, 1] in Y1×R with g˜(Z˜1) ⊆ Z2. Then G
is the composition of a morphism ×[0, 1] :MCk(Y1, Z1;R)→MCk+1(Y˜1, Z˜1;R)
mapping [V, n, s, t] 7→ (−1)dimV
[
V × [0, 1], n + 1, s ◦ πV , t × id[0,1]
]
, which is
easy to see is well-defined, with the pushforward g˜∗ : MCk+1(Y˜1, Z˜1;R) →
MCk+1(Y2, Z2;R), which is well-defined as in Definitions 4.6 and 4.8. We have
∂ ◦G[V, n, s, t]
= (−1)dimV
[
∂
(
V × [0, 1]
)
, n, s ◦ πV ◦ iV×[0,1], g ◦ (t× id[0,1]) ◦ iV×[0,1]
]
= (−1)dimV
[
∂V × [0, 1], n, s ◦ iV ◦ π∂V , g ◦ ((t ◦ iV )× id[0,1])
]
+
[
V × (∂[0, 1]), n, s ◦ πV , g ◦ (t× i[0,1])
]
= −G[∂V, n, s ◦ iV , t ◦ iV ]− [V, n, s, f ◦ t] + [V, n, s, f
′ ◦ t]
= (−G ◦ ∂ − f∗ + f
′
∗)[V, n, s, t],
using (4.3) and (7.27) in the first step, Assumptions 3.14(d) and 3.17(h) and
(4.5)–(4.6) in the second, ∂[0, 1] = −{0} ∐ {1}, (4.5)–(4.6) and the definitions
of f, f ′, G in the third, and (4.3) and (4.7) in the fourth. As this holds for all
generators [V, n, s, t], we have
∂ ◦G+G ◦ ∂ = f ′∗ − f∗ :MCk(Y1, Z1;R) −→MCk(Y2, Z2;R).
So G is a chain homotopy from f∗ to f
′
∗ on M-chains, and thus f∗ = f
′
∗ on
M-homology. This proves Proposition 4.9.
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7.4 Proof of Theorem 4.12
Theorem 4.12 says that MHk(∗;R) = 0 for k 6= 0 and MH0(∗;R) ∼= R. Lemma
4.5 implies that MHk(∗;R) = 0 for k > 0. After introducing some notation and
proving some auxiliary results in §7.4.1, we will show that MHk(∗;R) = 0 for
k < 0 in §7.4.2, and that MH0(∗;R) ∼= R in §7.4.3.
7.4.1 Some auxiliary results
We begin by introducing some notation. Definition 7.3 and Propositions 7.4
and 7.5 actually work for M˜Ck(Y ;R) for any manifold Y , assuming k 6 0 in
Proposition 7.5, but for simplicity we give them only for Y = ∗, the point, as
this is all we need.
Definition 7.3. Let ∗ be the point, and R a commutative ring. As in §4.1,
MCk(∗;R) is the R-module spanned by generators [V, n, s, t] with dimV = n+k
subject to relations Definition 4.1(i),(ii). Any morphism t : V → ∗ is the
projection π : V → ∗, so the t in [V, n, s, t] = [V, n, s, π] can basically be ignored.
Write M˜Ck(∗;R) for the R-module spanned by generators [V, n, s, π] with
dimV = n + k subject to relation Definition 4.1(ii) only. Then there is a
surjective R-linear map
Π : M˜Ck(∗;R) −→MCk(∗;R), Π : [V, n, s, π] 7−→ [V, n, s, π]
with kernel spanned by equation (4.1) from Definition 4.1(i).
Since the relation Definition 4.1(ii) in M˜Ck(∗;R) involves only [Vi, n, si, π]
with n fixed, we may write
M˜Ck(∗;R) =
⊕∞
n=0 M˜Ck(∗;R)
n
where M˜Ck(∗;R)n is spanned by generators [V, n, s, π] with n fixed, modulo
relation Definition 4.1(ii) with n fixed.
We may define ∂ : M˜Ck(∗;R)→ M˜Ck−1(∗;R) as in §4.1, and then Π ◦ ∂ =
∂ ◦Π, and ∂ ◦ ∂ = 0, as the proof of this in Definition 4.1 used only relation (ii).
Also ∂ maps M˜Ck(∗;R)n → M˜Ck−1(∗;R)n.
For the next two propositions we will consider the following situation. Let R
be a commutative ring, k ∈ Z, and α ∈MCk(∗;R) with ∂α = 0 inMCk−1(∗;R).
Choose a lift α˜ of α to M˜Ck(∗;R), so that Π(α˜) = α, and write
α˜ =
N∑
n=0
∑
i∈In
ani
[
V ni , n, s
n
i , π
]
(7.28)
where N ∈ N, I0, I1, . . . , IN are finite indexing sets, ani ∈ R and [V
n
i , n, s
n
i , π]
is a generator of MCk(∗;R) for all i, n, as in Definition 4.1. Then Π ◦ ∂α˜ =
188
∂ ◦ Π(α˜) = ∂α = 0, so ∂α˜ lies in the subspace of M˜Ck−1(∗;R) spanned by
relations (4.1) from Definition 4.1(i). Hence by (4.3), we may write
N∑
n=0
∑
i∈In
ani
[
∂V ni , n, s
n
i ◦ iV ni , π
]
(7.29)
=
N−1∑
n=0
n∑
l=0
∑
j∈Jn,l
bn,lj
([
V˙ n,lj , n, (s˙
n,l
j,1, . . . , s˙
n,l
j,n), π
]
− (−1)n−l
[
V˙ n,lj × R,
n+ 1, (s˙n,lj,1, . . . , s˙
n,l
j,l , πR, s˙
n,l
j,l+1, . . . , s˙
n,l
j,n), π
])
in M˜Ck−1(∗;R). Here we increase N > 0 in (7.28) if necessary, setting In = ∅
for any additional n, so that we can take the largest n on the r.h.s. of (7.29) to
be N − 1. Also Jn,l are finite indexing sets for 0 6 l 6 n < N , and bn,lj ∈ R
and [V˙ n,lj , n, (s˙
n,l
j,1, . . . , s˙
n,l
j,n), π] are generators of MCk−1(∗;R) for all n, l, j. The
r.h.s. of (7.29) is applications of relation Definition 4.1(i), with l in place of i.
As a shorthand we write
s˙n,lj = (s˙
n,l
j,1, . . . , s˙
n,l
j,n) and s´
n,l
j = (s˙
n,l
j,1, . . . , s˙
n,l
j,l , πR, s˙
n,l
j,l+1, . . . , s˙
n,l
j,n). (7.30)
Taking components of (7.29) in M˜Ck−1(∗;R)n for n = 0, . . . , N shows that∑
i∈In
ani
[
∂V ni , n, s
n
i ◦ iV ni , π
]
=
n∑
l=0
∑
j∈Jn,l
bn,lj
[
V˙ n,lj , n, s˙
n,l
j , π
]
−
n−1∑
l=0
∑
j∈Jn−1,l
(−1)n−1−lbn−1,lj
[
V˙ n−1,lj × R, n, s´
n−1,l
j , π
]
,
(7.31)
setting JN,l = ∅ for l = 0, . . . , N .
We first show we can make the boundaries of the
[
V˙ n,lj , n, s˙
n,l
j , π
]
cancel.
Proposition 7.4. In the situation above, for all k ∈ Z, taking α, α˜,N and the
representation (7.28) for α˜ to be fixed, we may make alternative choices for the
data Jn,l, bn,lj , [V˙
n,l
j , n, s˙
n,l
j , π] on the r.h.s. of (7.29)–(7.31) to ensure that for
all n = 0, . . . , N − 1 and l = 0, . . . , n we have
∂
[ ∑
j∈Jn,l
bnj
[
V˙ n,lj , n, s˙
n,l
j , π
]]
= 0 in M˜Ck−2(∗;R)
n. (7.32)
Proof. The proof is by a double induction, the outer induction being on decreas-
ing n′ = N − 1, N − 2, . . . , 0, and the inner induction being on l′ = 0, . . . , n′+1.
The inductive hypothesis is:
(†)n′,l′ We can make alternative choices for the Jn,l, b
n,l
j , [V˙
n,l
j , n, s˙
n,l
j , π] such that
(7.32) holds for all n = n′ + 1, . . . , N − 1 and all l = 0, . . . , n, and also
(7.32) holds for n = n′ and all l = 0, . . . , l′ − 1.
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The first case (†)N−1,0 is vacuous, so the first step of the induction is trivial.
Note that (†)n′,n′+1 and (†)n′−1,0 are equivalent, as both say that (7.32) holds
for all n > n′ and all l = 0, . . . , n. The final case (†)0,1 says that (7.32) holds
for all n, l, and so will prove the proposition.
In the inductive step, we suppose that (†)n′,l′ holds for some n = 0, . . . , N−1
and l′ = 0, . . . , n′. We will show we can modify the Jn,l, bn,lj , [V˙
n,l
j , n, s˙
n,l
j , π] to
make (7.32) hold for n = n′, l = l′, whilst preserving the cases of (7.32) in (†)n′,l′ .
This proves (†)n′,l′+1. Hence by induction (†)n′,l′+1, (†)n′,l′+2, (†)n′,n′+1 hold,
completing the inner induction. But (†)n′,n′+1 = (†)n′−1,0 if n′ > 0, so (†)n′−1,0
holds, the inductive step in the outer induction. Continuing the induction we
see that (†)n′−1,1, (†)n′−1,2, . . . , (†)n′−1,n′ hold, and so (†)n′−2,0 holds if n′ > 1.
Eventually we show (†)0,1 holds, and finish.
So suppose (†)n′,l′ holds for some n = 0, . . . , N−1 and l′ = 0, . . . , n′. Observe
that (7.31) and (7.32) are equations in M˜C∗(∗;R)
n which hold by an application
of relation Definition 4.1(ii). Hence for each of these equations there exists
an open neighbourhood X of 0 in Rn such that for every generator [V, n, s, π]
occurring in the equation, s : V → Rn is proper overX , and condition Definition
4.1(ii)(∗) holds with this X .
Choose small ǫ > 0 such that (−ǫ, ǫ)n
′+1 ⊆ X ⊆ Rn
′+1 for an allowed choice
of open neighbourhood X of 0 in Rn
′+1 for equation (7.31) with n = n′+1, and
(−ǫ, ǫ)n
′+1 ⊆ X ⊆ Rn
′+1 if n′ < N−1 for an allowed choice of 0 ∈ X ⊆ Rn
′+1 for
equation (7.32) with n = n′+1 and all l = 0, . . . , n′+1, and (−ǫ, ǫ)n
′
⊆ X ⊆ Rn
′
for an allowed choice of 0 ∈ X ⊆ Rn
′
for equation (7.32) with n = n′ and all
l = 0, . . . , l′ − 1, where (†)n′,l′ guarantees (7.32) holds in these cases.
Suppose [V, n′ + 1, (s1, . . . , sn′+1), π] is one of the generators occurring in
(7.31) for n = n′ + 1, so that [V, n′ + 1, (s1, . . . , sn′+1), π] is
[
∂V n
′+1
i , n
′ +
1, sn
′+1
i ◦ iV n′+1i
, π
]
or
[
V˙ n
′+1,l
j , n, s˙
n′+1,l
j , π
]
or
[
V˙ n
′,l
j ×R, n
′+1, s´n
′,l
j , π
]
. Then
sl′+1 : V → R is a morphism in M˜anc. If dimV = k + n′ + 1 > 1 then
Assumption 3.18(b) implies that there exists S ⊂ R with H1(S) = 0 such that
if u ∈ R \ S then sl′+1 : V → R is a submersion in an open neighbourhood of
s−1l′+1(u). If dimV < 1 then V is a 0-manifold or V = ∅ by Assumption 3.15(e),
so S = sl′+1(V ) has H
1(S) = 0, and if u ∈ R \ S then s−1l′+1(u) = ∅, so trivially
sl′+1 : V → R is a submersion in an open neighbourhood of s
−1
l′+1(u).
The complement of finitely many subsets S ⊂ R with H1(S) = 0 is dense in
R. Thus we may choose u ∈ (−ǫ, ǫ) such that sl′+1 : V → R is a submersion in
an open neighbourhood of s−1l′+1(u) for all generators [V, n
′+1, (s1, . . . , sn′+1), π]
occurring in (7.31) for n = n′ + 1 (this implies the same thing holds for (7.32)
for n = n′ + 1 and all l = 0, . . . , n′ + 1 with sl′+1 : V → R, and for (7.32) for
n = n′ and all l = 0, . . . , l′ − 1 for sl′ : V → R), and also that s
n′+1
i,l′+1 : V
n
i → R
is a submersion in an open neighbourhood of (sn
′+1
i,l′+1)
−1(u) for all i ∈ In
′+1.
For each generator [V, n′ + 1, (s1, . . . , sn′+1), π] occurring in (7.31) for n =
n′ + 1, and also for [V, n′ + 1, (s1, . . . , sn′+1), π] = [V
n′+1
i , n
′ + 1, sn
′+1
i , π] for
i ∈ In
′+1, consider the morphisms sl′+1 : V → R and u : ∗ → R, u : ∗ 7→ u.
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Since sl′+1 is a submersion near s
−1
l′+1(u) in V , Assumption 3.16(e) implies that
sl′+1, u are transverse, so a fibre product V ×sl′+1,R,u ∗ exists in M˜an
c by
Assumption 3.16(c), and combining the given orientation on V with the standard
orientations on R, ∗, Assumption 3.17(l) gives an orientation on V ×sl′+1,R,u ∗.
Thus as oriented objects of M˜anc, we may define
Wn
′+1
i = V
n′+1
i ×sn′+1
i,l′+1
,R,u
∗, i ∈ In
′+1,
W˙n
′+1,l
j = V˙
n′+1,l
j ×s˙n′+1,l
j,l′+1
,R,u
∗, l = 0, . . . , n′ + 1, j ∈ Jn
′+1,l,
W˙n
′,l
j = V˙
n′,l
j ×s˙n′,l
j,l′
,R,u
∗, l = 0, . . . , l′ − 1, j ∈ Jn
′,l,
W˙n
′,l
j = V˙
n′,l
j ×s˙n′,l
j,l′+1
,R,u
∗, l = l′ + 1, . . . , n′, j ∈ Jn
′,l.
(7.33)
Here the point of the final two lines of (7.33) is that starting with the generator[
V˙ n
′,l
j × R, n
′ + 1, s´n
′,l
j , π
]
in (7.31) for n = n′ + 1, we have
(V˙ n
′,l
j × R)×s´n′,l
j,l′+1
,R,u
∗ ∼=
(V˙ n
′,l
j ×s˙n′,l
j,l′
,R,u
∗)× R = W˙n
′,l
j × R, l = 0, . . . , l
′ − 1,
V˙ n
′,l′
j , l = l
′,
(V˙ n
′,l
j ×s˙n′,l
j,l′+1
,R,u
∗)× R = W˙n
′,l
j × R, l = l
′ + 1, . . . , n′,
using (7.30) and properties of (oriented) fibre products, including Assumption
3.17(m) and (3.3)–(3.5), which imply that (V˙ n
′,l
j × R) ×R ∗
∼= (V˙
n′,l
j ×R ∗)× R
holds in oriented objects in M˜anc without additional signs.
Now define morphisms in M˜anc:
sˆn
′+1
i :W
n′+1
i −→ R
n′ , sˇn
′+1,l
j : W˙
n′+1,l
j −→ R
n′ ,
sˇn
′,l
j : W˙
n′,l
j −→ R
n′−1, l 6= l′,
by sˆn
′+1
i := (s
n′+1
i,1 , . . . , s
n′+1
i,l′ , s
n′+1
i,l′+2, . . . , s
n′+1
i,n′+1) ◦ πV n′+1i
,
sˇn
′+1,l
j := (s˙
n′+1,l
j,1 , . . . , s˙
n′+1,l
j,l′ , s˙
n′+1,l
j,l′+2 , . . . , s˙
n′+1,l
j,n′+1) ◦ πV˙ n′+1,lj
,
sˇn
′,l
j := (s˙
n′,l
j,1 , . . . , s˙
n′,l
j,l′−1, s˙
n′,l
j,l′+1, . . . , s˙
n′,l
j,n′) ◦ πV˙ n′,lj
, l < l′,
sˇn
′,l
j := (s˙
n′,l
j,1 , . . . , s˙
n′,l
j,l′ , s˙
n′,l
j,l′+2, . . . , s˙
n′,l
j,n′) ◦ πV˙ n′,lj
, l > l′.
Here theWn
′+1
i , W˙
n′+1,l
j , W˙
n′,l
j are made by a fibre product over R of one of the
coordinates in Rn
′+1,Rn
′
from the morphisms sn
′+1
i : V
n′+1
i → R
n′+1, . . . , s˙n
′,l
j :
V˙ n
′,l
j → R
n′ , and the morphisms sˆn
′+1
i , sˇ
n′+1,l
j , sˇ
n′,l
j use the remaining coordi-
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nates in Rn
′+1,Rn
′
. We may now form generators[
Wn
′+1
i , n
′, sˆn
′+1
i , π
]
∈M˜Ck(∗;R)
n′ , i ∈ In
′+1,[
W˙n
′+1,l
j , n
′, sˇn
′+1,l
j , π
]
∈M˜Ck−1(∗;R)
n′ , l=0, . . . , n′+1, j∈Jn
′+1,l,[
W˙n
′,l
j , n
′ − 1, sˇn
′,l
j , π
]
∈M˜Ck−1(∗;R)
n′−1, l=0, . . . , n′, l 6= l′, j∈Jn
′,l.
To see that these satisfy the properness conditions near 0 in Rn
′
,Rn
′−1 in
Definition 4.1, note that by choice of ǫ, the V n
′+1
i , V˙
n′+1,l
j , V˙
n′,l
j in the fi-
bre products (7.33) are proper over (−ǫ, ǫ)n
′+1 ⊂ Rn
′+1 or (−ǫ, ǫ)n
′
⊂ Rn
′
,
so as u ∈ (−ǫ, ǫ), the corresponding Wn
′+1
i , W˙
n′+1,l
j , W˙
n′,l
j are proper over
(−ǫ, ǫ)n
′
⊂ Rn
′
or (−ǫ, ǫ)n
′−1 ⊂ Rn
′−1.
We now claim that (7.31) for n = n′ + 1 implies that∑
i∈In′+1
an
′+1
i
[
∂Wn
′+1
i , n
′, sˆn
′+1
i ◦ iWn′+1i
, π
]
=
n′+1∑
l=0
∑
j∈Jn′+1,l
bn
′+1,l
j
[
W˙n
′+1,l
j , n
′, sˇn
′+1,l
j , π
]
−
∑
l=0,...,n′,
l 6=l′
∑
j∈Jn′,l
(−1)n
′−lbn
′,l
j
[
W˙n
′,l
j × R, n
′, (sˇn
′,l
j,1 , . . . , sˇ
n′,l
j,l ,
πR, sˇ
n′,l
j,l+1, . . . , sˇ
n′,l
j,n′) ◦ πW˙n′,lj
, π
]
−
∑
j∈Jn′,l′
(−1)n
′−l′bn
′,l′
j
[
V˙ n
′,l′
j , n
′, s˙n
′,l′
j , π
]
(7.34)
in M˜Ck−1(∗;R)
n′ . To see this, note that (7.34) is essentially the result of
restricting (7.31) for n = n′ + 1, thought of as living over Rn
′+1, to the
hyperplane xl′+1 = u in R
n′+1, writing (x1, . . . , xn′+1) for the coordinates
in Rn
′+1. Equation (7.31) is an application of relation Definition 4.1(ii) in
M˜Ck−1(∗;R)n
′+1, where the condition Definition 4.1(ii)(∗) holds over X × ∗
with X = (−ǫ, ǫ)n
′+1 ⊂ Rn
′+1 by choice of ǫ. From this we can deduce using
Assumptions 3.16, 3.17 that condition Definition 4.1(ii)(∗) holds for (7.34) over
X × ∗ with X = (−ǫ, ǫ)n
′
⊂ Rn
′
, so (7.34) holds.
Similarly, from (7.32) for n = n′ + 1 and l = 0, . . . , n′ + 1, and (7.32) for
n = n′ and l = 0, . . . , l′ − 1, which hold by (†)n′,l′ , we may deduce that
∂
[ ∑
j∈Jn′+1,l
bn
′+1
j
[
W˙n
′+1,l
j , n
′, sˇn
′+1,l
j , π
]]
= 0, l = 0, . . . , n′ + 1, (7.35)
∂
[ ∑
j∈Jn′,l
bn
′
j
[
W˙n
′,l
j , n
′ − 1, sˇn
′,l
j , π
]]
= 0, l = 0, . . . , l′ − 1. (7.36)
We will now define alternative choices J¨n,l, b¨n,lj ,
[
V¨ n,lj , n, s¨
n,l
j , π
]
for the data
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Jn,l, bn,lj ,
[
V˙ n,lj , n, s˙
n,l
j , π
]
in (7.29)–(7.31). For n′ 6= n and all l, j we take
J¨n,l = Jn,l, b¨n,lj = b
n,l
j ,
[
V¨ n,lj , n, s¨
n,l
j , π
]
=
[
V˙ n,lj , n, s˙
n,l
j , π
]
, (7.37)
that is, we make no change. When n = n′ and l 6= l′ we set
J¨n
′,l = Jn
′,l ∐ Jn
′,l = Jn
′,l
1 ∐ J
n′,l
2 , l = 0, . . . , n
′, l 6= l′, (7.38)
b¨n
′,l
j = b
n′,l
j ,
[
V¨ n
′,l
j , n
′, s¨n
′,l
j , π
]
=
[
V˙ n
′,l
j , n
′, s˙n
′,l
j , π
]
, all l, j ∈ Jn
′,l
1 ,
b¨n
′,l
j = (−1)
l′−l+1bn
′,l
j ,
[
V¨ n
′,l
j , n
′, s¨n
′,l
j , π
]
=
[
W˙n
′,l
j × R, n
′,
(sˇn
′,l
j,1 , . . . , sˇ
n′,l
j,l , πR, sˇ
n′,l
j,l+1, . . . , sˇ
n′,l
j,n′)◦πW˙n′,lj
, π
]
, all l, j∈Jn
′,l
2 ,
where we distinguish the two copies of Jn
′,l in J¨n
′,l by writing them Jn
′,l
1 , J
n′,l
2 ,
and when n′ = n and l − l′ we set
J¨n
′,l′ = In
′+1 ∐
∐n′+1
l=0 J
n′+1,l,
b¨n
′,l′
i = (−1)
n′−l′+1an
′+1
i ,
[
V¨ n
′,l′
i , n
′, s¨n
′,l′
i , π
]
=[
∂Wn
′+1
i , n
′, sˆn
′+1
i ◦ iWn′+1i
, π
]
, i ∈ In
′+1,
b¨n
′,l′
j = (−1)
n′−l′bn
′+1,l
j ,
[
V¨ n
′,l′
j , n
′, s¨n
′,l′
j , π
]
=[
W˙n
′+1,l
j , n
′, sˇn
′+1,l
j , π
]
, j ∈ Jn
′+1,l, l = 0, . . . , n′ + 1.
(7.39)
We now claim that replacing Jn,l, bn,lj ,
[
V˙ n,lj , n, s˙
n,l
j , π
]
by the alternative
choices J¨n,l, b¨n,lj ,
[
V¨ n,lj , n, s¨
n,l
j , π
]
, the analogue of (7.29) holds in M˜Ck−1(∗;R).
To see this, multiply (7.34) by (−1)n
′−l′ , and use it to substitute for the
first term
∑
j∈Jn′,l′ b
n′,l′
j
[
V˙ n
′,l′
j , n
′, s˙n
′,l′
j , π
]
in the case n = n′, l = l′ in the
sum on the r.h.s. of (7.29). Also, modify (7.34) by replacing each generator
[V, n′, (s1, . . . , sn′), π] in (7.34) by
[
V ×R, n′+1, (s1 ◦πV , . . . , sl′ ◦πV , πR, sl′+1 ◦
πV , . . . , sn′ ◦πV ), π
]
, and use this new equation to substitute for the second term∑
j(−1)
n′−l′bn
′,l′
j
[
V˙ n
′,l′
j × R, n
′ + 1, (s˙n
′,l′
j,1 , . . . , s˙
n′,l′
j′,l′ , πR, s˙
n′,l′
j,l′+1, . . . , s˙
n′,l′
j,n′ ), π
]
in
the case n = n′, l = l′ in the sum on the r.h.s. of (7.29).
In this way we get a modified version of (7.29), in which the terms involving[
V˙ n,lj , n, s˙
n,l
j , π
]
for (n, l) 6= (n′, l′) remain unchanged, but the terms involving[
V˙ n
′,l′
j , n
′, s˙n
′,l′
j , π
]
have been deleted, and replaced by the other terms in (7.34).
By (7.37)–(7.39), this modified version is exactly the analogue of (7.29) with the
Jn,l, bn,lj ,
[
V˙ n,lj , n, s˙
n,l
j , π
]
replaced by the J¨n,l, b¨n,lj ,
[
V¨ n,lj , n, s¨
n,l
j , π
]
.
To see this, note that the terms an
′+1
i
[
∂Wn
′+1
i , n
′, sˆn
′+1
i ◦ iWn′+1i
, π
]
and
bn
′+1,l
j
[
W˙n
′+1,l
j , n
′, sˇn
′+1,l
j , π
]
in (7.34) are transferred into terms of the form
b¨n
′,l′
j
[
V¨ n
′,l′
j , n
′, s¨n
′,l′
j , π
]
by (7.39), with signs to compensate for the−(−1)n
′−l′ in
the last line of (7.34). The terms coming from (−1)n
′−lbn
′,l
j
[
W˙n
′,l
j ×R, n
′, . . . , π
]
in (7.34) for l 6= l′ are a little more subtle. When we replace [V, n′, s, π] in
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(7.34) by
[
V × R, n′ + 1, . . . , π
]
these terms yield (−1)n
′−lbn
′,l
j
[
W˙n
′,l
j × R ×
R, n′ + 1, . . . , π
]
, where the two R factors in W˙n
′,l
j × R × R are inserted in
positions l and l′ in Rn
′+1. So we could regard these terms as contributing
to either J¨n
′,l, b¨n
′,l
j , . . . or to J¨
n′,l′
j , b¨
n′,l′
j , . . . , and as in (7.38) we include them
in J¨n
′,l, b¨n
′,l
j , . . . .
We also claim that our alternative choices J¨n,l, b¨n,lj ,
[
V¨ n,lj , n, s¨
n,l
j , π
]
satisfy
(†)n′,l′+1. To see this, observe that (7.32) for J¨n,l, . . . for n = n′ + 1, . . . , N − 1
and l = 0, . . . , n follows from (7.32) for Jn,l, . . . for n = n′ + 1, . . . , N − 1
and l = 0, . . . , n by (7.37) (which holds by (†)n′,l′ for Jn,l, . . .). Also (7.32) for
J¨n,l, . . . for n = n′ and l = 0, 1, . . . , l′−1 follows from (7.38), and from (7.32) for
Jn,l, . . . for n = n′ and l = 0, 1, . . . , l′−1 (which holds by (†)n′,l′ for Jn,l, . . .), and
from (7.36) for l = 0, 1, . . . , l′ − 1. And (7.32) for J¨n,l, . . . for n = n′ and l = l′
follows from (7.39), the fact that ∂
[
∂Wn
′+1
i , n
′, sˆn
′+1
i ◦iWn′+1i
, π
]
= 0 so that the
terms from In
′+1 ⊆ J¨n
′,l′ in (7.39) contribute zero to (7.32), and equation (7.35)
for l = 0, . . . , n′ + 1, which implies that the terms from
∐n′+1
l=0 J
n′+1,l ⊆ J¨n
′,l′
in (7.39) contribute zero to (7.32).
This proves (†)n′,l′+1, and completes the inductive step. So by induction,
(†)n′,l′ holds for all n′ = N−1, N−2, . . . , 0 and l′ = 0, . . . , n′+1, so in particular
(†)0,1 holds. This completes the proof of Proposition 7.4.
Proposition 7.5. In the situation above, by keeping α ∈MCk(∗;R) with ∂α =
0 fixed but changing the lift α˜ of α to M˜Ck(∗;R) with Π(α˜) = α, we may
suppose that ∂α˜ = 0 in M˜Ck−1(∗;R).
Proof. If k > 0 the proposition is trivial since MCk(∗;R) = M˜Ck(∗;R) = 0 as
in Lemma 4.5, so suppose k 6 0. We first choose an arbitrary lift α˜ of α to
M˜Ck(∗;R) of the form (7.28). Then Proposition 7.4 shows that we may write
∂α˜ as in (7.29) in terms of data Jn,l, bn,lj , [V˙
n,l
j , n, s˙
n,l
j , π] satisfying (7.32) for
all n = 0, . . . , N − 1 and l = 0, . . . , n. Since each such
[
V˙ n,lj , n, s˙
n,l
j , π
]
is a
generator ofMCk−1(∗;R) we have dim V˙
n,l
j = n+k−1 < n, as k 6 0. Consider
the subset s˙n,lj (V˙
n,l
j ) in R
n. By differential geometry s˙n,lj [(V˙
n,l
j )
◦] has Hausdorff
dimension 6 n + k − 1 < n, and Hn[s˙n,lj (V˙
n,l
j \ (V˙
n,l
j )
◦)] = 0 by Assumption
3.18(a) as dim V˙ n,lj 6 n. Hence H
n[s˙n,lj (V˙
n,l
j )] = 0.
For each n = 0, 1, . . . , N − 1, choose an open neighbourhood Xn of 0 in Rn
such that s˙n,lj : V˙
n,l
j → R
n is proper over Xn for all l = 0, . . . , n and j ∈ Jn,l.
This is possible by definition of generators in Definition 4.1. Also, equation
(7.32) holds as an application of relation Definition 4.1(ii) in M˜Ck−2(∗;R)
n,
which involves a condition (∗) upon points (x, y) ∈ X ×∗ for X an open neigh-
bourhood of 0 in Rn. MakingXn smaller if necessary, we suppose that Definition
4.1(ii)(∗) holds for (7.32) with X = Xn.
Next, choose xn ∈ Xn such that
(a)
{
λxn : λ ∈ [0, 1]
}
⊆ Xn, and
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(b) xn /∈ s˙n,lj (V˙
n,l
j ) for all l = 0, . . . , n and j ∈ J
n,l.
Here (a) holds provided xn is small enough in Rn, and (b) holds for generic xn
as Hn[s˙n,lj (V˙
n,l
j )] = 0, so both are possible. Choose small δ
n > 0 such that
(c) Bδn(λx
n) ⊆ Xn for all λ ∈ [0, 1], with Bδn(xn) the open ball of radius δn
about x in Rn; and
(d) Bδn(x
n) ∩ s˙n,lj (V˙
n,l
j ) = ∅ for all l = 0, . . . , n and j ∈ J
n,l.
Here (c),(d) are both possible if δn is small enough, by (a),(b), since Xn is open
in Rn, and s˙n,lj (V˙
n,l
j ) ∩X
n is closed in Xn as s˙n,lj is proper over X
n.
For each l = 0, . . . , n and j ∈ Jn,l, define sˇn,lj : [0, 1)× V˙
n,l
j → R
n by
sˇn,lj : (λ, v) 7−→ s˙
n,l
j (v) − λx
n.
We claim that
[
[0, 1) × V˙ n,lj , n, sˇ
n,l
j , π
]
is a generator of MCk(∗;R), where we
give [0, 1) × V˙ n,lj the product orientation of the standard orientation on [0, 1)
and the given orientation on V˙ n,lj , as in Assumption 3.17(f),(k).
The issue is to show that sˇn,lj : [0, 1) × V˙
n,l
j → R
n is proper over an open
neighbourhood of 0 in Rn, noting that [0, 1) is noncompact. In fact (c),(d) above
imply that sˇn,lj is proper over Bδn(0) in R
n, since part (c), sˇn,lj proper over X
n,
and [0, 1] compact, imply that the obvious extension of sˇn,lj to a map [0, 1] ×
V˙ n,lj → R
n is proper over Bδn(0), and then part (d) implies that restricting to
sˇn,lj : [0, 1) × V˙
n,l
j → R
n is still proper over Bδn(0), since {1} × V˙
n,l
j does not
map to Bδn(0). Hence
[
[0, 1)× V˙ n,lj , n, sˇ
n,l
j , π
]
∈MCk(∗;R).
Using equation (4.3), Assumptions 3.14(d) and 3.17(h), and ∂[0, 1) = −{0}
in oriented manifolds, we see that in MCk−1(∗;R) or M˜Ck−1(∗;R) we have
∂
[
[0, 1)×V˙ n,lj , n, sˇ
n,l
j , π
]
=−
[
V˙ n,lj , n, s˙
n,l
j , π
]
−
[
[0, 1)×∂V˙ n,lj , n, sˆ
n,l
j , π
]
, (7.40)
where sˆn,lj : [0, 1)× ∂V˙
n,l
j → R
n maps sˆn,lj : (λ, v
′) 7→ s˙n,lj ◦ iV˙ n,lj
(v′)− λxn.
We may also define a generator
[
[0, 1)× V˙ n,lj × R, n+ 1, s`
n,l
j , π
]
, where
s`n,lj = (sˆ
n,l
j,1 ◦ π[0,1)×V˙ n,lj
, . . . , sˆn,lj,l ◦ π[0,1)×V˙ n,lj
, πR,
sˆn,lj,l+1 ◦ π[0,1)×V˙ n,lj
, . . . , sˆn,lj,n ◦ π[0,1)×V˙ n,lj
),
and then as for (7.40) we see that
∂
[
[0, 1)× V˙ n,lj × R, n+ 1, s`
n,l
j , π
]
= −
[
V˙ n,lj × R, n+ 1, s´
n,l
j , π
]
−
[
[0, 1)× ∂V˙ n,lj × R, n+ 1, s`
n,l
j ◦ i[0,1)×V˙ n,lj ×R
, π
]
. (7.41)
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Define a modification α˘ of α˜ in M˜Ck(∗;R) by
α˘ =
N∑
n=0
∑
i∈In
ani
[
V ni , n, s
n
i , π
]
+
N−1∑
n=0
n∑
l=0
∑
j∈Jn,l
bn,lj
[
[0, 1)× V˙ n,lj , n, sˇ
n,l
j , π
]
−
N−1∑
n=0
n∑
l=0
∑
j∈Jn,l
(−1)n−lbn,lj
[
[0, 1)× V˙ n,lj × R, n+ 1, s`
n,l
j , π
]
. (7.42)
Then α˘ differs from α˜ by finitely many applications of relation Definition 4.1(i)
in MCk(∗;R), so α˘ is an alternative lift of α to M˜Ck(∗;R), with Π(α˘) = α.
Applying ∂ to (7.42) and using equations (7.29), (7.40) and (7.41) yields
∂α˘=−
N−1∑
n=0
n∑
l=0
∑
j∈Jn,l
bn,lj
[
[0, 1)×∂V˙ n,lj , n, sˆ
n,l
j , π
]
+
N−1∑
n=0
n∑
l=0
(−1)n−l · (7.43)
∑
j∈Jn,l
bn,lj
[
[0, 1)× ∂V˙ n,lj ×R, n+1, s`
n,l
j ◦i[0,1)×V˙ n,lj ×R
, π
]
in M˜Ck−1(∗;R).
Now for all n = 0, . . . , N−1 and l = 0, . . . , n, equation (7.32) holds. For each
fixed n, l, the two sums
∑
j∈Jn,l b
n,l
j [· · · ] in (7.43) are each the result of applying
an operation to the l.h.s. of (7.32), where we replace each generator [∂V, n, s, π]
in (7.32) by
[
[0, 1)× ∂V, n, sˆ, π
]
or by
[
[0, 1)× ∂V ×R, n+1, s`, π
]
. Hence (7.32)
implies that these two sums
∑
j∈Jn,l b
n,l
j [· · · ] in (7.43) are zero for all n, l, so
∂α˘ = 0 in M˜Ck−1(∗;R). Replacing α˜ by α˘, Proposition 7.5 follows.
7.4.2 Proof that MHk(∗;R) = 0 for k < 0
We can now prove the first part of Theorem 4.12. We use the notation of §7.4.1.
Let R be a commutative ring, k < 0, and α ∈ MCk(∗;R) with ∂α = 0 in
MCk−1(∗;R). Then Proposition 7.5 says that we may choose a lift α˜ of α to
M˜Ck(∗;R) with ∂α˜ = 0 in M˜Ck−1(∗;R). Write α˜ as in (7.28). Then for each
n = 0, . . . , N we have∑
i∈In
ani
[
∂V ni , n, s
n
i ◦ iV ni , π
]
= 0 in M˜Ck−1(∗;R)
n. (7.44)
We follow the method of the proof of Proposition 7.5, but applied to the[
V ni , n, s
n
i , π
]
for i ∈ In rather than to the
[
V˙ n,lj , n, s˙
n,l
j , π
]
for j ∈ Jn,l. For
each n = 0, 1, . . . , N , we choose an open neighbourhood Xn of 0 in Rn such
that sni : V
n
i → R
n is proper over Xn for all i ∈ In. Equation (7.44) holds as an
application of relation Definition 4.1(ii) in M˜Ck−1(∗;R)n. Making Xn smaller
if necessary, we suppose that Definition 4.1(ii)(∗) holds for (7.44) with X = Xn.
As in the proof of Proposition 7.5, we choose xn ∈ Xn and δn > 0 satisfying
(a)
{
λxn : λ ∈ [0, 1]
}
⊆ Xn;
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(b) xn /∈ sni (V
n
i ) for all i ∈ I
n;
(c) Bδn(λx
n) ⊆ Xn for all λ ∈ [0, 1]; and
(d) Bδn(x
n) ∩ sni (V
n
i ) = ∅ for all i ∈ I
n.
Here (b) is possible as dimV in = n+ k < n since k < 0, so H
n[sni (V
n
i )] = 0. For
each i ∈ In, define sˇni : [0, 1) × V
n
i → R
n by sˇni : (λ, v) 7→ s
n
i (v) − λx
n. Then[
[0, 1)× V ni , n, sˇ
n
i , π
]
is a generator of MCk+1(∗;R), and as in (7.40)
∂
[
[0, 1)× V ni , n, sˇ
n
i , π
]
= −
[
V ni , n, s
n
i , π
]
−
[
[0, 1)× ∂V ni , n, sˆ
n
i , π
]
, (7.45)
where sˆni : [0, 1)× ∂V
n
i → R
n is given by sˆni : (λ, v
′) 7→ sni ◦ iV ni (v
′)− λxn.
Now define β˜ ∈ M˜Ck+1(∗;R) by
β˜ = −
N∑
n=0
∑
i∈In
ani
[
[0, 1)× V ni , n, sˇ
n
i , π
]
. (7.46)
Then combining equations (7.28), (7.45) and (7.46) gives
∂β˜ = α˜+
N∑
n=0
∑
i∈In
ani
[
[0, 1)× ∂V ni , n, sˆ
n
i , π
]
. (7.47)
As for equations (7.32) and (7.43) in the proof of Proposition 7.5, from (7.44) we
see that for each n = 0, . . . , N the sum
∑
i∈In a
n
i [· · · ] in (7.47) is zero, so ∂β˜ = α˜
in M˜Ck(∗;R). Setting β = Π(β˜) in MCk+1(∗;R), we have ∂β = α. Thus, for
all α ∈ MCk(∗;R) with ∂α = 0 for k < 0, we can find β ∈ MCk+1(∗;R) with
∂β = α. Hence MHk(∗;R) = 0 for k < 0, as we have to prove.
7.4.3 Proof that MH0(∗;R) ∼= R
Since MC1(∗;R) = 0 by Lemma 4.5, we have
MH0(∗;R) = Ker
(
∂ :MC0(∗;R) −→MC−1(∗;R)
)
. (7.48)
As ∗ has the standard orientation, Definition 4.1 defines the fundamental cycle
[∗] = [∗, 0, 0, id∗] ∈MC0(∗;R), with ∂[∗] = 0. Define an R-linear map
ι : R −→ Ker
(
∂ :MC0(∗;R) −→MC−1(∗;R)
)
, ι : a 7−→ a [∗]. (7.49)
We will show that ι is both surjective and injective, so that MH0(∗;R) ∼= R, by
an isomorphism identifying [[∗]] ∈MH0(∗;R) with 1 ∈ R, as in Theorem 4.12.
Suppose α ∈ MC0(∗;R) with ∂α = 0 in MC−1(∗;R). Using the nota-
tion M˜Ck(∗;R), M˜Ck(∗;R)n of §7.4.1, Proposition 7.5 gives a lift α˜ of α to
M˜C0(∗;R) with Π(α˜) = α and ∂α˜ = 0 in M˜C−1(∗;R). As in (7.28), write
α˜ =
N∑
n=0
∑
i∈In
ani
[
V ni , n, s
n
i , π
]
.
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Then taking the component of ∂α˜ = 0 in M˜C−1(∗;R)n for n = 0, . . . , N yields∑
i∈In
ani
[
∂V ni , n, s
n
i ◦ iV ni , π
]
= 0. (7.50)
By definition of generators
[
V ni , n, s
n
i , π
]
∈ MC0(∗;R) in §4.1, for each
n = 0, . . . , N we may choose an open neighbourhood Xn of 0 in Rn such that
sni : V
n
i → R
n is proper over Xn for all i ∈ In. Equation (7.50) holds as
an application of relation Definition 4.1(ii) in M˜C−1(∗;R). Thus, making Xn
smaller we can suppose that Definition 4.1(ii)(∗) holds for (7.50) with X = Xn.
Making Xn still smaller, we can suppose it is a convex subset of Rn.
For each n = 0, . . . , N , define a subset Sn ⊆ Xn ⊆ Rn by
Sn = Xn ∩
[⋃
i∈In s
n
i
({
v ∈ V ni : either v /∈ (V
n
i )
◦, or v ∈ (V ni )
◦ and
Tvs
n
i : Tv(V
n
i )
◦ → Tsni (v)R
n is not an isomorphism
})]
.
(7.51)
As the subsets of V ni in (7.51) are closed, and s
n
i is proper over X
n, we see that
Sn is closed in Xn. Using Sard’s Theorem and Assumption 3.18(a) we can show
that Hn(Sn) = 0, which implies that Xn \ Sn 6= ∅.
Define a function Φn : Xn \ Sn → R by
Φn(x) = (7.52)∑
i∈In
∑
v∈(V ni )
◦:
sni (v)=x
ani ·
{
1, Tvs
n
i : Tv(V
n
i )
◦→TxR
n is orientation-preserving,
−1, Tvs
n
i : Tv(V
n
i )
◦→TxR
n is orientation-reversing.
This is well-defined as sni is a diffeomorphism near each v in (7.52), so (s
n
i )
−1(x)
has the discrete topology, and also (sni )
−1(x) is compact as sni is proper over
Xn 6= x, so (sni )
−1(x) is finite.
The proof of the next lemma is related to that of Proposition 4.3 in §7.1.
Lemma 7.6. The function Φn : Xn \ Sn → R is constant for n = 0, . . . , N .
Proof. Since sni |(V ni )◦ : (V
n
i )
◦ → Rn is proper and e´tale over Xn \ Sn, we see
that Φn is locally constant on Xn \ Sn, and thus constant on each connected
component of Xn \ Sn. Let x0 6= x1 ∈ Xn \ Sn. We will show that Φn(x0) =
Φn(x1). Choose a linear isomorphism Λ : R
n → Rn−1 × R with Λ(x0) = (y, z0)
and Λ(x1) = (y, z1) for y ∈ R
n−1 and z0 6= z1 ∈ R. Then πRn−1 ◦ Λ ◦ s
n
i : V
n
i →
R
n−1 is a morphism in M˜anc for i ∈ In, where dimV ni = n.
Assumption 3.18(b) says that there is a subset S˜ ⊆ Rn−1 with Hn−1(S˜) = 0
such that πRn−1 ◦Λ ◦ s
n
i : V
n
i is a submersion near (πRn−1 ◦ Λ ◦ s
n
i )
−1(y′) in V ni
for all y′ ∈ Rn−1 \ S˜ and i ∈ In. As Rn−1 \ S˜ is dense in Rn−1, this holds for y′
arbitrarily close to y. Thus we can find x′0, x
′
1 close to x0, x1 in X
n \ Sn and in
the same connected components of Xn \Sn as x0, x1, so that Φn(x′0) = Φ
n(x0),
Φn(x′1) = Φ
n(x1) as Φ
n is locally constant, with Λ(x′0) = (y
′, z′0) and Λ(x
′
1) =
(y′, z′1) for some y
′ ∈ Rn−1 \ S˜ close to y and z′0 6= z
′
1 ∈ R.
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Now define h : [0, 1] → Rn by h(λ) = (1 − λ)x′0 + λx
′
1, so that h(0) = x
′
0
and h(1) = x′1. Then h maps [0, 1] → X
n as Xn is convex in Rn. We claim
that sni : V
n
i → R
n and h : [0, 1]→ Rn are transverse morphisms in M˜anc. To
prove this, suppose v ∈ V ni and λ ∈ [0, 1] with s
n
i (v) = h(λ). If λ = 0 or 1 then
h(λ) = x′0 or x
′
1, so h(λ) ∈ X
n \Sn, and sni : V
n
i → R
n is a submersion near v in
V ni by (7.51), which implies that s
n
i , h are transverse on open neighbourhoods
of v ∈ V ni and λ ∈ [0, 1] by Assumption 3.16(c).
If λ ∈ (0, 1) we identify Rn ∼= Rn−1×R using Λ, and write sni : V
n
i → R
n−1×
R and h : [0, 1] → Rn−1 × R as direct products (sni,1, s
n
i,2) and (h1, h2), where
sni,1 = πRn−1 ◦Λ◦s
n
i : V
n
i → R
n−1 is a submersion near v ∈ (πRn−1 ◦Λ◦s
n
i )
−1(y′)
as y′ ∈ Rn−1 \ S˜, and h2 : [0, 1] → R, h2(λ) = (1 − λ)z′0 + λz
′
1 is a submersion
near λ ∈ (0, 1) as z′0 = z
′
1. Hence s
n
i , h are transverse on open neighbourhoods
of v ∈ V ni and λ ∈ [0, 1] by Assumption 3.16(f). This holds for all v ∈ V
n
i and
λ ∈ [0, 1] with sni (v) = h(λ), so s
n
i , h are transverse by Assumption 3.16(e).
Therefore by Assumption 3.16(c), the transverse fibre product
T ni := V
n
i ×sni ,Rn,h [0, 1] (7.53)
exists in M˜anc, with dim T ni = 1. Consider the diagram of topological spaces
T ni πV n
i
×π[0,1]
//
{
(v, λ) ∈ V ni × [0, 1] : s
n
i (v) = h(λ)
}
π[0,1]
//
πV n
i
[0, 1]
h

V ni ⊆ (s
n
i )
−1(Xn)
sni |··· // Xn.
The top left map is a homeomorphism by (3.8) in Assumption 3.16(c). The
bottom map is proper as sni is proper over X
n. Thus the top right morphism is
proper, as the square is Cartesian. Hence as [0, 1] is compact, T ni is compact.
Combining the given orientation on V ni with the standard orientations on
Rn, [0, 1] from Assumption 3.17(k), by Assumption 3.17(l) we have an orienta-
tion on T ni in (7.53). By Assumptions 3.17(c), 3.17(l),(m) and equations (3.2)
and (3.9), since ∂[0, 1] = −{0}∐{1} in oriented objects in M˜anc and h(0) = x′0,
h(1) = x′1, in oriented 0-manifolds we have
∂T ni
∼=
(
∂V ni ×sni ◦iV ni ,R
n,h [0, 1]
)
∐−
(
V ni ×sni ,Rn,x′0 ∗
)
∐
(
V ni ×sni ,Rn,x′1 ∗
)
. (7.54)
Now Assumption 3.17(n) says that the number of points in (7.54), counted
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with signs, is zero. Hence we have
0 =
∑
λ∈(0,1),
v′∈(∂V ni )
◦:
sni ◦iV ni
(v′)=h(λ)
{
1, Tv′(s
n
i ◦iV ni )[Tv′(∂V
n
i )
◦] intersects x′1−x
′
0 positively in R
n
−1, Tv′(sni ◦iV ni )[Tv′(∂V
n
i )
◦] intersects x′1−x
′
0 negatively in R
n
−
∑
v∈(V ni )
◦:
sni (v)=x
′
0
·
{
1, Tvs
n
i : Tv(V
n
i )
◦→Tx′0R
n is orientation-preserving
−1, Tvsni : Tv(V
n
i )
◦→Tx′0R
n is orientation-reversing
(7.55)
+
∑
v∈(V ni )
◦:
sni (v)=x
′
1
·
{
1, Tvs
n
i : Tv(V
n
i )
◦→Tx′1R
n is orientation-preserving
−1, Tvs
n
i : Tv(V
n
i )
◦→Tx′1R
n is orientation-reversing.
Here the transverse fibre products in (7.54) are of dimension 0, so they are
equal to their interiors by Assumption 3.15(e), which are the fibre products of
the interiors by Assumption 3.16(d), so we may restrict to v′ ∈ (∂V ni )
◦ and
λ ∈ (0, 1) in the first sum in (7.55), and to v ∈ (V ni )
◦ in the second and third.
Multiply (7.55) by ani and sum over all i ∈ I
n. Using (7.52), this yields
Φn(x′0)− Φ
n(x′1) =
∑
i∈In
ani · (7.56)
∑
λ∈(0,1),
v′∈(∂V ni )
◦:
sni ◦iV ni
(v′)=h(λ)
{
1, Tv′(s
n
i ◦iV ni )[Tv′(∂V
n
i )
◦] intersects x′1−x
′
0 positively in R
n
−1, Tv′(sni ◦iV ni )[Tv′(∂V
n
i )
◦] intersects x′1−x
′
0 negatively in R
n.
As above, condition Definition 4.1(ii)(∗) holds for (7.50) with X = Xn. Now the
r.h.s. of (7.56) is the sum over all λ ∈ (0, 1) and all (n− 1)-planes P in Th(λ)R
n
transverse to x′1 − x
′
0 and oriented so that P intersects x
′
1 − x
′
0 positively, of
equation (4.2) in Definition 4.1(ii)(∗) for (7.50) at the point h(λ) ∈ Xn and the
oriented (n − 1)-plane P . Therefore the r.h.s. of (7.56) is zero, and Φn(x′0) =
Φn(x′1). Since Φ
n(x′0) = Φ
n(x0), Φ
n(x′1) = Φ
n(x1), this gives Φ
n(x0) = Φ
n(x1).
Hence Φn : Xn \ Sn → R is constant, proving the lemma.
Lemma 7.6 implies that there exist a0, a1, . . . , aN ∈ R with Φn(x) = an for
all n = 0, . . . , N and x ∈ Xn \Sn. We now claim that for n = 0, . . . , N we have∑
i∈In
ani
[
V ni , n, s
n
i , π
]
= an
[
R
n, n, idRn , π
]
in M˜C0(∗;R)
n. (7.57)
To see this, apply Definition 4.1(ii) to (7.57) withX = Xn ⊆ Rn. The conditions
on (x, y) = (x, ∗) ∈ X × Y = X × ∗ at the beginning of Definition 4.1(ii)(∗) are
equivalent to x ∈ Xn \Sn, and then equation (4.2) at x and P = T(x,∗)(R
n×∗)
is equivalent to Φn(x) = an, since Φn(x) in (7.52) is the contributions to (4.2)
at (x, ∗), P from
∑
i∈In a
n
i
[
V ni , n, s
n
i , π
]
, and −an
[
Rn, n, idRn , π
]
contributes an
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additional −an to (4.2) at (x, ∗), P . Hence (4.2) holds for all such (x, ∗), P , and
Definition 4.1(ii) gives (7.57).
Applying Π to project (7.57) to MC0(∗;R) gives
α =
N∑
n=0
∑
i∈In
ani
[
V ni , n, s
n
i , π
]
=
N∑
n=0
an
[
Rn, n, idRn , π
]
=
N∑
n=0
an [∗]
= ι(a0 + a1 + · · ·+ aN ) in MC0(∗;R),
using (7.49) and that by Definition 4.1(i) in MC0(∗;R) we have
[∗] =
[
R
0, 0, idR0 , π
]
=
[
R, 1, idR, π
]
=
[
R
2, 2, idR2 , π
]
= · · · .
This proves that ι in (7.49) is surjective.
To show that ι is injective, suppose r ∈ R with ι(r) = 0. We will prove r = 0.
Regarding r[∗] as an element of M˜C0(∗;R) from §7.4.1, since Π(r[∗]) = ι(r) = 0
in MC0(∗;R), r[∗] lies in the kernel of Π : M˜C0(∗;R) → MC0(∗;R), which is
spanned by equation (4.1) from relation Definition 4.1(i) in MC0(∗;R). Thus
as in (7.29), in M˜C0(∗;R) we may write
r[∗] =
N∑
n=0
n∑
l=0
∑
i∈In,l
an,li
([
V n,li , n, s
n,l
i , π
]
− (−1)n−l
[
V n,li × R,
n+ 1, (sn,li,1 , . . . , s
n,l
i,l , πR, s
n,l
i,l+1, . . . , s
n,l
i,n), π
])
. (7.58)
Taking components of (7.58) in M˜C0(∗;R)n for n = 0, . . . , N + 1 gives
r[∗] =
∑
i∈I0,0
a0,0i
[
V 0,0i , 0, πR0 , π
]
, (7.59)
0 =
n∑
l=0
∑
i∈In,l
an,li
[
V n,li , n, s
n,l
i , π
]
−
n−1∑
l=0
∑
i∈In−1,l
(−1)n−1−lan−1,li
[
V n−1,li × R, n, (s
n−1,l
i,1 , . . . , s
n−1,l
i,l ,
πR, s
n−1,l
i,l+1 , . . . , s
n−1,l
i,n−1), π
]
, n=1, . . . , N,
(7.60)
0 = −
N∑
l=0
∑
i∈IN,l
(−1)N−laN,li
[
V N,li × R, N + 1, (s
N,l
i,1 , . . . , s
N,l
i,l ,
πR, s
N,l
i,l+1, . . . , s
N,l
i,N ), π
]
.
(7.61)
By Proposition 7.4, we may choose the representation (7.58) such that for all
n = 0, . . . , N and l = 0, . . . , n we have∑
i∈In,l
an,li
[
∂V n,li , n, s
n,l
i ◦ iV n,li
, π
]
= 0 in M˜C−1(∗;R)
n. (7.62)
The next part of the proof is very similar to the passage between equations
(7.50) and (7.57) above. For each n = 0, . . . , N and l = 0, . . . , n, choose an open
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neighbourhoodXn,l of 0 in Rn such that sn,li : V
n,l
i → R
n is proper overXn,l for
all i ∈ In,l. Equation (7.62) holds as an application of relation Definition 4.1(ii)
in M˜C−1(∗;R). Thus, making Xn,l smaller we can suppose that Definition
4.1(ii)(∗) holds for (7.62) with X = Xn,l. Making Xn,l still smaller, we can
suppose it is a convex subset of Rn.
As in (7.51), define a subset Sn,l ⊆ Xn,l ⊆ Rn by
Sn,l = Xn,l ∩
[⋃
i∈In,l s
n,l
i
({
v ∈ V n,li : either v /∈ (V
n,l
i )
◦, or v ∈ (V n,li )
◦
and Tvs
n,l
i : Tv(V
n,l
i )
◦ → Tsn,li (v)
R
n is not an isomorphism
})]
. (7.63)
As the subsets of V n,li in (7.63) are closed, and s
n,l
i is proper over X
n,l, we see
that Sn,l is closed in Xn,l. Using Sard’s Theorem and Assumption 3.18(a) we
can show that Hn(Sn,l) = 0, which implies that Xn,l \ Sn,l 6= ∅.
As in (7.52), define a function Φn,l : Xn,l \ Sn,l → R by
Φn,l(x) = (7.64)∑
i∈In,l
∑
v∈(V n,li )
◦:
sn,li (v)=x
an,li ·
{
1, Tvs
n,l
i : Tv(V
n,l
i )
◦→TxR
n,l is orientation-preserving,
−1, Tvs
n,l
i : Tv(V
n,l
i )
◦→TxR
n is orientation-reversing.
The proof of Lemma 7.6, but using (7.62) in place of (7.50), shows that Φn,l
is constant. Hence there exist unique an,l ∈ R with Φn,l(x) = an,l for all
n = 0, . . . , N , l = 0, . . . , n and x ∈ Xn,l \ Sn,l.
For each n = 1, . . . , N , pick (x1, . . . , xn) ∈ R
n satisfying the conditions:
(a) (x1, . . . , xn) ∈ Xn,l \ Sn,l for all l = 0, . . . , n.
(b) (x1, . . . , xl, xl+2, . . . , xn) ∈ Xn−1,l \ Sn−1,l for all l = 0, . . . , n− 1.
(c) Equation (7.60) is an application of Definition 4.1(ii) in M˜C0(∗;R), which
involves 0 ∈ X ⊆ Rn such that Definition 4.1(ii)(∗) holds for all suitable
(x, y) = (x, ∗) in X × Y = X × ∗. Then (x1, . . . , xn) ∈ X .
All these hold provided (x1, . . . , xn) ∈ R
n is generic and small enough. Then
(a)–(c) and (7.63) imply that ((x1, . . . , xn), ∗) satisfies the conditions on (x, y)
in Definition 4.1(ii)(∗) for (7.60), so equation (4.2) holds for (7.60) with (x, y) =
((x1, . . . , xn), ∗) and P = TxR
n.
By (7.64), the contributions to (4.2) from the terms
∑
i∈In,l a
n,l
i
[
V n,li , · · ·
]
in (7.60) are Φn,l
(
(x1, . . . , xn)
)
= an,l, which is defined by (a). Similarly, the
contributions to (4.2) from the terms
∑
i∈In−1,l(−1)
n−1−lan−1,li
[
V n−1,li ×R, · · ·
]
in (7.60) are Φn−1,l
(
(x1, . . . , xl, xl+2, . . . , xn)
)
= an−1,l, which is defined by (b).
Hence (4.2) implies that
0 =
∑n
l=0 a
n,l −
∑n−1
l=0 a
n−1,l, n = 1, . . . , N. (7.65)
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In the same way, equations (7.59) and (7.61) imply that
r = a0,0, (7.66)
0 = −
∑N
l=0 a
N,l. (7.67)
Taking the sum of equations (7.65) for n = 1, . . . , N and (7.66)–(7.67), the
right hand sides cancel, yielding r = 0. Therefore ι is injective. We have now
shown that ι in (7.49) is surjective and injective, and thus an isomorphism, so by
(7.48)–(7.49) we have MH0(∗;R) ∼= R, completing the proof of Theorem 4.12.
7.5 Proof of Proposition 4.20
We work in the situation of Definitions 4.18 and 4.19. Let [V ′, n, s′, t′] be as in
(4.21). Then we have a commutative diagram of topological spaces
V ′
(s′,t′)
++
(πV ,πY1 ){
(v, y1) ∈ V × Y1 : t(v) = f(y1)
}
s×id
//
πV

R
n × Y1
id×f

V
(s,t) // Rn × Y2.
(7.68)
Here the bottom square is Cartesian, and the bottom morphism (s, t) is proper
over an open neighbourhood X of {0}×Y2 in R
n×Y2, so the middle morphism
s × id is proper over X ′ := (idRn × f)−1(X) in R
n × Y1. Also the top left
morphism (πV , πY1) is a homeomorphism by (3.8) in Assumption 3.16(c). So
from the top triangle in (7.68) we see that (s′, t′) : V → Rn × Y1 is proper over
X ′, which is an open neighbourhood of {0} × Y1 in R
n × Y1. Thus [V ′, n, s′, t′]
in (4.21) is a well-defined generator in PMCk(Y1;R).
To see that f∗ is well-defined, we have to show that it maps relations Def-
inition 4.18(i),(ii) in PMCk(Y2;R) to relations (i),(ii) in PMCk(Y1;R). For
(i) this is obvious, since (V × R) ×t◦πV ,Y2,f Y1 ∼= (V ×t,Y2,f Y1) × R. For (ii),
suppose
∑
i∈I ai [Vi, n, si, ti] = 0 in PMC
k(Y2;R) by relation (ii), using open
{0}× Y2 ⊆ X2 ⊆ R
n × Y2. Define X1 = (idRn × f)−1(X2) ⊆ R
n × Y1. Then X1
is an open neighbourhood of {0} × Y1 in R
n × Y1.
Set [V ′i , n, s
′
i, t
′
i] = f
∗[Vi, n, si, ti] as in (4.21) for i ∈ I. Then by Assumption
3.16(c),(d) we have
V ′◦i = V
◦
i ×t|V ◦
i
,Y2,f Y1
∼=
{
(v, y1) ∈ V
◦
i × Y1 : t(v) = f(y1)
}
. (7.69)
Suppose (x, y1) ∈ X1 such that for all i ∈ I and v′ ∈ V ′i with (s
′
i, t
′
i)(v
′) = (x, y1)
in X1, we have v
′ ∈ V ′◦i and
Tv′(s
′
i, t
′
i) : Tv′V
′◦
i −→ TxR
n ⊕ Ty1Y1 (7.70)
is injective. Set y2 = f(y1). For v
′ as above, from (7.69) we have v′ = (v, y1)
for v ∈ V ◦i with ti(v) = f(y1) = y2 and si(v) = s
′
i(v
′) = x, so that (si, ti)(v) =
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(x, y2). Since (7.69) is a transverse fibre product of manifolds,
Tv′V
′◦
i
Tv′ t
′
i
Tv′πVi
// TvV ◦i
Tvti 
Ty1Y1
Ty1f // Ty2Y2
(7.71)
is Cartesian in VectR, and Assumption 3.17(l) shows that the coorientations on
Tvti and Tv′t
′
i from cti , ct′i are related as usual in (7.71).
As (7.71) is Cartesian, we see that (7.70) is injective if and only if
Tv(si, ti) : TvVi −→ TxR
n ⊕ Ty2Y2
is injective. From all this we see that if P ′ ⊆ TxR
n ⊕ Ty1Y1 is an (m1 + n− k)-
plane with πTy1Y1 : P
′ → Ty1Y1 cooriented, then either P
′ lies in a Cartesian
diagram
P ′

⊆
// TxR
n ⊕ Ty1Y1
id×Ty1f 
P
⊆ // TxR
n ⊕ Ty2Y2
(7.72)
in VectR for some (m2+n−k)-plane P ⊆ TxR
n⊕Ty2Y2 with πTy2Y2 : P → Ty2Y2
cooriented, in which case (4.17) for
∑
i∈I ai[V
′
i , n, s
′
i, t
′
i] at (x, y1), P
′ follows from
(4.17) for
∑
i∈I ai[Vi, n, si, ti] at (x, y2), P , or else P
′ lies in no such Cartesian
diagram (7.72), in which case (4.17) for
∑
i∈I ai[V
′
i , n, s
′
i, t
′
i] at (x, y1), P
′ is
trivial as there are no v′ ∈ V ′i satisfying the conditions on either side.
This gives Definition 4.18(ii)(∗) for
∑
i∈I ai[V
′
i , n, s
′
i, t
′
i]. Hence
∑
i∈I ai[V
′
i ,
n, s′i, t
′
i] = 0 in PMC
k(Y1;R), and f
∗ maps relation (ii) to relation (ii), so that
f∗ is well-defined. This proves Proposition 4.20.
7.6 Proof of Proposition 4.21
Here is the analogue for M-precochains of ΠT,f−T∪U ,Π
U,f+
T∪U in Definition 7.1 in §7.2.
Note that they map the opposite way: in §7.2 we have ΠT,f−T∪U :MCk(T∪U ;R)→
MCk(T ;R), but here we have Π
T∪U
T,f− : PMC
k(T ;R)→ PMCk(T ∪ U ;R).
Definition 7.7. Let Y be a manifold and T, U ⊆ Y be open, and write i : T →֒
T ∪ U , j : U →֒ T ∪ U for the inclusions. Suppose f : T ∪ U → R is smooth,
with
{
y ∈ T ∪ U : f(y) > 0
}
⊆ T and
{
y ∈ T ∪ U : f(y) 6 0
}
⊆ U . As in
Definition 7.1, such a function always exists.
Define R-linear morphisms ΠT∪UT,f−,Π
T∪U
U,f+ for each k ∈ Z by
ΠT∪UT,f− : PMC
k(T ;R) −→ PMCk(T ∪ U ;R),
ΠT∪UT,f− :
[
V, n, (s1, . . . , sn), t
]
7−→
[
V × (−∞, 0], n+ 1,
(s1 ◦ πV , . . . , sn ◦ πV , f ◦ πV + π(−∞,0]), t ◦ πV
]
,
ΠT∪UU,f+ : PMC
k(U ;R) −→ PMCk(T ∪ U ;R),
ΠT∪UU,f+ :
[
V, n, (s1, . . . , sn), t
]
7−→
[
V × [0,∞), n+ 1,
(s1 ◦ πV , . . . , sn ◦ πV , f ◦ πV + π[0,∞)), t ◦ πV
]
,
(7.73)
204
for each generator
[
V, n, (s1, . . . , sn), t
]
in PMCk(T ;R) and PMCk(U ;R).
Here is the analogue of Proposition 7.2, with a very similar proof which we
leave as an exercise. For (i), to show that
[
V × (−∞, 0], n+1, (s1 ◦ πV , . . . , sn ◦
πV , f ◦ πV + π(−∞,0]), t ◦ πV
]
in (7.73) is a generator of PMCk(T ∪U ;R), note
that
(
(s1, . . . , sn), t
)
: V → Rn × T proper near {0}× T in Rn × T implies that(
(s1 ◦ πV , . . . , sn ◦ πV , f ◦ πV +π(−∞,0]), t ◦ πV
)
: V ×(−∞, 0]−→Rn+1×(T ∪U)
is proper near {0} × (T ∪ U) in Rn+1 × (T ∪ U).
Proposition 7.8. (i) In the above, ΠT∪UT,f− and Π
T∪U
U,f+ are well defined.
(ii)We have ΠT∪UT,f−◦i
∗+ΠT∪UU,f+◦j
∗ = id : PMCk(T∪U ;R)→ PMCk(T∪U ;R).
(iii) If [V, n, s, t] is a generator of PMCk(T ;R) with f ◦ t(v) > 0 for all v in
s−1(0) ⊆ V then i∗ ◦ΠT∪UT,f−
(
[V, n, s, t]
)
= [V, n, s, t].
Similarly, if [V, n, s, t]∈PMCk(U ;R) with f ◦t(v)<0 for all v in s−1(0)⊆V
then j∗ ◦ΠT∪UU,f+
(
[V, n, s, t]
)
= [V, n, s, t].
To prove Proposition 4.21(a), suppose T, U ⊆ Y are open, and write i :
T ∩ U →֒ T, i′ : T ∩ U →֒ U, j : T →֒ T ∪ U, j′ : U →֒ T ∪ U for the inclusions.
Choose f as in Definition 7.7, so that we have operators ΠT∪UT,f−,Π
T∪U
U,f+. Applying
Definition 7.7 with T˜ = T , U˜ = T ∩U , f˜ = f |T in place of T, U, f gives operators
ΠTT,f |T− : PMC
k(T ;R) −→ PMCk(T ;R),
ΠTT∩U,f |T+ : PMC
k(T ∩ U ;R) −→ PMCk(T ;R),
and applying Proposition 7.8(ii) for these gives
ΠTT,f |T− +Π
T
T∩U,f |T+
◦ i∗ = id : PMCk(T ;R) −→ PMCk(T ;R). (7.74)
Similarly we have operators
ΠUT∩U,f |U− : PMC
k(T ∩ U ;R) −→ PMCk(U ;R),
ΠUU,f |U+ : PMC
k(U ;R) −→ PMCk(U ;R), with
ΠUT∩U,f |U− ◦ i
′
∗ +Π
U
U,f |U+
= id : PMCk(U ;R) −→ PMCk(U ;R). (7.75)
As in (7.18)–(7.21), comparing the actions of the two sides of each equation
on generators [V, n, s, t] using (4.21) and (7.73), we see that
ΠTT,f |T− = j
∗ ◦ΠT∪UT,f− : PMC
k(T ;R) −→ PMCk(T ;R), (7.76)
ΠUU,f |T+ = j
′∗ ◦ΠU,f+T∪U : PMC
k(U ;R) −→ PMCk(U ;R), (7.77)
ΠUT∩U,f |U− ◦ i
∗ = j′∗ ◦ΠT∪UT,f− : PMC
k(U ;R) −→ PMCk(T ;R), (7.78)
ΠTT∩U,f |T+ ◦ i
′∗ = j∗ ◦ΠT∪UU,f+ : PMC
k(T ;R) −→ PMCk(U ;R). (7.79)
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As in (4.22), we have to prove the following sequence is exact:
0 // PMCk(T∪U ;R)
j∗⊕j′∗ // PMC
k(T ;R)
⊕PMCk(U ;R)
i∗⊕−i′∗ // PMCk(T∩U ;R). (7.80)
For any α ∈MCk(T ∪ U ;R), Proposition 7.8(ii) implies that
ΠT∪UT,f− ◦ j
∗(α) + ΠT∪UU,f+ ◦ j
′∗(α) = α,
so j∗(α)⊕ j′∗(α) = 0 implies that α = 0, and (7.80) is exact at the second term.
To show (7.80) is exact at the third term, suppose β ∈ PMCk(T ;R) and γ ∈
PMCk(U ;R) with i∗(β) = i′∗(γ) in PMCk(T ∩ U ;R). Define α = ΠT∪UT,f−(β) +
ΠT∪UU,f+(γ) in PMC
k(T ∪ U ;R). Then
j∗(α) = j∗ ◦ΠT∪UT,f−(β) + j
∗ ◦ΠT∪UU,f+(γ) = Π
T
T,f |T−
(β) + ΠTT∩U,f |T+ ◦ i
′∗(γ)
= ΠTT,f |T−(β) + Π
T
T∩U,f |T+
◦ i∗(β) = β
using the definition of α in the first step, (7.76) and (7.79) in the second,
i∗(β) = i′∗(γ) in the third, and (7.74) in the fourth. A similar proof using
(7.77), (7.78) and (7.75) shows that j′∗(α) = γ. Hence (7.80) is exact, proving
Proposition 4.21(a).
For part (b), suppose K ⊆ Y is closed, and U is an open neighbourhood of
K in Y . Apply Definition 7.7 with T = Y \ K, so that T ∪ U = Y , and we
choose smooth f : Y → R with K ⊆ f−1
(
(−∞, 0)
)
and f−1
(
(−∞, 0]
)
⊆ U .
Define U ′ = f−1
(
(−∞, 0)
)
, so that U ′ is an open neighbourhood of K in U and
f > 0 on U ′. Write i : U ′ →֒ U and j : U ′ →֒ Y for the inclusions.
Then Definition 7.7 gives ΠYU,f+ : PMC
k(U ;R) → PMCk(Y ;R). Also
Definition 7.7 with T˜ = U˜ = U ′ and f˜ = f |U ′ in place of T, U, f gives
ΠU
′
U ′,f |U′+
: PMCk(U ′;R) −→ PMCk(U ′;R).
Comparing the actions of both sides on generators [V, n, s, t] in PMCk(U ;R)
using (4.21) and (7.73), we see that
j∗ ◦ΠYU,f+ = Π
U ′
U ′,f |U′+
◦ i∗ : PMCk(U ;R) −→ PMCk(U ′;R). (7.81)
But as f < 0 on U ′, Proposition 7.8(iii) implies that ΠU
′
U ′,f |U′+
= id∗U ′ ◦Π
U ′
U ′,f |U′+
maps [V, n, s, t] 7→ [V, n, s, t], so that
ΠU
′
U ′,f |U′+
= id : PMCk(U ′;R) −→ PMCk(U ′;R). (7.82)
Now let α ∈ PMCk(U ;R), and set β = ΠYU,f+(α) ∈ PMC
k(Y ;R). Then
i∗(α) = ΠU
′
U ′,f |U′+
◦ i∗(α) = j∗ ◦ΠYU,f+(α) = j
∗(β),
using (7.82) in the first step, (7.81) in the second, and the definition of β in the
third. This proves Proposition 4.21(b).
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7.7 Proof of Proposition 4.26
First suppose that Y1, Y2 are manifolds and g : Y1 × [0, 1]→ Y2 is smooth. For
all k ∈ Z, define GY1,Y2 : PMC
k(Y2;R) → PMCk−1(Y1;R) to be the unique
R-linear map acting on generators by
GY1,Y2 : [V, n, s, t] 7−→ (−1)
dimV [V ′, n, s′, t′] :=
(−1)dimV
[
V ×t,Y2,g (Y1 × [0, 1]), n, s ◦ πV , πY1 ◦ πY1×[0,1]
]
,
(7.83)
where πY1 ◦ πY1×[0,1] has the coorientation cπY1◦πY1×[0,1] = cπY1 ◦ cπY1×[0,1] as
in Assumption 3.17(d), with cπY1 the coorientation on πY1 : Y1 × [0, 1] → Y1
induced by the standard orientation on [0, 1] as in Assumption 3.17(f),(k), and
cπY1×[0,1] is the coorientation on ππY1×[0,1] : V
′ → Y1 × [0, 1] induced from the
given coorientation ct on t : V → Y2 by Assumption 3.17(l).
As (s, t) : V → Rn×Y2 is proper over an open neighbourhood X of {0}×Y2
in Rn × Y2, and fibre products in M˜anc map to fibre products in Top, so
(s′, πY1×[0,1]) : V
′ → Rn × Y1 × [0, 1] is proper over (idRn × g)−1(X), an open
neighbourhood of {0} × Y1 × [0, 1] in R
n × Y1 × [0, 1]. By compactness of [0, 1]
there exists an open neighbourhood X ′ of {0}×Y1 in R
n×Y1 with X
′× [0, 1] ⊆
(idRn×g)−1(X), and then (s′, t′) : V ′ → R
n×Y1 is proper overX ′, so [V ′, n, s′, t′]
is a generator of PMCk−1(Y1;R).
To show that GY1,Y2 is well-defined, we must show that it maps relations
Definition 4.18(i),(ii) in PMCk(Y2;R) to relations (i),(ii) in PMCk−1(Y1;R).
This can be done by a proof similar to those for f∗ on M-chains in Definition
4.6 and f∗ on M-precochains in Proposition 4.20. In PMCk(Y1;R) we have
d ◦GY1,Y2 [V, n, s, t] = (−1)
dimV [∂V ′, n, s′ ◦ iV ′ , t
′ ◦ iV ′ ]
= (−1)dimV
[
∂V ×t◦iV ,Y2,g (Y1 × [0, 1]), n, s ◦ π∂V , πY1 ◦ πY1×[0,1]
]
+
[
V ×t,Y2,g◦iY1×[0,1] (∂(Y1 × [0, 1])), n, s ◦ πV , πY1 ◦ iY1×[0,1] ◦ π∂(Y1×[0,1])
]
= −GY1,Y2 [∂V, n, s ◦ iV , t ◦ iV ]− [V ×t,Y2,f Y1, n, s ◦ πV , πY1 ]
+ [V ×t,Y2,f ′ Y1, n, s ◦ πV , πY1 ]
= (−GY1,Y2 ◦ d− f∗ + f
′
∗)[V, n, s, t],
using (4.20) and (7.83) in the first step, Assumptions 3.16(c) and 3.17(m) and
(4.18)–(4.19) in the second, ∂(Y1× [0, 1]) = −(Y1 ×{0})∐ (Y1 ×{1}) where the
signs compare the natural coorientations for πY1 ◦ iY1×[0,1] : ∂(Y1 × [0, 1])→ Y1
and for the obvious e´tale map (Y1 × {0})∐ (Y1 × {1})→ Y1, equations (4.18)–
(4.19), and the definitions of f, f ′, GY1,Y2 in the third, and (4.20)–(4.21) in the
fourth. As this holds for all generators [V, n, s, t], we have
d ◦GY1,Y2 +GY1,Y2 ◦ d = f
′∗ − f∗ : PMCk(Y2;R) −→ PMC
k(Y1;R).
To promoteGY1,Y2 from spaces PMC
k(Yi;R) to spacesMC
k(Yi;R), suppose
U1 ⊆ Y1 is open with U¯1 compact. Then U¯1 × [0, 1] is compact in Y1 × [0, 1], so
g
(
U¯1 × [0, 1]
)
is compact in Y2, and we can choose an open neighbourhood U2
of g
(
U¯1 × [0, 1]
)
in Y2 with U¯2 compact. Then g|U1×[0,1] maps U1 × [0, 1]→ U2,
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and is a homotopy between f |U1 : U1 → U2 and f
′|U1 : U1 → U2. Hence
the definition above with g|U1×[0,1], f |U1 , f
′|U1 in place of g, f, f
′ yields GU1,U2 :
PMCk(U2;R)→ PMCk−1(U1;R) with
d◦GU1,U2 +GU1,U2 ◦d = f |
′∗
U1 − f |
∗
U1 : PMC
k(U2;R)→ PMC
k(U1;R). (7.84)
Comparing (4.21) and (7.83), we see that such GY1,Y2 , GU1,U2 are compatible
with restrictions to open sets U1 ⊆ Y1, U2 ⊆ Y2. Thus as in the definition of
f∗ in Definition 4.22, using the characterization (4.23) of MCk−1(Y1;R) as an
inverse limit, we deduce that there is a unique morphismGY1,Y2 : MC
k(Y2;R)→
MCk−1(Y1;R) such that the following commutes for all such U1, U2:
MCk(Y2;R) τY2U2
//
GY1,Y2
PMCk(U2;R)
GU1,U2 
MCk−1(Y1;R)
τY1U1 // PMCk−1(U1;R).
Here τYaUa is as in Theorem 2.39(c) for the strong presheaf PMC
∗(Ya;R) with
sheafification MC∗(Ya;R), which as in Theorem 2.39(e) is the projection from
the inverse limit (4.23) for MC∗(Ya;R).
Now Π◦GY1,Y2 = GY1,Y2 ◦Π : PMC
k(Y2;R)→MCk−1(Y1;R), so GY1,Y2 on
generators [V, n, s, t] in MCk(Y2;R) is given by (7.83). Equation (7.84) gives
d ◦GY1,Y2 +GY1,Y2 ◦ d = f
′∗ − f∗ :MCk(Y2;R) −→MC
k(Y1;R). (7.85)
So GY1,Y2 is a cochain homotopy from f
∗ to f ′∗ on M-cochains, and thus f∗ =
f ′∗ :MHk(Y2;R)→MHk(Y1;R) on M-cohomology.
To extend this to relative M-cohomology, suppose as in the proposition that
Z1 ⊆ Y1, Z2 ⊆ Y2 are open with g(Z1 × [0, 1]) ⊆ Z2, so that g|Z1×[0,1] maps
Z1× [0, 1]→ Z2. Applying the above argument to g|Z1×[0,1] gives maps GZ1,Z2 :
MCk(Z2;R)→MCk−1(Z1;R) with
d ◦GZ1,Z2 +GZ1,Z2 ◦ d = f |
′∗
Z1 − f |
∗
Z1 :MC
k(Z2;R) −→MC
k(Z1;R). (7.86)
Compatibility with pullbacks implies that
i∗1 ◦GY1,Y2 = GZ1,Z2 ◦ i
∗
2 : MC
k(Y2;R) −→MC
k−1(Z1;R), (7.87)
writing ia : Za →֒ Ya for the inclusion for a = 1, 2. DefineG :MCk(Y2, Z2;R)→
MCk−1(Y1, Z1;R) by G : (α, β) 7→
(
GY1,Y2(α), GZ1,Z2(β)
)
. Then (7.85)–(7.87)
imply that
d ◦G+G ◦ d = f ′∗ − f∗ :MCk(Y2, Z2;R) −→MC
k(Y1, Z1;R).
So G is a cochain homotopy from f∗ to f ′∗ on relative M-cochains, and thus
f∗ = f ′∗ :MHk(Y2, Z2;R)→MHk(Y1, Z1;R) on relative M-cohomology. This
proves Proposition 4.26.
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7.8 Proof of Proposition 4.35
Let Y be a manifold and k ∈ Z. Then §4.2 defines the R-modules PMCk(Y ;R)
and MCk(Y ;R) and the projection Π : PMCk(Y ;R)→MCk(Y ;R), and §4.3
defines the R-submodules PMCkcs(Y ;R) ⊆ PMC
k(Y ;R) and MCkcs(Y ;R) ⊆
MCk(Y ;R) of compactly-supported sections, where as in (4.41) the restriction
Π|PMCkcs(Y ;R) : PMC
k
cs(Y ;R) −→MC
k
cs(Y ;R) (7.88)
is an isomorphism. Note that as in Definition 2.26, as PMCk(Y ;R) is a presheaf,
for α ∈ PMCk(Y ;R) to be compactly-supported means that there exist com-
pact K ⊆ Y with i∗(α) = 0 in PMCk(Y \K;R) for i : Y \K →֒ Y the inclusion.
This implies that suppα is compact, but may not be equivalent to it.
Let M̂Ckcs(Y ;R) be the R-module spanned by compact generators [V, n, s, t]
in the sense of Definition 4.34, subject to relations Definition 4.18(i),(ii) applied
to compact generators. Then we have a natural R-linear projection
Π : M̂Ckcs(Y ;R) −→ PMC
k
cs(Y ;R) (7.89)
mapping Π : [V, n, s, t] 7→ [V, n, s, t] on (compact) generators, since every (com-
pact) generator in M̂Ckcs(Y ;R) is also a generator in PMC
k(Y ;R) which is
compactly-supported and so lies in PMCkcs(Y ;R) ⊆ PMC
k(Y ;R), and every
relation in M̂Ckcs(Y ;R) is also a relation in PMC
k(Y ;R).
We will show (7.89) is an isomorphism. As (7.88) is also an isomorphism, this
will imply that M̂Ckcs(Y ;R)
∼=MCkcs(Y ;R), proving Proposition 4.35. Suppose
α ∈ PMCkcs(Y ;R). Then there exists compact K ⊆ Y with i
∗(α) = 0 for
i : T →֒ Y the inclusion, where T = Y \K. Choose an open neighbourhood U
of K in Y with compact closure U¯ in Y , and write j : U →֒ Y for the inclusion.
Then Y = T ∪U , so as in Definition 7.7 we can choose smooth f : Y → R with
K ⊆ f−1
(
(−∞, 0)
)
and f−1
(
(−∞, 0]
)
⊆ U , and define R-linear maps
ΠYT,f− : PMC
k(T ;R) −→ PMCk(Y ;R),
ΠYU,f+ : PMC
k(U ;R) −→ PMCk(Y ;R),
(7.90)
which by Proposition 7.8(ii) satisfy
ΠYT,f− ◦ i
∗ +ΠYU,f+ ◦ j
∗ = id : PMCk(Y ;R) −→ PMCk(Y ;R).
As i∗(α) = 0, applying this to α gives α = ΠYU,f+ ◦ j
∗(α).
Suppose [V, n, s, t] is a generator of PMCk(U ;R), so that by (7.73) we have
ΠT∪UU,f+
(
[V, n, s, t]
)
= [V˜ , n+ 1, s˜, t˜] =
[
V × [0,∞), n+ 1,
(s1 ◦ πV , . . . , sn ◦ πV , f ◦ πV + π[0,∞)), t ◦ πV
]
.
Then (s˜, t˜) : V˜ → Rn+1 × Y is proper over an open neighbourhood of {0} × Y
in Rn+1 × Y , as [V˜ , n + 1, s˜, t˜] is a generator of PMCk(Y ;R). But t˜(V˜ ) ⊆
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U ⊆ U¯ ⊆ Y , where U¯ is compact, so projecting Rn+1 × Y → Rn+1 shows that
s˜ : V˜ → Rn+1 is proper near 0 in Rn+1, so [V˜ , n+1, s˜, t˜] is a compact generator
of PMCk(Y ;R), as in Definition 4.34, and lies in the image of Π in (7.89).
Hence ΠYU,f+ in (7.90) maps into the image of (7.89). Since α = Π
Y
U,f+ ◦ j
∗(α),
it lies in the image of (7.89), and thus Π in (7.89) is surjective.
Next suppose αˆ ∈ M̂Ckcs(Y ;R) with Π(αˆ) = 0 in PMC
k
cs(Y ;R). Write
αˆ =
∑
a∈A αˆa [Va, na, sa, ta], (7.91)
where A is a finite indexing set, αa ∈ R and [Va, na, sa, ta] is a compact gen-
erator. Set K =
⋃
a∈A ta(s
−1
a (0)) ⊆ Y , which is compact as each ta(s
−1
a (0))
is compact. As above choose an open neighbourhood U of K in Y with com-
pact closure U¯ in Y , and write T = Y \ K and i : T →֒ Y , j : U →֒ Y
for the inclusions. Choose smooth f : Y → R with K ⊆ f−1
(
(−∞, 0)
)
and
f−1
(
(−∞, 0]
)
⊆ U , so that Definition 7.7 defines ΠYT,f−,Π
Y
U,f+ as in (7.90).
For functoriality under inclusions of open sets j : U →֒ Y , the spaces
M̂Ckcs(Y ;R) behave like M-chains MCk(Y ;R) in §4.1, or compactly-supported
M-cochainsMCkcs(Y ;R) in §4.3, rather than like M-(pre)cochains PMC
k(Y ;R),
MCk(Y ;R) in §4.2. So as in §4.2 and §4.3 we may define the pushforward
j∗ : M̂C
k
cs(U ;R) −→ M̂C
k
cs(Y ;R),
j∗ : [V, n, s, t] 7−→ [V, n, s, t],
and as in Definition 7.1 for MCk(−;R) we may define
ΠˆU,f+Y : M̂C
k
cs(Y ;R) −→ M̂C
k
cs(U ;R),
ΠˆU,f+Y :
[
V, n, (s1, . . . , sn), t
]
7−→
[
t−1(U)× [0,∞), n+ 1,
(s1 ◦ πt−1(U), . . . , sn ◦ πt−1(U), f ◦ πt−1(U) + π[0,∞)), t ◦ πt−1(U)
]
.
Then comparing the actions on compact generators [V, n, s, t] in M̂Ckcs(Y ;R),
we see that the following rectangle commutes:
M̂Ckcs(Y ;R)
Π

ΠˆU,f+
Y
// M̂Ckcs(U ;R) j∗
// M̂Ckcs(Y ;R)
Π

PMCk(Y ;R)
j∗ //
Ξ
11
PMCk(U ;R)
ΠYU,f+ // PMCk(Y ;R).
(7.92)
In fact we can say more. As in the previous part, the operator ΠYU,f+ ◦ j
∗
maps generators [V, n, s, t] in PMCk(Y ;R) to compact generators [V˜ , n+1, s˜, t˜]
in PMCk(Y ;R), which thus lift to M̂Ckcs(Y ;R). The proofs in Propositions
4.20 and 7.8 that j∗,ΠYU,f+ are well defined show that they map relations (i),(ii)
to relations (i),(ii), and checking the details we find that ΠYU,f+ ◦ j
∗ maps rela-
tions (i),(ii) in possibly noncompact generators to relations (i),(ii) in compact
generators, which lift to relations in M̂Ckcs(Y ;R). Therefore Π
Y
U,f+ ◦ j
∗ factors
as Π ◦ Ξ for Ξ : PMCk(Y ;R)→ M̂Ckcs(Y ;R) making (7.92) commute.
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Since f > 0 on ta(s
−1
a (0)) ⊆ Y by choice of K, f , the analogue of Propo-
sition 7.2(iii) for M̂Ckcs(−;R), Πˆ
U,f+
Y shows that j∗ ◦ Πˆ
U,f+
Y
(
[Va, na, sa, ta]
)
=
[Va, na, sa, ta] for a ∈ A, and so j∗ ◦ Πˆ
U,f+
Y (αˆ) = αˆ by (7.91), so (7.92) yields
αˆ = j∗ ◦ Πˆ
U,f+
Y (αˆ) = Ξ ◦Π(αˆ) = 0.
Hence Π in (7.89) is injective, and an isomorphism. This completes the proof
of Proposition 4.35.
7.9 Proof of Proposition 4.50
We work in the situation of Definition 4.49, and write dimY = m. First we
show that the r.h.s. of (4.61) is a well defined generator of PMCk+l(Y ;R). Here
V˜ = V ×t,Y,t′ V ′ is the fibre product in M˜anc, which exists by Assumption
3.16(c) as t, t′ are submersions and Y is a manifold, with
dim V˜ =dimV +dimV ′−dimY =(m+n−k)+(m+n′−l)−m=m+n˜−(k+l).
The projections πV : V˜ → V , πV ′ : V˜ → V ′ are submersions by Assumption
3.16(c) as t′, t are, so t˜ = t ◦ πV = t′ ◦ πV ′ : V˜ → Y is a submersion by
Assumption 3.16(a). By Assumption 3.17(l), the coorientation ct′ on t
′ induces
a coorientation cπV on πV : V˜ → V . We then give t˜ = t ◦ πV : V˜ → Y the
product coorientation ct˜ = ct ◦ cπV , as in Assumption 3.17(d).
Since (s, t) : V → Rn × Y and (s′, t′) : V ′ → Rn
′
× Y are proper over open
neighbourhoods X,X ′ of {0} × Y in Rn × Y , Rn
′
× Y , we see that (s˜, t˜) : V˜ →
Rn˜ × Y is proper over the open neighbourhood
X ×Y X
′ =
{(
(x1, . . . , xn, x
′
1, . . . , x
′
n′), y
)
∈ Rn˜ × Y :(
(x1, . . . , xn), y
)
∈ X,
(
(x′1, . . . , x
′
n′), y
)
∈ X ′
}
of {0} × Y in Rn˜ × Y . This proves that [V˜ , n˜, s˜, t˜] in (4.61) is a genera-
tor of PMCk+l(Y ;R) in the sense of Definition 4.18. To show that ∪ in
(4.60) is well defined, we must show it takes relations Definition 4.18(i),(ii)
in PMCk(Y ;R),PMCl(Y ;R) to relations (i),(ii) in PMCk+l(Y ;R).
The sign (−1)ln in (4.61) is chosen to ensure that ∪ takes relation (i) in
PMCk(Y ;R),PMCl(Y ;R) to relation (i) in PMCk+l(Y ;R). To see this, note
that applying −∪ [V ′, n′, s′, t′] to (4.16) for [V, n, s, t] in PMCk(Y ;R) for some
i = 0, . . . , n gives
(−1)ln
[
V ×t,Y,t′ V
′, n+ n′, s˜, t˜
]
=
(−1)l(n+1) · (−1)n−i
[
(V × R)×t◦πV ,Y,t′ V
′, n+ 1 + n′, sˇ, tˇ
]
,
(7.93)
where sˇ has the projection to R inserted in position i. Applying (4.16) for
[V˜ , n˜, s˜, t˜] in PMCk+l(Y ;R) for the same i gives[
V ×t,Y,t′ V
′, n+n′, s˜, t˜
]
= (−1)n+n
′−i
[
(V ×t,Y,t′ V
′)×R, n+n′+1, sˇ, tˇ
]
. (7.94)
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Our orientation conventions imply that in cooriented manifolds over Y we have
(V ×R)×Y V
′=(−1)dimR(dimY+dimV
′)(V ×Y V
′)×R=(−1)n
′−l(V ×Y V
′)×R.
So comparing signs shows that (7.93) and (7.94) are equivalent, and ∪ maps
relation (i) in PMCk(Y ;R) to relation (i) in PMCk+l(Y ;R).
Similarly, applying [V, n, s, t] ∪ − to (4.16) for [V ′, n′, s′, t′] in PMCl(Y ;R)
for some i′ = 0, . . . , n′ gives
(−1)ln
[
V ×Y V
′, n+ n′, s˜, t˜
]
=
(−1)ln · (−1)n
′−i′
[
V ×t,Y,t′◦πV ′ (V
′ × R), n+ n′ + 1, sˆ, tˆ
]
,
(7.95)
where sˆ has the projection to R inserted in position n+ i′. Applying (4.16) for
[V˜ , n˜, s˜, t˜] in PMCk+l(Y ;R) for i = n+ i′ gives[
V ×Y V
′, n+n′, s˜, t˜
]
=(−1)n+n
′−(n+i′)
[
(V ×Y V
′)×R, n+n′+1, sˆ, tˆ
]
. (7.96)
Our orientation conventions imply that in cooriented manifolds over Y we have
V ×Y (V ′ × R) = (V ×Y V ′) × R. So (7.95) and (7.96) are equivalent, and ∪
maps relation (i) in PMCl(Y ;R) to relation (i) in PMCk+l(Y ;R).
To show that ∪ maps relation (ii) in PMCk(Y ;R) to (ii) in PMCk+l(Y ;R),
suppose
∑
i∈I ai [Vi, n, si, ti] satisfies Definition 4.18(ii)(∗) in PMC
k(Y ;R) for
some open neighbourhood X of {0} × Y in Rn × Y , so
∑
i∈I ai [Vi, n, si, ti] = 0
in PMCk(Y ;R). Apply −∪ [V ′, n′, s′, t′] for some [V ′, n′, s′, t′] ∈ PMCl(Y ;R).
We will show that
(−1)ln
∑
i∈I ai [V˜i, n˜, s˜i, t˜i] = 0 in PMC
k+l(Y ;R),
where [Vi, n, si, ti] ∪ [V
′, n′, s′, t′] = (−1)ln[V˜i, n˜, s˜i, t˜i] as in (4.61). By Assump-
tion 3.16(c),(d) and (4.61) we have
V˜ ◦i = V
◦
i ×t|V ◦
i
,Y,t′|V ′◦
V ′◦ ∼=
{
(v, v′) ∈ V ◦i × V
′◦ : ti(v) = t
′(v′) in Y
}
. (7.97)
Since [V ′, n′, s′, t′] is a generator of PMCl(Y ;R), (s′, t′) : V ′ → Rn
′
× Y
is a morphism in M˜anc proper over an open neighbourhood X ′ of {0} × Y in
R
n′ × Y , with t′ : V ′ → Y a submersion, and dimV ′ = m+ n′ − l. Define
X˜ =
{(
(x, x′), y
)
: x ∈ Rn, x′ ∈ Rn
′
, y ∈ Y, (x, y) ∈ X, (x′, y) ∈ X ′
}
.
Then X˜ is an open neighbourhood of {0}× Y in Rn+n
′
× Y , as X,X ′ are open
neighbourhoods of {0} × Y in Rn × Y and Rn
′
× Y .
Suppose ((x, x′), y) ∈ X˜ such that v˜ ∈ V˜ ◦i and
Tv˜(s˜i, t˜i) : Tv˜V˜
◦
i −→ TxR
n ⊕ Tx′R
n′ ⊕ TyY (7.98)
is injective for all i ∈ I and v˜ ∈ V˜i with (s˜i, t˜i)(v˜) = ((x, x
′), y) in X˜. By (7.97)
we write v˜ = (v, v′) for v ∈ V ◦i with si(v) = x and ti(v) = y and v
′ ∈ V ′◦ with
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s′(v′) = x′ and t′(v′) = y. As (7.97) is a transverse fibre product of manifolds,
Tv˜V˜
◦
i
Tv˜πVi
Tv˜πV ′
// Tv′V ′◦
Tv′ t
′

TvVi
Tvti // TyY
(7.99)
is Cartesian in VectR, and Assumption 3.17(l) shows that the coorientations on
Tvti, Tv˜πV ′ from cti and on Tv′t
′, Tv˜πVi from ct′ are related as usual in (7.99).
Using (7.99) Cartesian, we see that (7.98) is injective if and only if
Tv(si, ti) : TvV
◦
i −→ TxR
n ⊕ TyY, (7.100)
Tv′(s
′, t′) : Tv′V
′◦ −→ Tx′R
n′ ⊕ TyY, (7.101)
are injective. Therefore ((x, x′), y) ∈ X˜ satisfies the conditions in Definition
4.18(ii)(∗) for
∑
i∈I ai [V˜i, n˜, s˜i, t˜i] in PMC
k+l(Y ;R) if and only if both
(A) (x, y) ∈ X satisfies the conditions in Definition 4.18(ii)(∗) for
∑
i∈I ai [Vi,
n, si, ti] in PMC
k(Y ;R), and
(B) v′ ∈ V ′◦ with (7.101) injective for all v′ ∈ V ′ with s′(v′) = x′, t′(v′) = y.
Suppose P˜ ⊆ TxR
n ⊕ Tx′R
n′ ⊕ TyY is an (m+ n˜− k − l)-plane with πTyY :
P˜ → TyY cooriented. Then either (i) P˜ lies in a Cartesian diagram
P˜

// P ′

P // TyY
(7.102)
which is a subdiagram of (7.101), with P an (m+ n− k)-plane in TxR
n ⊕ TyY
with πTyY : P → TyY cooriented, and P
′ an (m+n′− l)-plane in Tx′R
n′ ⊕TyY
with πTyY : P
′ → TyY cooriented; or (ii) P˜ lies in no such diagram (7.102).
In case (i), (4.17) for
∑
i∈I ai [V˜i, n˜, s˜i, t˜i] at ((x, x
′), y), P˜ follows by mul-
tiplying (4.17) for
∑
i∈I ai[Vi, n, si, ti] at (x, y), P by the number of v
′ satis-
fying (B) above with Tv′(s
′, t′)[Tv′V
′◦] = P ′, counted with signs according to
how Tv′(s
′, t′) : Tv′V
′◦
∼=
−→P ′ acts on coorientations over TyY . In case (ii),
(4.17) for
∑
i∈I ai [V˜i, n˜, s˜i, t˜i] at ((x, x
′), y), P˜ is trivial as there are no v′ ∈ V ′◦
satisfying the conditions on either side. This gives (∗) in Definition 4.18(ii)
for
∑
i∈I ai [V˜i, n˜, s˜i, t˜i].
Hence
∑
i∈I ai [V˜i, n˜, s˜i, t˜i] = 0 in PMC
k+l(Y ;R), so −∪ [V ′, n′, s′, t′] maps
relation (ii) in PMCk(Y ;R) to relation (ii) in PMCk+l(Y ;R). Similarly, [V, n,
s, t] ∪ − maps relation (ii) in PMCl(Y ;R) to relation (ii) in PMCk+l(Y ;R).
Therefore ∪ in (4.60)–(4.61) is well defined. This completes the proof.
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8 Proofs of results in §5
8.1 Proof of Theorem 5.14
We will follow the proof of Theorem 4.12 in §7.4 closely. We must show that
MHdRk (∗;R) = 0 for k 6= 0 and MH
dR
0 (∗;R)
∼= R. Lemma 5.12 implies that
MHdRk (∗;R) = 0 for k > 0. After introducing some notation and proving some
auxiliary results in §8.1.1, we will show that MHdRk (∗;R) = 0 for k < 0 in
§8.1.2, and that MHdR0 (∗;R)
∼= R in §8.1.3.
8.1.1 Some auxiliary results
Following Definition 7.3, we define:
Definition 8.1. Let ∗ be the point. As in §5.2, MCdRk (∗;R) is the R-vector
space spanned by generators [V, n, s, t, ω] with dimV = degω + n + k subject
to relations Definition 5.9(i)–(iii). Any morphism t : V → ∗ is the projection
π : V → ∗, so the t in [V, n, s, t, ω] = [V, n, s, π, ω] can basically be ignored.
Write M˜CdRk (∗;R) for the R-vector space spanned by generators [V, n, s, π, ω]
with dimV = degω + n + k subject to relation Definition 5.9(ii) only. Then
there is a surjective R-linear map
Π : M˜CdRk (∗;R) −→MC
dR
k (∗;R), Π : [V, n, s, π, ω] 7−→ [V, n, s, π, ω]
with kernel spanned by applications of Definition 5.9(i),(iii).
As the relation Definition 5.9(ii) in M˜CdRk (∗;R) involves only [Vi, n, si, π, ωi]
with n fixed, we may write
M˜CdRk (∗;R) =
⊕∞
n=0 M˜C
dR
k (∗;R)
n
where M˜CdRk (∗;R)
n is spanned by generators [V, n, s, π, ω] with n fixed, modulo
relation Definition 5.9(ii) with n fixed.
We may define ∂ : M˜CdRk (∗;R)→ M˜C
dR
k−1(∗;R) as in §5.2, and then Π◦∂ =
∂ ◦ Π, and ∂ ◦ ∂ = 0, as the proof of this in Definition 5.11 used only relation
(ii). Also ∂ maps M˜CdRk (∗;R)
n → M˜CdRk−1(∗;R)
n.
For the next two propositions we will consider the following situation. Let
k ∈ Z, and α ∈MCdRk (∗;R) with ∂α = 0 in MC
dR
k−1(∗;R). Choose a lift α˜ of α
to M˜CdRk (∗;R), so that Π(α˜) = α, and write
α˜ =
N∑
n=0
∑
i∈In
ani
[
V ni , n, s
n
i , π, ω
n
i
]
, (8.1)
where N ∈ N, I0, I1, . . . , IN are finite indexing sets, [V ni , n, s
n
i , π, ω
n
i ] is a gen-
erator of MCdRk (∗;R) for all i, n, as in Definition 5.9, and a
n
i ∈ R. Then
Π◦∂α˜ = ∂ ◦Π(α˜) = ∂α = 0, so ∂α˜ lies in the subspace of M˜CdRk−1(∗;R) spanned
by relations Definition 5.9(i),(iii).
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As in the definition of ι : MCQk (∗;R) → MCk(∗;R) in Definition 5.2, by
replacing each
[
V ni , n, s
n
i , π, ω
n
i
]
in (8.1) by
1
n!
∑
σ∈Sn
sign(σ) ·
[
V ni , n, (s
n
i,σ(1), s
n
i,σ(2), . . . , s
n
i,σ(n)), π, ω
n
i
]
,
which changes the choice of α˜ but does not change α, we may assume that the
components of α˜ and ∂α˜ in M˜CdR∗ (∗;R)
n are invariant under the action of Sn
on Rn, and therefore that ∂α˜ lies in the subspace of M˜CdRk−1(∗;R) spanned by
relation Definition 5.9(i) only. Hence as for (7.29), by (5.13) we may write
N∑
n=0
∑
i∈In
ani
([
∂V ni , n, s
n
i ◦ iV ni , π, ω
n
i
]
+ (−1)n+k
[
V ni , n, s
n
i , π, dω
n
i
])
(8.2)
=
N−1∑
n=0
n∑
l=0
∑
j∈Jn,l
bn,lj
([
V˙ n,lj , n, (s˙
n,l
j,1, . . . , s˙
n,l
j,n), π, ω˙
n,l
j
]
− (−1)n−l
[
V˙ n,lj × R,
n+ 1, (s˙n,lj,1, . . . , s˙
n,l
j,l , πR, s˙
n,l
j,l+1, . . . , s˙
n,l
j,n), π, π
∗
V˙ n,lj
(ω˙n,lj )
])
in M˜CdRk−1(∗;R). Define s˙
n,l
j and s´
n,l
j as in (7.30). Taking components of (8.2)
in M˜CdRk−1(∗;R)
n for n = 0, . . . , N and setting JN,l = ∅ for l = 0, . . . , N gives∑
i∈In
ani
([
∂V ni , n, s
n
i ◦ iV ni , π, ω
n
i
]
+ (−1)n+k
[
V ni , n, s
n
i , π, dω
n
i
])
=
n∑
l=0
∑
j∈Jn,l
bn,lj
[
V˙ n,lj , n, s˙
n,l
j , π, ω˙
n,l
j
]
−
n−1∑
l=0
∑
j∈Jn−1,l
(−1)n−1−lbn−1,lj
[
V˙ n−1,lj × R, n, s´
n−1,l
j , π, π
∗
V˙ n−1,lj
(ω˙n−1,lj )
]
.
(8.3)
Here is the analogue of Proposition 7.4. It has essentially the same proof,
including forms ωni , ω˙
n,l
j throughout in a straightforward way.
Proposition 8.2. In the situation above, for all k ∈ Z, taking α, α˜,N and the
representation (8.1) for α˜ to be fixed, we may make alternative choices for the
data Jn,l, bn,lj , [V˙
n,l
j , n, s˙
n,l
j , π, ω˙
n,l
j ] on the r.h.s. of (8.2)–(8.3) to ensure that for
all n = 0, . . . , N − 1 and l = 0, . . . , n we have
∂
[ ∑
j∈Jn,l
bn,lj
[
V˙ n,lj , n, s˙
n,l
j , π, ω˙
n,l
j
]]
= 0 in M˜CdRk−2(∗;R)
n. (8.4)
Here is the analogue of Proposition 7.5. This time the proof needs nontrivial
changes, since in §7.4.1 the key point was that dim V˙ n,lj = n+k−1 < n as k 6 0,
but now dim V˙ n,lj = n+ k − 1 + deg ω˙
n,l
j , so we may not have dim V˙
n,l
j < n.
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Proposition 8.3. In the situation above, by keeping α ∈ MCdRk (∗;R) with
∂α = 0 fixed but changing the lift α˜ of α to M˜CdRk (∗;R) with Π(α˜) = α, we
may suppose that ∂α˜ = 0 in M˜CdRk−1(∗;R).
Proof. If k > 0 the proposition is trivial since MCdRk (∗;R) = M˜C
dR
k (∗;R) = 0
as in Lemma 5.12, so suppose k 6 0. We first choose an arbitrary lift α˜ of α to
M˜CdRk (∗;R) of the form (8.1). Then Proposition 8.2 shows that we may write
∂α˜ as in (8.2) in terms of data Jn,l, bn,lj , [V˙
n,l
j , n, s˙
n,l
j , π, ω˙
n,l
j ] satisfying (8.4) for
all n = 0, . . . , N − 1 and l = 0, . . . , n.
For each n = 0, 1, . . . , N − 1, choose an open neighbourhood Xn of 0 in Rn
such that s˙n,lj |supp ω˙n,lj
: supp ω˙n,lj → R
n is proper over Xn for all l = 0, . . . , n
and j ∈ Jn,l. This is possible by definition of generators in Definition 5.9.
Also, equation (8.4) holds as an application of relation Definition 5.9(ii) in
M˜CdRk−2(∗;R)
n, which involves a condition (∗) including an open neighbourhood
X of 0 in Rn. Making Xn smaller if necessary, we suppose that Definition
5.9(ii)(∗) holds for (8.4) with X = Xn.
Next, choose xn ∈ Xn such that:
(a)
{
λxn : λ ∈ [0, 1]
}
⊆ Xn.
(b) xn /∈ s˙n,lj (V˙
n,l
j ) for all l = 0, . . . , n and j ∈ J
n,l with dim V˙ n,lj < n.
(c) s˙n,lj : V˙
n,l
j → R
n is a submersion in an open neighbourhood of (s˙n,lj )
−1(xn)
in V˙ n,lj for all l = 0, . . . , n and j ∈ J
n,l with dim V˙ n,lj > n.
Here (a) holds provided xn is small enough in Rn. Part (b) holds for generic
xn as if dim V˙ n,lj < n then H
n[s˙n,lj (V˙
n,l
j )] = 0, since s˙
n,l
j [(V˙
n,l
j )
◦] has Hausdorff
dimension < n by differential geometry, and Hn[s˙n,lj (V˙
n,l
j \ (V˙
n,l
j )
◦)] = 0 by
Assumption 3.18(a). Part (c) holds for generic xn by Assumption 3.18(b).
Choose small δn > 0 such that:
(d) Bδn(λx
n) ⊆ Xn for all λ ∈ [0, 1], with Bδn(xn) the open ball of radius δn
about x in Rn.
(e) (supp ω˙n,lj ) ∩ (s˙
n,l
j )
−1(Bδn(x
n)) = ∅ for all l = 0, . . . , n and j ∈ Jn,l
with dim V˙ n,lj < n.
(f) s˙n,lj : V˙
n,l
j → R
n is a submersion near (supp ω˙n,lj ) ∩ (s˙
n,l
j )
−1(Bδn(x
n)) in
V˙ n,lj for all l = 0, . . . , n and j ∈ J
n,l with dim V˙ n,lj > n.
Here (d)–(f) are all possible if δn is small enough, by (a)–(c), since Xn is open
in Rn, and s˙n,lj |supp ω˙n,lj
: supp ω˙n,lj → R
n is proper over Xn.
For each l = 0, . . . , n and j ∈ Jn,l, define sˇn,lj : [0, 1]× V˙
n,l
j → R
n by
sˇn,lj : (λ, v) 7−→ s˙
n,l
j (v) − λx
n.
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Then
[
[0, 1] × V˙ n,lj , n, sˇ
n,l
j , π, π
∗
V˙ n,lj
(ω˙n,lj )
]
is a generator of MCdRk (∗;R), where
we give [0, 1]× V˙ n,lj the product orientation of the standard orientation on [0, 1]
and the given orientation on V˙ n,lj , as in Assumption 3.17(f),(k).
Using equation (5.13), Assumptions 3.14(d), 3.17(h), and ∂[0, 1] = −{0} ∐
{1} in oriented manifolds, we see that in MCdRk−1(∗;R) or M˜C
dR
k−1(∗;R) we have
∂
[
[0, 1]× V˙ n,lj , n, sˇ
n,l
j , π, π
∗
V˙ n,lj
(ω˙n,lj )
]
= −
[
V˙ n,lj , n, s˙
n,l
j , π, ω˙
n,l
j
]
+
[
V˙ n,lj , n, s¨
n,l
j , π, ω˙
n,l
j
]
−
[
[0, 1]× ∂V˙ n,lj , n, sˆ
n,l
j , π, π
∗
∂V˙ n,lj
◦ i∗
V˙ n,lj
(ω˙n,lj )
]
+ (−1)n+k
[
[0, 1]× V˙ n,lj , n, sˇ
n,l
j , π, π
∗
V˙ n,lj
(dω˙n,lj )
]
, (8.5)
where sˆn,lj : [0, 1]× ∂V˙
n,l
j → R
n maps sˆn,lj : (λ, v
′) 7→ s˙n,lj ◦ iV˙ n,lj
(v′) − λxn and
s¨n,lj : V˙
n,l
j → R
n maps v 7→ s˙n,lj (v)− x
n.
Consider the term
[
V˙ n,lj , n, s¨
n,l
j , π, ω˙
n,l
j
]
in (8.5). Divide into two cases (i)
dim V˙ n,lj < n, and (ii) dim V˙
n,l
j > n. In case (i), part (e) and the definition of
s¨n,lj imply that supp ω˙
n,l
j ∩ (s¨
n,l
j )
−1(Bδn(0)) = ∅, so that Definition 5.9(ii) gives[
V˙ n,lj , n, s¨
n,l
j , π, ω˙
n,l
j
]
= 0 if dim V˙ n,lj < n. (8.6)
In case (ii), choose an open neighbourhood W˙n,lj of (supp ω˙
n,l
j )∩(s¨
n,l
j )
−1(Bδn(0))
in (s¨n,lj )
−1(Bδn(0)) on which s¨
n,l
j is a submersion, which is possible by (f), noting
that (s¨n,lj )
−1(Bδn(0)) = (s˙
n,l
j )
−1(Bδn(x
n)).
Then s¨n,lj |W˙n,lj
: W˙n,lj → Bδn(0) is a submersion, which is proper over
supp(ω˙n,lj |W˙n,lj
), and we give it the coorientation determined by the given orien-
tation on V˙ n,lj ⊇ W˙
n,l
j and the standard orientation on R
n ⊃ Bδn(0). Thus As-
sumption 3.21(f) defines a pushforward form (s¨n,lj |W˙n,lj
)∗(ω˙
n,l
j |W˙n,lj
) on Bδn(0),
of degree 1− k. Equation (5.12), which is proved using only relation Definition
5.9(ii) and so also holds in M˜CdRk−1(∗;R), implies that if dim V˙
n,l
j > n then[
V˙ n,lj , n, s¨
n,l
j , π, ω˙
n,l
j
]
=
[
Bδn(0), n, id, π, (s¨
n,l
j |W˙n,lj
)∗(ω˙
n,l
j |W˙n,lj
)
]
. (8.7)
Define a (1− k)-form βn,l on Bδn(0) by
βn,l =
∑
j∈Jn,l:dim V˙ n,lj >n
bn,lj (s¨
n,l
j |W˙n,lj
)∗(ω˙
n,l
j |W˙n,lj
). (8.8)
We now claim that for all n = 0, . . . , N − 1 and l = 0, . . . , n we have
∂
[ ∑
j∈Jn,l
bn,lj
[
[0, 1]× V˙ n,lj , n, sˇ
n,l
j , π, π
∗
V˙ n,lj
(ω˙n,lj )
]]
= −
∑
j∈Jn,l
bn,lj
[
V˙ n,lj , n, s˙
n,l
j , π, ω˙
n,l
j
]
+
[
Bδn(0), n, id, π, β
n,l
] (8.9)
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in M˜CdRk−1(∗;R). To see this, multiply (8.5) by b
n,l
j and sum over j ∈ J
n,l. The
l.h.s. of (8.5) yields the l.h.s. of (8.9). The r.h.s. of (8.5) yields four sums. The
first is the first sum on the r.h.s. of (8.9). The second equals the second term on
(8.9) by (8.6)–(8.8). The sums coming from the third and fourth terms on the
r.h.s. of (8.5) are the result of applying an operation to the l.h.s. of (8.4), where
we replace each generator [V, n, s, π, ω] in (8.4) by
[
[0, 1] × V, n, sˆ, π, π∗∂V (ω)
]
.
Hence (8.4) implies that the third and fourth sums add up to zero, proving (8.9).
Applying ∂ to (8.9) and using ∂ ◦ ∂ = 0 and equations (5.13) and (8.4) gives[
Bδn(0), n, id, π, dβ
n,l
]
= 0 in M˜CdRk−2(∗;R). (8.10)
This holds as an application of relation Definition 5.9(ii), so for some open neigh-
bourhoodX of 0 in Bδn(0) ⊂ R
n, Definition 5.9(ii)(∗) says that for all (n+k−2)-
forms η on Rn with supp η ⊂ X compact we have
∫
Bδn (0)
dβn,l ∧ η = 0. This
implies that dβn,l|X = 0. Making δn > 0 smaller, we can suppose that dβn,l = 0
on Bδn(0). Since β
n,l is a (1− k)-form for k 6 0, and H1−kdR
(
Bδn(0);R
)
= 0, we
see that βn,l = dγn,l for some (−k)-form γn,l on Bδn(0), so (5.13) gives
∂
[
Bδn(0), n, id, π, γ
n,l
]
= (−1)n+k
[
Bδn(0), n, id, π, β
n,l
]
(8.11)
in M˜CdRk−1(∗;R).
Define a modification α˘ of α˜ in M˜CdRk (∗;R) by
α˘ =
N∑
n=0
∑
i∈In
ani
[
V ni , n, s
n
i , π, ω˙
n,l
j
]
−
N−1∑
n=0
n∑
l=0
(−1)n+k
[
Bδn(0), n, id, π, γ
n,l
]
+
N−1∑
n=0
n∑
l=0
(−1)k−l
[
Bδn(0)× R, n+ 1, id, π, π
∗
Bδn (0)
(γn,l)
]
+
N−1∑
n=0
n∑
l=0
∑
j∈Jn,l
bn,lj
[
[0, 1]× V˙ n,lj , n, sˇ
n,l
j , π, π
∗
V˙ n,lj
(ω˙n,lj )
] (8.12)
−
N−1∑
n=0
n∑
l=0
∑
j∈Jn,l
(−1)n−lbn,lj
[
[0, 1]×V˙ n,lj ×R, n+1, s`
n,l
j , π, π
∗
V˙ n,lj
(ω˙n,lj )
]
,
where
s`n,lj = (sˆ
n,l
j,1 ◦ π[0,1]×V˙ n,lj
, . . . , sˆn,lj,l ◦ π[0,1]×V˙ n,lj
, πR,
sˆn,lj,l+1 ◦ π[0,1]×V˙ n,lj
, . . . , sˆn,lj,n ◦ π[0,1]×V˙ n,lj
).
Then α˘ differs from α˜ by finitely many applications of relation Definition 5.9(i)
in MCdRk (∗;R), so α˘ is an alternative lift of α to M˜C
dR
k (∗;R), with Π(α˘) = α.
As in the end of the proof of Proposition 7.5, applying ∂ to (8.12) and
using equations (8.2), (8.9), (8.11) and analogues of (8.9), (8.11) for the terms
involving [0, 1]× V˙ n,lj ×R and Bδn(0)×R, we find that ∂α˘ = 0 in M˜C
dR
k−1(∗;R).
Replacing α˜ by α˘, Proposition 8.3 follows.
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8.1.2 Proof that MHdRk (∗;R) = 0 for k < 0
We can now prove the first part of Theorem 5.14. We use the notation of
§8.1.1. Let k < 0 and α ∈ MCdRk (∗;R) with ∂α = 0 in MC
dR
k−1(∗;R). Then
Proposition 8.3 says that we may choose a lift α˜ of α to M˜CdRk (∗;R) with ∂α˜ = 0
in M˜CdRk−1(∗;R). Write α˜ as in (8.1). Then for each n = 0, . . . , N we have
∂
∑
i∈In
ani
[
V ni , n, s
n
i , π, ω
n
i
]
= 0 in M˜CdRk−1(∗;R)
n. (8.13)
We follow the method of the proof of Proposition 8.3, but applied to the[
V ni , n, s
n
i , π, ω
n
i
]
for i ∈ In rather than to the
[
V˙ n,lj , n, s˙
n,l
j , π, ω˙
n,l
j
]
for j ∈ Jn,l.
For each n = 0, 1, . . . , N , we choose an open neighbourhood Xn of 0 in Rn such
that sni |suppωni : suppω
n
i → R
n is proper over Xn for all i ∈ In. Equation (8.13)
holds as an application of relation Definition 5.9(ii) in M˜CdRk−1(∗;R)
n. Making
Xn smaller if necessary, we suppose that Definition 5.9(ii)(∗) holds for (8.13)
with X = Xn.
As in the proof of Proposition 8.3, we choose xn ∈ Xn and δn > 0 satisfying
(a)
{
λxn : λ ∈ [0, 1]
}
⊆ Xn;
(b) xn /∈ sni (V
n
i ) for all i ∈ I
n with dimV ni < n;
(c) sni : V
n
i → R
n is a submersion in an open neighbourhood of (sni )
−1(xn) in
V ni for all i ∈ I
n with dim V ni > n;
(d) Bδn(λx
n) ⊆ Xn for all λ ∈ [0, 1];
(e) (suppωni ) ∩ (s
n
i )
−1(Bδn(x
n)) = ∅ for all i ∈ In with dimV ni < n; and
(f) sni : V
n
i → R
n is a submersion near (suppωni ) ∩ (s
n
i )
−1(Bδn(x
n)) in V ni
for all i ∈ In with dimV ni > n.
For each i ∈ In, define sˇni : [0, 1]× V
n
i → R
n by sˇni : (λ, v) 7→ s
n
i (v) − λx
n.
Then
[
[0, 1] × V ni , n, sˇ
n
i , π, π
∗
V ni
(ωni )
]
is a generator of MCdRk+1(∗;R), and as in
(8.5), in MCdRk (∗;R) or M˜C
dR
k (∗;R) we have
∂
[
[0, 1]× V ni , n, sˇ
n
i , π, π
∗
V ni
(ωni )
]
= −
[
V ni , n, s
n
i , π, ω
n
i
]
+
[
V ni , n, s¨
n
i , π, ω
n
i
]
−
[
[0, 1]× ∂V ni , n, sˆ
n
i , π, π
∗
∂V ni
◦ i∗V ni (ω
n
i )
]
+ (−1)n+k+1
[
[0, 1]× V ni , n, sˇ
n
i , π, π
∗
V ni
(dωni )
]
,
where sˆni : [0, 1] × ∂V
n
i → R
n maps sˆni : (λ, v
′) 7→ sni ◦ iV ni (v
′) − λxn and
s¨ni : V
n
i → R
n maps v 7→ sni (v)− x
n.
As for (8.6), using (e) we see that
[
V ni , n, s¨
n
i , π, ω
n
i
]
= 0 if dim V ni < n. If
dimV ni > n, choose an open neighbourhood W
n
i of (suppω
n
i ) ∩ (s¨
n
i )
−1(Bδn(0))
in (s¨ni )
−1(Bδn(0)) on which s¨
n
i is a submersion, which is possible by (f). Then
s¨ni |Wni :W
n
i → Bδn(0) is a submersion, which is proper over supp(ω
n
i |Wni ), and
we give it the coorientation determined by the given orientation on V ni ⊇ W
n
i
and the standard orientation on Rn ⊃ Bδn(0). Thus Assumption 3.21(f) defines
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a pushforward form (s¨ni |Wni )∗(ω
n
i |Wni ) on Bδn(0), of degree −k. As for (8.7),
equation (5.12) implies that[
V ni , n, s¨
n
i , π, ω
n
i
]
=
[
Bδn(0), n, id, π, (s¨
n
i |Wni )∗(ω
n
i |Wni )
]
if dim V ni > n.
As for (8.8), define a (−k)-form βn on Bδn(0) by
βn =
∑
i∈In:dimV ni >n
ani (s¨
n
i |Wni )∗(ω
n
i |Wni ).
Then as for (8.9), for all n = 0, . . . , N we find that
∂
[ ∑
i∈In
ani
[
[0, 1]× V ni , n, sˇ
n
i , π, π
∗
V ni
(ωni )
]]
= −
∑
i∈In
ani
[
V ni , n, s
n
i , π, ω
n
i
]
+
[
Bδn(0), n, id, π, β
n
]
.
(8.14)
As for (8.10), applying ∂ to (8.14) and using ∂ ◦ ∂ = 0, (5.13) and (8.13) gives[
Bδn(0), n, id, π, dβ
n
]
= 0 in M˜CdRk−1(∗;R). (8.15)
As for the proof of (8.11), making δn > 0 smaller if necessary we can suppose
that dβn = 0 on Bδn(0), so as β
n is a (−k)-form on Bδn(0) for k < 0 we may
write βn = dγn for some (−1− k)-form γn on Bδn(0), and (5.13) gives
∂
[
Bδn(0), n, id, π, γ
n
]
= (−1)n+k+1
[
Bδn(0), n, id, π, β
n
]
(8.16)
in M˜CdRk (∗;R).
Now define β˜ ∈ M˜CdRk+1(∗;R) by
β˜ = −
N∑
n=0
∑
i∈In
ani
[
[0, 1]× V ni , n, sˇ
n
i , π, π
∗
V ni
(ωni )
]
+
N∑
n=0
(−1)n+k+1
[
Bδn(0), n, id, π, γ
n
]
.
Then combining equations (8.1), (8.14) and (8.16) gives ∂β˜ = α˜ in M˜CdRk (∗;R).
Setting β = Π(β˜) in MCdRk+1(∗;R), we have ∂β = α. Thus, for all α in
MCdRk (∗;R) with ∂α = 0 for k < 0, we can find β ∈MC
dR
k+1(∗;R) with ∂β = α.
Hence MHdRk (∗;R) = 0 for k < 0, as we have to prove.
8.1.3 Proof that MHdR0 (∗;R)
∼= R
Since MCdR1 (∗;R) = 0 by Lemma 5.12, we have
MHdR0 (∗;R) = Ker
(
∂ :MCdR0 (∗;R) −→MC
dR
−1 (∗;R)
)
. (8.17)
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As ∗ has the standard orientation, Definition 5.11 defines the fundamental cycle
[∗] = [∗, 0, 0, id∗, 1∗] ∈MCdR0 (∗;R), with ∂[∗] = 0. Define an R-linear map
ι : R −→ Ker
(
∂ :MCdR0 (∗;R) −→MC
dR
−1 (∗;R)
)
, ι : a 7−→ a [∗]. (8.18)
We will show that ι is both surjective and injective, so thatMHdR0 (∗;R)
∼= R, by
an isomorphism identifying [[∗]] ∈MHdR0 (∗;R) with 1 ∈ R, as in Theorem 5.14.
Suppose α ∈ MCdR0 (∗;R) with ∂α = 0 in MC
dR
−1 (∗;R). Using the nota-
tion M˜CdRk (∗;R), M˜C
dR
k (∗;R)
n of §8.1.1, Proposition 8.3 gives a lift α˜ of α to
M˜CdR0 (∗;R) with Π(α˜) = α and ∂α˜ = 0 in M˜C
dR
−1(∗;R). Write α˜ as in (8.1).
In §8.1.2, the assumption that k < 0 is first used between (8.15) and (8.16),
where βn is a (−k)-form on Bδn(0) with dβ
n = 0, so as k < 0 we may write
βn = dγn. Thus, when k = 0 we may use the argument of §8.1.2 as far as
(8.15). This gives constants δn > 0 and functions (0-forms) βn : Bδn(0) → R
for n = 0, . . . , N with dβn = 0, so that βn is constant, say βn = bn · 1Bδn (0) for
bn ∈ R. Then in M˜CdR0 (∗;R) we have
α˜ = α˜+ ∂
{ N∑
n=0
∑
i∈In
ani
[
[0, 1]× V ni , n, sˇ
n
i , π, π
∗
V ni
(ωni )
]}
=
N∑
n=0
bn
[
Bδn(0), n, id, π, 1Bδn (0)
]
=
N∑
n=0
bn
[
R
n, n, id, π, 1Rn
]
.
(8.19)
Here in the first step the term {· · · } in (8.19) is zero, since MCdR1 (∗;R) = 0.
In the second step we sum (8.14) from n = 0, . . . , N and use (8.1) and βn =
bn · 1Bδn (0), and in the third step we use Definition 5.9(ii).
Now project (8.19) to MCdR0 (∗;R) using Π. In MC
dR
0 (∗;R) we have[
R
n, n, id, π, 1Rn
]
= [∗, 0, 0, id∗, 1∗] = [∗],
using Definition 5.9(i) and induction on n. Hence (8.19) implies that α =∑N
n=0 b
n[∗] = ι
(∑N
n=0 b
n
)
in MCdR0 (∗;R), so ι in (8.18) is surjective.
To show that ι is injective, suppose r ∈ R with ι(r) = 0. We will prove r = 0.
Regarding r[∗] as an element of M˜CdR0 (∗;R) from §8.1.1, since Π(r[∗]) = ι(r) =
0 in MCdR0 (∗;R), r[∗] lies in the kernel of Π : M˜C
dR
0 (∗;R) → MC
dR
0 (∗;R),
which is spanned by relations Definition 5.9(i),(iii) inMCdR0 (∗;R). As in §8.1.1,
by averaging over the action of the symmetric group Sn permuting the coor-
dinates of Rn in M˜CdR0 (∗;R)
n, we can eliminate the applications of Definition
5.9(iii). Thus as in (8.2), in M˜CdR0 (∗;R) we may write
r[∗] =
N∑
n=0
n∑
l=0
∑
i∈In,l
an,li
([
V n,li , n, s
n,l
i , π, ω
n,l
i
]
− (−1)n−l
[
V n,li × R,
n+ 1, (sn,li,1 , . . . , s
n,l
i,l , πR, s
n,l
i,l+1, . . . , s
n,l
i,n), π, π
∗
V n,li
(ωn,li )
])
. (8.20)
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Taking components of (8.20) in M˜CdR0 (∗;R)
n for n = 0, . . . , N + 1 gives
r[∗] =
∑
i∈I0,0
a0,0i
[
V 0,0i , 0, πR0 , π, ω
0,0
i
]
, (8.21)
0 =
n∑
l=0
∑
i∈In,l
an,li
[
V n,li , n, s
n,l
i , π, ω
n,l
i
]
(8.22)
−
n−1∑
l=0
∑
i∈In−1,l
(−1)n−1−lan−1,li
[
V n−1,li × R, n, (s
n−1,l
i,1 , . . . , s
n−1,l
i,l , πR,
sn−1,li,l+1 , . . . , s
n−1,l
i,n−1), π, π
∗
V n−1,li
(ωn−1,li )
]
, n=1, . . . , N,
0 = −
N∑
l=0
∑
i∈IN,l
(−1)N−laN,li
[
V N,li × R, N + 1, (s
N,l
i,1 , . . . , s
N,l
i,l ,
πR, s
N,l
i,l+1, . . . , s
N,l
i,N ), π, π
∗
V N,li
(ωN,li )
]
.
(8.23)
By Proposition 8.2, we may choose the representation (8.20) such that for all
n = 0, . . . , N and l = 0, . . . , n we have
∂
∑
i∈In,l
an,li
[
V n,li , n, s
n,l
i , π, ω
n,l
i
]
= 0 in M˜CdR−1(∗;R)
n. (8.24)
By the argument used to prove (8.19), starting with (8.24) rather than ∂α˜ =
0, we can show that there exist bn,l ∈ R for n = 0, . . . , N and l = 0, . . . , n with∑
i∈In,l
an,li
[
V n,li , n, s
n,l
i , π, ω
n,l
i
]
= bn,l
[
R
n, n, id, π, 1Rn
]
(8.25)
in M˜CdR0 (∗;R)
n. Inserting an R in the (l + 1)th coordinate in Rn throughout
(8.25), as in Definition 5.9(i), yields∑
i∈In,l
(−1)n−lan,li
[
V n,li ×R, n+1, (s
n,l
i,1 , . . . , s
n,l
i,l , πR, s
n,l
i,l+1, . . . , s
n,l
i,n), π, π
∗
V n,li
(ωn,li )
]
= bn,l
[
R
n+1, n+ 1, id, π, 1Rn+1
]
. (8.26)
Rewriting (8.21)–(8.23) using (8.25)–(8.26) now gives
r[∗] = b0,0[∗], (8.27)
0 =
(∑n
l=0 b
n,l −
∑n−1
l=0 b
n−1,l
)[
R
n, n, id, π, 1Rn
]
, n=1, . . . , N, (8.28)
0 = −
∑N
l=0 b
N,l
[
R
N+1, N + 1, id, π, 1RN+1
]
. (8.29)
Equations (8.27)–(8.29) hold as applications of relation Definition 5.9(ii) in
M˜CdR0 (∗;R)
n. Thus for (8.28), for example, there exists an open neighbourhood
X of 0 in Rn such that Definition 5.9(ii)(∗) holds, so that for all n-forms η on
R
n with supp η ⊂ X compact we have(∑n
l=0 b
n,l −
∑n−1
l=0 b
n−1,l
)
·
∫
Rn
1Rn ∧ η = 0.
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Choosing such η with
∫
Rn
η 6= 0, we see that (8.27)–(8.29) are equivalent to
r = b0,0, (8.30)
0 =
∑n
l=0 b
n,l −
∑n−1
l=0 b
n−1,l, n=1, . . . , N, (8.31)
0 = −
∑N
l=0 b
N,l. (8.32)
Taking the sum of equations (8.30)–(8.32) over all n yields r = 0. Therefore ι
is injective. We have now shown that ι in (8.18) is surjective and injective, and
thus an isomorphism, so by (8.17)–(8.18) we haveMHdR0 (∗;R)
∼= R, completing
the proof of Theorem 5.14.
8.2 Proof of Proposition 5.17
Let Y be a manifold and k ∈ Z. To show that the maps F dRMhMh , F
dRMh
QMh in
equation (5.20) of Example 5.16 are well defined, note that they clearly take
relation (i) in MCk(Y ;R) to relation (i) in MC
dR
k (Y ;R), and relations (i),(iii)
inMCQk (Y ;R) to relations (i),(iii) inMC
dR
k (Y ;R). So we only need to show they
take relation (ii) in MCk(Y ;R),MC
Q
k (Y ;R) to relation (ii) in MC
dR
k (Y ;R).
Let
∑
i∈I ai [Vi, n, si, ti] = 0 in MCk(Y ;R) or MC
Q
k (Y ;R) by relation (ii),
so that Definition 4.1(ii)(∗) holds for some open 0 ∈ X ⊆ Rn. Suppose for a
contradiction that Definition 5.9(ii)(∗) with ωi = 1Vi for all i ∈ I does not hold
for the same X . Then there exists α ∈ C∞
(
Λn+kT ∗(Rn × Y )
)
with suppα ⊆
K × Y for some compact subset K ⊆ X and∑
i∈I
ai
∫
Vi
(si, ti)
∗(α) 6= 0. (8.33)
For each (x, y) ∈ suppα, choose an open neighbourhood Ux,y of (x, y) in X×
Y diffeomorphic to (−1, 1)m for m = n+ dimY , with coordinates (z1, . . . , zm).
Then
{
Ux,y : (x, y) ∈ suppα
}
is an open cover of
⋃
x,y Ux,y ⊇ suppα, so we
can choose a subordinate locally finite smooth partition of unity
{
ηx,y : (x, y) ∈
suppα
}
. We have
∑
i∈I
ai
∫
Vi
(si, ti)
∗(α) =
∑
(x,y)∈suppα
∑
i∈I
ai
∫
Vi
(si, ti)
∗(ηx,yα),
where compact support of (si, ti)
∗(α) and local finiteness of {ηx,y} imply that
there are only finitely many nonzero terms in the sum over (x, y). By (8.33), for
some (x, y) ∈ suppα this term must be nonzero, so we can replace α by ηx,yα,
so that (si, ti)(Vi) ∩ suppα ⊆ Ux,y ⊆ R
n × Y for all i ∈ I.
Using the coordinates (z1, . . . , zm) on Ux,y, write
α|Ux,y =
∑
16j1<···<jn+k6m
αj1···jn+kdzj1 ∧ · · · ∧ dzjn+k .
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Splitting (8.33) into a sum over such j1, . . . , jn+k, we see that we can choose
1 6 j1 < · · · < jn+k 6 m such that∑
i∈I
ai
∫
Vi
(si, ti)
∗(αj1···jn+kdzj1 ∧ · · · ∧ dzjn+k) 6= 0. (8.34)
By reordering z1, . . . , zm, we suppose for simplicity that ji = i for i = 1, . . . ,m.
For each i ∈ I, define V˜ ◦i ⊆ V
◦
i to be the open subset of points v in
V ◦i ∩ (si, ti)
−1(Ux,y) such that (si, ti)
∗(dz1)|v, . . . , (si, ti)∗(dzn+k)|v form a ba-
sis of T ∗v V
◦
i , and define ǫi : V˜
◦
i → {1,−1} by ǫi(v) = 1 if (si, ti)
∗(dz1)|v,
. . . , (si, ti)
∗(dzn+k)|v are an oriented basis, w.r.t. the orientation on Vi, and
ǫi(v) = −1 otherwise. Then we may write
0 6=
∑
i∈I
ai
∫
Vi
(si, ti)
∗(α1···n+k dz1 ∧ · · · ∧ dzn+k)
=
∑
i∈I
ai
∫
V ◦i
(si, ti)
∗(α1···n+k dz1 ∧ · · · ∧ dzn+k)
=
∑
i∈I
ai
∫
V˜ ◦i
(si, ti)
∗(α1···n+k dz1 ∧ · · · ∧ dzn+k)
=
∫
(z1,...,zn+k)
∈(−1,1)n+k
∑
(zn+k+1,...,zm)
∈(−1,1)m−n−k
α1···n+k(z1, . . . , zm) dz1 ∧ · · · ∧ dzn+k ·
[∑
i∈I
∑
v∈V˜ ◦i :(si,ti)(v)=(z1,...,zm)
ai · ǫi(v)
]
= 0.
(8.35)
Here the first step of (8.35) is (8.34), and the second is the definition Assumption
3.21(e) of
∫
Vi
· · · . For the third, if v ∈ V ◦i \ V˜
◦
i then either v /∈ (si, ti)
−1(Ux,y),
so that (si, ti)
∗(α1···n+kdz1∧· · ·∧dzn+k)|v = 0 as (si, ti)(Vi)∩supp α ⊆ Ux,y, or
(si, ti)
∗(dzj)|v for j = 1, . . . , n+ k are linearly dependent, so (si, ti)
∗(dz1 ∧ · · · ∧
dzn+k)|v = 0. Thus in both cases the integrand in (8.35) is zero at v ∈ V ◦i \ V˜
◦
i ,
and omitting such points v does not change the integral.
Define Πi : V˜
◦
i → (−1, 1)
n+k by composing (si, ti)|V˜ ◦i
: V˜ ◦i → Ux,y
∼=
(−1, 1)m with the projection (−1, 1)m → (−1, 1)n+k to the first n + k coor-
dinates, (z1, . . . , zm) 7→ (z1, . . . , zn+k). Then Πi : V˜ ◦i → (−1, 1)
n+k is e´tale
by definition of V˜ ◦i , and ǫi : V˜
◦
i → {1,−1} is 1 if Πi is orientation-preserving,
and −1 otherwise. For the fourth step of (8.35), we push forward the inte-
gral
∫
V˜ ◦i
· · · along Πi to an integral
∫
(−1,1)m · · · . Since the integral
∫
V˜ ◦i
· · · is
L1 by Assumption 3.21(e), the sums in the fifth step of (8.35) need not have
only finitely many nonzero terms, but are absolutely convergent for almost all
(z1, . . . , zn+k) ∈ (−1, 1)n+k, and the limit is an integrable function on (−1, 1)n+k
with integral equal to the fourth step of (8.35).
For the fifth step of (8.35), note that the terms [· · · ] on the last line, for
fixed (z1, . . . , zm) ∈ Ux,y ⊆ X × Y ⊆ R
n × Y , may be interpreted as the
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sum over (n+ k)-planes P in T(z1,...,zm)(R
n × Y ) with isomorphic projection to
T(z1,...,zn+k)(−1, 1)
n+k, of equation (4.2) in Definition 4.1(ii)(∗) at (z1, . . . , zm),
P . So the terms [· · · ] are zero, proving the fifth step, and completing (8.35).
Equation (8.35) gives us the contradiction we need. Thus Definition 5.9(ii)(∗)
with ωi = 1Vi does hold, so
∑
i∈I ai [Vi, n, si, ti, 1Vi ] = 0 in MC
dR
k (Y ;R) by
Definition 5.9(ii). Hence the maps F dRMhMh , F
dRMh
QMh in (5.20) take relation (ii) in
MCk(Y ;R),MC
Q
k (Y ;R) to relation (ii) in MC
dR
k (Y ;R), and are well defined.
8.3 Proof of Proposition 5.29
The proof is similar in parts to that of Proposition 4.50 in §7.9. We work in the
situation of Definition 5.28, and write dimY = m. First we show that the r.h.s.
of (5.39) is a well defined generator of PMCk+ldR (Y ;R). Here V˜ = V ×t,Y,t′ V
′
is the fibre product in M˜anc, which exists by Assumption 3.16(c) as t, t′ are
submersions and Y is a manifold, with
dim V˜ = dimV + dimV ′ − dimY = (degω +m+ n− k)
+ (degω′ +m+ n′ − l)−m = deg ω˜ +m+ n˜− (k + l).
The projections πV : V˜ → V , πV ′ : V˜ → V ′ are submersions by Assumption
3.16(c) as t′, t are, so t˜ = t ◦ πV = t′ ◦ πV ′ : V˜ → Y is a submersion by
Assumption 3.16(a). By Assumption 3.17(l), the coorientation ct′ on t
′ induces
a coorientation cπV on πV : V˜ → V . We then give t˜ = t ◦ πV : V˜ → Y the
product coorientation ct˜ = ct ◦ cπV , as in Assumption 3.17(d).
Since (s, t)|suppω : suppω → R
n × Y and (s′, t′)|suppω′ : suppω′ → R
n′ × Y
are proper over open neighbourhoods X,X ′ of {0}× Y in Rn × Y , Rn
′
× Y , we
see that (s˜, t˜)|supp ω˜ : supp ω˜ → R
n˜ × Y is proper over the open neighbourhood
X ×Y X
′ =
{(
(x1, . . . , xn, x
′
1, . . . , x
′
n′), y
)
∈ Rn˜ × Y :(
(x1, . . . , xn), y
)
∈ X,
(
(x′1, . . . , x
′
n′), y
)
∈ X ′
}
of {0} × Y in Rn˜ × Y . This proves that [V˜ , n˜, s˜, t˜, ω˜] in (5.39) is a generator
of PMCk+ldR (Y ;R) in the sense of Definition 5.18. To show that ∪ in (5.38)–
(5.39) is well defined, we must show it takes relations Definition 5.18(i)–(iii) in
PMCkdR(Y ;R),PMC
l
dR(Y ;R) to relations (i)–(iii) in PMC
k+l
dR (Y ;R).
We show that ∪ takes relation (i) in PMCkdR(Y ;R),PMC
l
dR(Y ;R) to (i) in
PMCk+ldR (Y ;R) as for the M-cohomology case in §7.9. It is also easy to see that
∪ in (5.38)–(5.39) takes relation (iii) in PMCkdR(Y ;R),PMC
l
dR(Y ;R) to (iii)
in PMCk+ldR (Y ;R). So we need to prove that ∪ maps relation (ii) to (ii).
To show that ∪maps (ii) in PMCkdR(Y ;R) to (ii) in PMC
k+l
dR (Y ;R), suppose∑
i∈I ai [Vi, n, si, ti, ωi] satisfies Definition 5.18(ii)(∗) in PMC
k
dR(Y ;R) for some
open neighbourhood X of {0} × Y in Rn × Y , so that
∑
i∈I ai [Vi, n, si, ti, ωi]
= 0 in PMCkdR(Y ;R). Apply − ∪ [V
′, n′, s′, t′, ω′] for some [V ′, n′, s′, t′, ω′] in
PMCldR(Y ;R). We will prove that in PMC
k+l
dR (Y ;R) we have∑
i∈I
(−1)nl+degωi(l+n
′)+degωi degω
′
ai [V˜i, n˜, s˜i, t˜i, ω˜i] = 0, (8.36)
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where [Vi, n, si, ti, ωi] ∪ [V ′, n′, s′, t′, ω′] = (−1)nl+degωi(l+n
′)+degωi degω
′
[V˜i, n˜,
s˜i, t˜i, ω˜i] for i ∈ I is as in equation (5.39).
As [V ′, n′, s′, t′, ω′] is a generator of PMCldR(Y ;R), (s
′, t′)|suppω′ : suppω′ →
R
n′ × Y is proper over an open neighbourhood X ′ of {0} × Y in Rn
′
× Y , with
t′ : V ′ → Y a submersion, and dimV ′ = degω′ +m+ n′ − l. Define
X˜ =
{(
(x, x′), y
)
: x ∈ Rn, x′ ∈ Rn
′
, y ∈ Y, (x, y) ∈ X, (x′, y) ∈ X ′
}
.
Then X˜ is an open neighbourhood of {0}×Y in Rn+n
′
×Y = Rn˜×Y , as X,X ′
are open neighbourhoods of {0} × Y in Rn × Y,Rn
′
× Y .
We will verify condition Definition 5.18(ii)(∗) for the expression (8.36) in
PMCk+ldR (Y ;R). Suppose Vˆ is an oriented manifold of dimension j, tˆ : Vˆ → Y
is smooth, and η ∈ C∞
(
Λj+n˜−k−lT ∗(Rn˜× Vˆ )
)
with supp η a compact subset of
(idRn˜ × tˆ)
−1(X˜) ⊆ Rn˜ × Vˆ . Then∑
i∈I
(−1)j deg ω˜i+deg ω˜i(deg ω˜i−1)/2
[
(−1)nl+degωi(l+n
′)+degωi degω
′
ai
]
·∫
V˜i×t˜i,Y,tˆ
Vˆ
(s˜i ◦ πV˜i , πVˆ )
∗(η) ∧ π∗
V˜i
(ω˜i)
=
∑
i∈I
(−1)(j+l+n
′+degω′) degωi+degωi(degωi−1)/2 ai ·
(−1)nl+j degω
′+degω′(degω′−1)/2+degωi degω
′
·∫
(Vi×ti,Y,t′V
′)×πY ,Y,tˆ
Vˆ
((si ◦ πVi , s
′ ◦ πV ′), πVˆ )
∗(η) ∧ (π∗Vi(ωi) ∧ π
∗
V ′(ω
′))
=
∑
i∈I
(−1)(j+l+n
′+degω′) degωi+degωi(degωi−1)/2 ai ·
(−1)nl+j degω
′+degω′(degω′−1)/2 ·
(8.37)
∫
Vi×ti,Y,πY (V
′×t′,Y,tˆVˆ )
(si ◦ πVi , πV ′×Y Vˆ )
∗
[
(idRn×(s
′ ◦ πV ′ , πVˆ ))
∗(η) ∧ π∗V ′(ω
′)
]
∧ π∗Vi(ωi)
=
∑
i∈I
(−1)ˇ degωi+degωi(degωi−1)/2ai
∫
Vi×ti,Y,tˇVˇ
(si ◦ πVi , πVˇ )
∗(ηˇ) ∧ π∗Vi(ωi) = 0.
Here in the first step we use (5.39) to substitute for V˜i, s˜i, t˜i, ω˜i. In the
second we use the natural diffeomorphism (Vi×Y V ′)×Y Vˆ ∼= Vi×Y (V ′×Y Vˆ ),
by associativity of fibre products, and we rewrite the forms using properties of
∧, acquiring an extra sign (−1)degω
′ degωi from commuting π∗V ′(ω
′) and π∗Vi(ωi).
Here
[
(idRn × (s′ ◦ πV ′ , πVˆ ))
∗(η) ∧ π∗V ′(ω
′)
]
is a form on Rn × (V ′ ×t′,Y,tˆ Vˆ ).
In the third step of (8.37) we write Vˇ = V ′ ×t′,Y,tˆ Vˆ , tˇ = πY : Vˇ → Y ,
ˇ = dim Vˇ = j + n′ − l + degω′, and set
ηˇ = (−1)nl+j degω
′+degω′(degω′−1)/2(idRn × (s
′ ◦ πV ′ , πVˆ ))
∗(η) ∧ π∗V ′(ω
′)
in C∞
(
Λˇ+n−kT ∗(Rn˜ × Vˇ )
)
. The fourth follows from Definition 5.18(ii)(∗) for∑
i∈I ai [Vi, n, si, ti, ωi] in PMC
k
dR(Y ;R), with Vˇ , ˇ, tˇ in place of V
′, l, t′.
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Equation (8.37) is (5.22) with (8.36) in place of
∑
i∈I ai [Vi, n, si, ti, ωi],
and X˜, j, Vˆ , tˆ in place of X, l, V ′, t′. Therefore (8.36) holds in PMCk+ldR (Y ;R),
so − ∪ [V ′, n′, s′, t′, ω′] maps relation (ii) in PMCkdR(Y ;R) to relation (ii) in
PMCk+ldR (Y ;R). Similarly, [V, n, s, t, ω]∪− maps relation (ii) in PMC
l
dR(Y ;R)
to relation (ii) in PMCk+ldR (Y ;R). Hence ∪ in (5.38)–(5.39) is well defined. This
completes the proof of Proposition 5.29.
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