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Abstract
An efficient strategy for weakly-supervised segmentation is to impose constraints
or regularization priors on target regions. Recent efforts have focused on in-
corporating such constraints in the training of convolutional neural networks
(CNN), however this has so far been done within a continuous optimization
framework. Yet, various segmentation constraints and regularization can be
modeled and optimized more efficiently in a discrete formulation. This paper
proposes a method, based on the alternating direction method of multipliers
(ADMM) algorithm, to train a CNN with discrete constraints and regulariza-
tion priors. This method is applied to the segmentation of medical images with
weak annotations, where both size constraints and boundary length regulariza-
tion are enforced. Experiments on two benchmark datasets for medical image
segmentation show our method to provide significant improvements compared
to existing approaches in terms of segmentation accuracy, constraint satisfaction
and convergence speed.
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1. Introduction
Semantic image segmentation is a fundamental problem in computer vision,
which requires assigning the proper category label to each pixel of a given im-
age [1, 2]. This problem is essential to various applications such as autonomous
driving [3] and neuroimaging [4, 5]. Among the wide range of segmentation
systems, approaches based on deep convolutional neural network (CNN) have
recently attracted great attention [5, 6, 7]. While providing state-of-art perfor-
mance in many segmentation tasks, CNN-based approaches usually require a
large training set of fully-annotated images that can be both time-consuming
and expensive to obtain. This limitation is especially important in medical imag-
ing where access to patient data is restricted and annotation requires expert-level
knowledge.
Higher-level (or weak) annotations, such as image-level tags [8, 9, 10, 11],
bounding boxes [12, 13] and scribbles [10, 14], can generally be obtained more
efficiently than pixel-wise annotations. This type of weak supervision has there-
fore been intensively investigated for segmentation. Another valuable strategy in
a weakly-supervised setting is to use prior knowledge to guide the segmentation
of unlabeled or partly-labeled images during training [10, 11]. This is partic-
ularly useful for medical segmentation problems, where information about the
target region is often known beforehand.
While these works have reduced the performance gap between CNNs trained
with fully-annotated images and those trained in a weakly-supervised setting,
they have explored constrained optimization from a continuous perspective. Yet,
many constraints, such as bounds on the size of segmented regions, are better
expressed discretely. In continuous methods, the size of a region is typically
estimated by computing the sum of pixel probabilities corresponding to this
region. However, limiting this sum does not guarantee that the actual size of
the region, after thresholding probabilities, will meet constraints. Similarly,
regularization priors for segmentation like boundary length [15], star-shapeness
[16] and compactness [17] are usually discrete, and optimizing them in a con-
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tinuous framework is susceptible to local minima. Lastly, solving sub-problems
in a discrete manner, instead of using gradient descent, benefits from globally-
optimal algorithms which can significantly improve the current solution in a
single update step.
The contribution of this work is two-fold:
• We present a first method to train a CNN with discrete constraints and
regularization priors. The proposed method uses an efficient strategy,
based on the alternating direction method of multipliers (ADMM) algo-
rithm, to separate the optimization of network parameters with SGD from
optimizing discretely-constrained segmentation labels. We show that up-
dating these discrete labels can be done in polynomial time with guarantee
of solution optimality.
• We apply the proposed method for the segmentation of medical images
with weak annotations. While previous works have considered either size
constraints [10, 11] or boundary length regularization [18] for segmenta-
tion, our method combines these two priors in a single efficient model.
Experiments on three segmentation problems show our method to yield
significant improvements compared to existing approaches in terms of seg-
mentation accuracy, constraint satisfaction and convergence speed.
The rest of this paper is organized as follows. In Section 2 we give an
overview of related work. We then present our discretely-constrained model
in Section 3 and describe the experiments to evaluate its performance in Sec-
tion 4. Finally, we give experimental results in Section 5 and draw conclusions
in Section 6.
2. Related work
2.1. Constrained segmentation
Several works have tackled the problem of weakly-supervised segmentation
by imposing constraints on deep CNNs [10, 11, 19, 20, 21]. In [11], Pathak et
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al. propose a latent distribution and KL-divergence to constrain the output of
a segmentation network. Their method allows decoupling the optimization of
network parameters with stochastic gradient descent (SGD) from the update
of the latent distribution under constraints. It is used in a semi-supervised
setting to impose size constraints and image-level tags (i.e., force the presence or
absence of given labels) on the regions of unlabeled images. Moreover, a simple
L2 penalty term was proposed in [20] to impose equality constraints on the
size of the target regions in the context of histopathology image segmentation.
More recently, Kervadec et al. [10] showed that imposing inequality constraints
on size directly in gradient-based optimization, also via an L2 penalty term,
provided better accuracy and stability than the approach in [11] when few pixels
of an image are labeled. Similarly, Zhou et al. [21] embedded prior knowledge
on the target size in the loss function by matching the probabilities of the
empirical and predicted output distributions via the KL divergence. As directly
minimizing this term by standard SGD is difficult, they proposed to optimize
it by using stochastic primal-dual gradient. While these works have helped
improve segmentation in a weakly-supervised setting, they have mainly focused
on continuous optimization methods.
2.2. Discrete-continuous optimization
Discrete optimization has a long history in research, playing a key role in
various problems of computer science and applied mathematics [22]. Theoret-
ical results in this field, like the minimization of submodular functions [23],
have given us efficient tools to solve complex decision problem involving dis-
crete variables. In recent years, significant efforts have been made to combine
these powerful tools with optimization techniques for continuous problems. In
[24], an ADMM algorithm is used to perform distributed inference in large-scale
Markov Random Fields (MRF), using both discrete and continuous variables
in the optimization. A similar idea is proposed in [25] to minimize discrete
energy functions (submodular and non-submodular) for distributed image reg-
ularization. Other lines of work include discrete-continuous methods based on
4
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Figure 1: Diagram of the proposed discrete-continuous model for weakly-supervised segmen-
tation.
ADMM for incorporating high-order segmentation priors on the target region’s
histogram of intensities [26] or compactness [17]. More recently, similar tech-
niques have been proposed to include higher-order priors directly in the learning
process [27, 28]. To our knowledge, our work is the first employing a discrete-
continuous framework for weakly-supervised segmentation.
3. Methodology
3.1. Problem formulation
We focus on the following weakly-supervised segmentation problem where
the labels of training images are only provided for a small subset of pixels.
Given a training dataset D = {(xi,yi,Ωi)}Ni=1 where xi is an image, Ωi is the
subset of labeled pixels, and yi the corresponding labels, we want to learn a
segmentation model f parameterized by θ, such that f(xi, θ) gives the label
probabilities at each pixel. For simplicity, we suppose a two-class segmentation
problem and, using si(θ) = f(xi; θ) as short-hand notation, denote as sip ∈ [0, 1]
the foreground probability predicted for a pixel p.
To learn parameters θ in this setting, we impose three requirements on the
network output: 1) it should respect labeled pixels in Ωi; 2) it should satisfy
discrete segmentation constraints Cj , for j = 1, . . . ,M ; 3) it should minimize a
discrete regularization term Lreg. Considering these requirements, we formulate
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the task as the following optimization problem:
min
θ
L(θ) =
N∑
i=1
Llab
(
si(θ),yi
)
+ λLreg
(
si(θ)
)
s.t. Cj
(
si(θ)
) ≤ 0, i = 1, . . . , N, j = 1, . . . ,M, (1)
In this formulation, Llab imposes the segmentation network to agree with pro-
vided pixel annotations, Lreg enforces the segmentation to be spatially regular,
and λ is a hyper-parameter controlling the trade-off between label satisfaction
and regularization.
The formulation in Eq. (1) is very general and covers a wide range of seg-
mentation applications. For the purpose of this paper, however, we focus on
a particular scenario similar to the one considered in [10]. As in this previous
work, we define Llab as the cross-entropy loss over labeled pixels:
Llab
(
si,yi
)
= −
∑
p∈Ωi
yip log s
i
p + (1− yip) log
(
1− sip
)
. (2)
Moreover, while any regularization prior can be used for Lreg, we consider
in this work the weighted Potts model [15]. Let τ(x) = 1(x ≥ 0.5) be the
function converting probability x to a binary value, this prior is defined as
Lreg(si) =
∑
p,q w
i
p,q |τ(sip)− τ(siq)|, where wip,q = exp
(− 12σ2 |xip − xiq|2) if pixels
p and q are within a given neighborhood of each other, else wip,q = 0. For neigh-
bor pixels, the weight measures the similarity of pixel intensity or color. This
regularization prior, which is frequently used for segmenting medical images,
estimates the boundary length of the foreground region, hence minimizing it
gives a segmentation with smooth contours. Last, as in [10] and [11], we impose
lower and upper size bounds on the foreground: Smin ≤
∑
p τ(s
i
p) ≤ Smax. This
type of constraint is also well-suited for medical image segmentation since the
size of anatomical regions is typically limited by biology and size bounds can
often be found in anatomical studies.
As we will show in our experiments, the combination of boundary regu-
larization and size constraints on the foreground is essential to achieve good
performance in the weakly-supervised setting of this work. Since we only have
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partially-labeled images, size constraints are generally insufficient to uniquely
define the foreground. Boundary regularization helps the network focus on re-
gions that also respect edges in the image. However, since the contrast between
the foreground and background varies largely from one image to another, using
only this regularization with a fixed parameter λ can lead to under- or over-
segmentation (e.g., the network predicting foreground or background at every
pixel). Hence, adding size constraints to the regularization prior provides a way
to control the effect of this prior on individual images.
In the next sections, we present two popular approaches, the penalty method
and the ADMM algorithm, for solving constrained optimization problems like
the one in Eq. (1). We then explain how the latter can be used to solve this
problem efficiently with a mixed continuous-discrete formulation.
3.2. Penalty-based optimization
A popular method for constraining the output of a neural network is to
model the constraint as a penalty term in the loss function [10, 11]. This ad-
ditional loss term is typically a differentiable, convex function which equals
zero for any output satisfying the constraint, and otherwise produces a positive
value proportional to the degree of constraint violation. The main advantage
of this approach is that it can be used directly within standard optimization
techniques for training neural networks, for instance stochastic gradient descent
(SGD), and typically leads to a smooth optimization (e.g., little oscillation due
to the constraint). However, the penalty-based approach also suffers from im-
portant limitations which we illustrate by considering the simple problem of
weakly-supervised segmentation with only an upper bound on the foreground
size, i.e.
∑
p s
i
p(θ) ≤ Smax. Using a squared penalty function, the problem can
be expressed as
Lpen(θ) =
N∑
i=1
Llab
(
si(θ),yi
)
+
µ
2
(
max
{
0,
∑
p
sip(θ)− Smax
})2
. (3)
For the task at hand, the above formulation suffers from three important prob-
lems. First, it requires tuning penalty parameter µ, possibly for each image,
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otherwise the constraint may not be satisfied. Second, since the foreground size
is estimated as the sum of probability values, instead of hard label assignments,
it is very likely that the constraint will not be met once probability values are
thresholded. For example, assigning a 50% foreground probability to all pixels
in the image gives the same sum as giving a 100% probability to half the pixels.
A possible strategy to enforce hard assignments in the network is to increase
the temperature parameter of the softmax, however this leads to gradient sat-
uration which freezes the solution in a local minima. The third problem can
be understood by looking at the gradient of the loss with respect to network
parameters, i.e.
∇θLpen(θ) =
N∑
i=1
∇θLlab
(
si(θ),yi
)
+ F i
∑
p
∇θsip(θ), (4)
with F i = µ ·max
{
0,
∑
p s
i
p(θ)− Smax
}
. We see that, if the foreground size is
greater than Smax, the network simply scales down the gradient for each pixel
by a constant factor F i (note that the actual change in probability for a pixel is
also proportional to its prediction uncertainty). This uniform scaling of gradient
can result in a bad local minima if the shape to segment is complex (e.g., curved
and narrow like the right ventricle) or the initial network output is poor.
3.3. Optimization with ADMM
Because the regularization prior and size constraints are discrete, the for-
mulation in Eq. (1) cannot be optimized directly. To alleviate this problem, we
propose and approach based on the alternating direction method of multipliers
(ADMM) algorithm [29]. ADMM is a variant of the augmented Lagrangian
scheme which uses partial updates for the dual variables. It is often employed
to solve problems in the form of minx f(x) + g(x), where optimizing functions
f and g together is hard, however minimizing each of them separately can be
done more easily (e.g., to optimality and/or efficiently). The main idea is to
reformulate the task as a constrained optimization problem minx,y f(x) + g(y)
subject to x=y, for which the objective function is separable in x and y, and
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solve this new problem using an augmented Lagrangian method
max
u
min
x,y
Laug(x,y,u) = f(x) + g(y) + u>(x− y) + µ
2
‖x− y‖2 , (5)
where u are the Lagrange multipliers and µ is the ADMM penalty parame-
ter. An alternate definition, which we will employ in this paper, uses scaled
multipliers [29]:
max
u
min
x,y
Laug(x,y,u) = f(x) + g(y) + µ
2
‖x− y + u‖2 . (6)
Optimization of Eq. (6) is performed by solving iteratively with respect to each
variable, while keeping others fixed, until convergence is reached:
xt+1 := argminx Laug(x,yt,ut)
yt+1 := argminy Laug(xt+1,y,ut) (7)
ut+1 := ut + (xt+1 − yt+1)
The ADMM algorithm can be used to efficiently solve certain types of con-
strained optimization problems. Thus, we can suppose that function g models a
hard constraint, i.e. it returns 0 if its input satisfies the constraint, else it returns
infinity. The main advantage of this formulation, compared to the penalty-based
method in Eq. (3), is simplicity: we can minimize f in a unconstrained prob-
lem (update of x), and finding a feasible solution amounts to solving a simple
proximal problem (update of y). As shown in the next section, this simplic-
ity enables the use of efficient techniques in the discrete optimization setting.
Another benefit of ADMM is that it dynamically adjusts the strength of the
penalty, using Lagrange multipliers, to enforce the satisfaction of constraints.
Hence, it is less sensitive to the choice of µ than the penalty method.
3.4. Discretely-constrained segmentation using ADMM
We now show how to use ADMM to solve the problem of Eq. (1) effi-
ciently. We propose a mixed discrete-continuous formulation, where network
parameters are optimized using standard gradient-based optimization, while the
size-constrained segmentation problem is solved using specialized techniques for
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discrete optimization. Toward this goal, we decouple the label loss Llab, discrete
regularization loss Lreg and discrete size constraint by introducing two binary
segmentation vectors ŷi and y˜i for each training image xi, and adding the fol-
lowing equality constraints: si(θ) = ŷi, si(θ) = y˜i. These added vectors can be
thought of as segmentation proposals, which are updated iteratively from the
network’s predictions, and help transfer discrete regularization and constraints
to the training process. As we later present, this particular variable splitting
strategy is chosen so that updating these proposals can be done efficiently and
to optimality. Figure 1 summarizes the proposed strategy.
Using the ADMM formulation of Eq. (6), we then rewrite the segmentation
problem as
max
û,u˜
min
θ,ŷ,y˜
Laug (θ, ŷ, y˜, û, u˜) =
N∑
i=1
Llab
(
si(θ),yi
)
+ λLreg(ŷi)
+
µ̂
2
∥∥si(θ)− ŷi + ûi∥∥2
2
+
µ˜
2
∥∥si(θ)− y˜i + u˜i∥∥2
2
s.t. Smin ≤
∑
p
y˜ip ≤ Smax, ∀i
ŷi, y˜i ∈ {0, 1}ni , ∀i.
(8)
Here, ni is the number of pixels in image x
i. In the following subsections, we
explain how each variable of this problem is updated (Lagrange multipliers are
updated as per the standard ADMM method).
3.4.1. Network parameters
To update network parameters, we use a mini-batch gradient descent tech-
nique. Let B ⊂ D be a batch of training samples, the gradient of the loss for
batch B is given by∑
i∈B
∇θLlab(si,yi) +
∑
p
(
µ̂(sip − ŷip + ûip) + µ˜(sip − y˜ip + u˜ip)
)∇θsip(θ). (9)
We see that, unlike the penalty method gradient in Eq. (4), the gradient at each
pixel of image is scaled in a non-uniform manner based on the discrete CRF-
regularized and size-constrained proposals. The parameters are then updated
by taking a step opposite to the gradient, i.e. θt+1 := θt − η∇θLtaug, where
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∇θLaug is the gradient defined in Eq. (9) and η is the learning rate. One
should note that this gradient-based update does not guarantee an optimal
solution for the network parameters, which is normally required for ADMM.
Instead, this corresponds to a proximal variant of ADMM in which a first-order
approximation is used for the objective function [30, 31].
3.4.2. CRF-regularized proposal
Considering all other variables fixed, updating each CRF-regularized pro-
posals ŷi amounts to solving
min
ŷi∈{0,1}ni
1
2
∥∥ŷi − (si(θ) + ûi)∥∥2
2
+ (λ/µ̂)Lreg(ŷi). (10)
Using the property that x2 = x for a binary variable x, this problem can be
expressed equivalently as a standard CRF energy minimization problem
min
ŷi∈{0,1}ni
∑
p
âip ŷ
i
p + (λ/µ̂)Lreg(ŷi), (11)
where âip =
1
2−sip(θ)− ûip are unary potentials and Lreg is a pairwise (or higher-
order) regularization prior. If Lreg is a sub-modular function, as the weighted
Potts model used in this work, then the global optimum of this discrete opti-
mization problem can be obtained in polynomial time with a max-flow algorithm
[15]. Note that this would not be the case if foreground size constraints were
added to Eq. (11), which motivates the splitting strategy chosen for our method.
3.4.3. Size-constrained proposal
Likewise, we update each proposal y˜i by considering all other variables fixed
and solving the following constrained discrete problem:
min
y˜i∈{0,1}ni
1
2
∥∥y˜i − (si(θ) + u˜i)∥∥2
2
, s.t. Smin ≤
∑
p
y˜ip ≤ Smax. (12)
Using the same trick for binary variables as before, we then rewrite this problem
as
max
y˜i∈{0,1}ni
∑
p
a˜ip y˜
i
p, s.t. Smin ≤
∑
p
y˜ip ≤ Smax, (13)
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Ranked âp : 0.95 0.88 0.52 -0.11 -0.64 -0.79
Smin = 2, Smax = 5 : 1 1 1 0 0 0
Smin = 3, Smax = 5 : 1 1 1 0 0 0
Smin = 4, Smax = 5 : 1 1 1 1 0 0
Table 1: Illustration of the ranking method for update the size-constrained proposal y˜. The
top row gives pixel utility values, ranked in decreasing order. Following rows gives the corre-
sponding proposal for different lower (Smin) and upper (Smax) size bounds.
with a˜ip = s
i
p(θ)−u˜ip− 12 . This discrete problem corresponds to a specific instance
of the knapsack problem [32], where each pixel p is an object with equal weight
1 and utility a˜ip. The goal is to select between Smin and Smax objects such that
their total utility is maximized. The optimal solution to this problem can be
obtained via a simple ranking method where we set y˜ip = 1 for the Smin pixels
with highest utility and, if any, for the remaining pixels with highest positive
utility until Smax is reached. Table 1 illustrates this ranking procedure on a toy
example.
3.5. Algorithm summary and complexity
The whole training process is summarized in Algorithm 1. Starting with
zero-valued multipliers and proposals with equal foreground and background
probabilities for each pixel, each training epoch involves the following steps.
First, for Tmax iterations, we update network parameters by randomly selecting a
batch of 2D training images, computing the gradient for this batch and applying
a descent step with this gradient. Next, we re-compute the 3D CRF-regularized
proposals (ŷi) and size-constrained proposals (y˜i) using the modified network
output. Last, we update Lagrange multipliers for both proposals and reduce
the learning rate by a factor of decrη. We note that the network doesn’t need
to be re-trained from scratch after each proposal update and that the only
requirement for convergence is that the update of network parameters decreases
the overall loss [29].
12
Algorithm 1: Discretely-constrained segmentation
Input: Weakly-labeled images D = {(xi,yi,Ωi)}Ni=1;
Input: Size bounds [Smin, Smax];
Output: Network parameters θ;
/* Initialization */
Randomly initialize network parameters θ;
Set ŷip, y˜
i
p = 1/2 and û
i
p, u˜
i
p = 0, ∀i, p;
/* Main loop */
for epoch = 1, . . . , Emax do
/* Network parameters update */
for iter = 1, . . . , Tmax do
Randomly select batch B ⊂ D;
Apply batch gradient step as in Section 3.4.1;
/* Discrete proposals update */
Update CRF-regularized proposal ŷi as in Section 3.4.2;
Update size-constrained proposal y˜i as in Section 3.4.3;
/* Multipliers update */
ûi := ûi + (si(θ)− ŷi), ∀i;
u˜i := u˜i + (si(θ)− y˜i), ∀i;
Decrease learning rate: η := decrη × η, with decrη ∈ [0, 1];
return θ ;
Since proposals are updated only once per epoch, our method yields neg-
ligible computational overhead compared to optimizing only the network with
SGD. Moreover, each of these updates has low computational complexity. Thus,
computing each ŷi is done by solving a max-flow problem, which has O(n3) com-
plexity where n is the number of image pixels/voxels. Likewise, updating each
y˜i simply requires to sort pixels/voxels, the complexity of which is in O(n log n).
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4. Experiments
4.1. Datasets and evaluation protocol
We evaluate the proposed method on three different medical imaging seg-
mentation tasks: left-ventricular (LV) and right-ventricular (RV) endocardium
segmentation in cine magnetic resonance imaging (MRI), and prostate segmen-
tation in T2-MRI.
LV and RV segmentation: This medical image set is provided by the Au-
tomated Cardiac Diagnosis Challenge (ACDC) [33] and focuses on the seg-
mentation of three cardiac structures, i.e. left ventricular endocardium and
epicardium, and right ventricular endocardium. It consists of 100 cine MRI
exams covering normal cases and subjects with well-defined defined patholo-
gies: dilated cardiomyopathy, hypertrophic cardiomyopathy, myocardial infarc-
tion with altered left ventricular ejection fraction and abnormal right ventricle.
Each exam contains acquisitions at the diastolic and systolic phases. The spa-
tial resolution goes from 0.83 to 1.75 mm2/pixel, with a thickness of 5-8 mm
and an inter-slice gap of 5 mm, covering the LV from the base to the apex. In
our experiments, 80 exams were employed for training and the remaining 20 for
validation.
Prostate segmentation: For the third task, we used the dataset made avail-
able at the MICCAI 2012 prostate MR segmentation challenge (PROMISE) [34].
This dataset contains multi-centric transversal T2-weighted MR images from 50
subjects acquired with multiple MRI vendors and different scanning protocols,
which are representative of typical MR images acquired in a clinical setting.
The images resolution ranges from 15× 256× 256 to 54× 512× 512 voxels with
a spacing ranging from 2× 0.27× 0.27 to 4× 0.75× 0.75 mm3. In this case, we
employed 40 patients for training and 10 for validation during the experiments.
We generate weak annotations based on the scenario where an annotator
identifies for each volume a single position (e.g., mouse click) near the centroid
of the foreground region, and a global anatomical atlas is then used to obtain
foreground and background seeds from this position. The following procedure
14
LV (train) RV (train) Prostate (train)
Figure 2: Examples of images, ground truth and annotations for the three tested datasets.
Bright yellow pixels correspond to foreground seeds, light yellow pixels to the ground-truth,
and blue-shaded pixels to the background mask. Note that we only show a single slice of a
3D volume, and many slices (further away from the foreground center) actually contain no
foreground seed.
is employed to derive annotations under this scenario. Considering training
images only, we compute the centroid of each 3D ground truth mask and use it
as the origin of a global coordinate system, i.e. position (0, 0, 0) in each volume
corresponds to the foreground centroid in that volume. For each position in
this new coordinate system, we then measure the fraction of training volumes
for which the position is in the foreground region. Next, we define a global
foreground mask containing all positions having a foreground probability of
100%, and a global background mask containing all those with 0% probability.
Finally, annotations are obtained for each training volume by aligning the global
masks to the volume’s foreground centroid, and using the aligned masks to label
voxels in the volume accordingly.
Figure 3 shows examples of annotations and ground truth for the three test
datasets. It can be seen that the proposed procedure for generating weak anno-
tations leads to diverse segmentation tasks with various levels of difficulty. For
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left ventricle segmentation (LV), foreground seeds represent on average 14.29%
of the foreground region and 0.12% of the whole volume. In comparison, they
only represent 2.29% of the foreground and 0.02% of the volume for right ventri-
cle segmentation (RV). Moreover, for non-circular regions like RV, we see that
foreground seeds can be close to the region boundary, making the segmentation
more challenging.
We test three different settings for the proposed method, using 1) only CRF-
regularized proposals, 2) only size-constrained proposals, and 3) both CRF-
regularized and size-constrained proposals. For the two settings using size-
constrained proposals, we define size bounds of different tightness by adding
or substracting a relative percentage  ∈ {0%, 10%, 20%, 40%} of the real fore-
ground size: [Smin, Smax] = [(1− )×Sreal, (1 + )×Sreal]. Hence,  = 0 imposes
the predicted segmentation to have the same size as the ground truth.
To get an upper bound on performance, we trained our segmentation model
using fully-annotated images and call this baseline fully-supervised in the results.
We also test the penalty approach [10] presented in Section 3.2, using the same
network architecture, seeds and partial cross-entropy loss as for our method. As
described before, this approach estimates the foreground size by summing the
probabilities predicted for this region over the whole image, and then applies a
squared-error loss on the difference between the estimated size and the lower or
upper size bounds.
The performance of segmentation models is evaluated using the 3D Dice sim-
ilarity coefficient (DSC). This well-known metric measures the overlap between
the predicted segmentation S and ground truth mask G, as
DSC(S,G) =
2|S ∩G|
|S|+|G| . (14)
4.2. Implementation details
For all experiments on the ACDC dataset, we followed [10] and used ENet
[35] as our segmentation architecture. This lightweight network, which has been
used in urban segmentation and medical imaging, gives a good trade-off between
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accuracy and inference speed. We trained the network from scratch with SGD
using the Adam optimizer and a batch size of 8. As in [10], 3D volumes are
segmented slice-by-slice using images of size 256× 256 as input to the network,
without data augmentation. The initial learning rate was set to 5× 10−4 and
decreased by a factor of 4 every 50 epochs for a total of 250 training epochs.
For CRF regularization, we used λ = 100 for all experiments and selected a
different σ to account for contrast differences between the left-ventricle (LV)
and right-ventricle (RV): σ = 10−4 for LV and σ = 10−5 for RV.
For the PROMISE dataset, we employed the Unet architecture with 15 lay-
ers, batch normalization and ReLU activation. This architecture is one of the
most popular models for segmentation, especially for tasks related to bio-medical
imaging. While batch normalization was not used in the original work, our ex-
periments showed it to significantly improve training speed and stability. We
trained the network from scratch using the Adam optimizer with a weight de-
cay of 10−4 and a batch size of 4. The initial learning rate was set to 10−4
and decreased by a factor of 5 every 50 epoch for a total of 250 epochs. Since
this segmentation task is more challenging, to have a good performance for the
fully-supervised baseline, we performed the following data augmentation proce-
dure: images resized to 256× 256 pixels, followed by random rotation, random
crop, and random flip. CRF regularization parameters were set to λ = 1000
and σ = 10−6.
The same value was employed for ADMM penalty parameters of our CRF + size
method (i.e., µ̂ = µ˜). This value, as well as the value of the penalty method
parameter µ, were selected for each segmentation task using grid search. Unless
specified otherwise, we report for all methods the results obtained using the
best value found for these parameters.
5. Results
In this section, we evaluate the performance of the proposed strategy for
weakly-supervised segmentation and compare it to the penalty method in [10],
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Method LV RV Prostate
Fully-supervised 0.927 0.870 0.873
Ours (CRF only) 0.862 0.677 0.769
Size bound:
( = 0%)
Penalty [10] 0.813 0.529 0.588
Ours (size only) 0.871 0.598 0.760
Ours (CRF + size) 0.901 0.730 0.807
Size bound:
( = 10%)
Penalty [10] 0.840 0.570 0.621
Ours (size only) 0.844 0.617 0.766
Ours (CRF + size) 0.884 0.719 0.795
Size bound:
( = 20%)
Penalty [10] 0.833 0.498 0.583
Ours (size only) 0.845 0.600 0.760
Ours (CRF + size) 0.872 0.734 0.809
Size bound:
( = 40%)
Penalty [10] 0.826 0.582 0.515
Ours (size only) 0.827 0.570 0.758
Ours (CRF + size) 0.879 0.691 0.771
Table 2: Mean 3D Dice of tested methods on validation images for left ventricle (LV) and
right ventricle (RV) segmentation of the ACDC dataset and prostate segmentation of the
PROMISE dataset. For the penalty method and our method using size proposals (size only
or with CRF), we report accuracy for different foreground size bounds defined by .
which is the closest to our work. We also assess the benefit of using CRF-
regularized and size-constrained proposals for training the network, and measure
segmentation accuracy for different size bounds. Last, we evaluate the impact
of the ADMM penalty parameter on results.
5.1. Segmentation performance
Table 2 reports the results of our discretely-constrained method under three
settings, i.e. using only CRF-regularized proposals, only size-constrained pro-
posals, or both types of proposals, comparing them to the penalty method in
[10] and the fully-supervised baseline. Overall, the proposed method achieves
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LV (validation) Prostate (validation)
Figure 3: 3D Dice on validation images of the ACDC (LV) and PROMISE prostate datasets
during training. Note: foreground size bounds corresponding to  = 10% are employed for the
penalty method and our method using size proposals (size only or with CRF).
a higher mean 3D Dice than the penalty approach for the same size bounds.
This improvement ranges from 4-5% in the case of LV to nearly 20% for the
RV and prostate segmentation tasks, and is consistent across nearly all tasks
and configurations. We then examine the impact of using image-specific size
constraints with different , when no CRF regularization is used (i.e., size only).
As bounds on the size become less restrictive (i.e., larger ), the segmentation
performance of the proposed method degrades, resulting in a decrease of 3-4%
with respect to the setting with  = 0%. This indicates that an accurate size
estimation can help improve segmentation in a weakly-supervised setting.
We also observe that employing a regularization prior jointly with size con-
straints (i.e., CRF + size) leads to a better performance, with DSC improve-
ments of 3% to 15% compared to using only size proposals. Improvements are
particularly important for the RV segmentation task which presents a more
complex shape (i.e., curved and narrow) than LV or prostate, suggesting that
imposing size constraints alone is not sufficient to get a satisfactory segmentation
on certain structures. By including the CRF regularization, the segmentation
is attracted towards the target contours, resulting in higher 3D Dice. The ben-
efits of combining both priors can also be appreciated when comparing against
the model with only CRF regularization. A drawback of CRF regularization
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is its sensitivity to parameter λ, which should normally be tuned per image to
avoid under- or over-segmentation. Adding a size prior adds robustness to this
parameter, even when size constraints are less restrictive. Particularly, results
show an accuracy boost of 3-5% over CRF-regularization alone when employing
tight bounds ( = 0%), and a gain of 1-2% when bounds are loosest ( = 40%).
The 3D validation Dice of tested methods during training is depicted in Fig.
3 for the LV and prostate segmentation tasks. Compared to the penalty strat-
egy, the proposed method converges faster and generally shows a more stable
behaviour. This underlines the importance of proposals to guide the network
in the beginning of training, when images are partly labeled. Interestingly,
the highest validation accuracy of our method is obtained early in the training
(epoch 50).
Figure 4 illustrates the evolution of the CRF-regularized proposal, size-
constrained proposal and network prediction at different epochs for a training
image. We observe that the CRF proposal, although not perfect, plays an im-
portant role in the beginning. As training progresses, the size proposal then
helps correct errors of the CRF by constraining the foreground size. At conver-
gence, the network prediction and proposals are nearly identical. As mentioned
above, the best segmentation is obtained before convergence occurs (see epoch
10 in the figure).
5.2. Qualitative evaluation
Visual results of tested methods for the three segmentation tasks are depicted
in Fig. 5. We observe that incorporating only size constraints during training
might be insufficient to segment complex structures in a weakly-supervised sce-
nario, regardless of the method used. For example, in the RV segmentation
task (middle two rows), both the penalty approach and our method with only
size proposals produce segmentation masks which are not well aligned with the
image target boundaries, although their size are similar to the ground truth.
Nevertheless, imposing discrete size constraints helps generate contours whose
sizes are closer to the real target size, as shown in the last row of the figure.
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GT CRF proposal Size proposal Network output
Figure 4: Evolution of the CRF-regularized proposal (ŷ), size-constrained proposal (y˜) and
network output at different training stages of our CRF + size method for  = 0. From top to
bottom: epoch= 0, epoch= 2, epoch= 10 and epoch= 250.
Inspecting the contours obtained by our model using only CRF regularization,
we observe that they better match the target boundaries. However, the well-
known shrinking bias problem of CRFs make this model under-segment regions
in some cases (e.g., see first two rows). The proposed model can overcome this
issue by integrating both size and CRF regularization priors.
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GT Penalty [10]
Ours
(CRF only)
Ours
(size only)
Ours
(CRF + size)
Figure 5: Visual comparison of tested methods on validation images for size bounds corre-
sponding to  = 10%. Top two rows: ACDC left ventricle (LV). Middle two rows: ACDC
right ventricle (RV). Bottom two rows: PROMISE prostate.
22
LV (train) LV (validation)
Figure 6: Ratio between predicted and real foreground size during training, while using size
bounds corresponding to  = 10% (dashed lines). Solid lines correspond mean value and
light-colored intervals to standard deviation.
5.3. Constraint satisfaction
In Fig. 6, we evaluate our method’s ability to satisfy imposed constraints.
We consider size bounds corresponding to  = 10% and compute the ratio
between the size of the predicted segmentation and the real foreground size for
the different model settings. We first observe that the model with only CRF
regularization (green curve) does not control the size of the foreground, as its
predictions are pushed towards the visible boundaries in the image regardless
of the target size. While the penalty approach (blue curve) converges to a
mean ratio within size bounds, its behaviour remains unstable and generates
segmentations whose size lies outside the imposed bounds, both during training
and validation. On the other hand, if the size constraints are imposed in the
discrete domain, the ratio between predicted and real sizes is also located within
the bounds, but follows a more stable regime. This pattern is also observed in
the configuration with both size and CRF priors (red curve). However, this
configuration converges faster to predictions satisfying constraints, particularly
in the validation set.
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Method µ̂= µ˜ LV RV Prostate
CRF only
0.01 0.798 0.541 0.703
0.1 0.825 0.594 0.744
1 0.862 0.677 0.769
10 0.828 0.675 0.768
Size only
( = 0)
0.01 0.797 0.548 0.695
0.1 0.814 0.598 0.741
1 0.871 0.576 0.760
10 0.724 0.341 0.645
CRF + size
( = 0)
0.01 0.783 0.549 0.744
0.1 0.835 0.604 0.740
1 0.878 0.722 0.756
10 0.901 0.730 0.807
Table 3: Mean 3D Dice obtained with different values for the ADMM penalty parameters µ̂
and µ˜. For our CRF + size method, we used the same value for both parameter (i.e., µ̂ = µ˜).
Tight bounds on foreground were employed for these results (i.e.,  = 0).
5.4. Impact of the ADMM penalty parameter
As last experiment, we measure the sensitivity of our method to the ADMM
penalty parameters µ̂ and µ˜. As described in Section 3.4, these parameters
control the trade-off between the constraint satisfaction loss (i.e., quadratic
penalty term) and the supervised loss (i.e., partial cross-entropy). For our
CRF + size method, the same value was used for both penalty parameters. Table
3 gives the mean 3D Dice obtained by the three settings of our method for
different values of the penalty parameter. While the optimal value varies from
one setting to the other, i.e. the best value for CRF only and size only is 1 while
it is 10 for CRF + size, the best value for a given setting seems stable across
different segmentation tasks.
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6. Discussion and conclusion
We presented a novel method for training a CNN with discrete constraints
and regularization priors. This method uses ADMM to split the continuous op-
timization of network parameters with SGD from the computation of discrete
segmentation proposals. By incorporating both constraints and regularization
priors, the network can be trained efficiently with weak annotations. We applied
the proposed method to the segmentation of cardiac structures and prostates
from MRI data, using partially-labeled images and bounds on the foreground
size. Experiments show our method to provide significant improvements com-
pared to the penalty approach of [10], in terms of segmentation accuracy, con-
straint satisfaction and convergence speed.
One of main advantages of our method compared to the optimization of
constraints directly within a gradient-based framework is its ability to perform
large steps in the solution space, with guaranteed optimality. However, this
can also lead to instability during training (e.g., pixels in the discrete proposals
oscillating between the foreground and background classes) if the penalty term
is too strong. As described in [29], a possible way to alleviate this problem
is to update the ADMM penalty parameter dynamically during training, for
example starting with a smaller value and increasing it over epochs. Another
important advantage of decoupling the supervised loss from priors with propos-
als is the possibility to train the network with batches containing 2D images
sampled from different 3D volumes, which is much more challenging in direct
optimization approaches like the penalty method. It also enables incorporating
more complex constraints and regularization priors in the learning process, a
promising research direction that we will investigate in future work.
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