Abstract: While the Errors-In-Variables (EIV) Model has been treated as a special case of the nonlinear GaussHelmert Model (GHM) for more than a century, it was only in 1980 that Golub and Van Loan showed how the Total Least-Squares (TLS) solution can be obtained from a certain minimum eigenvalue problem, assuming a particular relationship between the diagonal dispersion matrices for the observations involved in both the data vector and the data matrix. More general, but always nonsingular, dispersion matrices to generate the "properly weighted" TLS solution were only recently introduced by Scha rin and Wieser, Fang, and Mahboub, among others. Here, the case of singular dispersion matrices is investigated, and algorithms are presented under a rank condition that indicates the existence of a unique TLS solution, thereby adding a new method to the existing literature on TLS adjustment. In contrast to more general "measurement error models," the restriction to the EIV-Model still allows the derivation of (nonlinear) closed formulas for the weighted TLS solution. The practicality will be evidenced by an example from geodetic science, namely the over-determined similarity transformation between di erent coordinate estimates for a set of identical points.
Introduction
Models equivalent to the Errors-In-Variables (EIV) Model have been used (at least) since Pearson (1901) for the tting of straight lines and planes when all variables have been observed. For the longest time, the so-called nonlinear Gauss-Helmert Model (GHM) would have been applied, in conjunction with iterative linearization, in order to generate the standard LEast-Squares Solution (LESS); see, e.g., Helmert (1907) . But, in 1980, Golub and Van Loan proved that, under the assumption of diagonal dispersion matrices for the data vector as well as for the vectorized data matrix, their Total Least-Squares (TLS) solution may equivalently be obtained from a certain minimum eigenvalue problem, where the weight matrices are chosen to be proportional to the inverse dispersion matrices in the manner shown in Eq. (3) below.
Since the seminal paper by Golub and Van Loan (1980) , various attempts have been made to generalize their form of "element-wise weighting"; see, e.g., Markovsky et al. (2006) . But only Scha rin and Wieser (2008) succeeded in overcoming the "element-wise weighting" limitation, allowing for fairly general dispersion matrices, one of which would be positive-de nite and the other the Kronecker-Zehfuss product of two nonnegative-de nite matrices. The latter restriction was eventually overcome by Fang (2011) and Mahboub (2012) whose TLS algorithms allowed both dispersion matrices to be of a general structure, but positive-de nite.
Meanwhile, however, Neitzel and Scha rin (2013) had found a criterion for the uniqueness of the standard LESS within a linearized GHM even in the case of singular dispersion matrices. After adapting this criterion to the EIVModel, two novel algorithms will be presented in the following that will allow computation of the TLS solution within an EIV-Model even if both dispersion matrices are singular, i.e., positive-semide nite, thereby enriching the existing literature on methods for TLS adjustment.
In Section 2, a brief review of the TLS solution within EIV-Models with positive-de nite dispersion matrices will be presented that covers both Fang's and Mahboub's algorithms. Then, in Section 3, novel algorithms will be presented that are able to generate the TLS solution even for singular dispersion matrices as long as the suitably adapted uniqueness criterion of Neitzel and Scha rin (2013) is ful lled. The practicality of the new algorithm will then be shown, in Section 4, by handling the case of an over-determined similarity transformation. Conclusions and an outlook will conclude this contribution.
The Errors-In-Variables model with general positive-de nite dispersion matrices: a Lagrangian approach
The model, commonly known as the Errors-In-Variables (EIV) Model, can be de ned as
where y is the n × observation vector, A the n × m (random) data matrix of coe cients, E A the associated n × m (unknown) random error matrix, ξ the m × (unknown) parameter vector, ey the n × (unknown) random error vector associated with y, e A the nm × vectorized form of the error matrix E A , and σ the (unknown) variance component.
Moreover,
Qy is the n × n symmetric positive-de nite cofactor matrix of ey, with Py := Q − y as the corresponding weight matrix, and Q A is the nm × nm symmetric positive-de nite cofactor matrix of e A , with P A := Q − A as the corresponding weight matrix.
Note that this model is slightly di erent from the one used by Scha rin and Wieser (2008) who assumed
where Q and Qx are symmetric nonnegative-de nite matrices such that the inverse
for the TLS solutionξ . It is certainly more general than the model by Golub and Van Loan (1980) who allowed only "element-wise weighting" in the sense that
with Tm tm+ := T and D as nonsingular diagonal matrices (cf. Snow (2012, pg. 22) ). Here, ⊗ denotes the Kronecker-Zehfuss product of matrices, which is de ned by
Some of the basic rules include
tr(G ⊗ H) = (tr G) · (tr H) if both matrices are symmetric.
Moreover, the factors of the Kronecker-Zehfuss product can be switched by applying suitable "commutation matrices," in accordance with Magnus and Neudecker (2007) , leading to
and speci cally to
if g is a vector. The "commutation matrix" can also be interpreted as a "vec-permutation matrix" in the sense of
Now, the task consists in nding the Total LeastSquares (TLS) solution for the EIV-Model in Eqs. (1a) and (1b). For this purpose, a Lagrangian approach will be applied that is based on the following Lagrange target function
which depends on the n × vector λ of Lagrange multipliers and needs to be made stationary while maintaining a minimum for the rst two terms. Then, the Euler-Lagrange necessary conditions are obtained as:
since Q is nonsingular if Qy is positive-de nite. Also, the su cient condition holds true, as both Py and P A are positive-de nite.
The corresponding "nonlinear normal equations" now follow from Eq. (8c) and Eq. (9), in combination with Eq. (8b), as:
with the update
for the next iteration. This results in the algorithm suggested by Fang (2011) , here labeled Algorithm 1; see also Xu et al. (2012) for a similar scheme to Eq. (10a), which could already be found in Fang (2011) .
Algorithm 1: (according to Fang):
Step 1: SetẼ
Step 2: For i ∈ N, compute
Step 3: Stop when λ (i) −λ (i− ) < δ and ξ (i) −ξ (i− ) < δ for a chosen threshold δ.
In contrast to Algorithm 1, Mahboub (2012) started with applying the "vec-permutation matrix" to the righthand side of equation Eq. (8c) so that Eq. (9), in conjunction with Eq. (8b), leads to the following sequence of identities:
and consequently to the next algorithm, here labeled Algorithm 2.
Algorithm 2: (according to Mahboub):
Step 1:
Note that "Mahboub's algorithm" does not make explicit use ofẽ A orẼ A , but requires the inversion of a nonsymmetric matrix such as (A T +R )Q − A in every iteration, the invertibility of which should be ensured since A has full column rank.
On the other hand, in case of "Fang's algorithm," there might be a slim chance for the matrix A −Ẽ A to have a lower rank than A itself, in which case the regular inverse of (A −Ẽ A ) T Q − (A −Ẽ A ) might be replaced by the "pseudoinverse," for instance.
The case of singular dispersion matrices Q y and Q A Interestingly, the TLS solution within an EIV-Model may still be unique even in the case of singular dispersion matrices Qy and Q A . This possibility had already been established by Scha rin and Wieser (2008) who, however, had to assume a Kronecker product structure for Q A . Meanwhile, Neitzel and Scha rin (2013) succeeded in deriving a criterion that indicates such uniqueness of the LESS within the (more general) GH-Model, de ned by
where the function b maps R m+k into R n . Using µ Y as an approximation for µ Y := Y − e, the nonlinear GH-Model Eq. (12) can be linearized into
or, even more compactly, into
with e ∼ ( , σ Q).
According to Neitzel and Scha rin (2013) , the least-squares residual vectorẽ within the GH-Model Eqs. (14a) and (14b) will now be unique if and only if the rank condition
is ful lled. In addition, the LESSξ will also be unique if and only if rk A = m < n. The criterion Eq. (15) nicely generalizes a well known result for the Gauss-Markov Model where B is replaced by In.
The translation of the criterion Eq. (15) to the EIV-Models requires the knowledge of the matrices involved, particularly 
for any symmetric positive-de nite matrix S and
as in Eq. (8e). Consequently, by introducing the vector
the system Eq. (10) can be given the extended form
and nally, after adding
to the upper part, with R from Eq. (11), and introducing
while preserving its symmetry, the equation system reads
Since Q is invertible under the rank condition Eq. (17a), the system Eq. (21) can be solved successively as follows:
and:
resulting in the reduced system of equations
from which the nal identities are obtained as
This and, from Eqs. (20a) and (20b), the identity
lead to the novel algorithm of Mahboub type for singular dispersion matrices that ful ll the rank criterion Eq. (17a).
Algorithm 3: (of Mahboub type):
Step 2: For i ∈ N and a chosen matrix S, compute
An alternative algorithm of Fang type may be based on a di erent modi cation of the system Eq. (10); by adding
for any chosen symmetric, positive-de nite matrix S, to the upper part, rst the identities
result and nally the formal TLS solution
and
In the following, the new algorithms 3 and 4 will be applied to a typical problem in geodetic science where indeed Q turns out to be singular, but Q (and Q ) are nonsingular.
Algorithm 4: (of Fang type):
Step 1: SetẼ ( )
Example: 2-D similarity transformation
In the 2-D similarity transformation problem, four parameters are estimated for the purpose of transforming estimated coordinates from a source system (here labeled xy-coordinate system) to a target system (here labeled XY-coordinate system). The estimation requires redundant data consisting of observed (or previously estimated) coordinates in both systems at common reference points, together with the associated cofactor (scaled dispersion) matrices Qxy and Q XY for the source and target systems, respectively. Since the observed coordinates and their cofactor matrices come from di erent sources, it is assumed that there is no cross-correlation between them. The four parameters for the 2-D similarity transformation are ξ , ξ for the translation of the coordinate frame, α for the rotation angle, ω for the scale factor.
To transform the problem into a (quasi)linear one, two additional intermediary parameters are de ned as ξ := ω cos α and ξ := ω sin α. The vector of unknown parameters to be estimated is then ξ = ξ , ξ , ξ , ξ T .
The EIV model for the 2-D similarity transformation with n/ pairs of observed points in both source and target coordinate systems is given by
The random errors are distributed as
with
(30d) The relationship between the nonzero blocks of Q A and the cofactor matrix Qxy from the source coordinatesystem is determined as follows: De ne a × blockdiagonal transformation matrix T of dimension n × n such that a = Ta , where a and a are the third and fourth columns, respectively, of the data matrix A = a , a , a , a . The matrix T is then given by
where the matrix T ′ obviously occurs n/ times in the Diag argument. Note that T is orthogonal, and thus
Applying the law of variance propagation leads to the following expressions for the non-zero blocks of Q A in terms of Qxy:
With the help of Eq. (32), the matrix of combined cofactors
can be readily expressed in terms of the cofactor matrices Q XY and Qxy as
whereξ andξ are the third and fourth elements, respectively, of the (weighted) TLS estimatorξ .
As shown in Snow (2012) , the total sum of squared residuals (TSSR) is computed by
Then a suitable approximation for the estimated variance componentσ is given by dividing the TSSR by the model degrees of freedom (or redundancy) as in
where the redundancy r is de ned as r := n − rk A, or as r = n − m if A has full column rank m as assumed here (cf. Scha rin et al., 2012) . The data for the 2-D similarity transformation are taken from Neitzel and Scha rin (2013) . They are comprised of 2-D coordinates of ve stations from both the source and target systems, together with their associated cofactor (scaled dispersion) matrices, both of which are fully populated and singular. It is noted again that the source and target data are not correlated with each other. The coordinates are listed in Table 1 . The cofactor matrices are listed in Snow (2012) .
Both × source and target cofactor matrices Qxy, resp. Q XY have the rank of seven, and, when incorporated into the × matrix Q of Eq. (34), the resulting matrix Q is found to have rank eight. However, the adapted Neitzel/Scha rin rank condition Eq. (17a) is still satis ed. Thus the problem can be solved with either Algorithm 3 or Algorithm 4.
Using a convergence tolerance δ = . × − for Step 3, Algorithm 3 converged in ve iterations, whereas Algorithm 4 took four iterations to converge. Both algorithms generated the same solution, at least to the precision shown in Tables 2 and 3 , which list the estimated parameters and predicted residuals, respectively. A TSSR value of Ω = .
was computed using Eq. (35b). Considering the system redundancy of r = , the estimated variance component is then computed using Eq. (36) aŝ σ = Ω/r = ( . ) = . . In addition to the tabulated residuals in Table 3 , the total predicted error matrix
reveals interesting features of the weighted TLS algorithms. A comparison between this matrix and equation Eq. (30a) shows that the structure of the data matrix A has been replicated exactly in the residual matrixẼ A . The rst two columns of both matrices contain only zeros. The structure of the last two columns ofẼ A is highlighted by drawing a box around the rst two rows. This replication of structure in the residual matrix had already been pointed out by Fang (2011 ), Mahboub (2012 ), and Scha rin et al. (2012 , for EIV-models with dispersion matrices having full rank. The property holds here as well in the new algorithms that handle rank-de cient dispersion matrices.
The points are plotted in a 2-D map in Fig. 1 , where the dotted lines represent a grid for the adjusted coordinates (x −ẽx, y −ẽy) in the source system, and the dash-dotted lines represent a (rotated) grid for the adjusted coordinates (X−ẽ X , Y −ẽ Y ) in the target system. The origin of the source system has coordinates (ξ ,ξ ) in the target system.
Conclusions and outlook
In this contribution, we have presented two novel algorithms that can compute the TLS estimator within the EIV-Model with singular dispersion, resp. cofactor matrices, provided that the adapted Neitzel/Scha rin criterion Eq. (17a) for uniqueness is satis ed. The new TLS algorithms, of type Fang and Mahboub, respectively, extend opportunities for usage of the EIV-model in the presence of singular dispersion matrices, and the fact that the presented algorithms are valid for both cases of singular and nonsingular dispersion matrices makes them quite exible.
The addition of a second variance component to the EIV-Model should be explored in future work. Such an extension to the model would be particularly useful in the case where the relative precision between the dispersion matrices for the observation vector and the data matrix is not well known.
Whether the extension of the methodology, as presented here, to more general "measurement error models" turns out promising (or rather not), may also be decided after further investigations. 
