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ABSTRACT 
          Broadband dielectric spectroscopy is a powerful technique for understanding the 
dynamics in supercooled liquids. It generates information about the timescale of the 
orientational motions of molecular dipoles within the liquid. However, dynamics of 
liquids measured in the non-linear response regime has recently become an area of 
significant interest, because additional information can be obtained compared with linear 
response measurements.  
          The first part of this thesis describes nonlinear dielectric relaxation experiments 
performed on various molecular glass forming-liquids, with an emphasis on the response 
at high frequencies (excess wing). A significant nonlinear dielectric effect (NDE) was 
found to persist in these modes, and the magnitude of this NDE traces the temperature 
dependence of the activation energy. A time resolved measurement technique monitoring 
the dielectric loss revealed that for the steady state NDE to develop it would take a very 
large number of high amplitude alternating current (ac) field cycles. High frequency 
modes were found to be ‘slaved’ to the average structural relaxation time, contrary to the 
standard picture of heterogeneity. Nonlinear measurements were also performed on the 
Johari-Goldstein β-relaxation process. High ac fields were found to modify the 
amplitudes of these secondary modes. The nonlinear features of this secondary process 
are reminiscent of those found for the excess wing regime, suggesting that these two 
contributions to dynamics have common origins. 
          The second part of this thesis describes the nonlinear effects observed from the 
application of high direct current (dc) bias fields superposed with a small amplitude 
ii 
  
sinusoidal ac field. For several molecular glass formers, the application of a dc field was 
found to slow down the system via reduction in configurational entropy (Adam-Gibbs 
relation). Time resolved measurements indicated that the rise of the non-linear effect is 
slower than its decay, as observed in the electro-optical Kerr effect. A model was 
discussed which quantitatively captures the observed magnitudes and time dependencies 
of the NDE. Asymmetry in these rise and decay times was demonstrated as a 
consequence of the quadratic field dependence of the entropy change. It was 
demonstrated that the high bias field modifies the polarization response to the field, even 
including the zero field limit.  
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Chapter 1 
Introduction 
          One of the unsolved problems of condensed matter physics is related to glass 
transition phenomena, which occurs due to structural arrest of a liquid structure while 
cooling down a liquid below its melting point (Tm) fast enough so that crystallization can 
be avoided.
1
 Below its melting point, the liquid enters into a metastable supercooled state 
where its structural relaxation time (τ) or viscosity (η) grows rapidly with lowering 
temperature. Further cooling results in a relaxation time which becomes experimentally 
inaccessible. At that point the resulting sample behaves like a solid on an experimental 
timescale although its structure has not been changed much. Usually this seemingly 
liquid to solid like transition often termed as glass transition, which for convenience is 
usually defined as a point where liquids relaxation time reaches 100s or its viscosity 
achieves a value around 10
13 
Poise. But unlike liquid to crystal transformation (which is a 
first order phase transition), the glass transition cannot be considered as a true 
thermodynamic transition
2
 as it depends on the cooling rate. Fig. 1.1 illustrates the 
cooling rate dependence of the glass transition phenomena. Smaller cooling rate provides 
an opportunity for the molecules to return to the equilibrium. Hence glass transition 
temperature is lower in that case (glass 2 in Fig. 1.1).  
 2 
  
                                  
Fig. 1.1: A Volume / Enthalpy vs. Temperature plot showing three distinct regions of a 
glass-forming liquid while cooling from a liquid state. Depending on the cooling rate the 
glass transition will occur either at temperatures Tg,1 or Tg,2. Equilibrium supercooled 
liquid line below Tg is shown via dotted line which cuts the crystal line at Kauzmann 
temperature, TK. The relaxation of the high enthalpy glassy state towards low energy 
value with time (physical aging) is indicated by the green arrow. (taken from Hecksher 
[2011]
3
) 
 
This ‘glass transition’ phenomenon is associated with some generic features independent 
of the chemical bonds involved (metallic, polymeric, molecular glass formers) which 
make its description challenging from a theoretical perspective. In this chapter focus will 
be on these facts from a phenomenological point of view. 
1.1 Generalized features of glass transition 
A. Non-Arrhenius temperature dependence of structural relaxation time 
The glass transition is not only remarkable in the sense that structural relaxation time 
spans over almost 14 decades in the temperature range starting from Tm to close to the 
glass transition temperature (Tg), it is the temperature dependence of the structural 
Physical 
aging 
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relaxation time in the supercooled phase that is also puzzling. For example, in Fig. 1.2, 
the temperature dependence of structural relaxation timescale of Diethyl phthalate (DEP) 
is shown. 
 
Fig. 1.2: Temperature dependence of structural relaxation timescale for Diethyl phthalate 
is presented. The solid fit lines are based on Eq. (1.1). While VFTLT describes the 
experimental data well in low temperature regime, VFTHT captures the high temperature 
data. 
 
It is quite evident from the figure that structural relaxation grows in super-Arrhenius 
fashion with decreasing temperature. It indicates that in the supercooled state, the barrier 
height (or activation energy, Ea) is no longer a temperature independent quantity. The 
dramatic increase in viscosity can then be thought of as a manifestation of a mechanism 
which is collective in nature. Most often this temperature dependence of structural 
relaxation time or viscosity has been fitted with an empirical Vogel-Fulcher-Tammann 
(VFT) equation
4
: 
                                                               
 
    
                                           Eq. (1.1) 
where τ(T) is the relaxation time at temperature T,    is the high temperature limit 
relaxation time, B is a constant and To is the Vogel-Fulcher temperature. The above 
 4 
  
mentioned VFT equation suggests a divergent time scale at a finite temperature T0 and 
therefore indicates some sort of underlying phase transition. When T0 is zero, the 
Arrhenius equation is obtained and then B reflects the value equal to E/kB where E is 
activation energy, kB represents Boltzmann constant. Although the VFT equation can 
describe the temperature dependence of structural relaxation for a wide range of 
timescales, a single VFT fit usually does not perform that well in the high temperature 
limit (Fig. 1.2).  
       Angell classified supercooled liquids based on their rate at which they approach 
towards glass transition temperature (fragility, m).
5
 The kinetic fragility is defined as: 
                                  
        
  
                                                 Eq. (1.2) 
 A liquid is called “strong” if it follows a straight line in the Angell plot (logη vs. Tg/T) 
which corresponds to Arrhenius temperature dependence. Similarly, a “fragile” liquid 
will show a curvature in the plot. A larger temperature dependence of Eapp means a higher 
value of fragility index of the liquid (Fig. 1.3)
6
. A higher value of the constant B in Eq. 
(1.1) corresponds to a stronger liquid.  
 
 5 
  
                        
Fig. 1.3: Strong-fragile classification of supercooled liquids is shown by plotting 
logarithm of structural relaxation timescale against a reduced temperature scale (Tg/T). 
The dashed line indicates the Arrhenius temperature dependence. The steepness index 
(m) which can be obtained from the slope of the red line represents the fragility value. 
[taken from Ref. 6] 
 
B. Non-exponential response of the structural relaxation process 
           Deviations from exponential response functions for the primary relaxation process 
are a ubiquitous feature in the dynamics of supercooled liquids. This non-exponential 
nature of the correlation function has been observed in different experiments and in 
widely different systems
7
. Although liquid relaxation seems to be exponential above the 
melting temperature, the relaxation becomes more and more non-exponential as it 
approaches near the glass transition region. This response has been captured with a single 
parameter empirical function (stretched exponential), namely the Kohlrausch-Williams-
Watts function (KWW)
8
. It can be written in the following form: 
                                                                                                             Eq. (1.3) 
Strong 
Fragile 
m 
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Here      describes the relevant normalized correlation function depending on the 
experiments used and      value in general lies between 0 and 1. The smaller the value 
of     , larger the deviation from the exponential response (dispersive relaxation). In 
the frequency domain representation, this stretched exponential relaxation appears as an 
asymmetric loss peak. Cole-Cole, Cole-Davidson and Havriliak-Negami functions are 
useful in that case which will be described later. The origin of this non-exponential 
relaxation in supercooled molecular liquids is believed to be due to the existence of 
‘dynamical heterogeneity’9,10within the sample. ‘Dynamic heterogeneity’ refers to a 
situation where different regions (domains) in a liquid sample relax at different rates 
(spatially varying time scales) at the same time and hence producing a broad distribution 
of relaxation times (Fig. 1.4a) . Although each domain relaxes with a different timescale, 
their ensemble average turns out to be non-exponential which one observes 
macroscopically (Fig. 1.4b). A non-exponential decay function ϕ(t) can be thought of as a 
superposition of exponential functions with a distribution of relaxation times, g(lnτ). 
Mathematically this can be written as follows: 
                               
 
 
      
 
  
  ;                    
 
  
            Eq. (1.4)         
           There are many experimental results ranging from NMR
12
, dielectric-hole 
burning
13
, solvation dynamics
14
, photo-bleaching technique
15
, single molecule studies
16
 
in support of the idea of dynamic heterogeneity. 
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Fig. 1.4a: Schematic representation of a spatio-temporal heterogeneity within a 
supercooled liquid sample which produce a broad distribution of relaxation times. The τ 
values represent the dynamics of the host molecules reported by the probe molecules 
(taken from Kaufmann
11
) 
 
 
Fig. 1.4b: Extreme picture of spatial heterogeneity in supercooled liquids where each 
domain relax in an exponential fashion, but the overall observation (ensemble average) of 
the response function, ϕ(t), shows non-exponential behavior. 
 
          This heterogeneous distribution of relaxation times is not only responsible for non-
exponential response in glass forming liquids, but also believed to be the cause behind 
the violation of the Stokes-Einstein relation
17,18
(Dτ = constant, where D and τ stand for 
self-diffusion coefficient and structural relaxation time, respectively, at thermal 
equilibrium) often observed in liquids in their supercooled state (Fig. 1.5a)
19
. 
Enhancement of translational diffusion by more than two orders of magnitude or higher 
compared to rotational motions has been observed in low molecular weight glass formers 
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and polymers. A plethora of research has been carried out to understand the true nature of 
the dynamically heterogeneous regions (especially its length scale and time evolution).  
           A most obvious question that comes to mind whether there is any connection 
between the above mentioned two generalized features (non-exponential relaxation and 
non-Arrhenius temperature dependence). Bӧhmer et al.20 tried to find a correlation 
between the non-exponential parameter β and the fragility parameter m. They looked at 
existing data of 70 different glass formers obtained from various experimental procedures 
and found a rough correlation between these two parameters (Fig. 1.5b). In general a 
higher fragility value corresponds to a larger departure from exponential relaxation 
(smaller β value). Often β values close to 0.5 have been found for fragile liquids near 
their Tg.  
 
Fig. 1.5a: Decoupling between viscosity (solid line) and self-diffusion coefficient 
(symbols) in supercooled OTP. The dashed line shows a fit with a ‘‘fractional’’ Stokes-
Einstein relation Ds ~ (T/η)
ζ
 with ζ = 0.82 instead of the ‘‘normal’’ value ζ = 1 which 
holds only at high temperatures.(taken from Ref. 19) 
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Fig. 1.5b: Correlation of fragility m vs. stretching exponent β for variety of glass-forming 
liquids. The dashed line indicates the minimum value of fragility. The solid lines are 
based on Equation 6 in Ref. 20. 
 
C. Thermodynamic signatures of glass transition  
          Most thermodynamic studies of vitrification deal with evolution of the system’s 
macroscopic properties as a response to heat flow. Isobaric heat capacity is often 
measured experimentally using Differential Scanning Calorimetry (DSC) techniques, 
which shows a significant drop in its value near the glass transformation range while 
cooling. ΔCp, the heat capacity step, is defined as the difference between Cp of the liquid 
and that of the glass (Fig. 1.6). This type of discontinuity has been also observed in 
thermal expansivity and compressibility measurements. This is another way of finding 
glass transition temperature. Although the transitions looks like a second order phase 
transition, one has to keep in mind that glass is not in thermal equilibrium. Also, the 
transition temperature depends on its thermal history
2
.  
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Fig. 1.6: Specific heat (Cp) vs. Temperature at the glass transition temperature. Specific 
heat drops in a gradual fashion at the dynamical glass transition region and the difference 
between the heat capacities of liquid and glassy states is usually referred to as ΔCp at 
glass transition. ΔCp of crystallization can be obtained by taking the difference between 
the heat capacity values of liquid and crystal state at the melting temperature, Tm. 
 
          It is interesting to explore the nature of the entropy function. It is because one of 
the useful approaches to look at the glass transition is based on the energy landscape of 
the liquid.  When such materials are cooled down to near Tg, atomic rearrangements 
become too slow and the material is thought to be trapped in one of many local energy 
minima which has an excess of energy and entropy with respect to the equilibrium state. 
While thermodynamics is mainly concerned with the number of energy minima and the 
corresponding multiplicity of configurations, a kinetic approach is more interested in the 
rate of transition between energy minima. How these two behaviors are connected, if 
there is any connection, is a central question to the glass transition phenomena. It is 
therefore important to observe how entropy varies with temperature while undergoing the 
glass transition. Entropy can be derived from heat capacity data (from adiabatic 
calorimetry measurements) by integrating w.r.t. temperature (Fig. 1.7a)
 21
.  
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Fig. 1.7: a) Entropy is shown as a function of temperature for o-terphenyl (OTP) in the 
liquid, supercooled liquid, glass and crystal state. [taken from Ref.21] b) Excess entropy 
of salol is shown as a function of temperature. [taken from Ref. 22] 
 
           The excess entropy can then be defined by taking the difference in entropy 
between the crystal and the liquid line in the entire temperature range, 
                                     
   
 

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crystal
p
liquid
p
fusexc
fus
Td
T
TCTC
STS                  Eq. (1.5) 
where                   is entropy of fusion or melting. Although this excess entropy 
usually has been referred to as configurational entropy in the literature (assuming both 
the glass and the crystal have similar vibrational contribution towards entropy), this 
nomenclature has been questioned
23
. When the equilibrium excess entropy line is 
extrapolated to below Tg, it appears to vanish at a finite temperature called ‘Kauzmann
24
 
temperature’ (TK) as shown for a organic molecular glass former salol (Fig. 1.7b)
22
. TK is 
sometimes referred as “Ideal glass transition” temperature. The ‘Kauzmann temperature’ 
has its own thermodynamic importance. As mentioned earlier, it indicates that Sexc will be 
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zero at a finite temperature, which implies that the entropy of a supercooled liquid will be 
lower than crystal if one goes below TK. This is hard to imagine because in general liquid 
structure poses more disorder than a crystal. More severe problem will arise when one 
thinks in terms of the Third law of thermodynamics, which states that the absolute 
entropy can be zero only at zero Kelvin. If equilibrium supercooled liquid line is 
extrapolated well below TK, it is quite evident from Fig. 1.7a, that entropy will be zero 
not at zero Kelvin, but at a finite temperature which contradicts Third law of 
thermodynamics. The glass transition suppresses this impossible scenario. It can be 
viewed as a kinetically controlled manifestation of avoiding Kauzmann’s ‘entropy 
crisis’25. Experimentally, it is impossible to reach equilibrium even close to TK to exploit 
the proper thermodynamic parameters in that region. Excess entropy has been used to 
calculate fragility (m), which measures of rate of structural change of glass-forming 
liquids. It is defined as thermodynamic fragility
26
which depends on the rate at which 
liquids lose their excess entropy
 
approaching Tg (Eq. (1.6)). The higher the rate the higher 
the fragility will be (Fig. 1.8). 
                                                      
                   
       
 
    
                                 Eq. (1.6) 
Wang et al.
27 
introduced a relation to calculate the dynamic fragility from the measured 
thermodynamic properties like heat capacity step during glass transition, ΔCp and melting 
enthalpy, ΔHm. This observation also implies the well-known fact that fragility is 
connected to the amplitude of the heat capacity jump at Tg. A high correlation has been 
shown between kinetic and thermodynamic fragilities for different types of glass-formers 
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(molecular, metallic and ionic)
26
. The discrepancy observed in correlation was related to 
difference in the vibrational heat capacities.  
 
Fig. 1.8: Classification of liquids (strong/fragile) in terms of their rate of losing excess 
entropy. The higher the rate higher will be the fragility value mT. Both Kauzmann 
temperature (TK) and glass transition temperature (Tg) are indicated.   
        
           For molecular glass formers, it was observed that excess heat capacity has a 
hyperbolic temperature dependence (i.e. varies inversely with absolute temperature)
28
: 
ΔCp = constant/T. So excess entropy can take the following form: 
          
   
  
      
 
  
   
   
 
  
 
 
 
 
  
 
  
       
  
 
       
  
 
                                            
The fit line (red curve) in Fig. 1.7b is generated based on the above equation for the 
experimental Sexc values of the equilibrium supercooled liquid. This kind of agreement 
has been found for several other glass-forming molecular liquids.
6
 
 Adam-Gibbs Entropy approach: 
  (A connection between dynamics and thermodynamics) 
          One of the most celebrated and successful approaches for explaining non-
Arrhenius temperature dependence of transport properties approaching glass transition 
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temperature is the Adam-Gibbs (AG) entropy theory.
29
 It is attractive in the sense that 
this theory connects the transport properties (dynamic features) to the thermodynamic 
property, namely configurational entropy. It has been realized that the concomitant 
increase in viscosity or relaxation time approaching glass transition may be due to the 
increase in barrier height for thermally activated process i.e. ΔEa is a temperature 
dependent quantity.  To rationalize this idea Adam-Gibbs introduced the concept of 
cooperative relaxations. They proposed that a liquid sample can be subdivided into 
mutually independent cooperatively rearranging regions (CRRs).
29
 A CRR can be defined 
as the minimum region of the liquid which can relax independently of its environment, 
but the molecules inside a CRR have to move cooperatively. As the temperature 
decreases, the size of the CRR’s grows. The Gibbs free energy involved in the 
rearrangement of a CRR equals to         where Z represents number of molecules 
involve in the activated transition within a CRR and    is the free energy barrier per 
molecule of the CRR. So the probability w of the cooperative rearrangement at a certain 
temperature T can be expressed as            
    
   
  where A and kB are pre-
exponential factor and Boltzmann’s constant respectively.    is assumed to be 
independent of the temperature and region volume. So the average transition probability 
can be defined as 
                                                             
    
   
          
 
  
     
   
                  Eq. (1.8) 
 where z
*
 is the lower limit of the number of cooperatively rearranging molecules for 
which transition probability is nonzero. If we denote molar configurational entropy to be 
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Sc, for z
*
 molecule the contribution towards the configurational entropy would be 
  
   
    
  
 . The above relation establishes a connection between the minimum size of a 
cooperatively rearranging region to the system’s configurational entropy. So replacing z*, 
the average transition probability can be written as,                       
    
   
        
 . Since 
there must have been at least two configurations to be present for rearrangement to occur, 
critical configurational entropy    
   can be taken as kBln2. As the molecular relaxation 
time τ is inversely proportional to the average transition probability,   , the relation 
between relaxation time and configuration entropy turns out be as follows: 
                                                 
    
   
        
     
      
   
      
                             Eq. (1.9) 
 In the above expression CAG represents a constant quantity, CAG = 
    
   
  
. The above 
expression is called the Adam-Gibbs relation between relaxation time and configurational 
entropy. As the configurational entropy decreases with temperature, the relaxation time 
becomes longer. The main purpose of the AG relation was to describe the non-Arrhenius 
temperature dependence of the structural relaxation time. But the problem of testing the 
AG relation lies in the fact that experimentally one cannot obtain the configurational 
entropy itself.
30
 As shown in Eq. (1.7), from the heat capacity data only excess entropy 
can be calculated, which includes configurational entropy along with vibrational and 
anharmonic force contributions, secondary relaxation contributions if there is any. 
Studies focusing on testing the AG relation have taken Sexc values instead of Sc, which 
assumes that vibrational contributions in the glassy and crystal state are same. But in 
general Sc  Sexc, which has been emphasized by both Goldstein and Johari
31,32
. Instead, 
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proportionality between these two entropies is assumed and the AG relation has been 
repeatedly tested by looking at the predicted linearity between logτα and (TSexc)
-1
.
33,34,35
 
Despite the above mentioned shortcomings of the AG relation, it gives a way to find a 
number of correlated molecules and the length scale of cooperativity. Yamamuro
36,37
 
obtained values for z
*
 near Tg, from adiabatic calorimetry measurements for several 
molecular glass formers, which falls in the range   3.5 < z*(Tg) < 7. These numbers seem 
to be very small compared to the observed lengthscale of dynamic heterogeneity (1- 3nm) 
from NMR measurements.
12,38
 So it is quite natural that AG theory has been criticized 
heavily.
39
 Based on the final expression of AG, it can be seen that when Sc goes to zero 
i.e. at TK, τ will diverge. VTF expression also predicts that τ will diverge at T0. VFT type 
expression can be obtained after some rearrangements of AG relation using Eq. (1.7) for 
      which is shown below: 
                      
     
   
      
    
     
   
      
  
 
 
    
     
      
    
         Eq. (1.10) 
 So one may expect that these two temperatures (T0 and   ) should coincide. Especially 
TK ≈ T0 is regarded as a strong support towards the belief that thermodynamics and 
kinetics of glass forming liquids are not independent of each other. The correlation 
coefficient has been found to be 0.993.
22,40
  
D. Physical aging in glassy state 
          As pointed out earlier, when a liquid is cooled rapidly from an equilibrium 
supercooled state to a temperature which is below Tg, a glass is formed. The molecules in 
the liquid do not have enough time to equilibrate at the targeted temperature. So the 
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structure has been driven out of equilibrium situation. That is why the glass transition is 
often regarded as a transition from ergodic to nonergodic state. One may expect that 
below Tg, as the system is not able to relax, the motions of the particles are completely 
frozen. Instead experiments show otherwise.
41
With time the glassy state will age, i.e., 
slowly moves towards its desired thermodynamically stable equilibrium state. This 
relaxation phenomenon in the glassy state is called ‘physical aging’42 or sometimes 
‘annealing’ (Fig. 1.1). A straightforward method to investigate this process is to monitor 
how thermodynamic or related properties evolve with aging time towards their 
equilibrium values after a rapid temperature jump below Tg. Examples of properties 
measured in aging experiments include volume
41
, enthalpy
43
, dielectric loss
44,45
, etc. This 
structural recovery process was found to be nonlinear
41
 in nature with respect to the 
temperature jump (asymmetry of approach towards equilibrium) as the aging rate is 
dependent on structure which itself changes with time while approaching equilibrium. As 
a result, a downward jump is ‘auto-retarded’ while upward jump founds to be ‘auto-
catalyzed’.41This is what makes aging a complicated phenomenon. To account for above 
observation, the concept a of fictive temperature and ‘reduced time’ was introduced by 
Tool and Moynihan.
46,47 
Fictive temperature (Tf) is defined for a non-equilibrium glassy 
state as a temperature which corresponds to the same structure in the supercooled 
equilibrium situation as in the glassy state.  
1.2 Linear response from dielectric spectroscopy  
          In our lab, dielectric spectroscopy is used to gain access to the dynamics of 
supercooled liquids. The attractive feature of the dielectric measurement is that it can 
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cover a broad range of frequency (10
-6
 Hz to 1THz) which translates into time scales 
spanning from picoseconds to a year. This is what makes it suitable for studying 
relaxation in supercooled liquids whose relaxation time increase tremendously when 
approaching Tg.  This technique relies on the idea involving orientational motion of the 
dipoles within a material which can be polarized by applying an external electric field. 
This building up of the macroscopic polarization will depend on the material’s structure 
and temperature. The time required to reach to a steady state value of the polarization will 
indicate the structural relaxation of the material under study. The overall polarization can 
be divided into two parts: an instantaneous contribution from electronic polarization and 
polarization originating from orientating the dipoles (orientational polarization).The 
orientational polarization is defined as     
 
 
    , where N is the total number of 
dipoles in a macroscopic sample of volume V and      is the average of all the dipole 
moments projected on z-axis (direction of the applied field). We are mostly interested in 
the later contribution. Dielectric measurements can be performed in both time and 
frequency domain. In our lab, we use the second approach. In the linear response regime, 
polarization is proportional to the applied field. 
                                          
               
                            Eq. (1.11) 
     , the proportionality constant connecting polarization and electric field, is called 
the complex dielectric susceptibility. It is related to the material property called 
permittivity                     . Permittivity is a complex quantity where real 
part,      , corresponds to the energy stored in the material from the applied field, while 
imaginary part (relaxation part),       , describes the dissipative nature of the material, 
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usually referred to as ‘dielectric loss’. A schematic representation of the real and 
imaginary part of the dielectric permittivity is shown in Fig. 1.9.  
 
Fig. 1.9: Schematic representation of a relaxation process in terms of the dielectric 
spectra. Both real and imaginary parts of the permittivity are shown. Relaxation strength 
(Δε) can be obtained from the difference between low and high frequency limit of the real 
part permittivity, whereas a relaxation peak in the imaginary part will appear correspond 
to the steepest change in real part spectrum. 
 
Relaxation peaks are observed in the spectrum when the relaxation rate of the sample 
matches the frequency of the applied field. The real part of permittivity actually reflects 
the dipole density that can respond to the alternating field. At higher frequencies 
compared to the relaxation rate in the sample, dipoles cannot keep up with the rate of 
change of the applied field, so that the real part has a smaller value. Similarly, when 
frequency of the field is low, all the dipoles have a chance to orient along the field 
direction which in turn reflects a higher value in the real part. The difference in these two 
extreme values for each relaxation process is called relaxation strength (Δε) of the 
process. The timescale of the relaxation process can be found from the dielectric loss 
peak, τ   1/2πfp. The very high frequency part of the real part (  ) often found to be close 
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to n
2
, where n represents the refractive index of the material. As both the real and 
imaginary parts are derived from the same complex function, they are related to each 
other. This relation is known as ‘Kramers-Kronig’ relation. One of the important 
consequences of this relation is that, Δε can be obtained from the integration of the 
relaxation part of the loss spectrum        as follows:     
 
 
  
 
  
          . 
          In this section, some of the fitting functions will be introduced which are usually 
used in the study of supercooled liquids in the frequency domain. The simplest type of 
response function that one can think of is of exponential in nature:                 , 
where   represents the relaxation time and      is the related correlation function. In 
frequency domain, this exponential response equivalent is called the Debye relaxation. 
                                     
  
     
         
 
       
  
  
       
              Eq. (1.12) 
However, this expression is not suitable to describe the response most often observed in 
glass forming liquids in their supercooled state. Dielectric loss peaks are always most 
often found to be broad and asymmetric in nature. Havriliak-Negami function has been 
extensively used to capture this deviation from Debye response, which will be introduced 
in the next chapter. 
1.3 Nonlinear dielectric spectroscopy        
          Based on the experiments performed in the linear regime it is impossible to 
distinguish between the two extreme scenarios that can be thought of responsible for the 
overall observed non-exponentiality in response. In one scenario, one can assume that all 
the domains in the liquid relax exponentially but with different rates (heterogeneous 
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distribution). Other possibility lies in the fact that all domains approach equilibrium 
intrinsically in non-exponential fashion (homogeneous picture).
48
 But linear response 
experiments only look at two time or two point correlation functions, so they are not able 
to indicate the difference between these scenarios. But there are experiments that go 
beyond measuring two point correlation functions, like 4D-NMR, dielectric hole burning, 
photo-bleaching experiments. Nonlinear dielectric spectroscopy
49
 also found to be useful 
in this regard, as it corresponds to a higher order correlation function. In the nonlinear 
approach, the applied field is very high, so polarization is no longer a linear function of 
the applied field. As a result, higher order terms will contribute to the overall 
polarization.  
                                        
 
   
             
     
                        Eq. (1.13) 
Due to symmetry reasons,   (  ) =    (   ), all the even order susceptibility will vanish. 
It is usually the    component whose contribution at higher fields is considered the most.  
          There are two approaches one can take to drive the sample in nonlinear regime. 
Either with a high amplitude AC field, or a high amplitude DC field superimposed with a 
low amplitude AC probing field (Fig. 1.10).  
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Fig. 1.10: Polarization against field strength is depicted (red curve) indicating the 
deviation at higher field strength from the linear response (blue dashed line). Two 
different ways (either a high amplitude ac field or a high amplitude dc bias field 
superposed with a low amplitude ac field) for achieving nonlinearity are shown. 
 
          High amplitude AC field measurements
50-52
have been performed in our group quite 
extensively over the past decades for looking at heterogeneities in the structural 
relaxation regime. This has been done by measuring differences in the permittivity values 
in low and high AC fields. The idea is to transfer energy from the field only to a specific 
domain whose timescale matches with the frequency of the applied field. This 
irreversible transfer of energy will raise the configurational temperature of that specific 
domain. By this technique one can selectively modify a certain mode while other modes 
will remain unchanged. This idea basically came from the hole-burning technique
13,53
 but 
proved to be useful in explaining the heterogeneity in the simple supercooled liquids like 
propylene glycol
54
, glycerol
55
 to ionic liquids like BMIM-PF6 while combined with its 
time resolved capabilities
56
. But all these measurements were confined to the frequencies 
close to structural relaxation peak (α-peak). For almost all these measurements, a 
common observation was an increase in      in the high frequency side of the α-peak, 
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while there is almost no change on the low frequency side of the peak. The proposed 
phenomenological model, called ‘box model’, is based on heterogeneity57, worked fairly 
well for the measurements carried out up to frequencies 10
2
 fmax, where fmax is the 
frequency correspond to the maximum of the dielectric loss peak. There are various 
sources of nonlinear dielectric effects other than energy absorption from the field. The 
most common one is related to ‘dielectric saturation’ (the Langevin effect)58, which  
shows overall  negative nonlinear dielectric effect. ‘Chemical effects’59,60 have been 
reported to be another source of the nonlinear dielectric effect (NDE). In that case, 
positive changes have been observed. But the amount of NDE observed from the energy 
absorption is higher than the effects observed in either dielectric saturation or during 
chemical changes. This source of the NDE can explain why certain reaction kinetics 
become faster in microwave heating compared to normal heating.
61
 The common 
difference between conventional heating and heating by mode specific energy absorption 
is that in conventional heating procedure energy being transferred directly to the 
vibrational modes which can be measured in terms of real temperature difference. But in 
dielectric heating energy is absorbed by slow degrees of freedom, from there eventually 
transferred into the phonon bath (vibrational modes). The observed NDE effect has been 
found to be proportional to E
2
.  There is another route to measure NDE which determines 
the higher harmonics of permittivity or susceptibility. Theories have been proposed 
which link third order susceptibility       to the number of correlated molecules (Ncorr)
49
 
present in the sample in their supercooled state which are believed to be responsible for 
the observed increase in viscosity. Experiments have also been performed based on the 
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above theory for both strong and fragile materials. A significant increase in Ncorr with 
decreasing temperature was reported.
62
 Dielectric saturation is also observed at low 
frequencies in the       spectra. But it is important to mention here that these two 
different approaches, which look at nonlinear dielectric effects, provide distinctly 
different information.
63
 In Chapter 4, I will focus on the very high frequencies (>10
2
 fmax) 
of the dielectric loss curve using the first approach of measuring NDE. Although the 
concept of dynamic heterogeneity to explain the overall non-exponential response looks 
attractive, it poses certain questions which are difficult to answer from an experimental 
point view. Some of those questions include the length scale of the heterogeneous 
domains and their lifetimes (Fig. 1.11). Very few experiments were able to predict a 
value for the length scale which turned out to be around 1-3nm.
64-66
 It is important to 
point out here that although pictures showing heterogeneity in supercooled liquids often 
indicate a distinct demarcation line between different domains, in reality those 
separations do not exist. The time that a certain domain remains associated with its own 
timescale of relaxation is termed as its lifetime or ‘exchange time’ (τex).  Most often 
exchange times are reported in the literature in comparison with τα (Q = τex / τα). 
Exchanges times have been measured for different materials ranging from simple 
molecular liquids to polymers with various techniques involving single molecule 
studies
67
, NMR
68
, solvation experiment
69
, atomic force microscopy.
70
 But there is no 
consensus regarding the value of exchange times. Q values have been reported ranging 
from 1 to 10
6
. But for the majority of experiments, the exchange time has been found to 
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be equal to 2-3 times τα. We will come back to this problem of rate exchange in Chapter 4 
from our observations through nonlinear dielectric experiments. 
      
Fig. 1.11: Schematic representation of heterogeneous relaxation dynamics in terms of 
local exponential decay curves, where each graph represents intrinsically exponential 
dynamics with different time constants. Length scale and lifetime of a dynamically 
heterogeneous domain are also shown in the left panel. Overall nonexponential response 
from the ensemble average is depicted on the right panel. [taken from Ref. 71]                         
             
 In case of applying a large DC bias field, the inversion symmetry (or isotropic state) will 
be lost. In this approach nonlinear contributions from the even harmonics may show up. 
To overcome this problem, measurements need to be carried out using both positive and 
negative bias field. A small amplitude AC field (used as a probing field) can be 
superimposed on top of the large DC field. So overall field can be expressed as E(t) = Edc 
+ Eac sin(ωt)  where Edc > Eac. This approach has recently been employed in our group to 
several molecular liquids. In contrast to the positive permittivity difference obtained in 
large amplitude AC fields, overall peak shift towards lower frequencies have been 
observed by the application of large amplitude DC bias. This particular observation has 
been explained in terms of the change in configurational entropy via application of the 
field, as derived from a Maxwell relation. For most of the liquids according to 
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Boltzmann’s equation static dielectric constant (  ) value would decrease with increasing 
temperature i.e.  
   
  
      The effect of applying large DC bias field in these type of 
liquids results in overall reduction of their relaxation times (via Adam-Gibbs relation
29
) 
in an isothermal condition. We quantified this effect for several molecular glass formers 
and find a way to calculate the configurational part of the observed heat capacity/entropy. 
Those experiments will be described in detail in Chapter 5.  
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Chapter 2 
Experimental Setups 
 
          In this chapter, experimental setups for different techniques that have been 
employed in our lab will be described. Setups from linear dielectric measurements to 
nonlinear dielectric experiments along with their time resolved version will be outlined. 
Some of the functions used to fit the obtained data will be introduced.  
2.1 Linear Dielectric Measurements: 
          Dielectric measurements are used to quantify the response of the material to a field 
induced perturbation. It can be performed both in time and frequency domain. When an 
external electric field is applied to the sample, macroscopic polarization (P) will develop 
within the sample over a period of time, not instantaneously. By analogy, when the field 
is removed, the decay function of polarization can be written as  (t) = P(t)/P(0). 
Dielectric experiments access this response function. In the linear response regime, this 
relaxation function  (t) is independent of the field magnitude and equivalent to the 
macroscopic dipole correlation function i.e.,      
          
          
, where      is the 
macroscopic dipole moment representing the vector sum of all  the molecular dipoles. 
The dielectric displacement vector, D(t), for the time dependent electric field is related to 
the polarization vector by the following equation: 
                                                                                                            Eq. (2.1) 
where    is the dielectric permittivity in free space. From the linear response theory, D(t) 
can be represented as                
      
   
          
 
  
, where    represent the 
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high frequency limit of the dielectric permittivity in the frequency domain,     is the 
dielectric step response function:                     .    represents the low 
frequency limit of the dielectric permittivity.  
 
Fig. 2.1: The typical dielectric displacement retardation [D(t)] observed in response to a 
field step E(t) is shown where the displacement has an instantaneous and a time-
dependent contribution. In this “constant field” situation, ε(t) is a retardation function, 
although most often it is referred to as ‘dielectric relaxation’.  
 
In the frequency domain, the complex dielectric permittivity       can be found from its 
relation with the relaxation function,     .  
                                                       
         
     
      
 
  
                                      Eq. (2.2) 
where    is the operator for Laplace transform whose general formalism for a time 
dependent function is given below. 
                                                                            
 
 
                               Eq. (2.3) 
Using the above equations, the relations between time and frequency domain quantities 
of dielectric permittivity in its explicit form can be written as: 
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                                Eq. (2.4) 
          As mentioned in the previous chapter, for the simplest type of relaxation function, 
exponential response [            ], where   is the relaxation time, the frequency 
domain response turns into a Debye relaxation: 
                                                             
         
  
  
 
     
                                      Eq. (2.5) 
          In our lab all the dielectric measurements are done in frequency domain. To 
perform a dielectric experiment, usually materials are placed between two electrodes with 
a separation d and a small amplitude sinusoidal voltage (V) is applied across the material, 
which acts as perturbation (Fig. 2.2). The reorientation of the dipoles under the influence 
of the applied field (E = V/d) will give rise to polarization (P) which can be measured via 
displacement current (I). From Fig. 2.2, ϕ (         is the phase difference between 
voltage and current signal. Dielectric loss angle is tanδ where δ = (/2  ϕ). Both the 
applied voltage and the response current are recorded and analyzed to calculate the 
impedance (Z
*
) due to the sample. Comparing the capacitance obtained from the 
measured impedance against the empty capacitance or geometric capacitance (C0), the 
material property called complex dielectric permittivity (         is obtained via Eq. 
(2.6). Geometric capacitance is defined by the separation between electrodes and the area 
(A) covered by the electrodes, where    is the free space permittivity. 
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                    Eq. (2.6) 
 
Fig. 2.2: Liquid molecules in between two electrodes having a separation distance d and 
area A (Right). Schematic representation of the Voltage signal, V(t), applied to the 
sample, and the corresponding current signal from the sample is represented by I(t). The 
difference in the phase angle is represented by ϕ (Left). 
 
          Samples are generally prepared between two lapped and polished electrodes 
(stainless steel / titanium / brass) with separations varying from 10μm to 100μm using 
Teflon ring spacer depending on the liquids or experiments.  The Teflon ring covers the 
circumference of the lower electrode and gives rise to additional stray capacitance. To 
eliminate the stress changes on the Teflon ring due to variation in temperature, the lower 
electrode is spring loaded (Fig. 2.3).  
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Fig. 2.3: A schematic of a typical dielectric measurement cell used in our lab with its 
various components 
 
          For measurements within the frequency range between 10 mHz and 10 MHz, a 
gain-phase analyzer, Solartron SI-1260, in combination with home built transimpedance 
amplifier DM-1360 is used (Fig. 2.4). 
 
Fig. 2.4: Schematic representation of the linear dielectric response measurement setup. 
Solartron acts a voltage source while DM 1360, a trans-impedance amplifier, converts the 
current from the sample to a measurable voltage.    
 
The Solartron SI-1260 produces the desired voltage signal. DM-1360 converts low 
amplitude currents to measurable voltages over the entire frequency range. The voltage at 
the sample is recorded via V1 input of SI-1260. The current is recorded via V2 input. 
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With high accuracy, the amplitude and phase relation of the complex current I
*(ω) and 
voltage V
*(ω) are determined. Then the dielectric function ε*(ω) can be derived directly 
using the relation described in Eq. (2.6).  
          As mentioned earlier, most often the obtained spectra of permittivity in 
supercooled liquids display a broadened and asymmetric relaxation peak (For example, 
dielectric loss peak for glycerol in its supercooled state T = 201K is shown in Fig. 2.5). 
As evident from the figure, the Debye response function is not a good descriptor of such 
behavior. Therefore some modifications had been introduced into the Debye expression 
to account for the stretching and asymmetry of the loss peak. 
 
Fig. 2.5: Experimental dielectric loss curve for glycerol (Tg ≈ 190K) in its supercooled 
state at T= 201K is shown. Experimental data points have been fitted both Debye and 
Havriliak-Negami fitting functions which are represented as blue and red line 
respectively. 
 
          Cole-Cole
72
 and Cole-Davidson approaches were introduced for that purpose. 
While Cole-Cole expression captures the symmetric broadening, Cole-Davidson 
Experimental 
Debye 
HN function 
 
Glycerol  
T = 201K 
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introduced a parameter to account for asymmetric contribution to dielectric relaxation 
curves.  
        
         
  
  
 
        
            Cole- Davidson 
                                         
         
  
  
 
        
            Cole-Cole                           Eq. (2.7) 
But when used separately, none of those can describe satisfactorily the broad range of 
relaxation spectra observed in supercooled liquids. Havriliak and Negami
73
 combined 
these two approaches by introducing two exponents, which are responsible for both the 
symmetric broadening and asymmetry (See Fig. 2.5). The expression for this Havriliak-
Negami (HN) approach is given below: 
                                                          
  
          
       
                           Eq. (2.8) 
    and     control the symmetric and asymmetric broadening of the loss spectra with 
the constraint 0 <     ,          . Nonexponentiality captured by these two 
exponents indicate a distribution of relaxation times. When both     and     are equal 
to 1, the Debye expression is obtained. In the time domain approach, previously 
mentioned KWW function with only one adjustable parameter (βKWW) captures the 
deviation from exponential response. The average relaxation time is given by: 
                                                              
    
    
  
 
    
                                       Eq. (2.9) 
where   represents gamma function. So the interrelations between HN and KWW 
parameters had also been explored.
74 
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2.2 Standard High AC/DC field impedance setup: 
For high field measurements, thinner samples and high voltages are required. Typically, a 
sample thickness of 10μm is used. The impedance for frequencies between 0.1 Hz and 
100 kHz is measured by a Solartron SI 1260 gain/phase analyzer, with the generator 
voltage amplified by a factor of 200 or 100 using either a Trek PZD-700 or Trek PZD 
350 high-voltage amplifier which is connected to the high potential side of the sample 
capacitor (Fig. 2.6a). The voltage at the sample is recorded via input V1 of the SI-1260 
using the voltage monitor output of the amplifier which is internally attenuated by a 
factor of 200 or 100. The low potential side of the capacitor is connected to ground via a 
shunt of impedance Zs. 
                               
Fig. 2.6: a) Schematic of a high field AC measurement set up (left panel); b) Schematic 
of a high field DC measurement setup (right panel) with their various components which 
are described in the text. 
 
          The value of Zs(ω) is determined by a parallel circuit equipped with a combination 
of resistors and capacitors, in such a way so that the frequency dependent change in shunt 
impedance can counteract the reduction of the current towards low frequencies (Fig. 2.7).  
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Fig. 2.7: Frequency dependent impedance values for the two different types of shunts 
used for experiments. 
 
          The voltage drop across the shunt is fed to a homebuilt buffer amplifier which 
protects the SI-1260 against high voltages (up to 500Vp) in case of a sample failure 
(dielectric breakdown). The output of the amplifier measures the current through the 
sample and fed into V2 input. Sinusoidal electric fields, E (t) = E0 sin(ωt), with zero dc 
offset are applied to the sample while doing high AC field measurements. In standard 
high field impedance setup, The SI-1260 is programmed to apply the high voltage for 
first 3 measurements, while last 3 measurements are made with lower voltage (usually 
10% of the high voltage). For the high DC field measurements, in addition to the above 
mentioned components, a blocking capacitor is placed between the shunt and the buffer 
amplifier (Fig. 2.6b) to prevent any unwanted DC component of the current from the 
sample. All field induced changes obtained in this manner are entirely reversible. Most of 
these measurements are performed using either a Novocontrol l-N2 cryostat with Quatro 
controller or with a Leybold Coolpack He cryostat with Lakeshore Model 340 temerature 
controller. 
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2.3 Time Resolved Technique (AC field): 
           In the standard high field impedance technique described above can provide quasi 
steady state permittivity values after application of the high field. One can also do a time 
resolved measurement in this technique as will be discussed in chapter 4, but the time 
resolution is limited to 2s or higher.  To obtain a better time resolution in the order of 
milliseconds, a setup with an oscilloscope is used. For the time resolved measurements, 
the cryostat used for temperature control of the sample cell is a Leybold RDK 6-
320/Coolpak6200 closed-cycle helium refrigerator with Lakeshore Model 340 controller 
equipped with calibrated DT-470-CU diode sensors (temperature can be stabilized within 
several mK). The advantage of using a Helium cryostat for time resolved studies is that 
one can keep the sample at a desired temperature for several months. The applied voltage 
originates from a programmable function generator (SRS DS-345) instead of SI-1260 and 
amplified by a PZD 700 or PZD 350. A digitizing oscilloscope (Nicolet Sigma 100) 
records voltage across and current through the sample (using a shunt of order R = 300Ω/ 
1kΩ/ 3kΩ). The frequency range covered in this setup is 100Hz to 8kHz (Fig. 2.8a). This 
technique allows us to monitor the changes with a period-by-period time resolution 
subsequent to change in the field amplitude from one period to the next. The amplitude 
changes by a factor of 5 in case of high AC field measurements under the control of an 
arbitrary amplitude function that is cycled at a given repetition rate. 
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Fig. 2.8: a) Setup for the time-resolved impedance measurements at fields up to 450 
kV/cm based on the SRS DS-345 generator and Nicolet Sigma 100 oscilloscope. High 
voltages are provided by a Trek PZD-700 amplifier with built in voltage monitor signal 
for a direct return to the Ch-1 input. The current is measured at the Ch-2 input as voltage 
drop across the resistor. b) A typical example of normalized voltage, V(t)/V0, and current, 
I(t)/I0,traces recorded using a frequency of ν = 1 kHz. The low and high voltages used 
correspond to fields which differ by a factor of 5. 
 
          In this manner, the transition from low to high voltage and back can be 
programmed without limitation on the number of cycles associated with high fields, but 
the amplitude transition does not necessarily coincide with the beginning of a period. 
Repetition rates of order r = 0.2 Hz are used, implying that the high field duty cycle 
remains small (0.2) and the sample is given ample time to equilibrate between energy 
absorption intervals. The oscilloscope can average over up to 5000 repeated signals, so 
that a resolution of up to 5x10−
5
 regarding tanδ for a particular period is achieved. 
Voltage and current traces are recorded with a Nicolet Sigma 100 four-channel storage 
scope (resolution 12 bit at 100 MS/s, 14 bit at 10 MS/s, 10
6
 points record length). Both 
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signals are then evaluated via period-by-period Fourier analysis in order to obtain the 
time resolved change in tanδ or ε after a low-to-high or high-to-low peak amplitude 
transition. Fig. 2.8b shows a typical example of voltage V(t) and  current I(t) traces in the 
vicinity of increasing the field amplitude by a factor of five. Data are typically recorded 
with averages over 4000 waveform repetitions. The signals are then subject to period-by-
period Fourier analysis to obtain amplitude A and phase angle φ for both voltage and 
current, S(t)=V(t)  or I(t), according to 
     
 
 
              
  
 
 
            
 
 
              
  
 
 
        
                                                 
     
             
   
   
                       Eq. (2.10) 
where ω is the frequency of the applied field. As each period is evaluated separately, this 
technique allows us to monitor the time-evolution of the field induced changes after 
applying the high electric field. From obtained amplitude and phase information of both 
current and voltage traces, real and imaginary part of the permittivity is calculated based 
on the following equation: 
                                            
             
     
        
             
     
                 Eq. (2.11) 
We prefer to use the above notations for permittivity and loss as the system is generally 
in non-equilibrium situations during measurements. The code performing the Fourier 
analysis is also able to evaluate the power transferred irreversibly to the sample. 
                                                    
 
 
                                             Eq. (2.12) 
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Time resolved technique (DC bias field)           
           For the high DC bias measurements, the waveform consists of a small amplitude 
AC voltage with V =V0 sin(ωt) superimposed with a high DC bias voltage VB for some of 
the intermediate periods. The peak voltage of AC field is set to be 25% of the applied DC 
bias level. The waveform repeats one time per every five seconds. Phase of the harmonic 
signal is kept unchanged. To eliminate any direct polarization response, both positive and 
negative bias measurements have been performed. In Fig. 2.9, a typical waveform pattern 
(6/12/6) is shown with both positive and negative bias applied.
75
Typically, for DC bias 
field measurements data are recorded for 3000 averages. 
 
Fig. 2.9: Schematic representation of the voltage protocol used for the time resolved high 
dc field experiments. The superposition of Vac(t) = V0 sin(ωt) and Vdc(t) = VB for 
0<t<2πN/ω, where the ratio V0=VB/4 is used.[Figure taken from Ref. 75] 
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Chapter 3 
Box model considerations 
 
          In the first chapter, it is mentioned that relaxation behavior in supercooled liquids 
always found to be non-exponential in nature. This overall non-exponential response is 
caused by the presence of both fast and slow relaxation domains in supercooled state, i.e., 
supercooled liquids show dynamically heterogeneous relaxation patterns. Nonlinear 
dielectric experiments exploiting the idea of dynamic heterogeneity show a frequency 
dependent nonlinear dielectric effect. This observed nonlinear dielectric effect (NDE) due 
to the spectrally selective absorption of energy from the external field in different 
materials has been quantitatively described using the so-called ‘Box model’.13 Here in 
this chapter, I will revisit the ‘Box model’ considerations and point out its limitations 
which have recently been observed. Also, how this concept can be used to correct for the 
transient heating effect due to the application/removal of a DC bias field will be 
discussed. 
3.1 Introduction of ‘Box model’: 
          Box model was introduced to account for the non-resonant dielectric hole-burning 
experiments in supercooled liquids.
53
 In a nutshell; this model calculates the amount of 
energy irreversibly transferred to the sample from the external electric field depending on 
the frequency of the applied electric field and dielectric loss of the sample. Due to this 
energy absorption, there is a change in fictive temperature for the dynamically distinct 
domains which depends on their respective heat capacity values. Then, the average 
activation energy translates this increase of the fictive temperature to a change in 
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relaxation time. This model allows one to quantify the observed nonlinear effects due to 
the application of high fields. From the model calculation it is possible to determine the 
configurational component of the excess heat capacities.
76
 
3.2 Model assumptions and description:  
          As stated above, ‘box’ model considers the supercooled liquid as a composition of 
different dynamical domains which relax independently of each other i.e. dynamically 
heterogeneous. The correlation function for each domain is considered to be exponential 
in nature. In other words, the overall dielectric loss curve of the sample can be thought of 
as a superposition of Debye type relaxations. The domains pertaining to the same 
timescale constitute a mode. So each mode i can be associated with its own timescale τi. 
Before rate exchange process sets in, each mode can relax independently. Each mode is 
associated with its own heat capacity step, ΔCp,i as well. Overall relaxation pattern 
observed in a linear dielectric experiment can be obtained when contributions of each 
mode will be taken into account with their own weight factor, gi, so that Σi gi =1. In terms 
of continuous distribution of relaxation times, gi can be written as a probability density 
function g(τ)dτ. This distribution function, g(lnτ) can be obtained by fitting the frequency 
dependent loss/susceptibility spectra. This distribution function is assumed to be same for 
both the overall dielectric loss curve and frequency dependent imaginary part of the 
dynamic heat capacity curve, as found for glycerol in the α relaxation regime.77 Every 
mode can be associated with a fictive temperature, Tf, which can be defined via the 
relaxation time τi of that particular mode as the temperature T, that would lead to the 
same time constant τi if the system were in equilibrium, i.e. if T=Tf.  
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3.3 Model calculation and prediction of nonlinear dielectric effect: 
          When there is no external field at t ≤ 0, system is in thermal equilibrium with the 
phonon bath and the fictive temperature is same as the bath temperature (T). Also the 
sample is not polarized (no displacement). So initial conditions for each mode can be 
stated as follows: 
                                                                                 Eq. (3.1) 
Now, when a material is subjected to a strong sinusoidal field E(t) = E0sin(ω0t), energy 
will be transferred irreversibly to the sample. Depending on the frequency of the applied 
field certain modes whose loss profile matches with the power spectrum of the field, will 
absorb energy from the field. For a sample of volume V, the amount of energy (Q) per 
period turns out to be           
         . So, for each domain, the energy gain 
averaged over one cycle will be given by the power p = Qω0/2π. Due to this energy 
absorption, there will be an increase in the configurational or fictive temperature for the 
mode in question. Eventually, the configurational temperature will slowly approach 
towards the bath temperature (T) with the thermal timescale (    ) of that specific mode. 
So the energy loss in terms of power for a mode can be written as: 
                                             
              
    
                                       Eq. (3.2) 
where   stands for density. The time dependent change in fictive temperature for a 
particular mode will depend on the balance between the energy that a mode absorbs from 
the field and the energy surrendered to the phonon bath. 
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            Eq. (3.3)                                                                                                              
For the steady state condition (i.e., when 
      
  
   , the configurational temperature for 
each mode will eventually settle at  
                                                          
     
    
       
 
    
      
                                Eq. (3.4) 
Assuming thermal (    ) and dielectric relaxation (  ) timescale being the same for each 
mode, the above equation simplified in the following form. 
                                                         
     
    
       
 
    
 
      
                                     Eq. (3.5) 
We can finally drop the subscript ‘i’ from both            , due to the assumption of 
having similar distribution function g(τi). So the final form can be written in the 
following expression: 
                                                             
     
   
     
 
    
 
      
                                  Eq. (3.6) 
Finally, the increase in configurational temperature can be translated into change in the 
timescale of the modes based on the activation energy equation,            
 
    
  for 
all modes. So assuming isothermal condition, which is maintained during experiments 
performed in our lab, the field induced modifications in terms of dielectric time scale for 
a particular mode will follow the equation as shown below: 
                                                    
       
  
    
 
     
   
     
 
    
 
      
                       Eq. (3.7) 
           At very high frequencies compared to the peak position (ν > νmax), i.e., when 
       the overall change will no longer be frequency dependent, thus being a 
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constant quantity. The usefulness of the above equation has been repeatedly tested for 
various glass-forming materials in our lab.
55,76,78,79
 The deviations from the low field 
counterpart are most often gauged by taking the difference in either    values or in     , 
denoted as            
       
       
   or        . One of the examples involving 
propylene carbonate is shown in Fig. 3.1 where both time dependent (panel a) and steady 
state predictions (panel b) are shown compare to the experimental results.  
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Fig 3.1: Experimental results (yellow circles) for the time-resolved field-induced relative 
change of tanδ measured at ν = 1 kHz for propylene carbonate at T=166 K (panel a). Red 
line in that graph corresponds to the model prediction based on Eq. (3.3). (Data taken 
from Ref. 57) 
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Fig. 3.1: Experimental results for the frequency resolved dielectric loss and its field 
induced changes for propylene carbonate at T = 166 K. (panel b). The dielectric loss, ε″ 
(scaled arbitrarily), is shown as black line. The relative field induced change, Δlnε″, is 
represented by red symbols, derived from high (E0= 177 kV/cm) and low (E0= 14 kV/cm) 
field data. The solid blue line represents the steady state model prediction.(Figure taken 
from Ref. 51) 
 
          It is evident from the above figures that box model predicts the nonlinear dielectric 
effect quite well in a quantitative manner. The prediction from the ‘box’ model found to 
be quite successful for different glass forming liquids studied in our group. From time 
dependent measurements at various frequencies the heterogeneous picture (different 
relaxation times at different frequencies) of the supercooled liquids has been confirmed 
(Fig. 6 in Ref. 57).                 
          In Fig. 3.2 the existence of multiple relaxation times has been shown as a 
superposition of Debye peaks. It is interesting to note that two modes labeled as “τ3” and 
“τ5”, display the same loss ε′′ at the applied frequency. So both these modes will absorb 
the same amount of energy (per volume) from the external field. However, the rate at 
which they transfer excess energy to the phonon bath depend on their thermal timescale 
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Fig. 3.2: Schematic representation of five independent slow modes with different 
relaxation times (τi) and how they contribute to heat capacity Cp (top) and to the 
dielectric loss spectrum ε''(ω) (bottom). The direction of the energy flow resulting from 
the application of an external field is shown in the top part of the figure (brown arrow). 
Each mode contributes with a Debye peak to the entire loss spectrum, shown as overall 
solid line in the ε'' versus logω graph. The arrows on top of the individual loss peaks 
indicate the shift in relaxation time due to increased configurational temperatures after 
applying a large electric field at frequency ω0. The net effect of these shifts is an increase 
of the loss at ω0, represented by the dot. The dashed line represents ε'' at large fields 
across the entire spectrum. (Picture taken from Ref. 51) 
 
and to be precise the ratio of their timescales       . Therefore, net effective change in 
temperature will be higher for slower modes, as indicated by the arrows representing ∆lnτ 
for each mode. The net result regarding ε′′(ω0) is an increase, as indicated by the dot in 
the Fig. 3.2, above the solid envelope representing the low field limit for ε′′(ω). The 
dashed line in the figure represents the result of measuring the entire loss spectrum at 
high fields, consistent with the observation for PC as shown in the Fig. 3.1. 
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3.4 Limitations of Box model: 
          Although the simplicity of the box model and its predictive power of nonlinear 
dielectric effect are quite impressive, the model prediction has been found to fail in some 
cases in recent years. It started with the work of Huang and Richert,
51
 when they 
observed the time resolved measurements for 2-MTHF. The time evolution of tanδ curves 
after application of high amplitude AC field show a frequency dependency for 
frequencies near the peak position (“relaxation regime”) which is the hallmark of the 
heterogeneous nature. But at higher frequencies in the “regime of aging experiments” this 
structural recovery was found to be frequency invariant. This clearly indicates that in the 
aging regime the heterogeneity regarding structural recovery is lost, whereas the basis of 
the box model is the dynamically heterogeneous nature of both, structural relaxation and 
structural recovery. The box model is also found to be insufficient when nonlinear 
dielectric effects of monohydroxy alcohols were investigated. The problem associated 
with these alcohols comes from the fact that they possess a strong Debye peak which 
dominates the dielectric spectra but this peak is not associated with the characteristic heat 
capacity step observed in calorimetric measurements.
80
 So, clearly the assumption of 
correlated dielectric and thermal timescale does not apply in the case of mono-hydroxy 
alcohols.
57
 Very recently, NDE measurements from high AC fields have been reported 
for plastic crystals cyanocyclohexane and a mixture of neopentylglycol in 
cyclohexanol.
81
  These measurements also indicated that the ‘box model’ predictions do 
not follow the observed effect even near the peak frequency,          
     . Here 
the complicacy is rooted in the intrinsically nonexponential response of the modes of 
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plastic crystals as confirmed by multidimensional NMR studies.
82
 So for the plastic 
crystals, the assumption of having a Debye type relaxation for each mode in the box 
model is violated. In the next chapter, the NDE effects in the aging regime will be 
discussed elaborately both in terms of the steady state prediction and its time resolved 
variant. 
          But as box model works well for simple molecular liquids close to the peak 
frequency, we can still use the prediction for the time evolution for the change in 
effective temperature at a particular frequency for the application of high amplitude DC 
bias field. In case of DC bias field application, the overall observed effect will be a 
combination of field induced change in entropy along with the transient ‘heating’ 
contribution from the applied field. So to account for the heating effect in that context, 
box model will be very useful. Those measurements will be discussed in Chapter 5.   
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Chapter 4 
Nonlinear dielectric measurements in the excess 
-wing and β-relaxation regime 
4.1 Introduction to excess wing and β-relaxation: 
          Broadband dielectric spectroscopy is commonly employed in the study of 
relaxation dynamics due to its high precision and the availability of a wide range of 
frequencies. In this broad frequency range, dielectric spectra of deeply supercooled 
liquids usually reveal several relaxation processes. The most prominent process that 
appears in the dielectric spectrum is the primary or α-relaxation originating from 
orientational motion of the molecules, which is associated with viscous flow of the 
sample. Below the glass transition, however secondary relaxations (β-relaxation) persist, 
which can be followed by dielectric measurements. These type of relaxations can also be 
observed in the equilibrium liquid at T > Tg. All secondary relaxations appear at higher 
frequencies compared to the α-relaxation. There are different molecular mechanisms that 
can be responsible for secondary processes in glass-forming liquids. For example, it can 
originate from intra-molecular motions within a part of the molecule like side chain 
motion in a polymer.
83
 Clearly this type of motion is not connected to structural 
relaxation, which involves the rotation of the entire molecule. However, Johari and 
Goldstein found the existence of secondary relaxation in completely rigid molecular 
glass-formers which lack intra-molecular degrees of freedom.
84
 Thus this kind of 
secondary relaxation definitely originates from the motion of the entire molecule and can 
be considered as a precursor to the primary relaxation. This second type of secondary 
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relaxations mentioned above is referred to as JG β-relaxation. NMR investigations have 
shed light to the correlation between α- and β-relaxation.85 If the JG secondary relaxation 
is a fundamental feature of the glassy dynamics, then it must be universally present in all 
the glass formers, independent of their molecular structures and chemical nature. 
However, there are many glass formers whose loss spectra show no evidence of any 
secondary peak, but excess spectral density with respect to the extrapolated high-
frequency power law flank of the α-peak.86 This excess loss contribution is termed as 
excess wing (EW) in the dielectric spectra and appears as a power law of frequency with 
exponent smaller than that characterize the high frequency part of the structural peak. 
Below the glass transition this excess wing persists as slow secondary relaxation process. 
Kudlik et al.
87
 proposed a classification of the glass-formers, according to whether their 
dielectric spectra show a distinct β-peak (‘type B’) or only an excess wing (‘type 
A’).There are two opposing views about the origin of this excess wing feature. Some 
argued that it is an inherent part of the α-relaxation process. In that notion, Dixon and 
Nagel
88
 proposed a scaling procedure by which dielectric loss curves at different 
temperatures can be scaled onto a single master curve including the excess wing regime. 
Nagel scaling works well for many materials. However, there are reports which criticize 
this scaling procedure. Departures from the scaling law of Nagel and Dixon have also 
been reported.
89
 Also, observations made by Casalini and Roland, that materials having 
very similar α relaxations can have different EW questions the validity of the idea whether 
the EW is a component of the α-process or not.90 The second view considers the excess 
wing as a submerged JG β-relaxation process under a dominant α-process. Several new 
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experimental approaches successfully showed that the EW is nothing else but the high 
frequency tail of a secondary peak. Schneider and co-workers
91
observed via aging 
experiments below Tg for glycerol and propylene carbonate that EW eventually transform 
into a shoulder. Their explanation of such behavior is based on different dependences of 
the structural and secondary relaxations on aging. Another procedure demonstrating the 
similar observation was achieved by modifying intermolecular interaction within 
materials from the same family but with slightly modified molecular structures. Dielectric 
measurements were performed for a family of polyalcohols and polymers with increasing 
number of repeating units.  Broadening of the structural peak along with transformation 
of EW into a resolved secondary loss peak was observed.
92
 The modification of the 
intermolecular interactions was also achieved by mixing a polar glass former (e.g. 
picoline) with a high Tg material (e.g. OTP, tri-styrene).
93
 In these experiments, the 
addition of the apolar and lower mobility component produced an increase of the 
intermolecular interaction experienced by the polar component, as reflected by a 
broadening of the structural peak, and the appearance of a secondary relaxation peak in 
the loss spectra instead of the EW of neat polar glass former. Experiments at high 
pressure have been especially useful in identifying the nature of the EW, since the α- and 
β-relaxation display different pressure sensitivities. For example, application of very high 
pressure to glycerol transforms its EW into a partially merged secondary peak.
94
 Finally, 
there are also glass-formers that show in their dielectric spectra both an excess wing and 
a γ-relaxation peak at higher frequencies. While excess wing has been regarded as a true 
JG β-relaxation process in that case, γ-relaxation is assumed to be intramolecular in 
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nature. Pressure dependent measurements support the above idea. The analysis based on 
the Coupling Model
95
 is used to identify JG relaxation, also confirms the validity of the 
above scenario. Actually, from the above experimental evidences it is very much 
expected that excess wing and β-process share some common properties. It seems quite 
appropriate to designate both of them as secondary relaxations of JG type. But the true 
microscopic nature of EW remains obscure. In this chapter, nonlinear dielectric response 
in terms of high AC field for both these secondary relaxation modes will be presented 
with a focus to unveil any correlation in terms of the microscopic origin of these 
processes.  
4.2 Nonlinear dielectric effects in excess wing regime: 
I. Motivation 
           High field impedance spectroscopy has emerged as a novel tool to study structure 
and dynamics of glass-forming liquids, exploiting the notion that more microscopic 
insight can be obtained from studying non-linear dielectric effects, relative to the 
standard linear response experiments. These measurements are often performed with zero 
bias field with a high amplitude sinusoidal field, E(t) = E0sin(t). In case where the 
detection of non-linear effects focuses on the polarization P at the fundamental 
frequency, the subscript '1' is used to identify the order of the Fourier component of 
interest. Contributions to P1 will be dominated by the linear susceptibility, 1, and at 
moderate departures from the linear regime a further contribution arises from a term that 
is proportional to the third power of the electric field, with susceptibility 1
(3)
. If higher 
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order terms in the field (n = 5, 7, ...) are disregarded, the relation between P1 and E0 can 
be written as: 
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The present analysis follows common practice in evaluating the data using the standard 
relations for obtaining permittivity  in the linear regime, but with different results for the 
low (linear response) and high field case, identified by the respective indices 'lo' and 'hi', 
i.e., 
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ˆ
4
3
ˆ1ˆ Ehi  .         Eq. (4.2) 
           The energy that a sample absorbs from an external time-dependent field of 
sufficiently large amplitude has been identified as a source of considerable non-linear 
dielectric behavior as discussed in Chapter 3. In the extreme case of microwave heating 
and related experiments, the field induced modification is governed by a change in 
sample temperature.
96
 At lower frequencies and accordingly reduced power levels, 
changes in permittivity can be detected, even at isothermal conditions. Using the concept 
of dynamic heterogeneity, these field induced modification can be rationalized on the 
basis of spectrally selective increases in configurational temperatures (Tcfg), which 
result in a reduction of relaxation time constants, implying that modes shift along the ln 
scale with negligible change of their amplitudes. For steady state conditions and for time 
constants not too far away from the most probable value, max, the difference between ln 
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values at high (hi) and low ( = lo, linear response value) fields, E0sin(t), can be 
approximated by 
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 ,                      Eq. (4.3) 
where EA = dlnmax/d(1/kBT) is the overall apparent activation energy,  = s   is the 
(linear response) dielectric relaxation amplitude, Ccfg is the configurational heat 
capacity step, and  is the density. This relation has been found to provide reasonable 
predictions for the magnitude of the non-linear effects for numerous materials, including 
D-sorbitol.
76 
Nonlinear dielectric response in glass-forming liquids has gained a renewed interest 
involving variety of experimental measurements. The interests lie in different directions: 
determination of the growing correlation length by measuring third order susceptibility,χ3; 
characterization of dynamic heterogeneity by looking at the frequency dependent 
nonlinear contributions to the dielectric permittivity,       . But both these approaches 
are mainly focused in the primary relaxation regime, frequencies near to the peak 
position. Recently, these type of measurements have been performed at very high 
frequencies e.g. in the excess wing regime. The very first nonlinear dielectric experiment 
in excess wing regime was performed by Bauer et al.
97
 This particular study was 
motivated by the following facts: 
 i) origin of the excess wing is controversial; often regarded as an unresolved JG β- 
relaxation, which itself is believed to be the precursor to primary structural relaxation 
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process governing the viscous flow in liquids ii) dielectric hole burning experiments 
found different behaviors of excess wing and α-relaxation regime in terms of the 
persistence time of the burned holes
98
 iii) observations from physical aging experiments 
in the excess wing region of glycerol can be explained without invoking ‘dynamic 
heterogeneity’, which is already a well-established feature of the α-relaxation regime.  
          In their work,
97
 two typical glass forming materials with pronounced excess wing 
behavior e.g. glycerol and propylene carbonate had been looked at. The chosen nonlinear 
method is analogous to the one developed by Richert and Weinstein
50
 and described in 
Chapter 2 in the “High AC field” section. The observed field effects are shown below for 
glycerol at different temperatures (Fig. 4.1). The results for propylene carbonate are 
found to be very similar in nature. 
 
Fig. 4.1: Field induced relative changes in dielectric loss for glycerol at different 
temperatures. Each curve represents the observed change at different high field value 
compared with the low field value of 14 kV/cm. Arrows indicate the position of the loss 
peak frequency at the specified temperature.[Figure taken from Ref. 97] 
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           i) At higher temperatures, above the peak frequency, in the high frequency flank of 
the α-peak region high field significantly modifies the low field permittivity value. 
Relative change of about 50% in     was observed with field 671kV/cm for glycerol, 
which is in accord with the previous result reported for glycerol but at a lower field 
282kV/cm. This observed result is quite in agreement with the phenomenological ‘box 
model’ prediction which is discussed in Chapter 3. 
         ii) However, at low temperatures, when the measurements were extended to the 
very high frequencies near the excess wing regime, even with the highest applied field 
the relative changes in permittivity dropped back to zero. In other words, low and high 
field spectra were found to be identical in the high frequency regime. This effect is not in 
accord with the ‘box’ model prediction. At very high frequencies (ω >> τα), according to 
the ‘box’ model (Eq. 4.3) the nonlinear effect should reach a constant plateau value for 
Δlnτ. 
          This unexpected finding of lacking nonlinear behavior in excess wings of glass-
formers raises certain concerns about both the validity of the box model and the 
applicability of the heterogeneous picture of the supercooled liquid in the excess regime: 
           i) Recent theoretical studies
99,100
 have established a connection between a growing 
correlation length and increasing amount of the nonlinearity. With lowering temperature, 
observed growth in the overall nonlinear effect indicate that α-relaxation is cooperative in 
nature and cooperativity increases with decreasing temperature. The observed lack of 
nonlinearity in the excess wing regime suggests that the microscopic process responsible 
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for this feature in dielectric spectra is non-cooperative. Secondary relaxation processes 
below Tg are also non-cooperative in nature as seen by their Arrhenius temperature 
dependence. So, excess wing can be treated as an unresolved JG β-process. But the 
experiments presented in the above mentioned paper reports also temperatures which are 
above Tg. In this temperature range, the evolution of the α-peak and excess wing with 
temperature follows non-Arrhenius behavior although with different activation energies.  
          ii) The net observed nonlinear dielectric effect near the α-peak can be 
quantitatively described by phenomenological ‘box’ model, which corroborates the idea 
of dynamic heterogeneity already proven by many different experiments. But the absence 
of nonlinearity in excess wing regime in marked contrast to the α-peak region indicates 
that heterogeneity is absent in excess wings, which is very surprising because excess 
wing spans over few decades at low temperatures. Also, dielectric hole-burning 
experiment confirms the heterogeneity in the secondary relaxation process.
101
The 
observed effect is opposite to those observations. 
          iii) In general, physical aging experiments are carried out mostly in this excess 
wing regime. In those experiments it has been seen repeatedly that the modes present in 
the wing region move with a single ‘inner clock’ after a downward temperature jump i.e., 
all the modes shift in a concerted fashion mostly with the timescale of the order of τα. So 
one would expect to see NDE effect with field, but it would require almost τα timescale to 
develop. It may be possible that the amount of time these high field cycles were applied 
is not sufficient to develop any detectable amount of NDE.  
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           To clarify the above mentioned discrepancies, the nonlinear dielectric effects in 
the excess wing regime up to frequencies ω ≈ 107 ωmax for several molecular glass 
formers involving glycerol and propylene carbonate (PC) also has been obtained. Both 
the steady state effects and their time resolved variants will be reported here.  
II. Experiment 
          The glass-forming liquids used for the study are propylene carbonate (PC, 99.7%, 
anhydrous), 2-methyltetrahydrofuran (MTHF, 99+%, anhydrous), and glycerol (GLY, 
99.5+%, spectrophotometric grade), all purchased from Sigma-Aldrich and used as 
received. High field impedance experiments are performed for frequencies from 0.1 Hz to 
100 kHz using a system based upon a Solartron SI-1260 gain/phase analyzer that has 
been described in Chapter 2. The capacitor consists of two polished stainless steel disks 
(16 and 20 mm ), separated by a 10 m thick Teflon ring that leaves an inner area of 14 
mm  for the sample. For those cases where a time resolution of a few seconds is 
sufficient, time resolved experiments are performed by programming a sequence of 
measurements (1  i  100) at the same frequency, with the field amplitude set to a high 
value of E0 for the entire time interval for which 10  i  50 and with a low (linear 
response) field otherwise. In this mode, a permittivity value is stored once every few 
seconds.  
III. Results 
          All NDE features which are shown below, are qualitatively equal for PC, MTHF 
and GLY, but the best resolved data is obtained for PC. All magnitudes of field induced 
changes scale with   
 , and are thus proportional to the energy associated with that field 
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amplitude. Linear response dielectric loss spectra are depicted for PC for several 
temperatures on a reduced frequency scale in Fig. 4.2.  
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Fig. 4.2: Symbols represent linear response (E0, lo=14 kV/cm) dielectric loss spectra, 
ε″lo(ν/νmax), for propylene carbonate at the temperatures indicated. The superposition is 
obtained by normalizing the frequency axis to the respective peak values, νmax, listed in 
the legend, while the amplitudes are not subject to normalization. The dashed line shows 
the high field (E0,hi=283 kV/cm) loss spectrum, ε″hi (ν/νmax), for T=165 K, using the same 
νmax=5.0 Hz value as for its low field counterpart. Arrows at the high frequency wing 
indicate the two distinct approaches to report the field effect: the “vertical” difference, 
ε″hi−ε″lo, and the “horizontal” difference, lg(νhi)−lg(νlo).  
 
      It is quite evident from Fig. 4.2 that in the investigated temperature range, time-
temperature superposition (TTS) is valid and the dielectric constant s as well as the 
relaxation strength, ,  is virtually temperature invariant. The graph also includes a loss 
curve for one temperature (T = 165 K) obtained at a high field of E0 = 283 kV/cm, and 
the deviation from its low field counterpart is clearly visible at frequencies exceeding the 
loss peak position ( > max). The figure also indicate the two different ways of 
measuring the field induced changes: in terms of the 'vertical' difference, ''hi  ''lo, or as 
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the 'horizontal' difference, lg(hi)  lg(lo) or equivalently lg(hi)  lg(lo), calculated 
according to 
                                    
 
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

lglg
lnln
dd lo
lolohi
lohi 

 .                                  Eq. (4.4) 
Standard high field measurements (total 6 avg.) are performed for all the above 
mentioned temperatures. In Fig. 4.3, field induced relative changes (vertical difference) 
in the dielectric loss '' for propylene carbonate at different temperatures are depicted. 
This relative vertical difference is equal to ln'' for small values, where  refers to the 
difference between high and low field result. This result is consistent with the previously 
reported observations from Bauer et al.
97 
The values of ln'' approach zero for 
frequencies exceeding about 10
5max. The arrows corresponding to each curve indicate 
the peak position at that temperature. 
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Fig. 4.3: Field induced relative changes in dielectric loss for Propylene carbonate at 
different temperatures. Each curve represents the observed change for a high field value 
of 283 kV/cm compared with the low field value of 14 kV/cm. Arrows indicate the 
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position of the loss peak frequency at the specified temperature. Open symbols indicate 
the situation where temperature is raised via excessive energy absorption. Hexagons 
positioned at the peak maximum of the NDE effect trace the apparent activation energy, 
dlnmax/d(1/T). 
 
       Note that these data are recorded in a standard impedance mode, i.e., moderate 
number of high field cycles is applied. So it is possible that the loss values obtained in 
this manner may not reflect the steady state situation. For that reason, time resolution has 
been added to the above approach in order to facilitate extracting the 'instantaneous' 
contribution to the NDE as well as the long time limit at which ''hi has reached a steady 
state value. The results are shown in Fig. 4.4, in terms of the 'horizontal' difference, 
which is derived from the 'vertical' difference via Eq. (4.4). The temperatures and their 
corresponding τmax values are given in the graph. 
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Fig. 4.4: Nonlinear dielectric effect shown in terms of “horizontal difference” for three 
different temperatures as indicated in the legends with their corresponding τmax values. 
Open symbols represent the ‘instantaneous’ effect observed within few periods after 
switching on the high field (283 kV/cm), while solid symbols represent the steady state 
effects.  
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     Clearly, Fig. 4.4 demonstrates that the steady state value of NDE does not 
approach zero for   107max. Analogous results for MTHF and glycerol are depicted in 
Fig. 4.5, and the overall pattern is again that the steady state magnitude of the NDE 
significantly exceeds its short time value. As indicated by the arrow in Fig. 4.4, all NDE's 
shown in Fig. 4.4 and Fig. 4.5 are evolving in time from the level of the open symbol to 
that of the closed symbol. 
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Fig. 4.5: Nonlinear dielectric effect shown in terms of “horizontal difference” for 
different temperatures as indicated by the legends with their corresponding τmax values in 
case of (a) 2-MTHF for a field of value 283 kV/cm (b) glycerol for a field of value 481 
kV/cm. As shown in Fig. 4.4, open symbols represent the ‘instantaneous’ effect observed 
within few periods after switching on the high field, while solid symbols represent the 
steady state effects.  
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    The time evolution of the NDE that is implied in the results of Fig. 4.4 and 4.5 have 
been measured for all open/closed symbol pairs of these two figures. Characteristic 
results of such time dependent measurements are depicted as symbols in Fig. 4.6A for PC 
and in Fig. 4.6B for MTHF and GLY. The curves are selected in such a way so that the 
effect of variation of the average relaxation time  (via changing temperature) at a fixed 
test frequency, as well as the variation of the test frequency  at a fixed average 
relaxation time  can be shown. Values of the ratios  /max, range from about 160 to 
70,000 for the six situations included in Fig. 4.6A and Fig. 4.6B. 
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Fig. 4.6A (left): Time resolved relative change of the dielectric loss, (''hi  ''lo)/''lo, in 
propylene carbonate for an increase of the field amplitude from E0 = 14 kV/cm ('lo') to a 
significantly higher field ('hi') at t = 0. For the three panels, the high field amplitudes E0, 
temperatures T, peak relaxation times max, and test frequencies  are as follows: (a) E0 = 
200 kV/cm, T =156 K, max = 25 s,  = 1 Hz; (b) E0 = 283 kV/cm, T =155 K, max = 105 s, 
 = 1 Hz; (c) E0 = 283 kV/cm, T =155 K, max = 105 s,  = 100 Hz.  
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Fig. 4.6B (right): Time resolved relative change of the dielectric loss, (''hi  ''lo)/''lo, in 
2-MTHF and glycerol for an increase of the field amplitude from E0 = 14 kV/cm ('lo') to 
a significantly higher field ('hi') at t = 0. For the three panels, the material, high field 
amplitudes E0, temperatures T, peak relaxation times max, and test frequencies  are as 
follows: (a) MTHF, E0 = 283 kV/cm, T =89.0 K, max = 170 s,  = 1 Hz; (b) GLY, E0 = 
481 kV/cm, T =186 K, max = 112 s,  = 1 Hz; (c) GLY, E0 = 481 kV/cm, T =186 K, max 
= 112 s,  = 100 Hz. 
 
IV. Discussion 
A. Non-linear effects in the excess wing 
     In Fig. 4.4, reductions in the magnitude of ln(hi/lo) with increasing frequency 
range from 40 to 60%, and occur predominantly for frequencies  > 104max. Clearly, the 
frequency dependence of ln(hi/lo) seen in Fig. 4.4 contradicts the prediction from box 
model, which implies frequency invariance for  > 10max. However, as mentioned while 
describing the phenomenological model in Chapter 3, the derivation of Eq. (3.6) rests on 
the assumption that the contributions towards cp and  are proportional for a particular 
mode. This leads to the fact that permittivity and heat capacity enter only as the ratio 
/cp in Eq. (3.6). Near the peak, this is confirmed by comparing the profiles of ''() 
and cp''(), which suggest proportionality of the two quantities at every frequency.
77
 But 
corresponding data at very high frequency region is not available to claim this support. 
So, for the range 10
4max to 10
7max it is very possible that the ratio ''()/cp''() has 
changed by about 50% relative to the smaller frequencies. Therefore, the steady state data 
of Fig. 4.4 are compatible with the model leading to Eq. (3.6), but with /cp replaced 
by ''()/cp''(). Accordingly, one has to be cautious while questioning the concept of 
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heterogeneous dynamics for frequencies  >>max on the basis of the short time NDE 
becoming practically zero. 
          It is also important to note that with decreasing temperature the magnitude of the 
NDE grows and it scales with the apparent activation energy, dln(max)/d(1/T), as shown 
by the hexagons in Fig. 4.3 which is in accord with Eq. (3.6) also. This strong 
temperature dependence of the magnitude of the NDE prevents the curves in Fig. 4.4 to 
collapse onto a master-curve, although the frequency axis is normalized to the peak 
frequency. 
        It is interesting to note that the time scale with which the steady state level of the 
NDE is reached. In a previous study by Richert and Huang,
51
 frequency invariant 
timescale for the rise in Δlntanδ has been recognized at higher frequencies, which 
indicates homogeneous relaxation distribution. The threshold for this failure of the model 
on the frequency scale coincides with the onset of the excess wing
51
 i.e., at about 
10
2max, but the time dependence of the configurational temperature for  > 10
2max had 
not been investigated extensively. 
      In Fig. 4.6A time resolved measurements of the quantity (''hi  ''lo)/''lo are 
presented for propylene carbonate. Each panel is associated with a different frequency 
relative to the loss peak: (a) 160, (b) 660, and (c) 66000 in terms of /max. Lowering the 
temperature from T = 156 K to 155 K and thus increasing  at a constant frequency of  
= 1 Hz leads to a slower rise of the quantity (''hi  ''lo)/''lo, see Fig. 4.6A (panel a and 
panel b). But interestingly, increasing the frequency from  = 1 Hz to 100 Hz at a 
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constant temperature of T = 155 K has no effect on the time dependence of the NDE, see 
Fig. 4.6A (panel b and panel c). It is very clear from panel c that the NDE has not yet 
reached a steady state plateau even after 300 s for a frequency of  = 100 Hz, i.e., after 
30,000 periods. All these time resolved curves for  > 102max can be represented by the 
following fit function designated x(t), 
                                


tt sx
lo
lohi 


 exp1 ,               Eq. (4.5) 
with  and s representing the 'instantaneous' (not time-resolved i.e., the rise of ''hi over 
''lo that is faster than about 2 s) and the steady state level of the relative change of the 
loss, respectively. The values for  and s are adjustable fit parameters, while  and  
are the KWW parameters that describe the linear response of the -relaxation in the time 
domain,      tt  exp0  at that temperature. Solid lines in both Fig. 4.6A and 
4.6B demonstrate how well Eq. (4.5) represents the time dependence of the NDE, and the 
values for  and s are shown as open and solid symbols respectively in Fig. 4.4 and Fig. 
4.5 also verifies that all field induced changes are completely reversible. The conclusion 
from these observations is that modes within the excess wing change their relaxation time 
constant (or, equivalently, configurational temperature) on the time scale of the overall 
primary structural relaxation, instead of the timescale of the mode itself as suggested by 
the 'box'-model. This can be considered as a drawback for the model deep in the excess 
wing regime. 
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B. Comparison with model predictions 
      The above analysis of the time dependent curves imply that all fast modes within 
the excess wing ( < 10-2max) are equally slaved to the average structural relaxation 
regarding their rate at which time constants are approaching their equilibrium values. 
This observation can be explained by the confinement effect
102
 of these fast modes by the 
surrounding rigid slow modes which is more abundant as reflected by the distribution of 
the timescales, g(τ). So modes present in the excess wings have to wait for the 
macroscopic softening to occur, before they can relax their fictive temperatures. This 
appears to contrast the basic idea of heterogeneous dynamics that fast and slow modes are 
mutually independent. In this regard, one must discriminate the two distinct time scales 
associated with each mode 'i': On the one hand, the time constant i that defines a local 
correlation time of some experimental variable (e.g., polarization in case of a dielectric 
experiment, enthalpy content in case of calorimetry), and on the other hand, the decay 
function x(t) associated with the time x required for i to attain its equilibrium value 
after some perturbation (e.g., a change in temperature as in physical aging or calorimetric 
experiments, or a change in structure or configurational temperature as in the present case 
of an influx of energy). Actually, this latter time correlation function reflects ‘structural 
recovery’ instead of 'structural relaxation'. Typical experiments identifying the 
heterogeneous nature of dynamics are performed at a constant temperature, i.e., under 
quasi-equilibrium conditions. As a result, the term 'dynamical heterogeneity' typically 
refers to the independence of the local processes characterized by the i's. The 'box'-
model assumes the identity x = i for each mode, which is incompatible with the present 
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findings. Accordingly, the concept of heterogeneous dynamics does not apply equally to 
the structural recovery process characterized by x(t), at least not in the regime of the 
excess wing. 
C. Relation to rate exchange and physical aging 
        The above mentioned high field experiment involving the influx of energy to the 
sample induce a equilibration process which can characterized by the function x(t) as 
discussed above. Similar to these high field experiments, physical aging process 
(temperature jump below Tg),
41
 and calorimetric techniques like differential scanning 
calorimetry (DSC) and modulated DSC (heat flow to the sample) also involve this type of 
equilibration process after the perturbation. These non-equilibrium processes are difficult 
to understand quantitatively due to the fact that relaxation times i depend not only on 
temperature but also on structure, i.e., i = i(T,Tf), where structure can be mapped onto 
the fictive (Tf) or configurational (Tcfg) temperature.
103
 In all these studies enthalpy 
recovery is assumed to depend  on a single fictive temperature which slaves the Tf's of all 
modes to the overall structural relaxation.
104
 The experimental signature of a single 
fictive temperature is the common observation of time-aging time superposition 
(TaTS).
44
 A single Tf implies that all mode specific i's move towards their new 
equilibrium values in a concerted fashion, consistent with the present findings regarding 
the excess wing regime. Therefore, the slow equilibration of excess wing modes observed 
here is equivalent to the slow physical aging of these fast modes, for instance in response 
to a step in temperature to a lower value. Such a response is depicted schematically in 
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Fig. 4.7. The top part represents the shift of the five distinct modes to lower frequencies 
(higher i's) in response to a small temperature down-jump as in a physical aging 
experiment. The fluctuation dissipation theorem states that even at a constant 
temperature, there should be corresponding fluctuations, as illustrated at the bottom part 
in Fig. 4.7. These fluctuations are known as rate exchange, and again a common 
exchange rate x is typically assumed for all modes. Therefore, aging isotherms and the 
current high field experiments are considered direct measures of rate exchange effects, 
for which heterogeneity does not apply in the same way as for linear response isothermal 
relaxations. 
 
Fig. 4.7: Schematic representation of heterogeneity in terms of five distinct Debye type 
modes whose superposition yields a dispersive dielectric loss peak. Arrows in the top part 
indicate the equilibration of fictive temperatures or relaxation time constants, the process 
of an aging isotherm occurring in response to a temperature down-jump. Arrows in the 
bottom part indicate rate exchange at a constant temperature. The two scenarios are 
linked only qualitatively by the fluctuation dissipation theorem (FDT). 
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V. Summary and Conclusions 
     High field dielectric relaxation experiments are performed in the high frequency 
wing of the dielectric loss of three molecular glass-forming liquids, at field amplitude that 
are sufficient to drive the systems beyond the regime of linear responses. The novel 
feature of these measurements is the time resolution of non-linear dielectric effects that 
extends to about 30,000 periods of the applied field. For frequencies positioned between 
factors of 10
2
 to 10
7
 above the peak loss frequency, max, it is found that it takes an 
unexpectedly long time for the system to reach steady state conditions and that is the 
reason for the observation of zero NDE effect by Bauer et al.
97
 The level of the steady 
state non-linear effect is consistent with the 'box'-model, whereas the time scale required 
to reach that level is incompatible with the previous understanding of such high field 
effects. True structural relaxation (i.e., the time correlation function of fictive 
temperatures) is slaved to the macroscopically average -relaxation in this higher 
frequency range, 10
2max <  < 10
7max. Although the same type of experiments 
demonstrate heterogeneous relaxation near the peak position, mutual independence of the 
modes in the excess wing regime found to be absent.                     
4.3 Nonlinear dielectric response in JG β-relaxation: 
I.  Motivation 
          In the first section of this chapter, nonlinear response in excess wing regime has 
been studied. A definitive conclusion on their microscopic origin is not possible from 
these experiments. It is also not possible to make any conclusive statement on the relation 
of these excess wing modes with JG β-relaxation process. So, to gauge any kind of 
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connection between these two processes, nonlinear dielectric response in the JG β-
relaxation modes has been studied. Before going straight into the experimental section, 
the universal features corresponding to JG β-relaxation needs to be mentioned. These 
properties
105
 include i) a more sensitive dependence of the JG relaxation time on pressure 
and aging than other secondary relaxations ii) change in temperature dependence from 
Arrhenius (below Tg) to non-Arrhenius (above Tg) and finally merging with the α-
relaxation at high temperature iii) a separation in frequency from the α relaxation that 
depends on the breadth of the α dispersion. The temperature dependence of the secondary 
relaxation time is usually considered to be of the Arrhenius type. However a number of 
recent experimental results suggest that τβ may deviate from Arrhenius law in the 
equilibrium liquid state. Although the β-relaxation has been interpreted as the hindered 
motions within the “island of mobility”106, 2H NMR technique and solvation dynamics 
experiment reveal the source of the process as highly restricted orientational motion 
essentially involving all the molecules.
107,108,109
 There are also some microscopic 
evidences that JG β- relaxation bears a close connection to the α-relaxation.110,111 In 
toluene and polybutadiene, secondary relaxations have been found to involve angular 
jumps of similar magnitude above Tg.
112
 Not only it is of great importance to unravel the 
origin of excess wing, but also as JG relaxation believed to be the precursor of primary 
structural relaxation, this particular study aiming at the nonlinear dielectric features of JG 
β-relaxation modes will be of equal importance. 
As it is evident from the earlier discussions, the non-linear dielectric response for 
secondary relaxation processes of the Johari-Goldstein (JG) type, i.e., those -processes 
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that are considered as an intrinsic feature of the dynamics of glass-forming liquids and 
glasses, will be of interest here. Finally, results of these experiments will be compared 
with the observations of NDE's in the excess wing regime in order to scrutinize the notion 
“the excess wing is a submerged JG β-peak”. 
II. Experiment 
           D-sorbitol has been chosen as the material for this study, as it possesses a well 
characterized secondary process with exceptional dielectric amplitude on an absolute 
scale (  4) as well as relative to the primary relaxation amplitude (/  0.1).
113-
116
 The compound D-sorbitol (98%) has been purchased from Aldrich and is used as 
received. Sorbitol is heated to about 400 K, i.e., sufficiently above its melting point Tm = 
368 K, for 10 minutes prior to cooling to Tg at a rate of  5 K/min. It is important that the 
process generates an optically clear liquid while avoiding caramelization. Samples are 
prepared in a capacitance cell in similar fashion as described earlier. 
      A closed cycle He refrigerator (Leybold RDK 6-320/Coolpak 6200) along with a 
temperature controller (Lakeshore Model 340) equipped with calibrated diode sensors are 
used to control temperature. High voltages are achieved using a Trek PZD- 700 high 
voltage amplifier boosting the generator signal of the Solarton SI-1260 gain/phase 
analyzer. Impedances are measured for frequencies 1 Hz to 25 kHz at a density of 8 
points per decade. For the time resolved measurements, high field protocol has been kept 
the same as in the excess wing studies. To ensure that the system is held at isothermal 
conditions, sufficient waiting times are provided between two measurements. Sample 
temperatures are selected as follows. For experiments related to the -peak, three 
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temperatures close to Tg = 268 K of D-sorbitol are chosen, T = 267, 270, and 273 K, for 
which a sufficient spectral separation between - and -process facilitates discerning 
their contributions. For investigating the -relaxation process, the temperatures were kept 
at 195, 220, and 245 K, respectively, i.e., well below Tg so that -process will be in the 
experimental frequency window. Comparing the measured loss values of the primary 
relaxation to literature
113,114
 results on D-sorbitol indicated that the real sample thickness 
is 15 m, i.e., 5 m thicker than the nominal value determined by the spacer material. 
This is due to the high viscosity of the sample near the sample preparation temperature.  
All permittivity values reported in this thesis are corrected for the actual geometry.  
III. Results 
For all the sample temperatures relevant to this study, the linear regime dielectric loss 
spectra of D-sorbitol are depicted in Fig. 4.8.  
 
Fig. 4.8: Linear response dielectric spectra for D-sorbitol at various temperatures. The 
three higher temperatures (267K, 270K and 273K) are relevant for studying the α-peak, 
whereas three lower temperatures (195K, 220K, 245K) display only the JG β-relaxation 
peak in the measurement frequency window. 
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          From the experimentally obtained curves, it can be seen that D-sorbitol has a 
pronounced -peak and it is well separated from the -process (type B) contrary to the 
situation for excess wings (type A). Given the present experimental frequency window of 
the high field measurements, the three higher temperatures have been chosen for studying 
the -peak, while the three lower temperatures facilitate measuring the -peak effects 
without strong interference from the primary modes. For temperatures such as the T = 
267 or 270 K cases, the upper end of the frequency window used for the high field 
measurements reaches the onset of the -peak. However, significant contributions from 
the primary structural relaxation peak at those frequencies cannot be ignored. The 
graphical matrix of Fig. 4.9 compiles representative examples of the time dependence of 
the field induced dielectric effect in terms of the relative change of the dielectric loss, 
(''hi  ''lo)/''lo, for the three temperatures located near or above Tg and for different 
frequencies.  
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Fig. 4.9:  Time dependent field induced relative change of the dielectric loss for three 
higher temperatures are shown for a change in field amplitude from E0,lo = 10 kV/cm to 
E0, hi = 190kV/cm. The fit lines shown in red are based on Eq. (4.5). τα values for these 
three temperatures are 200s, 20s and 2s respectively going from low to high temperature. 
While each row corresponds to a single temperature, each column represents 
measurements for a fixed frequency.  
 
          This array has a common sample temperature T for each row and a common 
measurement frequency   for each column. The lines in Fig. 4.9 are fits according to Eq. 
(4.5). Frequency dependencies of  and s are depicted for the three liquid state 
temperatures in Fig. 4.10. According to the fits, the instantaneous contributions,, for 
the temperatures T = 270 and 273 K were zero, and thus only one curve is shown for 
().  
 
Fig. 4.10: Instantaneous and steady state values of the relative change in dielectric loss in 
terms of “vertical difference” for a field transition from E0,lo = 10 kV/cm to E0, hi = 190 
kV/cm. The value of ϕ for the two high temperatures are zero and thus not shown. 
 
            Steady state non-linear effects such as those represented by the solid symbols in 
Fig. 4.10, s(), have been interpreted as a field induced modification of time constants, 
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rather than a change in relaxation amplitudes.
78
 Therefore, it is useful to assess the so-
called 'horizontal' difference curves that gauge the separation between the high field 
spectrum, ''hi(), and its low field counterpart, ''lo(), measured along the logarithmic 
frequency scale, ln. The results for the field induced frequency shifts, ln(hi/lo), that are 
derived from the three s() curves of Fig. 4.10, are shown in Fig. 4.11. Because the 
slope, dln''/dln, attains values of zero at the loss minimum between primary and 
secondary peak, the ln(hi/lo) curves for T = 267 and 270 K display poles at 100 and 
1000 Hz, respectively. 
 
Fig. 4.11: Field induced “horizontal difference” for D-sorbitol for the three higher 
temperatures for a field transition from E0,lo = 10 kV/cm to E0, hi = 190 kV/cm. These 
curves are obtained by dividing the vertical differences in Fig. 4.10 by the slope 
according to Eq. (4.4). The value of the slope for T = 267K and 270K is found to be zero 
at the frequencies indicated by the arrows, leading to poles in the “horizontal difference” 
spectra. 
 
    Time resolved measurements analogous to those shown in Fig. 4.9 have been 
performed for the three lower temperatures, T = 195, 220, and 245 K, i.e., in the glassy 
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state where the secondary relaxation peak is within the frequency window of the high 
field experiments and with little interference from the primary structural relaxation 
signal. A selection of these results is compiled in matrix form in Fig. 4.12, which is 
analogous to Fig. 4.9, but with the highest frequency column showing 1 or 10 kHz results 
instead of a common value of 100 Hz. 
 
Fig. 4.12:  Time dependent field induced relative change of the dielectric loss of D-
sorbitol, (ε''hi - ε''lo)/ ε''lo, in response to the field amplitude increasing from E0,lo = E0,hi/10 
to E0,hi = 230 kV/cm at t = 0 and then decreasing again to E0,lo at a later time. From top to 
bottom, the rows are for temperatures T = 195, 220, and 245 K. For each of the three 
temperatures, results for three measurement frequencies are shown, ν = 1 Hz, 10 Hz, and 
1 or10 kHz. The non-linear effects amount to 1 to 2 % and are largely time invariant, 
with the exception of the T =195 K, ν = 10 kHz case, which is dominated by electrode 
heating. 
 
     In contrast to the results obtained for higher temperatures, T > Tg, these curves 
observed for T < Tg show practically no time dependence and an overall smaller effect in 
the 1 to 2 % range. A spectrum of the field induced relative change, s(), of the 
dielectric loss at T = 220 K, derived from the long time plateau values of the (''hi  
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''lo)/''lo data of Fig. 4.12 is shown in Fig. 4.13 (panel b) along with the low field (linear 
response) loss spectrum (panel a) for comparison. 
 
 
Fig. 4.13: Dielectric relaxation results for the β-process of D-sorbitol at a temperature of 
T = 220 K. (a) Experimental data for the low field (linear response) dielectric loss 
spectrum (symbols), along with an HN fit (line) based on the parameters listed in the 
legend. (b) The 'vertical' relative difference, (ε''hi - ε''lo)/ ε''lo, between loss spectra 
recorded at E0,hi = 230 kV/cm and E0,lo = E0,hi/10, as derived from the virtually time 
invariant curves of Fig. 4.12. 
 
IV. Discussion 
    Towards higher frequencies relative to the peak loss frequency max, i.e., in the 
excess wing regime with  > 102max, the magnitude of the non-linear dielectric effect is 
reduced relative to the prediction of Eq. (3.6) by a factor of up to about two at  = 
10
7max. Moreover, it was found for several glass formers that the approach to the steady 
state value of ''hi occurs as slow as the average structural relaxation, even for modes as 
fast as  = 10-7max.
117
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Primary Relaxation of Sorbitol: The non-linear dielectric behavior of D-sorbitol is 
studied at three temperatures, T = 267, 270, and 273 K, with the respective average -
process dynamics characterized by the relaxation times  = 200, 20, and 2 s. In the same 
order, the peak frequencies of the linear response dielectric loss profiles are positioned at 
max = 0.002, 0.02, and 0.2 Hz, see Fig. 4.8. Regardless of temperature T and 
measurement frequency, it is found that the field induced change as gauged by the 
quantity (''hi  ''lo)/''lo approaches its steady state level via Eq. (4.4), i.e. with an 
'instantaneous' step of magnitude,, followed by a stretched exponential rise to s with 
KWW parameters  and  that closely resemble the average -relaxation in the time 
domain at the given temperature. The fit examples shown in Fig. 4.9 demonstrate that Eq. 
(4.5) captures the time dependence of the field induced relative increase of the dielectric 
loss with  values derived from the HN fits to the -peak and with  values that vary 
only slightly around the low value typical for this highly fragile (m = 127) liquid. This 
universally slow equilibration or structural recovery time for modes that are associated 
with very fast structural relaxation time scales within the high frequency wing is 
equivalent to the behavior observed with the same type of experiment for PC, GLY, and 
MTHF. 
     The magnitudes, s, of the relative enhancements of the loss are compiled in Fig. 
4.10, which spans a range of 6.5 to 1.5106 regarding the ratio /max. At the field of E0,hi 
= 190 kV/cm, levels of s between 4 and 12 % are found, with the tendency to decrease 
monotonically with frequency in the range of  > 102max. Again, these observations are 
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reminiscent of the high frequency non-linear dielectric effects seen with other molecular 
glass formers. Expressing the field effects of Fig. 4.10 in terms of the 'horizontal' 
difference, lnhi  lnlo, as defined in Eq. (4.1), a picture emerges in Fig. 4.11 that differs 
qualitatively from what has been observed previously for molecular glass formers. Here, 
the values of lnhi  lnlo increase along the frequency axis, prior to displaying a pole 
followed by negative values at even higher frequencies, see Fig. 4.11. The pole originates 
from the division by the slope dln''/dln in Eq. (4.4), which becomes zero at the loss 
minimum between the - and -peak. As the materials studied previously in a similar 
fashion (PC, GLY, MTHF) do not exhibit a distinct -peak, such poles and changes in 
sign as in Fig. 4.11 have not been observed before.  
    The comparatively slow approach to equilibrium observed for D-sorbitol even for 
frequencies that are 10
6max or higher is analogous to the behavior seen for other 
molecular glass formers, PC, GLY, and MTHF. This slow process is the equivalent of 
structural recovery,
117
 i.e., the approach of time constants towards their equilibrium value 
as discussed for the excess wing behavior. 
Secondary Relaxation of Sorbitol: The distinct secondary relaxation of D-sorbitol 
can be observed clearly above and below Tg in Fig. 4.8. This β-relaxation in D-sorbitol 
has been established as JG-type and has been shown to reflect dynamic heterogeneity,
101
 
and a correlation between primary and secondary relaxation times has been found.
118 
     Several examples of time resolved experiments across the -peak range are shown 
in Fig. 4.12, where in each case the temperature is well below Tg and primary relaxation 
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times are strongly separated from the  time scales. An important feature of these results 
obtained with 230 kV/cm are that a non-linear effect of order 1.5 % in terms of (''hi  
''lo)/''lo is observed across the -process spectrum. This level corresponds to about 1.0 
% for a field of 190 kV/cm (as used for the -process experiments), according to the field 
squared dependence of the overall NDE effect. Moreover, within the present 
experimental ranges, this field induced change is almost independent of temperature, 
frequency, and time. This invariance regarding T, , and t is strikingly different from the 
corresponding results observed for the -process, see Fig. 4.9. 
     The lack of any considerable time dependence in Fig. 4.12 of the X(t) signals as 
defined in Eq. (4.5) can be explained as follows. At the relevant temperatures, T = 195, 
220, and 245 K, the time scale of the primary structural relaxation, , is much longer 
than the time ( 500 s) over which the high field loss has been monitored. Consequently, 
a possible increase of X(t) that traces the average structural relaxation would have 
remained inaccessible by this experiment. In other words, instantaneous and steady state 
amplitudes of the field effect are virtually the same in the glassy state with T << Tg. If the 
 1.5 % change had been established on the time scale of the -process, that rise would 
remain unresolved given the present time resolution of about 2s. The slight rise seen for 
the T = 245 K and  = 1 Hz case may be due to residual overlap with the -peak. The 
linear increase for the T = 195 K and  = 10 kHz situation can be ascribed to sample 
heating as a result of excessive power.  
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    We now ask whether the field effect on the permittivity of the -process can also be 
rationalized in terms of a shift of relaxation time constants, a picture that explains much 
of the non-linear features associated with the primary loss peak.
50
 This questions is 
answered by the result shown in Fig. 4.13b, which shows a uniform effect of around + 
1.25 % field induced gain of the loss, regardless of the slope of the -peak spectrum. By 
contrast, a shift of secondary modes towards higher frequencies (at constant amplitudes) 
would result in a reduction of '' for   < ,max, an enhancement of '' for  > ,max, and a 
field invariant loss for   ,max, where ,max is the loss peak position of the secondary 
process. We conclude that the field induced change of the -process is dominated by 
modifications of the amplitudes rather than time constants, whereas these roles are 
reversed for the non-linear features observed for the -relaxation. A field induced 
reduction of time constants  of the secondary relaxation process is not excluded, but 
appears to be a minor contribution. In the common picture of the JG-process reflecting 
librational motion with a longer-lived cage that confines reorientation to a certain cone 
angle,
107
the present field effect would correspond to a widening of that cone angle (thus 
increasing ) with less effect on the time constant associated with that motion. The 
amplitude change in the -regime is a response to fields where the energy involved is 
much smaller than the thermal energy (E << kBT). Qualitatively, this implies thermally 
induced fluctuations of the -amplitude in the absence of an external field (analogous to 
the fluctuation-dissipation theorem for linear response). Similarly, a distribution of  
values derived via MD simulations for individual molecules has been discussed by 
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Fragiadakis and Roland for a glass consisting of asymmetric diatomic molecules 
displaying a JG type secondary process.
119
 In that study, local values of  and  did 
not display a significant correlation. 
This field induced increase of the -peak amplitudes by about 1 % can be expressed 
in terms of a higher fictive temperature for the E0 = 230 kV/cm case relative to the linear 
response limit. According to a previous study of the -relaxation of D-sorbitol, its 
amplitude  varies approximately as dln/dT = 0.03 K
-1
 in the glassy state.
114
 
Therefore, an increase in Tcfg of  0.35 K would explain the 1 % effect. The steady state 
expression Tcfg = 0E0
2/(2Cp) that is derived from the balance of the influx of 
energy ( ''E2) and relaxation to the thermal bath, and it has been demonstrated to 
compare favorably with experimental data for the -process, including the case of D-
sorbitol.
76
 Applying this approach to the secondary peak case of Fig. 4.13b requires using 
 = 3.7 for the relaxation strength and E0 = 230 kV/cm for the field amplitude. The 
glass-to-liquid heat capacity step associated with the -process of D-sorbtiol is Cp, = 
1.65 J K
-1
 cm
-3
.
27
 If this value were used to determine Tcfg, the predicted field effect 
would be negligible compared to what is actually observed. However, because Cp 
enters in the denominator, a much smaller -relaxation heat capacity step of order Cp, = 
1.5%Cp, would be able to explain the field induced amplitude effect on the basis of an 
increased configurational (or fictive) temperature. While calorimetric data for a 
quantitative test of this notion is not available, heat capacity steps of secondary process 
are known to be much smaller than those associated with the -relaxation.120 
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Excess Wing Behavior: The excess wing in a dielectric spectrum appears as the high 
frequency contribution to ''(), with  >> max, that is in excess of the extrapolated 
power law that describes the high frequency side of the loss profile closer to the peak. In 
practice, the excess wing loss is considered to be the additional high frequency signal that 
is not captured by the typical fit functions with limiting power law behavior, such as the 
HN function and its special cases. It is being discussed frequently whether the excess 
wing is an unresolved JG -relaxation or some independent feature of liquid dynamics. 
Supercooled liquids with lower fragility index, say m < 70, will tend to have a small JG 
type secondary process that has little spectral separation from the -peak, which then 
might appear as excess wing rather than a distinct peak.
107
  
      The three liquids, PC, GLY, and MTHF, that have been analyzed in terms of their 
X(t) behavior, see Eq. (4.5), all possess excess wings in their liquid states (T > Tg), but 
no obvious -process loss maxima. The connection to the present case of D-sorbitol is 
founded in the observation that PC, GLY, and MTHF all display instantaneous 
contributions () to (''hi  ''lo)/''lo for frequencies exceeding 10
2
 to 10
3
 times max, 
whereas  is practically zero for frequencies closer to the loss peak position. A clear 
example for the onset of  coinciding with the onset of the excess wing at 200max for 
PC at T = 156.5 K is provided in Fig. 4.14, with the level of  also reaching values 
around 2 % at E0,hi = 200 kV/cm. In the case of D-sorbitol, no considerable instantaneous 
field induced changes has been observed across the high frequency wing of the -
process. An apparent exception is the 0.5 % effect for the T = 267 K curve in Fig. 4.10, 
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but the loss for frequencies  > 30 Hz contains significant contributions from the -
process. Thus in the present experiments it is only the secondary process that displays 
these quasi 'instantaneous' rises of the loss at high fields. The coincidence of a quickly 
developed non-linear effect with loss contributions from either excess wing or JG type 
secondary relaxations suggests that both dynamics share a common origin. 
 
 
Fig. 4.14: Dielectric relaxation results for the α-process of propylene carbonate at a 
temperature of T = 156.5 K. (a) Experimental data for the low field (linear response) 
dielectric loss spectrum (symbols), along with an HN fit (line) that is extrapolated to 
show the loss peak. (b) The 'vertical' relative difference, (ε''hi - ε''lo)/ε''lo, between loss 
spectra recorded at E0,hi = 200 kV/cm and E0,lo = E0,hi/10, as derived from time resolved 
curves from Fig. 4.6a, analogous to those in Fig. 4.9. Open symbols represent quasi-
instantaneous levels, ϕ, while solid symbols are for steady state values, ϕs. 
 
In this context, we note that the -process of D-sorbitol displays time-temperature 
superposition (TTS) for a large range of structural relaxation times: from 10
2
 to 10
-6
 s.
121
 
Obeying TTS  simplicity requires that temperature predominantly affects the average 
time constant of the relaxation process, without modifying the profile of the frequency 
dependent susceptibility. TTS extending over a number of decades in terms of the peak 
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loss frequency is more commonly observed for the more fragile cases, where the JG -
process is well separated from the -peak.122 Liquids exhibiting excess wings are 
notorious to violate TTS when  changes several orders of magnitude, and the 
explanation based on the identity of excess wing and JG-process is that primary and 
secondary peaks are subject to different activation behaviors, which prohibits the 
occurrence of TTS if the secondary peak is submerged below the primary signal. A graph 
of KWW versus logmax for 14 different liquids as provided by Wang et al.
121
 supports this 
idea that TTS is a consequence of the excess wing/JG -process not interfering with the 
primary loss profile. 
V. Summary and Conclusion 
The non-linear dielectric responses of the JG-type secondary process of D-sorbitol have 
been explored. Field induced increase of the dielectric loss in the -peak regime of order 
1 - 2 % at fields of around 200 kV/cm has been observed. These non-linear dielectric 
effects are compared with those of the primary relaxation process and with those 
associated with the excess wing of other glass forming liquids. The effects of high fields 
at frequencies near the -peak can be described by modes being accelerated, i.e., subject 
to a field induced reduction of their time constants. By contrast, high fields enhance the 
amplitudes of both the JG-type -relaxation and the excess wing (Fig. 4.15).  
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Fig. 4.15: A schematic difference of the high amplitude ac field effect on the α-relaxation 
and the excess wing/β-relaxation is depicted. While the effect of applying a high field 
near the α-process, reduce the relaxation time of the mode being investigated in terms of 
average τα; in case of excess wing regime/β-relaxation, main effect of applying high field 
is the modification of their amplitude in quasi-instantaneous fashion. 
 
Similarly, in equilibrium, temperature affects  much more than  for the primary 
process, whereas both  and  change in comparable ways with T for the secondary 
relaxation. Therefore, the high-field effects for both relaxation modes can be described by 
field induced increases in the fictive temperature. The two distinct effects also differ in 
their time scale for reaching steady state conditions. Modifying the time constants of the 
-process requires the average primary structural relaxation time, even for contributions 
to frequencies that exceed the peak value, max, by more than a factor of 10
6
. Increases of 
the amplitudes of secondary process or excess wing modes are quasi-instantaneous 
compared with the -relaxation time. 
The similarity of the non-linear dielectric behavior of the JG secondary process with 
that of the excess wing modes supports the notion that both dynamic features share a 
common microscopic origin, differing only in the spectral separation from the primary 
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peak. This is underlined by the qualitative difference of these field effects from the non-
linear response of the entire loss spectrum associated with the -process. 
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Chapter 5 
Nonlinear dielectric effect in high bias fields 
5.1 Effect of High Bias field on structural relaxation timescale:  
       (An entropic approach) 
I. Motivation 
           In this chapter I will describe the effect of applying high dc-field (>100kV/cm) to 
the glass forming liquids in their supercooled liquid or plastic crystalline state. This work 
is motivated by a recent paper from Johari.
123
 The steady state change in total entropy due 
to isothermal polarization induced by the dc-field can be obtained from the Maxwell 
relation,
124
 
 
  
  
 
 
  
  
  
 
 
    
   
  
  
 
 
Integration with respect to field yields the steady state change in total entropy, ΔES, as a 
result of applying a field of magnitude E. As shown by Frӧhlich,125 the amount of entropy 
change of a dielectric material at constant volume with the application of an external DC 
field can be expressed by the following equation:
 
 
                                                         
  
 
 
   
  
                                          Eq. (5.1)              
where is the molar volume and 0 is the permittivity of vacuum. The direction of the 
change in entropy will be governed by the sign of rate of change on dielectric constant 
with temperature, 
   
  
 , whereas the overall magnitude of the change in entropy varies 
quadratically with the externally applied field. 
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           As mentioned earlier in Chapter 1, the super-Arrhenius behavior of the relaxation 
time constants/viscosity of glass-forming liquids in their supercooled state has been 
thought to be due to the growing cooperativity among the molecules (Adam-Gibbs 
approach
29
). In this approach, increasing the timescale for the motions of the molecules 
while lowering the temperature is related to the exhaustion of configurational entropy.  
                                           
 
        
                           Eq. (5.2)           
Johari
123
 combined the above mentioned approaches and proposed that the field induced 
change in entropy can eventually be translated to affect the relaxation time constants at 
isothermal condition. Although Adam and Gibbs relates the relaxation time constants to 
the configurational part of the entropy, in Frӧhlich’s formalism the amount of change in 
entropy should be regarded as total entropy change.   
       Combining Eq. (5.1) and Eq. (5.2), for small changes one can write,  
                                                         
 
     
    
 
  
 
 
   
  
                         Eq. (5.3) 
For most of the liquids,  
   
  
  is found to be negative (Type I liquids as designated by 
Johari
123
) as expected from the Boltzmann equation. For these liquids, the above equation 
predicts an increase in    with the application of field. Using this approach, Johari 
estimated that could increase by more than a factor of 10 for a field of 500 kV/cm, 
using       = −2.0 K
-1
, T = 200 K, a molar volume = 100 mL/mol, and typical values 
for C and Scfg. Although a field of 500 kV/cm can be applied realistically to viscous 
liquids near their Tg, considerably smaller fields would still be expected to result in a 
measurable field induced change of the relaxation time, . In this chapter, measurements 
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will be reported for various glass-forming liquids with varying fragility values and the 
observed nonlinear effects will be compared quantitatively with the predicted values from 
above approach. All of the liquids presented in this chapter will be of type I category. As 
evident from the Eq. (5.3), to predict the amount of change in timescale, one has to find 
the value of Scfg at the investigated temperature. But it is not possible to extract only the 
configurational part of the entropy from calorimetry measurements.
30
 In reality to test the 
Adam-Gibbs equation, researchers used excess entropy which is obtained by taking the 
difference between liquid and crystal entropy (Sexcess = Sliquid – Scrystal). Many literature 
results indicate the proportionality between these two quantities. In this chapter for the 
calculation purpose, excess entropy numbers will be used instead of configurational 
entropy as from calorimetry measurements only excess entropy values can be obtained. 
Measurements of excess entropy indicate that the decrease in excess entropy with 
temperature most often follows the following relation: 
                                                                   
  
                                      Eq. (5.4)                     
where Sexc(T) will vanish at the Kauzmann temperature (TK) and    indicates the high 
temperature limit of excess entropy. Empirically, it has also been found that this 
Kauzmann temperature TK is close to the Vogel temperature T0 (usually within 2K 
difference), suggesting a close connection between the thermodynamics and kinetics of 
supercooled liquids.
40 
           Another trivial effect one can expect when applying a large bias field is the 
dielectric saturation as mean orientation, <cosθ>, will saturate at unity. For non-
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interacting dipoles the mean value of the dipole moment can be obtained from the 
balance between the interaction energy (W) of the dipoles with the external field, E (W = 
-μ·E) and the thermal energy, kBT. μ represents the permanent dipole vector averaged 
over all orientations and kB is the Boltzmann’s constant. So the mean dipole moment can 
be expressed as: 
                                                                     
       
   
   
   
      
   
   
   
                                      Eq. (5.5) 
 
where  represents the solid angle. As only the dipole moment component which is in 
the direction of the field contribute to the polarization, interaction energy can be written 
as W = -μEcosθ, where θ is the angle between the dipole moment vector and the electric 
field direction. Eq. (5.5) can be simplified in terms of <cosθ> as: 
                                                                 
           
      
   
 
 
 
      
 
 
       
      
   
 
 
 
      
 
 
                            Eq. (5.6) 
 
Substituting   
      
   
 and   
  
   
 in Eq. (5.6), one will obtain the expression for average 
mean orientation, <cosθ>which is expressed by Langevin function. 
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                      Eq. (5.7) 
At small field strength, i.e. when μE << kBT, <cosθ> = 
  
    
 . But at higher field strength 
as <cosθ> will try to saturate to 1, the deviation from linearity occurs as shown in the 
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following figure (Fig. 5.1). As overall polarization will be dependent on <cosθ>, the rate 
of polarization with field decreases i.e. χ = (P/E) will decrease. The orientational 
saturation or Langevin saturation is measured as the difference between χ values, at fields 
close to zero and at any high fields, which will be a negative number. 
Orientational saturation              < 0 
 
Fig. 5.1: Dependence of the Langevin function vs (μE/kBT) (solid line) along with the 
linear approximation (dashed line).[picture taken from Ref. 126] 
 
So overall what we expect to see is the combination of the two effects mentioned above: 
reduction in entropy which slows down the dynamics and dielectric saturation which will 
reduce the relaxation strength of the material. 
  
II. Experiment 
The materials employed for this study are glycerol (99.5+%, spectrophotometric 
grade,Sigma-Aldrich) and cyclo-octanol (97%, Alfa-Aesar), 2-methyltetrahydrofuran 
(99+%, anhydrous, Sigma-Aldrich) Propylene glycol (99.5%, Sigma-Aldrich), Propylene 
carbonate (99.7%, Sigma-Aldrich), Phenyl salicylate (99%, Sigma-Aldrich), Polyvinyl 
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acetate (Avg. Mw =12800, Sigma-Aldrich), N-methyl-ε-caprolactam (99% Sigma-
Aldrich) and they are used as received.  
          For each sample prepared for a high field experiment, the linear regime 
permittivity is recorded using a peak field of around E0 = 1 kV/cm or less, with no bias 
field (EB = 0). The aim of the linear response measurement is to verify the properties of 
the sample, but also to determine the real sample thickness via the apparent value of the 
relaxation amplitude = (s ). For few materials, a separate low field measurement 
with Invar steel/sapphire cell (invariant with temperature and has a fixed electrode 
separation) has been performed. Thicknesses of the samples are determined based on the 
reliable published literature data or from comparing against the observed spectra from 
Invar cell measurements. For all measurements, i.e., both low and high field cases, the 
instrumentation is calibrated using low loss (tan< 10-4) capacitors of known 
capacitance, using an Andeen-Hagerling AH-2700 ultra-precision capacitance bridge. 
           In general, the capacitor cell consists of two polished stainless steel disks (17 and 
20 mm ), separated by a Teflon ring of 10 m thickness that leaves an inner area of 14 
mm diameter for the sample. For KDE measurements, glass beads (10-30μm) are used as 
spacer material instead of Teflon as dielectric breakdown strength of Teflon at high 
temperatures is not very high. The cell is mounted onto the cold stage of an evacuated 
closed-cycle He-refrigerator cryostat Leybold RDK 6-320, driven by a Leybold Coolpak-
6200 compressor. The temperature of the cell is stabilized to within several mK using a 
Lakeshore Model 340 temperature controller equipped with DT-470-CU sensor diodes. 
For Cyclo-octanol, the sample is prepared between two brass electrodes, 30 and 20 mm 
 95 
  
diameter, with Teflon strips defining a spacing of 25 m. Using a Novocontrol Quatro 
temperature controller, the sample capacitor is cooled in a l-N2 cryostat at a rate of around 
-K/min to near the glass transition. For PVAc and KDE, constant flow of N2 gas is 
provided to control the temperature. 
          For observing the high field effects in a time-resolved fashion, the procedure as 
described in chapter 3 is followed. The waveform consists of an integer number of 
periods of a voltage signal, V(t) =V0sin(t), with a bias voltage of magnitude VB 
superposed for some intermediate periods. A typical sequence consists of 64 periods; 16 
periods without bias, 32 periods with positive or negative high bias field, followed by 
another 16 periods without bias field. A voltage ratio of VB/V0 = 4 is used. The waveform 
is repeated once every second, with the voltage being zero for times much longer than the 
duration of the waveform signal. The signal frequencies used in this method span the 
range of 100 Hz 8 kHz. Voltage and current (using an R = 300, 1000, or 3000 
shunt) are recorded with a digitizing oscilloscope (Nicolet Sigma 100) with 106  points 
along the time axis and 12 or 14 bit vertical resolution. All results are averages over 3000 
waveform repetitions. Integer factors n different from unity are used to evaluate the 
higher harmonics at n, but averaged over a full period 2/of the fundamental 
frequency to achieve best spectral separation. For cases with n > 1, only the amplitudes 
(moduli) are evaluated and labeled as Vnand Inin order to indicate the Fourier 
component by n.  
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III. Results 
A. Glycerol: 
 
i. Effects of high dc-bias fields 
Linear response spectra for glycerol at T= 216.8K is depicted in Fig. 5.2, which shows 
both real and imaginary part of the permittivity. The actual thickness values are generally 
somewhat larger (11 - 12m) than the nominal 10m, and the fields are reduced 
accordingly. The data in Fig. 5.2 and also all subsequently shown results are corrected for 
the actual electrode separation, and also for the additional parallel capacitance originating 
from the surface of the Teflon ring that is covered by electrodes. 
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Fig. 5.2: Linear response dielectric spectrum of glycerol at T = 216.8K in terms of both 
storage (ε′) and loss (ε″) components is depicted. The solid lines are the corresponding 
HN-fit, with the values mentioned within the graph.  The arrow indicates a frequency ν = 
4 kHz, where time resolved measurements are performed. 
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In the present range of interest, the spectra are well characterized by the Havriliak-
Negami (HN) dielectric function, with HN = 0.95, HN = 0.63, HN = 0.62 ms, = 57.4, 
and = 4.95 for T = 216.8K. In Fig. 5.2, this fit is represented as solid lines. Based upon 
an approximate translation between HN and KWW parameters,
74
 the above mentioned 
HN parameters would match a KWW type decay with KWW = 0.65, KWW = 0.34 ms.  
          According to the relation between susceptibility ε(ω) and response function 
d(t)/dt, as shown in Eq. (2.4), this KWW decay characterizes d(t)/dt, with (t) being 
understood as the retardation function describing the time dependent polarization arising 
from a field step of magnitude    (Fig. 2.1), excluding the instantaneous contribution 
related to . At constant field conditions, d(t)/dt is proportional to current, so that I0(t) 
is expected to decay as exp[(t/0.34ms)0.65] if the response were in the linear regime. An 
example of the current decay that occurs in response to the bias field step of EB = 200 
kV/cm is shown in Fig. 5.3, for glycerol at T = 216.8 K. Both positive and negative bias 
response traces are subject to separate Fourier analyses. All four current decay traces in 
Fig. 5.3 follow a common time dependence, a KWW type decay, I(t)  exp[(t/)], with 
KWW = 0.29 ms and KWW = 0.65,i.e., a response that is somewhat accelerated compared 
with the linear response expectation. 
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Fig. 5.3: Average current, I0(t), in response to the bias step field step of EB = +200 kV/cm 
(triangles up) and EB = −200 kV/cm (triangles down), with the bias being applied in the 
time range 0 ≤ t ≤ 8 ms. Values for I0 are obtained by averaging the I (t) signal over each 
period, thereby suppressing all higher Fourier components (Inω, n ≥ 1) that originate from 
the E0 = 56 kV/cm field at ν = 4 kHz. The yellow circles near zero are for the average of 
the positive and negative bias traces, demonstrating how well this averaging is capable of 
suppressing the current response I0. Lines are KWW decays with common parameters 
τKWW = 0.29 ms and βKWW = 0.65. 
 
          Apart from non-linear effects due to the high field of EB = 200 kV/cm, these 
curves represent standard time domain response functions. Because this signal impacts 
the amplitude and phase of the current at the fundamental frequency, the average of the 
two bias polarities is used for assessing the harmonic signal components. Fig. 5.3 
demonstrates that the I0(t) signals are highly symmetric with respect to bias field polarity, 
ensuring that the average of the signals with opposite bias polarity eliminates the step 
response contribution entirely. This average is depicted as open circles in Fig. 5.3, 
demonstrating that the current step response can be suppressed by a factor of about 100 
via this averaging technique.  
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         Fig. 5.4 and Fig. 5.5 respectively depict the time dependent storage and loss 
contributions to 'permittivity', obtained from the same data used for Fig. 5.3, but now 
analyzed at the fundamental frequency, = 4 kHz, and cast into e' and e'' representations, 
see Eq.(2.10).  
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Fig. 5.4: Average signal of the dielectric storage component, e′(t), in response to the bias 
step field step of EB = +200 kV/cm (triangles up) and EB = −200 kV/cm (triangles down) 
at ν = 4 kHz, with the bias being applied in the time range 0 ≤ t ≤ 8 ms. Circles represent 
the results from the average of the two signals with EB = +200 kV/cm and EB = −200 
kV/cm, where the step response to the bias step is cancelled. The solid line is a KWW fit 
to the observed time dependence of e′ with τKWW = 0.65 ms and βKWW = 0.65, the dashed 
curve indicates the recovery back to the linear response value (dashed horizontal line) if it 
occurred with the same KWW function. 
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Fig. 5.5: Average signal of the dielectric loss component, e′′(t), in response to the bias 
step field step of EB = +200 kV/cm (triangles up) and EB = −200 kV/cm (triangles down) 
at ν = 4 kHz, with the bias being applied in the time range 0 ≤ t ≤ 8 ms. Circles represent 
the results from the average of the two signals with EB = +200 kV/cm and EB = −200 
kV/cm, where the step response to the bias step is cancelled. The solid line is a KWW fit 
to the observed time dependence of e′′ with τKWW = 0.65 ms and βKWW = 0.65. 
 
In both figures, triangles represent the results from the separate bias polarities, while the 
open circles are for the average, where the impact of the step response on e' and e'' is 
eliminated. The first few periods in the time range 4 ms t 3 ms reveal the 
equilibration of polarization from zero field (at t < 4 ms) to the relatively small 
harmonic field. The amplitude E0 of the harmonic field, E(t) = E0sin(t), is insufficient 
for creating any significant non-linear effects in the absence of a bias field (lne'' < 0.3 
%). Accordingly, the levels of the quantities denoted e' in Fig. 5.4 and e'' in Fig. 5.5 for 
the times with no bias (3 ms < t < 0 and t > 8 ms) agree with the low field limit values ' 
and '' of Fig. 5.2 at the same frequency. When the high bias field is applied within the 
time window 0 t 8 ms, both e' and e'' change gradually to a new level. For both cases, 
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e' and e", the steady state level in the presence of a bias field is approached by a KWW 
type decay with parameters KWW = 0.65 ms and KWW = 0.65, i.e., about twice the current 
response time. This time constant does not change with the measurement frequency , 
but it does track when the sample temperature is altered. As a result, this time 
dependence could be governed by the structural recovery time of the sample.
117
 The 
appearance of these curves changes only for frequencies << max, where is short 
compared with a single period and the changes near t = 0 also appears to be very fast (due 
to insufficient time resolution). 
            The curves of Fig. 5.4 and Fig. 5.5 are representative examples of many similar 
measurements conducted at different frequencies and temperatures T. For each result, 
the steady state levels with and without bias field are recorded, and compiled graphically 
in Fig. 5.6 for ' and in Fig. 5.7 for ''. For both figures, the frequency axes are 
normalized to the peak loss frequency, max, which generates master curves for the 
relative differences of high and low field level of the relaxing part of permittivity, (e'hi 
'lo)/('lo ) and (e''hi ''lo)/''lo, respectively. In the real part case, the infinite 
frequency dielectric constant is subtracted because electronic polarizability is practically 
field invariant. 
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Fig. 5.6: Steady state values of the field induced relative changes of the dielectric storage 
component, (e′hi − ε′lo) / ( ε′lo − ε∞), for glycerol versus reduced frequency, ν/νmax. The 
subscripts“hi” and “lo” refer to bias electric fields of EB = ± 225 kV/cm and EB = 0, 
respectively. Experimental results (symbols) are derived from different temperatures as 
indicated, but for a common bias field of EB = 225 kV/cm. The line is based on the HN fit 
of Fig. 5.2, but with Δε reduced by 0.6% and τHN increased by 2.7% for the e′hi case. 
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Fig. 5.7: Steady state values of the field induced relative changes of the dielectric loss 
component, (e′′hi − ε′′lo)/ε′′lo, for glycerol versus reduced frequency, ν/νmax. The 
subscripts“hi” and “lo” refer to bias electric fields of EB = ± 225 kV/cm and EB = 0, 
respectively. Experimental results (symbols) are derived from different temperatures as 
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indicated, but for a common bias field of EB = 225 kV/cm. The line is based on the HN fit 
of Fig. 5.2, but with Δε reduced by 0.6% and τHN increased by 2.7% for the e′′hi case. 
 
          In both cases, the solid line captures the essence of the field induced change, and 
the curves are calculated as follows. The low field permittivity ('lo, ''lo) is assumed to be 
described by the HN fit shown in Fig. 5.2. The high dc-field counterparts (e'hi, e''hi) are 
calculated using the same HN parameters, except with being reduced by 0.6% and 
with HN being increased by 2.7%. The reduction of the relaxation amplitude is meant to 
reflect dielectric saturation. For this calculation, the saturation resulting from a dc-field 
has been approximated by a frequency invariant quantity. 
          Now, we turn our attention to the higher harmonic current signals. The effect of a 
high bias field on the higher harmonics of the current response is depicted in Fig. 5.8, 
again derived from the same V(t), I(t) signals that lead to the results shown in Fig. 5.3, 
Fig. 5.4 and Fig. 5.5. Observing saturation in a dc-bias field (see low frequency plateau at 
0.6% in Fig. 5.6) suggests that the orientational isotropy is broken. It is therefore 
expected that a second harmonic signal appears, and that is observed as I2/Iin Fig 5.8. 
Values are represented as the modulus ratios, I2/Iand I3/I, with the average over 
positive and negative bias being performed for I2after the Fourier analysis to avoid 
cancellation of the even Fourier terms. For both the second and third harmonic, a 
considerable increase is observed for times at which the bias field is present, t > 0. The 
value of I3/Iappears to jump to a higher level of 6.410-4, without any visible time 
dependence. The increase of I2/Ito the plateau at 1.410-3 may take up to 2 ms, but the 
approach is obscured by the step response of I0 (as can be seen in Fig. 5.3). 
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Fig. 5.8: Amplitude of second (I2ω/Iω) and third (I3ω/Iω) Fourier components of the current 
for glycerol at T = 216.8 K, each one normalized to the amplitude of the fundamental 
frequency current, Iω. Values are derived from a time resolved measurement using a ν = 4 
kHz sine wave with amplitude E0 = 50 kV/cm and bias fields of EB = ± 200 kV/cm 
applied in the time range 0 ≤ t ≤ 8 ms. For the I2ω case, each bias polarity signal is subject 
to separate Fourier analysis, and the average of the resulting outputs is taken. For the I3ω 
case, the average of the signals for each bias polarity is subject to Fourier analysis, 
thereby eliminating all even harmonics. 
 
          The magnitudes of the field dependent effects observed in this study all scale with 
  
 . A demonstration of that feature is provided in Fig. 5.9, obtained with the bias mode 
of the SI-1260 gain/phase analyzer. The graph shows spectra of the field induced relative 
change of ' for fields of 150, 180, and 220 kV/cm (solid symbols), whereas open 
symbols in Fig. 5.9 collapse to a single master curve when normalized to the field of 
200kV/cm by virtue of scaling by   
 . 
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Fig. 5.9: Field induced relative changes of the dielectric storage component, (e′hi − ε′lo)/( 
ε′lo − ε∞), for glycerol at T = 216.8 K versus frequency, ν. Different sets of solid symbols 
are for different bias fields of EB = 150, 180, and 220 kV/cm, as indicated. Open symbols 
represent the same measurements (symbol style preserved), but after multiplying by 
    
    
 , with Eref = 200 kV/cm, indicating that the effects scale with   
 . 
             
          From all the measurements and data shown above, the most interesting and 
dominant field induced change is the increase of the relaxation time , i.e., a slowing 
down of the dynamics that shifts the entire loss peak to a lower peak frequency while 
retaining its shape which has been predicted by Johari
123
. According to low field data on 
glycerol, the temperature dependence of near T = 216.8 K is characterized by dln/dT 
= 0.30 K-1, so that the value Eln= +2.7% is equivalent to a net change of the fictive 
temperature of 0.027/(0.30 K-1) = 90 mK at EB = 200 kV/cm (or 22 mK at EB = 100 
kV/cm = 10
5
 V/cm). The same effect can be represented by a glass transition temperature 
shift of Tg = +90 mK. In agreement with the present results, a recent study by L'Hôte et 
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al.
127
  also  identified  that the relaxation times in glycerol increase with E
2
 as a result of 
applying a dc bias field. According to the report by L'Hôte et al.
127
 , the observed change 
in glass transition temperature Tg = +6 mK at EB = 40 kV/cm for glycerol, equivalent to 
Tg = +150 mK at EB = 200 kV/cm provided that the quadratic field dependence holds 
over that range. 
ii. Prediction from Entropy interpretation 
          As mentioned in the Introduction section, Johari predicted an electro-viscous effect 
for polar liquids by combining the field induced change of configurational entropy, Eq. 
(5.3), with the Adam-Gibbs relation, Eq. (5.2).
29
 The net dependence of dynamics on a 
DC field is given by Eq. (5.3), which was assumed to hold equally for a relaxation time 
() and for viscosity (). In order to obtain a quantitative result for glycerol on the basis 
of Eq. (5.3), values for       , , Scfg(T), and C are required. The sensitivity of the 
dielectric constant to temperature is derived from data obtained from the Invar cell 
measurement and recently published by Matyushov and Richert, resulting in        
 0.414 K-1.128 The molar volume is taken to be = 71.95 mLmol-1.129 The 
configurational entropy and Adam-Gibbs parameters (A, C) are determined from 
calorimetry data originating from Gibson et al.,
130
 digitized from a graph published by 
Takeda and collaborators,
131
 and dielectric relaxation data by Stickel.
132
 An Adam-Gibbs 
type graph, i.e., logversus 1/(TSexc), produced a linear relation in the viscous regime 
with the parameters A = 11.57, C = 67.4 kJ mol-1, see Eq. (5.2). At the temperature of 
interest, the entropy was found to be Sexc(T = 216.8 K) = 37.3 J K
-1
 mol
-1
. For the field 
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used in this work, EB = 200 kV/cm, the field induced entropy change is EScfg = 0.052 J 
K
-1
 mol
-1
, which predicts Eln= 2.71% on the basis of Eq. (5.3). The experimental 
value of Eln= 2.2% is 81% of the above prediction of Eln= 2.71%. The relative 
errors of the experimental and predicted values for Elnare estimated to be 10% and 
8%, respectively. To predict the observed nonlinear dielectric effect quantitatively one 
must compare the results for a fixed temperature as both the configurational entropy and 
activation energy changes with temperature. For that reason, here I will compare the 
steady state NDE observed during time resolved measurement at ν = 4 kHz (Fig. 5.5) of 
the glycerol sample held at T= 216.8K. The Δlne″ value for the steady state situation is 
found to be = -1.34%. So the change in timescale Elnwhich can be obtained by the 
slope correction (slope = -αγ = -0.6 above the peak according to HN fit) as shown in the 
Chapter 4, is calculated to be 2.24%. The observed value in change in τα is almost 83% of 
the predicted value of 2.71% at this temperature. For a different temperature (214.2K), 
the observed change is found to be 80% of the predicted one. This moderate discrepancy 
may be due to the fact that the experimental data for the entropy of glycerol is actually 
the excess entropy Sexc(T), which is generally greater than Scfg(T). For glycerol, a recent 
estimate for the ratio found fS,T = Scfg(T)/Sexc(T) ≈ 0.8.
76
 As Adam-Gibbs relates only the 
configurational part of entropy to the relaxation timescale, the calculation should be done 
in terms of change in configurational entropy.  Therefore, we use dlogτ/dSexc =      
      
   , and then transition to configurational values by the term fS,T, which should be 
equal to fC = Cp,cfg/Cp,exc,
133
 and both fS,T and fC are assumed to be temperature invariant. 
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The overall change in time constant, τα, with field induced (configurational) entropy, ΔES, 
Eq. (5.3) then reads, 
                                                             
   
     
    
 
   
                           Eq. (5.8) 
So the actual predicted effect based on only configurational entropy change is for 216.8K 
would be        2.71/0.8= 3.39% and the observed changes is approximately 65% of 
the predicted effect. It is important to realize that an electric field may change entropy 
and thus relaxation time scales in much the same way as possible by small changes in 
temperature or pressure. However, a structural difference remains: in the presence of an 
electric field, a dipolar liquid becomes anisotropic, while changing entropy by 
temperature or hydrostatic pressure alone preserves the isotropic nature of the liquid. 
Johari
123
 indicated the changes in     to be completely configurational in nature, but 
there is no obvious justification for this claim. As it is mentioned before, that high DC 
field may disturb the isotropic nature of the liquid; the configurational fraction of the 
entropy may not be the same for both the isotropic and anisotropic samples. So here, we 
introduce a new factor designated as fS,E, which describe the effect on configurational 
fraction of entropy in a high bias field induced sample. For glycerol at T= 216.8K this 
number turns out to be around 0.65. So as a result Eq. (5.8) eventually modifies to the 
following form:  
                                              
   
     
    
 
   
                                     Eq. (5.9) 
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iii. Relation to other models 
           For the relation of the present effects to the theory involving the number of 
dynamically correlated particles, the reader is referred to the paper by L'Hôte et al. and 
reference therein.
127
A further source of altering the time constants of a polar liquid 
subject to field steps is a change in sample temperature by virtue of the electro-caloric 
effect. Analogous to cooling by adiabatic demagnetization, the field dependent 
polarization P implies an entropy change that obeys the relation (S/E)T = (P/T)E.124 
For glycerol, the entropy changes are orders of magnitude below what is needed to detect 
temperature changes under adiabatic conditions. And even if heat flow is created, the 
sample thickness of only 10 m and contact to electrodes that act as practically infinite 
heat baths (Cp = 3.1 J/K) create near isothermal conditions.
52
 Also, the effect would result 
in heating on applying the field and cooling on removing it, and this type of symmetry of 
the changes are not observed. In a general approach to the dynamics characteristic of 
disordered materials, Javaheri and Chamberlin used a Landau-like theory to determine 
the internal energy as a function of the order parameter L,134 leading to = L2kBTL with 
TL = 60 K for the case of glycerol. If dipole orientation in terms of cosis employed as 
order parameter, the non-interacting dipole case yields L = E/kBT. With the parameters 
= 2.6 D, E = 200 kV/cm, and T = 216.8 K, a value of L = 0.057 is obtained. Interpreting 
the concomitant reduction of /kB by 200 mK as added barrier, the effect of the field 
would amount to a glass transition shift of about +200 mK. This model correctly predicts 
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a field induced increase of relaxation times, but overestimates the findings by a factor of 
two.  
           Based upon an order parameter model for the structural relaxation of glass forming 
materials, Moynihan and Lesikar obtain stability criteria on the grounds of equilibrium 
thermodynamics.
135
 In the 'Discussion of the Paper' section, two expressions for dTg/dE 
are derived, and values for Tg for glycerol are provided. The first assumes constant 
volume (before and after relaxation), leading to        
           
    
  , where (= s 
1) is the dielectric susceptibility, P is pressure, V is volume, is the volume thermal 
expansion coefficient, and E the applied static field. For glycerol at T = 218 K, this yields 
Tg = +2 mK for a field jump from 0 to 105 V/cm, equivalent to Tg = +8 mK for a field 
of E = 200 kV/cm.  
           If constant entropy (before and after relaxation) is assumed instead, the following 
relation was obtained,        
           
    
  , where Cp is the relaxational part of the 
heat capacity at constant pressure. This case gives Tg = +40 mK for a field jump from 0 
to 10
5
 V/cm for glycerol at T = 218 K, equivalent to Tg = +160 mK for a field of E = 200 
kV/cm. Both cases considered by Moynihan predict a field induced increase of structural 
relaxation times, but a quantitative agreement with the present observation of Tg = +90 
mK is not reached. 
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B. Cyclo-octanol:  
 
           Cyclo-octanol in its plastic crystal state is measured with the bias mode of the SI-
1260 gain/phase analyzer. For the plastic crystal state of cyclo-octanol, the effect of a 
high bias field shown in Fig. 5.10. Analogous to Fig. 5.6 for glycerol, the field induced 
relative change of permittivity in case of cyclo-octanol is shown as (e'hi 'lo)/('lo ) 
versus frequency in Fig. 5.10. 
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Fig. 5.10: Quasi steady state values of the field induced relative changes of the dielectric 
storage component, (e′hi − ε′lo)/( ε′lo − ε∞), for the plastic crystal state of cyclo-octanol at 
T = 195K versus frequency, ν. Experimental results (symbols) represent the average of 
the results from positive and negative bias for a field of EB = ±150 kV/cm. The line is 
based on a HN fit to the linear response curve, but with Δε enhanced by 0.5% and τHN 
increased by 13.5% for the e′hi case. 
 
The value of ' is changed as much as 8.5% at a bias field of EB = 150 kV/cm, which 
represents a 10 fold increase over the 2% effect observed at EB = 200 kV/cm for 
 112 
  
glycerol, although no indication of saturation is found in this case. The solid line in Fig. 
5.10 is a calculation based on an HN fit for the low field permittivity ('lo, ''lo), whereas 
the high dc-field counterparts (e'hi, e''hi) are calculated using the same HN parameters, but 
with being increased by 0.5% and with HN being increased by 13.5%. The two loss 
spectra corresponding to the EB = 150 kV/cm and EB = 0 case for cyclo-octanol at T = 198 
K can be seen in Fig. 5.11, which reveals that the high bias field shifts the loss peak to 
lower frequencies while widening the loss profile. For comparison, a low field loss curve 
taken at T = 196 K is included in this graph. The low field HN parameters for the T = 198 
K case are HN = 1.0, HN = 0.70, HN = 7.8 ms, = 46.9, and = 5.2. The fit is 
consistent with previous dielectric results reported by Brand et al. for the same system.
136 
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Fig. 5.11: Dielectric loss spectra of the plastic crystal state of cyclo-octanol. Triangles 
pointing up and down are for T = 198 K with EB = 150 kV/cm and EB = 0, respectively. 
For comparison, the dashed line represents the loss for a lower temperature and zero bias, 
T = 196 K and EB = 0. 
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Based on the activation behavior of cyclo-octanol (dln/dT = 0.23 K-1), this amounts to 
a field induced fictive temperature change of 0.58 K. That the line in Fig. 5.10 is shifted 
along the frequency axis compared with the data is the result of a difference in the loss 
profiles for the high and low field spectra, see Fig. 5.11. For the plastic crystal cyclo-
octanol, we obtain a higher value for the field induced reduction of the configurational 
entropy, even for the lower field used with cyclo-octanol. A slope of        = 0.75 K
-1
 
is determined from the present data, and together with = 139 mL mol-1 and EB = 150 
kV/cm we obtain ESexc = 0.104 J K
-1
 mol
-1
. Analogous to the glycerol case, we 
digitized existing data for the dielectric relaxation time from Brand et al.
136
 and for 
entropy from Yamamuro et al.
137
 in order to generate an Adam-Gibbs plot. The range of 
the literature data did include the current temperature of interest (T = 198 K), but 
logversus 1/(TSexc) failed to display a linear dependence. The conclusion is that the 
Adam-Gibbs relation fails to capture the dynamics of this plastic crystal. A forced linear 
fit to the data in the vicinity of T = 198 K yields the Adam-Gibbs parameters A = 7.4, C 
= 18.1 kJ mol
-1
. Together with Sexc (T = 198 K) = 17.8 J K
-1
 mol
-1
, a value of Eln= 
6.9% is determined for the field induced slowing down of the dynamics. Given the 
moderate field, this is an effect of considerable magnitude, but only about half of the 
observed effect. 
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C. N-methyl-ε-caprolactam (NMEC): 
 
Low field measurement for a range of temperatures near glass transition temperature is 
performed within Invar cell in the liquid N2 setup. The measurement data for both the real 
and imaginary part of permittivity is shown in Fig. 5.12a and Fig. 5.12b.  From the real 
part data set, the slope 
   
  
 is determined to be -0.49K
-1
.  Low field measurement of the 
NMEC sample within the high field sample cell with 10μm Teflon spacer is shown in 
Fig. 5.13. Compared against the Invar cell measurement data it is determined that the 
sample thickness is actually 9.8μm and the structural relaxation timescale corresponds to 
the sample temperature at 187.5K. Both the red solid lines in Fig. 5.13 represents a fit 
based on the HN parameters listed below: Δε = 53.14, ε∞ = 4.35, logτHN = -3.06, αHN = 
0.96, γHN = 0.65. Based on the HN fit parameters mentioned above the KWW parameters 
are found to be τKWW = 0.5 ms and βKWW = 0.66 respectively.  
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Fig. 5.12a: Real part of the permittivity data from linear response measurement for 
NMEC in an Invar cell setup for the temperature range 182-192K. Data was recorded for 
1K temperature step in the temperature interval 182-184K and 189-192K. In between 
temperature was increased by 0.5K step. 
 
 
 
 
 
 
 
 
Fig. 5.12b: Imaginary part of the permittivity data from linear response measurement for 
NMEC in an Invar cell setup for the temperature range 182-192K. Data was recorded for 
1K temperature step in the temperature interval 182-184K and 189-192K. In between 
temperature was increased by 0.5K step. 
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Fig. 5.13: Linear response dielectric spectrum of NMEC at T = 187.5K in terms of both 
storage (ε′) and loss (ε″) components is depicted. The solid lines are the corresponding 
HN-fit, with the values mentioned within the graph.  The KWW parameters 
corresponding to the low field measurement are as follows: τKWW = 0.5 s, βKWW =0.66. 
 
           High field measurements at different temperatures are performed at a field of 
128kV/cm and the relative change in terms of the dielectric loss is shown in Fig. 5.14. 
The frequency axis in that figure is normalized to the peak frequencies for different 
temperatures. A fit to the experimental data points is performed by increasing the low 
field τ value by 2.8% and the Δε is being reduced by 0.67%  compared to the low field 
HN parameters of T = 187.5K. A time resolved high field experiment for NMEC at 
187.5K for ν = 4 kHz is shown in Fig. 5.15. From the graph it can be seen that for EB = 
±179 kV/cm, the experimental change in Δlne″ including saturation is -3.41%. The KWW 
type time dependence of the time resolved relative change in dielectric loss again closely 
follows the structural relaxation timescale. As no adiabatic calorimetry data are currently 
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available for NMEC, it is not possible to compare the experimental values with the 
Adam-Gibbs prediction. 
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Fig. 5.14: Steady state values of the field induced relative changes of the dielectric loss 
component, (e′′hi − ε′′lo)/ε′′lo, for NMEC vs. reduced frequency, ν/νmax. The 
subscripts“hi” and “lo” refer to bias electric fields of EB = ± 128 kV/cm and EB = 0, 
respectively. Experimental results (symbols) are derived from different temperatures as 
indicated, but for a common bias field of EB = 128 kV/cm. The line is based on the HN fit 
of Fig. 5.13, but with Δε reduced by 0.67% and τHN increased by 2.8% for the e′′hi case. 
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Fig. 5.15: Time resolved field induced relative change of the dielectric loss component, 
(e′′hi − ε′′lo)/ε′′lo, for NMEC in response to the bias field step of EB = ±179 kV/cm at ν = 4 
kHz, with the bias being applied in the time range 0 ≤ t ≤ 10 ms. Circles represent the 
results from the average of the two signals with EB = +179 kV/cm and EB = −179 kV/cm. 
The solid line is a KWW fit to the observed time dependence of the relative change with 
τKWW = 1 ms and βKWW = 0.65. The steady state value of the relative change is -3.41%. 
 
D. 2-Methyltetrahydrofuran (2-MTHF): 
         
        Based on the low field measurement data (Fig. 5.16), the sample thickness was 
determined to be 10.3μm comparing against the literature value.138 So, the actual field 
applied to the sample in the time resolved measurement is EB = 155 kV/cm.  Time 
resolved measurements are performed at ν = 4 kHz, which is situated almost 10 times the 
peak frequency (fmax ≈ 450Hz). The point (olive in color) shown in the low field spectrum 
is the low field value of ε″ obtained from the oscilloscope measurement mentioned 
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above.  The steady state change in oscilloscope measurement is found to be -0.98% (Fig. 
5.18). Again, the time dependence of towards the steady state changes during the 
oscilloscope measurement is found to follow the structural relaxation timescale at that 
temperature (see Fig. 5.18). 
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Fig. 5.16: Linear response dielectric loss (ε″) spectrum of 2-MTHF at T = 99.5K is 
depicted. The solid line is based on the HN-fit, with the values mentioned within the 
graph. The KWW parameters corresponding to the low field measurement are as follows: 
τKWW = 0.27 ms, βKWW =0.58. The olive circle represents the low field value at T = 99.5K 
for ν = 4 kHz obtained from the oscilloscope measurement shown in Fig. 5.18. Slope on 
the high frequency side of the peak (-αHNγHN = -0.52) is also indicated. 
 
A high field measurement with SI-1260 is also performed at a slightly different 
temperature (T = 97.5K) for field value of 210 kV/cm as shown in the Fig. 5.17. As it can 
be clearly seen from the graph that the frequency spectrum of relative change in the 
dielectric loss value (black circles) looks very similar to what we have seen before in case 
of glycerol. A similar procedure is applied to fit the experimental data points and the 
solid red line corresponds to the fit obtained by increasing the timescale by 2.76% from 
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its low field counterpart with added saturation of 0.66%. The steady state change 
obtained from the oscilloscope measurement for a different temperature (T = 99.5K) also 
put together in that same graph (olive sphere) after necessary field correction. 
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Fig. 5.17: Steady state values of the field induced relative changes (blue symbols) of the 
dielectric loss component, (e′′hi − ε′′lo)/ε′′lo, vs. reduced frequency, f/fmax, for 2-MTHF at 
T = 97.5K. The subscripts“hi” and “lo”refer to bias electric fields of EB = ± 210 
kV/cm and EB = 0, respectively. The red line is based on the HN fit, but with Δε reduced 
by 0.66% and τHN increased by 2.7% for the e′′hi case. The large olive sphere in the graph 
is based on the steady state value from the oscilloscope measurement shown in Fig. 5.18 
and field corrected. 
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Fig. 5.18: Time resolved field induced relative change of the dielectric loss component, 
(e′′hi − ε′′lo)/ε′′lo, for 2-MTHF in response to the bias field step of EB = ±155 kV/cm at ν = 
4 kHz, with the bias being applied in the time range 0 ≤ t ≤ 8 ms. Circles represent the 
results from the average of the two signals with EB = +179 kV/cm and EB = −179 kV/cm. 
The solid line is a KWW fit to the observed time dependence of the relative change with 
τKWW = 0.39 ms and βKWW = 0.6. The steady state value of the relative change is -0.98%. 
 
For the Adam-Gibbs prediction, εS/T = -0.175K
-1
 at T = 99.5K is used as obtained from 
literature values.
138
 Thermodynamic data set regarding excess entropy and the 
corresponding Adam-Gibbs parameter was obtained from Mizukami et al.
139
. The density 
of 2-MTHF is found to be 0.854 g ml
-1
.
140
 At T= 99.5K, excess entropy measured is 
equal to 29.86 J mol
-1 
K
-1
, Adam-Gibbs parameter CAG is equal 39 kJ mol
-1
. Based on the 
obtained values, the predicted change in timescale is calculated to be ΔElnτα = 1.9%. 
From the oscilloscope measurements, the steady state change in Δlne″ at ν = 4 kHz for 
the field EB =155 kV cm
-1
 is found to be -0.98%. Correcting for the relevant amount of 
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saturation from the overall relative change in Δlne″, the amount of change in timescale is 
calculated to be ΔElnτ (Δlne″/ -αγ) = 1.2% at 155 kV cm
-1
 which is actually 63% of the 
predicted change. Based on the fragility values of 2-MTHF, the factor fS,T is expected to 
be around 0.6.
76
 So following Eq. (5.5), the field dependent entropy factor, fS,E, is 
expected to be 0.38, i.e., the field induced change in configurational entropy in case of 2-
MTHF is found to be 38% of the ΔES value.  
Salol or Phenyl salicylate:  
     
           Standard linear dielectric response (both real and imaginary part) in our high field 
dielectric cell with 10μm Teflon spacer is shown in Fig. 5.19 (panel a) and Fig. 5.19 
(panel b) for salol at T = 234K. Based on the literature values of Δε, the thickness is 
found to be very close to 10μm.141,142 Solid red lines are obtained from HN fit and the 
parameters are mentioned within the graph. Based on the HN fit parameters, KWW 
parameters are calculated to be τKWW = 2.66 ms and βKWW = 0.53 respectively. 
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Fig. 5.19: Linear response dielectric storage (ε′) [panel (a)] and loss (ε″) [panel (b)] 
spectrum of Salol at T = 234 K is depicted. The solid lines are based on the HN-fit, with 
the values mentioned within the graph. The KWW parameters corresponding to the low 
field measurement are as follows: τKWW = 2.66 ms, βKWW =0.53. The olive circle in panel 
(b) represents the low field ε″ value at T = 234K for ν = 500 Hz obtained from the 
oscilloscope measurement shown in Fig. 5.21.  
 
          Standard high field measurements are performed with PZD-700/SI-1260 
combination for fields ranging from 250kV cm
-1
 to 480kV cm
-1
 at the same temperature 
(T = 234K). Fig. 5.20 shows the relative change curves in dielectric loss for the 
normalized field of EB = 450kV cm
-1
. The blue fit curve is obtained by increasing the 
timescale of the low field measurement curve by 3.7% and dielectric strength (Δε) is 
reduced by 0.38%. The arrow indicates the peak position of the low field dielectric loss 
curve at that temperature. Olive and orange spheres in Fig. 5.19b and Fig. 5.20 
respectively represent the dielectric loss at ν = 500Hz and the corresponding steady state 
value of the relative change (corrected with field) in dielectric loss at the same frequency 
measured via oscilloscope which is shown in Fig. 5.21. The KWW type fit curve is also 
shown in Fig. 5.21 which traces the time dependence of the relative change in dielectric 
loss towards its steady state value. 
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Fig. 5.20: Steady state values of the field induced relative changes (symbols) of the 
dielectric loss component, (e′′hi − ε′′lo)/ε′′lo, vs. frequency, for Salol at T = 234K. The 
subscripts“hi” and “lo”refer to bias electric fields of EB = ± 450 kV/cm and EB = 0, 
respectively. The red line is based on the HN fit parameters from Fig. 5.19, but with Δε 
reduced by 0.38% and τHN increased by 3.7% for the e′′hi case. The large orange sphere in 
the graph is based on the steady state value from the oscilloscope measurement shown in 
Fig. 5.21. The solid arrow indicate the position of the peak frequency at T=234K. 
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Fig. 5.21: Time resolved field induced relative change of the dielectric loss component, 
(e′′hi − ε′′lo)/ε′′lo, for Salol in response to the bias field step of EB = ± 280 kV/cm at ν = 
500 Hz, with the bias being applied in the time range 0 ≤ t ≤ 64 ms. Circles represent the 
results from the average of the two signals with EB = +280 kV/cm and EB = −280 kV/cm. 
The solid line is a KWW fit to the observed time dependence of the relative change with 
τKWW = 7 ms and βKWW = 0.65. The steady state value of the relative change is -0.7%. 
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            Now, we will turn our attention towards finding the Adam-Gibbs prediction of the 
corresponding change in structural relaxation timescale in case of salol for EB = 280 kV 
cm
-1
. From the low field measurement it is determined that εS/T = -0.044 K
-1
. From the 
calorimetry and dielectric measurement Sexc and CAG parameter values are found to be 
34.61 J K
-1 
mol
-1
 at T = 234K and 113 kJ mol
-1
 respectively.
143
The Molar volume (   of 
salol is 171.38 cm
3 
mol
-1
. Based on these values, the expected change in τα, ΔElnτα, for the 
field EB = 280 kV cm
-1
 is calculated to be 2.43%.  From the oscilloscope measurement, 
correcting for the corresponding saturation effect for that field, Δlne″ is found to be -
0.55%. Experimental change in ΔElnτα can be obtained by dividing the slope at ν = 500 
Hz, which is -0.46. So from experiment, the field induced increase in timescale, ΔElnτα is 
determined to be 1.20%, which is about 50% of the predicted value obtained from Adam-
Gibbs approach. Based on the fragility value of salol which is about 63, it is expected to 
have a value of fS,T around 0.6. So, from the above experiments, fS,E turns out to be 
around 0.3. 
E. Propylene Glycol or Propane 1,2-diol (PG): 
    
For propylene glycol, to obtain a reliable value of the dielectric constant and its 
temperature dependence, low field measurement is performed within the Invar cell. Fig. 
5.22 (panel a) and Fig. 5.22 (panel b) represents the low field data set in the temperature 
range 186K-198K with 2K temperature interval in between. From the real part of the 
permittivity, εS/T is determined, which is equal to -0.54 K
-1
. Low field measurement of 
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the PG sample prepared within the high field dielectric cell with 10μm Teflon spacer is 
shown in Fig. 5.23 for T =190K. HN fit line and the associated parameters are also 
mentioned within the graph. Comparing this data with the Invar cell measurement and 
literature value
144
, it is determined that the sample temperature is actually 190K and the 
sample thickness is around 10.3μm. A standard frequency sweep high field experiment 
with 6 average setup (3 high field, 3 low field) is performed with high voltage amplifier 
PZD-700 and voltage generator SI-1260 within the frequency range 1Hz – 105Hz for the 
bias field of EB = 233kV cm
-1
. Fig. 5.24 represents the relative change in dielectric loss 
(corrected for the saturation which is found to be -1.86%). The red fit line in Fig. 5.24 is 
obtained by increasing the τ value by 3% in comparison to the low field dielectric 
timescale. The olive circles in both Figure Fig. 5.23 and Fig. 5.24 represent the low field 
dielectric loss value and steady state relative change in dielectric loss value (after 
saturation correction) from the time resolved oscilloscope measurement at ν = 1.6 kHz 
for EB =  198 kV cm
-1
 shown in Fig. 5.25. The timescale involved to develop the steady 
state change observed to follow the structural relaxation timescale (see solid black curve 
in Fig. 5.25). From the time resolved measurement, for EB =  198 kV cm
-1
 the ΔElnτ 
value calculated to be -1.18% for PG sample at T = 190K. 
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Fig. 5.22: The real (panel a) and imaginary (panel b) part of the permittivity values from 
linear response measurement for Propylene glycol in an Invar cell setup for the 
temperature range 186-198K are depicted with a temperature interval of 2K. 
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Fig. 5.23: Linear response dielectric loss (ε″) spectrum for Propylene glycol at T = 190 K 
is depicted. The solid lines are based on the HN-fit, with the values mentioned within the 
graph. The KWW parameters corresponding to the low field measurement are as follows: 
τKWW = 1.35 ms, βKWW =0.72. The olive circle represents the low field ε″ value at T = 
190K for ν = 1.6 kHz obtained from the oscilloscope measurement shown in Fig. 5.25. 
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Fig. 5.24: Quasi steady state values of the field induced relative changes of the dielectric 
loss for Propylene glycol at T = 190 K. Symbols depict the non-linear effect, (''hi  
''lo)/''lo, after correcting for the frequency invariant saturation effect, sat = 1.86 %. The 
subscripts 'hi' and 'lo' refer to bias electric fields of EB = 233 kV/cm and EB = 0, 
respectively. The line is based on the HN fit of Fig. 5.23, with  reduced by sat = 1.86 
% and HN increased by 3% for the ''hi case. Olive sphere represents the true steady state 
levels derived from time resolved measurement shown in Fig. 5.25. 
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Fig. 5.25: Time resolved field induced relative change of the dielectric loss component, 
(e′′hi − ε′′lo)/ε′′lo, for PG in response to the bias field step of EB = ± 198 kV/cm at ν = 1.6 
kHz, with the bias being applied in the time range 0 ≤ t ≤ 25 ms. Circles represent the 
results from the average of the two signals with EB = +198 kV/cm and EB = −198 kV/cm. 
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The solid line is a KWW fit to the observed time dependence of the relative change with 
τKWW = 1.8 ms and βKWW = 0.65. The steady state value of the relative change is -2.13%. 
 
           To test for the Adam-Gibbs prediction, a reliable calorimetry data was not 
available. The only literature data found for the calculation of the Adam-Gibbs parameter 
and excess entropy is from Park et al.
145
 Based on their data set, the Sexc at T = 190K  is 
17.24 J mol
-1 
K
-1, the slope of the lnτ vs. (1/TSexc) i.e., CAG is found to be 35.47 kJ mol
-1
. 
The obtained molar volume is 79.85 cm
3 
mol
-1
 based on the measurement by Sun and 
Teja.
146
   Depending on these numbers, ΔElnτα at EB = ±198 kV/cm for PG is calculated 
to be -10.83%. So from experiments, we are able to detect only ~ 11% of the total 
predicted effect. Although glycerol and propylene glycol are very similar in terms in 
terms of their chemical structure and properties which is also reflected in their fragility 
values (m = 53 for glycerol and m =52 for propylene glycol), the effect of an external 
field modifies their timescale very differently.  
F. Cresolphthalein dimethylether (KDE or CPDE): 
 
           This material is obtained from H. Sillescu, Mainz, Germany where it has been 
synthesized and purified by distillation and recrystallization. Standard low field 
impedance experiments are performed for frequencies  = /2 from 30 mHz to 1 MHz 
using a system based upon a Solartron SI-1260 gain/phase analyzer and a Mestec DM-
1360 transimpedance amplifier. An Invar steel/sapphire cell is used to measure the static 
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dielectric constant, s, versus temperature. The low field loss spectra for the investigated 
temperature (T = 335K) along with the slope εs/T is shown in the inset of Fig. 5.26.  
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Fig. 5.26: Dielectric loss spectrum of CPDE at T = 335 K with peak frequency positioned 
at max = 40 Hz. The solid line represents a Cole-Davidson fit with the parameters listed 
in the legend. The inset shows the temperature variation of the dielectric constant s, with 
a slope of s/T = 0.073 K
-1
 (solid line). 
 
          The low field spectrum matches the broadband dielectric relaxation data reported 
in literature.
132,147,148
These values of max = 1/(2max) are derived from the peak 
frequencies, max, of the dielectric loss spectra and for T < 370 K the temperature 
dependence of max is well represented by the VFT relation in Eq. (1.1) with τ∞ = 18.46 , 
B = 1822 K , and T0 = 225.6 K. In view of the high field experiment performed at T = 335 
K, the main result regarding the dielectric constant is that s = 17.8 at T = 335 K and that 
the slope is s/T = 0.073 K
-1
. The loss spectrum at T = 335 K is depicted in Fig. 5.26, 
which includes the Cole-Davidson (CD) fit, with  = 15.0, CD = 5.8 ms, and CD = 0.67. 
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In time domain representation, this behavior would be approximated by the KWW type 
stretched exponential, with KWW = 3.6 ms and KWW = 0.72. 
      Using the low field result s (335 K) = 17.8, the electrode separation of the high 
field cell is determined to be d = 16.6 m, implying that the applied bias voltage VB = 
360V leads to field of EB = 217 kV cm
-1
. The effect of this high bias field on the 
permittivity is a reduction of the relaxation amplitude,, by sat = 0.72 %, clearly 
observed by the field effect on the dielectric constant, s = '(  0). The field effect on 
the dielectric loss is depicted in Fig. 5.27 in terms of the relative change of the loss after 
correcting for the saturation effect, i.e., using the quantity (''hi  ''lo)/''lo + sat. In the 
inset of Fig. 5.27, which shows the spectrum of field induced shifts along the frequency 
axis calculated by  
 


lnln
ln


 lolohiE v , indicative of an increase in relaxation time 
that amounts to ElnCD = 0.75 %. 
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Fig. 5.27: Quasi steady state values of the field induced relative changes of the dielectric 
loss for CPDE at T = 335 K. Symbols depict the non-linear effect, (''hi  ''lo)/''lo, after 
correcting for the frequency invariant saturation effect, sat = 0.72 %. The subscripts 'hi' 
and 'lo' refer to bias electric fields of EB = 217 kV/cm and EB = 0, respectively. The line 
is based on the Cole-Davidson fit of Fig. 5.26, with  reduced by sat = 0.72 % and CD 
increased by 0.75 % for the ''hi case. Stars are for true steady state levels derived from 
time resolved measurements. The inset show the same results in terms of 'horizontal' 
difference, (lnhi  lnlo)/lnlo. 
 
     A representative example of a time resolved measurement of the change of ''() 
at a fixed frequency is outlined in Fig. 5.28. For this frequency of  = 3.2 kHz, a steady 
state reduction of ''() by 1.07 % is observed, as indicated in Fig. 5.28. Analogous 
results for other frequencies are compiled as stars in Fig. 5.27.  
 
Fig. 5.28: Time resolved field induced relative change of the dielectric loss component, 
(e′′hi − ε′′lo)/ε′′lo, for KDE in response to the bias field step of EB = ± 327 kV/cm at ν = 3.2 
kHz, with the bias being applied in the time range 0 ≤ t ≤ 50 ms. Circles represent the 
results from the average of the two signals with EB = +327 kV/cm and EB = −327 kV/cm. 
The solid line is a KWW fit to the observed time dependence of the relative change with 
τKWW = 4.65 ms and βKWW = 0.7. The steady state value of the relative change is -1.07%. 
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       For Adam-Gibbs parameters, calorimetry data was provided by Osamu 
Yamamuro.
149
 From this, excess entropy value is obtained with temperature (Fig. 5.29) 
and an Adam-Gibbs plot [log(max) vs 1/(TSexc)] is created which is shown in Fig. 5.30. 
One interesting feature is to mention here that Vogel temperature (T0) and Kauzmann 
temperature (TK) do not coincide; instead these two are having a 30K difference, which 
hasn’t been seen in any other glass formers investigated in this thesis.  
   The large TK  T0 difference mentioned above might be understood as an indication 
of the Adam-Gibbs model failing for this compound, but Fig. 5.30 reveals that this 
discrepancy develops only for max > 1 s, i.e., in the immediate vicinity of Tg. At higher 
temperatures, where 10
-6
 s < max < 1 s, the dynamics follow a VFT law with T0 = TK and 
log(max) vs 1/(TSexc) is practically linear, implying that the AG type Eq. (5.2) accurately 
predicts the dielectric relaxation time with C = 174 kJ mol
-1
 in this range. Therefore, we 
can quantify the impact of a change of Sexc on the relaxation time for time scales between 
1 s and 1 s.  
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Fig. 5.29: Excess entropy, Sexc(T), of CPDE as derived via Eq. (1.7) from the integration 
of the heat capacity difference, Cp,liquid  Cp,crystal. According to the solid line, the 
equilibrium excess entropy can be represented by Eq. (5.4) with S = 181.0 J K
-1
 mol
-1
 
and TK = 255.9 K. The vertical arrow marked Tg indicates the kinetic glass transition at 
314.3 K, where max = 100 s. 
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Fig. 5.30: Adam-Gibbs plot of the logarithmic peak dielectric relaxation time, log(max/s), 
versus 1/[TSexc(T)] for CPDE. Near T = 335 K, where the loss peak frequency is max = 
40 Hz, max(T) obeys a VFT law with A = 14.0, B = 960 K, and T0 = TK = 255.9 K. In 
this regime, the dielectric relaxation times follow the Adam-Gibbs approach with A = 
14.0 and C = dlog10/d(1/TSc) = SB = 174 kJ mol
-1
 in Eq. (5.2). 
 
        Using the parameters obtained from the experimental results, C = 174 kJ mol-1, T = 
335 K, Sexc(T = 335 K) = 42.75 J K
-1
 mol
-1
,  = 294 cm3 mol-1, s/T = 0.073 K
-1
, and 
EB = 217 kV cm
-1
, the prediction derived from Eq. (5.3) is Eln(CD) = 2.93 %, which is a 
factor of  4 higher than the experimental observation. So the observed effect is 
approximately 25% of the overall prediction.  Based on the fragility value of KDE, which 
is around 67, one would expect to have a fC or fS,T value around 0.6. This implies that 
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based on the experimental facts, fS,E would be around 0.15, which is a very small number 
like in propylene glycol. 
G. Propylene carbonate (PC): 
     
         The low field measurement of the sample is performed in the Invar cell setup. The 
real part permittivity data for the temperature range 164K -174K with 2K step is shown 
in Fig. 5.31. The slope of the static dielectric permittivity with temperature is determined 
to be -0.51K
-1
. A standard high field impedance measurement is performed for the 
sample prepared in the high field cell with 10um Teflon spacer in between at T = 168K 
for the field of value 360 kV/cm. Percentage relative changes in both real and imaginary 
part of the permittivity are shown in Fig. 5.32a and Fig. 5.32b. Solid lines are the fit 
obtained by changing the low field Δε value by -6% and increasing the relaxation time by  
9%. Time resolved measurement is performed with an oscilloscope for a sample  
10
-1
10
0
10
1
10
2
10
3
10
4
10
5
0
20
40
60
80
100
120
 
 
 164K
 166K
 168K
 170K
 172K
 174K
'
 / Hz
Propylene carbonate
      164K - 174K (2K)
d
S
/dT = -0.51K
-1
 
 136 
  
Fig. 5.31: The real part of the permittivity values from linear response measurement for 
Propylene carbonate in the Invar cell setup for the temperature range 164-174K are 
depicted with a temperature interval of 2K. 
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Fig. 5.32: Steady state values of the field induced relative changes of the dielectric loss 
(left) and storage (right) component for PC versus frequency. The subscripts “hi” and 
“lo” refer to bias electric fields of EB = ± 360 kV/cm and EB = 0, respectively. 
Experimental results (symbols) are derived from T = 168K as indicated, but using both 
+ve and -ve bias field of EB = 360 kV/cm. Both the lines are obtained with Δε reduced by 
6% and τHN increased by 9% for the e′hi , e′′hi case. ε∞ = 5.5 is used for the real part. 
 
temperature T =  166.5K.  Corresponding low field curve at that temperature is shown in 
Fig. 5.33 and the red fit line is obtained via HN fit and the parameters corresponding to 
the fit line is mentioned within the graph. The bold olive point in that graph is the low 
field ε″ value obtained during time resolved measurement. The timescale required to 
observe the steady state change due to the application of high field is within a factor of 2 
of the original structural relaxation timescale of the sample as shown in Fig 5.34.  
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Fig. 5.33: Linear response dielectric loss (ε″) spectrum for Propylene carbonate at T = 
166.5 K is depicted. The solid lines are based on the HN-fit, with the values mentioned 
within the graph. The KWW parameters corresponding to the low field measurement are 
as follows: τKWW = 5.3 ms, βKWW =0.7. The olive circle represents the low field ε″ value 
at T = 166.5K for ν = 250 Hz obtained from the oscilloscope measurement shown in Fig. 
5.34. 
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Fig. 5.34: Time resolved field induced relative change of the dielectric loss component, 
(e′′hi − ε′′lo)/ε′′lo, for PC in response to the bias field step of EB = ± 230 kV/cm at ν = 250 
Hz, with the bias being applied in the time range 0 ≤ t ≤ 125 ms. Circles represent the 
results from the average of the two signals with EB = +230 kV/cm and EB = −230 kV/cm. 
The solid line is a KWW fit to the observed time dependence of the relative change with 
τKWW = 10.2 ms and βKWW = 0.7. The steady state value of the relative change is -3.84%. 
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        Based on the amount of saturation observed, from the time resolved analysis the 
time scale change due to the application of field (ΔElnτ) is calculated to be 2.31% at 
166.5K at ν = 250 Hz.          
        Adam-Gibbs parameter and excess entropy data was available from Fujimori and 
Oguni et al.
120
 At the investigated temperature Sexc was found to be 20.28 J K
-1
mol
-1, 
whereas from the Adam-Gibbs plot the slope CAG is determined to be equal to 44.9 kJ 
mol
-1
. Density at T =166.5K is calculated based on the relation of density with 
temperature found in Simeral et al.,
150
 which turns out to be 1.35 g/cm
3
. Based on these 
numbers, the amount of change predicted in timescale calculated to be 13.6%. So for 
propylene carbonate, the experimental change in timescale is approximately 17% of the 
expected effect. 
H. Polyvinyl acetate (PVAc): 
      Polyvinyl acetate sample is prepared within the high field cell by first melting the 
sample and then cooling it down to the desired temperature. Low field spectra are 
obtained by standard impedance measurement procedure. Fig. 5.35 depicts the low field 
response curves for PVAc at T =323K. Comparing against the literature data,
79,151
 the 
sample thickness is determined to be 11μm. Both standard and time resolved high field 
experiments are performed with the sample and shown in Fig. 5.36 and Fig. 5.37. The big 
red sphere in Fig. 5.36 represents the steady state value of the relative change in dielectric 
loss obtained from the time resolved measurement at  ν = 500 Hz. Again the timescale 
with which steady state has been reached closely resemble the structural relaxation 
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timescale of the investigated temperature. The solid line in Fig. 5.36 is obtained by 
increasing the timescale by 2% and reducing the Δε value by 0.15% compared against its 
low field HN fit parameters as indicated within Fig 5. 35. 
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Fig. 5.35: Linear response dielectric storage (ε′) and loss (ε″) component of Polyvinyl 
acetate at T = 323 K are depicted. The solid lines are based on the HN-fit, with the values 
mentioned within the graph. The KWW parameters corresponding to the low field 
measurement are as follows: τKWW = 5.3 ms, βKWW =0.5.  
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Fig. 5.36: Steady state values of the field induced relative changes (small symbols) of the 
dielectric loss component, (e′′hi − ε′′lo)/ε′′lo, vs. frequency for PVAc at T = 323K. The 
subscripts“hi” and “lo”refer to bias electric fields of EB = ± 327 kV/cm and EB = 0, 
respectively. The solid line is based on the HN fit, but with Δε reduced by 0.15% and τHN 
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increased by 2.0% for the e′′hi case. The large red sphere in the graph is based on the 
steady state value from the oscilloscope measurement shown in Fig. 5.37 and field 
corrected accordingly. The solid arrow indicates the peak position at this temperature. 
 
 
Fig. 5.37: Time resolved field induced relative change of the dielectric loss component, 
(e′′hi − ε′′lo)/ε′′lo, for PVAc in response to the bias field step of EB = ± 262 kV/cm at ν = 
500 Hz, with the bias being applied in the time range 0 ≤ t ≤ 64 ms. Circles represent the 
results from the average of the two signals with EB = +262 kV/cm and EB = −262 kV/cm. 
The solid line is a KWW fit to the observed time dependence of the relative change with 
τKWW =11 ms and βKWW = 0.62. The steady state value of the relative change is -0.52%. 
 
5.2 Rise and decay time asymmetry of the field induced NDE 
I. Motivation 
          In the previous section, we looked into the high dc field effect on the structural 
relaxation timescale for various glass forming liquids varying in their fragility values. In 
order to understand on which timescale these changes are taking place, we employed time 
resolved measurements with ms time resolution. For all the materials studied in the 
previous section, one thing that is common is the observation of the asymmetry in terms 
of their rise and decay time. For example, one can clearly see from both figures (Fig. 5.4 
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and Fig 5.5), the steady state changes are established in a gradual fashion while bias field 
is on but complete reversal to the original permittivity level is achieved when the bias 
field is switched off (t > 8 ms), instantaneously. Based upon the symmetry relations 
established by Onsager,
152
one would expect the behavior indicated by the dashed KWW 
type rise in Fig. 5.4, but that expectation is justified only in the regime of linear 
responses. The asymmetry features observed in Fig. 5.4 and Fig. 5.5 are found for various 
frequencies, temperatures, and many other different liquids under study. Based on this 
observation one may think of the following picture of polarization vs. field graph (Fig. 
5.38). According to this picture the deviation from the linear polarization response is only 
visible at high field regime, that is why when a bias field was applied, deviation from 
linear response value of either ε″ or ε′ is evident from Fig. 5.4 and Fig. 5.5. But when the 
bias field has been removed, one probe the system at low field region, where slope was 
unchanged and for that reason, ε″ or ε′ would remain the same in value as one will get 
from linear response measurement. For this case, the polarization response will have a 
non-zero χ(3) contribution at high fields which will cause the deviation from the linear 
response shown by the blue line.  
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Fig. 5.38: Non-linear polarization behavior against field is represented by the red solid 
curve, which deviates symmetrically from the blue dashed linear line. Brown and green 
sinusoidal curves are for the field and polarization versus time with and without bias 
field, respectively. In the absence of a large dc-field, Edc, the small amplitude sine, Eac (t), 
will always probe only the original linear P(E) dependence. 
 
         One thing that has been ignored while looking at the data for previous time resolved 
measurements is that, energy absorption from the time dependent field (while switching 
the bias on or off). From the ‘box model’ we can correct for that energy that is being 
absorbed from the external field for a sample having a dispersive nature of the dynamics. 
In the next section we will consider the heating correction necessary to unravel the true 
nature of the time dependence of NDE’s. 
II. Model Considerations: 
  We consider a dielectric between planar electrodes with surface area A and uniform 
separation d, leading to a sample volume V = Ad. The initial condition is characterized by 
zero voltage across the capacitor, V(t < 0) = 0, resulting in the depolarized state of the 
dielectric, with polarization P(t < 0) = 0 and thus displacement D(t < 0) = 0. The 
dielectric has a frequency dependent permittivity, expressed here as superposition of 
Debye type contributions following the probability density g(τD) regarding its dielectric 
time constant, 
                                               
 
      
  
 
 
                  Eq. (5.10) 
The relaxation amplitude is defined as Δε =     , with εs and ε being the low and 
high frequency limits of the permittivity, respectively. The function g(τD) can be 
determined from a Havriliak-Negami (HN) fit to permittivity. For times 0 < t < toff, the 
voltage is set to a value of VB, leading to a field of magnitude EB = VB/d, whereas EB = 0 
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at all other times. The time toff is sufficiently long so that steady state is reached prior to 
the end of the high field time segment. The field transitions are considered to be fast 
compared with all retardation times of the dielectric, but slow enough to ensure 
reversibility of the processes involved. The temperature of the dielectric is uniform and 
held constant at T0 by thermal contact to a large heat bath. 
A. Effects of field switching 
Due to the inevitable presence of dc-conductivity in polar liquids, experiments involving 
bias field require that the time duration of the field application be limited, so that 
switching on/off effects have to be considered. The work involved in generating steady 
state polarization following t = 0 is the sum of U and ΔU(t), respectively associated with 
the instantaneous (  ) and slow (Δε) contributions to permittivity. For the former 
contribution, displacement follows the field without lag,           and 
                               
            
     
 
 
  
 
  
 
       
                 Eq. (5.11) 
For the latter contribution that involves slower degrees of freedom, the displacement 
follows the field in a retarded fashion,                      , where ε(t) is given 
by  
                                                              
 
 
     
 
 
                         Eq. (5.12) 
 i.e.,                and         are related by the Fourier-Laplace transform. 
The result for ΔU(t) is given by125 
                               
  
      
   
    
 
  
    
  
       
     
 
  
         Eq. (5.13) 
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In the steady state limit, we obtain ΔU(t  ) = ΔUs = VBΔQ = ΔC  
 , where ΔQ is the 
total charge transferred to the capacitance ΔC = ε0ΔεA/d. Since no work in excess of U 
is regained when the field is removed, the entire amount of ΔUs is transferred irreversibly 
from the field to the sample. Following the previous success of applying these ideas to 
the effects of high ac fields,
50,62,76 
we assume heterogeneous dynamics in the sense that 
the overall dispersive polarization response is the superposition of independent domains 
or modes.
 
Each mode has its individual retardation time constant τD, and the volume 
fraction of modes with time constants in the range between τD and τD + dτD is g(τD)dτD, 
see Eq. (5.10) and Eq. (5.12). As a result of domain specific τD values, different modes 
absorb different amounts of energy from the field. For modes with τD  dτD/2, the rate of 
energy increase following each field step (i.e., at t = 0 and t = toff) is given by the 'power' 
term p(t), determined analogous to a previous approach,
153 
                                                
   
 
  
     
  
  
                                Eq. (5.14) 
The total energy absorbed is obtained by integration over all τD and over time, which 
amounts to      
   , half of which is transferred at each of the two field transitions (at t 
= 0 and t = toff). Domains are also considered independent regarding their effective 
temperature, Teff, that is determined on the basis of the energy absorbed by that mode, 
p(t)dt, and its heat capacity, ΔCcfgg(τD)dτD, where ΔCcfg is the configurational 
contribution to the glass-to-liquid heat capacity step of the sample at constant pressure. 
Since calorimetry will yield excess heat capacities, a correction according to ΔCcfg = 
fCΔCexc is applied,
133
 provided that fC is known and temperature invariant. For each 
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domain, the equation governing the balance of effective temperature has a gain term 
involving p(t), and a loss term originating from the relaxation of the excess effective 
temperature to the real temperature at a rate given by the inverse enthalpy relaxation time 
(τT) of that domain, 
                                    
        
  
 
    
             
 
          
  
                         Eq. (5.15) 
For isothermal conditions (constant T0), the solution to Eq. (5.15) with p(t) from Eq. 
(5.14) is 
                                       
       
 
     
 
  
      
   
 
  
    
 
 
               Eq. (5.16) 
The time constants associated with dielectric and enthalpy dynamics would be considered 
identical for many simple molecular liquids, i.e., τT = τD.
154
 The impact of this field 
induced change in effective temperature, ΔETeff, is mainly that of altering the relaxation 
time constant, τD, while the effect on the relaxation amplitude is relatively small. 
Therefore, small changes of Teff modify the permittivity via 
                                                         
    
  
                                             Eq. (5.17) 
where the slope, dlnτ/dT, is taken from the overall activation behavior of the dielectric 
retardation times. The assumption that the energy absorbed by a mode has the same effect 
as an equivalent temperature increase but remains localized in that domain for the time τT 
is clearly non-trivial. However, this phenomenological model (a 'box' model analogue for 
field steps) has been demonstrated to yield quantitative agreement with the effect of 
energy absorbed from time-dependent fields of high amplitudes.
52,57
 For the case of 
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dispersive (non-Debye) dynamics, a final integration over all τD according to Eq. (5.12) is 
required. 
B. Effects of a bias field 
          The consequences of a steady state polarization on the dynamics are determined 
following the idea of Johari,
123
 proposing that slower dynamics result from the field 
induced reduction in entropy if the Adam-Gibbs
29
relation is employed for connecting 
configurational entropy with relaxation time or viscosity. For including a time 
dependence, it has to be realized that ΔES depends quadratically on field, while 
polarization P is approximately linear in the field, even at relatively high electric fields. A 
consequence of ΔES  P
2
 is that the time dependence of ΔES should reflect that of the 
dielectric retardation squared. This yields for each domain, 
                                                             
  
    
  
   
  
                                   Eq. (5.18a) 
                                                     
                    
                       
                 Eq. (5.18b) 
 where M is the molar mass and ρ is the density. The top and bottom exponential terms in 
Eq. (5.18b) are associated with applying (t = 0) and removing (t = toff) the field, EB, 
respectively. Fig. 5.39 demonstrates an important feature of the quadratic dependence on 
polarization:  
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Fig. 5.39: Comparison of symmetric rise and decay behavior, Rrise (t)=1−φ(t) and Rdecay 
(t) = φ(t−toff) with φ(t) = exp[− (t/τD)
β
], and their squared coun-terparts,R
2
( t) , obtained 
by applying the power of two separately to each Debye contribution: for the stretched 
exponential or Kohlrausch-Williams-Watts (KWW) case with τ = 0.75ms and β= 0.65.  
 
          If R(t) as defined in Eq. (5.18b) represents the normalized time dependent 
contribution to polarization, then Rrise(t) =1 - exp(-t/τD) and Rdecay(t) = exp(-(t-toff)/τD) 
display symmetric rise and decay behavior, as shown as dashed lines in Fig. 5.39. By 
contrast, the rise of R
(2)
(t) is always slower that its decay counterpart, see solid lines in 
Fig. 5.39.  
           For the case of dispersive (non-Debye) dynamics, the resulting changes of τD with 
time can be entered into Eq. (5.12) to assess the effect of the time dependent field on the 
overall ε'(ω) and ε''(ω). Note that both field induced time constant modifications, ΔElnτD 
from Eq. (5.3) and from Eq. (5.17), will impact permittivity and that they generally have 
opposite signs. 
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III. Results and Discussion 
A. Glycerol 
The effect of the field induced entropy change on dynamics which is captured by the 
original data (yellow dots) appear inconsistent with the expectation of a more symmetric 
and gradual time dependence of the field effect, since the observed NDE rises slowly and 
decays back almost instantaneously when the field is removed. The remedy to this 
situation is the recognition that switching the field on or off transfer energy from the field 
to the sample, as detailed in the previous section. Analogous to heating, this effect 
counteracts that of the entropy reduction by leading to temporarily smaller time 
constants, resulting in the positive transients in terms of (e''hi - ε''lo)/ε''lo at a frequency ν > 
νmax, which are determined using Eq. (5.16) and shown in Fig. 5.40 as open squares 
(blue). The parameters are: Δε = 56.7, τHN = 0.61 ms, αHN = 0.95, γHN = 0.63, τT = τD, EB 
= 200 kV/cm,         = -0.298 K-1, ΔCexc = 1.245 J K
-1
 cm
-3
,
24
 and fC = 0.8, which is 
consistent with the results for glycerol based upon high ac field measurements.
76
 
Subtracting these from the observed values (circles) leads to the 'heating' corrected (red) 
diamonds in Fig. 5.40, which now represent the impact of the presence of a high bias 
field but without the transient effects of switching the bias on or off. The steady state 
amplitude of the remaining NDE is unchanged and amounts to -1.38% regarding (e''hi - 
ε''lo)/ε''lo. 
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Fig. 5.40: Field induced relative change of the “dielectric loss” component, e′′(t), probed 
at ν = 4 kHz for glycerol at a temperature of T = 216.8 K. The bias field EB is applied in 
the time range 0 ≤ t ≤ 8ms. Circles (yellow) are the results from the average of the two 
signals with EB = +200 kV/cm and EB = −200 kV/cm, where the direct response to the 
bias step is cancelled. The diamonds (red) represent the experimental data after 
subtracting the heating effect shown as squares (blue). The solid and dashed curves are 
respective fits to the rise and decay of the NDE with the parameters indicated. 
 
          Supported by the analysis discussed above, the time-resolved NDE results obtained 
after correcting for the switching effects are now understood to reflect the consequences 
of the field induced entropy reduction, ΔES. The diamonds in Fig. 5.40 reveal transitions 
between the zero field and high field levels that are now gradual in time, but still not 
symmetric, i.e., the rise of the NDE following t = 0 is still slower that the decay initiated 
at t = 8ms. This complex time dependence is well approximated by the quadratic 
exponentials in Eq. (5.18b) that originate from the quadratic dependence of the NDE on 
field and thus on polarization. Both rise and decay of the NDE are respectively 
approximated by the solid and dashed line, which are based on Eq. (5.18b). It is evident 
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that the rise curve is obtained using the same g(τD) that represents the dielectric 
retardation in the linear response regime (βKWW = 0.65 in terms of a stretched exponential
 
representation), but with time constants that are a factor of 1.4 larger (τKWW = 0.48ms) 
than the linear response value of τα = 0.34ms. It needs to be mentioned here that the 
quadratic polarization is still not able to capture the decay pattern with the same value 
and distribution of the timescale as of rise curve. To this end we employ a more complex 
field pattern which is outlined in Fig. 5.41a. Here, the field transitions between three 
levels, zero, EB/2, and EB, and the resulting levels of the NDE are -0.61% and about 
twice that value, -1.32%, as expected from the quadratic field dependence, see Fig. 5.41b. 
As the transitions from -0.61% to -1.32% and back result from field changes of only 59 
kV/cm (compared with 141 kV/cm when starting from zero), the heating effect associated 
with those transitions are only 17% of those involving the 0 to -0.61% levels (see blue 
triangles), while leading to the same NDE magnitude. For these curve segments, 'heating' 
is practically negligible and the uncorrected data (yellow dots) display transitions that are 
gradual in time. Also, the rise and decay curves associated with the -0.61% and -1.32% 
levels in Fig. 5.41b are more symmetric that those between the levels 0 and -0.61%. 
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Fig. 5.41: (a) The bias field pattern, EB(t), used to measure the data in this plot. (b) Field 
induced relative change of the “dielectric loss” component, e′′(t), probed at ν = 2.5 kHz 
for glycerol at a temperature of T=216K. Circles (yellow) represent the results from the 
average of the two signals with positive and negative EB(t) pattern, where the direct 
response to the bias step is cancelled. The diamonds (red) represent the experimental data 
after subtracting the heating effect shown as squares (blue).  
 
          The solid and dashed lines in Fig. 5.42 (showing only the heat corrected data points 
only), demonstrate that all these features are captured by ΔES  P
2
 feature demonstrated 
in Eq. (5.18b). Again using the linear response g(τD) but with time constants which are 
very much similar to low field timescale, all six curves can be well fitted with quadratic 
polarization dependence.  
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Fig. 5.42: ‘Heat corrected’ data points (symbols) of the field induced relative change of 
the “dielectric loss” for glycerol at T = 216K probed at ν = 2.5 kHz. Solid and dashed 
curves are respective fits to the rise and decay of the NDE according to the Eq. (5.18b) 
with their respective KWW parameters indicated. For the four transitions between -
0.61% and -1.32%, the KWW parameters describing the square fits closely resemble the 
linear response τ and β values. 
 
B. NMEC: 
A Similar approach has been taken for NMEC. Fig. 5.43 depicts the unmodified data 
(yellow circles), heating curves (blue triangles) and heat corrected curves (diamonds) for 
measurement performed at frequency ν = 4 kHz for a sample at T = 187.5K upon 
application of a bias field of 184 kV cm
-1
. As mentioned in the legend section, fC or fS 
value of 0.72 is used for the heating correction. At this temperature structural relaxation 
timescale τα and the stretching exponential have the value 0.5 ms and 0.65 respectively. 
Similar to glycerol case, in this sample the rise time closely follows the structural 
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timescale along with the distribution function for the quadratic polarization fit curve, but 
the decay curve show a significant deviation from the linear response values. Following 
the same protocol as in glycerol, we employ similar complex field pattern steps and the 
result is depicted in Fig. 5.44. In case of N-methyl-ε-caprolactam, the agreement with the 
ΔES  P
2
 notion is better than glycerol as evident from the τ and β values for all the six 
curves.  
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Fig. 5.43: Field induced relative change of the “dielectric loss” component, e′′(t), probed 
at ν = 4 kHz for NMEC at a temperature of T = 187.5 K. The bias field EB is applied in 
the time range 0 ≤ t ≤ 10ms. Circles (yellow) are the results from the average of the two 
signals with EB = +184 kV/cm and EB = −184 kV/cm, where the direct response to the 
bias step is cancelled. The diamonds (red) represent the experimental data after 
subtracting the heating effect shown as upward triangles (blue). The solid and dashed 
curves are respective fits to the rise and decay of the NDE with the parameters indicated. 
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Fig. 5.44: Heat corrected data points (symbols) of the field induced relative change of the 
“dielectric loss” for NMEC at T = 187.5K probed at ν = 4 kHz. Solid and dashed curves 
are respective fits to the rise and decay of the NDE according to the Eq. (5.18b) with their 
respective KWW parameters indicated. For all the six transitions, the KWW parameters 
describing the square fits closely resemble the linear response τ and β values. 
 
          The original time-resolved entropy effect measurement (circles in Fig. 5.5 prior to 
accounting for the 'heating' effects) for glycerol suggested that the NDE disappears 
abruptly when the high dc bias field is removed. Such an abrupt return to the linear 
response behavior would be compatible with the scenario sketched in Fig. 5.38, where the 
P(E) curve near zero field never changes. By contrast, after unveiling the true gradual 
nature of the transition of the entropy effect with time (diamonds in Fig. 5.40 and Fig. 
5.43, after accounting for the 'heating' effects) clearly invalidates Fig. 5.38 for the present 
NDE. Instead, it has to be assumed that the high field modifies the P(E) curve also at E 
0, as depicted in Fig. 5.45. In other words, the main effect of the high dc field at the 
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fundamental frequency of the small ac field is to modify the (linear) susceptibility χ in 
Eq. (1.7).  
 
Fig. 5.45: Non-linear polarization behavior against field is represented by the red solid 
curve, which deviates symmetrically from the blue dashed linear line. Brown and green 
sinusoidal curves are for the field and polarization versus time with and without bias 
field, respectively. On a structural recovery time scale (τrec), the large dc-field leads to a 
deviation from linearity and to a change in the slope (dP/dE), even near E=0. 
 
          Since χ is altered as a result of shifting time constants via configurational entropy, 
the time scale involved in this process is the equivalent of a structural recovery time 
(τrec).
155
 It should be noted that the considerable polarization not only reduces entropy but 
in parallel will also lead to dielectric saturation and to susceptibilities of even order, e.g., 
χ(2).75 All these consequences of significant polarization anisotropy are expected to follow 
the same time dependence observed for the present NDE. 
         Here I summarize the results for all the materials investigated in the thesis. For the 
materials, where a reliable number of the configurational heat capacity (fC or fS,T) is not 
available, we deduce this number from appropriate heat correction of the time dependent 
relative change of the dielectric loss curves. Most of the numbers of fS,T is in agreement  
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with the previously published data.
76
 fS,E values are calculated based on the Eq. (5.6).  
Table 5.1: List of the materials investigated (with their respective temperatures in Kelvin) 
in this thesis along with their fragility values (m). Bias fields (Edc) are mentioned in 
kV/cm. Both ΔElnτ values (from experiment and AG-prediction) are listed. fS,T , fS,E 
indicate the configuration fractions of the total entropy in case of temperature and field 
induced change respectively. Percentage of the observed effect is the ratio of the 
experimental and predicted ΔElnτ values. 
 
As evident from Table I, there is no correlation of fS,E values against fragility parameters. 
We also calculated (ΔElnτ/ΔES) value and found no correlation with apparent activation 
energy parameter, dlnτ/d(1/T). 
C. Relation to electro-optical Kerr effect 
The electro-optical Kerr effect (EKE) describes the birefringence, Δn, induced by a static 
electric field by virtue of the anisotropy created in the case of dipolar liquids. The effect 
is quadratic in the electric field, Δn = BE2, where B is the Kerr constant,  the optical 
Materials 
 
Field Edc 
 
Fragility 
(m) 
% ΔElnτ 
(exper.) 
 
% ΔElnτ 
(predicted) 
fS,T fS,E %  of 
observed 
effect 
Glycerol 
(216.8K) 
200 53 1.72 2.7 0.8 0.50 63 
PG 
(190K) 
198 52 1.18 10.83 0.9 0.10 11 
Salol 
(234K) 
280 63 1.20 2.43 0.62 0.31 50 
2-MTHF 
(97.5K) 
155 65 1.2 1.9 0.6 0.38 63 
KDE 
(335K) 
217 67 0.75 2.93 0.6 0.15 25 
NMEC 
(187.5K) 
128 85 2.8 ? 0.72 ? ? 
PVAc 
(323K) 
327 95 2 ? ? ? ? 
PC 
(166K) 
230 104 2.31 13.6 0.4 0.07 17 
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wavelength, and E the electric field.
156
 Time-resolved experiments have been 
documented with the rise and decay behavior of the birefringence for viscous liquids, 
including glycerol.
156
 Due to the fact that birefringence and the present NDE are both 
signatures of field induced anisotropy, the two experiments are very similar, but with the 
EKE typically measured at much smaller fields compared with the NDE of this work. A 
survey of studies that compare dielectric retardation (τD) with EKE rise (τrise) and decay 
(τdecay) times reveals that τrise is usually larger than τdecay, and that the EKE time constants 
are near the dielectric times τD, with a matching temperature dependence.
156-158
 For the 
case of glycerol, linear fits to Δn(t) resulted in τrise 1.5τdecay and τD  0.5τdecay,
156
 while 
the same analysis applied to the data (diamonds) in Fig. 5.40 would give τrise  2 τdecay 
and τD  0.7τdecay. No attempt has been made to explain the asymmetry of experimental 
EKE rise and decay transients in terms of the quadratic field dependence as implied in 
Eq. (5.18b). It would be interesting to explore to what extent the quadratic field 
dependence is capable of rationalizing this difference in rise and decay time constants 
observed in EKE measurements.  
IV. Summary and conclusion 
The dynamics of several glass-forming materials subject to a high bias field, mostly in 
their supercooled liquid states and for cyclo-octanol in its plastic crystal state have been 
measured. All these measurements display a field induced increase of the dielectric 
relaxation time, for example, in case of glycerol equivalent to glass transition shifts of 
+74 mK at 225 kV/cm for glycerol and +0.58 K at 150 kV/cm for cyclo-octanol 
respectively. Time-evolution of the non-linear dielectric effects (NDE's) have also been 
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measured along with their steady state values. These field induced changes are monitored 
by evaluating the dielectric 'loss' versus time, e''(t), with a resolution of one period of the 
small signal test frequency.  The impact of the polarization responses to the large field 
steps that occurs when switching the bias field on and off is eliminated by averaging over 
two measurements, one with positive and one with negative bias of identical amplitudes. 
Almost in all of these liquids that have been studied here, it is observed that a dc field 
leads to dielectric saturation leading to anisotropy within the sample. The rise time for the 
field induced effect is found to be higher than the collapse time which is almost 
instantaneous when the bias field is removed. This observation is very much consistent 
for all the liquids studied. Transient effects analogous to local ‘heating’ are accounted for 
subsequent to applying and removing the dc field using the concept of ‘box’ model. This 
might be a likely source of e'' being slightly above the baseline for a few periods 
following a change in the bias field, see Fig. 5.5. The observation that the quantities e' 
and e'' approach steady state levels near the end of the high bias field interval excludes 
effects of continuous heating due to excessive dc-conductivity. After correcting for the 
resulting temporary reductions of time constants due to heating, the true time dependent 
feature of polarization anisotropy in the non-linear regime has been observed due to the 
increase in the retardation time constants. This observation is analogous to what had been 
observed repeatedly for the rise/decay behavior of the electro-optical Kerr effect in 
similar systems. Since the magnitude of this NDE is quadratic in field, its time 
dependence should follow that of the polarization squared, i.e., (1 - e
-(t/τ)^β
)
2
 and (e
-(t/τ) ^β
)
2
 
for the rise and decay transients respectively. It is demonstrated that this quadratic field 
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dependence explains these asymmetric rise/decay patterns. Similar effects have been 
recorded for the three mono-hydroxy alcohols, where the rise and decay of the NDE is 
linked to the time scale of the prominent Debye type dielectric process.
159
 Based on the 
evidence compiled in this chapter, it is safe to conclude that the reduction in 
configurational entropy is a dominant factor in the non-linear dielectric behavior of polar 
liquids subject to high dc fields. Both the time dependence and the steady state level of 
the NDE can be rationalized on the basis of the change in entropy. The gradual decay of 
the NDE after removing the bias field is observed via a low field sinusoidal excitation, 
which implies that the modifications are described by a field and time dependence of the 
(linear) 'susceptibility', χ(E,t), rather than requiring higher order terms such as χ(3) (see 
Fig. 5.45). 
We had set out to study the electro-viscous behavior of molecular liquids based on the 
field induced change of entropy, which in turn is translated into a change of the relaxation 
time via the Adam-Gibbs relation, an idea put forward by Johari.
123
 But for all the liquids 
under investigation, the present results appear to validate the idea that entropy do not 
control dynamics in a way quantitatively consistent with the Adam-Gibbs model. Also 
the present results suggest that this Adam-Gibbs relation has failed to account for an 
electric field variation of Scfg at isothermal condition although 1/Scfg(T) is established to 
be a reliable parameter for governing the temperature dependence of the activation 
barrier.
6,36,160
 For glycerol, the observed steady state change of the structural relaxation 
time (ΔElnτα = 1.7%) is found to be only 60% effective in its impact on the dynamics via 
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the Adam-Gibbs relation, which predicts ΔElnτα = 2.7%. For other materials, this impact 
is found to be much less (see for example KDE, PC or PG in Table 5.1).  
However this entropy effect is likely at the origin of low frequency features that have 
been detected in non-linear dielectric measurements using high amplitude ac fields 
(without bias). The effect shows as an increase of the loss at frequencies below that of the 
dielectric loss peak, and is bound to disappear near and above the loss peak frequency. 
Indication of such features can be found for 2E1B,
57
for 5M3H,
59
 and more clearly for 
plastic crystals.
81,161
  
As described before, one must realize that although an electric field may change entropy 
and thus relaxation time scales, it is not as effective as generating the same amount of 
entropy change via temperature or pressure. This may be due to the following reason: in 
the presence of an electric field, a dipolar liquid becomes anisotropic as evident from the 
current response at 2ω, while changing entropy by temperature or hydrostatic pressure 
alone preserves the isotropic nature of the liquid. Two other nonlinear effects which turn 
out to be also present during the application of the high bias field are dielectric saturation 
and local heating. Firstly, dielectric saturation is a general phenomenon, because the 
average dipole orientation has an upper bound of cos= 1 and only for small fields the 
linear approximation, cos= E/(3kBT), holds for non-interacting dipoles. Secondly, if 
the sample is associated with dielectric loss, a certain amount of power p will be 
transferred irreversibly from any time dependent field to the sample, with Joule's law 
quantifying the extent of the effect for a harmonic field via p E
2. Albeit 
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with different results, both effects, saturation and heating, will in principle occur for ac-
fields and for rectangular dc-like field steps as used in this study.  
Finally, we compare the high dc bias field experiments with non-linear dielectric 
relaxation techniques using ac-fields of high amplitudes. For observing deviations from 
the linear P E behavior, small amplitude oscillations about a high bias level is more 
effective, because the entire field variation occurs in the non-linear response regime. By 
contrast, much of the response to an oscillating large amplitude field at zero bias pertains 
to the linear regime, often with only the extreme values of the entire field signal reaching 
into the non-linear regime. In apparent contradiction to this notion, high ac-field 
dielectric measurement without bias have detected changes in the dielectric loss 
exceeding 40%,
97
whereas the effects derived from high dc fields are found to be much 
smaller.
75 
It is important to note that the non-linear dielectric features due to high ac fields have also 
been related to the number of dynamically correlated particles or non-trivial length scales 
in supercooled liquids.
162,163
However none of these theories have taken field induced 
entropy effects into consideration explicitly. A recent study aims at deriving the nonlinear 
features in viscous liquids due to the entropy effect, without invoking a length scale and 
observed the ‘hump’ feature in third harmonic susceptibility spectrum.164 
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