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Abstract
It has been 20 years since Deutsch and Hayden demonstrated that
quantum systems can be completely described locally — notwith-
standing Bell’s theorem. More recently, Raymond-Robichaud pro-
posed another approach to the same conclusion. Here, these means
of describing quantum systems are shown to be equivalent. Then,
they have their cost of description quantified by the dimensionality
of their space: The dimension of a single qubit grows exponentially
with the size of the total system considered. Finally, the methods are
generalized to continuous systems.
But to admit things not visible to the gross creatures that we
are is, in my opinion, to show a decent humility, and not just a
lamentable addiction to metaphysics.
— John S. Bell [4] —
1 Introduction
It is still a widespread belief that a complete description of a composite en-
tangled quantum system cannot be obtained by descriptions of the parts,
if those are expressed independently of what happens to other parts. This
apparently holistic feature of entangled quantum states entails violation
of Bell inequalities [3, 1] and quantum teleportation [5], which are repeat-
edly invoked to sanctify the “nonlocal” character of quantum theory. But
1
this widespread belief has been proven false more than twenty years ago
by Deutsch and Hayden [10], who by the same token, provided an entirely
local explanation of Bell-inequality violations and teleportation.
Descriptions of dynamically isolated — but possibly entangled — sys-
tems A and B are local1 if that of A is unaffected by any process system B
may undergo, and vice versa. The descriptions are complete if they can
predict the distributions of anymeasurement performed on the whole sys-
tem AB. For instance, if AB is in a pure entangled state |Ψ〉AB, the reduced
density matrices
ρA = trB|Ψ〉〈Ψ| and ρB = trA|Ψ〉〈Ψ|
are local but incomplete descriptions. If instead the descriptions of A
and B are both taken to be the global wave function |Ψ〉AB, then one finds
a complete but nonlocal account.
Following Gottesman’s [15] quantum computation in the Heisenberg
picture, Deutsch and Hayden define so-called descriptors for individual
qubits, which can be intuited to encode the quantum information of a
qubit in a Heisenberg-picture-inspired object. Such a mode of description
is showed to be both local and complete, hence vindicating the locality of
quantum theory. More recently, Raymond-Robichaud has shown that any
non-signalling theory with reversible operations can be reformulated in
terms of so-called noumenal states, which also satisfy the desirable prop-
erties [6]. As a special case of such a non-signalling theory, quantum me-
chanics also finds noumenal states, as prescribed by Raymond-Robichaud
in Ref. [18, Chapter 4].
Mode of description Local Complete
Reduced density matrices ρA and ρB Yes No
Global wave function |Ψ〉AB No Yes
DH’s descriptors & RR’s noumenal states Yes Yes
In this paper, equivalences between DH’s descriptors, RR’s abstract
noumenal states and their quantum prescription are established (§3). An
1After Bell, it has become conventional wisdom to equate locality with a possible ex-
planation by a local hidden variable theory. However, local hidden variables are only
one way in which locality can be instantiated [7]. Here, locality is taken in the spirit of
Einstein: “the real factual situation of the system S2 is independent of what is done with
the system S1, which is spatially separated from the former” [19].
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important drawback of such local descriptions is demonstrated: The di-
mensionality of the state space of a system as tiny as a qubit scales expo-
nentially with the whole system considered (§4). Finally, the formalism is
extended to continuous degrees of freedom (§5).
2 Preliminaries
The DH formalism [10], as well as RR’s abstract [6] formalism and its
quantum instantiation [18, Chapter 4] are briefly covered in this section.
For a more elementary and more detailed introduction to the DH formal-
ism, see the Appendix A.
2.1 Deutsch-Hayden’s Formalism
Let N be a computational network of n qubits. At time 0 the descriptor of
qubit i is given by
qi(0) = 1
i−1 ⊗ (σx,σz)⊗1n−i ,
where σx and σz are the corresponding Pauli matrices. The descriptor is
therefore a vector of two2 components, each of which being an operator
on the whole network. Suppose that between the discrete times s − 1 and
s, only one gate is performed, whose matrix representation is denoted Gs.
Let U = Gt . . .G2G1. The descriptor of qubit i at time t is given by
qi(t) =U
†
qi(0)U .
The object of n components that encodes the descriptor of each qubit is
noted q(t). Alternatively, qi(t) can be expressed as
qi(t) = U
†
Gt
(q(t − 1))qi(t − 1)UGt (q(t − 1)) ,
2Deutsch and Hayden originally defined the descriptor with a third component,
namely, with σy . It is however redundant.
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where UGt (·) is a fixed operator valued function of some components of
q(t) such that UGt (q(0)) = Gt. In fact, if U = GtV , then
qi(t) = V
†G†t qi(0)GtV
= V †U†Gt (q(0))VV
†
qi(0)VV
†UGt (q(0))V
= U†Gt (V
†
q(0)V )qi(t − 1)UGt (V †q(0)V )
= U†Gt (q(t − 1))qi(t − 1)UGt (q(t − 1)) .
The locality of the descriptors is recognized by the following. If the gate Gt
acts only on qubits of the subset I ⊂ {1,2, . . . ,n}, then its functional rep-
resentation UGt shall only depend on components of qk(t − 1), for k ∈ I .
For j < I , the descriptor qj(t − 1) shall then commute with UGt (q(t − 1)), so
it will remain unchanged between times t − 1 and t.
Deutsch and Hayden’s descriptors are also complete, in that the expec-
tation value of any observable O(t) that concerns only qubits of I can be
determined by the descriptors qk(t), with k ∈ I . This can be seen more
clearly at time 0, where an observable on the qubits of I is a linear (hermi-
tian) operator that acts non-trivially only on the qubits of I . Since any such
operator can be generated additively and multiplicatively by the compo-
nents of qk(0), with k ∈ I ,
O(0) = fO({qk(0)}k∈I ) , so O(t) =U†O(0)U = fO({qk(t)}k∈I ) .
2.2 Abstract Formalism of Parallel Lives
Systems form a boolean algebra. Specifically, the union and the intersec-
tion of systems are systems, and there exist a whole system S and an empty
system ∅ with respect to which systems can be complemented, i.e., A¯ satis-
fies A¯∪A = S and A¯∩A = ∅.
To each system A is associated a noumenal state NA, a “real state of af-
fairs”, from which a phenomenal state ρA can be determined by an injective
function, ϕ(NA) = ρA. The phenomenal state encompasses all that can be
observed, which may be informationally coarser than the noumenal state.
In quantum theory, the phenomenal state boils down to the density matrix
of the system, justifying the notation.
To system A is also associated a group of transformations Op(A) whose
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elements have an action on both noumenal3 and phenomenal states. The
function ϕ is promoted to a morphism, since it preserves the group action,
namely, for any V ∈Op(A),
ϕ(V ·NA) = V ∗ ρA ,
where · and ∗ denote the actions on noumenal and phenomenal states,
respectively. The morphism ϕ also preserves the tracing out of systems,
ϕ(trBN
AB) = trBρ
AB ,
where trB(·) returns a state of system A from that of system AB.
Evolution and tracing out are merely paralleled by noumenal and phe-
nomenal states, but the whole relevance of introducing noumenal states
is to impose that these must be described locally. Raymond-Robichaud
makes this locality explicit, in that they impose the existence of a join
product, noted ⊙, such that any noumenal state of a joint system AB can be
obtained by merging the local descriptions of A and of B,
NAB =NA ⊙NB .
If V ∈Op(A) andW ∈Op(B), then the direct product V ×W , defined by
its action on local noumenal states as
(V ×W ) ·NAB =
(
V ·NA
)
⊙
(
W ·NB
)
,
is required to be a valid operation on AB. Transformations U and U ′ on
the whole system S are equivalent with respect to A, noted U ∼A U ′, if they
are connected by a transformation that acts trivially on A,
U ∼A U ′ ⇐⇒ ∃W ∈ Op(A¯) : U ′ = (1A ×W )U . (1)
In the abstract formalism of Raymond-Robichaud, the noumenal state
space associated to system A is defined as the set of equivalence classes,
and a particular noumenal state is then
NA = [U ]A .
3The action is faithful on noumenal states, which means that if V ·NA = V¯ ·NA for
all NA, then V = V¯ .
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This equivalence class [U ]A encodes what has happened to the whole sys-
tem S since the beginning, up to evolutions that do not causally con-
cern system A. From such a definition of the noumenal states, evolution
by V ∈Op(A), tracing out and merging are defined as
V · [U ]A df= [V ×1AU ]A , trB[U ]AB df= [U ]A and [U ]A ⊙ [U ]B df= [U ]AB . (2)
Finally, the morphism ϕ depends upon a reference phenomenal state ρ0
on system S, and is defined as
ϕ([U ]A)
df
= trA(U ∗ ρ0) . (3)
2.3 Quantum Formalism of Parallel Lives
Let A be a subsystem of the whole system S, and let HA be its Hilbert
space, with some basis {|i〉A}. In the quantum formalism, the noumenal
state of system A is defined, not as an equivalence class; rather as an evo-
lution matrix,
NA = ~UA , whose matrix elements are ~UAij =U
†(|j〉〈i |A ⊗1A)U .
As in the abstract case, U is the operation that occurred on S between
time 0 and time t. The dependence of the evolution matrix onU is only up
to the ∼A equivalence relation, which is defined analogously as in Eq. (1).
Indeed, if U ′ = (1A ⊗V )U ,
~U ′Aij = U
′†(|j〉〈i |A ⊗1A)U ′ (4)
= U†(1A ⊗V †)(|j〉〈i |A ⊗1A)(1A ⊗V )U
= U†(|j〉〈i |A ⊗1A)U
= ~Uij ,
and one finds the same evolution matrix. The invariance of the evolu-
tion matrix within the equivalence class [·]A is necessary but insufficient
to identify the evolution matrix with the equivalence class, defined as the
noumenal state in the abstract formalism. But Theorem 3.1 justifies the
identification by proving that the equivalence class is uniquely determined
by the evolution matrix.
6
In quantum theory,Op(A) is the group of unitary transformations U(HA).
Let A and B be disjoint systems. Then evolution by V ∈U(HA), tracing out
and merging are defined as
(
V ~UA
)
ij
df
=
∑
mn
Vim~U
A
mnV
†
nj
(
trB~U
AB
)
ij
df
=
∑
k
~UABik;jk
(
~UA ⊙ ~UB
)
ik;jl
df
= ~UAij~U
B
kl .
The above definitions are quite different from those of the abstract formal-
ism, displayed in Eqns (2). Remarkably, these relations instead find their
analogues as theorems, derived from the above definitions.
Theorem 2.1 (Raymond-Robichaud). Let A and B be disjoint systems and
let V ∈ U(HA). Then
V ~UA = ~(V ⊗1A)UA , trB~UAB = ~UA and ~UA ⊙ ~UB = ~UAB .
The morphism ϕ is defined from a fixed reference density matrix ρ0 as
(
ϕ~UA
)
ij
df
= tr
(
~UAijρ0
)
. (5)
Notice that this definition differs from its abstract counterpart, Eq. (3),
which will again be derived as a theorem. Moreover, the following theo-
rem verifies that the morphism ϕ intertwines evolution and tracing out,
so that these relations are in fact paralleled by noumenal and phenomenal
states.
Theorem 2.2 (Raymond-Robichaud). Let A and B be disjoint systems and
let V ∈ U(HA). Then
ϕ~UA = trA(U ∗ρ0) , V ∗ϕ~UA = ϕ(V ·~UA) and trBϕ~UA = ϕtrB~UA.
One must recall that in quantum theory, the action ∗ of operations on
phenomenal states is given by U ∗ ρ =UρU†.
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3 Equivalences
The three approches to quantum locality presented in §2 are equivalent in
many respects. First the descriptors and the evolution matrices are related
by a mere change of operator basis. Second, the quantum formalism of
parallel lives can be seen as the instantiation of the abstract one, because
the evolution matrices are identified to the equivalence class, at least for
qubits.
3.1 DH’s Descriptor↔ RR’s Evolution Matrix
To establish the equivalence between descriptors and evolution matrices,
consider an n-qubit computational network N, and letQk denote the k-th
qubit. The apparent lack of generality to restrict the considered quantum
system to a network of qubits is lifted by their ability to simulate any other
quantum system with arbitrary accuracy [8]. At time t, the descriptor
ofQk is given by
qk(t) =U
†(1k−1 ⊗ σx ⊗1n−k,1k−1 ⊗ σz ⊗1n−k)U ,
while its evolution matrix is given by
~U
Qk
ij =U
†(|j〉〈i | ⊗1Qk )U .
In both cases, U is the unitary operator according to which the network
has so far evolved, and notwithstanding the different notation, the iden-
tity operators are applied on the same subspaces. They can be seen to be
informationally equivalent, namely, ~UQk can be computed from qk(t)
and vice versa. In fact, they differ only by a change of operator basis;
descriptors are expressed in the Pauli basis, and evolution matrices, in the
canonical matrix basis. One should keep in mind that while the descriptor
is composed of only two operators, qkx(t) and qkz(t), their multiplicative
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abilities permit the reconstruction of qky(t) = iqkx(t)qkz(t). Therefore,
~U
Qk
11 =
1
⊗n + qkz(t)
2
qkx(t) = ~U
Qk
12 + ~U
Qk
21 ~U
Qk
12 =
qkx(t)− iqky(t)
2
qkz(t) = ~U
Qk
11 − ~UQk22 ~UQk21 =
qkx(t) + iqky(t)
2
~U
Qk
22 =
1
⊗n − qkz(t)
2
.
The connection to observations is also equivalent in both formalisms.
Without loss of generality, the reference density matrix ρ0 can be fixed
to |0〉〈0|. In fact, purity can be consecrated in the Church of the larger
Hilbert space and from there, altering the global evolution U permits to
fix the reference state. The reduced density matrix ρ(t) = tr
Qk
(U |0〉〈0|U†)
of qubitQk at time t can be expressed in the Pauli basis as
ρ(t) =
1
2
1+
∑
w∈{x,y,z}
pw(t)σw
 .
From the trace relations of Pauli matrices, the components pw(t) are
pw(t) = tr(ρ(t)σw) = tr
(
U |0〉〈0|U†(1k−1 ⊗ σw ⊗1n−k)
)
= 〈0|qkw(t)|0〉 .
The second equality from the left comes from that ρA 7→ ρA ⊗ 1B is, as a
super-operator, the adjoint of ρAB 7→ trB(ρAB), and the rightmost equality
follows from cyclicality of the trace.
In the evolution matrices framework, one can instead expand the re-
duced density matrix in its canonical representaiton ρ(t) =
∑
ij ρij(t)|i〉〈j | .
The matrix elements can be obtained as
ρij(t) = tr(ρ(t)|j〉〈i |) = tr
(
U |0〉〈0|U†(|j〉〈i | ⊗1Qk )
)
= tr
(
~U
Qk
ij |0〉〈0|
)
,
consistently with the definition of the morphism, Eq. (5).
3.2 RR: Abstract→Quantum
The following theorem permits to identify equivalence classes with evolu-
tion matrices in the case of qubits.
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Theorem 3.1. Let N be an n-qubit computational network, and letQk denote
the k-th qubit. For all possible evolutions U and U ′ of N,
[U ]Qk = [U ′]Qk ⇐⇒ ~UQk = ~U ′Qk .
Proof. The “ =⇒ ” has already been established by Raymond-Robichaud,
and is presented in eq. (4) of § 2.
Thanks to the DH-RR equivalence, ~UQk can be equivalently repre-
sented by
qk(t) =U
†
qk(0)U .
To prove the “⇐=”, assume [U ]Qk , [U ′]Qk and therefore, U ′ , (1Qk⊗V )U ,
for some V acting on qubit k. Hence, U ′ =MU , for some global operator
M , whose functional form UM (q(0)) depends explicitly on terms of qk(0).
But then, ifM is thought to occur between time t and t′,
qk(t
′) = U†M†qk(0)MU
= U†M†UU†qk(0)UU
†MU
= U†M(q(t))qk(t)UM (q(t)) .
But because of its dependence on qk(t), UM (q(t)) acts nontrivially on qk(t)
which changes it to a qk(t
′) , qk(t), i.e., ~UQk , ~U ′Qk .
The previous theorem allows, at least for qubits4, to unify the defini-
tions of the abstract and the quantum formalisms of parallel lives. The
abstract notion of a noumenal state, defined as the equivalence class, can
now be realized by the evolution matrix in the quantum setting.
4 The Cost of Locality
A standard measure of complexity of an object that can continuously vary
is the dimensionality of the space to which it belongs, or the number of
degrees of freedom. After the density-matrix space of a qubit is recalled,
the descriptor spaces of a single qubit and of a whole network are investi-
gated.
4The proof could be extended to more general systems, but the analysis for qubits was
eased by the DH formalism. For a system A of arbitrary dimension, one can generalize
the methods of the DH formalism by constructing a generating set of traceless operators
acting on A and A. This can be achieved with a generalization of Pauli matrices.
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4.1 Density-Matrix Space of a Qubit
Consider first the well-known example of the density-matrix space of a
single qubit Qk within an n-qubit network N. In RR’s terminology, this
is the phenomenal space. The geometric object that characterizes such
a state space, notwithstanding the size of the total system to which it be-
longs, is a unit ball in R3. This comes from the one-to-one correspondence
between the density matrices over a qubit and the points on and inside the
Bloch sphere, i.e.,
ρ =
1
2
(1+p ·σ) ,
where the polarisation vector p = (px,py ,pz) is constrained by |p| ≤ 1. The
space of density matrices of a qubit ranges along with the range of p, which
is the unit ball in R3,
DensityQk ≃D3 = {p ∈R3 : |p| ≤ 1} .
In particular, Dim(DensityQk ) = 3.
4.2 Descriptor Space of a Qubit in an n-Qubit Network
How big is the descriptor space — or equivalently, the noumenal space —
of a qubit then? Unlike the density-matrix space, the dimension of the de-
scriptor space of a qubit scales (exponentially!) with the size of the whole
systemN to which it belongs. The proof of this assertion involves basic no-
tions of Lie groups, which, in the present context, can be simplified to the
special case of a regular hypersurface5 endowed with a group structure.
For more on the topic, see, for instance, Ref. [17].
From the equivalences established in §3, a descriptor space of a qubit
can be identified to the space of equivalence classes. Define H ⊂U(2n) the
set of operations of the form 1Qk ⊗V , where V ∈U(2n−1) acts onQk . It is
a closed subgroup of U(2n), so also a Lie group. Therefore,
DescriptorQk⊆N ≃U(2n)/H .
5A hypersurface of dimension n is an object defined by m independent constraints
in Rn+m, {y ∈Rn+m : Fa(y) = 0 , a = 1, . . . ,m}. It is regular if the m × (n +m) matrix with
elements ∂F
a
∂yi
has full rank in all points.
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Let k¯ , k. Denote CNOTk¯→k the controlled-not gate in which qubit k¯ con-
trols qubit k and denote N k¯ the negation gate applied toQk¯ . Then
CNOTk¯→k(1
Qk ⊗N k¯)CNOTk¯→k <H ,
because it does not act trivially on Qk , in particular, it changes |00〉kk¯ to
|11〉kk¯ . Because CNOT is self-inverse, the above means that H is not a nor-
mal subgroup of U(2n), and so the quotient U(2n)/H is not a group. How-
ever, the quotient of Lie groups remains a differential manifold, whose
dimension is the difference of the dimensions of the Lie groups involved
in the quotient. The group U(N ) has (real) dimension N2, because it is
a hypersurface in CN
2 ≃ R2N2 subject to the N2 independent (real) con-
straints
∑
j u
∗
jiujk = δik . Since, H ≃U (2n−1), one finds
Dim(DescriptorQk⊆N) = DimU(2n)−DimU(2n−1)
= 22n − 22n−2
=
3
4
· 22n ,
and in particular, the dimension of the descriptor space scales exponen-
tially with the size of the whole system N.
Compared to describing the 3-dimensional reduced density matrix of
a qubit, if one instead faces the task of describing the descriptor of the
same qubit, then she must feel like she has the Universe to describe. This
is in contradiction with the analysis by Hewitt-Horsman and Vedral [16,
§3], who claim (in bold font omitted here) that “in general a given state de-
fined by a density matrix has a unique representation in terms of Deutsch-
Hayden operators”. This statement hinges on a flaw in their analysis: In
a nutshell, the number of constraints that determine a descriptor from
a density matrix is over counted, so the descriptor should be left under-
determined by the density matrix.
Notice that for such an n-qubit network N as a whole system, the uni-
versal wave function |Ψ〉, i.e., the Shro¨dinger state of the whole network,
has dimensionality 2n+1−2. Indeed, the amplitudes are fixed by 2 ·2n real
parameters, and the normalization and the irrelevance of a global phase
cut down two parameters. Therefore, the descriptor of a single qubit has
larger dimensionality than the Shro¨dinger state of the whole network — or of
the Universe!
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Although the previous statement is surprising, one should not be as-
tounded nor desperate by the exponential scaling of descriptors for single
qubits, since it was to be expected. Indeed, the most economical local
repartition of the necessary 2n+1 − 2 parameters of a complete description
of n qubits must still leave ∼ 2n/n parameters in each qubits!
4.3 The Universal Descriptor
If the descriptor of a single qubit has larger dimensionality than that of
the universal wave function, then how big is the space of universal de-
scriptors? It turns out that it is not much bigger than the qubit descriptor
space. The previous analysis can be paralleled, with N as the considered
system, whose complement is the empty system ∅. Hence, the subgroup H
are the operation of the form 1N ⊗ eiφ, which can be identified to U(1).
Consequently,
DescriptorN ≃U(2n)/U(1) and Dim(DescriptorN) = 22n − 1 .
Therefore, the universal descriptor is, up to a phase, the unitary operator
that occurred on the whole system from time 0 to now. In this case, H
is a normal subgroup of U(2n), so DescriptorN keeps a group structure,
namely, that of SU(2n).
A more pedestrian approach can also be used to establish that a com-
plete description of the whole system entails the knowledge of the evolu-
tion U , up to a phase. Indeed, from the descriptors or evolution matrices
of each qubit of the network, one can multiplicatively and additively re-
construct U†|j〉〈i |U for all i and j, where {|i〉}2n−1i=0 is a basis of HN. The
matrix element ℓ,k of U†|j〉〈i |U is given by
〈ℓ|U†|j〉〈i |U |k〉 = u∗jℓuik .
By setting i = j = k = ℓ = 0, one finds |u00|2 and by setting j = ℓ = 0, but
leaving i and k free, one finds u∗00uik for all i and k. Therefore, up to a
phase, U can be computed from U†|j〉〈i |U for all i and j, which can be
computed from qi(t) or ~U
Qi for all i.
If the initial state is denoted |0〉, the universal wave function is ob-
tained (up to a phase), by
|Ψ〉 =U |0〉 .
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This corresponds to only one column of the universal descriptor, which
is (up to a phase) U , so U |φ0〉 for all possible initial state |φ0〉. If the
multiplicity of classical-like terms in Everett’s universal wave function has
prompt some6 [11] to coin a Many Worlds Interpretation, then the mul-
tiplicity of Everett’s states in a universal descriptor could be thought as
many many worlds; namely, as many “many worlds” as there are dimen-
sions in the whole Hilbert space.
4.4 What More than the Universal Wave Function?
The many-to-one correspondence between the universal descriptor and
the global Schro¨dinger state (or global density operator) has already been
pointed out by Wallace and Timpson [22]. They argued that since the de-
scriptors corresponding to the same Schro¨dinger state lead to the same
observations, they should be equated by some “quantum gauge equiva-
lence”. In such a case the description left out boils down again to the
usual Schro¨dinger state, retrieving non-locality. In response, Deutsch [9]
attacks the premise and argues that the dynamics that has lead to such
an actual Schro¨dinger state, too, may manifest in observations. Indeed,
in §5 of his paper, he proposes a way in which one can tell apart different
descriptors that yield the same Schro¨dinger state. Consistently with our
identification of the universal descriptor to the evolution operator, his pro-
posal inevitably sums up to network tomography. Raymond-Robichaud,
also aware of the injectivity of the morphism ϕ between noumenal and
phenomenal states, hold an intermediate standpoint that crops up in their
nomenclature. The whole point of their work is to oppose to the Wallace-
Timpson identification and authorize — in the name of locality — the ex-
istence of noumenal states as elements of reality. They however recognize
that different noumenal states may lead to the same observations, encom-
passed by the phenomenal state.
But what is the extra information that the universal descriptor q(t)
gives, that is unobtainable from the universal wave function |Ψ〉 alone?
It can be thought to encode the universal wave function for any possible
initial state. In fact, |Ψ〉 = U |0〉 is of no use to determine |Ψ′〉 = U |0′〉 for
a different initial state, with 〈0|0′〉 = 0. However, q(t) can be used to com-
pute this alternative universal Shro¨dinger state |Ψ′〉, or, more in hand with
6In his work [13, 14], Everett never reffered to “Many Worlds”.
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the Heisenberg picture, the expectation 〈Ψ′ |O|Ψ′〉 = 〈0′ |U†OU |0′〉 of any
observable. A computation as such can be done by first defining a unitary
operator V such that V |0〉 = |0′〉. Recalling that O can be reconstructed
from q(0),
〈0′ |U†q(0)U |0′〉 = 〈0|V †U†q(0)UV |0〉
= 〈0|U†U (q(0′))U†V (q(0))q(0)UV (q(0))UU (q(0′))|0〉
= 〈0|U†U (q(0′))q(0′)UU (q(0′))|0〉 ,
where 0′ can be thought as an intermediary time delimiting, together with
time 0, the application of V . Therefore, since q(t) =U†q(0)U can be deter-
mined by a fixed function of q(0), then V †U†q(0)UV is determined by the
same function, but instead evaluated on argument q(0′).
This puts in evidence a particular feature of the DH formalism, namely,
it enables the evolution of the descriptors in both directions in time, si-
multaneously. On the one hand, adding a gate at the end of the network
affects the outer shell, that is to say, the function that determines q(t + 1)
from q(0) will differ from that of q(t). On the other hand, supplement-
ing a gate at the beginning of the network changes the inner shell: The
defining function of q(t) remains the same, but it is instead applied to the
argument q(0′).
5 Continuous Systems
Evolution matrices can naturally be extended to locally describe quantum
systems of continuous degrees of freedom. The mathematical structures
required to formalize the approach are those of Dirac calculus, once made
mathematically meaningful by Schwartz’ distribution theory [20]. For a
concise presentation, see Ref. [2, p.28].
Consider a system A with a continuous one dimensional observable
(e.g., the position of a particle). Associated to this system is a rigged
Hilbert space admitting a Dirac-orthonormal basis {|x〉}x∈R, where
〈x|x′〉 = δ(x − x′) and
∫
R
|x〉〈x| = 1 .
The wave function can then be represented spatially by ψ(x) = 〈x|ψ〉. The
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evolution matrix associated to the system A is a “continuous matrix7”
whose matrix elements are given by
~UAxy =U
†
(
|y〉〈x| ⊗1A
)
U .
Here again,U is the evolution that the whole system has undergone, which
could have been represented by any other (1A ⊗V )U . Let A and B be dis-
joint systems of a continuous one-dimensional observable. Analogously as
in §2.3, evolution by V ∈ U(HA), tracing out and merging are defined as
(
V ~UA
)
xy
df
=
∫
R2
dx′dy′Vxx′~UAx′y′V
†
y′y
(
trB~U
AB
)
xy
df
=
∫
R
dz~UABxz ;yz(
~UA ⊙ ~UB
)
xAxB ;yAyB
df
= ~UAxAyA~U
B
xByB
.
With those definitions in hand, the analogue of Theorem 2.1 holds.
Theorem 5.1. Let A and B be disjoint systems of a continuous observable and
let V ∈ U(HA).
V ~UA = ~(V ⊗1A)UA
trB~U
AB = ~UA
~UA ⊙ ~UB = ~UAB .
For a fixed reference density matrix ρ0, the morphism ϕ is defined as(
ϕ~UA
)
xy
df
= tr
(
~UAxyρ0
)
,
and Theorem 2.2 also generalizes to continuous systems.
Theorem 5.2. Let A and B be disjoint systems of a continuous variable and
and let V ∈ U(HA). Then
ϕ~UA = trA(U ∗ρ0) , V ∗ϕ~UA = ϕ(V ~UA) and trBϕ~UA = ϕtrB~UA.
The proofs of theorems 5.1 and 5.2 are relegated to Appendix B.
7An object M as such is in fact a sesquilinear form on test functions, which maps f
and g to
∫
R2
dxdyMxyf
∗(x)g(y).
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6 Conclusions
Deutsch and Hayden conclude their paper with a beautiful analogy that
compares their descriptor obtained in the Heisenberg picture to the usual
representation of a quantum state framed in the Schro¨dinger picture:
The relationship between the two pictures is somewhat anal-
ogous to that between any descriptive piece of information,
such as a text or a digitized image, and an algorithmically com-
pressed version of the same information that eliminates re-
dundancy to achieve a more compact representation. If the
compression algorithm used is not lossy, then, considered as
a description of the original data, the two versions are mathe-
matically equivalent. However, the elimination of redundancy
results in strong interdependence between the elements of the
compressed description so that, for instance, a localized change
in the original data can result in changes all over the com-
pressed version, so that a particular character or pixel from
the original is not necessarily located at any particular position
in the compressed version. Nevertheless, it would be a serious
error to conclude that this holistic property of the compressed
description expresses any analogous property in the original
text or image, or of course in the reality that they refer to.
The underdetermination of the descriptor by the Schro¨dinger state ren-
ders the “compression algorithm” lossy. But the analogy does not collapse;
the usual representation of a quantum state may now exhibit holistic fea-
tures because of its compactness or because of its lost information.
As discussed in §4.4, the lost information is about the various other dy-
namics of the network, would it have been initialized differently. In quan-
tum information theory, qubits initialized in a state |0〉 are taken as a free
entity; but how does one really get such an initialized qubit in a unitary
quantum realm? This may be referred to as the preparation problem, dual
to the measurement problem. A parsimonious solution should provide a
mechanism that explains, from within unitary quantum theory, why com-
putations can be done as if the state really was |0〉. Such an explanation
would rely on decoherence arguments, and in the larger unitary scheme,
not only |0〉 should go through the whole network, perhaps justifying the
need for more dynamics.
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The complexity of the descriptor was investigated in §4 through the di-
mensionality of its space, well motivated in physics. However, a computer
theoretic approach may regard as the complexity cost of a descriptor its
difficulty in time, in space or in program size to produce it. An investi-
gation as such should be hand in hand with circuit complexity, since the
whole descriptor is but a compact representation of the operator repre-
senting its generating circuit. Perhaps, also, a new insight into quantum
Kolmogorov complexity could be provided in the DH formalism.
If one is willing to pay Everett’s price, and accepts that the n-qubit
universe is encoded in a point |Ψ〉 moving in 2n+1 − 2 dimensions, then
one should without regrets square this number up to 22n − 1 and instead
use the universal descriptor for an entirely local story. One then faces the
surprising consequence that more than 3/4 of the whole dimensionality
resides in each qubit. Most of this information is locally inaccessible; it
accounts for common histories among qubits, keeping track of whom is
entangled with whom. The consequence becomes more digestible when
one appreciates how entangled the universe really is. And before backing
off from the implications of a well-motivated paradigm shift, one reminds
Wallace’s advice [21] : “The moral is clear: our intuitions as to what is un-
reasonable or absurd were formed to aid our ancestors scratching a living
on the savannahs of Africa, and the Universe is not obliged to conform to
them”.
Looping the loop with whom we started, Bell also stated [4] that “Ei-
ther the wave function, as given by the Shro¨dinger equation, is not every-
thing, or it is not right”. It is so far right, but not everything; and complet-
ing it by the universal descriptor is perhaps what Einstein Podolsky and
Rosen [12] were looking for.
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A Introduction to the DH Formalism
When bold foundational statements such as those established by Deutsch
and Hayden (cf. Section 1) collect a mere 165 citations in 20 years, it is per-
haps because a large portion of the community of quantum foundations
is unaware of their contribution, or does not understand it properly. This
appendix is an elementary introduction to the DH formalism. It covers
Sections 2 and 3 of Ref. [10] in much more length, providing examples of
calculations and explanations from different standpoints. It is aimed both
for experts and non-experts in quantum theory: A reader with introduc-
tory knowledge in quantum information theory, with or without a physics
background, should understand this text.
A.1 A Question of Picture
In quantum theory, computations leading to measurable quantities all
take the same form: They are expected values of some observables. An
observable O is represented by a hermitian operator which admits a spec-
tral decomposition
O =
∑
i
λiΠi ,
where λi ∈ R are the eigenvalues corresponding to the measurement out-
comes and theΠi are the corresponding projectors on the eigensubspaces.
If the system is in state |ψ〉, the expected value of such an observable is
given by 〈ψ|O|ψ〉, since
〈ψ|O|ψ〉 = 〈ψ|
∑
i
λiΠi |ψ〉 =
∑
i
〈ψ|Πi |ψ〉λi =
∑
i
piλi ,
where pi is the probability of measuring outcome λi . This type of compu-
tation is routine for physicists, but quantum information scientists usually
compute probabilities of measurement outcomes. An n-qubit network in
the state
2n−1∑
j=0
αj |j〉
has a probability |αl |2 to return the classical value “l”. But
|αl |2 = 〈ψ||l〉〈l ||ψ〉
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is nothing but the expectation value of the observable |l〉〈l |.
In general |ψ〉 could be a complex state that comes from a large network
applied to the initial state |0〉, in some fixed basis. Hence, if U is the
unitary operator representing the network,
|ψ〉 =U |0〉 .
Therefore, the computations carried to predict statistical properties of the
quantities measured in the laboratory all have the form
〈0|U†OU |0〉 , (6)
where |0〉 is the initial state, U is the unitary evolution and O is the ob-
servable.
The Shro¨dinger picture is about viewing the sandwich Equation (6) as if
the bread evolves and the meat stays constant, namely,(
〈0|U†
)
O
(
U |0〉
)
.
With such a viewpoint, the initial state |0〉 evolves to the final state |ψ〉 =U |0〉
and the observable O remains constant.
The Heisenberg picture is about regarding the sandwich equation as if
the meat evolves but the bread remains constant,
〈0|
(
U†OU
)
|0〉 . (7)
In this picture, the state vector remains fixed to |0〉 but the observable O
evolves to U†OU . Therefore, in the Heisenberg picture, the term ‘state’,
which refers to a quantity that is fixed to |0〉 becomes a misnomer. For this
reason, it will be referred to as the reference vector. Deutsch and Hayden’s
descriptors come from encoding the information of the quantum system
into evolving observables, as if one tries to define a “Heisenberg state”.
A.2 Tracking Observables
In the Heisenberg picture, a quantum system shall no longer be described
by its Schro¨dinger state, but rather by an object that encodes the infor-
mation about all the evolved observables on the system. Luckily, observ-
ables are linear operators and so form a vector space. Since the evolution
O →U†OU is linear, one does not need to track the evolution of infinitely
many observables: Only a basis of the linear operators suffices. Indeed, if
O =∑j ajBj , then U†OU =∑j ajU†BjU .
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A.2.1 The Descriptor of a 1-Qubit Network
In the case of a singe qubit, the Pauli matrices together with the identity,
σ = (σx,σy ,σz) =
((
0 1
1 0
)
,
(
0 −i
i 0
)
,
(
1 0
0 −1
))
and σ0 = 1 =
(
1 0
0 1
)
form a basis of any 2 × 2 matrices, if the linear combinaisons are taken
over complex numbers. Following the evolution of 1 is trivial, U†1U = 1,
so it can be neglected and one only follows the evolution of σ. Hence, in
the Heisenberg picture, a qubit is represented by a descriptor q(t) =U†σU ,
where U is the unitary operator that represents the evolution undergone
by quantum network between time 0 and time t.
Exercise 1. Describe |+〉 in the Heisenberg picture.
Solution : One takes the initial reference vector to be fixed to |0〉. In the
Shro¨dinger picture, |+〉 =H |0〉, whereH is the Hadamard gate so the descriptor
is given by
H†σH =H(σx,σy ,σz)H = (σz,−σy ,σx) .
The descriptor is not uniquely determined by the Shro¨dinger state |+〉, since
any other unitary transformation U such that |+〉 = U |0〉 can be taken instead
of H . This underdetermination is explored in more details in Section 4.
A.2.2 Descriptors of an n-Qubit Network
A natural basis to the space of all operators on n qubits is the product of
Pauli operators, namely
Bn ≡ {σµ1 ⊗ σµ2 ⊗ . . .σµn : µi ∈ {0,x,y,z}} .
There are 4n suchmatrices, which are linearly independent and hence they
form a basis of the 2n×2n = 4n dimensional complex vector space of linear
operators on n-qubits.
This means that if one knows how each observable of the basis evolves
by the action of some unitary operator U ,
σµ1 ⊗ σµ2 ⊗ . . .σµn →U†σµ1 ⊗ σµ2 ⊗ . . .σµnU , µi ∈ {0,x,y,z} ,
then we know, by linearity, how each observable evolves.
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A.2.3 DH’s Shortcut
In the case of n interacting qubits of some quantum computational net-
work N, Deutsch and Hayden suggest to track the set of observables
qi(0) = 1
i−1 ⊗σ ⊗1n−i , i = 1, . . . ,n , (8)
where 1k stands for the tensor product of k copies of the identity. Note
that for each i, qi(0) has 3 components. The n-tuple whose components
are the qi(0) is noted q(0). Bold quantities are vectors, so one writes qi(0),
but qix(0). The vector q(0) represents the initial observables, namely, those
at time t = 0, whence the notation.
Importantly, note that q(0) contains much fewer components than Bn
contains elements. In fact, instead of tracking the 4n operators of Bn only
3n are suggested here. The reason is that these 3n operators have a mul-
tiplicative structure that allows to generate any of the 4n basis operators.
Moreover, this multiplicative structure is preserved by the evolution U ,
namely, if q and q¯ are any operator,
qq¯→ (qq¯)′ =U†qq¯U =U†qUU†q¯U = q′ q¯′ .
Remark A.1. The operators of q(0) satisfy the su(2)⊗n algebra, namely
[qiw(0),qjw′ (0)] = 0 (i , j and ∀w,w′)
qix(0)qiy(0) = iqiz(0) (and cyclic permutations) (9)
qiw(0)
2 = 1 (∀w) .
A.2.4 One more Shortcut
Following Gottesman [15], the generating tuple q(0) could be reduced to
2n elements by noticing a redundancy due to the su(2)⊗n algebra. In fact,
only two of the three (qix(0),qiy (0),qiz(0)) operators are required, for any
i, since the case operator is obtained by the product of the selected two.
In what follows, the notation will not be modified, but one will happily
use this shortcut to avoid tracking the observables qiy(0), since qiy(0) =
−iqix(0)qiz(0).
Summing this up, knowing the evolution of the 2n observables of q(0)
(without the qiy(0)) allows to infer, by group multiplication, the evolution
of the 4n observables of Bn, which allows to infer, by linearity, the evolu-
tion of any observable.
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In this case, the descriptor of qubit i at time t is given by
qi(t) =U
†
qi(0)U , (EVO 1)
where U is the unitary operator that represents the evolution undergone
by quantum network between time 0 and time t.
A.3 Evolution from the future?!
Although O → U†OU looks like a completely fine way in which observ-
ables should evolve, when U is broken down into different gates, for in-
stance U =WV , one finds that the observables evolve in the wrong order!
In fact,WV means that V is done beforeW , or diagrammatically,
V W ,
but the observable evolves as
O → V †W †OWV , (10)
i.e.,W is applied first, then V . In a computational network, the evolution
of observables then occurs from the last gate of the network to the first,
which is completely unnatural and in most cases inconvenient, since the
network needs to be final before computing anything.
The way out of this conundrum is to notice that inasmuch as observ-
ables O are linear operators generated by some set q(0) of operators, the
evolution operators U are too. They are generated multiplicatively and
linearly by the same set q(0), since questions of hermicity versus unitarity
did not arise.
For a fixed gate with matrix representation G, its generation by q(0)
defines a function UG(·) through
G =UG(q(0)) . (11)
The function UG(·) takes value in unitary operators and will be referred
to as the functional representation of the gate G. Its functionality encodes
the multiplicative and linear generation of G by the elements of q(0). For
instance, the familiar negation and Hadamard gates are described by
N =
(
0 1
1 0
)
= σx = qx(0) and H =
1√
2
(
1 1
1 −1
)
=
qx(0) + qz(0)√
2
,
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so their functional representations are
UN (q(0)) = qx(0) and UH (q(0)) =
qx(0) + qz(0)√
2
.
The clockwise rotation of a state vector in the |0〉 & |1〉 plane8 is described
by
Rθ =
(
cosθ sinθ
−sinθ cosθ
)
= cosθ1+ i sinθσy = cosθqx(0)
2 − sinθqx(0)qz(0) ,
which defines its functional representation URθ (·).
Now, when q(t) varies with t, the matrix representation UG(q(t)) also
varies, but it is the fixed functionality that plays a role in Heisenberg com-
putations.
A.3.1 Back in order!
Since the usual matrix representation of a gate V is expressed byUV (q(0)),
then if V is the first gate of the quantum network, by Equation (EVO 1),
qi(1) =U
†
V (q(0))qi(0)UV (q(0)) . (12)
The apparently reversed ordered evolution of Equation (10) can then be
transformed back in the right order:
V †W †OWV = U†V (q(0))U†W (q(0))OUW (q(0))UV (q(0))
= U†V (q(0))U
†
W (q(0))UV (q(0))U
†
V (q(0))OUV (q(0))U†V (q(0))
UW (q(0))UV (q(0))
= U†W (q(1))U
†
V (q(0))OUV (q(0))UW (q(1)) .
Where the last equation, namely thatUW (q(1)) =U
†
V (q(0))UW (q(0))UV (q(0)),
comes from the following. Since UW (q(0)) is some fonction of the compo-
nents of q(0), when it is sandwiched betweenU†V (q(0)) andUV (q(0)), every
8Note that this operation represents the rotation of a polarized photon, but not exactly
that of the spin of an electron. The reason for this is that a π/2 rotation of a photon takes
the horizontal polarization | ↔〉 ≡ |0〉 to the vertical polarization | l〉 ≡ |1〉. However, the
spin of an electron needs a π rotation to take the | ↑z〉 ≡ |0〉 to | ↓z〉 ≡ |1〉. Such a rotation
is better represented on the Bloch sphere and shall be discussed in section A.7.1.
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term containing some qiw(0) gets transformed to its corresponding qiw(1).
Terms of UW (q(0)) that contain products qiw(0)qjw′ (0) need extra bread in
the middle of the sandwich, i.e.
U†V (q(0))qiw(0)UV (q(0))U
†
V (q(0))qjw′ (0)UV (q(0)) , (13)
yielding qiw(1)qjw′ (1).
Iterating the argument, a quantum network of many gatesG1,G2, . . . ,GN
has its observables tracked in two possible ways.
• With the usual fixed matrix representation of unitary operators that
act in the wrong order on observables (but in the right order if they
were to act in the Shro¨dinger picture),
G†1G
†
2 . . .G
†
NOGN . . .G2G1
• With the operators defined as a fixed function of the generating set
q(t) which act in the right order,
U†GN (q(N−1)) . . .U
†
G2
(q(1))U†G1(q(0))OUG1(q(0))UG2(q(1)) . . .UGN (q(N−1))
The later approach is preferred to perform computations in the Heisen-
berg picture.
A.4 Another Evolution Equation
Deutsch and Hayden do not pass by Equation (EVO 1) to evolve the de-
scriptor from time 0 to t. Instead, the descriptor is claimed to evolve iter-
atively as
qi(t +1) =U
†
W (q(t))qi(t)U
†
W (q(t)) , (EVO 2)
where W is the gate performed on the network between time t and t + 1.
However, such an iterative evolution is equivalent to the one prescribed
by Equation (EVO 1).
(EVO 1) =⇒ (EVO 2). Let V be the unitary operator representing the
evolution of the network between time 0 and time t.
qi(t +1) = (WV )
†
qi(0)WV
= V †U†W (q(0))VV
†
qi(0)VV
†UW (q(0))V
= U†W (q(t))qi(t)UW (q(t)) .
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(EVO 2) =⇒ (EVO 1). Let Gs be the gate that occurs between time s − 1
and s. The base of the induction is easily verified
qi(1) = U
†
G1
(q(0))qi(0)UG1(q(0))
= G†1qi(0)G1 ,
and with induction hypothesis
qi(t − 1) = G†1G†2 . . .G†t−1q(0)Gt−1 . . .G2G1 ,
one finds
qi(t) = U
†
Gt
(q(t − 1))qi(t − 1)U†Gt (q(t − 1))
= . . .qi(0)Gt−1 . . .G2G1U
†
Gt
(q(t − 1))
= . . .qi(0)Gt−1 . . .G2G1U
†
Gt
(
G†1G
†
2 . . .G
†
t−1q(0)Gt−1 . . .G2G1
)
= . . .qi(0)Gt−1 . . .G2G1G
†
1G
†
2 . . .G
†
t−1U
†
Gt
(q(0))Gt−1 . . .G2G1
= . . .qi(0)GtGt−1 . . .G2G1 .
The fourth line is obtained from the third by a similar argument as in
Eq. (13). For conciseness, the left of qi(0) has been omitted since it has a
symmetric behaviour as what happens to the right of it.
A.5 Not its matrix rep, but its action!
In the Shro¨dinger picture, the state |ψ(t)〉 at time t can be computed by
the action of the gates of the network on |ψ(0)〉. The computation of the
descriptor q(t) at time t can also conveniently be computed form the ac-
tion of the gates. However, it is not achieved by matrix multiplication,
rather, through the functional representation of the gates and the relations
su(2)⊗n algebra.
Remark A.2. Even if q(t) loses its initial tensor product form of Equa-
tion (8), it still satisfies the su(2)⊗n algebra (Relations (9)):
[qiw(t),qjw′ (t)] = qiw(t)qjw′ (t)− qjw′ (t)qiw(t)
= U†qiw(0)UU†qjw′ (0)U −U†qjw′ (0)UU†qiw(0)U
= U†qiw(0)qjw′ (0)U −U†qjw′ (0)qiw(0)U
= U†[qiw(0),qjw′ (0)]U
= 0 (i , j and ∀w,w′)
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qix(t)qiy(t) = U
†qix(0)UU†qiy(0)U
= U†qix(0)qiy(0)U
= U†iqiz(0)U
= iqiz(t) (and cyclic permutations)
qiw(t)
2 = U†qiw(0)UU†qiw(0)U
= U†qiw(0)qiw(0)U
= U†1U
= 1 (∀w) .
LetW be the gate performed between time t and time t +1. For each i,
its action on qi(t) is
W : qi(t)→ qi(t +1) = U†W (q(t))qi(t)UW (q(t))
= U†W (q(t))(qix(t),qiz(t))UW (q(t)) .
For a generic gate, the updating of qi(t) to qi(t + 1) requires 2n sandwich-
like calculations. However, if W acts on only two9 qubits (e.g., qubits j
and k), it reduces to only 4 such calculations. Indeed, the linear transfor-
mation W (one can think of its matrix representation) acts as the identity
on all product spaces that concerns not qubits j and k. Therefore, the
functional representation of the gate, defined by UW (q(0)) =W , can only
depend on qjx(t), qjz(t), qkx(t) and qkz(t). Because of the preserved alge-
braic relations, particularly [ql(t),qj (t)] = 0 = [ql(t),qk(t)], the update of
the descriptor ql(t) is trivial for any qubit different than qubit j or k. The
computation is therefore majorly enlightened, and noted
W :
{
qj (t +1)
qk(t +1)
}
= U†W (q(t))
{
qj (t)
qk(t)
}
UW (q(t))
=
{
U†W (q(t))(qjx(t),qjz(t))UW (q(t))
U†W (q(t))(qkx(t),qkz(t))UW (q(t))
}
.
9Universal gate sets can be formed from gates acting on no more than two qubits, for
instance, the CNOT supplemented by arbitrary unary gates.
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A.6 Examples
Let Hi denote the Hadamard gate H performed on the i-th qubit.
UHi (q(t)) =
qix(t) + qiz(t)√
2
.
The action on descriptor qi is then
Hi : (qix(t),qiz(t)) → (qix(t +1),qiz(t +1))
=
qix(t) + qiz(t)√
2
(qix(t),qiz(t))
qix(t) + qiz(t)√
2
=
1
2
(qix + qiz + qiz − qix,−qiz + qix + qix + qiz)
= (qiz,qix) .
When the context does not require it, “(t)” can be omitted and one notes
Hi : (qix ,qiz)→ (qiz,qix). And when not specified, all the other qk with k , i
remain unchanged by the action by Hi .
The negation gate N on qubit i has UNi (q(t)) = qix(t) and so
Ni : (qix ,qiz)→ (qix,−qiz) .
The rotation Rθ has URθ (q(t)) = cosθ1− sinθqx(t)qz(t), so
Rθ : (qx,qz) → (cosθ + sinθqxqz)(qx ,qz)(cosθ − sinθqxqz)
= ((cos2θ − sin2θ)qx − 2cosθ sinθqz, (cos2θ − sin2(θ))qz +2cosθ sinθqx)
= (cos2θqx − sin2θqz,cos2θqz + sin2θqx) .
A.6.1 The CNOT
Consider a CNOT gate where the qubit c controls the target qubit t. Re-
stricting to the subspace acted upon, the linear transformation is repre-
sented by
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 .
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The functional representation is established byUCNOT(q(0)) = CNOT, which
can be found by decomposing the above matrix.

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 =
1
2

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
+
1
2

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 =
1
2
(1⊗1+σz ⊗1)

0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0
 =
1
2

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
+
1
2

0 −1 0 0
−1 0 0 0
0 0 0 1
0 0 1 0
 =
1
2
(1⊗ σx −σz ⊗ σx) ,
so
CNOT =
1
2
(1+ qcz(0) + qtx(0)− qcz(0)qtx(0)) .
The functional form of CNOT (c controls t) is hence given by
UCNOT(q(t)) =
1
2
(1+ qcz(t) + qtx(t)− qcz(t)qtx(t)) .
The action of a CNOT is given by
CNOT :
{
(qcx(t +1),qcz(t +1))
(qtx(t +1),qtz(t +1))
}
=
{
(qcx(t)qtx(t),qcz(t))
(qtx(t),qcz(t)qtz(t))
}
.
The calculation of qcx(t +1) can be done as follows.
qcx(t +1) =
1
4
(1+ qcz + qtx − qczqtx)qcx (1+ qcz + qtx − qczqtx)
=
1
4
(qcx + qcxqcz + qcxqtx − qcxqczqtx
+qczqcx + qczqcxqcz + qczqcxqtx − qczqcxqczqtx
+qtxqcx + qtxqcxqcz + qtxqcxqtx − qtxqcxqczqtx
−qczqtxqcx − qczqtxqcxqcz − qczqtxqcxqtx + qczqtxqcxqczqtx)
=
1
4
(qcx + qcxqcz + qcxqtx − qcxqczqtx
−qcxqcz − qcx − qcxqczqtx + qcxqtx
+qcxqtx + qcxqczqtx + qcx − qcxqcz
+qcxqczqtx + qcxqtx + qcxqcz − qcx)
= qcxqtx ,
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where, the dependency on t has been discarded.
The action of a gate on a descriptor can be found directly from the ma-
trix representation of the gate, without the detour by its functional rep-
resentation and the gymnastic of the su(2)⊗n algebra. Let’s exemplify the
method with the case of the CNOT, which in this case consists of calculat-
ing
CNOT
{
qc(0)
qt(0)
}
CNOT .
For the qcx element, this yelds
CNOT(σx ⊗1)CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

=

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

= σx ⊗ σx
= qcx(0)qtx(0) ,
consistently with the previous approach. But why does this work?
In fact what has been computed is
qcx(1) =U
†
CNOT(q(0))qcx(0)UCNOT(q(0)) = qcx(0)qtx(0) .
The leap to the general case, i.e., to have t + 1 and t instead of 1 and 0,
follows from observing that the above equation could have been obtained
by replacing UCNOT(q(0)) by its functional representation, use the su(2)
⊗n
algebraic relations. But since the algebraic relations are preserved, q(0)
can invariably be changed to q(t).
A.7 A Note to the Reader
At this stage, the reader who is curious to unravel the mystery of Bell
inequality violations and of quantum teleportation is directed to §4 and §5
of the article by Deutsch and Hayden.
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In fact, the explanation that the developed formalism provides to the
two most famous “nonlocal” manifestations of quantum theory reaches
far more than mystery breaking. It roots back quantum theory together
with all other scientific theories: the act of measurement needs not to be
treated as fundamentally different evolution, and it is completely local.
It explores core concepts of the theory — invisible from the Shro¨dinger
picture — that are key to good explanations. Therefore, it changes our
vision of reality, making it clearer.
For the reader who is about to jump into Deutsch and Hayden’s article,
what follows will be useful. However, it is not needed in the present paper.
A.7.1 Rotation on the Bloch Sphere
Rotating a qubit on the Bloch sphere is described by a rotation of angle
θ around the unit vector nˆ. To distinguish this type of rotation with the
rotation in the |0〉 & |1〉 plane, we denote it R˜nˆ;θ .
The function representing a general rotation on the Bloch Sphere is
given by
UR˜nˆ;θ (q(t)) = e
i(θ/2)nˆ·q(t) . (14)
The differences with the rotation Rθ in the |0〉 & |1〉 plane are two-fold.
First, instead of exponentiating the qy(t) operator, a more general opera-
tor nˆ · q(t) is exponentiated. Second, the parameter becomes θ/2. This is
because rotating a state in the |0〉 & |1〉 plane can be seen as a rotation in
the Bloch sphere with nˆ = (0,1,0), i.e., fixed pointing in the y direction.
However, when seen this way, a rotation of 180◦ on the Bloch sphere cor-
responds to a rotation of 90◦ in the plane, whence the factor of 1/2.
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B Appendix: Proofs of § 5
Proof of Theorem 5.1.
(
V ~UA
)
xy
=
∫
dx′dy′Vxx′~UAx′y′V
†
y′y
=
∫
dx′dy′〈x|V |x′〉
(
U†(|y′〉〈x′ | ⊗1A)U
)
〈y′ |V †|y〉
=
∫
dx′dy′
(
U†(|y′〉〈y′ |V †|y〉〈x|V |x′〉〈x′ | ⊗1A)U
)
= U†(V †|y〉〈x|V ⊗1A)U
= U†(V † ⊗1A)(|y〉〈x| ⊗1A)(V ⊗1A)U
= ~(V ⊗1A)UA .
(
trB~U
AB
)
xy
=
∫
dz~UABxz ;yz
=
∫
dzU†(|y,z〉〈x,z| ⊗1AB)U
=
∫
dzU†(|y〉〈x|A ⊗ |z〉〈z|B ⊗1AB)U
= U†(|y〉〈x|A ⊗1B ⊗1AB)U
= ~UA .
(
[U ]A ⊙ [U ]B
)
xAxB ;yAyB
= [U ]AxAyA[U ]
B
xByB
= U†
(
|yA〉〈xA| ⊗1B ⊗1AB
)
UU†
(
1
A ⊗ |yB〉〈xB| ⊗1AB
)
U
= U†
(
|yA〉〈xA| ⊗ |yB〉〈xB| ⊗1AB
)
U
= [U ]ABxAxB ;yAyB .
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Proof of Theorem 5.2.
(
ϕ~UA
)
xy
= tr
(
~UAxyρ0
)
= tr
(
U†(|y〉〈x| ⊗1A)Uρ0
)
= tr
(
(|y〉〈x| ⊗
∫
dz|z〉〈z|)Uρ0U†
)
=
∫
dz〈x,z|Uρ0U†|y,z〉
=
(
trA(U ∗ ρ0)
)
xy
.
V ∗ϕ~UA = V trA(Uρ0U†)V †
= trA
(
(V ⊗1A)Uρ0U†(V ⊗1A)†
)
= trA
(
(V ⊗1A)U ∗ ρ0
)
= ϕ~(V ⊗1A)UA
= ϕ(V ~UA) .
trBϕ
(
~UAB
)
= trB
(
trAB(U ∗ ρ0)
)
= trA(U ∗ ρ0)
= ϕ~UA
= ϕtrB~U
AB .
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