We consider a finite-time quantum Otto cycle with single and two-spin-1/2 systems as its working medium. In order to mimic adiabatic dynamics at a finite time, we employ a shortcut-to-adiabaticity technique and evaluate the performance of the engine including the cost of the shortcut. We compare our results with the true adiabatic and non-adiabatic performances of the same cycle. Our findings indicate that the use of the shortcutto-adiabaticity scheme significantly enhances the performance of the quantum Otto engine as compared to its adiabatic and non-adiabatic counterparts for different figures of merit.
I. INTRODUCTION
Thermodynamics is a field of study exploring the relationship between various forms of energy and energy transfer. A practical motivation behind it was the development of thermal engines in XIXth century. Thermodynamical laws are found to be significant for computational machines as well, where the interplay of information, heat and work has been well-established [1] . While these developments are for large systems, there is a strong interest to extend them for nano and atomic technologies. Classical thermodynamics has been extended on the scale of nanometers [2] . For systems in the quantum domain, systematic studies have been started more recently and led to the rapidly advancing field of quantum thermodynamics [3] [4] [5] . In contrast to their classical counterparts however, quantum heat engines (QHEs) have marginal power outputs and hence they are currently far from being a practical stimulus for quantum thermodynamics. A crucial bottleneck in the operation of QHEs is the slowness of quantum analogs of expansion and compression processes. Here we explore how some shortcuts for such processes can be used in a QHE and if the engine can still be efficient when the energetic costs of the shortcuts are taken into account.
Despite their limited practical value, QHEs are pivotal to reveal fundamental limits on the operation of quantum machines from a thermodynamical perspective. Accordingly, many proposals to realize them can be found in the literature [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] , some of which take into account finite-time engine cycles [22] [23] [24] [25] [26] . In addition, the effects of the profound quantum nature of the QHE such as such as cooperativity [27] [28] [29] [30] [31] , coherence and correlations [32] [33] [34] on the performance of QHEs have also been investigated. Following the demonstration of a singleion engine cycle [35] , genuine QHE experiments have been reported [36] with a single spin in a nuclear magnetic resonance (NMR) set up [36, 37] , a cold Rb atom [38] , and an nitrogen-vacancy (NV) center in diamond [39] . Here we consider finite-time QHEs with single and two-spin working systems subject to shortcuts to adiabaticity.
The techniques of shortcuts to adiabaticity (STA) deal with the problem of making an adiabatic transformation of a quan-tum system at a finite-time by external manipulations on the system, which otherwise needs to be made infinitely slow. There are different strategies to achieve this goal, and each of them has its own advantages and drawbacks, in terms of control success, energy costs, and experimental feasibility [40] . Counterdiabatic driving (CD, also called transitionless quantum driving), introduced in [41] is one of these methods and involves the introduction of an additional external Hamiltonian such that the adiabatic eigenstates of the original Hamiltonian are the exact solutions of the combined Hamiltonian. The method has attracted much attention [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] and has been implemented experimentally [52] [53] [54] . Recently, incorporating STA techniques to speed-up QHEs has been proposed in different physical systems as working mediums [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] . Nevertheless, such protocols come with their own energetic costs that also need to be carefully accounted for when evaluating the performance of a cycle [56] [57] [58] [59] [60] [61] [62] [63] [64] 67] .
In this work, we specifically consider a quantum Otto cycle whose working medium is constituted by spin-1/2 particles. We use an STA scheme based on CD in order to mimic an adiabatic cycle at a finite-time. We evaluate the performance of a proposed STA engine by properly including the cost of the application of a CD Hamiltonian, and we investigate the trade-offs between these STA costs and the thermodynamic figures of merit. Moreover, we also compare the performance of an STA engine with those of the adiabatic and non-adiabatic quantum Otto cycles, and we show that the improvement provided by the CD is significant from different perspectives. The assessment of the cost of STA driving in a thermodynamical process is an ongoing debate in the literature, and the method to include the STA cost we employ throughout this work is not unique [34, 56, 57, [67] [68] [69] [70] . We also briefly touch on these alternative cost evaluation methods in the present case. This paper is organized as follows. In Sec. II we introduce the concepts that are central to this work such as the CD scheme, details of the quantum Otto cycle and how to characterize its performance with and without the presence of a CD Hamiltonian. Sec III and Sec. IV presents our main results on the STA quantum Otto engine and its performance, together with their comparison to the adiabatic and non-adiabatic engine cycles for single and two-spin working mediums, respectively. We conclude in Sec. V.
II. PRELIMINARIES A. Counterdiabatic driving
Consider a system whose time evolution is governed by a time-dependent Hamiltonian H 0 (t). If the rate of change of the Hamiltonian is infinitely slow, i.e. adiabatic, the system will have no transitions between the eigenstates. In the opposite limit, where the Hamiltonian is varied at very short time scales, there will be excitations induced in between the energy levels and thus the system will no longer follow adiabatically the instantaneous eigenstates of the Hamiltonian. In order to mimic the adiabatic evolution at a finite time, it is possible to adopt a CD scheme in which an additional Hamiltonian, H CD (t), is introduced so that the instantaneous eigenstates of the total Hamiltonian H(t) = H 0 (t) + H CD (t) follows the adiabatic solution of H 0 (t). The form of H CD (t) can be exactly calculated as [41] 
where |n(t) is the n th eigenstate of the original Hamiltonian H 0 (t). The requirement of the knowledge of the instantaneous spectrum of H 0 (t) complicates the calculation of the CD Hamiltonian in many-body systems. However, there are different ways to overcome this difficulty with the use of alternative techniques that allows one to determine the driving scheme without the necessity of diagonalizing H 0 (t) [42, 43] .
B. Quantum Otto Cycle
The quantum Otto cycle consists of two quantum adiabatic and two quantum isochoric stages [6, 7] . While the classical adiabatic process only demands isentropic transformation, the quantum adiabaticity condition is more restrictive. It requires that the populations of the energy levels to remain unchanged. In simple cases where it is clearly recognized that all the energy gaps in a system shrinks during quantum adiabatic transformation, one could say this is an effective expansion by associating the control parameter of the adiabatic transformation to the reciprocal of some effective size of the system. Similar terminology may be used for naming one quantum adiabatic branch of the cycle as compression. For more complicated cases where energy gaps change inhomogeneously with the control parameter then one could still name the quantum adiabatic branches as compression or expansion, effectively by examination of the work output of the system. If the work is produced by the system during the quantum adiabatic process then it could be named expansion, while if the work is done on the system then it could be named as compression. Details of the overall cycle are as follows:
• Heating: The working substance is put in contact with a hot reservoir at temperature T 1 . During this time, τ 1 , heat is absorbed by the system, Q 1 , and it thermalizes to the temperature of the bath. No work is performed in this branch.
• Expansion: The system is isolated from the heat bath and undergoes an isentropic expansion process in which the time-dependent parameter in the working fluid Hamiltonian is decreased in time τ 2 . During this stage work is extracted from the working substance with an amount of W 2 .
• Cooling: The working substance is put in contact with a cold reservoir at temperature T 2 . During this time, τ 3 , heat is transferred from the system to the bath, Q 3 , and it thermalizes to the temperature of the bath. No work is performed in this branch.
• Compression: The system is isolated from the heat bath and undergoes an isentropic compression process in which the time-dependent parameter in the working fluid Hamiltonian is increased in time τ 4 . During this stage work is performed on the working substance with an amount of W 4 .
The average absorbed and removed heat, Q 1 and Q 2 , is calculated as Tr(∆ρH), where ∆ρ is the change in the density matrix of the working medium between the beginning and end of the heating and cooling stages, respectively. Similarly, the average produced work by and the work done on the working medium, W 2 and W 4 , are calculated as Tr(ρ∆H), where ∆H is the change in the Hamiltonian of the system between the beginning and end of the expansion and compression stages, respectively. During these stages, the evolution of the working fluid is determined by the von-Neumann equatioṅ
C. Performance of the engine
Assessment of the performance of an engine is generally quantified by the efficiency which is the ratio of output energy to the input energy and the power of the cycle which is the delivered energy during the cycle duration. Considering an adiabatic cycle, these quantities are given as follows
However, CD requires the introduction of an engineered additional Hamiltonian which needs to be implemented externally. Therefore, performance of the STA engine needs to be determined by also including the cost of applying the CD Hamiltonian during the expansion and compression strokes. In this case, the efficiency and power of the engine are modified as follows [56] [57] [58] [59] 
and
where τ cycle is the total cycle time of the engine and we characterize the cost as
with i = 2, 4, which is the sum of the average of the time derivative of the CD Hamiltonian over the driving time. The motivation behind the definition of our cost function is as follows. Physically, during a non-ideal (finite time) adiabatic transformation emergence of quantum coherences in the energy basis is generally associated with quantum friction, in the sense that these coherences decrease the efficiency of a thermodynamics process. Counterdiabatic driving terms provide a quantum lubricant [26, 71, 72] suppressing the emergence of energy coherences during such finite time transformations. Hence the cost above, is the additional work associated with the introduction of such CD terms against friction, which is required to drive a working system at a finite rate without invoking any energy coherences. A similar approach in a different physical setting has also been presented in [73] . Note that, we calculate the expectation value using the states driven by the original Hamiltonian, i.e. by using the solution
We give a detailed reasoning and derivation of this definition in Appendix A. Again, we would like to stress that the way to determine the cost of an STA protocol is still an ongoing debate in the literature and there is no single definition. Since the STA scheme enables us to mimic the adiabatic evolution, the total work output in these equations is equal to that of the adiabatic cycle
. Therefore, in the absence of the CD Hamiltonian and the adiabatic evolution of the system, η STA reduces to η A .
Ideally, expansion and compression strokes of the Otto cycle are assumed to be made adiabatically, i.e. τ 2 , τ 4 → ∞, in order to avoid any transitions between the eigenstates of the working fluid during these stages which can reduce the work output and therefore the efficiency of the engine. Due to these very long, quasi-static processes, such an adiabatic engine has a vanishingly small power output. It is possible to obtain a finite power from a non-adiabatic engine, however, the total work output from this engine will be diminished due to its finite-time character and it can be given as P NA = ( W 2 + W 4 )/τ cycle . While calculating the power, following the common approach in the literature [6, 8, 74 ], we will assume that the bottleneck for the total cycle time are the times spent in expansion and compression stages of the cycle, i.e. τ 1,3 τ 2,3 . Therefore, we will assume τ cycle = τ 2 + τ 4 = 2τ. Finally, the definitions above are not unique and alternative measures are also present [34, 68] .
In the following sections, we will investigate the quantum Otto cycle with working mediums consisting of single and two-spin-1/2 systems. Mainly, we will compare the performance of the STA engine with the adiabatic and non-adiabatic engine, in order to see if the price we pay due to the introduction of CD Hamiltonian to make the adiabatic cycle at a finite-time still gives us an advantageous engine as compared to non-adiabatic one [56] [57] [58] [59] .
III. SINGLE-SPIN WORKING MEDIUM
We begin by assuming that our working medium for the quantum Otto cycle is a single spin in an arbitrary magnetic field described by the Hamiltonian
where b(t) is the vector characterizing the external timedependent magnetic field and σ = {σ x , σ y , σ z } are the usual spin-1/2 Pauli matrices. The total work output and the corresponding efficiency if the work strokes are performed adiabatically are as follows [10, 11] 
where the subscript A denotes the adiabatic evolution,
is the temperature of the hot (cold) bath, and
is the initial (final) magnitude of the external magnetic field vector at the beginning (end) of the adiabatic branch, respectively. In order to have a working engine cycle, we need to satisfy the conditions | b f | < | b i |, and more importantly
Note that the latter constraint is tighter than the classical one where only T 1 > T 2 is required [10] . However, due to the quasi-static nature of the adiabatic change of the external magnetic field, power delivered by this engine cycle vanishes. Application of the introduced STA scheme in Sec. II A to the present system at hand in order to mimic the the adiabatic evolution during the work strokes at a finite time, gives us the following CD Hamiltonian [41, 44] .
By construction, the driving Hamiltonian H CD needs to vanish at the beginning and at the end of the driving time, i.e. H CD (t = 0, τ) = 0, which in turn imposes the condition on the vector
There are two options to satisfy this condition: i) the angle θ = 0 or π, and ii) |˙ b(t = 0)| = |˙ b(t = τ)| = 0. The former yields a trivial fixed point condition [44] , which we will not focus on in this work. It is possible to satisfy the latter boundary conditions by assuming the following time-dependence profile of˙ b(t)
which in turn gives the external magnetic field profile as follows where j = x, y, z are the components of the vector˙ b(t), and C j and D j are arbitrary constants that determines the initial and final values of the components of the external magnetic field in the adiabatic branches. An optional boundary condition to ensure the smoothness of the external field trajectory is¨ b(t = 0, τ) = 0 [60] . Although we did not aim specifically to satisfy this last constraint in the first place, our simple choice of external field profile, Eq. (12), automatically satisfies it. We now focus our attention on a specific single-spin model that enables us to explicitly discuss the figures of merit introduced in the previous section and compare them for the cases of adiabatic, non-adiabatic and STA engines. For this purpose, we will restrict the Hamiltonian presented in Eq. (6) to the following one, which describes the Landau-Zener (LZ) model
where b x is the minimal splitting between the energy levels and b z (t) is the time-dependent external field. We would like to note that, the aforementioned trivial solution to the boundary conditions that the corresponding CD Hamiltonian needs to satisfy, does not exist in the case of the LZ model. Therefore, both b x and b z (t) need to have the form presented in Eq. (12) with only C x = 0 since we explicitly assume b x is time-independent. The corresponding CD Hamiltonian can be determined as
The LZ model has an avoided energy level crossing at the point where b z (t) = 0 and it has been shown that the energy gap of the system is highly relevant to the cost of the STA driving scheme [46] . Therefore, we discuss the performance of the finite-time STA engine in relation to the magnitude of the minimal energy gap, and we determine the operating limits of it accordingly. Such an analysis has the potential to be extended to many-body critical systems, such as Ising [75] and Lipkin-Meshkov-Glick [76] models due to their close connection to the LZ model. We present our results on the efficiency and power of the finite-time single-spin STA Otto cycle in Figs. 1 and 2 , together with the corresponding adiabatic and non-adiabatic counterparts for comparison. We also explicitly present the cost of applying the CD Hamiltonian in expansion and compression strokes of the cycle. Fig. 1 displays the results when LZ model parameters are set such that b x = 0.1 and change in b z is between 0.5 and 0 in the expansion/compression strokes with the time-dependence presented in Eq. (12) with T 1 /T 2 = 10. The adiabatic efficiency for the quantum Otto cycle with these parameters is η A ≈ 0.8. We observe in Fig. 1 (a) that the efficiency of the STA engine has a finite value close to the adiabatic engine at very short driving times while the non-adiabatic engine is unable to generate work output. This efficiency lag until τ ≈ 19.5 in the case of non-adiabatic engine is due to the irreversible entropy production when the working fluid experiences a fast driving during the work strokes [22, 36, 71, 72, 77] . The STA technique we employ for our engine, suppresses such unwanted irreversible entropy production at the cost of implementing the external CD Hamiltonian, which is responsible for the deviation of the STA engine efficiency from the adiabatic one at short times. The total cost during the cycle does not have a highly significant impact on the efficiency of the STA engine; it brings down η STA from η A to a minimum of ≈ 0.43 for driving times as short as τ = 0.001. This corresponds to a 46% loss in the efficiency, however the cycle time is significantly shortened. Naturally, as the driving time is increased the adiabatic limit is recovered for both STA and non-adiabatic engines, since the evolution of the working fluid becomes quasi-static.
The advantage of the STA engine is more pronounced when we look at the generated power out of the cycle. As mentioned before, the adiabatic engine has a very small power output due to very long expansion/compression stroke times. The ability of the STA engine to generate the adiabatic work output at a finite time significantly enhances the delivered power at finitetimes, as shown in Fig. 1 (b) .However, for very short driving times, the STA engine also fails to deliver a power output, due to the high cost of introducing the CD Hamiltonian to the system. As the costs decrease below the total work output with increased driving time, we are able to obtain a finite power. In the case of a non-adiabatic engine, based on the aforementioned reasons for the efficiency lag, the power also displays a lag until the same driving time. Therefore, the proposed STA engine outperforms both the adiabatic and non-adiabatic engines in terms of the output power of the cycle.
We now turn our attention to a more detailed analysis of the STA cost in the expansion and compression stages of the cycle. From Fig. 1 (c) , we observe that the cost during the compression process is higher than that of the expansion process. Recall that the former process involves increasing the energy gap of the spin while in the latter, we do the opposite. From these results we can infer that the suppression of non-equilibrium entropy production in the system is harder to sustain when the energy gap is opening in contrast to when it is closing. It may be possible to intuitively understand this result as follows: when the gap is at its minimum, any small perturbation in the system can easily induce transitions between the levels. The compression stroke starts right at this minimum, therefore suppressing the transitions near it can cost more than when the energy levels start far apart and are brought together where small perturbations have less of an impact. It may also be argued that the time-dependence profile of the external magnetic field also affects these costs. All in all, we think that the reason behind this behavior calls for a more detailed physical understanding.
Before moving on to the LZ model engine with a smaller gap, we would like to clarify one point. To have the benchmark adiabatic engine with the same efficiency as in the previous results but with a smaller gap, we need to sweep the magnetic field in the z-direction in a more restricted range. The reason behind this is as follows: the minimum gap is determined by b x , and the magnitude of the initial and final magnetic field vector is determined by the range of b z , after b x is fixed. Since the efficiency of the adiabatic cycle explicitly depends on the ratio, | b i |/| b f |, when b x is decreased, the values within which b z is varied also needs to get smaller in order to maintain the same efficiency. Moreover, keeping the range of b z when b x is decreased not only changes the efficiency of the engine, but it also modifies the ratio of the temperatures of the hot and cold baths so that the cycle can operate as an engine due to the constraint given in Eq. (9). Therefore, to be able to make a reasonable comparison with the previous case with a larger gap, we introduce the restriction on the b z range. Fig. 2 presents our results on the same single-spin engine but with a smaller minimum energy gap, in order to show the effects of the gap magnitude between the energy levels. We set the model parameters as b x = 0.01, and the change in b z is between 0.05 and 0 with T 1 /T 2 = 10 again. To begin with, it is not possible to have an operating non-adiabatic engine for this case with the considered driving times. Since the energy gap is very small, even the smallest deviation from quasi-static behavior very easily causes unwanted transitions between the energy levels which makes it impossible for a non-adiabatic engine to generate work output even when we consider driving times that are twice as long (cf. y-axes of Fig. 1 and Fig. 2) . We have confirmed that a non-adiabatic engine can only begin to operate for driving times around τ ≈ 200.
The STA engine, on the other hand, works quite well with η STA ≈ 0.43 for driving times as short as τ = 0.001, similar to the previous case with a larger energy gap. Realizing that the work output is lowered due to smaller | b i | and | b f |, this is only possible if the cost related to the STA is also lowered in this case, as can be seen from Fig. 2 (c) . This may seem contrary to the general and reasonable intuition that when the gap is smaller it is more costly to prevent the excitations from occurring at a finite-time drive [46] . However, we think that the reason behind the lowered cost is the fact that we sweep a more restricted range of external magnetic field. The struggle of the CD scheme with the smaller gap can still be seen in the slower convergence of the efficiency and cost functions to their adiabatic values. In other words, even though we do not see an increase in the magnitude of the STA cost when the energy gap is lowered, its slower decaying behavior as a function of driving time is a sign of a harder to manage driving process. The reduction in the power of this cycle for the STA engine can again be explained by the decreased work output resulting from the choice of smaller external magnetic field vector lengths.
We have stated that the characterization of the cost of CD driving that we have adopted in the previous section is not unique, and there are other ways to asses the performance of the engine. We would like to briefly comment on these dif- ferent ways of quantifying the cost and how they relate to our results. To begin with, we may compare our cost definition given in Eq. (5) with the one introduced in [56] . The latter can be obtained by replacing the time derivative of the CD Hamiltonian inside the integral, Ḣ CD (t) in Eq. (5) with
When we made such a definition change and apply it in our model, we have seen that while the qualitative behavior remains the same, there is a significant quantitative decrease in the cost. However, we also would like to point out the subtle difference between the states we use to calculate the expectation value, which are driven by H 0 (t), and those that are used in [56] , which are the eigenstates of an unitary equivalent of H CD (t). Furthermore, analyzing the cost definition in [68] based on the Frobenius norm of the driving Hamiltonian for the present case, we have observed that the cost values exceed the ones presented in this work. On the other hand, inclusion of the cost in the efficiency and power of the engine cycle is also a topic of debate where alternatives are present. One proposal in this direction is to include the cost needed to implement the CD Hamiltonian to the numerator of the efficiency [34] , as opposed to subtracting it from the denominator as we did in Eq. (3). We would like to stress that even in the case of such a definition change, the advantages of the STA engine still persist.
IV. TWO-SPIN ENGINE
A natural direction to follow at this point is to consider a working medium that is composed of a larger number of particles. Quantum Otto engines that are made out of two spins are extensively investigated in the literature [12] [13] [14] [15] , however these works are restricted to the assumption of a quasi-static (adiabatic) cycle. In what follows, we will consider a two-spin STA engine by applying the CD scheme introduced in [44] . We assume that the self-Hamiltonian of the two-qubit working medium made out of qubits a and b, is described by the XY Hamiltonian in a transverse magnetic field,
where J x (t) and J y (t) are coupling strengths in x and y directions, respectively, and h(t) is the external magnetic field strength. To perform the STA for such a working substance in the expansion and compression branches, the CD Hamiltonian takes the following form [44] H CD (t) = 1 2
It is possible to consider two different scenarios for the expansion and compression stages in this model, which can be specified as follows: (i) varying the magnetic field while keeping the interaction strength constant, and (ii) fixing the magnetic field while varying the interaction strength between the two spins. However, we will not consider the latter case in the present work and investigate the engine cycle where the work strokes are performed by a time-dependent external magnetic field to be able to make a self-contained analysis together with the previous section. The corresponding analytical expressions for the work output and the efficiency for the adiabatic version of such an engine are presented in Appendix B.
In the former case, (i), to avoid the trivial fixed point condition in the CD Hamiltonian, we need to introduce an anisotropy between the x and y directions, which we realize by setting J x (t) = J x = 1 + γ and J y (t) = J y = 1 − γ. Note that this model is merely the anisotropic XY model in a transverse magnetic field. Plugging these interaction parameters between the system qubits in Eq. (16), yields the following CD Hamiltonian
where γ is the anisotropy parameter. The STA boundary conditions H h CD (t = 0, τ) = 0 impliesḣ(t = 0, τ) = 0 which can be realized by the same magnetic field profile that we have considered in Eqs. (11) and (12) in the previous section. Explicitly, we haveḣ
where E and F are constants that determine the initial and final values of the magnetic field.
We present our results on the efficiency and power of the finite-time two-spin STA Otto engine in Fig.s 3(a) and 3 (b) , together with the corresponding adiabatic and non-adiabatic counterparts for comparison. The working medium parameters are set so that the externally controlled parameters are as similar as possible to the single-spin case and are as follows γ = 0.7, the magnetic field, h(t), is varied between 0.5 and 0 with T 1 /T 2 = 10. The efficiency lag for the non-adiabatic engine is again present for the short driving times whereas the STA engine attains an efficiency very close to the adiabatic one. As compared to the single-spin engine, the deviation of η STA from η A is very small, ≈ 7%, although the efficiency of the cycle is significantly reduced. On the other hand, the power of the two-spin engine is two orders of magnitude higher, but the impact of the cost is more pronounced in contrast to the single-spin engine such that the difference between the power outputs of STA and non-adiabatic engines is marginal. The expected convergence of the non-adiabatic and STA engine to the adiabatic values happens at very short times. In fact, the convergence is so quick that, if operating times shorter that τ cycle ≈ 3, i.e. expansion/compression stroke times around τ ≈ 1.5, are not aimed, one may consider working with a non-adiabatic engine without dealing with the possible complications of the STA scheme.
Further, we present the cost of applying the CD Hamiltonian in Fig. 3 (c) and observe that the cost for driving twospins, with the defined parameters, is an order of magnitude higher than the single-spin driving. Also, the same behavior that was presented and discussed in Fig.s 1 and 2 (c) is still present, that is, the STA cost for the compression stroke is higher than that of the expansion cost, even in a more pronounced manner.
V. CONCLUSION
We have proposed single and two-spin quantum Otto engines that utilize a proper STA scheme based on CD to achieve an adiabatic work output at finite time. We have characterized the thermodynamic efficiency and power associated with these engines by fully accounting for the cost of external CD Hamiltonian control on systems. Comparing the the same figures of merit calculated for the adiabatic and non-adiabatic engines for the same working medium with the STA engine, we have shown that the STA engine is advantageous in many aspects, by considering specific single and two-spin models, i.e. LZ and anisotropic XY in transverse magnetic field models, respectively. While they show an immediate increase in the power as compared to the adiabatic cycles at the price of a reasonable cost in efficiency, their performance is superior to their non-adiabatic counterparts in both efficiency and power. Interestingly, we have observed that the cost of applying the STA scheme is higher in the compression stroke than in the expansion stroke for all considered cases. We also compared the method we have adopted to characterize the cost with the previously introduced proposals on this subject.
We think that this work contributes well to the recently developing efforts on introduction and characterization of STA quantum Otto engines [56] [57] [58] [59] . Moreover, the particular choice of LZ model in the single-spin case offers a promising direction towards systems like the Ising and LipkinMeshkov-Glick models. Such critical many-body systems improve the workings of QHEs when considered as the working medium even when no STA protocol is introduced to hinder irreversible entropy production [30] . Finally, very recently a non-adiabatic single-spin QHE is realized in an NMR setup [36, 37] , which may also be a test-bed for the STA engines proposed in this work. ACKNOWLEDGMENTS B. Ç . would like to thank Steve Campbell for many fruitful discussions and insightful comments. The authors would like to acknowledge an enlightening correspondence with Gonzalo Muga and an important comment from Ferdi Altıntaş.
internal friction is coined with the effect [72] . The method of CD driving consists of introducing an additional control term
