This suggests the following definition for the distribution F(f(xJ), where f is an infinitely differentiable function. Definition 1. Let F be a distribution and let f be an infinitely differentiable function* We say that the distribution F(f( This definition was given in [2] for the particular case when F is a derivative of (5* The following theorem was then proved* Theorem 1* Let f be an infinitely differentiable function and suppose that the equation f(x) = 0 has a single root at the point x = x^ in the open interval (a,b). Then the distribution S (r) (f(xJ) exists and
on the interval (a,b). Theorem 1 is in agreement with an alternative definition of 6^(f(x)i given by Gelfand and Shilov, see [3] .
We now prove the following theorem* Theorem 2. Let F be a distribution and let f be an infinitely differentiable function having an inverse g on the open interval (a,b). Then the distribution F(f(x)J exists and
for all test functions <p with oompact support contained in the interval (a,b).
Proof.
Let <p tie an arbitrary test function with compact 8upport contained in the interval (a,b). Then oo (P(f(x)),9(x)) = lim / P (f(x)Mx)dx, n -*oo " -oo provided this limit exists. Making the substitution t -f(x) or x = g(t} we have oo oo
is an infinitely differentiable function with compact support, since g is of course infinitely differentiable. It follows that
The result of the theorem is therefore proved. In the particular cas? that f is the linear function + (i we have the following corollary. Corollary. Let F be a distribution. Then the distribution F(ax + ¡3) exists and
This is also in agreement with Gelfand and Shilov's definition [3] . However the definition in the above form can be extended so that more general changes of variable can be considered.
First of all we need the following definition given by van der Corput [1] . 
