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Abstract
Noise is an important factor in certifying an airplane and more restrictive noise regulations have
demanded the design of quieter aircraft, with much of the emphasis focused on lower jet-noise
emission. Previous passive and active noise-reduction strategies required parametric experiments
or cut-and-try approaches, a fact largely attributed to the complexity of turbulence as a source
of sound and to the subtlety of the sound-production mechanism. Both aeroacoustic theory and
high-fidelity simulation have demonstrated that turbulence-generated noise can be predicted with
sufficient accuracy; however, they have not been able to generally guide noise-reduction efforts so
far.
Adjoint-based optimization provides a unique and useful tool to pursue jet-noise reduction in a
systematic approach. The adjoint of the perturbed and linearized Navier–Stokes equations is crafted
to provide the control sensitivity in a direction of decreasing noise. Thus, despite the complexity
of jet turbulence in the physical space, noise-reducing controls can be directly explored in a control
parameter space. Prior work has shown that adjoint-based controls are capable of significantly
suppressing the noise from two-dimensional subsonic free shear flows via a subtle modification of
large-scale vortex dynamics.
The adjoint-based optimization is used here to reduce the sound radiation of a pressure-matched
Mach 1.3 cold jet computed using high-fidelity, non-dissipative, high-order finite differences on
generalized curvilinear meshes. A large-eddy approximation is conducted with the smallest scales
of turbulent motion approximated using the dynamic Smagorinsky sub-grid-scale model. For the
time horizon over which the control is applied, the most intense noise events are almost completely
removed. At a jet exhaust angle of 30◦, the far-field peak spectral noise reduction is 5.6 dB at the
jet column mode frequency and the overall sound pressure level is reduced by 1.6 dB. At the 90◦
(sideline) angle, the noise reduction is insignificant; however, there is no adverse noise increase as
ii
has commonly been found in experimental noise-reduction efforts.
Fourier spectral analysis and the proper orthogonal decomposition are used to investigate the
jet turbulence before and after the noise-reducing control is applied. The large-scale coherent
vortical motion is slightly, but importantly, adjusted to reduce the noise. Most notably, vortex
coalescence is demonstrated to be associated with the intermittent sound-generating mechanisms.
The intermittently loud acoustic radiation is removed by a space–time localized control that alters
a tearing-like vortex interaction which appears to lead to vortex coalescence for the uncontrolled
jet.
There are no proofs available concerning convergence to a global minimum of the radiated
sound, and thus far the control applied to this turbulent jet has failed to achieve the same ∼10
dB seen in previous studies of two-dimensional subsonic mixing layers. This is attributed to the
greater complexity and less deterministic character of true three-dimensional turbulence. However,
the reductions found are comparable to the best engineered devices without any increase at the
quieter angles.
iii
Acknowledgments
I would like to show my greatest appreciation to Prof. Jonathan Freund and Prof. Daniel Bodony for
providing constant and invaluable advising during the entire years of the Ph.D study. It was a great
experience of learning and developing myself toward conducting academic research and establishing
a critical thinking. I also appreciate the advice and efforts of other committee members, Prof. Carlos
Pantano-Rubino and Prof. Joanna Austin. I would like to thank my officemates and labmates for
sharing their knowledge and academic discussions: Dr. Victor Topalian, Dr. Hong Zhao, Dr. Randy
Kleinman, Prof. Arnab Samanta, John Fettig, Dr. Amir Isfahani, Dr. Adam Willis, David Buchta,
Amir Pahlavan, Arpit Tiwari, Dr. Jane Valentine, Aaron Anderson, Natalie Beams, Ramanathan
Vishnampet in Prof. Freund’s group and Dr. Adam Reichert, Qi Zhang, Mahesh Sucheendran, Chris
Ostoich, Nishan Jain, Ashish Mishra, Mahesh Natarajan, Revathi Jambunathan in Prof. Bodony’s
group. I sincerely hope all Ph.Ds to achieve academic or professional success and all not-yet-Ph.Ds
to receive the degree very soon.
This work would have not been able to be finished without the additional help by the following
people. The TeraGrid Ranger team at University of Texas at Austin and Mike Campbell at the
Center for Simulation of Advanced Rockets provided crucial technical supports. A research sug-
gestion by Prof. Mingjun Wei at New Mexico State University was extremely useful for performing
my simulations. Prof. Kenneth Christensen graciously offered an opportunity to use his cluster
PIV, which gave vital resources for the early development of our simulation codes.
This work was mainly supported by NASA grant number NNX07AC86A, Cliff Brown and James
Bridges program managers, and partially by AFOSR. Computational resources have been provided
by the National Science Foundation, project number TG-CTS090004. Additional support by the
Center for Simulation of Advanced Rockets is appreciated.
iv
Table of Contents
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Jet noise prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 Theory of aerodynamically-generated sound . . . . . . . . . . . . . . . . . . . 2
1.1.2 Direct computation of turbulent jet noise . . . . . . . . . . . . . . . . . . . . 7
1.1.3 Implication for jet noise control . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Jet noise control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.1 Review of previous work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.2 Aeroacoustic control optimization . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 Accomplishments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Chapter 2 Optimal Control Formulation . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1 Control objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Control formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 General derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Aeroacoustic sound minimization . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.3 Constrained control formulation . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Gradient-based line-search minimization . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Consistency and accuracy of the adjoint solution . . . . . . . . . . . . . . . . . . . . 26
Chapter 3 Governing Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1 Compressible flow equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Adjoint Navier–Stokes equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Chapter 4 Numerical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1 Near-field simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1.1 Computational grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1.2 Spatial discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.1.3 Temporal discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.1.4 Initial condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.1.5 Boundary condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1.6 Inflow condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.1.7 Sub-grid-scale dissipation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
v
4.2 Far-field sound calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2.1 Ffowcs Williams and Hawkings method . . . . . . . . . . . . . . . . . . . . . 53
4.2.2 Advanced time formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.3 The choice of Ffowcs Williams and Hawkings surfaces . . . . . . . . . . . . . 56
4.3 Proper orthogonal decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Chapter 5 Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.1 Tollmien–Schlichting wave over a flat plate . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2 Compressible decaying isotropic turbulence . . . . . . . . . . . . . . . . . . . . . . . 63
5.3 Acoustic point source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3.1 Acoustic monopole . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3.2 Acoustic dipole . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4 Anti-sound cancelation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4.1 Acoustic cancelation in a quiescent fluid . . . . . . . . . . . . . . . . . . . . . 73
5.4.2 Acoustic cancelation in a Mach 0.9 mixing layer . . . . . . . . . . . . . . . . 77
Chapter 6 Baseline Mach 1.3 Jet and Its Acoustics . . . . . . . . . . . . . . . . . 82
6.1 Turbulence statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.1.1 One-point statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.1.2 Two-point statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.2 Far-field sound prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2.1 Far-field sound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2.2 Acoustic prediction of the Mach 1.3 jet . . . . . . . . . . . . . . . . . . . . . 94
Chapter 7 Noise-Controlled Mach 1.3 Jet . . . . . . . . . . . . . . . . . . . . . . . 97
7.1 Noise reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.1.1 The suppression of near-field sound . . . . . . . . . . . . . . . . . . . . . . . . 98
7.1.2 Far-field sound reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.1.3 Robustness of the noise-reducing control . . . . . . . . . . . . . . . . . . . . . 108
7.2 Near-field changes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.2.1 Turbulence statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.2.2 Turbulence spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.2.3 Proper orthogonal decomposition . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.3 Structures of the noise-reducing control . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.3.1 Proper orthogonal decomposition . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.3.2 Control statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
Chapter 8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
vi
List of Tables
4.1 The coefficients of the seven-point biased finite difference. . . . . . . . . . . . . . . . 37
4.2 The finite-difference coefficients for intermediate stencils (centered). . . . . . . . . . 37
vii
List of Figures
4.1 (a) Multiple, overlapping meshes around the OSU Mach 1.3 nozzle [106]. (b) Instan-
taneous flow visualization of the Mach 1.3 jet with the nozzle; Mach number (color)
and velocity dilatation (gray scale). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Resolution of spatial discretization scheme: (a) modified wavenumber of the finite-
difference scheme, and (b) transfer function of the filters. . . . . . . . . . . . . . . . 40
4.3 The Mach number contour of the RANS-calculated Mach 1.3 jet. The dashed line
indicates the streamwise location where the inflow data are extracted. . . . . . . . . 42
4.4 The RANS-calculated radial profiles of (a) streamwise velocity and (b) density at
x/D = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.5 Eigenvalues of the compressible Rayleigh equation. The streamwise wavenumber
is α = αr + iαi and θ0 is the incompressible momentum thickness of the analyzed
streamwise velocity profile [26]. (a) Streamwise growth rate of each instability mode
and (b) phase speed of each instability mode. . . . . . . . . . . . . . . . . . . . . . . 49
5.1 The normalized eigenfunctions of streamwise and wall-normal velocity fluctuations
at (a) Reδ∗ = 600, (b) Reδ∗ = 800, and (c) Reδ∗ = 1000. . . . . . . . . . . . . . . . . 64
5.2 The growth rate of Tollmien–Schlichting wave. . . . . . . . . . . . . . . . . . . . . . 65
5.3 Time evolution of (a) normalized turbulent kinetic energy and (b) root-mean-square
of density fluctuation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.4 Instantaneous energy spectrum at t/τ = 2.17. . . . . . . . . . . . . . . . . . . . . . . 67
5.5 Time evolution of the sub-grid-scale model constants: (a) C, (b) CI , and (c) PrT. . 68
5.6 (a) Computed time history of the acoustic pressure at ϕ = 30◦. (b) Frequency
spectrum of the acoustic pressure at ϕ = 30◦. . . . . . . . . . . . . . . . . . . . . . . 70
5.7 Mean square of the acoustic pressure from the monopole at d = 40. . . . . . . . . . . 71
5.8 Computed time history of the acoustic pressure at ϕ = 30◦. . . . . . . . . . . . . . . 71
5.9 Mean square of the acoustic pressure from the dipole at d = 40. . . . . . . . . . . . . 73
5.10 (a) The reduction of the cost functional J over the control horizon. (b) Instantaneous
cost functional at the fifteenth line search. . . . . . . . . . . . . . . . . . . . . . . . . 75
5.11 Instantaneous sound at t = 16 for (a) uncontrolled and (b) controlled states. “S”
for the noise source, “Γ” for the controller, and “Ω” for the target region. . . . . . . 76
5.12 Instantaneous control at (x, y) = (3, 0). . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.13 The convergence of the cost functional to the local minimum at the first line search. 77
5.14 Anti-sound control setup of a Mach 0.9 temporally-developing mixing layer. . . . . . 79
5.15 (a) Convergence of the cost functional. (b) Time history of cost functional. . . . . . 80
viii
5.16 Instantaneous flow and sound fields at tc∞/δ
0
m = 19250: vorticity magnitude (colors)
and velocity divergence (gray scale). “Γ” for the controller, and “Ω” for the target
region. (a) Uncontrolled mixing layer. (b) Control-optimized mixing layer. . . . . . . 80
5.17 The convergence of the cost functional to the local minimum at the first line search. 81
6.1 Computational domain on the x-y plane. The shaded zone is an absorbing buffer
region and Σ indicates the Ffowcs Williams and Hawkings surface. . . . . . . . . . . 83
6.2 Centerline turbulence statistics: (a) time-averaged streamwise velocities and (b)
streamwise velocity root-mean-square fluctuations, where xs/D = 2.3 for the current
simulation, and 4.0 for Bodony & Lele [56]. . . . . . . . . . . . . . . . . . . . . . . . 85
6.3 Lipline turbulence statistics: (a) time-averaged streamwise velocities, and (b) stream-
wise velocity root-mean-square fluctuations, where xs/D = 2.3 for the current sim-
ulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.4 Streamwise growth of jet half width r0.5. . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.5 Lipline azimuthal spectra of (a) pressure fluctuations and (b) streamwise velocity
fluctuations at several streamwise locations. The shaded zone indicates the range of
the forced azimuthal modes at the inflow. . . . . . . . . . . . . . . . . . . . . . . . . 87
6.6 Power spectral density (PSD) comparison at x/D = 8, r/D = 0.5: (a) streamwise
velocity fluctuation, and (b) radial velocity fluctuation. . . . . . . . . . . . . . . . . . 88
6.7 The normalized streamwise two-point correlations of (a) radial velocity fluctuation
and (b) pressure fluctuation at different axial locations along the jet centerline r/D = 0. 90
6.8 The normalized streamwise two-point correlations of (a) streamwise velocity fluctu-
ation and (b) pressure fluctuation at different axial locations along the jet lipline
r/D = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.9 The spectra of the two-point correlation of (a) radial velocity fluctuation and (b)
pressure fluctuation at different axial locations along the jet centerline r/D = 0.
The dashed line in figure 6.9(a) has a slope of -5/3. The dashed line in figure 6.9(b)
has a slope of -7/3 and the dashed-dot line -11/3. . . . . . . . . . . . . . . . . . . . . 91
6.10 The spectra of the two-point correlation of (a) streamwise velocity fluctuation and
(b) pressure fluctuation at different axial locations along the jet lipline r/D = 0.5.
The dashed line in figure 6.10(a) has a slope of -5/3. The dashed line in figure 6.10(b)
has a slope of -7/3 and the dashed-dot line -11/3. . . . . . . . . . . . . . . . . . . . . 91
6.11 The space–time correlation contours of pressure fluctuation at several axial locations. 92
6.12 Sound pressure level measured at (a) d/D = 94 and ϕ = 30◦, and (b) d/D = 44 and
ϕ = 90◦. Spectra are projected to a common distance 80D. Line segments at the
upper right corner indicate OASPL of the spectra. . . . . . . . . . . . . . . . . . . . 95
6.13 The sound directivity at d/D = 72. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.14 Acoustic radiation along a constant far-field angle: (a) ϕ = 30◦ and (b) ϕ = 90◦.
The dashed line denotes (d/D)−2 curve represented in a log-log scale. . . . . . . . . 96
7.1 The schematic of adjoint-based control of the Mach 1.3 jet with Γ labeling the
actuator and Ω the target region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2 Time history of the integrated acoustic intensity I over the control target region Ω.
The horizontal dashed-dot line indicates the time-averaged acoustic intensity. . . . . 99
7.3 Instantaneous visualization at (a) tc∞/D = 2547 and (b) tc∞/D = 2554 : vorticity
magnitude (colors) and velocity dilatation (gray scale). . . . . . . . . . . . . . . . . . 101
7.4 Instantaneous cost functionals defined in (2.19) over the time periods of (a) I and
(b) II obtained at the first line search. . . . . . . . . . . . . . . . . . . . . . . . . . . 102
ix
7.5 (a) The reduction of the cost functional J over the control horizon. (b) Instantaneous
cost functional defined in (2.19) over the control horizon. . . . . . . . . . . . . . . . 102
7.6 Instantaneous pressure fluctuations on Ω, unrolled in the azimuthal direction θ. For
each pair of figures, upper one is for uncontrolled and lower controlled. The vertical
lines indicate the streamwise locations corresponding to the far-field angles denoted
in above plots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.7 Azimuthal sound spectra on the control target surface Ω. . . . . . . . . . . . . . . . 105
7.8 Sound pressure level measured at (a) d/D = 94 and ϕ = 30◦, and (b) d/D = 44 and
ϕ = 90◦. Spectra are projected to a common distance 80D. . . . . . . . . . . . . . . 106
7.9 The sound directivity change at d/D = 72. . . . . . . . . . . . . . . . . . . . . . . . 107
7.10 Pressure fluctuations at (a) d/D = 94 and ϕ = 30◦, and (b) d/D = 44 and ϕ = 90◦.
tr denotes the time at which sound at the measurement location is reliable. . . . . . 107
7.11 Instantaneous cost functionals for the second line search. . . . . . . . . . . . . . . . . 109
7.12 Time history of the applied control at x/D = 1.3 and r/D = 0.5. Non-solid lines
are shifted by 0.4 along the vertical axis. . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.13 Centerline statistics; (a) time averaged static pressure, and (b) root-mean-square
fluctuation of static pressure, and (c) time averaged static temperature, and (d)
root-mean-square fluctuation of static temperature. Vertical dotted line denotes the
average location at which the potential core closes. . . . . . . . . . . . . . . . . . . . 111
7.14 Centerline statistics; (a) time averaged streamwise velocity and (b) root-mean-square
fluctuation of streamwise velocity. Vertical dotted line denotes the average location
at which the potential core closes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.15 Streamwise growth of (a) jet half width r0.5 and (b) momentum thickness θ0. Vertical
dotted line denotes the average location at which the potential core closes. . . . . . . 113
7.16 Streamwise development of fluctuation amplitudes along the jet centerline for (a)
uncontrolled and (b) controlled jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.17 Modification of (a) modal amplitudes and (b) phase angles in the streamwise di-
rection; dashed line, uncontrolled; solid line, controlled. In (a), each curve other
than for StD = 0.4 is shifted by multiples of 0.05 in the y axis. Vertical dotted line
denotes the average location at which the potential core closes. . . . . . . . . . . . . 116
7.18 Space–time distribution of lipline streamwise velocity fluctuations at θ = 90◦. Hori-
zontal dashed line denotes the average location at which the potential core closes. . . 117
7.19 Space–time distribution of lipline streamwise velocity fluctuations at θ = −90◦.
Horizontal dashed line denotes the average location at which the potential core closes.118
7.20 Effective phase angles defined in (7.3). Vertical dotted line denotes the average
location at which the potential core closes. . . . . . . . . . . . . . . . . . . . . . . . . 119
7.21 POD energetics before and after the control is applied. . . . . . . . . . . . . . . . . . 121
7.22 The amplitude changes of the first six POD coefficients for the axisymmetric mode
(n = 0): dashed, uncontrolled; solid, controlled. Horizontal lines denote the average
amplitudes. The three dots correspond to retarded times at which the integrated
acoustic intensity I(t) peaks on Ω in figure 7.5(b). The retarded times are estimated
assuming that the noise sources are at r/D = 0 and x/D = 6, where the potential
core is closed, defined by ux/Uj = 0.95. . . . . . . . . . . . . . . . . . . . . . . . . . 123
x
7.23 The amplitude changes of the first six POD coefficients for the first helical mode
(n = 1): dashed, uncontrolled; solid, controlled. Horizontal lines denote the average
amplitudes. The three dots correspond to retarded times at which the integrated
acoustic intensity I(t) peaks on Ω in figure 7.5(b). The retarded times are estimated
assuming that the noise sources are at r/D = 0 and x/D = 6, where the potential
core is closed, defined by ux/Uj = 0.95. . . . . . . . . . . . . . . . . . . . . . . . . . 124
7.24 The amplitude changes of the first six POD coefficients for the second helical mode
(n = 2): dashed, uncontrolled; solid, controlled. Horizontal lines denote the average
amplitudes. The three dots correspond to retarded times at which the integrated
acoustic intensity I(t) peaks on Ω in figure 7.5(b). The retarded times are estimated
assuming that the noise sources are at r/D = 0 and x/D = 6, where the potential
core is closed, defined by ux/Uj = 0.95. . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.25 The amplitude changes of the first six POD coefficients for the third helical mode
(n = 3): dashed, uncontrolled; solid, controlled. Horizontal lines denote the average
amplitudes. The three dots correspond to retarded times at which the integrated
acoustic intensity I(t) peaks on Ω in figure 7.5(b). The retarded times are estimated
assuming that the noise sources are at r/D = 0 and x/D = 6, where the potential
core is closed, defined by ux/Uj = 0.95. . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.26 The real parts of the first two most energetic POD eigenbasis for n = 1: (a) m = 1
and (b) m = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.27 The relative phase angles for n = 1: (a) m = 1 and (b) m = 2; dashed, uncontrolled;
solid, controlled. The three dots correspond to retarded times at which the integrated
acoustic intensity I(t) peaks on Ω in figure 7.5(b). The retarded times are estimated
assuming that the noise sources are at r/D = 0 and x/D = 6, where the potential
core is closed, defined by ux/Uj = 0.95. . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.28 The changes of the POD coefficients for the axisymmetric mode (n = 0) with the
largest energy: (a) amplitudes (same as figure 7.22(a)) and (b) phase angles; dashed,
uncontrolled; solid, controlled. Horizontal lines in figure 7.28(a) denote the average
amplitudes. The three dots correspond to retarded times at which the integrated
acoustic intensity I(t) peaks on Ω in figure 7.5(b). The retarded times are estimated
assuming that the noise sources are at r/D = 0 and x/D = 6, where the potential
core is closed, defined by ux/Uj = 0.95. . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.29 The streamwise variation of the real parts of POD eigenmodes along the lipline: (a)
n = 0,m = 1; (b) n = 0,m = 2; (c) n = 1,m = 1; (d) n = 1,m = 2. Vertical dotted
line denotes the average location at which the potential core closes. . . . . . . . . . . 132
7.30 Instantaneous axisymmetric POD mode at (a) ∆tc∞/D = 17, (b) ∆tc∞/D = 35,
and (c) ∆tc∞/D = 42. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
7.31 POD energetics before and after the control is applied. . . . . . . . . . . . . . . . . . 135
7.32 The amplitude changes of the first six POD coefficients for the axisymmetric mode
(n = 0). The dashed line represents the average amplitude. The three dots corre-
spond to retarded times at which the integrated acoustic intensity I(t) peaks on Ω in
figure 7.5(b). The retarded times are estimated assuming that the noise sources are
at r/D = 0 and x/D = 6, where the potential core is closed, defined by ux/Uj = 0.95.137
xi
7.33 The amplitude changes of the first six POD coefficients for the axisymmetric mode
(n = 1). The dashed line represents the average amplitude. The three dots corre-
spond to retarded times at which the integrated acoustic intensity I(t) peaks on Ω in
figure 7.5(b). The retarded times are estimated assuming that the noise sources are
at r/D = 0 and x/D = 6, where the potential core is closed, defined by ux/Uj = 0.95.138
7.34 The amplitude changes of the first six POD coefficients for the axisymmetric mode
(n = 2). The dashed line represents the average amplitude. The three dots corre-
spond to retarded times at which the integrated acoustic intensity I(t) peaks on Ω in
figure 7.5(b). The retarded times are estimated assuming that the noise sources are
at r/D = 0 and x/D = 6, where the potential core is closed, defined by ux/Uj = 0.95.139
7.35 The amplitude changes of the first six POD coefficients for the axisymmetric mode
(n = 3). The dashed line represents the average amplitude. The three dots corre-
spond to retarded times at which the integrated acoustic intensity I(t) peaks on Ω in
figure 7.5(b). The retarded times are estimated assuming that the noise sources are
at r/D = 0 and x/D = 6, where the potential core is closed, defined by ux/Uj = 0.95.140
7.36 Time-averaged line spectra of the control along the azimuthal direction at (a) r/D =
0.5 and (b) x/D = 1.5. The shaded zone indicates the range of the excited azimuthal
modes at the inflow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
7.37 Temporal spectra of the control at several streamwise locations along the jet lipline.
The shaded zone indicates the range of the forcing StD at the inflow. . . . . . . . . . 142
xii
Chapter 1
Introduction
A high-speed flow is known to generate sound that propagates far from its source at the local
speed of sound. Kovasznay [1] showed that the linearized motion of a compressible fluid consists
of the propagation of entropy, vorticity, and pressure fluctuations. It is the weak interaction of
the modes that produces sound. This implies that sound generation can be inefficient and the
fundamental sound-generating mechanisms of realistic compressible flows are inherently nonlin-
ear and complicated. Therefore, a simple mechanistic description should not be anticipated for
aerodynamically-generated sound in general.
Aerodynamic sound is fundamentally different from classical acoustics [2]. Classical acoustics
is largely concerned with the sound produced by external forces, or by the motion of a solid
boundary, such as a diaphragm and a membrane, under the assumptions that acoustics is linear
and that the effect of fluid viscosity is negligible, except for long-range propagation. On the other
hand, aeroacoustics typically focuses on flow turbulence, with unsteady, nonlinear dynamics, as the
source of sound. Fluid viscosity is fundamental in helping to establish the smallest length scales of
the turbulence [3], but contributes little to the sound-generation process directly [4].
Aerodynamically-generated sound is an important factor for engineering systems. Examples
may be found in the annoying noise created by car side mirrors when driving on a highway and in
the structural failure of an aircraft panel due to acoustic loading. The extreme acoustic environment
for personnel on aircraft carrier decks has also raised large concerns about their health [5]. Noise
could be more important as high-speed civil transport is prevaling in the near future as well as
in the military. Recent interests in wind energy have renewed attention to the rotor blade noise
by wind turbines [6]. Our particular focus is on the noise produced by the jets of civil transport
aircraft.
1
1.1 Jet noise prediction
Noise is an important factor in certifying an airplane. As high-speed aircraft have seen increased
use in the contemporary aviation industry, it has inevitably drawn public attention to its noise
pollution both in the community and in the cabin. Thus, ever more stringent noise regulations are
continually being introduced locally and by nations. There are, in general, three major sources of
aircraft noise: the airframe, the main fan in the engine, and the jet-engine exahust [7]. At take-off,
jet noise remains loudest, so jet noise research, especially its reduction, is an essential part of silent
aircraft design.
Jet noise prediction is a first step for such an effort. However, both theoretical and numerical
approaches suffer from the difficulties caused by jet turbulence as the source of sound; namely that
the radiated acoustic energy is a tiny fraction of the kinetic energy of the turbulent jet, suggesting
the subtlty of noise-producing mechanisms. Additional complexities include effects due to the jet
Mach number, temperature, combustion byproducts in the jet plume, shock and expansion waves
due to imperfect expansion, and forward flight [8]. Although the study of aerodynamic sound
has made significant advancements over past fifty years, a general consensus on sound-generating
mechanisms of the turbulent jet and what constitutes its sound sources has not been completely
established.
1.1.1 Theory of aerodynamically-generated sound
Lighthill’s theory
Lighthill [9] was the first to propose a successful description of aerodynamic sound generation. In
his theory, it is presumed that a turbulent flow is embedded in an unbounded quiescent medium and
sound generation can be strictly separated from its propagation. Then, the governing compressible
Navier–Stokes equations can be rearranged so that an inhomogeneous wave equation for density ρ
in the ambient medium is obtained as
∂2ρ
∂t2
− c2∞∇2ρ =
∂2Tij
∂xi∂xj
, (1.1)
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where the Lighthill stress tensor is
Tij = ρuiuj + [(p− p∞)− c2∞(ρ− ρ∞)]δij − τij . (1.2)
The ambient speed of sound is denoted by c∞, velocity component in the xi direction by ui, static
pressure by p, and viscous stress tensor by τij . Here, the density is crafted to be the acoustic variable
that satisfies the wave equation for convenience. Assuming the source term on the right-hand side
of (1.1) is known somehow, a solution of the inhomogeneous wave equation can be expressed using
an appropriate form of the Green’s function (see, for example, [10]). When turbulent fluctuations
are concentrated in a small region of fluid, with respect to acoustic wavelengths, (1.1) and (1.2)
may provide a useful description for the generation and propagation of turbulence-generated sound.
For instance, under the condition that the source region is acoustically compact (or, equivalently,
that the turbulence Mach number Mt = 〈u′iu′i〉/c∞ ≪ 1) [4] emits sound to an observer at a large
distance x, the solution of (1.1) is written as
ρ(x, t)− ρ∞ ∼ 1
4πc2∞
xixj
x3
∫
1
c2∞
∂2Tij
∂t2
(y, t− |x− y|/c∞) dy, (1.3)
provided the integral converges. For turbulent fluctuations described by a stationary random
process, acoustic intensity spectrum can be calculated using higher-order space–time correlation
tensors of Tij , which may be measured or modeled. Note that the density fluctuation in the radiation
field follows the functional form of Tij , or more precisely its second time derivative, in a turbulent
region with the propagation time difference; thus a steady fluid motion, if not supersonic, is not
capable of generating sound. Representing the source in wavenumber–frequency space places a more
general restriction on which components of Tij can radiate sound [11]. It shows that only certain
components of turbulent fluctuations whose space and time scales satisfy a radiation condition can
generate sound wave to the far field; equivalently, only the component of the turbulent fluctuations
with supersonic phase velocity can radiate sound [11, 4].
One of the weaknesses of the Lighthill’s theory (or the so-called acoustic analogy) is that re-
arranging the governing equations, though it is exact, is not unique, and strictly distinguishing
hydrodynamic (non-radiating) and acoustic variables is not straightforward. Thus, a theoretical
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source, for example in (1.1), may still contain the acoustic dependent variable and certain prop-
agation effects, as argued by Phillips [12]. Consequently, the knowledge of true noise sources is
equivalent to solving the full compressible Navier–Stokes equations. The radiating part of a tur-
bulence noise source is rather difficult to define or identify in the physical space, thereby rendering
its physical interpretation ambiguous.
There have been numerous efforts to generalize Lighthill’s original formulation. Ffowcs Williams [11]
extended Lighthill’s own analysis of (1.1), which led to his U8j law, to a higher Mach number
regime. Earlier studies, such as [11] and [13], pursued modeling the turbulence correlation ten-
sors. Phillips [12] derived a convective form of the wave operator in a reference frame moving at
mean flow velocities to more properly separate sound generation and propagation. Lilley [14] fur-
ther modified the wave propagation operator to include additional propagation effects and thereby
defined acoustic sources in a transversely sheared mean flow (also see [15, 16]). More recently,
Goldstein [17] proposed a more hierarchical interpretation of acoustic analogy for arbitrary base
flows. Including more physics in the propagation operator which defines the acoustic sources seems
to make formulations more robust to the inevitable modeling errors that occur in representing
the turbulence [18, 19]. Despite all these efforts, models with sufficient fidelity and versatility
to predict noise in conjunction with, for example, a Reynolds Averaged Navier–Stokes (RANS)
simulation remain elusive.
Large-scale vortical structures as a source of sound
It has been long known that in turbulent shear flows, even at very high Reynolds number, organized
or coherent large-scale structures exist [20, 21, 22], on which seemingly random and chaotic smaller-
scale turbulent fluctuations are superposed. These structures undergo complicated interactions
with mean flow and other vortical structures, such as pairing processes [23]. Traditional statistical
descriptions of turbulence as random stochastic processes do not unambiguously reveal the physical
role of these structures [24]. The consequences of the interaction involve mixing enhancement,
increased heat transfer, laminar–turbulence transition, noise generation, fluid–structure interaction.
Although flow visualization shows large-scale structures, quantitatively identifying coherent
structures in turbulent flows is in general challenging. Even with predominant dynamic modes
4
present, such as the jet preferred mode [21], incoherent turbulent fluctuations and turbulent disper-
sion of the structures as they convect downstream complicate quantitative eduction processes [25].
Thus, although controlled excitation, phase-locked averaging, statistical decomposition, and spatial
smoothing may be utilized [25], choosing a quantitative measure for detecting coherent structures
is not straightforward
There is direct evidence that the dynamical behavior of large-scale structures can be modeled
analytically by linear stability theory [26]. For instance, the top-hat mean velocity profile near
the nozzle exit is inviscidly unstable via the inflection point instability, amplifying disturbances
as they travel downstream [27]. The exponentially amplified disturbances saturate in the ampli-
tudes and roll up into discrete vortices. The disturbances are typically modeled by space–time
harmonic instability waves in the context of classical hydrodynamic theory [27]. For round jet
flows, initially axisymmetric vortex ring structures support additional instability modes along the
azimuthal direction [28]. The geometric constraint near an axisymmetric nozzle lip supports either
axisymmetric or the first helical mode, while the first helical mode becomes also dominant more
downstream [29, 26].
Because they contain most of the turbulence energy, large-scale turbulence structures are natural
candidates for a mechanistic description of sound generation, at least at the lowest frequencies.
Tam [30] applied the model based on linear stability theory to an perfectly-expanded supersonic
jet and its noise radiation. Mach wave radiation by supersonically moving eddies represented
by wavy walls was proposed as a possible noise-generation mechanism in very high-speed jets,
followed by Tam & Morris [31], Tam & Burton [32, 33], emphasizing the linear mechanism between
turbulence and its radiated sound. Michalke & Fuchs [34] showed that lower-order instability
modes in the azimuthal direction efficiently produce noise using the Lighthill’s theory. This implies
the importance of coherent vortex-ring-type structures in noise generation. Based on the “wave-
antenna” model of Crow [35], Ffowcs Williams & Kempton [36] predicted sound radiated from
modulated wave packets whose amplitudes grow, saturate, and eventually decay. Crighton &
Huerre [37] showed that the directive radiation of high-speed jet noise may be predicted using
modulated wave models. The existence of instability-like wave packets is verified, for example,
experimentally by Suzuki & Colonius [38] and by Freund [39] using direct numerical simulation.
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The models discussed above may be more intuitively understood considering the life cycle of
physical turbulent structures. They are intrinsically different than the Lighthill’s sources for being
acoustically non-compact and for not being easily described by turbulence statistics and multipole
expansions. They might be used to explain the noise-generating mechanisms of subsonic jet flows
in which eddies are not in a supersonic motion; the streamwise amplification–saturation–decay of
fluctuation energy and the broadening of wavenumber spectra put some fraction of energy into
radiation-capable components, making them couple to the acoustic far field and, thus radiating.
However, other than qualitative agreement in gross characteristics of radiated sound and a resonably
good quantitative agreement in the low-frequency sound at the low radiation angle, they do not
provide a reliable tool to predict turbulence-generated sound with a sufficient fidelity.
Vortex pairing was earlier regarded as an important noise source [36, 40, 41, 42], at least for
initially laminar jets. Hussain [43] and Bridges & Hussain [44, 45] argued that the pairing cannot
be a dominant source for realistic turbulent jets since the pairing process is usually completed
well upstream of the end of the potential core. Another potential noise source for subsonic jets
is the nonlinear interaction between linear instability modes, otherwise independently radiating
in a relatively inefficient manner [46, 47, 48]. For forced subsonic jets, the coupling between two
large-scale motions, with different frequency and azimuthal wave number, can sometimes yield an
acoustically-efficient interaction mode. It is not clear, however, that this mechanism is relevant for
natural jets with broad disturbance spectra. Also, studies have supported evidence of intermittently
large-amplitude sound emission or acoustic burst for turbulent jets [49, 50, 51, 52, 53]. This is
usually related to natural turbulent jets demonstrating quasi-random, intermittent behavior in
both space and time near the end of the potential core. This will be a key component of the
present study, since the control we design and implement ends up specifically targeting these loud
events. Cavalieri et al. [54] assessed the effect of space–time jittering on modulated wave packets
and found acoustic radiation can be significantly amplified by the perturbation, especially at lower
radiation angles. This effect is potentially at the core of the success of our control.
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1.1.2 Direct computation of turbulent jet noise
In this section, several widely used computational aeroacoustics (CAA) techniques are briefly re-
viewed and their technical implications are discussed. This section provides the background for our
high-fidelity simulation tools discussed in chapter 4 in further details.
Near field simulation
The fidelity of aeroacoustic simulations in which sound is computed directly from an explicit rep-
resentation of the unsteady turbulent motions in the flow relies on the capability of numerical
methods to accurately represent these fluctuations. Direct numerical simulation (DNS) provides
reliable representation of turbulent jet flows and their radiated sound [55, 39]; however, the cost of
resolving in space and time all turbulence scales of jet flows of practical interest is impractical except
for targeted investigations. The spatial resolution requirement for DNS increases with Reynolds
number [3]. The Reynolds number of a realistic jet-engine exhaust usually exceeds 106 ∼ 107,
whereas current resource restricts DNS to have . Re = 104. Large-eddy simulation (LES) is an
attractive alternative to DNS for predicting turbulence and turbulence-generated sound. Since only
the relatively large energy-containing scales are directly resolved on a computational grid, while
sub-grid-scale motions are modeled, the resolution burden is drastically reduced. Its application for
predicting turbulence-generated sound [51, 56, 57] has shown encouraging agreements with exper-
imental measurements. Although a grid-resolution requirement for energy-containing scales is still
very demanding for a realistic high-Reynolds-number flow, LES has been regarded as an efficient
and feasible methodology for a high-fidelity noise simulation [58].
Turbulent jet noise at a low Mach number is often described using two characteristic length
scales [59]: the turbulent characteristic eddy size l and the acoustic wavelength λ = O(l/Mt). This
aspect as well as the subtlety of sound generation demand the use of CAA techniques for increased
accuracy and stability [60] than those of conventional computationl fluid dynamics (CFD). Although
high-order discretization schemes are generally recommended, careful examinations on their spectral
representations in both space and time are more important for high resolution [60]. This strongly
suggests that a non-dissipative (centered) and non-dispersive scheme should be used to limit the
numerical artifacts on the predicted solution. When such a scheme is applied, small-amplitude
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acoustic waves can be simulated with less attenuation and dispersion errors as they propagate in a
simulation domain.
A number of discretization schemes suitable for aeroacoustic simulations have been proposed so
far. Technical details and their implication for aeroacoustic simulations are extensively documented
in several recent reviews [60, 61, 19, 62]. For the spatial discretization, finite difference has been
preferred for its flexibility of controlling numerical accuracy on structured grids. The scheme is
usually optimized for better spectral properties at the cost of attaining the highest formal order
of accuracy for a given stencil, including the family of Pade´-type finite difference [63, 64, 65] and
explicit optimized scheme based on an integral criterion [66, 67, 68]. Among them, the dispersion-
relation-preserving (DRP) scheme [66] is particularly noteworthy since both spatial and temporal
discretizations are simultaneously optimized for discretely predicting the analytic wave propagation
speed.
Compared to finite element or finite volume methods, finite difference is rather cumbersome
to achieve global conservation, which is important for accurate LES solutions [69]. Staggered
alignment of flow variables [70], unlike in incompressible regime [71], does not completely suppress
the nonlinear instability since kinetic energy is not an analytically conserved quantity. A skew-
symmetric representation of nonlinear convection terms can achieve the global conservation in a
discrete sense [72, 73]. Also, most aeroacoustic problems of interests involve at least mildly complex
geometry, which cannot be simply described the Cartesian or cylindrical coordinates. When finite
difference is incorporated, a common CAA practice is to solve governing equations in transformed
coordinates [60]. The geometric complexity is retained in transformation metrics, which can be
analytically or numerically computed. In this way, numerical accuracy can be easily increased to a
higher order. A similar approach was used for a leading-edge receptivity, [74] sudden expansion of
a transonic duct flow [75], shock-screech noise prediction [76], near-nozzle calculation of a nozzle
chevron [77].
Accurate and stable boundary conditions remain an active challenge for simulations of compress-
ible turbulence, as the boundary must simultaneously allow sound and vorticity to leave the domain
with minimal acoustic reflection [78]. are classified and discussed in recent reviews [79, 60, 80].
Absorbig buffer zones [81, 82] are frequently used to buffer the interior solution from boundary
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condition induced artifacts.
Far-field acoustic prediction
In principle, the high-fidelity Navier–Stokes equation solver may be used throughout an entire
simulation domain to predict both turbulence and its radiated sound field. However, it is compu-
tationally too expensive to simulate the jet turbulence and its radiated sound out to the distances
(∼ 100 jet diameters) where the sound is typically measured experimentally. This difficulty can be
overcome by considering the propagation mechanism of aerodynamic sound; away from a jet mixing
region, hydrodynamic fluctuations decay exponentially fast and the acoustic field propagation is
well described by a simple wave equation. Thus, the computational cost can be reduced by solving
these simpler governing equations. For example, the acoustic analogy discussed in section 1.1.1
can be used to predict radiated sound. This approach utilizes near-field turbulence data directly
computed by a high-fidelity simulation to form equivalent source terms. Once the sound sources are
calculated, radiated sound can be predicted by solving the inhomogeneous wave equation, for ex-
ample, (1.1). A good agreement is found for low- Mach-number trailing-edge flow [83] and subsonic
turbulent jet [39, 84].
One of more efficient approaches computing sound far from turbulence is to use an integral
surface encompassing the unsteady mixing region such as a Kirchhoff surface [10] or a Ffowcs
Williams and Hawkings surface [85]. The Kirchhoff and Ffowcs Williams and Hawkings approaches
each place a closed surface near the jet on which data are collected, and those data are projected
to the acoustic far field using analytical techniques. The primary difference between the two
approaches concerns suface placement: the Kirchhoff surface must be placed in a region where the
flow dynamics are effectively linear and inviscid, while the Ffowcs Williams and Hawkings surface
can be located in the turbulent region itself. Once an integral surface is chosen sufficiently far from
apparent noise sources, the Ffowcs Williams and Hawkings integral can be efficiently computed
without the volume quadrupole contribution. Both approaches may accurately predict far-field
sound radiated by turbulence provided that relevant computational parameters are chosen.
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1.1.3 Implication for jet noise control
As pointed out at the beginning of this section, jet noise prediction constitutes only the first step
toward jet noise control. For the design of more robust and effective jet noise controllers, it is
generally regarded that a prediction-based strategy is required. The aeroacoustic theory and com-
putational aeroacoustics techniques discussed above can provide useful information on the radiated
sound and the jet turbulence; however, without the concrete knowledge of sound-generating mech-
anisms for turbulent jet flows, prediction alone cannot guide noise-reduction research. Rather,
it should be augmented by additionally elucidating fundamental sound-generating mechanisms of
turbulent jet flows.
There are a number of sound-generating mechanisms proposed for turbulent jet noise [86, 87, 43],
including those discussed in section 1.1.1 which focus on the role of large-scale vortical structures.
However, the existence of such mechanisms has not been clearly evidenced yet. Several identification
techniques have been proposed so far [88, 49, 89, 90, 91]. However, it is not obvious whether they can
lead to unambiguous detection of the sources, especially in physical space. In this study, we apply
an optimal control algorithm for that purpose, which has been shown effective for two-dimensional
subsonic free shear flows [92].
1.2 Jet noise control
High-speed jet noise received immediate attention due to the notoriously loud earlier turbojet
engines in 1930s, giving rise to increased interests in the noise reduction research. The exces-
sive noise level at landing and take-off as well as other technical, economic, and environment
concerns significantly restricted the continuous service of supersonic commercial jets such as the
Ae´rospatiale/British Aerospace Concorde and Tupolev Tu-144 “Charger”. In 2010, the National
Aeronautics and Space Administration (NASA) and the Lockheed Martin Corporation have started
to investigate the conceptual design of a next-generation supersonic cruise aircraft. In their de-
sign, lower noise emission was emphasized as important as the fuel efficiency, more sophisticated
aerodynamic treatments for supersonic flight.
Earlier efforts for jet noise reduction research focused on a progressive increase of engine bypass
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ratio for a turbofan engine, simultaneously avoiding the unwanted penalty on the aircraft thrust and
the operational efficiency. Although some of earlier noise-reduction strategies have been successful
and significant noise reduction in the decibel scale has been obtained for the past decades, it has to
be stressed that most of the noise-reducing efforts so far have been essentially based on parametric
experiments or cut-and-try approaches. This is largely attributed to the complexity of turbulence
as a source of sound and to the subtlety of sound production mechanism [4]. Further, several noise-
reduction strategies, such as internal and lobed mixers, carry significant performance penalities
that may not be viable for economically efficient operation [93].
1.2.1 Review of previous work
This section briefly summarizes recent efforts on reducing jet noise. The control strategies are
usually classified as passive and active, depending on whether additional energy is supplied (or
removed) to the flow system being controlled, or open- and closed-loop, depending on the existence
of feedback signals. Most of the efforts involve applying the controls near the nozzle exit or farther
upstream. Because jet noise is generated primarily downstream of the jet-engine nozzle exit, the
nozzle itself has seen significant modification to attempt to reduce the jet noise.
Altering the nozzle exit geometry or installing additional devices has often been pursued not
only in jet noise reduction but also in turbulent jet control. Examples include nozzle serrations
(also called chevrons), tabs, beveling, and vortex generators [7, 94]. Recently, the chevron has been
widely investigated as a promising noise-reducing device with little performance penalty (0.25%)
on the engine thrust [94]. The enhanced mixing is believed to be a reason for noise reduction [95]
via the generation of streamwise vorticity, though its detailed mechanism is not completely un-
derstood. Laboratory experiments and flight tests equipped with optimized nozzle chevrons have
demonstrated encouraging noise reduction of 2-3 dB and they have been commercially implemented
on the Boeing 787.
In the active control of jet noise, a variety of control strategies have been proposed so far, includ-
ing microjets [96], water injection [97], and arc-filament plasma actuators [98]. These techniques,
using fluidic injection and Joule heating, often achieve modest noise mitigation.
As mentioned above, passive and active controls are usually based on empiricism and thus lack
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a direct link between the control effect and the reduction in the generated sound. Besides, the
detailed mechanism is largely complicated by the jet turbulence which is more chaotic and less cor-
related. Some of the physical mechanisms such as those represented by the growth of the large-scale
vortical structures persist even at very high-Reynolds-number turbulent flows and still play cru-
cial dynamical roles; this may suggest that control strategies targeting hydrodynamic instabilities
can be as successful as those for laminar jet flows [27], and their fundamental mechanisms can be
described in an analytically more tractable manner. However, turbulent dispersion and fine-scale
turbulence often complicate this approach as well. Some heurestic arguments are available, but
they are not really sufficient to determine the best design conditions and discuss the fundamental
noise-generating mechanisms.
Furthermore, it is generally challenging to reduce jet noise in the frequency range of interest and
at every radiation angle. For instance, the widely investigated tab device in 1990s usually increased
high-frequency noise significantly, albeit with some reduction in low-frequency component [94].
Assessing the impact of control parameters such as the number of chevrons, their azimuthal spacing,
and the penetration depth [99], and performing parametric optimization generally are useful, but
they do not improve understanding of the control for the fundamental sound mechanisms, as would
be so useful to pursue futher reductions.
1.2.2 Aeroacoustic control optimization
Wei & Freund [92] applied the adjoint-based optimization for aeroacoustic control on a two-
dimensional mixing layer, which serves a model for a flow near a nozzle. Their optimal control
demonstrated a 92% (11 dB) reduction in their sound cost functional for an internal-energy type
controller. They showed that the mechanism of the noise reduction was by modifying the fun-
damental noise-generating process associated with flow instability, not a simple anti-sound noise
cancelation. Their use of the proper orthogonal decomposition revealed that the noise-controlled
flow becomes similar in terms of its regularity to a harmonically-excited mixing layer, which is
quiet due to the inefficient character of its sound sources.
The related study of Cavalieri et al. [100] further substantiated this finding. By analyzing on
the DNS data of Wei & Freund [92], it was found that a significant portion of noise reduction was
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obtained by suppressing discrete large-amplitude acoustic peaks at shallow radiation angles from
intermittent shear-layer vortex dynamics, which were linked with tripling vortex merging. The
similar intermittency due to the interaction of the large-scale structures and subsequent abrupt
increase in noise radiation have been reported by previous studies [49, 52, 53, 101] Therefore, the
role of the optimal control found by Wei & Freund [92] has been explained on a more physical
basis.
Applying the adjoint-based optimization to turbulent jet noise control, however, is not straight-
forward; practically, the computational cost is quite demanding since the entire space–time re-
solved jet turbulence as well as its adjoint solutions should be stored. Moreover, the analysis of the
two-dimensional noise-controlled mixing layer suggests that, for the noise reduction, the optimal
adjoint-based control targets specific hydrodynamic events [100], which involve a subtle dynamics
of large-scale vortical structures.
1.3 Accomplishments
The major accomplishments of this study are the following.
• A high-fidelity, massively-parallel, overset-grid simulation tool in generalized curvilinear co-
ordinates is developed and verified for the compressible Navier–Stokes equations and their
adjoint. For compressible turbulence simulations, the filtered Navier–Stokes equations are
solved and sub-grid-scale dissipation is dynamically determined. A predictive tool for far-
field acoustic radiation based on the Ffowcs Williams and Hawkings acoustic analogy is
implemented and verified.
• A large-eddy simulation of an axisymmetric Mach 1.3 cold jet is performed to establish a
baseline, uncontrolled state for noise control. Near-field turbulence and far-field acoustics
are extensively verified against available experimental and numerical simulation data. A
reasonably good agreement is obtained.
• The adjoint-based optimization is applied to the Mach 1.3 turbulent jet to find a control
reducing its radiated sound and investigate the noise-generating mechanism. Overall, the
sound cost functional is reduced by 15% at the second line search. The control works in such
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a way that it suppresses the intermittently loud acoustic radiation. The intermittent acoustic
event is constituted largely by axisymmetric and the first helical components of sound directed
to the lower radiation angles. The far-field acoustic radiation is also reduced at every angle
investigated without showing adverse increase of noise at higher frequency range, as often
observed for other noise-control strategies. The maximum sound pressure level reduction is
5.6 dB at 30◦ angle and approximately for the jet column mode frequency. The overall sound
pressure level is reduced by 1.6 dB at 30◦ angle.
• The control effectiveness in reducing the sound radiation is highly sensitive to whether the
controlled time period contains intermittently loud acoustic radiation. Also the phase relation
between the noise-reducing control and the jet turbulence is important. Thus, the control
targets specific intermittent acoustic events to reduce the noise.
• The modification of near-field jet turbulence is subtle, similar with the two-dimensional noise-
controlled free shear flow of Wei & Freund [92]. Turbulence statistics and spectra demonstrate
the existence of large-scale vortex coalescence and its suppression when the noise-reducing
control is applied. The analysis using a proper orthogonal decomposition based upon the
fluctuating near-field pressure further supports the scenario for the vortex coalescence as the
intermittent sound source.
• The noise-reducing control is localized in both space and time. Most of the control energy
is used to remove the tearing-like vortical motion, which in turn suppresses the subsequent
vortex coalescence to reduce the noise radiation.
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Chapter 2
Optimal Control Formulation
To achieve a specific control objective, adjoint-based optimization utilizes the governing equations—
in our case Navier–Stokes equations—and their adjoint to provide a definite direction, i.e. the
gradient, for improving a control in a control space. A key advantage of using the adjoint in this
approach is its relative insensitivity to the number of control parameters. The gradient informa-
tion is obtained by solving the (properly formulated) adjoint equations. Then, a gradient-based
search algorithm can be used to relatively quickly identify a local minimum of a control objective
functional.
In this chapter, we present the optimal control formulation without direct reference to the
details of the governing Navier–Stokes equations and their adjoint. Chapter 3 provides the specific
equations and their discretization.
2.1 Control objective
The objective of the current optimization is to reduce the noise emission of a turbulent jet. We
seek a control input to this dynamical system that, at least locally, minimizes the defined cost
functional, which quantifies the control objective. Exploring a global minimum is a difficult task
in general, especially for a nonlinear system such as a turbulent jet; trying a series of randomized
initial control or perturbing a local minimum is sometimes able to locate a global minimum [102].
In this study, however, the existence of a global minimum or how to search for its location is not
pursued. Rather, if a state of a significantly reduced cost is found, our search will be deemed
successful without being regard to whether or not it is a global minimum.
The control and the cost functional are restricted to have support only in actuator region Γ
and target region Ω, respectively. The cost functional is a quantitative measure of the feature of
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interest of the underlying dynamical system. In general, the cost functional denoted by J can be
written as
J = J (~q, ~F ), (2.1)
where ~q is the state vector of the system and ~F is the external control to be optimized. The control
~F is usually included as a price term, which penalizes the cost functional.
With J so defined, the change in the control cost δJ is a function of the change of the state
δ~q and the change of the control δ~F :
δJ =
(
∂J
∂~q
)
~F
δ~q +
(
∂J
∂~F
)
~q
δ~F . (2.2)
Knowing the entire δJ in a function of δ~q and δ~F may, in principle, lead us to a state of
a minimum cost, which is equivalent to exploring mini=1,...,n J (~q(~F i), ~F i) in a control-parameter
space of dimension n. However, when the space–time dimension is enormous (i.e. n ≫ 1), as is
often the case, collecting the necessarily large number of realizations of ~q, corresponding to changes
in the control ~F , to construct a complete map of J with accuracy is impractical. This is especially
the case when a turbulence simulation is necessary for the cost; the computational expense remains
prohibitive.
Therefore, a control algorithm without being heavily affected by the dimensionality of a prob-
lem is particularly of interest. Adjoint-based control formulation provides a useful approach in this
regard. A control algorithm is formulated so that the adjoint of the governing equations provides a
definite direction in which J is most sensitive to the applied control ~F . In other words, this corre-
sponds to a gradient of J with respect to ~F in a control-parameter space. The gradient information
is useful when incorporated with a line-search algorithm to improve ~F for significantly reducing
the efforts of evaluating J , compared to the direct approach discussed in the last paragraph.
Our current objective is to control a physical phenomenon (the turbulent jet noise radiation).
However, adjoint-based methods are also widely used for objectives such as automatic mesh refine-
ment in which case the cost functional will also involve the discrete mathematical representation
of the system [103], aerodynamic shape optimization [104], and estimation of the modeling error
for a dynamical system [105].
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2.2 Control formulation
2.2.1 General derivation
The governing equation of the dynamical system of interest is written simply in an operator form
N (~q) = 0. (2.3)
The governing equation operator N applied to ~q produces a column vector operator the same size
as ~q. A controlled dynamical system is then modeled using a general right-hand side forcing term
~F (x, t). Since the forcing has a support only in the actuation region Γ, we define C(x) such that
C(x) =

1 for x ∈ Γ
0 for x /∈ Γ
Then, the forced governing equation valid over the domain of interest is
N (~q) = C(x)A(~q)~F . (2.4)
The matrix A is devised to apply the control ~F appropriately within the N system. Its specific
representation will be discussed later. For simplicity, we define an additional governing equation
operator M(~q, ~F ) to be
M(~q, ~F ) = N (~q)− C(x)A(~q)~F = 0, (2.5)
and this particular form of the governing equation will be used to formulate the optimization
procedure.
The functional dependence of M(~q, ~F ) implies that its variation is zero,
δM(~q, ~F ) =
(
∂M
∂~q
)
~F
δ~q +
(
∂M
∂~F
)
~q
δ~F = 0, (2.6)
which can be used to constrain δJ in (2.2). A Lagrange multiplier, denoted by ~q†, is introduced
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and the variation of the Lagrangian Λ is formed as
δΛ = δJ − ~q† · δM
=
[(
∂J
∂~q
)
~F
− ~q† ·
(
∂M
∂~q
)
~F
]
δ~q +
[(
∂J
∂~F
)
~q
− ~q† ·
(
∂M
∂~F
)
~q
]
δ~F , (2.7)
where the dot product represents an integral norm over the entire space–time domain, as defined
in [92]; for example,
~a · ~b =
∫ t1
t0
∫
R3
aTb dxdt. (2.8)
Since δM = 0, (2.7) may be written as
δJ =
[(
∂J
∂~q
)
~F
− ~q† ·
(
∂M
∂~q
)
~F
]
δ~q +
[(
∂J
∂~F
)
~q
− ~q† ·
(
∂M
∂~F
)
~q
]
δ~F . (2.9)
If ~q† is chosen such that the first term on the right-hand side is zero, δJ can be directly related to
δ~F , independent of δ~q. Therefore, the control variation that changes J can be computed regardless
of complexity of the dynamical system. The δq term then does not have to be evaluated in (2.9),
which makes the scheme practical for large systems. Thus, from (2.9), ~q† should solve
(
∂J
∂~q
)
~F
δ~q = ~q† ·
(
∂M
∂~q
)
~F
δ~q, (2.10)
which is the adjoint equation. Once the specific form of J andM (or equivalently,N ) is determined,
(2.10) can be recrafted to a more useful form by integration by parts.
2.2.2 Aeroacoustic sound minimization
The dynamical system of interest here is governed by the compressible Navier–Stokes equations.
Thus hereafter,M (or equivalently, N ) in (2.4) and (2.5), indicates the compressible Navier–Stokes
equation operator with a general source term. The operator does not assume any particular form
of the governing equations, such as conserved or advective form (see [73], for example). However,
the right-hand side forcing ~F must be applied in a consistent manner with the choice ofM and ~q.
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In the present study, we use the primitive flow variables for ~q:
[ρ, u, v, w, p]T , (2.11)
or
[ρ, ui, p]
T , (2.12)
where i = 1, 2, 3 in a three-dimensional space. Here, ρ is fluid density and p is static pressure of the
fluid, and u, v, and w are fluid velocity components in the x-, y-, and z-directions, respectively. We
choose M to be the conserved form of the compressible Navier–Stokes equation operator, right-
multiplied by a variable transformation matrix ∂ ~Q/∂~q, where ~Q is a vector of the conserved flow
variables in our formulation:
[ρ, ρu, ρv, ρw, ρE]T , (2.13)
or
[ρ, ρui, ρE]
T . (2.14)
Therefore, each element of ~F corresponds to a general source term in the continuity, xi-momentum,
and total energy equations, respectively,
[fρ, fρu, fρv, fρw, fρE ]
T , (2.15)
and, accordingly, the matrix A is

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
T∞/γ u v w 1

, (2.16)
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where T∞ is the ambient static temperature and γ = Cp/Cv is a ratio of the specific heats. The
adjoint variable ~q† is defined in a similar way as in (2.11):
[
ρ†, u†, v†, w†, p†
]T
, (2.17)
or [
ρ†, u†i , p
†
]T
, (2.18)
although each adjoint variable does not necessarily imply a physical meaning in regards of the
corresponding flow variable; it is rather a mathematically-defined quantity to satisfy (2.10). Full
details of the governing equations and their adjoint will be presented later.
For aeroacoustic optimization, a viable cost functional J to be minimized is the integral acoustic
intensity over the target region Ω and the control horizon t0 ≤ t ≤ t1:
J (~q, ~F ) =
∫ t1
t0
∫
R3
W (x)[p(x, t)− p¯0(x)]2 dxdt
=
∫ t1
t0
I(t) dt,
(2.19)
where p¯0(x) is the time-averaged static pressure before any control is applied, and W (x) is defined
in the same way as (2.4) in Ω as
W (x) =

1 for x ∈ Ω
0 for x /∈ Ω.
Although we do not do so here, the cost can be also penalized by the strength of the applied control
~F [92].
Now that a specific form of J is selected, the equation defining the Lagrange multipliers, (2.10),
can be described in detail. The left-hand side of (2.10) is
(
∂J
∂~q
)
~F
δ~q =
∫ t1
t0
∫
R3
δqT2W (x)[p(x, t)− p¯0(x)]
(
∂p
∂q
)T
F
dxdt, (2.20)
20
and the right-hand side is
~q† ·
(
∂M
∂~q
)
~F
δ~q =
∫ t1
t0
∫
R3
{
(q†)T
(
∂M
∂q
)
F
δq
}
dxdt
=
∫ t1
t0
∫
R3
{
(q†)T
(
∂N
∂q
)
F
δq − C(x)(q†)T
(
∂AF
∂q
)
F
δq
}
dxdt. (2.21)
The final integral in (2.21) matches 〈M′(q)q′, q∗〉 in Wei & Freund [92] due to the same definition
of the space–time inner product in (2.8). Therefore, when we apply the integration-by-parts to
(2.21), the adjoint equation operator M† has the exactly same form as Wei & Freund [92] as well
as the boundary terms b. Integrating-by-parts yields
~q† ·
(
∂M
∂~q
)
~F
δ~q = −
∫ t1
t0
∫
R3
δqTN †(q†) dxdt+ b−
∫ t1
t0
∫
R3
δqTC(x)A†(q†)F dxdt. (2.22)
In the final integral, the matrix A† is defined as
A† =

0 0 0 0 0
0 p† 0 0 0
0 0 p† 0 0
0 0 0 p† 0
0 0 0 0 0

. (2.23)
The b in (2.22) represents all boundary terms appearing in the integration-by-parts, and the formu-
lation is crafted so that it becomes zero, as described in the following. Upon defining the adjoint
Navier–Stokes equation operator as M†,
M†(~q†) = N †(~q†) + C(x)A†(~q†)~F , (2.24)
(2.22) simplifies to
~q† ·
(
∂M
∂~q
)
~F
δ~q = −
∫ t1
t0
∫
R3
δqT
[
N †(q†) + C(x)A†(q†)F
]
dxdt
= −
∫ t1
t0
∫
R3
δqTM†(q†) dxdt. (2.25)
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The results of (2.20) and (2.25) can be substituted into (2.10) to yield
∫ t1
t0
∫
R3
δqT2W (x)[p(x, t)− p¯0(x)]
(
∂p
∂q
)T
F
dxdt = −
∫ t1
t0
∫
R3
δqTM†(q†) dxdt. (2.26)
The integrands are equated to yield
M†(~q†) = −2W (x)[p(x, t)− p¯0(x)]
(
∂p
∂~q
)T
~F
, (2.27)
which is solved for ~q† to eliminate the first term on the right-hand side of (2.9). By our choice of
the primitive variable for q,
∂p
∂q
= [0, 0, 0, 0, 1] . (2.28)
Here, (2.9) can be further simplified for the aeroacoustic sound minimization. Since q† removes
the first term on its right-hand side, it is simplified to
δJ =
[(
∂J
∂~F
)
~q
− ~q† ·
(
∂M
∂~F
)
~q
]
δ~F . (2.29)
For the current non-penalized J , (
∂J
∂~F
)
~q
= 0 (2.30)
and by the definition of M, (
∂M
∂~F
)
~q
= −C(x)A(~q), (2.31)
so (2.29) becomes
δJ = C(x)~q† · A(~q)δ~F , (2.32)
which can be written more explicitly as
δJ =
∫ t1
t0
∫
R3
C(x)(q†)TA(q)δF dxdt. (2.33)
Therefore, the sensitivity information of the control optimization is given by
δJ
δ~F
= C(x)~q† · A(~q). (2.34)
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Our specific choice of ~q† in (2.17) and A(q) in (2.16) leads to
δJ
δ~F
=
[
C(x)
(
ρ† +
T∞
γ
p†
)
, C(x)
(
u† + up†
)
, C(x)
(
v† + vp†
)
, C(x)
(
w† + wp†
)
, C(x)p†
]
. (2.35)
The final result (2.35) is exactly same as the gradient derived by Wei & Freund [92] using the
duality of the linearized Navier–Stokes equations.
2.2.3 Constrained control formulation
The formulation discussed in section 2.2.2 is used to find a state of the local minimum of J and
its associated control ~F . However, the space-time distribution of the control computed is not
necessarily smooth or described by analytic functions. Also, the dimension of ~F (x, t) in space and
time is usually very large. Implementing the optimal controller in hardware, therefore, does not
seem to be straightforward, especially for turbulent jet noise. Thus, the formulation in section 2.2.2
is extended so that a control can be optimized under certain prescribed constraints determined by
specific hardware requirements.
Constrained optimization can be formulated first by factoring the control ~F (x, t) into space
and time dependent components as
N (~q) = C(x)A(~q)G(x)H(t). (2.36)
Either G(x) or H(t) can be constrained by prescribing profiles. For example, for a prescribed
spatial profile G(x), the sensitivity of δJ with respect to δH is
δJ
δH
=
∫
R3
C(x)G(x)(~q†)TA(q)dx. (2.37)
Using this sensitivity information, only a temporal profile of the control H(t) is optimized to
minimize J , while keeping the spatial profile G(x). In the same manner, the optimization under
a temporal constraint can be formulated. For a prescribed constraint function H(t), the gradient
with respect to G(x) is given by
δJ
δG
= C(x)
∫ t1
t0
H(t)(~q†)TA(q)dt. (2.38)
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The constraint becomes more specific when a functional form of G(x) or H(t) is prescribed. The
constrained function G(x) or H(t) can have an analytic profile; for example, H(t) can be described
to model the temporal characteristics of the arc-filament based plasma actuator [106] as a series of
rectangular pulses via
H(t) = h(τ/T )
τ
T
{
1 + 2
N∑
n=1
sin[nπ(τ/T )]
nπ(τ/T )
exp
[
−(nωc)
2
4a
]
cos(nωct)
}
, (2.39)
where h is the height of the pulse, τ/T the active duty cycle, and ωc = 2π/T . Additional parameters
N and a are used to describe the shape of the rectangular pulse; their large values result in a more
rectangular profile. In this formulation, ωc or τ/T may become an optimization parameter by
simultaneously constraining G(x) and H(t).
2.3 Gradient-based line-search minimization
The gradient (2.35) derived in section 2.2 is particularly attractive since it provides a definite
direction for a line-search algorithm in a control space, usually with very large dimensions. Along
that generalized direction, the cost functional changes most rapidly. Although the use of the
gradient information does not always guarantee a global extremum (e.g. spurious minima, etc.), it
is generally recommended to be used when it is available [102].
Previous studies have successfully used a standard conjugate gradient algorithm (also known
as Fletcher-Reeves-Polak-Ribiere algorithm) along with Brent’s algorithm [102]. Brent’s algorithm
uses the gradient information to facilitate the convergence in identifying a local minimum of J
along the direction found by the conjugate gradient method.
The gradient-based line minimization seeking an optimal control follows these steps:
1. Using the previously optimized control ~F
(k−1)
, calculate the flow variables (2.11) and the
cost functional (2.19),
2. Calculate the adjoint variable (2.17), and compute the gradient (2.34),
3. Apply Brent’s algorithm to locate a minimum point of J , and the generalized distance α in
the gradient direction,
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4. Apply the conjugate gradient algorithm to update the control in the gradient direction, and
5. Repeat above procedure until the conjugate gradient converges.
In the conjugate gradient algorithm used in this study, the control is updated by the following way,
with the superscript k indicating the current conjugate gradient iteration number:
~F
(k)
= ~F
(k−1)
+ α(k)~h
(k)
, (2.40)
where ~h
(k)
is a generalized direction in a control space orthogonal to all the previous directions
~h
(j)
where 0 ≤ j < k:
~h
(k)
= ~g(k) + γ(k)~h
(k−1)
, (2.41)
and
γ(k) =
(~g(k) − ~g(k−1)) · ~g(k)
~g(k−1) · ~g(k−1)
, (2.42)
with
~g = −δJ
δ~F
. (2.43)
In the implementation, ~h is initialized by ~h
(0)
= ~g(0), similar to the method of steepest descent.
Practical implementation of the conjugate gradient algorithm consists of repeatedly integrating
the forward and adjoint Navier–Stokes equations over the time interval corresponding to the con-
trol horizon defined in regards of (2.19). The adjoint equations parametrically depend upon the
space–time resolved flow solutions. Recalculating or storing the forward solutions in the control
horizon poses a practical computational or storage problem, respectively. Occasionally saving and
recalculating the forward solutions (a checkpointing algorithm) can alleviate this problem [107].
Instead, it is done efficiently and with sufficient accuracy by saving them at some fraction of mesh
points and time steps, and then interpolating these data as they are needed by the adjoint-system
solver. The forward solutions are linearly interpolated in time and there is no spatial interpolation.
Tests demonstrate that this can be done efficiently with negligible difference in the optimization
process [92]. More details will follow in chapter 7.
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2.4 Consistency and accuracy of the adjoint solution
The solution of the adjoint Navier–Stokes equation (2.27) as a control sensitivity for the optimiza-
tion formulation is asssessed for consistency and accuracy. They are examined by comparing the
jet acoustic reponse to the control of a small magnitude and the estimated noise reduction in the
control space. The change of the cost functional δJ is written using the chain rule as
δJ = δJ
δ~F
· δ
~F
δα
δα. (2.44)
For a control of a small magnitude or equivalently, α≪ 1, (2.44) can be approximated by
J − J (δ~F = 0)
α
≈
[
C(x)~q† · A(~q)
]
· ~h, (2.45)
where (2.19), (2.34), and (2.40) are used. At every line search, (2.45) is evaluated to see if the left
and the right-hand-side match with each other and the result is discussed in chapter 5. This serves
a consistency test of whether the calculated sensitivity information in the control parameter space
achieves the predicted change of the cost functional in the physical space.
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Chapter 3
Governing Equations
In this chapter, we present the specific governing equations as they are formulated within the
adjoint optimization framework and the numerical solver. Their discretization will be discussed in
detail in chapter 4.
3.1 Compressible flow equations
The three-dimensional Navier–Stokes equations for a compressible fluid are first recast in general-
ized curvilinear coordinates via a mapping between a physical and a computational space. This
mapping is specified to be non-singular and time-dependency is formally retained:
x = X(ξ, τ) with its inverse ξ = Ξ(x, t), (3.1)
so that X−1 = Ξ. Also, the transformation Jacobian, J = det(∂Ξi/∂xj) is positive definite so
that the mapping is always well-defined. In this study, we take time to be invariant during the
transformation so t = τ .
Written compactly, the transformed governing equations are
∂
∂τ
(
Q
J
)
+
∂F i
∂ξi
=
S
J
, (3.2)
where Q is defined in (2.14) and S represents a volumetric source. This is known as a “strong
conservation form” [108] of the governing equations; implication for its numerical solution and a
specific way to derive this form in practice are discussed in section 3.3. Note that repeated indices
as in (3.2) imply summation throughout this study. We also specify that a subscripted variable
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represents differentiation with respect to that variable, so (3.2) is equivalent to
(
Q
J
)
τ
+ (F i)ξi =
S
J
. (3.3)
Variables are non-dimensionalized by a length scale D and ambient quantities denoted by the
subscript ∞. The basic reference scales are
(length) ∼ D⋆
(velocity) ∼ c⋆∞
(density) ∼ ρ⋆∞
(viscosity) ∼ µ⋆∞,
(3.4)
where the superscript ⋆ indicates a dimensional quantity. The non-dimensional variables are listed
below:
τ =
τ⋆
D⋆/c⋆∞
ξi =
ξ⋆i
D⋆
ui =
u⋆i
c⋆∞
ρ =
ρ⋆
ρ⋆∞
p =
p⋆
ρ⋆∞c
⋆
∞
2 T =
T ⋆
(γ − 1)T ⋆∞
(3.5)
µ =
µ⋆
µ⋆∞
λ =
λ⋆
µ⋆∞
τij =
τ⋆ij
µ⋆∞c
⋆
∞/D
⋆
E =
E⋆
c⋆∞
qi =
qi
µ⋆∞c
⋆
∞
2
PrD⋆
,
where γ = C⋆p/C
⋆
v is the ratio of the specific heat at a constant pressure to the specific heat at a
constant volume, and Reynolds number and Prandtl number are defined as Re∞ = ρ
⋆
∞c
⋆
∞D
⋆/µ⋆∞
and Pr = µ⋆C⋆p/k
⋆, respectively, where k⋆ is the thermal conductivity. The dimensional equation
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of state and constitutive relations for a calorically perfect Newtonian gas are thus
p⋆ = ρ⋆R⋆T ⋆
τ⋆ij = µ
⋆
(
∂u⋆i
∂x⋆j
+
∂u⋆j
∂x⋆i
)
+ λ⋆
∂u⋆k
∂x⋆k
δij
ρ⋆E⋆ = ρ⋆e⋆ +
1
2
ρ⋆u⋆iu
⋆
i
e⋆ = C⋆vT
⋆
h⋆ = C⋆pT
⋆
C⋆v =
R⋆
γ − 1
C⋆p = C
⋆
v +R
⋆
q⋆i = −k⋆
∂T ⋆
∂x⋆i
c2
⋆
= γ
p⋆
ρ⋆
.
(3.6)
The fluxes F i in (3.2) and (3.3) in the i-th direction include both inviscid and viscous con-
tributions as F i = F
I
i − F Vi . In the following, all the flux terms in three-dimensional space are
defined in terms of the normalized metrics ξ̂x = J
−1 (∂ξ/∂x) and Û = uj ξ̂xj + ξ̂t represents the
contravariant velocity in the ξ direction, with corresponding definitions for V̂ and Ŵ . With these
definitions, the inviscid fluxes are thus
F I1 =

ρÛ
ρuÛ + pξ̂x
ρvÛ + pξ̂y
ρwÛ + pξ̂z
(ρE + p)Û − ξ̂tp

, F I2 =

ρV̂
ρuV̂ + pη̂x
ρvV̂ + pη̂y
ρwV̂ + pη̂z
(ρE + p)V̂ − η̂tp

, F I3 =

ρŴ
ρuŴ + pζ̂x
ρvŴ + pζ̂y
ρwŴ + pζ̂z
(ρE + p)Ŵ − ζ̂tp

. (3.7)
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The viscous fluxes are written as
F V1 =

0
ξ̂xjτ1j
ξ̂xjτ2j
ξ̂xjτ3j
ξ̂xj (ukτjk − qj)

, F V2 =

0
η̂xjτ1j
η̂xjτ2j
η̂xjτ3j
η̂xj (ukτjk − qj)

, F V3 =

0
ζ̂xjτ1j
ζ̂xjτ2j
ζ̂xjτ3j
ζ̂xj (ukτjk − qj)

, (3.8)
where the nondimensional stress tensor is
τij =
µ
Re∞
(
∂ui
∂xj
+
∂uj
∂xi
)
+
λ
Re∞
∂uk
∂xk
δij , (3.9)
and the nondimensional heat flux is
qi = − µ
Re∞Pr
∂T
∂xi
. (3.10)
The power law is used to model the temperature dependence of the viscosity:
µ = [(γ − 1)T ]n , (3.11)
where n = 0.666 is used to model air [109]. The second coefficient of viscosity λ is related to a
bulk viscosity µB via λ = µB − 23µ, where µB = 0.6µ is chosen as a model for air [109]. The
nondimensional form of the ideal gas law is
p =
γ − 1
γ
ρT. (3.12)
3.2 Adjoint Navier–Stokes equations
The adjoint of the perturbed and linearized Navier–Stokes equations is derived and shown below
in the Cartesian coordinates. This set of equations corresponds to (2.10) with the compressible
Navier–Stokes equation operator M and the aeroacoustic cost functional J in (2.19), as demon-
strated in (2.27). The non-dimensional adjoint Navier–Stokes equations with variable viscosities
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are derived following the procedure of Wei & Freund [92] as
(
∂ρ†
∂t
+ ui
∂u†i
∂t
+
uiui
2
∂p†
∂t
)
+ uj
∂ρ†
∂xj
+
(
uiuj + n
τij
ρRe∞
)
∂u†i
∂xj
+(
uiui
2
uj + n
τjkuk − qj/Pr
ρRe∞
)
∂p†
∂xj
− T
ρRe∞Pr
∂
∂xj
(
µ
∂p†
∂xj
)
= f †
ρ†
(3.13)(
ρ
∂u†i
∂t
+ ρui
∂p†
∂t
)
+ ρ
∂ρ†
∂xi
+ ρuj
(
∂u†i
∂xj
+
∂u†j
∂xi
)
+
[
ρuiuj + (ρE + p) δij − τij
Re∞
]
∂p†
∂xj
+
1
Re∞
∂
∂xj
[
µ
(
∂u†i
∂xj
+
∂u†j
∂xi
)
+ λδij
∂u†k
∂xk
+ µ
(
uj
∂p†
∂xi
+ ui
∂p†
∂xj
)
+ λδij
(
uk
∂p†
∂xk
)]
= f †
u†i
(3.14)
1
γ − 1
∂p†
∂t
+
pδij − nτij/Re∞
p
∂u†i
∂xj
+
(
γ
γ − 1uj − n
τjkuk − qj/Pr
pRe∞
)
∂p†
∂xj
+
T
pRe∞Pr
∂
∂xj
(
µ
∂p†
∂xj
)
= f †
p†
, (3.15)
These are then transformed to computational coordinates using the chain-rule. Since the adjoint
variables are not conserved quantities, no further effort is made to obtain the strong conservation
form of the adjoint Navier–Stokes equations in generalized coordinates, which corresponds to (3.2)
for compressible Navier–Stokes equations.
The right-hand side F † = {f †
ρ†
, f †
u†i
, f †
p†
}T of (3.13) through (3.15) are the inhomgeneous
adjoint source terms as discussed for (2.27) in chapter 2. Wei & Freund [92] and Kleinman [110]
documented various forms of this source term for different types of control. The n appearing in
(3.13) and (3.15) is the power-law exponent of shear viscosity in (3.11).
3.3 Metrics
Evaluating the inviscid, viscous, and adjoint fluxes requires the knowledge of the transformation
metrics (̂ξi)xj = J
−1 (∂ξi/∂xj), where i, j = 1, 2, 3, respectively. The transformation identity yields
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an expression for the metrics [111] via solving

τt τx τy τz
ξt ξx ξy ξz
ηt ηx ηy ηz
ζt ζx ζy ζz

=

tτ tξ tη tζ
xτ xξ xη xζ
yτ yξ yη yζ
zτ zξ zη zζ

−1
. (3.16)
In an analytic sense, (3.16) provides an exact expression for the metrics. However, when the
expression is evaluated numerically, it usually gives rise to numerical instability. Its source is
described below.
When transformed, the governing equation (3.2) in fact contains additional grid-dependent
terms as below:
∂
∂τ
(
Q
J
)
+
∂F i
∂ξi
=
S
J
+Q
{
∂
∂τ
(
1
J
)
+
∂
∂ξj
(
1
J
∂ξj
∂t
)}
+ F i
∂
∂ξj
(
1
J
∂ξj
∂xi
)
. (3.17)
Analytically, the last two terms are quivalent to zero when the expressions obtained from (3.16)
are substituted to compute the metrics, and thus are not shown in (3.2). However, as stated above,
this is not necessarily the case when (3.16) are calculated numerically. It is these two terms that
cause the numerical instability.
Thomas & Lombard [112] analytically modified the transformation identity so that the last two
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terms in (3.17) are zero in a discrete sense. The modified transformation metrics are
ξx = J [(yηz)ζ − (yζz)η]
ξy = −J [(xηz)ζ − (xζz)η]
ξz = J [(xηy)ζ − (xζy)η]
ηx = −J [(yξz)ζ − (yζz)ξ]
ηy = J [(xξz)ζ − (xζz)ξ]
ηz = −J [(xξy)ζ − (xζy)ξ]
ζx = J [(yξz)η − (yηz)ξ]
ζy = −J [(xξz)η − (xηz)ξ]
ζz = J [(xξy)η − (xηy)ξ].
(3.18)
The transformation identity can still be used to calculate time-dependent metrics as
(ξi)t = − (xp)τ (ξi)xp . (3.19)
When substituted into (3.17), the last two terms are calculated to be equivalently zero, respectively
as below:
∂
∂ξj
(
1
J
∂ξj
∂xi
)
= 0 for i = 1, . . . , N,
∂
∂τ
(
1
J
)
+
∂
∂ξj
(
1
J
∂ξj
∂t
)
= 0.
(3.20)
Note that we do not explicitly take a time derivative of inverse Jacobian in (3.20); rather, it is
obtained by combining time-dependent metrics in (3.19).
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Chapter 4
Numerical Methods
4.1 Near-field simulation
4.1.1 Computational grid
The computational grid consists of multiple, overlapping (or overset) meshes shown in, for example,
figures 4.1(a) and (b). The simulation domain is decomposed into a number of blocks, which may
have intersection with other blocks nearby. For illustration, the blocks in figure 4.1(a) are colored
differently. A block is a single, logically structured grid, that is, a point in a block is defined using
three integer indices in a three-dimensional space. Each point contains all solution variables and
thus variables are colocated. Grid lines are not necessarily orthogonal to others. If a geometry of
interest is mildly complex such as a jet exhaust nozzle, overset meshes provide a useful tool for high-
fidelity aeroacoustic simulations [60]. The governing equations are transformed to a computational
coordinate as shown in chapter 3.
When solving the governing equations in multiple, overlapping meshes, boundary conditions
must be imposed on every outer surface (six in a three-dimensional space) at every time step. If
a surface is aligned with a physical boundary such as a solid wall, boundary conditions which will
be discussed in section 4.1.5 are applied; otherwise, the flow solutions at each point are interpo-
lated from those which belong to another block nearby. This point is conventionally called a fringe
point. In this study, two outer points, or double-fringe points, on block interfaces are used to receive
information from other overlapping blocks via sixth-order Lagrange interpolation [113]. The inter-
polation stencils are generated at a preprocessing stage by PEGASUS [114] and BELLERO [115].
The conserved and the adjoint variables on block interfaces are interpolated after the physical
boundary condition is applied.
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(a) (b)
Figure 4.1: (a) Multiple, overlapping meshes around the OSU Mach 1.3 nozzle [106]. (b) Instan-
taneous flow visualization of the Mach 1.3 jet with the nozzle; Mach number (color) and velocity
dilatation (gray scale).
A preliminary simulation including the Mach 1.3 jet nozzle [106] was conducted and an in-
stantaneous snapshot of the jet is shown along with the overlapping grid in figure 4.1(b). Overall
seven blocks of grid were used to represent the geometry with 1.34 × 107 grid points. Although
the grid resolution for near-wall regions was not strictly tested, the time step size was severely
restricted by the stability requirement of the explicit time-stepping scheme, presumably due to
small grid spacing near solid wall boundaries. To keep the computational cost more manageable
for the optimization which involves solving the forward and adjoint governing equations repeatedly,
it was decided to neglect the nozzle geometry in the simulation. Previous studies have shown that
jet turbulence and its acoustics can be simulated with a sufficient accuracy without including a
nozzle [39, 51, 116, 56].
4.1.2 Spatial discretization
All spatial discretization is done in the computational coordinates. In this section, we denote
by x any of the three computational coordinates ξ, η, or ζ, whose extents are defined such that
∆ξ = ∆η = ∆ζ = 1.
Finite differences
For interior points, a thirteen-point, formally fourth-order, explicit coefficient-optimized finite-
difference scheme [67] is used for the first derivatives. Throughout this section, the notation pro-
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posed by Bogey & Bailly [67] is used. Interior stencils are centered and thus interior scheme is
non-dissipative, which is an essential property for large-eddy simulations of turbulent flows [117].
The first derivatives of a variable u at x = x0 discretized on a grid with a uniform spacing ∆x is
approximated by
∂u
∂x
(x0) ≈ 1
∆x
N∑
j=−N
aju(x0 + j∆x), (4.1)
where N = 6 and a−j = −aj .
A stencil of this size could yield a standard scheme with a formal order O(∆12). However, the
coefficients are instead constrained or optimized to provide a better resolution property at finite
accuracy, which is implemented by, for example, Lele [63] and Tam & Webb [66]. First, the formal
accuracy is obtained by matching the terms of the Taylor series expansion to the desired order.
The remaining undetermined coefficients are calculated to minimize the integral dispersion error
∫ ln(k∆x)h
ln(k∆x)l
(k∗∆x− k∆x)2d(ln(k∆x)), (4.2)
where k∗ denotes the modified wavenumber and (k∆x)l = π/16 and (k∆x)h = 3π/5. Thus, the
integral dispersion error for fluctuations represented by 3 to 32 grid points are minimized. The
optimized coefficients aj are given by
a1 = 0.9108399939350763
a2 = −0.3419530103834698
a3 = 0.1380392000060904
a4 = −0.0482698633738275
a5 = 0.0124728499314050
a6 = −0.0017227282246871.
(4.3)
The modified wavenumber for this finite difference scheme is shown in figure 4.2(a). Also shown
is the sixth-order implicit Pade´ scheme, which has a good spectral property. The current finite
difference scheme also demonstrates a good spectral representation.
Near boundaries where this broad centered stencil is inapplicable, finite-difference stencils are
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Table 4.1: The coefficients of the seven-point biased finite difference.
FD15 FD06
a−2
a−1 −0.212932721951
a0 −1.060320390770 −2.225833963270
a1 2.078926116439 4.827779580575
a2 −1.287179452384 −5.001388453836
a3 0.685176395471 3.911103941646
a4 −0.245320613994 −2.115267458633
a5 0.041650667189 0.718882784412
a6 −0.115276430894
Table 4.2: The finite-difference coefficients for intermediate stencils (centered).
FDs5p FDo7p FDo9p FDo11p
a1 8/12 0.797921633542548 0.841570125482 0.872756993962
a2 −1/12 −0.188337306834038 −0.244678631765 −0.286511173973
a3 0.026250993375176 0.059463584768 0.090320001280
a4 −0.007650904064 −0.020779405824
a5 0.002484594688
no longer centered, with more points extending away from the boundary. Then, the biased finite-
difference stencils, when represented in the Fourier space, are both dispersive and dissipative,
contrary to the purely dispersive interior scheme. Thus, optimizing a boundary finite-difference
scheme requires to include both dispersion and dissipation errors. In this study, a seven-point
boundary closure of Berland et al. [68] is applied. The optimized coefficients for the seven-point
finite difference are listed in table 4.1. This boundary scheme is applied for the first two points
near boundaries. Between the boundary points where this scheme is applied and the interior points
where (4.1) is applicable, the centered finite-difference schemes with reduced stencil sizes are used.
A standard fourth-order stencil and seven, nine, eleven-point coefficient-optimized stencil have their
coefficients as in table 4.2.
For second derivatives in the viscous fluxes, we apply repeated first derivatives to approximate
them.
High-wavenumber filtering
Experience indicates that for large-eddy simulation, for which there is often only a small vis-
cous dissipation of mesh-resolved scales, non-dissipative finite-difference schemes require numerical
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stabilization. This is thought to counter the build up of energy associated with aliasing errors.
Without additional stabilization, under-resolved-scale sawtooth-type waves become obvious lead-
ing to a fundamentally spurious effect, such as negative temperature, which eventually crashes the
simulation. Several approaches have been proposed to suppress the numerical instability. Low-pass
filters can be applied to flow solutions so that under-resolved disturbances are selectively removed,
whereas well-resolved scales are not influenced. In this study, both forward and adjoint solutions
are filtered at every time step in every direction in the computational coordinates.
Two optimized high-wavenumber filters are used in different parts of this study: an eleven-
point, formally second-order, explicit optimized filter (SFo11p) [67] and an eleven-point, implicit
Pade´ filter [63, 118]. Both filters have symmetric stencils in the interior and thus are purely
dissipative.
The filter formula for the explicit filter at x = x0 on a grid with a uniform spacing ∆x is written
as
u˘ = u(x0)− σd∆x
N∑
j=−N
dju(x0 + j∆x), (4.4)
where N = 5 and d−j = dj . The parameter σd controls the amount of numerical dissipation by
the filter and takes a value between 0 (no filter) and 1. The filter coefficients dj are determined
following the criterion of minimizing the integral dissipation error [67] defined as
∫ ln(k∆x)h
ln(k∆x)l
Dk(k∆x)d(ln(k∆x)), (4.5)
where (k∆x)l = π/16 and (k∆x)h = π/2, and the damping function Dk(k∆x) is defined as
Dk(k∆x) = d0 +
N∑
j=1
2dj cos(jk∆x). (4.6)
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The optimized filter coefficients are
d0 = 0.215044884112
d1 = −0.187772883589
d2 = 0.123755948787
d3 = −0.059227575576
d4 = 0.018721609157
d5 = −0.002999540835.
(4.7)
The implicit filter used in this study belongs to a one-parameter family of tridiagonal Pade´
filters [63, 118]:
αf u˘i−1 + u˘i + αf u˘i+1 =
N∑
j=0
dj
2
(ui+j + ui−j), (4.8)
with a free parameter αf , which takes a value between 0 and 0.5. A higher value of αf represents
less dissipative filtering operation. Note that αf = 0.5 is all-pass filtering, but ends up being
singular at the highest resolved wavenumber. In this study, αf = 0.47 is used to keep the current
jet simulation stable.
The transfer functions for the two optimized filters are shown in figure 4.2(b). The two filters
are effectively identical (transfer function > 0.998) for k∆x . π/2 and thus barely dissipate flow
features represented by approximately more than four points per wavelength. The explicit filter
more heavily dissipates smaller-scale features compared to the implicit filter. Thus, the implicit
filter is used throughout this study.
4.1.3 Temporal discretization
Both forward and adjoint equations are time advanced by a standard four-stage Runge–Kutta
method for its high accuracy, efficiency, and a relatively large time-step stability limit. For an
initial value problem,
∂u
∂t
= f(t, u) with u(t0) = u0, (4.9)
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Figure 4.2: Resolution of spatial discretization scheme: (a) modified wavenumber of the finite-
difference scheme, and (b) transfer function of the filters.
the solution at tn+1 = tn +∆t is approximated by a four-stage Runge–Kutta method as
un+1 = un +
1
6
(k1 + 2k2 + 2k3 + k4), (4.10)
where
k1 = ∆tf(tn, un)
k2 = ∆tf(tn +
∆t
2
, un +
1
2
k1)
k3 = ∆tf(tn +
∆t
2
, un +
1
2
k2)
k4 = ∆tf(tn +∆t, un + k3),
(4.11)
which is formally fourth-order accurate.
The Courant–Friedrichs–Lewy (CFL) number for an explicit time advancement scheme is de-
fined in three-dimensional curvilinear coordinates as
CFL =
∆t
J−1
 3∑
i,j=1
∣∣∣∣∣Ûj ∂̂ξi∂xj
∣∣∣∣∣+ c
√√√√ 3∑
i,j=1
(
∂̂ξi
∂xj
)2
+ ∆t
(J−1)2
2ν∗
 3∑
i=1
√√√√ 3∑
j=1
(
∂̂ξi
∂xj
)2
2 , (4.12)
where c =
√
γp/ρ is the isentropic speed of sound and ν∗ = max(µ/Re, λ/Re, k/RePr). The terms
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on the right-hand-side of (4.12) corresponds to the conventional CFL number and the viscous
stability requirement [119], representing characteristic convection and diffusion, respectively, in
curvilinear coordinates. A constant time step size ∆t = 0.0009 is used for the jet simulation, which
results in the CFL number between 0.5 and 1.0.
4.1.4 Initial condition
Since our interest lies in simulating a fully turbulent compressible jet and its acoustics, prescribing
a good initial condition in general can reduce computational cost. In this study, the commercial
flow analysis software FLUENT is used to provide the initial condition. The stagnation pressure
and temperature are specified as ps = 1.37 × 105Pa and Ts = 272K, respectively, matching the
corresponding Mach 1.3 jet experiment [106]. An axisymmetric compressible flow solver is used
with a standard k−ǫ turbulence model. This calculation includes the converging-diverging nozzle of
the OSU experiment [106], which is designed by the method of characteristics in the inviscid limit.
The time-steady simulation is performed and a converged RANS solution is obtained. The solution
is then interpolated to provide the initial condition for the high-fidelity Navier–Stokes equation
solver. A linear interpolation based on the nearest-neighbor algorithm is used. The nozzle exit
is located at x/D = 0 and only the solution between x/D = 1 and x/D = 34 is interpolated.
Flow data upstream of x/D = 1 are extrapolated using those at x/D = 1. The tenth-order Pade´
filter in section 4.1.2 is applied sequentially in each direction to smooth the interpolated data. The
interpolated initial condition for the jet simulation is plotted in figure 4.3.
While serving as a reasonably good initial condition, the RANS solution can provide a reference
solution for the regions away from the jet where the turbulent fluctuations are sufficiently weak.
Also, it is useful to better predict the entrainment due the the jet flow across the simulation
boundary than by describing analytic profiles, which has shown to be important to prescribe the
reference pressure for the sound cost functional in (2.19) [92]. How this reference solution is
incorporated with the jet simulation is presented in detail in sections 4.1.5 and 4.1.6.
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Figure 4.3: The Mach number contour of the RANS-calculated Mach 1.3 jet. The dashed line
indicates the streamwise location where the inflow data are extracted.
4.1.5 Boundary condition
Physical boundary conditions
Physical boundaries are modeled with one-dimensional characteristic boundary conditions [120,
121, 78, 122, 123] formulated in generalized coordinates for both the Navier–Stokes equations and
their adjoint. In the following, the formulation for a boundary of a constant value of ξl (i.e. a
surface conforming to a grid line) in the transformed coordinates is derived. In the remainder of
this section, there is no repeated sum over the indices. The transformed governing equation (3.2)
can be analytically manipulated as
∂Q
∂τ
+ J
[
(̂ξl)tI + (̂ξl)xj
∂F Ij
∂Q
]
∂Q
∂ξl
= · · · , (4.13)
or
∂Q
∂τ
+Al
∂Q
∂ξl
= · · · , (4.14)
where
Al = J
[
(̂ξl)tI + (̂ξl)xj
∂F Ij
∂Q
]
. (4.15)
The locally one-dimensional inviscid (LODI) relation [78] is assumed to simplify the governing
equation on the boundary of a constant value of ξl by keeping the inviscid fluxes only in the l-the
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direction via
∂Q
∂ξj
= 0 if j 6= l, (4.16)
so only the flux in the l-th direction in a computational coordinate is retained. The matrix Al in
(4.14) is further diagonalized using the characteristic decomposition:
∂Rl
∂τ
+
[
J (̂ξl)t + Λl
] ∂Rl
∂ξl
= 0, (4.17)
or
∂Rl
∂τ
+Ll = 0, (4.18)
where the characteristic variable Rl is defined via δRl = P
−1
l δQ and the transformation matrix Pl
is composed of the left eigenvectors of
J (̂ξl)xj
∂F Ij
∂Q
= PlΛlP
−1
l . (4.19)
The characteristic amplitudes Ll are defined by
Ll =
[
J (̂ξl)t + Λl
] ∂Rl
∂ξl
. (4.20)
The complete details of Pl and P
−1
l can be found elsewhere [124, 123]. The diagonal terms of Λl
are
diag[Λl] =

Ûl
Ûl
Ûl
Ûl − c
√
(̂ξl)xj (̂ξl)xj
Ûl + c
√
(̂ξl)xj (̂ξl)xj

, (4.21)
and denote the characteristic speeds in the ξl direction. Since (4.17) represents a wave propagation
in the ξl–τ coordinate not x–t, the wave speeds in (4.21) are composed of the contravariant velocity
in the ξl direction and the local speed of sound scaled by a local metric factor.
The equations (4.17) and (4.18) provide a convenient tool to impose boundary conditions via
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specifying Ll. As those two equations are readily diagonalized, the components of Rl represent five
characteristics of a three-dimensional compressible flow in the direction normal to the boundary of
a constant ξl, respectively. The physical character of any boundary can be enforced by constraining
Ll and then converting (4.18) back to the conservative form (4.13) using the inverse characteristic
transform. The inviscid fluxes then satisfy the characteristic boundary condition.
This formulation is exact for one-dimensional inviscid flow with the local grid line orthogonal
to the boundary. Under other conditions, (4.16) is no longer exact and the imposed boundary
condition is less accurate; a common practice for suppressing the error induced by the boundary is
to place an absorbing buffer zone and this is discussed at the end of this section. Since the matrix
Al in (4.14) is not simultaneously diagonalizable for l = 1, 2, 3, it is generally not possible to get
a formulation exact for a three-dimensional space and there is a fundamental coupling between
eigenvector modes at a boundary, which makes these boundary conditions approximate.
In this study, the subsonic non-reflecting condition is used for outflow boundary and the subsonic
or supersonic inflow condition is applied for inflow boundary. Depending on Ûl and local Mach
number, it is decided which boundary condition is applied. For example, a perfectly non-reflecting,
subsonic, outflow boundary having a constant ξl and having its normal vector directed inside of a
simulation domain requires
diag[Λl] =

Ûl
Ûl
Ûl
0
Ûl + c
√
(̂ξl)xj (̂ξl)xj

. (4.22)
Adjoint boundary conditions
The characteristic boundary condition can be formulated in a similar manner for adjoint Navier–
Stokes equations [125]. Under the locally one-dimensional inviscid assumption [78], the adjoint
Navier–Stokes equations (3.13) through (3.15) is simplified in a matrix form as
∂
∂τ
q† + J
[
(A†)−1Bl + (̂ξl)tI
] ∂
∂ξl
q† = 0, (4.23)
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for a boundary of a constant ξl where l = 1, 2, 3. Note that there is no repeated sum over the index
l same as for the physical boundary conditions. The matrix A† in (4.23) and its inverse are
A† =

1 u1 u2 u3
uiui
2
0 ρ 0 0 ρu1
0 0 ρ 0 ρu2
0 0 0 ρ ρu3
0 0 0 0 1
γ−1

and (A†)−1 =

1 −u1
ρ
−u2
ρ
−u3
ρ
(γ − 1)uiui2
0 1
ρ
0 0 −(γ − 1)u1
0 0 1
ρ
0 −(γ − 1)u2
0 0 0 1
ρ
−(γ − 1)u3
0 0 0 0 γ − 1

, (4.24)
and
Bl =


(̂Ul)0 u1(̂Ul)0 u2(̂Ul)0 u3(̂Ul)0
uiui
2
(̂Ul)0
(̂ξl)xρ (̂ξl)xρu1 + ρ(̂Ul)0 (̂ξl)xρu2 (̂ξl)xρu3 (̂ξl)x(ρE + p) + ρu1(̂Ul)0
(̂ξl)yρ (̂ξl)yρu1 (̂ξl)yρu2 + ρ(̂Ul)0 (̂ξl)yρu3 (̂ξl)y(ρE + p) + ρu2(̂Ul)0
(̂ξl)zρ (̂ξl)zρu1 (̂ξl)zρu2 (̂ξl)zρu3 + ρ(̂Ul)0 (̂ξl)z(ρE + p) + ρu3(̂Ul)0
0 (̂ξl)x (̂ξl)y (̂ξl)z
γ
γ−1
(̂Ul)0


, (4.25)
where (̂Ul)0 = (̂ξl)xjuj denotes a contravariant velocity in the l-th direction without the unsteady
metric term. The equation (4.23) is subject the characteristic decomposition similar to (4.19) with
the columns of Pl the j-th eigenvectors of J
[
(A†)−1Bl + (̂ξl)tI
]
in (4.23). Upon defining the adjoint
characteristic variable as δR†l = P
−1
l δq
†, (4.23) is rewritten as
∂R†l
∂τ
+ Λl
∂R†l
∂ξl
= 0, (4.26)
or
∂R†l
∂τ
+L†l = 0, (4.27)
where the adjoint characteristic amplitudes are defined as
L
†
l = Λl
∂R†l
∂ξl
, (4.28)
and the diagonal matrix Λl is same as (4.21). As discussed by Wei [125], this demonstrates that the
characteristics of the adjoint variables correspond to the same propagation speeds as corresponding
characteristics in the flow equations. This implies that the same CFL condition limits the time
step size as for the flow equations. Since the equations (4.18) and (4.27) are in the same form, the
same procedure is used to apply the boundary condition for the adjoint simulation, though care
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must be taken in defining inward and outward characteristics since the adjoint equations are solved
backward in time.
Absorbing buffer zone
To avoid unphysical reflections from free space of a physical boundary, an additional zone with a
damping term is specified [81, 82]. This zone is also needed since the characteristic model used
for a physical boundary in this study is exact only for one-dimensional case and thus introduces
inaccuracy for shear flows, which may propagate into the simulation domain.
The damping term has a form of
−Υ(Q−Qref), (4.29)
where
Υ = σ
( |x− x0|
|xb − x0|
)n
, (4.30)
and Qref is discussed in section 4.1.6. The damping term plays a role of an external source as
∂
∂τ
(
Q
J
)
+
∂F i
∂ξi
=
S
J
− Υ(Q−Qref)
J
. (4.31)
In (4.30), σ determines a strength of the damping term. The damping gradually increases its
strength from x = x0 until it reaches its maximum value σ on a physical boundary described by
x = xb.
For the current jet simulation, σ = 0.5 and n = 2 are used. The same parameters are used for the
adjoint Navier–Stokes simulations. However, since the adjoint Navier–Stokes equations are solved
backward in time, the damping term Υ has an opposite sign [125]. The characteristic boundary
condition in conjunction with the absorbing buffer zone is tested for acoustic wave propagations to
effectively minimize the artificial reflections from the domain boundaries for both the forward and
adjoint simulations.
4.1.6 Inflow condition
Since the nozzle is not included in the jet simulation domain, providing realistic inflow data is
desired. A common practice is to specify an analytic streamwise velocity profile modeling a thin
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Figure 4.4: The RANS-calculated radial profiles of (a) streamwise velocity and (b) density at
x/D = 1.
parallel shear layer just downstream of a nozzle exit [39, 56]. In this study, the RANS solution
discussed in section 4.1.4 provides the mean jet inflow condition. The RANS data interpolated
onto the high-fidelity simulation grid are extracted at the inflow boundary of the physical domain
(x/D = 1). The location x/D = 1 is chosen so that it is well upstream of the end of the potential
core (x/D ≈ 6), but still in the initial shear layer region close to the nozzle exit at x/D = 0. The
radial profiles at x/D = 1 used in this study are shown in figures 4.4(a) and (b).
The exactly time-steady inflow data, however, tend to remain laminar artificially far down-
stream due to the absence of disturbances that would exist in turbulence laboratory experiments.
Unless unexcited, numerical disturbances trigger instabilities and eventual transition to turbulence
occurs several jet diameters downstream of where transition would occur in typical experiments.
To be more realistic, turbulence should be prescribed; however, it is never documented with suffi-
cient fidelity to be included as inflow condition. Thus, we add small-amplitude instability modes
to provide a well-characterized inflow and facilitate realistic transition. It is useful since the evo-
lution of large-scale coherent structures is, in general, less sensitive to the disturbance condition
of upstream annular shear layer, provided that its disturbance level is small [25]. The instability
modes are obtained by solving the linearized Navier–Stokes equations, which serve a good model
for a parallel shear layer near a nozzle. Thus, these perturbations are not expected to introduce
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significant spurious sound into the computational domain, which is critical for accurately simulat-
ing the sound radiated by the jet turbulence. Also, they grow quickly in the amplitudes and lead
to a realistically rapid transition to turbulence. The inflow streamwise velocity and temperature
profiles from the RANS simulation are used to calculate the instabilitiy eigenfunctions.
The inflow instability wave excitation for q = [ρ, ur, uθ, ux, p] is
q′(x, t) = q̂(r) exp[i(αx+ nθ − ωt+ φ)], (4.32)
where α is a streamwise wavenumber, n is the azimuthal wavenumber, ω is an angular frequency,
and φ is a random phase in [0, 2π). For spatially-developing instabilities, α = αr + iαi is complex
whereas ω is real valued. For a given wavenumber n and a frequency ω, the eigenvalue α is solved
for. Any eigenmode with αi < 0 grows exponentially as it travels downstream at the phase speed
ω/αr. The random phase difference φ is added to each instability mode to prevent the jet from
being phase-locked by a dominant frequency and to simulate the presumed natural randomness
of a laboratory jet. For this, a mild time-step-to-time-step (∼ 0.1ω∆t) phase-jittering based on a
random-walk process [126] is used.
The linearized governing equations for an inviscid, parallel mean flow are recast into the com-
pressible Rayleigh equation for p̂(r):
d2p̂
dr2
+
[
1
r
− 1
ρ
dρ
dr
+
2α
(ω − αu)
du
dr
]
dp̂
dr
+
[
(ω − αu¯)2
a2
− n
2
r2
− α2
]
p̂ = 0, (4.33)
where the quantities with the overbar denote the time-steady data from the RANS simulation.
This equation is solved for eigenfunctions p̂(r) and corresponding complex eigenvalues α using a
patched shooting method [126, 127]. Note that the boundary conditions for (4.33)
lim
r→0
|p̂| <∞
lim
r→∞
p̂ = 0,
(4.34)
ensure that the inflow excitation does not introduce spurious fluctuations away from the jet. The
solver is verified by reproducing the eigenvalues of the hyperbolic-tangent profile of the Mach 0.9
cold jet [127]. Bodony & Lele [56] reported that this method achieves a relatively rapid transition to
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Figure 4.5: Eigenvalues of the compressible Rayleigh equation. The streamwise wavenumber is
α = αr+ iαi and θ0 is the incompressible momentum thickness of the analyzed streamwise velocity
profile [26]. (a) Streamwise growth rate of each instability mode and (b) phase speed of each
instability mode.
turbulence, with statistics that compare well with experimental data. We find that the inflow profile
at x/D = 1 from the RANS simulation maximally amplifies disturbances with Strouhal number
StD = fD/Uj ≈ 0.7, as seen in figure 4.5(a). Therefore, the jet annular shear layer is excited by
instability waves at around this StD. The jet column mode frequency StD ≈ 0.3 is not included
since it is known to generate large-scale organized vortical structures [21] that are qualitatively
different from the laboratory observations [106]. Overall sixty modes are excited: six discrete
frequencies StD = 0.43, 0.51, 0.61, 0.69, 0.74, and 0.88 are chosen at azimuthal mode numbers of
n = ±1,±2, · · · ,±5. The axisymmetric (n = 0) mode is not included since it may radiate as an
artifically efficient noise source in the far field [34]. The amplification factors and phase velocities for
the complete set of eigenvalues α(StD, n) are plotted in figures 4.5(a) and (b). Note that the phase
speed with respect to the ambient speed of sound remains subsonic for all modes considered here.
The total magnitude of the inflow excitation is limited to induce a maximum streamwise velocity
fluctuation rms of 3% of Uj at the physical inflow boundary. Following Bodony & Lele [56], the
perturbations are added to the reference state of the inflow buffer zone.
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4.1.7 Sub-grid-scale dissipation
Without sufficient grid resolution, a high Reynolds number flow simulation usually suffers from
unphysical spectral energy pile-up in the higher frequency range. This may be particularly severe
when a high-order non-dissipative numercal scheme is used with second derivatives approximated
by repeated first derivatives. Without appropriate numerical stabilization, it may cause numerical
instability which eventually crashes a simulation. Various artificial stabilization techniques have
been proposed, including the high-wavenumber filtering discussed in section 4.1.2. The dynamic
eddy viscosity model, originally proposed by Germano et al. [128] and extended to a compressible
flow regime [129], has been shown to provide accurate prediction of energy transfer in the turbulence
energy cascade and has been used to simulate many realistic turbulent flows [130].
In this study, the standard dynamic Smagorinsky model formulated for a compressible fluid [129]
is applied along with Lilly’s improvement [131] in generalized coordinates [132]. Spyropoulos &
Blaisdell [133] have shown that the Lilly’s modification [131] provides more accurate description of
compressible decaying isotropic turbulence. The governing equations are filtered in a computational
coordinate and Favre averaging [134] is defined as
f˜ = ρf/ρ, (4.35)
where the overbar denotes the filtering and the tilde the Favre averaging. The filtered Navier–Stokes
equations are written as
∂
∂τ
(
ρ
J
)
+
∂
∂ξl
(
ρ
˜̂
Ul
)
= 0 (4.36)
∂
∂τ
(
ρu˜i
J
)
+
∂
∂ξl
[
ρu˜i
˜̂
Ul + (̂ξl)xip
]
=
1
Re∞
∂
∂ξl
[
(̂ξl)xj (τ˜ij − τSGSij )
]
(4.37)
∂
∂τ
(
ρE˜
J
)
+
∂
∂ξl
[(
ρE˜ + p
) ˜̂
Ul − (̂ξl)tp
]
=
1
Re∞
∂
∂ξl
[
(̂ξl)xj u˜kτ˜jk
]
−
1
Re∞Pr
∂
∂ξl
[
(̂ξl)xj (q˜j + q
SGS
j )
]
(4.38)
p =
γ − 1
γ
ρT˜ , (4.39)
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with
Q =
[
ρ, ρu˜i, ρE˜
]T
, (4.40)
and
ρE˜ =
p
γ − 1 +
1
2
ρu˜ku˜k +
1
2
τSGSkk . (4.41)
The sub-grid-scale stress τSGSij and heat flux q
SGS
j are
τSGSij = ρuiuj − ρui ρuj/ρ (4.42)
qSGSj = ρujT − ρuj ρT/ρ. (4.43)
Only the sub-grid-scale dissipations for nonlinear convection terms are included, while other sub-
grid-scale stresses and heat fluxes are neglected [135].
In the dynamic procedure, an additional filter (called as a test filter) is defined [128], which has
a width greater than that of the filtering operation applied to the governing equations. Thus, the
sub-test-scale stress and heat flux are
T STSij = ρ̂uiuj − ρ̂ui ρ̂uj/ ρ̂ (4.44)
QSTSj = ρ̂ujT − ρ̂uj ρ̂T / ρ̂. (4.45)
The difference between the sub-test-scale stress and the test-filtered sub-grid-scale stress is
LSGSij = T STSij − τ̂ijSGS (4.46)
= ρ̂u˜iu˜j − ρ̂u˜iρ̂u˜j/ ρ̂ (4.47)
KSGSj = QSTSj − q̂jSGS (4.48)
=
̂
ρu˜j T˜ − ρ̂u˜j ρ̂T˜ / ρ̂, (4.49)
which can be directly computed using the resolved flow solution (4.40) and (4.41).
Following Moin et al. [129], the standard Smagorinsky eddy viscosity and diffusivity models [136,
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137, 138] are employed with their model constants to be determined by the dynamic process:
τSGSij −
1
3
τSGSkk δij = −2µt(S˜ij −
1
3
S˜kkδij) (4.50)
τSGSkk = 2Re∞CI∆
2ρ|S˜|2 (4.51)
qSGSj = −
µtPr
PrT
∂T˜
∂xj
, (4.52)
where µt = Re∞C∆
2ρ|S˜| is the eddy viscosity, S˜ij is the resolved rate-of-strain tensor, and
|S˜| =
√
2S˜ijS˜ij . Substituting (4.50) through (4.52) into (4.46) and (4.48) results in the follow-
ing expressions for the model constants C, CI , and PrT:
C∆2 〈MijMij〉 =
〈
LSGSij Mij −
1
3
LSGSkk Mijδij
〉
(4.53)
CI∆
2
〈
2(∆̂/∆)2ρ̂|̂˜S|2 − 2̂ρ|S˜|2〉 = 〈ρ̂u˜iu˜i − ρ̂u˜i ρ̂u˜i/ ρ̂〉 (4.54)
PrT
〈−KSGSj Nj〉 = C∆2 〈NjNj〉 , (4.55)
where Mij and Nj are
Mij = −2(∆̂/∆)2ρ̂|̂˜S|(̂˜Sij − 1
3
̂˜
Skkδij) + 2
̂
ρ|S˜|(S˜ij − 1
3
S˜kkδij) (4.56)
Nj = ρ̂(∆̂/∆)2|̂˜S| ∂ ̂˜T
∂xj
−
̂
ρ|S˜| ∂T˜
∂xj
. (4.57)
Note that a spatial averaging denoted by 〈 〉 is taken to prevent the model constants from being
singular [129]; for the present jet simulation, the averaging is done along the azimuthal direction
which is statistically homogeneous.
In the present study, a fifteen-point wavenumber-optimized filter (TFo15pπ/2) derived by Bogey
& Bailly [67] is employed for the test filter. The ratio of the test-to-grid filter widths ∆̂/∆ is 2. The
model constants (4.53) through (4.55) are restricted to be non-negative so that the sub-grid-scale
stresses remain purely dissipative. For the jet simulation, the model constants C, CI , and PrT are
averaged in the azimuthal direction, which is statistically homogeneous.
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4.2 Far-field sound calculation
We define the acoustic far field as the region where its sound propagation is well described by linear
acoustic theory and the sound intensity decays with 1/r2 in a three-dimensional space where r is
the distance from a radiating source [139]. Thus, hydrodynamic fluctuations are sufficiently small
in the acoustic far field. Also note that the far-field location is a function of acoustic wavelength
λ, a jet exit velocity Uj/c∞ and a source frequency StD [56]:
λ
D
=
1
(Uj/c∞)StD
. (4.58)
The finite propagation speed of sound produces a time delay between when the sound is first
produced by a source and when it is perceived by an observer at a distance. To distinguish the
two events, we adopt the commonly used terms, “retarded” time and “advanced” time. These two
terms are sometimes used interchangeably with “source” time and “observer” time, or “emission”
time and “reception” time.
4.2.1 Ffowcs Williams and Hawkings method
To predict the far-field sound, Lighthill’s acoustic analogy [9] has been widely used with a judi-
cious choice of a Green’s function for a specific flow configuration. Among various formulations
of Lighthill’s analogy, that of Ffowcs Williams and Hawkings appears to have a most general ap-
proach; it can include arbitrary-number, arbitrary-shape, moving, impenetrable, closed surfaces
and uses a free-space Green’s function. Since the acoustic analogy is an exact rearrangement of
the compressible Navier–Stokes equations, integral surfaces can be located at arbitrary locations
within the simulation domain, which gives a more flexibility in choosing the integral surface over
the Kirchhoff surface method. In this study, the acoustic analogy of Ffowcs Williams and Hawkings
is used to compute the sound.
The Ffowcs Williams and Hawkings equations is derived in the algebraically same way as
the inhomogeneous wave equation of the Lighthill’s acoustic analogy. Unsteady flow motion is
embedded in a hypothetical, unbounded fluid at rest. An arbitrarily-moving surface f(x, t) = 0 is
included using generalized functions H(f) and δ(f), where H(f) is the Heaviside function and δ(f)
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is the Dirac delta function. Fluid particles exterior to the surfaces are defined to have f(x, t) > 0.
By doing this, the formulation is valid everywhere regardless of the number of the integral surface
and its motion. The Ffowcs Williams and Hawkings equation is
(
1
c2∞
∂2
∂t2
− ∂
2
∂xi∂xi
)
{(ρ−ρ∞)c2∞H(f)} =
∂2
∂xi∂xj
{TijH(f)}− ∂
∂xi
{Liδ(f)}+ ∂
∂t
{Qδ(f)}, (4.59)
where
Q = ρ∞Uin̂i and Ui =
(
1− ρ
ρ∞
)
vi +
ρui
ρ∞
, (4.60)
Li = Pijn̂j + ρui(un − vn), Pij = (p− p∞)δij − τij , (4.61)
and
Tij = ρuiuj + Pij − c2∞(ρ− ρ∞)δij . (4.62)
Any quantity with a subscript ∞ is that of the ambient fluid and c is the isentropic speed of
sound. The normal n̂i = ∂f/∂xi is outward directed from the integral surface, which moves at a
local velocity v(x, t). The surface strength densities are denoted by Qδ(f) and Liδ(f) for acoustic
monopole and dipole in the i-th direction, respectively. TijH(f) is the acoustic quadrupole density
exterior to the integral surface.
The Ffowcs Williams and Hawkings equation can be solved using the free-space Green’s function
as
p′(x, t) = p′Q(x, t) + p
′
L(x, t) + p
′
T (x, t). (4.63)
The pressure components on the right-hand-side of (4.63) are the solutions corresponding to one
of the source terms in (4.60), (4.61), (4.62), respectively. Note that p′Q(x, t) and p
′
L(x, t) are
evaluated on the integral surface f(x, t) = 0, whereas p′T (x, t) is a volume integral outside of the
surface f(x, t) > 0. The complete retarded-time integrals for arbitrarily moving observers and
sources are documented in, for example, Casalino [140] and the integral solutions for a stationary
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observer used here are
4πp′Q(x, t) =
∫
f=0
[
ρ∞U˙n
r
]
t−r/c∞
dS,
4πp′L(x, t) =
1
c∞
∫
f=0
[
L˙r
r
]
t−r/c∞
dS +
∫
f=0
[
Lr
r2
]
t−r/c∞
dS,
(4.64)
where Un = Uin̂i and Lr = Lir̂i, r = x− y, and the over-dot denotes the time derivative.
A common practice in the application of Ffowcs Williams and Hawkings formulation is to
neglect the volume integral p′T (x, t) representing sound from nonlinear sources outside of the integral
surface. In this sense, it is used more as a generalization of Kirchhoff integral method rather than
as an acoustic analogy. Then, evaluating (4.63) is simplified to require evaluation of only the first
two surface integrals p′Q(x, t) and p
′
L(x, t), which saves significant computational cost spent for
the volume integral. However, a care must be taken since this assumption may not be valid if the
integral surface crosses or lies inside of a region with an active turbulent motion and thus noise
sources.
The surface integrals in (4.63) are computed by a trapezoidal rule. The time derivatives are
approximated by the fourth-order central finite-difference scheme.
4.2.2 Advanced time formulation
Casalino [140] proposed a new approach to implement evaluation of Ffowcs Williams and Hawkings
method. For a fixed observer location, noise emitted from embedded sources on the integral surface
arrives at different time. It requires that the entire time series of the surface data should be saved
to evaluate the retarded time integral. Advanced time approach circumvents this book-keeping
difficulty by computing the noise contribution of each embedded source at the source time not the
observer time; more specifically, the noise contribution of a single source point is computed when it
is first generated on the integral surface and then projected to the reception time when it is heard
by an observer. An advantage of this formulation is that the time series on the integral surface
need not be stored and the far-field sound can be computed during the course of the sound-source
flow simulation.
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4.2.3 The choice of Ffowcs Williams and Hawkings surfaces
A general guidance in choosing a Ffowcs Williams and Hawkings surface for the current jet noise
calculation is discussed below.
• A negligible quadrupole noise contribution p′T (x, t) is achieved by a judicious choice of the
location of the integral surface. A rule of thumb is that a surface is chosen so that it en-
compasses most of the sound-producing fluctuations. For a turbulent jet simulation, this
implies that the surface should be positioned to include the streamwise spreading of the jet.
If vortical structures cross an integral surface and the volume quadrupole noise is neglected,
the calculated sound can be severely corrupted by spurious noise [60].
• Choosing an integration surface with most of the turbulent fluctuations encompassed is some-
times difficult to achieve. For turbulent jet flows, an integral surface near an outflow bound-
ary is always crossed by convecting vortical structures. A similar situation occurs at inflow
boundary when a nozzle geometry is ignored as in this study. Leaving the surface open on
both upstream and downstream boundaries is the simplest solution, which is also used in this
study. The surface is extended all the way into the upstream and downstream buffer zones
so that the effect of the open surface may be minimized, as discussed in the context of a
Kirchhoff surface [141]. Uzun et al. [116] examined the effect of side surfaces and concluded
that an open surface leads to a better agreement with experiments. Several corrections were
attempted to minimize the influence of an open surface, including Wang et al. [142] and Shur
et al. [143]. Especially, Shur et al. [143] used averaging over several outflow disks to effectively
cancel the spurious sound and argued that a closed-surface prediction provides more accurate
far-field sound, which was also shown in Mendez et al. [57]. However, no such attempt is
made to correct the effect of the side surfaces here.
• It is usually beneficial to place an integration surface as close to noise-source regions as possi-
ble. By doing so, numerical dispersion and dissipation errors that accumulate as fluctuations
travel to the surface may be reduced. Also the maximum resolved Strouhal number in a
function of surface grid resolution can be enhanced.
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4.3 Proper orthogonal decomposition
The Proper Orthogonal Decomposition (POD) [144, 145], or Karhunen–Loeve decomposition, iden-
tifies the optimal orthogonal-basis representation of a given ensemble of data in a sense of an inner
product. The calculated POD modes of a finite dimension provide a complete set of eigenbasis for
the ensemble of data, minimizing the energy norm based on the inner product. The resulting POD
basis can be regarded as building blocks for physical flow structures and can facilitate analysis [146].
However, the basis functions themselves are mathematical constructs; they of themselves carry not
more physical relevance than a Fourier mode in homogeneous turbulence. Also, it is particularly
useful to investigate data in inhomogeneous directions where the conventional Fourier transform is
inapplicable [147, 148]. In this study, we use POD to examine energetic-structure interactions in
regard to the generation of sound.
We employ a POD formulation based on that of Rowley [149] and Freund & Colonius [150],
which is briefly described below. Each POD basis is represented by a linear combination of M -
snapshots of vector variables. In a periodic or a statistically homogeneous direction, the Fourier
decomposition is equivalent to POD in the optimal sense. Each Fourier mode also corresponds to
an optimal, orthogonal eigenmode computed by the POD analysis. Thus, for a better statistical
convergence, the fluctuation variables are Fourier transformed in the azimuthal direction before
they are combined to form a set of POD eigenbasis. The method of snapshots [145] is used to
generate the j-th orthogonal basis ϕ
(n)
j for the n-th azimuthal Fourier decomposition:
ϕ
(n)
j (r, x) =
M∑
i=1
(
c
(n)
j
)∗
i
q̂′
(n)
(r, x, ti), (4.65)
where n = 0, 1, · · · , Nθ/2− 1 and ∗ indicates a complex conjugate. Therefore, c(n)j and ϕ(n)j are in
general complex valued, except for n = 0. The minimal energy requirement when the snapshots
are projected onto the POD eigenbasis results in the following eigenvalue problem:
M∑
j=1
Mij(c
(n)
j )k = λ
(n)
k (c
(n)
i )k, (4.66)
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where
Mij =
∫
V
q̂′
(n)
(r, x, ti)A q̂′
(n)∗
(r, x, tj) dx (4.67)
is the inner product operation defining the energy norm. This corresponds to the homogeneous
Fredholm integral equation of the second kind in a continuous sense, which is usually difficult to
solve; however, for a finite number of snapshots, this can be efficiently solved. The eigenvalue λ is
real and non-negative and represents the modal energy of each POD mode. The diagonal matrix
A is 
α1 0 0 0 0
0 α2 0 0 0
0 0 α3 0 0
0 0 0 α4 0
0 0 0 0 α5

, (4.68)
and provides a weighting of different contributions to the inner product.
For incompressible flow, a kinetic energy norm is typically selected. However, there are more
options available for a compressible flow; some options for q = [ur, uθ, ux, c, p]
T are the stagnation
enthalpy norm with diag[A] = [1, 1, 1, 2γ−1 , 0] [149], the kinetic energy norm diag[A] = [1, 1, 1, 0, 0],
and the pressure norm diag[A] = [0, 0, 0, 0, 1]. In this study, the pressure fluctuation norm as used
by Arndt et al. [148], Freund & Wei [151], and Freund & Colonius [150] is chosen. The pressure
norm offers several benefits for the POD analysis. As pointed out by George et al. [152], near-field
pressure spectrum is typically dominated by large-scale motions induced by velocity fluctuations,
although instantaneous vortex dynamics is not unambiguously described by pressure [153]. Thus,
the POD eigenmodes can realize lower-order representations of large-scale vortical motions with
a better convergence than the formulation based on velocity [148]. This is important for the
aeroacoustic viewpoint since large-scale structures are expected to be significant noise sources.
Also pressure is a scalar variable, which thus significantly reduces the computational cost for the
POD analysis, compared to when other vector-based norms are used.
Once the POD basis is obtained, the ensemble of snapshots can be projected onto the eigenbasis
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to investigate its temporal dynamics described by a
(n)
j :
q̂′
(n)
(r, x, t) =
M∑
j=1
a
(n)
j (t)ϕ
(n)
j (r, x). (4.69)
Note that a
(n)
j is a complex number in general, so both amplitude and phase information is inves-
tigated.
To study the changes due to the noise-reducing control, the snapshots of controlled flows are
projected onto the eigenfunctions generated by the uncontrolled flow snapshots. Thus, the eigen-
functions do not form a set of optimal basis for the snapshots for the controlled jet; this cross
projection is rather intended to investigate the modified temporal dynamics of the uncontrolled jet
eigenbasis due to the control. One may produce a set of optimal eigenbasis using the controlled
jet snapshots; however, the optimality condition sometimes causes non-causal temporal behavior,
where the temporal POD modes changes before the control is in effect.
As pointed out by, for example, Arndt et al. [148], a POD eigenfunction does not necessarily
correspond to a physical turbulent eddy; rather, it should be understood as a component that
constitutes an eddy structure and the interaction among the eigenbasis determines large-scale
dynamics. Therefore, the discussion in this study should be viewed in that context as well.
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Chapter 5
Verification
In this chapter, simulations to verify the implementation of the numerical scheme in chapter 4 are
described. Each simulation is designed to verify particular components of the code implementation,
which are important for predicting jet turbulence and its radiated sound. Also, the implementation
of the adjoint-based optimization discussed in chapter 2 is verified against the anti-sound cance-
lation. It is demonstrated to be not only effective in reducing the noise but also consistent and
accurate in regards of the control formulation.
5.1 Tollmien–Schlichting wave over a flat plate
The boundary-layer transition to turbulence exhibits a number of instability waves, their break-
down, and the intermittent bursts of turbulent spots [154]. Tollmien–Schlichting wave characterizes
the initial stage of the transition. It is viscous instability of small-amplitude disturbances in a form
of two-dimensional streamwise traveling waves. The infinitesimal amplitudes of the instability
waves make the simulation of Tollmien–Schlichting wave a good bench-mark test in order to assess
the numerical accuracy and dissipation, especially regarding the implementation of viscous fluxes
and no-slip boundary.
The growth of Tollmien–Schlichting wave over a flat-plate boundary layer is simulated and
compared with the DNS result of Fasel & Konzelmann [155] (case 1b), where Tollmien–Schlichting
instability undergoes a clear amplification within the simulation domain, as predicted by both par-
allel and non-parallel stability theories. The simulation condition is similar with Nagarajan [156],
who also simulated the boundary layer of Fasel & Konzelmann [155].
Two-dimensional, steady, compressible Navier–Stokes equations are rewritten via the Howarth
transformation [157, 126] for a flat-plate boundary layer with a zero-pressure gradient. Variables
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are defined by
X = x
Y =
∫ y
0
ρdy′
V = ρuy + ux
∫ y
0
∂ρ
∂x
dy′.
(5.1)
The self-similar solution is obtained by integrating the system of equations
ff ′′ +
2
γ − 1
(
µ
g
f ′′
)′
= 0
2
γ − 1
1
Pr
(
µ
g
g′
)′
+ fg′ = − 2
γ − 1
µ
g
(
f ′′
)2
,
(5.2)
where the similarity variables are defined by
η = Y
√
Re∞
X
f ′(η) = ux(X,Y )
g(η) = T (X,Y ).
(5.3)
The no-slip, isothermal boundary is imposed by
f(η = 0) = 0
f ′(η = 0) = 0
g(η = 0) =
1
γ − 1 ,
(5.4)
and the free-stream boundary by
f ′(η →∞) = U∞
c∞
g(η →∞) = 1
γ − 1 ,
(5.5)
where U∞/c∞ = 0.088 following Fasel & Konzelmann [155] and thus the flow is in a near-
incompressible limit. A shooting algorithm is applied to solve (5.2). The similarity solution in
the physical coordinates is computed via the backward Howarth transformation [126].
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The simulation domain extends from Rex = 15, 000 to 415, 000 in the streamwise direction and
95δ∗i in the wall-normal direction, where δ
∗
i is the displacement thickness at the inflow and also the
reference length for the simulation. The inflow location is estimated using the similarity solution
by
xi
δ∗i
=
√
Rexi
U∞
[
(γ − 1)
∫ η99
0
g(η)dη − f(η99)− f(0)
U∞
]−1
, (5.6)
where Rexi = 15, 000 and f
′(η99) = 0.99. The estimated inflow and outflow locations are x/δ
∗
i =
71.3 and 1973.8, respectively. The Reynolds number is Re∞ = ρ∞c∞δ
∗
i /µ∞ = 2389.3 and the inflow
momentum thickness is θ0/δ
∗
i = 0.38. Uniform 401 points are used in the streamwise direction and
101 points are non-uniformly distributed in the wall-normal direction. The inflow momentum
thickness is resolved by 11 points with the minimum spacing of y+ ≈ 0.422.
The similarity solution of the compressible boundary layer is used to initialize the simulation.
The subsonic inflow and outflow conditions are enforced on the boundaries in the streamwise
direction. In the wall-normal direction, the no-slip, isothermal condition is imposed at y/δ∗i = 0
and the subsonic outflow at y/δ∗i = 95. The absorbing buffer zone is specified for the first 20 points
in every direction, except for the boundary at y/δ∗i = 0, and the similarity solution is used for the
reference state.
Following Fasel & Konzelmann [155], Tollmien–Schlichting wave is generated by a time-harmonic
blowing and suction of the wall-normal velocity, modeling localized wavemakers in laboratory ex-
periments. Its streamwise location extends from Rex = 0.9 × 105 to 1.1 × 105. The excitation is
modeled by 2× 10−4U∞fx(x) sin(ωt) where
fx = 15.1875ξ
5 − 35.4375ξ4 + 20.25ξ3, (5.7)
with
ξ =
x− x1
xst − x1 for x1 < x < xst,
ξ =
x2 − x
x2 − xst for xst < x < x2,
(5.8)
and xst = (x1 + x2)/2. The angular frequency ω = 2π/T is determined by F = ων/U
2
∞ =
1.4× 10−4 [155]. The boundary layer is excited for 20T and the solution for another T is used to
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calculate the amplitude response to the excitation frequency.
At several streamwise locations corresponding to Reδ∗ = 600, 800, and 1000, the eigenfunctions
are plotted with respect to the wall-normal direction y in figures 5.1(a) through (c). The profiles
are normalized by the maximum amplitude of the streamwise velocity component at each location.
Overall, a good agreement is found for both streamwise and wall-normal velocity fluctuations. The
growth rate of the disturbance at the excited frequency ω is shown in figure 5.2. The criterion based
on the inner maximum of the amplitude of the streamwise velocity fluctuation [155] is applied. The
calculated growth rate matches reasonably well with the DNS data of Fasel & Konzelmann [155]
and Nagarajan [158] with a comparable grid resolution. The growth rate for Reδ∗ . 600 contains
a large peak presumably due to its proximity to the blowing and suction on the wall used to create
the Tollmien–Schlichting wave.
5.2 Compressible decaying isotropic turbulence
The implementation of the dynamic Smagorinsky sub-grid-scale dissipation model is verified for
decaying isotropic turbulence. For comparison, the case 6 of Spyropoulos & Blaisdell [133] is selected
where the same sub-grid-scale model is applied and a pseudo-spectral discretization is used. The
same flow is simulated by Rizzetta et al. [132] using a generalized coordinate formulation of the
sub-grid-scale model and the sixth-order compact finite difference [63] in conjunction with the
tenth-order Pade´ filter [118].
The computational domain is a three-dimensional box with its size 2π in each direction and 32
points are uniformly distributed. The domain is periodic in every direction. The initial isotropic
turbulence is described by a Gaussian energy spectrum
E(k) = 16
√
2
π
u2rms
k0
(
k
k0
)4
exp
[
−2
(
k
k0
)2]
, (5.9)
where k0 is the wavenumber where the spectrum peaks in its energy and u
2
rms = 〈u′iu′i〉/3 = q2/3 and
the bracket denotes the volume average over the domain. The fluctuation level urms is determined
via a relation urms = 〈c〉Mt/
√
3 where Mt is the turbulent Mach number. For the comparison,
k0 = 4 and Mt = 0.4 are chosen. The initial turbulent velocity fluctuations are generated following
63
0 1 2 3 4 5 6 7 80.0
0.5
1.0
y/δ∗
|û′
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|û′
| m
a
x
Current, |û′|
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Figure 5.1: The normalized eigenfunctions of streamwise and wall-normal velocity fluctuations at
(a) Reδ∗ = 600, (b) Reδ∗ = 800, and (c) Reδ∗ = 1000.
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Figure 5.2: The growth rate of Tollmien–Schlichting wave.
Rogallo [159] for solenoidal velocity field and the initial fraction of energy in the dilatational velocity
component is χ = (qd)2/q2 = 0.2. Initial thermodynamic fluctuations are added using the isentropic
condition and the acoustic equilibrium hypothesis [160], and
ρ′rms
〈ρ〉 =Mt
√
χ
F
1
γ − 1
T ′rms
〈T 〉 =Mt
√
χ
F
,
(5.10)
where F ≈ 1 [160]. Note that the same energy spectrum (5.9) is used for every initial fluctuation.
Turbulent Reynolds number is ReT = ρq
4/(ǫµ) = 2157 and ǫ = 2ν〈sijsij〉 is the dissipation rate.
The eddy turn-over time is
τ =
λ
urms
, (5.11)
where λ is the Taylor microscale defined by
λ =
urms√
〈(∂u∂x)2〉 . (5.12)
Since the geometry is homogeneous in every direction, the spatial averaging for the sub-grid-scale
model coefficients in (4.53) through (4.55) is equivalent to the volume averaging. The simulation
condition is chosen so that the spatial resolution is not sufficient to represent turbulent fluctuations
65
0 1 2 3 4 50.0
0.2
0.4
0.6
0.8
1.0
t/τ
T
K
E
Current (15-point test filter [67])
Current (7-point test filter [133])
Rizzetta et al. [132]
(a)
0 1 2 3 4 50.00
0.05
0.10
0.15
0.20
t/τ
ρ
′ rm
s
Current (15-point test filter [67])
Current (7-point test filter [133])
Spyropoulos & Blaisdell [133]
(b)
Figure 5.3: Time evolution of (a) normalized turbulent kinetic energy and (b) root-mean-square of
density fluctuation.
and thus spurious energy produced by the under-resolved scale is piled up at high wavenumbers,
which eventually crashes the simulation unless sufficient sub-grid-scale dissipation is provided.
The evolution of the initial isotropic turbulence is simulated and compared with those of Spy-
ropoulos & Blaisdell [133] and Rizzetta et al. [132]. The decay of turbulent kinetic energy defined
by
TKE =
1
2
〈ρu′iu′i〉, (5.13)
is plotted and compared in figure 5.3(a) and a good agreement is found. Note that the simulation
of Rizzetta et al. [132] used the seven-point explicit test filter [133]. The test filter has little
influence on the decay of turbulent kinetic energy. The root-mean-square of density fluctuation
also demonstrates a good agreement with that of Spyropoulos & Blaisdell [133] where the seven-
point explicit test filter is used.
The instantaneous three-dimensional energy spectrum is calculated at t/τ = 2.17 and compared
with Rizzetta et al. [132]. A good agreement is found for lower wavenumbers, while the spectrum
deviates for k & 10.
More strict comparison is made for the time development of model constants (4.53) through
(4.55) in figures 5.5(a) through (c). The current model constants match well those of other LES
data. Little difference is observed for the type of the test filter used in this study; the negative
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Figure 5.4: Instantaneous energy spectrum at t/τ = 2.17.
model constant CI for the seven-point test filter is reported by Spyropoulos & Blaisdell [133]. Note
that the sharp cut-off test filter is used for CI and PrT of Spyropoulos & Blaisdell [133].
5.3 Acoustic point source
The Ffowcs Williams and Hawkings method implementation is verified by calculating the sound
radiated from elementary acoustic sources. An analytic disturbance field due to a point source is
specified on an integral surface and the sound is computed at a measuring microphone location
using the Ffowcs Williams and Hawkings acoustic analogy. Then the analytic pressure fluctuation
at the measuring location is directly compared with the computed sound.
Two different point sources are investigated in this study: acoustic monopole and acoustic
dipole. Only a time-harmonic source in an infinite quiescent medium are considered.
The geometry of the Ffowcs Williams and Hawkings surface affects the quality of the predicted
sound via the surface quadrature. This is particularly important due to a fact that a high-speed
jet is known to have a preferential direction of its sound radiation [8]. Therefore, to accurately
predict the noise from a high-speed jet, we have to assess the effect of the surface geometry,
such as asymmetry, non-analytic surface normal. Three different shapes of integral surfaces are
investigated: a straight cylindrical surface, a cylindrical surface with a nonuniform radius, and the
surface used to predict the Mach 1.3 jet noise. All surfaces have the same length in their axial
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Figure 5.5: Time evolution of the sub-grid-scale model constants: (a) C, (b) CI , and (c) PrT.
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direction, x. The length is 43 nondimensional unit same as the surface extracted from the Mach
1.3 jet mesh and it corresponds to at least 15 wavelengths. The surface with a nonuniform radius
is mathematically represented by
f(x, y, z) = y2 + z2 − r2 = 0, (5.14)
where r = 1+ 2 tanh
[
0.005(x− xc)2
]
and xc = (xmin+ xmax)/2. All surfaces have 32 points in the
azimuthal direction θ and 450 points in the axial direction. Except for the as-extracted surface,
surface grid points are uniformly distributed. A point source is placed symmetrically at the center
of the volume enclosed by the integral surface unless mentioned otherwise. The surfaces are not
closed on their sides.
The Ffowcs Williams and Hawkings method implementation is extensively verified especially in
accurately predicting amplitude, frequency, phase, and directivity of the radiated sound field due
the the point sources. All measurements are made with respect to a coordinate system centered
at the point source. A distance from a point source is fixed as a 40 nondimensional length but
the conclusion does not depend on its choice. A polar angle ϕ is defined with respect to the +x
direction.
5.3.1 Acoustic monopole
An acoustic monopole models a point volume source which emits the same level of sound in every
direction. Thus it serves as a useful test assessing the effect of the integral-surface geometry on the
calculated sound, especially regarding the existence of its side surfaces. At an observer location x,
an analytic acoustic pressure radiated from an acoustic monopole at y is given by
p′(x, t) =
ρ∞
4π|x− y|
∂
∂t
q(t− |x− y|/c∞), (5.15)
where q = A0 sin[ω(t − |x− y|/c∞)] and A0 is a monopole strength. |x− y| = 40 and A0 = 10−4
and the monopole angular frequency ω = 2π/(∆tPPW) where ∆t = 0.18 and PPW (Points Per
Wavelength) = 16. These parameters give an omni-directional sound field of 67 dB at the observer
location with a nondimensional frequency of 0.35. The integral surface defined by (5.14) is used.
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Figure 5.6: (a) Computed time history of the acoustic pressure at ϕ = 30◦. (b) Frequency spectrum
of the acoustic pressure at ϕ = 30◦.
A pointwise time history of the acoustic pressure measured at the observer location is plotted in
figure 5.6(a). Only the signal at ϕ = 30◦ is shown here. Amplitude and frequency at the observer
location are predicted reasonably well by the Ffowcs Williams and Hawkings implementation. This
time history is windowed and Fourier transformed to obtain its corresponding frequency spectrum
in figure 5.6(b). A frequency peak coinciding with the monopole frequency is clearly seen.
The sound pressure level measured at a constant distance from the monopole is plotted in
a function of ϕ in figure 5.7. It is clearly seen that the effect of neglecting the side surfaces
is confined within 10◦ from the cylindrical surface axis. For the current Ffowcs Williams and
Hawkings surface, this corresponds to the maximum angle where an observer has a line-of-sight
(∼ 8◦) with the monopole. According to Freund et al. [141], the sound radiated at an angle within
that bound is not computed accurately in an asymptotic limit. Since the integral surface used to
predict the Mach 1.3 jet noise has less line-of-sight compared to the surface used here, it is expected
that the sector of angle where the end effect is non-negligible is smaller than 10◦.
In addition to the amplitude and the frequency prediction, it is assessed whether the current
implementation can accurately predict phase information of the source. A monopole with a decaying
strength q = exp[−λ(t− |x−y|/c∞)]A0 sin[ω(t− |x−y|/c∞)] is used as the sound source in (5.15)
and λ is a small positive number determining the decaying rate. λ = 0.01 is chosen in this study.
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Figure 5.8: Computed time history of the acoustic pressure at ϕ = 30◦.
Figure 5.8 shows that the current implementation correctly predicts the phase information of the
source.
Since the accuracy of the predicted sound using a Ffowcs Williams and Hawkings surface also
depends on the frequency that a source radiates, above tests are repeated for a monopole at a four-
times higher frequency, 1.4. To assess the effect of the frequency alone, all the other conditions are
kept same and only the monopole frequency is changed. Note that while varying the frequency, its
temporal resolution represented by PPW is kept same. The current Ffowcs Williams and Hawkings
implementation has the similar agreement as the lower-frequency monopole.
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5.3.2 Acoustic dipole
An acoustic dipole is a limiting configuration of two point monopoles with opposite strengths. If
the distance between two monopoles is sufficiently smaller than their acoustic wavelengths, their
emitted sounds are canceled wherever they have opposite phases. Then an observer hears a dipole
sound. This dipole source enters into the inhomogeneous wave equation as a divergence of the
monopole source strength; i.e. (∂/∂xj)[fj(t)δ(x − y)]. An analytic acoustic pressure heard by an
observer at x and t due to the dipole is given by
p′(x, t) =
∂
∂xj
[
fj (t− |x− y|/c∞)
4π|x− y|
]
, (5.16)
where y is the dipole location. Using a simple chain-rule, above solution is further decomposed as
below:
p′(x, t) = −cosϕj
4π
[
1
c∞|x− y|
∂
∂t
fj (t− |x− y|/c∞) + 1|x− y|2 fj (t− |x− y|/c∞)
]
, (5.17)
where ϕj is the angle with respect to the xj axis in the Cartesian coordinate and therefore cosϕj =
(xj − yj)/|x − y|. In the (5.17), the first term inside of the bracket represents a slowly-decaying
far-field sound and the second term is a near-field contribution. A density fluctuation and velocity
fluctuations are computed using the linear acoustics theory.
A time-harmonic dipole source emitting its maximum sound in the y direction is used; i.e.
fj(t) = A0 exp(iωt)δ2j where the dipole strength is A0 = 10
−4 , which gives the maximum 67 dB
at the radial location d = 40 from the dipole source. The dipole frequency ω is same as that of the
monopole test. The directivity of the dipole source is plotted in figure 5.9.
For the given dipole source, the grid resolution of the integral surface is systematically varied
to verify the spatial accuracy of the surface quadrature. The second order accuracy of the two-
dimensional trapezoidal rule is found. Also for a fixed surface grid resolution, a time step size for
the temporal derivatives in the Ffowcs Williams and Hawkings integral is varied to confirm the
temporal accuracy, which is the fourth order.
The next test is to shift the integral surface so that the circular symmetry in the surface
geometry around the dipole source is broken. Note that the cylindrical surface is not shifted in its
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axial direction. Translating the surface makes indistinguishable difference in the predicted sound
(not shown here).
A dipole with a four-times higher frequency is tested and its result agrees well with the analytic
solution as well.
5.4 Anti-sound cancelation
To show the effectiveness and the accuracy of the control optimization procedure, a series of test
optimizations are devised. These tests correspond to the anti-sound control, which minimizes sound
in a particular target region by introducing additional acoustic source. These are convenient for
demonstrating and testing the algorithm [161], but it is clear that this type of anti-sound control
via acoustic interference is not a viable option in most aeroacoustic flows of practical interests.
In general, there is no guarantee that the global sound minimization can be obtained, but the
anti-sound tests can be designed such that a near-complete noise suppression can be anticipated
as the outcome, which also makes them useful for testing the algorithm.
5.4.1 Acoustic cancelation in a quiescent fluid
The first anti-sound control demonstration is in a two-dimensional, quiescent, inviscid fluid with a
time-harmonic noise source. This is particularly useful to verify the optimization implementation
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since the test configuration can be crafted so that there exists an analytic minimum [125]. The
result can be analyzed in the acoustic limit for the accuracy of adjoint solution and the consistency
of the optimization algorithm [161].
The computational domain has a size of −10 ≤ x ≤ 10 and −10 ≤ y ≤ 10 discretized by 201
evenly-spaced points in each direction. The domain boundaries are modeled by the non-reflecting
condition for both the forward and the adjoint problems. Absorbing buffer zones are used for four
non-dimensional lengths from the boundaries with the quiescent fluid as the reference state. The
computational time step is constant as ∆t = 0.08 corresponding to CFL ≈ 1.3.
The control setup is designed same as that of Wei [125] and shown schematically in figure 5.11.
The noise is emitted by a thermal source located at (x0, y0) = (−3, 0). The non-dimensional sound
source in the total energy equation is modeled by S(x, y, t) = A0 exp[−σ((x−x0)2+(y−y0)2)] cos(ωt)
where A0 = 0.01, σ = 1.0, and ω = 3.0. Thus, the number of time steps per each source period is
26. A control target region Ω is a vertical line extending from y = −8 to y = 8 and is approximated
on the mesh by a Gaussian distribution having the same formula as Wei [125]. The canceling noise
source Γ to be optimized is centered at (x, y) = (3, 0) as an image for S with respect to the target
line. The control ~F is constrained to take the same spatial profile C(x, y) = exp[−σ((x + x0)2 +
(y − y0)2)] as the noise source and thus it only depends on time t. Thus, complete cancelation
on Ω is the expected outcome of the optimization. The control time horizon is ∆T = 24, which
corresponds to approximately 11 source periods. The forward solutions are written at every three
time step to be interpolated for the adjoint Navier–Stokes solver.
Figure 5.10(a) shows the cost functional reduction. Over the fifteen line searches, 99% reduction
of J is achieved. The largest reduction occurrs at the first line search amounting to 48%. Note that
the initial five line searches yield 90% reduction of J . The instantaneous cost functional defined
in (2.19) is plotted in figure 5.10(b) and compared with the uncontrolled state. A near-complete
suppression of noise is achieved demonstrating the effectiveness of the optimization procedure.
The abrupt increase of I for t & 23 for the controlled case appears to be caused by the control
magnitude smoothly decreasing to zero near the end of the control horizon. Figure 5.11 shows the
instantaneous sound fields at t = 16 before and after the control is applied, which qualitatively
demonstrate that the noise reduction is done via the acoustic interference. The pointwise time
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Figure 5.10: (a) The reduction of the cost functional J over the control horizon. (b) Instantaneous
cost functional at the fifteenth line search.
history of the control at (x, y) = (3, 0) is plotted in figure 5.12. Also plotted is the time profile of
the noise source S(x, y, t) with the opposite phase. A good agreement is found demonstrating that
the optimization procedure can indeed identify the optimal control.
Above results can be used to analyze the accuracy of the optimization procedure. In the acoustic
limit, sound field produced by an unsteady thermal source S(x, t) is described by an inhomogeneous
acoustic wave equation
1
c2
∂2p′
∂t2
−∇2p′ = γ − 1
c2
∂S
∂t
, (5.18)
with the ideal gas assumption [10]. One can also derive a similar inhomogeneous wave equation for
the adjoint system devised for the aeroacoustic control
1
c2
∂2p†
∂t2
−∇2p† = −γ − 1
c2
2W (x)
∂p′
∂t
. (5.19)
Using the solutions of (5.18) and (5.19), one can show that sound by a time-harmonic source is
exactly canceled on Ω by sound by another harmonic source on Γ. Especially, when the distance
between S and Ω matches with the distance between Γ and Ω, the two competing sources should
be in the opposite phase, as demonstrated in figure 5.12.
The accuracy of the adjoint solution as a control sensitivity can be investigated by examining
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Figure 5.11: Instantaneous sound at t = 16 for (a) uncontrolled and (b) controlled states. “S” for
the noise source, “Γ” for the controller, and “Ω” for the target region.
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Figure 5.12: Instantaneous control at (x, y) = (3, 0).
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Figure 5.13: The convergence of the cost functional to the local minimum at the first line search.
the finite-difference approximation of the change of the cost functional as discussed in section 2.4. It
is shown in figure 5.13 with the relative cost functional with respect to the uncontrolled state. Note
that this plot is obtained using the data of the first line search and the control is not constrained. For
α≪ 1 (i.e. small-amplitude control in the gradient direction), the finite-difference approximation
J−J (0)
α is well predicted by the adjoint solution, demonstrating that the optimization procedure is
consistent and the adjoint solution is accurate. Similar observation is made for other line searches.
5.4.2 Acoustic cancelation in a Mach 0.9 mixing layer
Another anti-sound cancelation problem is devised to reduce the noise generated by a two-dimensional,
temporally-developing mixing layer. This test is designed to assess whether the adjoint-based op-
timization can reduce the noise in the presence of a nonlinear, unsteady flow with a non-zero mean
flow.
The simulation condition is simliar to one of the cases (ML1) reported by Kleinman & Fre-
und [162]. For our puposes, however, only a two-dimensional simulation on a x-y plane is carried
out. The y-domain size was increased 2.5 times in the present study to include more of the sound
field. Therefore, a computational domain size is Lx/δ
0
m × Ly/δ0m = 2000 × 5000, where δ0m is a
momentum thickness at tc∞/δ
0
m = 0. Both x and y grid points are half of those of Kleinman &
Freund [162], resulting in 170× 157 points. The periodic x-direction has an uniformly spaced grid,
while the y-grid is clustered near the shear layer region (y/δ0m = 0) and gradually stretched as
77
y increases. Absorbing buffer zones of height 500δ0m were placed along the top and the bottom
boundaries to damp outgoing acoustic disturbances.
Two parallel streams with a hyperbolic tangent streamwise velocity profile
U(y, t = 0) =
∆U
2
tanh [σy(y − yc)] , (5.20)
where ∆U/c∞ = 0.9 and σyδ
0
m = 5, provide the initial condition. Initially, there is no vertical
velocity component (V = 0), and density and pressure are initialized to be ambient. The yc in
(5.20) represents a small-amplitude sinusoidal perturbation
yc(x) = ǫ1 sin
(
4π
Lx
x
)
+ ǫ2 sin
(
2π
Lx
x
)
(5.21)
where ǫ1 = 0.05 and ǫ2 = 0.01. This small initial disturbance amplifies and leads to vortex roll-
up and successive pairing. The Reynolds number based on the initial momentum thickness is
Reδ0m = ∆Uδ
0
m/ν
0 = 35 matching Kleinman & Freund [162].
With the optimization turned off, the flow is solved up to time tc∞/δ
0
m = 6000 with a constant
time step of ∆tc∞/δ
0
m = 2.5, which corresponds to CFL ≈ 0.5. This provides the initial condition
for the anti-sound control.
A control target region Ω is defined as a box centered at (x/δ0m, y/δ
0
m) = (1000, 1750). The box
size 200δ0m × 500δ0m is chosen so that the number of control parameters Γ is 170. The controller Γ
is placed parallel to the x-direction at y/δ0m = −1750 on the other side of the mixing layer as seen
in figure 5.14. Set up this way, both the adjoint pressure and the canceling sound waves have to
accurately traverse the time-dependent finite-amplitude flow in the mixing layer, which provides a
strong test of the overall optimization algorithm.
The control time horizon ∆Tc∞/δ
0
m in [6000, 36000] is chosen so that the controlling sound
wave from Γ can traverse the y domain around six times. During this horizon, the perturbed initial
shear layer rolls up into discrete vortices by successive pairing. The forward solutions are written
at every 20 time step and increasing the writing frequency demonstrates little change.
In figure 5.15(a), almost 99% reduction of noise in the target region is observed after 10 conju-
gate gradient iterations. Note that the first four iterations achieve 95% reduction of the noise and
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Figure 5.14: Anti-sound control setup of a Mach 0.9 temporally-developing mixing layer.
the first iteration has the largest 55%. When the control is optimized, the time history of the cost
functional in figure 5.15(b) shows the reduction in the sound and especially large acoustic peaks are
almost completely suppressed. This is seen by examining the two visualization plots in figure 5.16
at tc∞/δ
0
m = 19250. At this instant shown, the large black (negative dilatation) region is replaced
by a near-zero gray. Note that despite the sound suppression, the vortical structure remains almost
unchanged.
A consistency test discussed in section 2.4 is conducted for the current optimization set-up.
The left and right-hand-side of (2.45) are evaluated and compared in figure 5.17. The first line
search data are used and the control is not constrained. A result similar with figure 5.13 for the
anti-sound control in a quiescent fluid is obtained. For α≪ 1, the control and the adjoint solution
yield a consistent convergence to the predicted state.
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Figure 5.15: (a) Convergence of the cost functional. (b) Time history of cost functional.
Figure 5.16: Instantaneous flow and sound fields at tc∞/δ
0
m = 19250: vorticity magnitude (colors)
and velocity divergence (gray scale). “Γ” for the controller, and “Ω” for the target region. (a)
Uncontrolled mixing layer. (b) Control-optimized mixing layer.
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Figure 5.17: The convergence of the cost functional to the local minimum at the first line search.
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Chapter 6
Baseline Mach 1.3 Jet and Its
Acoustics
To establish a baseline state for the adjoint-based control optimization, a simulation of an uncon-
trolled Mach 1.3 turbulent jet is performed using the high-order numerical scheme discussed in
chapter 4. The low-fidelity RANS data in section 4.1.4 are used for both the initial condition and
to provide the reference state for the boundary zones. The simulation data are used to establish
the initial condition and the time-averaged state for the adjoint-based optimization.
The schematic of the computational domain is shown in figure 6.1. A cylindrical coordinate
system is employed with radial, azimuthal, and streamwise variables (r, θ, x) with r/D = 0 along
the jet axis and x/D = 0 the nozzle-exit plane as the coordinate origin. As discussed in section 4.1,
a nozzle is not included in the physical portion of the simulation domain. Also shown are the
distance to a far-field location d and a polar angle ϕ. The azimuthal angle θ is also used to define
a far-field location. The spherical origin of the acoustic far-field does not necessarily coincide with
the origin of the coordinate system since the nozzle is not included and thus a physical reference
point is not available. More detailed discussion will follow in section 6.2.
The simulation domain is discretized by two overset-grid blocks. To avoid the coordinate
singularity at r/D = 0, a Cartesian grid is used along the jet centerline while the rest of the
simulation domain is discretized by a cylindrical grid. The domain size is 12.5D in the radial
direction and 34D in the axial direction. The absorbing buffer zone starts from r/D = 10 in the
radial direction and in the axial direction, x/D < 1 and x/D > 24 belong to the buffer zone,
as shown in figure 6.1. The Cartesian grid has 451 × 21 × 21 points in streamwise, vertical, and
spanwise directions, respectively, and the cylindrical grid 184×32×451 points in radial, azimuthal,
and streamwise directions, respectively. The total number of grid points is thus around 2.9× 106.
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Figure 6.1: Computational domain on the x-y plane. The shaded zone is an absorbing buffer region
and Σ indicates the Ffowcs Williams and Hawkings surface.
6.1 Turbulence statistics
The Mach 1.3 turbulent jet is time advanced for non-dimensional time ∆Tc∞/D = 2200. Once
the jet reached a statistically steady state, flow statistics are collected for ∆Tc∞/D = 540. In this
time, acoustic waves radiated at the inflow can travel the streamwise length of the domain over
23 times. It also corresponds to more than 150 jet column mode periods at StD ≈ 0.3 [21]. The
number of instantaneous flow snapshots is 12,000 and each snapshot is taken at a sampling rate of
StD ≈ 20. This frequency provides sufficiently high temporal resolution for the jet turbulence as
will be demonstrated in this chapter. Statistical results are averaged in time and in the azimuthal
(θ) direction, which is statistically homogeneous and the grid points are equally spaced. In the
Cartesian block, however, statistics are averaged only in time.
6.1.1 One-point statistics
Centerline statistics
Centerline statistics are calculated and compared with other numerical and experimental data for
similar jet conditions. At r/D = 0 and x/D = 1, the mean Mach number M = Mj is 1.26, the
mean streamwise velocity is ux/c∞ = Uj/c∞ = 1.05, the mean density is ρ/ρ∞ = ρj/ρ∞ = 1.45,
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and the mean static temperature is T/T∞ = Tj/T∞ = 0.69.
Given the current method of generating inflow perturbations, the streamwise coordinate is
shifted so that the jet potential core length defined by the axial location where the mean streamwise
velocity is 0.95Uj , matches the measurement of Samimy et al. [106] at x/D ≈ 8.5. The necessary
shifting distance is xs/D = 2.3.
In figure 6.2(a), we see that the centerline streamwise velocity decreases somewhat more rapidly
compared to the laboratory jet experiments [106, 163] and the simulation of Mendez et al. [57]. In
their work, Mendez et al. [57] used six-times more grid resolution and applied the same sub-grid-
scale model for a Mach 1.4 jet with the nozzle. Its decay rate is closer to the Mach 0.9 turbulent
jet simulation without a nozzle using the same inflow excitation technique [56].
Similarly, the root-mean-square fluctuation of the centerline streamwise velocity in figure 6.2(b)
has a reasonable agreement with Bodony & Lele [56]. The streamwise turbulence intensity has a
growth and decay pattern which can also be seen in other turbulent jet simulations without a
nozzle [56, 164]. This artifact appears to be a consequence of the incomplete description of shear-
layer turbulent fluctuations. The current inflow excitation models the turbulent fluctuations as a
superposition of spatially-developing instability waves and azimuthal Fourier modes, as discussed
in section 4.1.6. It is a reasonable model for thin separating shear layer issuing from the nozzle
exit; however, prescribing the amplitude and phase of instability waves to the correct amount is
not straightforward. Despite this disagreement, we shall see that the sound spectra show good
agreement for the frequencies that can be expected to be accurately computed on this grid.
Lipline statistics
Figure 6.3(a) shows the decay of the streamwise velocity in the axial direction along the r/D = 0.5
nozzle lipline. The discrepancy with the data of Mendez et al. [57] matching the experimental
data [163] is presumably due to much lower (six times) spatial resolution and the inflow distur-
bances which do not match those from a realistic nozzle exit. The root-mean-square fluctuations
of the streamwise velocity in figure 6.3(b) demonstrate a similar trend. However, once the inviscid
potential core closes and the annular shear layer start to interact across the jet diameter, better
agreement is observed downstream. This suggests that the current inflow excitation is capable
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Figure 6.2: Centerline turbulence statistics: (a) time-averaged streamwise velocities and (b) stream-
wise velocity root-mean-square fluctuations, where xs/D = 2.3 for the current simulation, and 4.0
for Bodony & Lele [56].
of producing realistic turbulence downstream. Figure 6.4 compares the streamwise growth of the
jet quantified by the jet half width r0.5, which is defined as Ux(x, r0.5) = 0.5Ux(x, r/D = 0) with
several other studies. The growth rate of the current jet is apparently larger than the laboratory
jet [106], as was observed in the centerline statistics. Beyond the axial location where the potential
core collapses, the jet demonstrates a linear growth. Also shown is the Mach 0.9 jet LES data of
Bodony & Lele [56] which do not include a nozzle and use the same inflow excitation.
Figures 6.5(a) and (b) show the streamwise evolution of the azimuthal spectra at r/D = 0.5.
Near the inflow, energy is primarily in the modes that are excited, but past x/D ≈ 6 the streamwise
location at which the jet potential core is closed, turbulence spectra broaden, while the inflow
excitation artifact forcing at discrete azimuthal instability modes is clear at prior locations. Note
that the n = 0 modes in the figures are particularly weak near the inflow as expected, since they
are not explicitly excited (see section 4.1.6). In figure 6.5(b), the streamwise growth of large-scale
motions is demonstrated by the locations of the spectral peaks moving toward the low azimuthal
modes, presumably via the amplification of instability waves and the agglomeration of shear-layer
vortices. The dominance of the first helical mode (n = 1) is clearly seen in a turbulent regime [26].
Frequency spectra of streamwise and radial velocity fluctuations at one and a half jet-diameter
downstream of the end of the potential core (x/D ≈ 6) are plotted in figure 6.6. Also shown are the
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Figure 6.3: Lipline turbulence statistics: (a) time-averaged streamwise velocities, and (b) stream-
wise velocity root-mean-square fluctuations, where xs/D = 2.3 for the current simulation.
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Figure 6.4: Streamwise growth of jet half width r0.5.
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Figure 6.5: Lipline azimuthal spectra of (a) pressure fluctuations and (b) streamwise velocity
fluctuations at several streamwise locations. The shaded zone indicates the range of the forced
azimuthal modes at the inflow.
Mach 1.4 heated jet data of Bridges & Wernet [163] and Mendez et al. [57] at the approximately
same location relative to the end of the potential core (x/D = 10, r/D = 0.5 in their studies).
Due to the different jet-temperature ratio, this comparison should be viewed as qualitative. The
current simulation data are similar with the Mach 1.4 jet measurements. The shading in figure 6.6
indicates the range of StD excited at the inflow discussed in section 4.1.6. It is clear that the inflow
excitation, although a finite number of frequencies are excited, can produce realistic broad-banded
turbulence spectra. It also shows that the spectra are not dominated by distinct frequency peaks
matching the inflow excitation frequencies.
6.1.2 Two-point statistics
To examine the streamwise development of jet turbulence, two-point correlation is calculated. A
normalized streamwise two-point correlation of fluctuating quantities is defined by
Rqq(ξ;x) =
〈q′(x, t) q′(x+ ξi, t)〉
〈q′(x, t) q′(x, t)〉 , (6.1)
for a fluctuating variable q′(x, t) = q(x, t) − 〈q(x, t)〉 and a separation between two points ξ is
computed. The unit vector i is aligned with the streamwise direction. The operation 〈 〉 represents
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Figure 6.6: Power spectral density (PSD) comparison at x/D = 8, r/D = 0.5: (a) streamwise
velocity fluctuation, and (b) radial velocity fluctuation.
time and azimuthal (θ) averaging.
Figures 6.7(a) through 6.8(b) show the calculated streamwise two-point correlations along the
jet centerline and the lipline. At x/D = 2 and 4 where the initially laminar annular shear layer
is developing, the effect of the inflow excitation is still visible in a form of a wavepacket. Farther
downstream where the inviscid core is closed (x/D & 6), more realistic turbulence correlations
appear and the inflow excitation has little significance. At x/D = 2 in figure 6.7(a), the local
two-point correlation shows the footprint of the inflow excitation although the inviscid core is far
from collapsing. Note that its maximum correlation when it is not normalized is negligibly small.
Turbulent characteristics of the current Mach 1.3 jet are more clearly visible in the corresponding
wavenumber spectrum Sqq(k;x) where k is a wavenumber associated with ξ. In figures 6.9(a)
through 6.10(b), the wavenumber spectra are plotted. At x/D = 2 and 4, the local fluctuations
contain order-of-magnitude higher energy at large-scale motions. As the potential core closes, the
spectral shapes rather quickly take transition to be more broad-banded, implying energy transfer
to small scales via turbulence cascade. For the velocity fluctuations in figures 6.9(a) and 6.10(a),
the local spectra show the existence of the inertial subrange [3] along both the centerline and the
lipline. For the pressure spectra in figures 6.9(b) and 6.10(b), the -11/3 spectra similar to the
analysis of George et al. [152] are seen at x/D = 2 and 4, while they converge to the -7/3 spectra
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representative of turbulence–turbulence interactions farther downstream where the inviscid core is
closed.
The spatial two-point correlation Rqq(ξ;x) when the time separation τ is retained, is used
to study the space–time structure of turbulence. This is useful to identify the convection veloc-
ity of eddy structures representing bulk fluid motions based on the turbulent eddy postulation.
Figure 6.11 shows a representative space–time correlation of pressure fluctuation at several axial
locations. The contours except for that at x/D = 2 are shifted by τc∞/D = 2 in the τ axis. For
every location considered here, the local convection velocity is measured as Uc/Uj = 0.66, which
is close to the convection velocity of the most amplified wave for the current jet mean profile in
figure 4.5(b).
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Figure 6.7: The normalized streamwise two-point correlations of (a) radial velocity fluctuation and
(b) pressure fluctuation at different axial locations along the jet centerline r/D = 0.
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Figure 6.8: The normalized streamwise two-point correlations of (a) streamwise velocity fluctuation
and (b) pressure fluctuation at different axial locations along the jet lipline r/D = 0.5.
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Figure 6.9: The spectra of the two-point correlation of (a) radial velocity fluctuation and (b)
pressure fluctuation at different axial locations along the jet centerline r/D = 0. The dashed line
in figure 6.9(a) has a slope of -5/3. The dashed line in figure 6.9(b) has a slope of -7/3 and the
dashed-dot line -11/3.
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Figure 6.10: The spectra of the two-point correlation of (a) streamwise velocity fluctuation and (b)
pressure fluctuation at different axial locations along the jet lipline r/D = 0.5. The dashed line
in figure 6.10(a) has a slope of -5/3. The dashed line in figure 6.10(b) has a slope of -7/3 and the
dashed-dot line -11/3.
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Figure 6.11: The space–time correlation contours of pressure fluctuation at several axial locations.
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6.2 Far-field sound prediction
Far-field sound radiation beyond the jet simulation domain is predicted by evaluating the Ffowcs
Williams and Hawkings integral discussed in detail in section 4.2. The integral surface for the
Ffowcs Williams and Hawkings integral is extracted from instantaneous flow fields at the rate of
StD ≈ 20, the sampling frequency discussed in section 6.1. The details of our Ffowcs Williams and
Hawkings procedures and acoustic results are discussed in the following subsection.
6.2.1 Far-field sound
Overall Sound Pressure Level (OASPL) is a quantitative measure of how loud a radiated sound is.
By definition, OASPL is an acoustic intensity rescaled for human auditory system.
OASPL(dB) = 10 log10
p′2
p2ref
, (6.2)
where pref = 20µPa, which is a lower threshold value of acoustic pressure that a human ear can
perceive as a sound. Thus, p′2 = 20µPa corresponds to 0 dB and in general negative OASPL is not
audible to a bare human ear.
OASPL can be also computed from the Fourier transform of the acoustic pressure signal. Ac-
cording to the Parseval’s theorem, integrating or discretely summing the sqaure of the Fourier
coefficients of the acoustic pressure gives the same value of OASPL provided that the sampling
covers frequency range between StD,min and StD,max having most of energy.
OASPL(dB) = 10 log10
StD,max∑
StD,min
p̂ p̂∗
p2ref
. (6.3)
In our study, either (6.2) or (6.3) gave OASPL value same within 1% difference.
The computed OASPL is adjusted in various ways for a quantitative comparison of the acoustic
data with other studies. Since the acoustic intensity decays as 1/d2 in the far-field, the data are
scaled to a common measurement location dmeas by subtracting 10 log10(dmeas/d)
2 from (6.3). We
will also make comparisons with jets of somewhat different velocities, for which we use Lighthill’s
U8j law by subtracting 10n log10(Uj/c∞), where n = 8 in this study. The velocity exponent
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of n = 8 is chosen since it serves as a reasonable representative value for the current unheated
mildly supersonic jet [165], though its value appears to be a function of the radiation angle, the
temperature ratio, and the velocity ratio.
To compute far-field sound spectra, the acoustic pressure calculated using the Ffowcs Williams
and Hawkings surface is windowed Fourier-transformed and its spectral content is then represented
as sound pressure level (SPL):
SPL(dB) = 10 log10
p̂ p̂∗
p2ref
, (6.4)
where pref = 20µPa.
To compare with the results from other studies, SPL is also rescaled like OASPL. The normal-
izations based on the 1/d2-decay of the acoustic energy and the Lighthill’s U8j law are still used.
The effect of a different frequency bandwidth is removed by dividing the spectrum by its frequency
bandwidth so that the comparison among data is made for a common dimensional bandwidth 1Hz.
SPL(dB) = 10 log10
p̂ p̂∗
p2ref
− 10 log10
(
dmeas
d
)2
− 10n log10
(
Uj
c∞
)
− 10 log10∆f, (6.5)
where n = 8 and ∆f is the frequency bandwidth of a measurement defined as a sampling frequency
divided by a number of samples.
6.2.2 Acoustic prediction of the Mach 1.3 jet
Acoustic spectra
Narrow-band spectra of the Mach 1.3 turbulent jet computed using (6.4) are shown in figures 6.12(a)
and (b). Also shown are the corresponding data of Samimy et al. [98]. Agreement at ϕ = 30◦ is
within 0.5 dB up to StD ≈ 1.5, where it falls off as expected due to the finite resolution of the
simulation. This cut-off frequency can be estimated based upon computing the grid Strouhal
number StG [56, 116], which is defined using the spatial resolution of the Ffowcs Williams and
Hawkings surface. At ϕ = 90◦, the spectrum deviates from the experimental measurement at a
lower StD ≈ 0.7, which can be predicted using the StG argument as well.
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Figure 6.12: Sound pressure level measured at (a) d/D = 94 and ϕ = 30◦, and (b) d/D = 44
and ϕ = 90◦. Spectra are projected to a common distance 80D. Line segments at the upper right
corner indicate OASPL of the spectra.
Acoustic energy radiation
In figures 6.12(a) and (b), OASPL obtained by integrating the spectra over the entire frequency
range measured is shown as line segments at the upper right corners. Both data closely agree with
each other, demonstrating that the current tool is capable of predicting acoustic intensity as well
as spectral details in the resolved frequency range. However, the agreement at ϕ = 90◦ should be
interpreted cautiously; it looks plausible that the close agreement of OASPL in figure 6.12(b) is
a consequence of relatively higher SPL around StD ≈ 0.2 of the current data compensating the
relatively lower acoustic energy in higher frequencies than StD ≈ 0.7.
The acoustic directivity is shown in figure 6.13(a). Only the result at d/D = 72 is shown here
but the comparison made at other locations also shows a similar agreement. The current data
agree within 2 dB with the sound measurement from a Mach 1.3 cold jet [166]. Compared to the
Mach 1.4 cold jet noise measurement of Tanna [167], a nearly constant over-prediction of sound
level is observed.
Pressure disturbances radiated by jet turbulence propagate and decay at the rate of 1/d2 in
acoustic regime (see, for example, [38]). The present Mach 1.3 jet also demonstrates the same
behavior as shown in figures 6.14(a) and (b).
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Figure 6.13: The sound directivity at d/D = 72.
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Figure 6.14: Acoustic radiation along a constant far-field angle: (a) ϕ = 30◦ and (b) ϕ = 90◦. The
dashed line denotes (d/D)−2 curve represented in a log-log scale.
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Chapter 7
Noise-Controlled Mach 1.3 Jet
The Mach 1.3 jet of the previous chapter serves as a baseline for the noise-reduction effort presented
here. In figure 7.1, the optimization procedure is shown schematically. The control ~F , which has
support in Γ, is optimized such that the aeroacoustic cost functional J (equation (2.19)) measured
on the control target region Ω is minimized. The controller is a crude model of the arc-filament
plasma actuators developed at the Ohio State University [106]. It models the effect of these
actuators as a thermal source for the compressible Navier–Stokes equations located near the nozzle
exit, though detailed simulations [168] suggest that the actuators might have a considerably more
intricate effect on the flow.
A control time horizon is ∆Tc∞/D = 90, long enough to include more than approximately 20
jet column mode periods [21]. As discussed in the formulation of section 2.3, the adjoint requires
the time-resolved flow solutions. These are saved every 50 time steps, which corresponds to a
maximum resolved frequency of StD ≈ 10 for the adjoint Navier–Stokes solver. This frequency is
deemed sufficiently high since most of turbulence energy (by more than 30 dB) is contained at a
much lower frequency range, as seen in figures 6.6(a) and (b) for both experiments and simulations.
The target surface Ω is defined as an approximately cylindrical surface which is located at
r/D ≈ 8 and spans the entire streamwise physical domain. Its side surfaces are left open. An
actuator region is a ring-shaped volume zone within 0.3 ≤ r/D ≤ 0.7 and 1.0 ≤ x/D ≤ 3.0 and
includes the initial jet shear layer. No attempt is made to make this actuation zone replicate any
particular hardware; instead, it is designed as a model for localized actuation near the nozzle lip
for assessing the effectiveness of the current control algorithm. The actuation zone has 140 × 103
mesh points over 2 × 103 time steps, so the total number of parameters to be optimized is about
280× 106. The sharp boundaries of Ω and Γ would lead to numerical artifacts on a discrete mesh
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Figure 7.1: The schematic of adjoint-based control of the Mach 1.3 jet with Γ labeling the actuator
and Ω the target region.
and are therefore modified by smoother functions:
W (x) = exp
[
−(r − 8)
2
(8/17)2
]
{tanh[30(x− 1)] + tanh(24− x)− 1} (7.1)
C(x) = {tanh[5(x− 1)] + tanh[5(3− x)]− 1} {tanh[15(r − 0.3)] + tanh[15(0.7− r)]− 1} , (7.2)
where W (x) and C(x) are used in (2.19) and (2.4), respectively. The control is not further con-
strained in either space or time.
7.1 Noise reduction
7.1.1 The suppression of near-field sound
Figure 7.2 shows the time history of I defined in (2.19) for the uncontrolled jet over the entire
simulation. Note that several large-amplitude acoustic peaks occur intermittently (for example, in
period II). The maximum amplitudes of these intense peaks are approximately twice the average
acoustic intensity the jet is radiating, as shown in the figure. Between two adjacent groups of
the acoustic peaks, the sound is characterized by relatively long periods of lower acoustic energy
emission. This intermittency in acoustic radiation has been reported by several previous stud-
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Figure 7.2: Time history of the integrated acoustic intensity I over the control target region Ω.
The horizontal dashed-dot line indicates the time-averaged acoustic intensity.
ies [49, 51, 52, 53, 101, 100], for both axisymmetric jets and free-shear flows. Using the causality
technique, Juve´ et al. [49] identified that this event is originated mainly from the regions near
the end of the potential core. Bogey et al. [51] argued that sudden periodic acceleration and the
subsequent breakdown of the shear layer constitute the predominant radiation for the subsonic jet
noise. Hileman et al. [52] further quantified the intermittency using their “NG” and “RQ” criteria,
and linked it to the intermittent large-scale vortex dynamics (abrupt disintegration of shear-layer
vortices) using the simulataneous flow visualization and acoustic measurement. A notable observa-
tion is that under the “NG” criterion these intense peaks are mostly radiated to shallow angles with
respect to the jet downstream axis, which reinforces the link between the large-scale vortical mo-
tion and the intermittent large acoustic peaks. Kastner et al. [53] found a similar large-amplitude
intermittent radiation in the Mach 0.9 jet database of Freund [39]. Bogey & Bailly [101] found
significant correlations between intermittent acoustic radiation at the lower radiation angle and the
abrupt, pseudo-periodic intrusion of vortical structures near the end of the potential core.
A realization of the turbulence and its acoustic radiation is shown on the x-y plane; figure 7.3(a)
shows a time when the jet is relatively quiet, while figure 7.3(b) corresponds to one of the periods
with large-amplitude peaks in figure 7.2. In figure 7.3(b), the radiation of intense pressure waves
is observed. The shape of the wave fronts and their motion in animated visualizations suggest
that their origin is where the potential core collapses near x/D ≈ 6, qualitatively similar to the
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observation using the causality method [49].
As a preliminary study, the adjoint-based optimization is applied to the time periods denoted by
I and II in figure 7.2, respectively. Only the first line search is completed and the noise reductions are
compared. These data are useful to assess the effectiveness of the optimization implementation since
the first line search usually accomplishes the most reduction of the cost functionals, as illustrated
by previous study [92] and our verification studies. The two controlled jets both demonstrate
reduction in J : 3.6% for the period I and 8.3% for II, respectively. Although figure 7.4(a) also
shows some reduction in J , the period II demonstrates more encouraging noise reduction. A similar
observation is made for far-field sound radiation. This is qualitatively consistent with the findings
of Cavalieri et al. [100], who analyzed the data of Wei & Freund [92]. In their study, the optimized
control of Wei & Freund [92], which accomplished the maximum 11 dB reduction in J , reduced
J mostly by suppressing a single intermittent acoustic peak, while other time period without an
intermittent peak remained almost intact.
In this study, we target the time period II for noise control. Figure 7.5(a) shows that the sound
cost functional J defined by (2.19) is reduced after two conjugate gradient iterations. Overall, a
13.5% reduction is obtained with respect to the initial cost. Figure 7.5(b) shows the change in the
instantaneous cost functional I defined in (2.19). However, as illustrated by Wei & Freund [92],
sound radiated to the control target surface Ω is not controllable during the initial time period for
which pressure fluctuations produced by the noise-controlled jet first reaches the surface. Thus,
for the current optimization with the finite time horizon, it is more relevant not to include the
contribution from the uncontrollable time period. This time period is estimated using the shear-
layer convection velocity, Uc/Uj ≈ 0.66 for the current Mach 1.3 jet and the average location at
which the potential core collapses (x/D ≈ 6). Based on this estimation, t0 in (2.19) is re-defined
as t0 +12.2 and denoted by a black dot in figure 7.5(b). Note that the second dot is drawn simply
at t0 + 2× 12.2. Thus, over this effective control horizon [t0, t1], J is decreased by 15%.
It is estimated how much reduction in J can be obtained for the current control horizon.
Assuming that the adjoint-based control reduces the noise to the average acoustic intensity shown
as a horizontal line in figure 7.2, the maximum theoretical reduction in J is 11%, which is already
smaller than the noise reduction obtained so far. This shows that the jet is controlled to be already
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(b)
Figure 7.3: Instantaneous visualization at (a) tc∞/D = 2547 and (b) tc∞/D = 2554 : vorticity
magnitude (colors) and velocity dilatation (gray scale).
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Figure 7.4: Instantaneous cost functionals defined in (2.19) over the time periods of (a) I and (b)
II obtained at the first line search.
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Figure 7.5: (a) The reduction of the cost functional J over the control horizon. (b) Instantaneous
cost functional defined in (2.19) over the control horizon.
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quieter than the average level of noise radiation. If the control reduces the noise to the minimum
acoustic intensity in figure 7.2, the cost functional reduction is calculated to be 45%.
In figure 7.6, instantaneous pressure fluctuations on Ω are compared at times corresponding
to the three acoustic peaks of the uncontrolled jet shown in figure 7.5(b). For the uncontrolled
jet, large-amplitude, azimuthally-correlated acoustic waves are radiated mainly to shallow angles
ϕ ≤ 30◦. Note that the controlled jet demonstrates less intense and less coherent radiation in θ
than the uncontrolled case. This observation is qualitatively consistent with the flow visualization
in figure 7.3(b) in a sense that most of the intense noise radiation is directed downstream toward
lower radiation angles. It also demonstrates that the intermittent noise emission of the current
turbulent jet may be qualitatively similar to those found by previous studies [49, 51, 52, 53, 100]
in a sense that the noise is radiated mainly at lower angles. In the previous studies, the dynamics
of large-scale vortical structures when they convect and interact near the end of the potential core
is unequivocally suggested as the fundamental mechanism.
To better quantify this, sound radiated to Ω is decomposed into its azimuthal modes in order to
examine the modal amplitudes. Sound spectra at several far-field angles are plotted in figures 7.7(a)
through (c). It is demonstrated that close to the jet axis (ϕ = 20◦ to 40◦), the reduction in J is
associated with an axisymmetric mode (n = 0) and the first helical mode (n = 1). For higher far-
field angles, J shows negligible change in all azimuthal components. This observation is consistent
with the analytical study [34] where lower azimuthal modes radiate sound more efficiently and thus
constitute dominant noise sources for axisymmetric jets. However, interpreting this information
and extrapolating back to turbulent regions needs to be done with care, as discussed in, for example,
Jordan & Gervais [169], especially for numerical simulations with an initial laminar shear layer in
which large-scale coherent structures dominate and thus higher-degree of nonlinearity is involved
in sound generation process. More discussions will follow in subsequent sections.
7.1.2 Far-field sound reduction
Far-field acoustic radiation is also suppressed. Acoustic spectra calculated at the same locations
are shown in figures 7.8(a) and (b) before and after the control is applied. At ϕ = 30◦, most of
the noise reduction is obtained for 0.1 ≤ StD ≤ 0.4, which approximately include the jet preferred
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Figure 7.6: Instantaneous pressure fluctuations on Ω, unrolled in the azimuthal direction θ. For
each pair of figures, upper one is for uncontrolled and lower controlled. The vertical lines indicate
the streamwise locations corresponding to the far-field angles denoted in above plots.
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Figure 7.7: Azimuthal sound spectra on the control target surface Ω.
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Figure 7.8: Sound pressure level measured at (a) d/D = 94 and ϕ = 30◦, and (b) d/D = 44 and
ϕ = 90◦. Spectra are projected to a common distance 80D.
mode frequency [21]. The maximum reduction in SPL at that angle is 5.6 dB at StD = 0.2. The
spectrum at ϕ = 90◦ does not show appreciable change.
The modification of sound directivity is demonstrated in figure 7.9. OASPL at every angle
considered is reduced with its maximum reduction at ϕ = 35◦ as 1.6 dB. This demonstrates that
the adjoint-based optimization has found a control which actually reduces far-field noise radiation.
It is encouraging compared to most of the noise-reduction strategies where noise reduction at some
radiation angles adversely increases sound at different angles. The frequency spectra in figure 7.8
show that there is no adverse increase in high-frequency sound as well, as often observed for noise-
reducing controllers [94, 98].
Instantaneous pressure fluctuations measured at the same locations where the spectra are com-
puted are shown in figures 7.10(a) and (b). Only the measurements at θ = π/2 are compared
and shown here. Since the retarded time between a measurement location and the points on the
Ffowcs Williams and Hawkings surface varies across the surface, the reliable period of observer
time is always shorter than the length of the source time [140]. An obvious difference between the
measurements at two angles is that intermittently loud acoustic peaks are suppressed at ϕ = 30◦.
At ϕ = 90◦, sound radiation is perturbed but not clearly reduced, consistent with figure 7.8(b).
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Figure 7.9: The sound directivity change at d/D = 72.
0 10 20 30 40 50-8
-6
-4
-2
0
2
4
6
8
trc∞/D
p
′
×
10
4
Uncontrolled
Controlled
(a)
0 10 20 30 40 50-8
-6
-4
-2
0
2
4
6
8
trc∞/D
p
′
×
10
4
Uncontrolled
Controlled
(b)
Figure 7.10: Pressure fluctuations at (a) d/D = 94 and ϕ = 30◦, and (b) d/D = 44 and ϕ = 90◦.
tr denotes the time at which sound at the measurement location is reliable.
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7.1.3 Robustness of the noise-reducing control
The results from sections 7.1.1 and 7.1.2 demonstrate that it is the suppression of intermittently
loud acoustic events that achieves most of the noise reduction. The intermittency in sound radi-
ation strongly suggests intermittency in the jet turbulence as a source of sound as well. Bogey
& Bailly [101] demonstrated that the similar intermittently loud acoustic emission at the lower
radiation angle is highly correlated with the near-field event represented by a sudden deceleration
of vortical structures. Therefore, it is interesting to examine whether there should be an exact
phase relation between the control and the turbulence so that the intermittent sound radiation is
suppressed. In this section, the phase of the noise-reducing control is perturbed as it is applied and
several forward simulations are performed. Note that the control amplitudes are not altered.
Figures 7.11(a) and (b) demonstrate the changes in J for the second line search when the same
noise-reducing control ~F (x, t) is applied at different phases: backward in time ~F (x, t1 − t) and
delayed by 20% of the control horizon ~F (x, t − 0.2∆T ) as shown in figure 7.12. Over the entire
control horizon, the control applied backward in time increases J by 0.06%, while the 20%-delayed
actuation in figure 7.11(b) has 2.3% reduction. Note that J is reduced by 13.5% over the entire
horizon in this line search when the control phase information is not altered. The slight change
when the reversed control ~F (x, t1− t) is applied in figure 7.11(a) is attributed to the control energy
concentrated mostly near the end of the horizon in figure 7.12, thereby leaving the most of the time
horizon uncontrolled.
The control effectiveness significantly drops when the exact phase information of the control
found by the adjoint-based optimization is not used. Thus, it looks clear that the noise-reducing
control targets specific near-field events. This poses a technical difficulty on implementing the
current noise-reducing control in hardware; for the adjoint-based control to be fully effective, the
noise-generating mechanisms should be precisely predicted to determine the relative phase between
the control and the source mechanisms.
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Figure 7.11: Instantaneous cost functionals for the second line search.
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Figure 7.12: Time history of the applied control at x/D = 1.3 and r/D = 0.5. Non-solid lines are
shifted by 0.4 along the vertical axis.
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7.2 Near-field changes
7.2.1 Turbulence statistics
Statistical changes due to the noise-reducing control are summarized in this section. Overall, only
subtle changes are observed. However, this is not surprising based on the previous study of the
two-dimensional subsonic mixing layers [92], which also resulted in little modification for near-
field statistics. Also, most of aeroacoustics theory predict that sound-generating mechanisms are
described by higher-order correlations of fluctuations and only a fraction of flow energy is converted
to acoustic energy. Accordingly, the statistical changes for the current quieter Mach 1.3 jet are also
expected to be insignificant.
Figures 7.13(a) through (d) and figures 7.14(a) and (b) demonstrate the changes of center-
line statistics due to the control. Time averaged quantities do not show significant changes as
anticipated. Pressure fluctuation in figure 7.13(b) is slightly suppressed downstream the end of
the potential core (x/D ≈ 6), while turbulence intensity as well as temperature fluctuation are
enhanced a bit. Hileman et al. [52] observed that the period of the intermittent acoustic radiation
is characterized by the increased mixing and the considerable shortening of the jet potential core.
When the noise-reducing control is applied, the current quieter jet does not demonstrate a signifi-
cant change in the potential core length defined by the axial location where the mean streamwise
velocity is 0.95Uj . However, this observation alone does not provide particularly useful informa-
tion on the near-field mechanism generating the intermittent acoustic radiation, primarily because
the subtle and presumably intermittent interaction of turbulent fluctuations is filtered out by the
averaging process.
To assess how the control modifies the streamwise growth of the jet for noise reduction, the
jet half width r0.5 and the momentum thickness θ0 are calculated. Figure 7.15(a) shows that
the sudden growth of r0.5 between x/D ≈ 11 and 15 is removed after the control is applied and
the jet demonstrates more linear growth. This is qualitatively consistent with the observation of
Hileman et al. [52], where the intermittent radiation of the large-amplitude sound is associated
with a shorter potential core and increased entrainment. The momentum thickness, which is
approximately constant in that interval before the control is applied, demonstrates a similar linear
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Figure 7.13: Centerline statistics; (a) time averaged static pressure, and (b) root-mean-square
fluctuation of static pressure, and (c) time averaged static temperature, and (d) root-mean-square
fluctuation of static temperature. Vertical dotted line denotes the average location at which the
potential core closes.
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Figure 7.14: Centerline statistics; (a) time averaged streamwise velocity and (b) root-mean-square
fluctuation of streamwise velocity. Vertical dotted line denotes the average location at which the
potential core closes.
growth for the quieter jet. Typically, the rapid growth of shear layers followed by a constant
thickness for some streamwise distance is regarded as evidence of vortex merging [27]. Thus,
the existence of vortex coalescence is further investigated in the following analysis. However,
at this point, it is rather hasty to argue that the vortex coalescence is the main mechanism of
the intermittently loud events; as illustrated in figure 7.3(b) for a representative phase of the jet
producing the intense acoustic radiation, most of the large-amplitude pressure waves appear to
be created near the end of the potential core (x/D ≈ 6), well upstream of the interval where
the integral thicknesses demonstrate abrupt nonlinear growth in figures 7.15(a) and (b) and thus
the vortex merging is believed to occur. Thus, it is not obvious at this point whether the vortex
coalescence constitutes the physical source of the intermittent sound, or it is simply a byproduct
of the noise-generating event.
7.2.2 Turbulence spectra
Jet centerline spectra, especially before the potential core is closed, may provide important clues
on the dynamics of the large-scale motions in the jet shear layers. Although care must be taken in
interpreting them [25], the centerline spectra of an initially laminar jet are particularly interesting
since local fluctuations are not yet complicated by broad-banded turbulence and thus the spectra
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Figure 7.15: Streamwise growth of (a) jet half width r0.5 and (b) momentum thickness θ0. Vertical
dotted line denotes the average location at which the potential core closes.
reflect only the footprint of large-scale structures [43]. This is especially the case for the current
jet since the fluctuation level inside of the inviscid core is significantly lower than laboratory exper-
iments and the inflow excitation discussed in section 4.1.6 is mostly concentrated within the thin
shear layer region.
Temporal fluctuation amplitudes along the jet centerline are plotted in figure 7.16. For all the
variables shown here, the amplitudes are largely complicated by turbulence and their general trend
is difficult to find. Among them, the radial velocity fluctuations before and after the control is
applied are characterized by a clear growth of the fluctuation energy at StD ≈ 0.4 for x/D < 6,
while other frequency components at the same location have much less pronounced amplitudes (note
that the radial velocity at the centerline corresponds to the vertical component of a local velocity
vector uy in this study). The evidence that the radial velocity fluctuations can be representative
of the large-scale motions in the shear layer can be also found in the two-point correlation data of
figure 6.7(a). Its earliest growth and the consequent peak at x/D ≈ 6 suggests that this represents
the jet preferred mode. However, since the measurement is made along the centerline, the passage
of large vortical structures induces two times higher frequency for the radial velocity fluctuation
than the streamwise component; thus, StD for the radial velocity fluctuation should be interpreted
as twice the actual frequency. According to this argument, the growth of fluctuation energy at
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StD ≈ 0.4 for x/D < 6, in fact, corresponds to StD ≈ 0.2, the jet column mode frequency. Recall
that the jet has the largest noise reduction at StD ≈ 0.2 at ϕ = 30◦, as demonstrated in figure 7.8(a).
Thus, looking into this particular frequency and how its spectrum is modified by the control appears
to be useful. In the following analysis, we use the term “fundamental” to denote the radial velocity
fluctuation at StD ≈ 0.4, and “subharmonic” for StD ≈ 0.2; that is, fundamental corresponds to
the jet column mode. In figure 7.17(a), the fundamental and the subharmonic amplitude changes
are plotted before and after the control is applied. The fundamental is enhanced more than two
times, while its subharmonic is significantly suppressed.
The suppression of the subharmonic component is interesting because the growth and satura-
tion of the subharmonic waves in the jet shear layer are often described by the merging of two
neighboring shear-layer vortices, which is accompanied by increased shear layer thickness and mix-
ing enhancement [170]. In figures 7.15(a) and (b), the existence of the vortex coalescence is already
suggested and it is consistent with that the subharmonic is suppressed in figure 7.17(a).
The rather indirect evidence of the vortex coalescence is made more visible in the space–time
visualizations of streamwise velocity fluctuations in figures 7.18 and 7.19. They are measured along
the nozzle lipline (r/D = 0.5) at different azimuthal angles. Bright colors in each figure represent
fluid moving faster than the local mean streamwise velocities and dark colors indicate relatively
slow fluid motions in the streamwise direction. For θ = 90◦ in figure 7.18, the uncontrolled jet
demonstrates successive vortex coalescence especially at ∆tc∞/D ≈ 40. The collective coalescence
of neighboring vortices is disturbed by the control and the merging process remains incomplete.
This substantiates the existence of the vortex coalescence and its removal by the noise-reducing
control. This observation is, however, not the case for different azimuthal angles, for example
at θ = −90◦ in figure 7.19. The uncontrolled jet clearly does not have any similar collective
coalescences nor does the controlled jet. This suggests that the complicated vortical interactions
occur only locally in the azimuthal direction. The visualizations at other azimuthal angles confirms
this argument as well (not shown here).
Still, this argument may be questioned since the large-scale vortical structures are usually
displaced upward and downward in the radial direction as they convect downstream; thus, mea-
surements of fluctuation quantities along a single line (lipline in this study) may not be conclusive
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Figure 7.16: Streamwise development of fluctuation amplitudes along the jet centerline for (a)
uncontrolled and (b) controlled jets.
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Figure 7.17: Modification of (a) modal amplitudes and (b) phase angles in the streamwise direction;
dashed line, uncontrolled; solid line, controlled. In (a), each curve other than for StD = 0.4 is shifted
by multiples of 0.05 in the y axis. Vertical dotted line denotes the average location at which the
potential core closes.
in showing their interactions and the changes due to the control. For example, the vortex coa-
lescence may still be present, but its location where the successive vortices are merged may be
moved farther away from the jet by the control, superficially suggesting that the control removes
the vortex coalescence. However, considering the subtle modification of the streamwise growth of
the noise-controlled jet (for example, see figure 7.15(a)), it is unlikely that large structures in fig-
ure 7.18 would be dramatically displaced after the control is applied in figure 7.19 to demonstrate
the significant changes in the centerline amplitudes in figure 7.17(a).
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Figure 7.18: Space–time distribution of lipline streamwise velocity fluctuations at θ = 90◦. Hori-
zontal dashed line denotes the average location at which the potential core closes.
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Figure 7.19: Space–time distribution of lipline streamwise velocity fluctuations at θ = −90◦. Hori-
zontal dashed line denotes the average location at which the potential core closes.
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Figure 7.20: Effective phase angles defined in (7.3). Vertical dotted line denotes the average location
at which the potential core closes.
In natural or randomly-excited jets, both fundamental and subharmonic instability waves ini-
tially grow approximately independently as they travel downstream at different phase speeds [170].
However, under the conditions that the fundamental saturates in its amplitude and the phase dif-
ference between the two instability waves remains approximately constant, an efficient nonlinear
energy transfer can occur via the so-called “subharmonic resonance” mechanism [171, 172, 173, 174].
The second resonance condition is equivalent to the matching of the phase speeds between the two
instability waves. Depending on the initial phase angle difference, this resonance can induce either
subharmonic amplification or subharmonic suppression, where the amplification is found to occur
more frequently [175]. Using the phase information of figure 7.17(b), figure 7.20 shows the effective
phase angles between the fundamental and subharmonic components defined by
φeff = φf − 2φs, (7.3)
where φ is the phase angle of the Fourier component and the subscripts f and s denote fundamental
and subharmonic, respectively. Note that the control reduces the noise in a way that the effective
phase angle does not remain constant prior to the potential core collapse. This may suggest that
the resonance condition is violated by the action of the noise-reducing control and thus the energy
transfer to the subharmonic component is significantly suppressed as demonstrated in figure 7.17(a).
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7.2.3 Proper orthogonal decomposition
The changes in POD eigenvalues representing modal amplitudes are shown in figures 7.21(a)
through (d) for the azimuthal modes n = 0, 1, 2, 3. Only lower azimuthal modes are included
since they are known to be efficient sound sources [34]. The largest reduction in the modal am-
plitudes occurs for the axisymmetric mode (n = 0). Certain changes exist for the first helical
mode (n = 1), while for higher azimuthal modes, the control-induced changes are negligible. This
suggests that important noise sources for the intermittent large-amplitude acoustic radiation is
intrisically tied to the axisymmetric motion. For the azimuthal modes considered in this study, the
first 20 POD modes contain approximately 60% of the total energy. Also shown in the figures is
the cumulative energy with respect to the total energy contained in each azimuthal mode.
The time-dependent amplitude changes for POD coefficients a
(n)
j (t) for each azimuthal mode
n are investigated in figures 7.22 through 7.25. Axisymmetric (n = 0) and the first three helical
modes (n = 1, 2, 3) are only included since higher modes contain much smaller amount of energy
than those modes, thus statistically less significant for the current analysis. Only the first six POD
modes sorted in an order of decreasing eigenvalue magnitudes for each n are shown. In regards to
the reductions of the modal amplitudes, the first four POD modes for n = 0 and the third and the
fourth POD modes for n = 1 seem to show significant changes. Similar to the observation on Ω,
the suppression of large-amplitude pressure fluctuations is observed in the near field. The largest
change of the amplitude occurs at the most energetic POD mode (m = 1) for the axisymmetric
mode (n = 0) as seen in figure 7.22(a). This is interesting when compared with figure 7.7(a), which
demonstrates that most of noise reduction is obtained for the axisymmetric component of radiated
sound. This presumably demonstrates a linear mechanism when intermittency is involved between
near field and acoustic radiation, as supported by Fuchs [176]. In a context of the noise control,
this may provide a clue about the noise-reducing mechanism for the controller such as chevrons
and plasma actuators, of which azimuthal distribution is important. Assuming that there exists a
linear mechanism, the azimuthally-distributed control induces azimuthally less coherent motion by
disrupting the dominant axisymmetric mode, and thereby puts more energy into the acoustically
less efficient higher azimuthal modes to reduce the sound radiation. Between nondimensional times
20 and 50, the intense amplitude peaks are suppressed below the average magnitude. This time
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Figure 7.21: POD energetics before and after the control is applied.
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period appears to coincide with the retarded time period estimated and denoted by the three
dots in the figure (see the captions for more detailed description). Recalling figure 7.18, this time
period contains successive vortex coalescence occuring near the jet lipline, which is disrupted by
the control. This coincidence suggests a possibility that the modal amplitude in figure 7.22(a)
represents the energetics of the vortex coalescence. This is further investigated later in this section.
Other axisymmetric POD modes in figure 7.22 also demonstrate some reductions in their am-
plitudes. However, their amplitude changes are much smaller, or occur near the end of the control
horizon, suggesting that their contributions may not compose the acoustically loud events controlled
in this study. This is also the case for other POD modes for n ≥ 1.
Based on these arguments, it is quite plausible that the most energetic axisymmetric POD
mode (n = 0,m = 1) constitutes a large portion of the source of the intermittent acoustic radiation
in terms of the energy norm. It is tempting to argue that this is the main source of the acoustic
events; however, as Arndt et al. [148] pointed out, it is not necessarily true that this corresponds
to a physical entity such as a large-scale vortex. Our analysis in this section should be interpreted
in that context.
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Figure 7.22: The amplitude changes of the first six POD coefficients for the axisymmetric mode
(n = 0): dashed, uncontrolled; solid, controlled. Horizontal lines denote the average amplitudes.
The three dots correspond to retarded times at which the integrated acoustic intensity I(t) peaks
on Ω in figure 7.5(b). The retarded times are estimated assuming that the noise sources are at
r/D = 0 and x/D = 6, where the potential core is closed, defined by ux/Uj = 0.95.
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Figure 7.23: The amplitude changes of the first six POD coefficients for the first helical mode
(n = 1): dashed, uncontrolled; solid, controlled. Horizontal lines denote the average amplitudes.
The three dots correspond to retarded times at which the integrated acoustic intensity I(t) peaks
on Ω in figure 7.5(b). The retarded times are estimated assuming that the noise sources are at
r/D = 0 and x/D = 6, where the potential core is closed, defined by ux/Uj = 0.95.
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Figure 7.24: The amplitude changes of the first six POD coefficients for the second helical mode
(n = 2): dashed, uncontrolled; solid, controlled. Horizontal lines denote the average amplitudes.
The three dots correspond to retarded times at which the integrated acoustic intensity I(t) peaks
on Ω in figure 7.5(b). The retarded times are estimated assuming that the noise sources are at
r/D = 0 and x/D = 6, where the potential core is closed, defined by ux/Uj = 0.95.
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Figure 7.25: The amplitude changes of the first six POD coefficients for the third helical mode
(n = 3): dashed, uncontrolled; solid, controlled. Horizontal lines denote the average amplitudes.
The three dots correspond to retarded times at which the integrated acoustic intensity I(t) peaks
on Ω in figure 7.5(b). The retarded times are estimated assuming that the noise sources are at
r/D = 0 and x/D = 6, where the potential core is closed, defined by ux/Uj = 0.95.
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Interestingly, the first two energetic POD modes for n = 1, which are also the most energetic
eigenbasis over the entire orthogonal modes investigated here, demonstrate negligible changes in
their amplitudes as shown in figures 7.23(a) and (b). These modes are not susceptible to the
noise-reducing control, thereby suggesting that they do not constitute intermittently loud noise
sources. In figure 7.26, their basis functions demonstrate a fairly regular amplification–saturation–
decay cycle, which is typically observed in jet shear layers [148, 38]. Each mode shape appears
to represent the positive (n = +1) and negative (n = −1) rotation in the azimuthal direction.
The regular streamwise structures are known to render these instability modes acoustically less
efficient due to more cancelation. These instability modes are less radiation-capable also because
its predicted phase velocity in figure 4.5(b) remains subsonic.
In fact, they seem to correspond to the most unstable jet shear-layer instability waves, as
the linear stability analysis predicts for this jet profile; in figure 4.5(a), StD of the maximum
amplification for n = 1 lies between StD = 0.6 and 0.7, and the frequency of this POD mode
can be estimated from the slope of the linear growth of the phase angles as approximately 0.6 in
figures 7.27(a) and (b), provided that the a
(n)
j (t) is in a form of A(t)e
iφ(t).
The first two axisymmetric POD modes are subject to more careful examinations since they
constitute most of the energy changes induced by the control. This suggests that they may also
represent the energy of the event generating the intermittently-loud acoustic radiation. In fig-
ures 7.28(a) and (b), their amplitudes and the relative phase angles are plotted. Figure 7.28(a)
is same as figure 7.22(a) and simply replotted for comparison. The relative phase angles in fig-
ure 7.28(b) is a total phase with time information retained; thus, φ is typically monotonically
increasing. For harmonically-excited jet flows in which the predominant frequency ωe is known a
priori, the time-dependent phase ωe∆t can be subtracted to explore the true temporal character-
istics of phase angles. However, such a frequency is not known a priori for the current jet which is
randomly excited.
Among several features observed in the figures, what is occurring at ∆tc∞/D ≈ 17 for the
uncontrolled jet is interesting. The uncontrolled POD mode demonstrates a local minimum for
the amplitude, which is well correlated with a sudden change of the phase angle in time. The
amplitude drops by an order of magnitude close to almost zero and the phase change amounts to
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Figure 7.26: The real parts of the first two most energetic POD eigenbasis for n = 1: (a) m = 1
and (b) m = 2.
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Figure 7.27: The relative phase angles for n = 1: (a) m = 1 and (b) m = 2; dashed, uncontrolled;
solid, controlled. The three dots correspond to retarded times at which the integrated acoustic
intensity I(t) peaks on Ω in figure 7.5(b). The retarded times are estimated assuming that the noise
sources are at r/D = 0 and x/D = 6, where the potential core is closed, defined by ux/Uj = 0.95.
approximately 0.6 (i.e. ∆φ ≈ 0.6π). This is interesting in regards to the work of Gordeyev &
Thomas [175] who investigated the temporal characteristics of the jet shear layers. In their study,
both naturally-developing and controlled subharmonic instability waves in the jet shear layers
demonstrated the π-shifts in the phase accompanied by local minima of the amplitude, whereas
the fundamental did not. They connected this observation with the vortex tearing mechanism
(subharmonic suppression). The phase drop in our study is somewhat less than π; however, this
appears to be caused by using the total phase as shown in Gordeyev & Thomas [175]. As emphasized
above, the current jet does not have a single reference frequency by which removes the monotonic
increase of the phase angle.
Interpreting the present data in a context of the vortex tearing as Gordeyev & Thomas [175]
observed should be done cautiously. As pointed out eariler, each POD mode does not necessarily
correspond to a physical turbulent eddy structure. The same argument applies to when interpreting
the large axisymmetric pressure peaks between ∆tc∞/D ≈ 20 and 50 in figure 7.28(a); they might
not be representative of the vortex pairing mechanism.
Figures 7.29(a) through (d) show the real parts of the eigenbasis along the lipline for the
uncontrolled jet. The axisymmetric POD mode in figure 7.29(b) demonstrates an abrupt doubling
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Figure 7.28: The changes of the POD coefficients for the axisymmetric mode (n = 0) with the
largest energy: (a) amplitudes (same as figure 7.22(a)) and (b) phase angles; dashed, uncontrolled;
solid, controlled. Horizontal lines in figure 7.28(a) denote the average amplitudes. The three
dots correspond to retarded times at which the integrated acoustic intensity I(t) peaks on Ω in
figure 7.5(b). The retarded times are estimated assuming that the noise sources are at r/D = 0
and x/D = 6, where the potential core is closed, defined by ux/Uj = 0.95.
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of the axial wavelength for 5 ≤ x/D ≤ 7 near the end of the potential core. The streamwise profiles
of the first helical POD modes in figures 7.29(c) and (d) appear to represent the amplification–
saturation-decay of the instability wave packets.
Above argument is further substantiated by their instantaneous streamwise profiles generated
using the two axisymmetric eigenfunctions, shown in figures 7.30(a) through (c). At ∆tc∞/D =
35 when the modal energy is at the maximum value in figure 7.28(a), the eigenfunction clearly
demonstrates the period doubling near the end of the potential core. On the other hand, the
eigenfunction is particularly weak at ∆tc∞/D = 17 when the modal amplitude is close to zero.
Although the POD eigenfunctions are not in general representative of a physical eddy, above
argument along with the discussion made with respect to figures 7.28(a) and (b) suggests that the
vortex pairing event has a strong correlation with the axisymmetric POD mode. In this context,
the events at ∆tc∞/D = 35 and 42 for the uncontrolled jet correspond to the vortex pairing, while
at ∆tc∞/D = 17, the eigenmode represents the vortex tearing event.
This provides more unambiguous support for the observations made in sections 7.1 and 7.2. The
vortex coalescence events are removed by the noise-reducing control so that the sound radiation is
less intermittent and the jet eventually becomes quieter.
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Figure 7.29: The streamwise variation of the real parts of POD eigenmodes along the lipline: (a)
n = 0,m = 1; (b) n = 0,m = 2; (c) n = 1,m = 1; (d) n = 1,m = 2. Vertical dotted line denotes
the average location at which the potential core closes.
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Figure 7.30: Instantaneous axisymmetric POD mode at (a) ∆tc∞/D = 17, (b) ∆tc∞/D = 35, and
(c) ∆tc∞/D = 42. 133
7.3 Structures of the noise-reducing control
The noise-reducing control found by the adjoint-based optimization is further analyzed in both
space and time. Educing its space–time characteristics is useful for designing a practical noise
controller. Then, the current noise-reducing control can be qualitatively compared with other
control strategies in regards of assessing how they are successful and what would be the reasons
if they are not. Also this analysis is important not only for the design perspective, but also
investigating fundamental sound source mechanisms.
7.3.1 Proper orthogonal decomposition
The same POD algorithm discussed in section 4.3 is applied to the snapshots of the noise-reducing
control ~F . The only difference in the formulation is that the inner product for the eigenvalue
problem (4.66) is re-defined as
∫
R3
C(x) F̂
(n)
(r, x, t) F̂
(n)∗
(r, x, t) dx, (7.4)
for each azimuthal mode number n. For this new definition, the POD eigenvalue represents the
modal amplitude of the control energy.
The modal decomposition of the control energy is shown in figures 7.31(a) through (d). The
average energy contained in each eigenbasis is very close to zero. This demonstrates that the control
can make the jet quieter even with a very small energy input. The first 20 POD modes for each
n take approximately 80% of the modal energy, respectively. Note that significantly more energy
is contained in non-axisymmetric components (n = 1, 2, 3) of the control, especially in n = 1,
compared to the axisymmetric mode (n = 0). This is particularly the case for the first two POD
modes which have the largest contribution. Recall that the POD analysis based on the near-field
pressure norm demonstrates the largest amplitude reduction for n = 0 in figure 7.21(a). Thus, it
would be reasonable to hypothesize that the dominant noise sources are suppressed not by large-
scale coherent control in θ but by more localized actuation. A rather slow convergence of energy
over non-axisymmetric modes appears to support this hypothesis.
The observed intermittent acoustic radiation suggests that there may be similar intermittent
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Figure 7.31: POD energetics before and after the control is applied.
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near-field motions, which are presumably removed by the adjoint-based control. This hypothesis is
further examined by looking into the temporal characteristics of the POD modes by projecting the
snapshots onto the eigenbasis. Each eigenbasis clearly shows spikes, representative of intermittency
in its time signal at ∆tc∞/D ≈ 7. This spike is present for every eigenbasis at almost the same time.
The control at other time instants contains negligible energy and is not be statistically significant.
When the propagation of the control along the shear layer is considered, ∆tc∞/D ≈ 7 corresponds
to the time when the vortex tearing event occurs as shown in section 7.2.
One more interesting aspect is that the spikes do not repeatedly show up phase-aligned with
the retarded times corresponding to the three acoustic peaks found on Ω, which are represented
by the three dots in the figures. Thus, the noise-reducing control works on a single near-field event
to reduce the noise. This suggests that the intermittently loud sound radiation represented by
the intense acoustic peaks in figure 7.5(b) is induced by a single vortex tearing event and thus
most efficiently reduced by suppressing it. The reduction in the modal amplitude in figure 7.28(a)
also suggests that the successive vortex coalescence events are caused by the vortex tearing and
constitute intermittent sound sources.
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Figure 7.32: The amplitude changes of the first six POD coefficients for the axisymmetric mode
(n = 0). The dashed line represents the average amplitude. The three dots correspond to retarded
times at which the integrated acoustic intensity I(t) peaks on Ω in figure 7.5(b). The retarded
times are estimated assuming that the noise sources are at r/D = 0 and x/D = 6, where the
potential core is closed, defined by ux/Uj = 0.95.
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Figure 7.33: The amplitude changes of the first six POD coefficients for the axisymmetric mode
(n = 1). The dashed line represents the average amplitude. The three dots correspond to retarded
times at which the integrated acoustic intensity I(t) peaks on Ω in figure 7.5(b). The retarded
times are estimated assuming that the noise sources are at r/D = 0 and x/D = 6, where the
potential core is closed, defined by ux/Uj = 0.95.
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Figure 7.34: The amplitude changes of the first six POD coefficients for the axisymmetric mode
(n = 2). The dashed line represents the average amplitude. The three dots correspond to retarded
times at which the integrated acoustic intensity I(t) peaks on Ω in figure 7.5(b). The retarded
times are estimated assuming that the noise sources are at r/D = 0 and x/D = 6, where the
potential core is closed, defined by ux/Uj = 0.95.
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Figure 7.35: The amplitude changes of the first six POD coefficients for the axisymmetric mode
(n = 3). The dashed line represents the average amplitude. The three dots correspond to retarded
times at which the integrated acoustic intensity I(t) peaks on Ω in figure 7.5(b). The retarded
times are estimated assuming that the noise sources are at r/D = 0 and x/D = 6, where the
potential core is closed, defined by ux/Uj = 0.95.
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Figure 7.36: Time-averaged line spectra of the control along the azimuthal direction at (a) r/D =
0.5 and (b) x/D = 1.5. The shaded zone indicates the range of the excited azimuthal modes at the
inflow.
7.3.2 Control statistics
The azimuthal spectra measured at several streamwise locations along the nozzle lipline are shown
in figure 7.36(a). The calculated spectra are averaged in time. The control is significantly stronger
at upstream locations with its energy distributed over many azimuthal Fourier modes. As pointed
out in section 7.3.1, this may demonstrate that the control is more localized in the azimuthal
direction, not simply represented by one or two sinusoidal profiles. At x/D = 1.5 where the control
is strongest among the current measurement locations, the radial variation of the spectra is shown
in figure 7.36(b). Significantly more energy is concentrated at the jet lipline. Thus, only control
statistics at the lipline (r/D = 0.5) are investigated hereinafter. This suggests that the actuation
region Γ does not have to be as large as the current set up and can be made more compact in its
size.
The temporal spectral components of the noise-reducing control are calculated at several stream-
wise locations along the jet lipline and shown in figure 7.37. The calculated spectra are averaged in
the azimuthal direction. Also shown in the figure is the range of frequencies excited at the inflow.
The noise-reducing control has most of its energy at higher frequencies (StD > 1) than the inflow
excitation and the jet preferred mode frequencies. The frequency with the maximum amplitude
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Figure 7.37: Temporal spectra of the control at several streamwise locations along the jet lipline.
The shaded zone indicates the range of the forcing StD at the inflow.
StD,max lies between StD ≈ 1 and 4 and decreases as the jet shear layer grows downstream. StD,max
does not scale with local momentum thickness. Also note that in the frequency range in which the
radiated sound is reduced, StD = 0.1 ∼ 0.4, the control has order-of-magnitude smaller energy.
Thus, the anti-sound mechanism appears to have little impact on the noise reduction obtained so
far.
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Chapter 8
Conclusion
Turbulent jet noise research, since it was initiated in the mid-twentieth century, remains an active
area of study, especially in the aviation industry for the design of lower noise-emission aircraft.
Increasing regulations restricting acceptable levels of noise, especially at take-off, for communities
near civil and military airports keep engine manufacturers pursuing quieter engine exhaust designs
at the production stage. Thus, jet noise reduction has been at a heart of jet noise research.
The aeroacoustic theories, starting with the Lighthill’s acsoutic analogy [9], have provided the-
oretical links between turbulence and its radiated sound. They have also established theoretical
frameworks for jet noise prediction. The statistical representations of noise sources at the core
of such theories, though they are reasonably successful in calculating turbulence-generated sound,
are in general difficult to interpret, which suppresses their utility for the design of noise-reducing
controllers. Thus, other than simple scaling rules, the aeroacoustic theories have not been particu-
larly useful for reducing sound. More deterministic approaches based on the concept of spatially-
developing instability waves have been also successful in jet noise prediction [30, 36, 37], including
more recent interests in applying parabolized stability equations (PSE) [177]. The instability waves
typically model the dynamics of large-scale vortical structures observed in high-speed turbulent jet
flows and known to be dominant sound sources.
More recently, aided by a rapid advance of computational aeroacoustics (CAA) [60, 61, 19, 62],
which can predict turbulent jet noise with few or no modeling assumptions as a first principle, it
has become possible to accurately describe jet turbulence as well as reliably predict its radiated
sound to a sufficient accuracy. Earlier efforts focused on the simulations of canonical flows in a
simple geometry such as compressible vortex rings [178], free shear flows [15, 179], and laminar ax-
isymmetric jet flows [180]. For the last decade, more realistic calculations of high-speed turbulent
jet flows have been feasible using massively-parallel computations and advanced numerical algo-
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rithms. They have been able to provide jet turbulence data in a way that has not been available in
analytical and experimental studies. Direct numerical simulation (DNS) and large-eddy simulation
(LES) have been particularly attractive for their capability of accurately representing jet turbu-
lence as sources of sound, compared to methodologies based on Reynolds Averaged Navier–Stokes
(RANS) simulations, which are intrinsically steady and require additional modeling effort. More
recent high-resolution LES including nozzle geometries closely match corresponding experimental
measurements [77, 57]. However, due to the lack of theoretical clarity of noise sources and the
fundamental complication of the unsteady and chaotic turbulence, the direct noise computations
have not realized their initially promised potential for revealing sound-generating mechanisms by
jet turbulence.
Faced with these difficulties, recent efforts to employ adjoint-based optimization formulated
for aeroacoustics have suggested more direct evidence that jet noise can be reduced in a more
systematic way, despite the complexity in turbulence and limited knowledge of sound-generating
mechanisms. Acoustic radiation reduction from two-dimensional subsonic free shear flows was
formulated as a minimization problem using the adjoint or dual of the linearized and perturbed
Navier–Stokes equations [92], which is crafted to provide the control sensitivity. A significant noise
reduction was found. Interestingly, near-field large-scale vortex dynamics demonstrated only slight
modifications, which was explained by a later study to be in fact a subtle modification of vortex
tripling process [100]. These encouraging results further initiated the application of adjoint-based
optimization to realistic three-dimensional turbulent jet flows, which composes the motivation of
the current study. A slightly different formulation [161] based on the steady aerodynamic optimiza-
tion [104] is adopted for the current study, which is more flexible to be extended for constrained and
shape optimization. The two formulations produce the exactly same set of optimization parameters
and identify controls which indeed reduce the sound cost functional in a control parameter space,
thereby circumventing the complexity of turbulence in a physical space.
To provide accurate control sensitivity data for the optimization process, a high-fidelity, massively-
parallel, overset-grid simulation tool is developed. It solves compressible Navier–Stokes equations
and their adjoint in generalized curvilinear coordinates by non-dissipative, optimized finite differ-
ence scheme [67] augmented with a high-wavenumber, selective filter [63]. For large-eddy simula-
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tion, a standard dynamic sub-grid-scale model is implemented [129]. Far-field acoustic radiation is
predicted by evaluating the Ffowcs Williams and Hawkings integral [85, 7]. The simulation tools
are extensively tested for verification.
The baseline, uncontrolled state is established for the jet noise minimization problem. A
perfectly-expanded, unheated, axisymmetric Mach 1.3 jet is simulated. Near-field turbulence and
far-field acoustics are verified against available experimental and numerical simulation data under
the same nozzle-exit condition. A reasonably good agreement is obtained and the simulated jet is
shown to closely reproduce a realistic high-speed compressible turbulent jet and its sound radiation
for a reference state for the noise-reduction study.
The adjoint-based optimization is applied to the Mach 1.3 jet for the reduction of its radiated
sound. Both the sound cost functional and far-field overall sound pressure level at every radiation
angle measured are reduced. The noise is reduced mainly via suppressing the large-amplitude
sound radiation. The noise reduction is most effective at 30◦ angle and in the frequency range
between StD = 0.1 to 0.4, which approximately include the jet column mode frequency. In this
frequency band, noise is reduced by maximum 5.6 dB. A corresponding increase of noise at higher
frequencies, as is often reported for other noise-control strategies, is not found for the currently
resolved frequency range of LES.
The intermittently loud acoustic event is connected with the sound radiated by large-scale
vortical structures, evidenced by the frequency range in which noise is suppressed. Also, most of
the noise reduction comes from the axisymmetric and the first helical components of sound radiation
at shallow radiation angles, suggesting a tie to azimuthally-coherent, thus large-scale turbulence
events.
The control effectiveness in reducing the sound radiation is highly sensitive to whether the
controlled time period contains intermittently loud acoustic radiation; the control reduces the jet
noise primarily via suppressing intermittent, particularly loud acoustic emission, which is presum-
ably associated with particular intermittent events in the jet turbulence. Thus, the time period not
having such intermittently loud acoustic events demonstrates a negligible noise reduction. Also, it
is shown that the noise-reducing control should be phase aligned with near-field events generating
sound. These suggest that the control targets specific intermittent acoustic events to reduce the
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noise.
The near-field changes associated with the suppression of the intermittent acoustic radiation
show only slight modifications in their lower-order turbulence statistics. Although the change is
subtle, turbulence statistics and spectra suggest the existence of large-scale vortex coalescence and
its suppression when the noise-reducing control is applied. In this regard, the reduced level of
the subharmonic amplitude of the jet column mode along the jet centerline is noteworthy. The
subharmonic growth is usually linked with the vortex pairing in the jet shear layers, which is also
identified in the current space–time visualization. The collective vortex pairing is removed by the
noise-reducing control.
A proper orthogonal decomposition (POD), formed with a norm based upon the fluctuating
near-field pressure, is applied to further analyze the near-field changes. A large portion of the
modal energy reduction is observed in the axisymmetric POD modes, while the non-axisymmetric
POD modes demonstrate smaller changes, suggesting the importance of large-scale coherent vortical
structures in producing intermittently loud acoustic radiation. This suggests a linear mechanism
for intermittent sound radiation between the near-field turbulence and its acoustic radiation. The
instantaneous snapshots are reconstructed using the eigenbasis and the temporal modes for the
axisymmetric POD modes with the largest reduction in the amplitudes. They show that the modal
energy which represents the vortex coalescence near the end of the potential core is significantly
suppressed.
The POD and Fourier spectral analysis are applied to investigate the structure of the noise-
reducing control. The control demonstrates localized behavior both in the azimuthal direction and
in time. Most of the control energy is concentrated on a very short time period which approximately
corresponds to when the tearing-like vortical motion occurs. Interestingly, there is not a one-to-one
correspondence between the large-amplitude acoustic peaks on the control target surface and the
control. It thus suggests that the noise-reducing control removes only the tearing-like vortical event
and the suppression of the vortex coalescence is rather its byproduct.
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