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Abstract
The impact of the nuclear dynamics during an electronic decay process followed by
fragmentation in a diatomic system is investigated for three different examples, by
using a time-dependent approach.
The first example is the prediction of the interatomic Coulombic decay (ICD) process in
NeAr, following the Ne 1s Auger decay. It is a two-step (cascade) decay process where
the first step is a fast Auger decay and the second step is the ICD of interest. A full
cascade calculation has been performed to provide the (time-resolved) Auger electron
and (time-resolved) ICD electron spectra. Our results show that the line width of
the Auger electron spectrum contains also the information on the total ICD width at
the equilibrium internuclear distance of NeAr. In addition, simulations show that the
nuclear motion during the first Auger step has no impact on the following ICD process.
This ICD process has been verified by experiment, and if a simple modification of the
ab initio ICD transition rate is adopted, our simulated ICD spectrum agrees well with
the experimental result.
For an electronic decay process followed by fragmentation, the energy spectrum of the
emitted electron and the kinetic energy release (KER) spectrum of the ionic fragments
are usually considered to be mirror images of each other. This is termed “mirror image
principle” and is often applied in experiments. It is usually valid for the ICD electron
spectrum and its corresponding KER spectrum. However, the principle is merely an
empirical rule and can break down even in a diatomic system. The molecular Auger
process in CO is chosen as the second example, as it exhibits such a break down of
the mirror image principle. Calculated KER and electron spectra for this process also
agree well with experiment.
The resonant Auger process of HCl is chosen as the last example to demonstrate that
the interaction between a molecule and an intense laser pulse (as are available today
in free electron lasers) can lead to a strong light-induced non-adiabatic effect. It is a
general effect that can be found in molecules interacting with an intense laser pulse,
which gives rise to strong molecular overall rotation.
Besides the above applications, a new elegant and numerically efficient formulation for
evaluating the (time-resolved) KER spectrum in an electronic decay process followed by
fragmentation is derived in this work. The KER spectrum now has a simple physical
interpretation: it is the accumulated (over time) generalized Franck-Condon factor
between the nuclear wave packet on the intermediate decaying state and the discrete
continuum eigenfunctions of the dissociative final state. This new representation allows
one to analyze the KER and the electron spectra, and it provides the conditions for
the mirror image principle to hold.
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Kurzfassung
Diese Arbeit untersucht anhand dreier konkreter Beispiele fu¨r zweiatomige Systeme
den Einfluss der Kerndynamik auf elektronische Zerfallsprozesse mit anschließener Sys-
temaufspaltung. Die Untersuchung erfolgt mit Hilfe einer zeitabha¨ngigen Methode.
Das erste Beispiel ist der interatomare Coulomb-Zerfallsprozess (ICD) in NeAr, welcher
nach dem Ne 1s Auger-Zerfall stattfindet. Hierbei handelt es sich um einen zweistufi-
gen Zerfallsprozess (Zerfallskaskade), wobei die erste Stufe ein schneller Auger-Zerfall
und die zweite Stufe der ICD-Prozess ist, an dem wir interessiert sind. Es wurden
vollsta¨ndige Berechnungen dieser Zerfallskaskade durchgefu¨hrt, um das (zeitaufgelo¨ste)
Energiespektrum des Auger-Elektrons und das des ICD-Elektrons zu erhalten. Unsere
Resultate zeigen, dass die Linienbreite des Auger-Elektronenspektrums auch Infor-
mationen u¨ber die ICD-Gesamtbreite fu¨r den Gleichgewichts-Kernabstand von NeAr
entha¨lt. Außerdem zeigen die Simulationen, dass die Kernbewegung wa¨hrend der
ersten Stufe (Auger) keinen Einfluss auf den folgenden ICD-Prozess hat. Dieser
ICD-Prozess ist bereits experimentell besta¨tigt worden, und unser berechnetes ICD-
Spektrum stimmt gut mit dem gemessenen Resultat u¨berein, sofern eine einfache An-
passung der ab initio berechneten ICD-Zerfallsrate vorgenommen wird.
Fu¨r elektronische Zerfallsprozesse mit anschließender Systemaufspaltung wird
gewo¨hnlich davon ausgegangen, dass das Energiespektrum des emittierten Elektrons ein
Spiegelbild des Spektrums der “freigesetzten kinetischen Energie” (KER, fu¨r kinetic en-
ergy release) der ionischen Bruchstu¨cke ist. Dieses “Spiegelbild-Prinzip” kommt ha¨ufig
bei experimentellen Untersuchungen zum Einsatz. Fu¨r das ICD-Elektonenspektrum
und das zugeho¨rige KER-Spektrum ist dieses Prinzip u¨blicherweise zutreffend. Es ist
jedoch eine empirische Regel, und kann auch in zweiatomigen Systemen verletzt wer-
den. Der molekulare Auger-Prozess in CO stellt daher unser zweites Beispiel dar,
denn er weist genau solch eine Verletzung des Spiegelbild-Prinzips auf. Die berech-
neten KER- und Elektronen-Spektra stimmen wiederum gut mit den experimentellen
Ergebnissen u¨berein.
Als letztes Beispiel wird der resonante Auger-Prozess in HCl behandelt. Hier zeigt
sich, dass die Wechselwirkung eines Moleku¨ls mit einem starken Laser-Puls (heutzu-
tage verfu¨gbar durch Freie-Elektronen-Laser) zu einem starken licht-induzierten nicht-
adiabatischen Effekt fu¨hren kann. Hierbei handelt es sich um einen allgemeinen Effekt,
der bei der Wechselwirkung zwischen Moleku¨len und intensiven Laserpulsen auftritt,
da dieser zu einer starken Gesamtrotation des Moleku¨ls fu¨hrt.
Abgesehen von den bisher genannten Anwendungen wird in dieser Arbeit eine neue,
elegante und numerisch effiziente Methode hergeleitet, mit der das (zeitabha¨ngige)
KER-Spektrum fu¨r elektronische Zerfallsprozesse mit anschließender Systemaufspal-
ii
tung berechnet werden kann. Das KER-Spektrum erha¨lt damit eine einfache physikalis-
che Interpretation: es handelt sich um einen (u¨ber die Zeit) angesammelten verallge-
meinerten Franck-Condon-Faktor zwischen der Kernwellenfunktion auf dem zerfall-
enden elektronischen Zwischenzustand und den Kontinuums-Eigenfunktionen des dis-
soziativen elektronischen Endzustands. Diese neuartige Darstellung erlaubt eine Anal-
yse der KER- und Elektronen-Spektra und kla¨rt die Bedingungen, unter denen das
Spiegelbild-Prinzip gu¨ltig ist.
iii
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Chapter 1
Introduction
When a molecule or an atom interacts with radiation, its electrons can be excited or
ionized. A core or valence hole (vacancy) is then created in such an (ionic) electronically
excited system in contrast to the original electronic ground state. Such an excited
system often decays via photon emission or, if energetically allowed, electron emission
[1]. For instance, if a core hole, created by photoionization, is filled by one valence
electron while another valence electron is emitted simultaneously, such a process is
termed Auger decay [2]. Similarly, if a core hole, created by photoexcitation, undergoes
an electronic decay process, this is called a resonant Auger process [3].
In contrast to the radiationless relaxation of a core hole, an inner-valence hole in an
isolated atom or molecule usually decays via photon emission [4] because the available
energy is insufficient for electron emission. However, if the system is embedded in an
environment, e.g. with other neighbouring atoms, a radiationless decay channel named
interatomic Coulombic decay (ICD) [5] becomes possible for an inner-valence hole.
Known examples are ICD in van der Waals clusters and dimers [6–14], and ICD in water
dimers [15–17]. In such a process, an outer-valence electron fills in the inner-valence
hole, and the excess energy is immediately transferred to a neighboring atom, leading to
a valence-electron ionization from the neighboring atom. A typical illustrative example
is the ICD process in the Ne dimer [8, 10]. After a 2s electron (inner-valence electron)
of the target Ne is photoionized, one 2p electron (outer-valence electron) can fill the 2s
vacancy and simultaneously one 2p electron from the neighboring Ne is emitted, and
overall two Ne+ are produced. These resulting ions then undergo Coulomb explosion
since the van der Waals dimer is only weakly bound [6, 8, 10].
In such a process, i.e. fragmentation following the emission of an electron, both the
emitted electron and the translational kinetic energy of the ionic fragments can be
measured. The former gives the electron kinetic energy distribution, e.g. the ICD
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electron spectrum [8] or the Auger electron spectrum [18], while the latter1 leads to
the so-called kinetic energy release (KER) distribution [19]. These two spectra can be
measured independently or in coincidence [20], which often provides more information
for analyzing the channels.
The spectra measured for molecular electronic decay processes frequently show pro-
found fingerprints of the nuclear motion [3, 13, 14, 18, 19, 21, 22] because lifetimes of
the electronic decaying states are comparable with the timescales of molecular motion
[23]. Even for a diatomic molecule, the stretching motion along the internuclear axis
can strongly influence the electron2 or KER spectra. For example, one sees the finger-
prints of vibrational wave functions in the ICD spectrum of the He dimer [13, 14, 24].
A more extreme example is the direct competition between radiationless decay and
fragmentation, taking place when the potential curve of the excited molecule is purely
dissociative. In such a process, the measured spectrum contains a molecular back-
ground as well as a distinct atomic peak [25]. All these interesting phenomena encour-
age theoretical studies of the molecular motion participating in an electronic decay
process [26, 27]. In particular, a time-dependent approach provides valuable insights
into the molecular dynamics [26, 28, 29].
In this work, we study this impact of nuclear dynamics during electronic decay pro-
cesses. Our first example is the ICD following Ne 1s Auger decay in NeAr (see Ch. 3
and Ch. 4), which belongs to the family of multi-step (or cascade) decay processes.
Cascade processes have been studied in the beginning under the name of vacancy cas-
cade reorganization [30], and later were observed in Auger cascade processes [31, 32].
A general theory on cascade processes using a time-independent method has been de-
rived in Ref. [33].3 Here we describe the cascade processes based on a time-dependent
approach. The derivation of equations of motion for nuclear wave functions (in cascade
processes) is given in Ch. 2. How to evaluate the time-resolved electron spectrum in
a cascade process and how to evaluate the time-resolved KER spectrum are discussed
in Ch. 5 and Ch. 6, respectively. Finally, the influence of a laser pulse on the molec-
ular motion, and consequently on the spectrum, will be discussed in Ch. 7, where the
chosen example is the molecular resonant Auger process [25] in an intense laser field
(non-perturbative regime) [34].
1The kinetic energy of the center of mass is subtracted.
2For briefness, the emitted electron spectrum, e.g. Auger or ICD electron spectrum, will be abbre-
viated as “electron spectrum” and is to be distinguished from the photoelectron spectrum.
3In Ref. [33], the author focused on proving that the electron spectrum calculated via the time-
independent method is equivalent to the one calculated via the time-dependent method. Equations
of motion in Ref. [33] were given without derivations.
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Chapter 2
A Time-Dependent Approach to
Cascade Decay Processes
In this work, the impact of nuclear dynamics on the electron spectrum, measured from
an electronic decay process, is of interest. We would like to study the nuclear mo-
tion, taking place in a two-step (cascade) electronic decay process, e.g. ICD processes
following the Ne 1s Auger decay in NeAr, with a time-dependent approach.
For a cascade decay process, the equations of motion (EOMs) for the nuclear wave
functions within different electronic states can be derived from the time-dependent
Schro¨dinger equation (~ = 1)
i
∂
∂t
|Ψ(t)〉 = Hˆ|Ψ(t)〉 , (2.1)
with a total wave function |Ψ(t)〉 and a total Hamiltonian Hˆ [26]. In this chapter, it
is explained in detail how to choose the wave function, how to derive the EOMs, and
how to evaluate the electron spectrum. The general procedure to obtain EOMs can
be easily adapted to different kinds of processes as shown later. For a fully equivalent
time-independent theory on cascade decay processes, see Ref. [33].
2.1 Equations of Motion for a Single-Channel Two-
Step Decay Process
For simplicity, the first example is chosen as a two-step decay process such that four
non-degenerate electronic states are present. The decay process is accompanied by
3
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Figure 2.1: Schematic picture of a single channel cascade decay process. The potential
energy curves of the electronic ground state (labeled as i), the first intermediate state
(labeled as d1), the second intermediate state (labeled as d2), and the final state (labeled
as f) are depicted. States d1, d2, and f are singly, doubly, and triply ionic, respectively.
After photoionization, the system decays from the ionic state d1 to the doubly ionic
state d2 via emitting an electron (denoted as e1) with the kinetic energy Ee1 . The state
d2 is also an intermediate state, which further decays to the repulsive final state f by
emitting another electron e2, whose kinetic energy is denoted by Ee2 .
particle emission, e.g. photon or electron emission. In the following sections only the
electron emission will be discussed, but the photon emission can be described in a
similar manner.
The process is depicted schematically in Fig. 2.1. By absorbing a photon, whose energy
is above the (core) ionization threshold of interest, the molecule is ionized to the ionic
intermediate state d1 from the electronic ground state i. The kinetic energy of the
emitted photoelectron is denoted by Ee0 . The system then decays from the singly ionic
intermediate state d1 to the doubly ionic intermediate state d2 via emitting an electron
e1 with the kinetic energy Ee1 . The state d2 can further decay to the repulsive final
state f via emitting another electron e2 with energy Ee2 . For a general decay process,
the potentials of those involved electronic states can be bound, resonant, or purely
repulsive. The EOMs hold for all kinds of potentials.
The ansatz for the total wave function for this process is given as a coherent superpo-
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sition of wave functions on all involved electronic states:
|Ψ(t)〉 = |Φi〉|ψi(t)〉+
∫
dEe0|Φd1 , Ee0〉|ψd1(Ee0 , t)〉+∫∫
dEe0 dEe1 |Φd2 , Ee0, Ee1〉|ψd2(Ee0, Ee1 , t)〉+∫∫∫
dEe0 dEe1 dEe2|Φf , Ee0, Ee1 , Ee2〉|ψf(Ee0 , Ee1, Ee2 , t)〉 . (2.2)
In Eq. (2.2), the Born-Oppenheimer approximation has been applied. |Φx〉 and |ψx(t)〉
are, respectively, the electronic and nuclear wave functions of the state x, which can be
the ground state i or the ionic states d1, d2, f . The wave functions are more intricate
for the ionic states d1, d2 and f due to the presence of the outgoing electron(s). In
consequence, the wave functions for these states are combined (augmented) with the
wave function(s) of the outgoing electron(s). In the literature [35], the wave function
of an outgoing electron is often expanded by its energy eigenfunctions, which are con-
tinuum functions, i.e. they lie in the continuum part of the spectrum. For instance,
the wave function of the photoelectron can be written as
|Ψe0〉 =
∫
dEe0 b(Ee0)|Ee0〉 ,
where b(Ee0) is the expansion coefficient. The outer product of |Ee0〉 and |Φd1〉 yields
the electronic wave function |Φd1 , Ee0〉 of the ionic state d1 and the outgoing photo-
electron. Similarly, multiplying b(Ee0) and |ψd1(t)〉 leads to the nuclear wave function
|ψd1(Ee0, t)〉, which is the amplitude of finding the system in the ionic state d1 with an
outgoing photoelectron whose energy is Ee0 . Due to the nature of continuum functions,
the summation over all possible electron energies becomes an integral over Ee0 . This
procedure can be summarized as the following: The state d1 is embedded in a contin-
uum, due to the presence of the outgoing electron e0. The electronic wave function then
is augmented with the wave function of the outgoing electron, e.g. |Φd1 , Ee0〉, and the
corresponding nuclear wave function depends on Ee0, e.g. |ψd1(Ee0 , t)〉. Similarly, the
electronic wave functions of states d2 and f are augmented with the wave functions of
the emitted electrons, yielding |Φd2 , Ee0, Ee1〉 and |Φf , Ee0, Ee1 , Ee2〉; their nuclear wave
functions now depend on the energy of the emitted electrons, namely |ψd2(Ee0 , Ee1, t)〉
and |ψf(Ee0 , Ee1, Ee2, t)〉. All nuclear wave functions additionally depend on the nu-
clear degrees of freedom, e.g. the internuclear distance R. See Sec. 7.2 on further
details on molecular rotation.
The electronic wave functions used in Eq. (2.2) obey the following ortho-normalization
rules:
〈Φi|Φi〉 = 1
〈Φd1 , Ee0|Φd1 , E ′e0〉 = δ(Ee0 − E ′e0)
〈Φd2 , Ee0, Ee1 |Φd2 , E ′e0, E ′e1〉 = δ(Ee0 − E ′e0) δ(Ee1 −E ′e1)
〈Φf , Ee0, Ee1 , Ee2|Φf , E ′e0 , E ′e1, E ′e2〉 = δ(Ee0 − E ′e0) δ(Ee1 −E ′e1) δ(Ee2 − E ′e2) . (2.3)
5
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Dirac delta functions δ(Eej −E ′ej ) are employed to denote the orthonormal properties
of the continuum functions. The electronic wave functions of different electronic states
are always orthogonal, e.g. 〈Φi|Φd1 , Ee0〉 = 0. Additionally, the norm of the total wave
function must always be conserved, i.e. 〈Ψ(t)|Ψ(t)〉 = 1.
The total Hamiltonian [26] for the system of interest reads
Hˆ = Hˆel + Tˆnucl + Dˆ · E(t) . (2.4)
The term Hˆel denotes the electronic Hamiltonian, containing the kinetic energy opera-
tor of the electrons, the electron-electron interaction, the electron-nuclear interaction,
as well as the nuclear-nuclear interaction; hence the electronic Hamiltonian depends
parametrically on the nuclear coordinates. The nuclear kinetic energy operator is de-
noted by Tˆnucl. These two terms form the field-free Hamiltonian, describing atoms or
molecules, without any interaction with an external field. The last term of Eq. (2.4)
describes the interaction between molecules and the external laser electric field E(t).
The electric field is treated classically in the current theory.1 Dˆ denotes the dipole
operator. If the initial process is excitation, then the term describes the usual electric
dipole transition. If the initial process is photoionization, then Dˆ operates on the elec-
tronic wave function of the ground state and the electronic wave function of the ionic
state augmented with the continuum [36].
A general Hamiltonian describes all charged particles moving in an electromagnetic field
[37], and it should contain the electric dipole interaction, magnetic dipole interaction,
electric quadrupole interaction, and so on. Eq. (2.4) contains only the electric dipole
interaction, i.e. Dˆ·E(t), and it is often sufficient for describing the molecule interacting
with a laser pulse. However, the electric quadrupole interaction and the magnetic dipole
interaction may also play a role [38], especially when the incident photon wavelength
is around the size of the molecule. The generalization of the theory to cope with these
interaction terms is straightforward, cf. e.g. Ref. [39].
Inserting the total wave function ansatz Eq. (2.2) and the total Hamiltonian Eq. (2.4)
into the time-dependent Schro¨dinger equation Eq. (2.1), and projecting onto each elec-
1If the system decays via emitting a photon, the electric field and the photon states should be
treated systematically by quantum theory too.
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tronic state by using Eq. (2.3), we arrive at four coupled equations:
i|ψ˙i(t)〉 = Hˆi|ψi(t)〉+
∫
dEe0Fˆ
†(Ee0, t)|ψd1(Ee0 , t)〉 (2.5)
i|ψ˙d1(Ee0 , t)〉 = Fˆ (Ee0, t)|ψi(t)〉+ (Hˆd1 + Ee0)|ψd1(Ee0 , t)〉
+
∫
dEe1Wˆ
†
d1→d2
(Ee1)|ψd2(Ee0 , Ee1, t)〉 (2.6)
i|ψ˙d2(Ee0 , Ee1, t)〉 = Wˆd1→d2(Ee1)|ψd1(Ee0 , t)〉+ (Hˆd2 + Ee0 + Ee1)|ψd2(Ee0 , Ee1, t)〉
+
∫
dEe2Wˆ
†
d2→f
|ψf (Ee0, Ee1 , Ee2, t)〉 (2.7)
i|ψ˙f(Ee0 , Ee1, Ee2 , t)〉 = Wˆd2→f(Ee2)|ψd2(Ee0 , Ee1, t)〉
+ (Hˆf + Ee0 + Ee1 + Ee2)|ψf (Ee0, Ee1 , Ee2, t)〉 , (2.8)
where Hˆx denotes the usual nuclear Hamiltonian, containing the nuclear kinetic energy
operator and the potential of state x with x = i, d1, d2, f ; Wˆd1→d2(Ee1) denotes the
transition matrix element from state d1 to state d2, i.e.
Wˆd1→d2(Ee1) = 〈Φd2 , Ee1 |Hˆel|Φd1〉 .
Similarly the transition matrix element from state d2 to f reads
Wˆd2→f(Ee2) = 〈Φf , Ee2|Hˆel|Φd2〉 .
The interaction between an external field and the molecule, denoted by Fˆ (Ee0 , t), is
given by
Fˆ (Ee0, t) = 〈Φd1 , Ee0|Dˆ|Φi〉 · E(t) = µ · E(t) , (2.9)
where 〈Φd1 , Ee0 |Dˆ|Φi〉 is denoted by µ for abbreviation2. The details of evaluating the
inner product of the external field and the dipole transition moment will be given in
Sec. 7.2.
Eqs. (2.5-2.8) are coupled. In principle, a set of coupled differential equations can be
integrated numerically. In practice, Eq. (2.5) requires an integration over all possible
|ψd1(Ee0, t)〉. Each |ψd1(Ee0 , t)〉 can be obtained by solving Eq. (2.6) with different Ee0 .
Similarly, Eq. (2.6) requires another integration over all possible |ψd2(Ee0, Ee1 , t)〉. In
consequence, one has to solve infinitely many coupled equations simultaneously. An
alternative procedure is naturally desired such that the numerical integration needed
over the electron energies can be carried out analytically. To be more specific, the goal
is to perform the integrations (over Ee0 , Ee1, Ee2) in Eqs. (2.5-2.7) analytically.
2In principle, the electric field can also couple states i and d2 directly. However, these processes
have very low probability. Hence we neglect them in the following considerations.
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To proceed, we start from the formal solution of |ψf (Ee0, Ee1 , Ee2, t)〉, which can be
obtained from rearranging Eq. (2.8) as:
|ψf(Ee0 , Ee1, Ee2, t)〉 = −i
∫ t
−∞
dt′ ei(Hˆf+Ee0+Ee1+Ee2 )(t
′−t)Wˆd2→f(Ee2)|ψd2(Ee0 , Ee1, t′)〉 ,
(2.10)
and inserting this into Eq. (2.7) leads to
i|ψ˙d2(Ee0, Ee1 , t)〉 = Wˆd1→d2(Ee1)|ψd1(Ee0, t)〉+ (Hˆd2 + Ee0 + Ee1)|ψd2(Ee0, Ee1 , t)〉
−i
∫∫
dt′dEe2 Wˆ
†
d2→f
(Ee2)e
i(Hˆf+Ee0+Ee1+Ee2)(t
′−t)Wˆd2→f(Ee2)|ψd2(Ee0, Ee1 , t′)〉 .
(2.11)
The last term in Eq. (2.11) contains integrations over Ee2 and t and hence is con-
sidered as non-local in energy and in time. The terms ei(Hˆf+Ee0+Ee1+Ee2 )(t
′−t) and
|ψd2(Ee0, Ee1 , t′)〉 oscillate rapidly in time and energy with approximately opposite
phases. Consequently, the approximate total phase of the two terms varies slowly
in time and energy, leading to a non-vanishing value after integrations. Analytically
carrying out the integrations over time and energy by using the approximate total
phase has been termed as the local approximation[26]. Applying this approximation,
the last term in Eq. (2.11) becomes
− i
∫∫
dt′dEe2 Wˆ
†
d2→f
(Ee2)e
i(Hˆf+Ee0+Ee1+Ee2 )(t
′−t)Wˆd2→f(Ee2)|ψd2(Ee0 , Ee1, t′)〉
≈ −iΓd2
2
|ψd2(Ee0 , Ee1, t)〉 , (2.12)
where Γd2 = 2pi|Wˆd2→f |2. Under the local approximation, Wˆd2→f is independent from
Ee2 and becomes a potential-like operator. Γd2 is known as the transition rate from
state d2 to f or the decay rate (width) of state d2. The derivation of this equation is
given in Appendix A. Using Eq. (2.12), Eq. (2.11) now reads,
i|ψ˙d2(Ee0 , Ee1, t)〉 = Wˆd1→d2(Ee1)|ψd1(Ee0 , t)〉+(Hˆd2+Ee0+Ee1)|ψd2(Ee0, Ee1 , t)〉 , (2.13)
where Hˆd2 = Hˆd2 − iΓd2/2. After the local approximation, the nuclear Hamiltonian
Hˆd2 is non-Hermitian and contains an imaginary part, which describes the decay from
state d2 to f . Consequently, |ψd2(Ee0 , Ee1, t)〉 decays over time. On the other hand,
|ψf(Ee0 , Ee1, Ee2 , t)〉 increases over time, due to the source term Wˆd2→f |ψd2(Ee0 , Ee1, t)〉,
see Eq. (2.8) and Eq. (2.10). In short, the norm of the total wave function is still
conserved.
After the local approximation, Eq. (2.11) becomes Eq. (2.13), which is local in time and
energy. Similarly, we would like to carry out the integration over Ee1 in Eq. (2.6) by per-
forming the local approximation again. Inserting the formal solution of |ψd2(Ee0 , Ee1, t)〉
(obtained from Eq. (2.13)), Eq. (2.6) becomes:
i|ψ˙d1(Ee0 , t)〉 = Fˆ (Ee0 , t)|ψi(t)〉+ (Hˆd1 + Ee0)|ψd1(Ee0, t)〉
− i
∫∫
dt′dEe1 Wˆ
†
d1→d2
(Ee1)e
i(Hˆd2+Ee0+Ee1)(t
′−t)Wˆd1→d2(Ee1)|ψd1(Ee0 , t′)〉 . (2.14)
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The last term of Eq. (2.14) is non-local in time and in energy. Applying the local
approximation to integrate this term yields
− i
∫∫
dt′dEe1 Wˆ
†
d1→d2
(Ee1)e
i(Hˆd2+Ee0+Ee1 )(t
′−t)Wˆd1→d2(Ee1)|ψd1(Ee0 , t′)〉
≈ −iΓd1
2
|ψd1(Ee0, t)〉 , (2.15)
where Γd1 = 2pi|Wˆd1→d2 |2 denotes the transition rate from state d1 to d2. Again, Wˆd1→d2
does not depend on Ee1 after the local approximation. A detailed derivation is also
given in Appendix A. The new equation for |ψd1(Ee0 , t)〉 hence reads,
i|ψ˙d1(Ee0, t)〉 = Fˆ (t)|ψi(t)〉+ (Hˆd1 + Ee0)|ψd1(Ee0 , t)〉 , (2.16)
with Hˆd1 = Hˆd1 − iΓd1/2.
Due to the presence of the photoelectron, Eq. (2.5) also contains an integration over
Ee0. To remove the integration, the formal solution of |ψd1(Ee0 , t)〉 (obtained from
Eq. (2.16)) is inserted into Eq. (2.5), yielding
i|ψ˙i(t)〉 = Hˆi|ψi(t)〉 − i
∫∫
dt′dEe0 Fˆ
†(Ee0 , t)e
i(Hˆd1+Ee0 )(t
′−t)Fˆ (Ee0 , t
′)|ψi(t′)〉 . (2.17)
After applying the local approximation to integrate the second term in Eq. (2.17), we
arrive at the EOM for |ψi(t)〉, which reads
i|ψ˙i(t)〉 = (Hˆi − iΓph(ω, t)
2
)|ψi(t)〉 , (2.18)
where the ionization rate reads [40]
Γph(ω, t) = 2pi|µ ·E(t)|2 = σi(ω)I(t)
ω
,
with σi being the photoionization cross-section of state i (to d1) under the photon en-
ergy ω, and I(t) being the laser pulse intensity. A detailed derivation of the expression
for Γph is given in Appendix B.
Defining Hˆi = Hˆi − iΓph(t)/2, we can summarize the EOMs for the single channel
two-step decay process, initiated by photoionization, in matrix form as:
i


ψ˙i
ψ˙d1
ψ˙d2
ψ˙f

 =


Hˆi 0 0 0
Fˆ (t) Hˆd1+Ee0 0 0
0 Wˆd1→d2 Hˆd2+Ee0+Ee1 0
0 0 Wˆd2→f Hˆf+Ee0+Ee1+Ee2




ψi
ψd1
ψd2
ψf

 .
(2.19)
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2.2 Equations of Motion for a Non-Separable
Multi-Channel Two-Step Decay Process
In general, there could be multiple states involved in a decay process. These multi-
ple states can be degenerate or non-degenerate. If the states are non-degenerate, the
emitted electrons are separable by their energies and the decay channels are also sepa-
rable. If the states are degenerate or almost degenerate, the emitted electrons become
non-separable in energy, and so do the decay channels. In this section, we derive the
EOMs for a non-separable multi-channel cascade decay process, while the separable
multi-channel cascade decay process will be discussed in Sec. 2.3.
A schematic picture of such a multi-channel process is shown in Fig. 2.2, where there
are two singly ionic states labeled as d1α with α = 1, 2, two doubly ionic states labeled
as d2β with β = 1, 2, and two triply ionic states labeled as fγ with γ = 1, 2. For the
current example, the two singly ionic states are chosen to be (almost) degenerate. The
same is true for the two doubly ionic states and the two final states. Due to the fact that
the states are degenerate, the electrons emitted from the partial channel3 d11 → d2β are
not separable from the electrons emitted from the partial channel d12 → d2β in energy,
see Fig. 2.2. In consequence, the electrons emitted in the first decay process are all
denoted as e1, having a kinetic energy Ee1 , and the wave functions of the outgoing
electrons are expanded by the same energy eigenfunctions. Similarly, the electrons
emitted during the second decay process are denoted as e2, whose kinetic energy is
Ee2. Additionally, the kinetic energy of the photoelectrons will be denoted by Ee0.
The total wave function contains wave functions of all the states involved in the decay
processes [26]. Using the Born-Oppenheimer approximation, it reads
|Ψ(t)〉 = |Φi〉|ψi(t)〉+
2∑
α=1
∫
dEe0 |Φd1α , Ee0〉|ψd1α (Ee0, t)〉
+
2∑
β=1
∫∫
dEe0 dEe1 |Φd2β , Ee0 , Ee1〉|ψd2β (Ee0, Ee1 , t)〉
+
2∑
γ=1
∫∫∫
dEe0 dEe1 dEe2|Φfγ , Ee0 , Ee1, Ee2〉|ψfγ (Ee0 , Ee1, Ee2 , t)〉 . (2.20)
As was explained in Sec. 2.1, |Φx〉 and |ψx(t)〉 are the electronic and nuclear wave
functions of the state x, respectively. The ionic states d1α, d2β , and fγ are embedded
in the continuum, and hence their electronic wave functions are augmented with the
continuum wave function(s) of the outgoing electron(s). Accordingly, their nuclear
wave functions are multiplied with the amplitude(s) of the continuum function(s). As
before, the nuclear wave functions also depend on the nuclear degrees of freedom.
3A state-specific channel is termed as partial channel.
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Figure 2.2: Schematic picture of a multi-channel cascade decay process. The potential
energy curves are depicted for: (i) the electronic ground state (labeled as i), (ii) the
degenerate singly ionic states (labeled as d1α with α = 1, 2), (iii) the degenerate doubly
ionic states (labeled as d2β with β = 1, 2), and (iv) the degenerate final states (labeled
as fγ with γ = 1, 2). The process is initiated by photoionization, followed successively
by two electronic decay processes. There are four partial channels in each decay step,
depicted by two dashed and two solid arrows. The emitted electrons e1 from different
partial channels are non-separable in energy because the involved states are degenerate.
The same is true for electrons e2.
Similar to Eq. (2.3), the electronic wave functions in Eq. (2.20) follow the ortho-
normalization rules:
〈Φi|Φi〉 = 1
〈Φd1α , Ee0 |Φd1α′ , E
′
e0
〉 = δα,α′ δ(Ee0 − E ′e0)
〈Φd2β , Ee0 , Ee1|Φd2β′ , E
′
e0 , E
′
e1〉 = δβ,β′ δ(Ee0 −E ′e0) δ(Ee1 − E ′e1) (2.21)
〈Φfγ , Ee0 , Ee1, Ee2|Φfγ′ , E ′e0, E ′e1 , E ′e2〉 = δγ,γ′ δ(Ee0 − E ′e0) δ(Ee1 −E ′e1) δ(Ee2 − E ′e2) .
Both the Kronecker delta, e.g. δα,α′ , and Dirac delta function, e.g. δ(Ee0 − E ′e0) , are
employed to denote the orthonormal properties of the discrete states and continuum
functions, respectively. In addition, electronic wave functions with different numbers
of outgoing electrons are always orthogonal, e.g. 〈Φi|Φd1α , Ee0〉 = 0.
Using the same total Hamiltonian as Eq. (2.4) and a similar procedure as in Sec. 2.1,
we again obtain coupled equations for the nuclear wave functions. Projecting the total
Schro¨dinger equation onto the electronic ground state i, the equation obtained for
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|ψi(t)〉 reads:
i|ψ˙i(t)〉 = Hˆi|ψi(t)〉+
2∑
α=1
∫
dEe0Fˆ
†
α(Ee0 , t)|ψd1α (Ee0 , t)〉 . (2.22)
Different from Eq. (2.5), there is now a summation over α in the second term in
Eq. (2.22), due to the presence of two singly ionic states. Projecting the total
Schro¨dinger equation onto each singly ionic state, the equation for |ψdα(Ee0, t)〉, with
α = 1, 2, reads:
i|ψ˙d1α (Ee0 , t)〉 = Fˆα(Ee0 , t)|ψi(t)〉+ (Hˆd1α + Ee0)|ψd1α (Ee0 , t)〉
+
2∑
β=1
∫
dEe1Wˆ
†
d1α→d2β
(Ee1)|ψd2β (Ee0 , Ee1, t)〉 . (2.23)
Note that there is a summation over β in the last term of the equation because
there are two doubly ionic states in this example. Similarly, the projection of
the total Schro¨dinger equation onto each doubly ionic state yields the equation for
|ψd2β(Ee0 , Ee1, t)〉 with β = 1, 2, which reads
i|ψ˙d2β (Ee0 , Ee1, t)〉 =
2∑
α=1
Wˆd1α→d2β (Ee1)|ψd1α (Ee0, t)〉
+ (Hˆd2β + Ee0 + Ee1)|ψd2β (Ee0 , Ee1, t)〉
+
2∑
γ=1
∫
dEe2Wˆ
†
d2β→fγ
|ψfγ (Ee0, Ee1 , Ee2, t)〉 . (2.24)
Comparing Eq. (2.24) to Eq. (2.7), one finds two differences: First, there is a summation
over α in the first term of the right hand side (RHS) of the equation, since both states
d11 and d12 can decay to state d2β , see Fig. 2.2. Second, there is a summation over γ
in the last term of the RHS of the equation, since both final states can couple to state
d2β . Finally, projecting the total Schro¨dinger equation onto each final state (γ = 1, 2),
the equation for |ψfγ (Ee0 , Ee1, Ee2, t)〉 reads
i|ψ˙fγ (Ee0, Ee1 , Ee2, t)〉 =
2∑
β=1
Wˆd2β→fγ (Ee2)|ψd2β (Ee0, Ee1 , t)〉
+ (Hˆfγ + Ee0 + Ee1 + Ee2)|ψfγ (Ee0 , Ee1, Ee2 , t)〉 . (2.25)
Since both states d21 and d22 can decay to state fγ (see Fig. 2.2) there is a summation
over β in the first term of the RHS of Eq. (2.25).
As before, Hˆx denotes the nuclear Hamiltonian of state x. Due to the presence of
multiple states, the transition matrix elements now read
Wˆd1α→d2β (Ee1) = 〈Φd2β , Ee1|Hˆel|Φd1α 〉 and Wˆd2β→fγ (Ee2) = 〈Φfγ , Ee2|Hˆel|Φd2β 〉 ,
12
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while the interaction between the molecule and the external field is given by4
Fˆα(Ee0 , t) = µα · E(t) .
Eqs. (2.24-2.25) are equations for the degenerate states, and the emitted electrons are
energetically non-separable. If the emitted electrons from different partial channels are
separable in energy, the wave functions of the outgoing electrons can be expanded into
different energy eigenfunctions. As a consequence, the summation over the different
source term in Eqs. (2.24-2.25) will reduce to only one source term, due to the energy
conservation and the ortho-normalization properties of the wave functions. See Sec. 2.3
for details on such a separable multi-channel cascade decay process.
As in Sec. 2.1, the local approximation [26] is applied to carry out the energy integration
in Eqs. (2.22-2.24). To proceed, the formal solution for |ψfγ (Ee0 , Ee1, Ee2 , t)〉, which
can be obtained from Eq. (2.25), is inserted into Eq. (2.24). This yields
i|ψ˙d2β (Ee0 , Ee1, t)〉 =
2∑
α=1
Wˆd1α→d2β (Ee1)|ψd1α (Ee0 , t)〉+ (Hˆd2β + Ee0 + Ee1)|ψd2β (Ee0 , Ee1, t)〉
− i
2∑
γ=1
2∑
β′=1
∫∫
dt′dEe2 Wˆ
†
d2β→fγ
(Ee2)e
i(Hˆfγ+Ee0+Ee1+Ee2 )(t
′−t)Wˆd2
β′
→fγ(Ee2)|ψd2
β′
(Ee0, Ee1 , t
′)〉.
(2.26)
The last term of the RHS of Eq. (2.26) again contains integrations over Ee2 and t. It
can be integrated by using the local approximation [26] (see also Appendix A), leading
to
− i
2∑
γ=1
2∑
β′=1
∫∫
dt′dEe2 Wˆ
†
d2β→f
(Ee2)e
i(Hˆfγ+Ee0+Ee1+Ee2 )(t
′−t)Wˆd2
β′
→fγ (Ee2)|ψd2
β′
(Ee0 , Ee1, t
′)〉
≈ −i
2∑
γ=1
2∑
β′=1
piWˆ †d2β→fγ
Wˆd2
β′
→fγ |ψd2
β′
(Ee0, Ee1 , t)〉 . (2.27)
After the local approximation, operators Wˆd2β and Wˆd2β′ do not depend on Ee2 any-
more. The summation over β ′ in Eq. (2.27) can be divided into two parts: β ′ = β and
β ′ 6= β. For the part β ′ = β, it reads
−i
∑
γ
piWˆ †d2β→fγ
Wˆd2β→fγ |ψd2β (Ee0 , Ee1, t)〉
=
−i
2
∑
γ
Γ
(γ)
β |ψd2β (Ee0 , Ee1, t)〉 =
−i
2
Γβ|ψd2β (Ee0 , Ee1, t)〉 ,
4
µα = 〈Φd1α , Ee0 |Dˆ|Φi〉.
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where Γ
(γ)
β denotes the partial decay rate from state d2β to state fγ , and Γβ denotes
the total decay rate of state d2β . For β
′ 6= β, Eq. (2.27) yields
−i
∑
γ
∑
β′ 6=β
piWˆ †d2β→fγ
Wˆd2
β′
→fγ |ψd2
β′
(Ee0, Ee1 , t)〉
=
−i
2
∑
γ
∑
β′ 6=β
Λ
(γ)
β,β′|ψd2β′ (Ee0, Ee1 , t)〉 =
−i
2
∑
β′ 6=β
Λβ,β′|ψd2
β′
(Ee0, Ee1 , t)〉 ,
where Λ
(γ)
β,β′ (implicitly defined by the equation above) denotes the partial interchannel
interference via continuum from state d2β′ to state d2β via state fγ . This term can
be pictured as a two-step process: First, state d2β′ decays to state fγ via emitting an
electron e2 with energy Ee2. The electron then immediately recombines with the final
state again, coupling back to state d2β . This process is energetically allowed due to the
degeneracy of the states. If states d21 and d22 were not degenerate, the “transition back
to another state” would be forbidden due to the law of energy conservation. Therefore,
the interchannel coupling via continuum is only non-zero if the intermediate states
are nearly degenerate, i.e. the emitted electrons are non-separable by their energies.
Summation of Λ
(γ)
β,β′ over all γ yields the total interchannel interference via continuum
from state d2β′ to state d2β ; it is denoted by Λβ,β′. After the local approximation,
Eq. (2.26) becomes
i|ψ˙d2β (Ee0 , Ee1, t)〉 =
∑
α
Wˆd1α→d2β (Ee1)|ψd1α (Ee0, t)〉 − i
2∑
β′ 6=β
Λβ,β′
2
|ψd2
β′
(Ee0 , Ee1, t)〉
+ (Hˆd2β + Ee0 + Ee1)|ψd2β (Ee0, Ee1 , t)〉 , (2.28)
with Hˆd2β = Hˆd2β − iΓβ/2.
Similarly, to carry out the integration over Ee1 in Eq. (2.23), the formal solution for
|ψd2β (Ee0 , Ee1, t)〉, obtained from rearranging Eq. (2.28), is inserted into Eq. (2.23),
which then reads
i|ψ˙d1α (Ee0 , t)〉 = Fˆα(t)|ψi(t)〉+ (Hˆd1α + Ee0)|ψd1α (Ee0 , t)〉
− i
2∑
β=1
2∑
α′=1
∫∫
dt′dEe1 Wˆ
†
d1α→d2β
(Ee1)e
i(Hˆd2β
+Ee0+Ee1 )(t
′−t)
Wˆd1
α′
→d2β
(Ee1)|ψd1
α′
(Ee0 , t
′)〉
−
2∑
β=1
2∑
β′ 6=β
∫∫
dt′dEe1 Wˆ
†
d1α→d2β
(Ee1)e
i(Hˆd2β
+Ee0+Ee1)(t
′−t)Λβ,β′
2
|ψd2
β′
(Ee0, Ee1 , t
′)〉.
(2.29)
The last two terms in the RHS of Eq. (2.29) both contain the integrations over t and
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Ee1. Applying the local approximation to the second last term yields
− i
∑
β
∑
α′
∫∫
dt′dEe1 Wˆ
†
d1α→d2β
(Ee1)e
i(Hˆd2β
+Ee0+Ee1 )(t
′−t)
Wˆd1
α′
→d2β
(Ee1)|ψd1
α′
(Ee0 , t
′)〉
≈ −i
∑
β
∑
α′
piWˆ †d1α→d2β
Wˆd1
α′
→d2β
|ψd1
α′
(Ee0, t)〉 , (2.30)
which, as in Eq. (2.27), is divided into two parts (α′ = α and α′ 6= α), leading to
− i
∑
β
∑
α′
piWˆ †d1α→d2β
Wˆd1
α′
→d2β
|ψd1
α′
(Ee0 , t)〉
= −i
∑
β
Γ
(β)
α
2
|ψd1α (Ee0 , t)〉 − i
∑
β
∑
α′ 6=α
Λ
(β)
α,α′
2
|ψd1
α′
(Ee0 , t)〉
= −iΓα
2
|ψd1α (Ee0, t)〉 − i
∑
α′ 6=α
Λα,α′
2
|ψd1
α′
(Ee0 , t)〉 .
As before, Γ
(β)
α denotes the partial decay rate from state d1α to d2β , while Γα denotes
the total decay rate of state d1α. Furthermore, Λ
(β)
α,α′ denotes the partial interchannel
interference via continuum from state d1α′ through state d2β to state d1α. The total
interchannel interference from state d1α′ to d1α is denoted by Λα,α′.
On the other hand, applying the local approximation to the last term in the RHS of
Eq. (2.29) yields
−
2∑
β=1
2∑
β′ 6=β
∫∫
dt′dEe1 Wˆ
†
d1α→d2β
(Ee1)e
i(Hˆd2β
+Ee0+Ee1)(t
′−t)Λβ,β′
2
|ψd2
β′
(Ee0, Ee1 , t
′)〉 ≈ 0 .
Note that |ψd2
β′
(Ee0, Ee1 , t
′)〉 also depends on Ee1, producing a rapidly oscillating phase
for each |ψd2
β′
(Ee0 , Ee1, t
′)〉. Integrating over Ee1 then leads to destructive interferences
and gives zero. See Appendix C for details.
After applying the local approximation, the EOM for |ψd1α (Ee0 , t)〉 then reads,
i|ψ˙d1α (Ee0 , t)〉 = Fˆα(t)|ψi(t)〉+ (Hˆd1α+ Ee0)|ψd1α (Ee0 , t)〉 − i
2∑
α′ 6=α
Λα,α′
2
|ψd1
α′
(Ee0, t)〉 ,
(2.31)
where Hˆd1α = Hˆd1α − iΓα/2.
Similar to the procedure in Sec. 2.1, using Eq. (2.31) and the local approximation,
Eq. (2.22) becomes
i|ψ˙i(t)〉 = (Hˆi − iΓph(ω, t)
2
)|ψi(t)〉 , (2.32)
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where the total ionization rate Γph(ω, t) is given by a sum over all partial ionization
rates, namely,
Γph(ω, t) =
∑
α
σα(ω)I(t)
ω
=
σi(ω)I(t)
ω
,
where σα(ω) is the ionization cross-section from state i to state d1α at the photon
frequency ω, and I(t) denotes the laser intensity. The total ionization cross-section of
state i, i.e. σi(ω), naturally is given by the summation over the cross-sections to all
states d1α.
To sum up, the EOMs for the non-separable multi-channel two-step decay process,
initiated by photoionization, can be generalized from the previous derivations. The
degeneracy of states d1α , states d2β , and states fγ is denoted by Nd1 , Nd2 , and Nf ,
respectively. For a case as shown in Fig. 2.2, Nd1 , Nd2 , and Nf are all equal to 2. The
EOM of the electronic ground state i reads,
i|ψ˙i(t)〉 = (Hˆi − iΓph(ω, t)
2
)|ψi(t)〉 . (2.33)
For the degenerate states d1α (α = 1, · · · , Nd1), the EOM of each state d1α has the
same form:
i|ψ˙d1α (Ee0 , t)〉 = Fˆα(t)|ψi(t)〉+ (Hˆd1α + Ee0)|ψd1α (Ee0 , t)〉 − i
Nd1∑
α′ 6=α
Λα,α′
2
|ψd1
α′
(Ee0 , t)〉 .
(2.34)
The doubly ionic states d2β are also degenerate (β = 1, · · · , Nd2), and the EOM for
each state is given by:
i|ψ˙d2β (Ee0, Ee1 , t)〉 =
Nd1∑
α=1
Wˆd1α→d2β |ψd1α (Ee0, t)〉 − i
Nd2∑
β′ 6=β
Λβ,β′
2
|ψd2
β′
(Ee0 , Ee1, t)〉
+ (Hˆd2β + Ee0 + Ee1)|ψd2β (Ee0 , Ee1, t)〉 . (2.35)
Finally, the EOM for each state fγ ( γ = 1, · · · , Nf) reads,
i|ψ˙fγ (Ee0, Ee1 , Ee2, t)〉 =
Nd2∑
β=1
Wˆd2β→fγ |ψd2β (Ee0 , Ee1, t)〉
+ (Hˆfγ + Ee0 + Ee1 + Ee2)|ψfγ (Ee0 , Ee1, Ee2 , t)〉 . (2.36)
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(E     )e2a e2a
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E
R
Figure 2.3: Schematic picture of a two-channel two-step decay process. The potential
energy curves of the electronic ground state (labeled as i), the singly ionic state (labeled
as d1), the doubly ionic states (labeled as d2a and d2b), and the final state (labeled as
f) are depicted. After photoionization, state d1 can decay via two separable partial
channels, i.e. via state d2a to state f or via state d2b to state f .
2.3 Equations for a Separable Multi-Channel Two-
Step Decay Process
In this section, a separable multi-channel decay process is discussed. A simple two-
channel two-step decay process is chosen as an example, see Fig. 2.3. The electronic
states i, d1, f are chosen to be non-degenerate. The two doubly ionic states are labeled
by d2a and d2b and are well-separated in energy.
After phototionization, the system is ionized to the electronically excited ionic state
d1, which then decays to either state d2a or state d2b. Since states d2a and d2b are well
separated in energy, i.e. the emitted electrons are separable in energy, the electron
emitted from the partial channel d1 → d2a is denoted by e1a with a kinetic energy
Ee1a , and the electron emitted from the other partial channel is denoted by e1b with a
kinetic energy Ee1b , see Fig. 2.3. Following the separable partial channels in the first
decay process, the two partial channels in the second decay process are also separable.
The electron emitted from the partial channel d2a → f is denoted by e2a with a
kinetic energy Ee2a . Similarly, the electron emitted from the partial channel d2b → f
is denoted by e2b, having a kinetic energy Ee2b . Again, we stress that Ee1a and Ee1b are
well-separated in energy, and so are Ee2a and Ee2b .
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The total wave function ansatz for the process depicted in Fig. 2.3 reads
|Ψ(t)〉 = |Φi〉|ψi(t)〉+
∫
dEe0 |Φd1 , Ee0〉|ψd1(Ee0, t)〉
+
∫∫
dEe0 dEe1a |Φd2a , Ee0, Ee1a〉|ψd2a(Ee0 , Ee1a , t)〉
+
∫∫
dEe0 dEe1b |Φd2b , Ee0, Ee1b〉|ψd2b(Ee0 , Ee1b, t)〉
+
∫∫∫
dEe0 dEe1 dEe2|Φf , Ee0, Ee1 , Ee2〉|ψf(Ee0 , Ee1, Ee2 , t)〉 . (2.37)
As before, |Φx〉 and |ψx(t)〉 denote the electronic and nuclear wave functions of state
x, respectively. The ionic state d1 is embedded in the continuum, and consequently,
its wave function is augmented with the wave function of the photoelectron. Similarly,
the doubly ionic states d2a and d2b are embedded in continuum, and their wave func-
tions are augmented with the respective wave functions of the photoelectron and the
emitted electron. Since the emitted electrons from the two different partial channels
are separable, the wave functions of e1a and e1b can be expanded by continuum energy
eigenfunctions with different energy. The final state is also embedded in the continuum
and its wave function is augmented with the wave functions of the outgoing electrons.
However, the label of the continuum energy eigenfunctions are kept as Ee1 and Ee2
instead of Ee1a and Ee2a , due to the fact that both states d2a and d2b can populate the
final state. Later in the discussion the values of Ee1 and Ee2 will be determined.
The electronic wave functions used in Eq. (2.37) obey the same ortho-normalization
rules as shown in Sec. 2.3. Also, the electronic wave functions provide the following
transition matrix elements
〈Φd2a , Ee0 , Ee1a |Hˆel|Φd1 , Ee0〉 = 〈Φd2a , Ee1a |Hˆel|Φd1〉 = Wˆd1→d2a(Ee1a) ,
〈Φd2b , Ee0 , Ee1b|Hˆel|Φd1 , Ee0〉 = 〈Φd2b , Ee1b |Hˆel|Φd1〉 = Wˆd1→d2b(Ee1b) . (2.38)
Since the two partial channels to state f are separable, the corresponding transition
matrix elements to state f are naturally distinguishable. For example, the transition
matrix element from state d2a to state f reads
〈Φf , Ee0, Ee1 , Ee2|Hˆel|Φd2a , Ee0 , Ee1a〉
= 〈Φf , Ee2|Hˆel|Φd2a〉 δ(Ee1 −Ee1a)
= Wˆd2a→f(Ee2) δ(Ee1 −Ee1a) .
The term Wˆd2a→f(Ee2) is only non-zero when Ee2 is inside the possible range of value
for Ee2a , i.e. Ee2 = Ee2a , due to the law of energy conservation. Note that ranges for
Ee2a and Ee2b are not overlap; see also Fig. 2.3. Similarly, the transition element of
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state d2b to state f reads,
〈Φf , Ee0, Ee1 , Ee2|Hˆel|Φd2b , Ee0 , Ee1b〉
= 〈Φf , Ee2 |Hˆel|Φd2b〉 δ(Ee1 −Ee1b)
= Wˆd2b→f(Ee2) δ(Ee1 −Ee1b) ,
and Wˆd2b→f(Ee2) is only non-zero when Ee2 equals Ee2b .
Using the same total Hamiltonian as shown in Eq. (2.4), the time-dependent
Schro¨dinger equation of the total system is projected onto each electronic state. For
the initial state, the equation reads
i|ψ˙i(t)〉 = Hˆi|ψi(t)〉+
∫
dEe0Fˆ
†(Ee0, t)|ψd1(Ee0 , t)〉 . (2.39)
This equation is identical to Eq. (2.5). Projecting onto the state d1, we get
i|ψ˙d1(Ee0 , t)〉 = Fˆ (Ee0 , t)|ψi(t)〉+ (Hˆd1 + Ee0)|ψd1(Ee0 , t)〉+∫
dEe1aWˆ
†
d1→d2a
(Ee1a)|ψd2a(Ee0 , Ee1a , t)〉+
∫
dEe1bWˆ
†
d1→d2b
(Ee1b)|ψd2b(Ee0, Ee1b , t)〉,(2.40)
which is very similar to Eq. (2.6), except that now there are two doubly ionic states
coupled to state d1 in Eq. (2.40). The equations for state d2a and d2b are also obtained
from projecting the total Schro¨dinger equation onto these states. The equations read
i|ψ˙d2a(Ee0 , Ee1a , t)〉 = Wˆd1→d2a(Ee1a)|ψd1(Ee0 , t)〉+(Hˆd2a+Ee0+Ee1a)|ψd2a(Ee0 , Ee1a , t)〉
+
∫
dEe2aWˆ
†
d2a→f
(Ee2a)|ψf (Ee0, Ee1a , Ee2a , t)〉 , (2.41)
and
i|ψ˙d2b(Ee0 , Ee1b, t)〉 = Wˆd1→d2b(Ee1b)|ψd1(Ee0 , t)〉+(Hˆd2b+Ee0+Ee1b)|ψd2b(Ee0 , Ee1b , t)〉
+
∫
dEe2bWˆ
†
d2b→f
(Ee2b)|ψf(Ee0 , Ee1b , Ee2b, t)〉 . (2.42)
It has been used in Eq. (2.41) that the transition matrix element Wˆd2a→f is non-zero
only when Ee2 equals Ee2a . The same holds for Ee2b in Eq. (2.42). Interestingly, the
formulations of Eq. (2.41) and of Eq. (2.42) are identical, apart from the label a and b.
What will happen when the total Schro¨dinger equation is projected onto the final
electronic state? Due to the separation of the channels, the final electronic state is
either |Φf , Ee0, Ee1a , Ee2a〉 or |Φf , Ee0, Ee1b , Ee2b〉, depending on the channel. Hence,
the projection yields two equations, namely
i|ψ˙f (Ee0 , Ee1a , Ee2a , t)〉 = Wˆd2a→f(Ee2a)|ψd2a(Ee0 , Ee1a , t)〉
+ (Hˆf + Ee0 + Ee1a + Ee2a)|ψf (Ee0, Ee1a , Ee2a , t)〉 , (2.43)
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and
i|ψ˙f (Ee0 , Ee1b , Ee2b, t)〉 = Wˆd2b→f(Ee2b)|ψd2b(Ee0, Ee1b , t)〉
+ (Hˆf + Ee0 + Ee1b + Ee2b)|ψf (Ee0, Ee1b , Ee2b , t)〉 . (2.44)
Again, the formulations of Eq. (2.43) and Eq. (2.44) are the same, except for the label
a and b. In consequence, the equations for states d2a, d2b, and f can be separated into
two groups, according to the energy of the emitted electron, which depends on the
partial channel.
Following the same procedure as in Sec. 2.1, the local approximation has been applied
to the coupled equations, yielding the EOMs for the system. For the partial channel
passing through state d2a (red dashed line in Fig. 2.3), the EOMs of states d2a and f
read
i|ψ˙d2a(Ee0 , Ee1a , t)〉 = Wˆd1→d2a |ψd1(Ee0 , t)〉
+ (Hˆd2a + Ee0 + Ee1a)|ψd2a(Ee0 , Ee1a , t)〉 , (2.45)
i|ψ˙f (Ee0 , Ee1a , Ee2a , t)〉 = Wˆd2a→f |ψd2a(Ee0 , Ee1a , t)〉
+ (Hˆf + Ee0 + Ee1a + Ee2a)|ψf(Ee0 , Ee1a , Ee2a , t)〉 , (2.46)
respectively. If the partial channel goes through state d2b (black solid line in Fig. 2.3),
the EOMs of the relevant states then are given by
i|ψ˙d2b(Ee0 , Ee1b, t)〉 = Wˆd1→d2b |ψd1(Ee0 , t)〉
+ (Hˆd2b + Ee0 + Ee1b)|ψd2b(Ee0, Ee1b , t)〉 , (2.47)
i|ψ˙f (Ee0 , Ee1b , Ee2b, t)〉 = Wˆd2b→f |ψd2b(Ee0, Ee1b , t)〉
+ (Hˆf + Ee0 + Ee1b + Ee2b)|ψf (Ee0, Ee1b , Ee2b , t)〉 . (2.48)
Obviously, Eqs. (2.45-2.46) and Eqs. (2.47-2.48) are formally equivalent, but they de-
scribe the nuclear motions taking place within two different partial channels. The
EOMs for states i and d1 are also obtained after the local approximation, and they
read
i|ψ˙i(t)〉 = Hˆi|ψi(t)〉 , (2.49)
i|ψ˙d1(Ee0 , t)〉 = Fˆ (Ee0 , t)|ψi(t)〉+ (Hˆd1 + Ee0)|ψd1(Ee0 , t)〉 . (2.50)
Again, the non-hermitian nuclear Hamiltonian of state x is denoted by Hˆx, which reads
Hˆx = Hˆx − i
2
Γx ,
where Γx denotes the total decay (or photoionization for state i) rate of state x. In the
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current case, the decay rates are 5
Γph(ω, t) =
σi(ω)I(t)
ω
; Γd1 = 2pi|Wˆd1→d2a |2 + 2pi|Wˆd1→d2b|2
Γd2a = 2pi|Wˆd2a→f |2 ; Γd2b = 2pi|Wˆd2b→f |2 . (2.51)
In matrix representation, for a specific channel one solves
i


ψ˙i
ψ˙d1
ψ˙d2
ψ˙f

=


Hˆi 0 0 0
Fˆ (t) Hˆd1+Ee0 0 0
0 Wˆd1→d2 Hˆd2+Ee0+Ee1 0
0 0 Wˆd2→f Hˆf+Ee0+Ee1+Ee2




ψi
ψd1
ψd2
ψf

 , (2.52)
where Hˆd2 , Ee1 , Ee2 , Wˆd1→d2, and Wˆd2→f depend on the channel.
In contrast, if the states d2a and d2b are degenerate, the EOMs
6 read
i


ψ˙i
ψ˙d1
ψ˙d2a
ψ˙d2b
ψ˙f

=


Hˆi 0 0 0 0
Fˆ (t) Hˆd1+Ee0 0 0 0
0 Wˆd1→d2a Hˆd2a+Ee0+Ee1 −iΛa,b/2 0
0 Wˆd1→d2b −iΛb,a/2 Hˆd2b+Ee0+Ee1 0
0 0 Wˆd2a→f Wˆd2b→f Hˆf+Ee0+Ee1+Ee2




ψi
ψd1
ψd2a
ψd2b
ψf

 .
(2.53)
Compared with Eq. (2.52), Eq. (2.53) shows two additional interesting phenomena.
First, the final state f is coherently populated by the wave packets coming from state
d2a and state d2b. This coherent population on the final state f introduces an interfer-
ence effect, which requires the precise knowledge of transition elements Wˆd1→d2a and
Wˆd1→d2b for numerical simulations. Second, the emitted electrons are indistinguishable
in energy. Hence the interchannel interference via continuum is possible, cf. the terms
Λa,b and Λb,a in Eq. (2.53). These phenomena are interesting, but rarely discussed in
the literature because of the difficulty to evaluate the transition matrix element [41].
To be specific, it is the phase of the transition matrix element which cannot be eval-
uated [41]. The impact of introducing the wrong phase to the dynamics is obvious.
Consider an example where ψd2a and ψd2b are both Gaussian functions. If both tran-
sition elements are real and positive, the two Gaussian functions undergo constructive
interference after their transition to state f . On the other hand, if both transition
elements are real but with opposite signs, destructive interference is expected. Besides,
the interchannel interference terms also depend on the phase of the transition element
Λa,b = 2piWˆ
†
d1→d2a
Wˆd1→d2b . In consequence, without the phase of the transition matrix
elements, a correct simulation of the dynamics, including the interchannel interference
5σi(ω) denotes the ionization cross-section of state i under the photon energy ω, and I(t) denotes
the laser pulse intensity.
6See Sec. 2.2.
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and coherent populating of f , is impossible. However, we can still estimate the impact
of the interchannel interference on the dynamics by comparing a simulation without
the interchannel interference to simulations with the interchannel interference based
on some guessed phases. For example, we have investigated the ICD process in the
CO · · ·Mg complex (with the interchannel interference using real positive numbers)
together with So¨ren Kopelke, and the results have been published in his PhD thesis
[41]. In this case, it was found that the interchannel interference exists only in a small
range of CO bond length where the electronic states are degenerate, and hence the
effect is negligible.
To conclude, for separable cascade channels, the EOMs can be written in the general
form:
i


ψ˙i
ψ˙d1α
ψ˙d2β
ψ˙fγ

=


Hˆi 0 0 0
Fˆα(t) Hˆd1α+Ee0 0 0
0 Wˆd1α→d2β Hˆd2β +Ee0+Ee1 0
0 0 Wˆd2β→fγ Hˆfγ+Ee0+Ee1+Ee2




ψi
ψd1α
ψd2β
ψfγ

 ,
(2.54)
where the Hamiltonians, energies of outgoing electrons, and transition matrix elements
are given by the channel of interest. There is no interchannel interference via continuum
in the EOMs. In this work, we follow Refs. [12, 42], where all the ICD channels are con-
sidered as separable, because the correct description for the interchannel interference
(via continuum) is not available.
As a remark, we mention that the EOMs for the two-step decay process (with separable
channels) initiated by photoexcitation, i.e. without e0, are given in Appendix D.
2.4 Analysis
For a cascade electronic decay process one can measure the outgoing electrons sepa-
rately or in coincidence. Measuring all electrons (e0, e1, e2) in coincidence yields the
multi-electron coincidence spectrum, which is by definition the probability of going into
a channel that produces three outgoing electrons with certain energies. In consequence,
one can define an operator Oˆ(γ), yielding the desired probability when evaluated with
the total wave function |Ψ(t)〉. This operator reads
Oˆ(γ) = |Φfγ , Ee0, Ee1 , Ee2〉〈Φfγ , Ee0, Ee1 , Ee2| . (2.55)
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Consequently, the time-resolved multi-electron coincidence spectrum for a partial chan-
nel γ reads7
σ(γ)(Ee0 , Ee1, Ee2 , t) = 〈Ψ(t)|Oˆ(γ)|Ψ(t)〉 = 〈ψfγ (Ee0 , Ee1, Ee2 , t)|ψfγ (Ee0, Ee1 , Ee2, t)〉 .
(2.56)
Eq. (2.56) is consistent with the common interpretation of the final state wave function
|ψfγ (Ee0, Ee1 , Ee2, t)〉, which is the amplitude of the system going into a certain final
electronic state fγ with the energies of outgoing electrons Ee0 , Ee1 , and Ee2 . Hence the
final state population yields the time-resolved coincidence spectrum for a partial chan-
nel. The non-time-resolved (final) coincidence spectrum of the same partial channel γ
is the result in the large-time limit, i.e.
σ(γ)(Ee0 , Ee1, Ee2) = lim
t→∞
〈ψfγ (Ee0 , Ee1, Ee2 , t)|ψfγ (Ee0, Ee1 , Ee2, t)〉 . (2.57)
Here we introduce a systematic procedure to obtain a (time-resolved) partial spectrum
through defining an operator which maps the total wave function to a probability of
interest. This idea has been known in the literature [38, 43] for different cases, e.g.
reaction probabilities. For a single electronic decay process, i.e. no cascade decay
is present, our method yields exactly the same (time-resolved) electron spectrum as
reported in Refs. [26, 44].
By integrating over Ee0 and Ee2 , the non-time-resolved spectrum of e1 from the same
partial channel reads
σ(γ)e1 (Ee1) =
∫∫
dEe0dEe2σ
(γ)(Ee0, Ee1 , Ee2) . (2.58)
Similarly, the non-time-resolved spectrum of e2 from the current partial channel reads
σ(γ)e2 (Ee2) =
∫∫
dEe0dEe1σ
(γ)(Ee0, Ee1 , Ee2) . (2.59)
The above two equations for evaluating the spectra of e1 and e2 are identical to those
reported in Ref. [33], where the (time-independent) scattering theory was employed.
One of our main results is the formula for the time-resolved electron spectrum of e1,
which will be introduced together with the time-resolved electron spectrum of e2 later
in Ch. 4 and Ch. 5.
Due to the presence of many final states, i.e. many partial channels, Eqs. (2.56-2.59)
describe the partial spectra of a partial channel from state d1α to state d2β and then to
state fγ . A total spectrum of state d2β to all possible fγ hence requires a summation
7Use the ortho-normal conditions of the electronic states, cf. Eq. (2.21).
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over all final states, i.e. the sum over γ:
σ(β)(Ee0 , Ee1, Ee2) =
∑
γ
σ(γ)(Ee0 , Ee1, Ee2) (2.60)
σ(β)e1 (Ee1) =
∑
γ
σ(γ)e1 (Ee1) (2.61)
σ(β)e2 (Ee2) =
∑
γ
σ(γ)e2 (Ee2) . (2.62)
If the total spectrum of state α is desired, an additional summation over β is required
for Eqs. (2.60-2.62). For instance, σ
(β)
e1 (Ee1) denotes the electron spectrum of e1 from
channel d1α to d2β . The total spectrum of e1 from state d1α to all possible d2β hence
requires an additional summation over β. For the separable channels, the rule to obtain
a total spectrum of a specific state is a trivial summation over all possible channels8.
Since we will discuss only the situation of separable channels, in later chapters we will
use the formulation of the partial spectrum of a partial channel.
8Sometimes this is simplified as “summation over all final states.”
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ICD following the K-LL Auger
process of Ne in NeAr (I)
The ICD process following the Auger decay of Ne+ (1s−1) in the Ne dimer has been
predicted theoretically in Refs. [45, 46] and confirmed experimentally in Ref. [11].
The process starts from photoionizing the 1s electron from one of the Ne atoms,
where a very fast Auger decay (lifetime 2.4 fs) takes place. The Auger final state
Ne2+(2s−12p−1 1P )Ne then further undergoes a direct ICD process to the purely repul-
sive final state Ne2+(2p−2 1D) + Ne+(2p−1) via emitting an ICD electron. Demekhin
et al. have carried out a theoretical study for this case [12], utilizing the fact that the
Auger decay (lifetime 2.4 fs) is much faster than the relative nuclear motion between
the two Ne atoms (period 350 fs). In other words, they took into account only the
nuclear motion during the ICD process but did not consider the influence of the nu-
clear motion during the Auger process on the ICD electron spectrum, and their results
agreed perfectly with the experimental observations [11].
In this chapter, we will apply the complex short iterative Lanczos integration scheme
[33, 43] to solve the time-dependent Schro¨dinger equation for the NeAr dimer (for more
details see Appendix E). By choosing a different neighboring atom (environment), i.e.
Ar, we study the influence of changing the environment on the ICD channels. Since
the ionization threshold of Ar 3p (15.82 eV) is lower than that of Ne 2p (21.60 eV),
there will be more ICD channels available after the Ne+ (1s−1) Auger decay process.
A detailed description of the system is given in the following section.
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channel intermediate state final state
1
Ne2+(2s−12p−1 1P )Ar
Ne2+(2p−2 1D)-Ar+(3p−1)
2 Ne2+(2p−2 1S)-Ar+(3p−1)
3 Ne2+(2s−12p−1 3P )Ar Ne2+(2p−2 3P )-Ar+(3p−1)
Table 3.1: List of ICD channels in NeAr following the K-LL Auge decay in Ne. Detailed
analysis of each channel is given in the text.
3.1 The NeAr system
Potential Curves
Our process of interest is the ICD following the Auger decay in Ne of NeAr. Potential
energy curves, taken from Ref. [42], are depicted in Fig. 3.1. The potential energy
curve of the electronic ground state1 is depicted in panel (c) together with the initial
wave packet, which is chosen to be the lowest vibrational eigenfunction of the NeAr
ground state. After a Ne 1s electron is photoionized, the produced singly ionic state
Ne+(1s−1)Ar decays through an Auger process. Due to the presence of Ar, the doubly
ionic Auger final states Ne2+(2s−12p−1 1P )Ar and Ne2+(2s−12p−1 3P )Ar both can relax
further via an ICD process, resulting in a repulsive ionic pair of Ne2+(2p−2)-Ar+(3p−1),
which then undergoes Coulomb explosion. The potential energy curve of Ne+(1s−1)Ar
and the potential energy curves the doubly and triply ionic states are depicted in
Fig. 3.1 (a) and Fig. 3.1 (b), respectively.
As indicated in Fig. 3.1 by arrows, there are three ICD channels, which are numbered
and listed in Table 3.1 with term symbols of states. Channel 1 and 2 are from the singlet
state Ne2+(2s−12p−1 1P )Ar, which is populated by the Auger process with a branch-
ing ratio of 17.5 % [47]. Channel 3 is from the triplet state Ne2+(2s−12p−1 3P )Ar,
whose Auger branching ratio is 6.5 % [47]. Within each channel, there are many
partial channels because the states are degenerate. Take the ICD channel 1, i.e.
Ne2+(2s−12p−1 1P )Ar → Ne2+(2p−2 1D)-Ar+(3p−1), for instance. The intermediate
state has three micro-states, namely a doubly degenerate2 1Π and a 1Σ+, while the
final state has 15 micro-states3, which are 2∆1,
2∆2,
2Π1,
2Π2,
2Π3,
2Φ, 2Σ−, 2Σ+1 , and
2Σ+2 , see Fig. 3.1 for the potential curves. The situation is much simpler for channel 2,
where there are only three ICD final micro-states, namely a doubly degenerate 2Π and
2Σ+. As for channel 3, there are 18 final micro-states: 2∆, 2Π1,
2Π2,
2Σ+, 2Σ−1 ,
2Σ−2 ,
4∆, 4Π1,
4Π2,
4Σ+, 4Σ−1 , and
4Σ−2 .
For each micro-state, we have performed the nuclear dynamics simulation to evaluate
1Its zero point energy (4.13 meV) is subtracted.
2Except for Σ, molecular term symbols are doubly degenerate.
3The spin degeneracy is not considered.
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Figure 3.1: Potential energy curves for the ICD process following the Ne 1s−1 Auger
decay in NeAr. Panel (c): shown are the potential curve of the NeAr electronic ground
state and its lowest vibrational eigenfunction |χi(ν = 0)|2. Because of the very weak van
der Waals force, the dimer has an equilibrium nuclear distance R of 3.5 A˚. The potential
curve of the first intermediate state, i.e. Ne+(1s−1)Ar, is depicted in panel (a). The first
intermediate state decays via electron emission (Auger process), producing Ne2+Ar.
Some of the doubly ionic states then can further decay by ICD, resulting in Ne2+(2p−2)-
Ar+(3p−1). Potential curves of the second intermediate states, i.e. Ne2+(2s−12p−1)Ar,
and the final states Ne2+(2p−2)-Ar+(3p−1) are depicted in panel (b). Three possible
ICD channels, see Table 3.1, are indicated by arrows.
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the partial electron spectra. The ICD spectrum of a channel is then given by the sum
over all partial spectra of available partial channels (see also Sec. 2.4).
ICD Transition Rates
The total transition rates of states Ne2+(2s−12p−1 1P )Ar and Ne2+(2s−12p−1 3P )Ar,
shown in Fig. 3.2, are taken from Ref. [48]. Because the ICD process involves the
energy transfer between two atoms, the ICD transition rates naturally depend on the
internuclear distance R (∝ 1/R6 asymptotically [49]). For instance, the transition rates
of the two micro-states 1Σ+ and 1Π of Ne2+(2s−12p−1 1P )Ar, depicted in Fig. 3.2(a),
both increase while R decreases.
The ICD channel in the triplet Ne2+(2s−12p−1 3P )Ar states, in contrast to those in the
singlet states, closes at around R = 3 A˚, as shown in Fig. 3.1(b). Accordingly, the total
transition rates of these triplet states drop to zero at around R = 3 A˚, see Fig. 3.2(b).
Surprisingly, the total decay rates of these triplet states, shown in Fig. 3.2(b), rise
again rapidly for R < 2.5 A˚. The transition rates at this small internuclear distance
are actually the transition rates form decay channels other than ICD. For example, the
channel
Ne2+(2s−12p−1 3P )Ar→ Ne+(2p−1)−Ar2+(3p−2) + e−ETMD .
is still open at the small internuclear distance. In this process, one outer-valence
electron of the neighboring atom (Ar 3p) fills in the inner-valence hole on the target
atom (Ne2+ 2s−12p−1), and simultaneously one additional electron is ionized from the
neighboring atom (Ar). Such a process has been termed electron transfer mediated
decay (ETMD)[50, 51]. Since the ETMD requires the transfer of an electron, its role
only becomes relevant when the orbital overlaps are sufficiently large, i.e. at short
internuclear distance. In comparison to ICD, ETMD is much slower and negligible
when the ICD channels are open. The only ETMD process which has been directly
measured is Ar3+Ar → Ar2+-Ar2+ [51] where no ICD is available. Therefore, we will
concentrate on the dynamics of ICD processes. For the current system, only the total
decay rates are available [48], and each micro-state is assumed to have the same partial
width.
The lifetimes of the singlet and triplet intermediate states can be estimated from their
total widths at the equilibrium distance (3.5 A˚). For example, the 1Π state has a
lifetime of around 36 fs, while the 3Π lifetime is roughly 80 fs. On the other hand,
the wave packet propagation shows that it takes roughly 250 fs for the wave packet to
travel back and forth between the two turning points. See Fig. 3.2(c) for illustration.
Hence one can expect that the nuclear dynamics will have a larger influence on the
electron spectrum for the triplet channels than for the singlet channels.
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Figure 3.2: Total widths of the intermediate states and the wave packet density. Shown
in panel (a) and (b) are the total widths, i.e. total decay rates, of the singlet and triplet
states of Ne2+(2s−12p−1)Ar, respectively. The data are taken from Ref. [48]. In panel
(b), the ICD channels close completely at R = 3 A˚ and hence the widths decrease to
zero. For R < 2.5 A˚, the total widths increases again due to ETMD. Shown in panel
(c) is the wave packet density of |ψd2〉 for the triplet state after one half and one full
period. The period of the wave packet motion is around 250 fs, and the norm of the
wave packet after one period is roughly one-third of its original magnitude.
3.2 Theory
In this section we will describe how to obtain the working equations for numerical
simulations of the nuclear dynamics in ICD processes under several widely used ap-
proximations. For the reader who is not interested in the details, a summary of the
final working equations is provided at the end.
EOMs for ICD Following an Auger Process
The general theory of a two-step decay process has been introduced in Chapter 2 and
can be adapted to the ICD following an Auger process. As already mentioned in
the previous section, the first Auger decay process is simple: from an ionic state d1
to different doubly ionic states d2β . Two of the doubly ionic states then continue to
decay by ICD process to the triplet ionic final states, and all three ICD channels are
distinguishable by their energies. For each channel, there are many partial channels
due to the presence of micro-states d2β and fγ . The partial channels are assumed to be
also separable [12], even though the intermediate micro-states are almost degenerate.
Following the procedure introduced in Sec. 2.3, the total wave function ansatz for the
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ICD following an Auger decay process (see also Fig. 3.1) reads
|Ψ(t)〉 = |Φi〉|ψi(t)〉+
∫
dEe0 |Φd1 , Ee0〉|ψd1(Ee0 , t)〉
+
∑
β
∫∫
dEe0 dEe1 |Φd2β , Ee0, Ee1〉|ψd2β (Ee0, Ee1 , t)〉
+
∑
γ
∫∫∫
dEe0 dEe1 dEe1|Φfγ , Ee0 , Ee1, Ee2〉|ψfγ(Ee0 , Ee1, Ee2 , t)〉. (3.1)
Following the same procedure as shown in Sec. 2.3, the EOMs read
i|ψ˙i(t)〉 = Hˆi|ψi(t)〉 , (3.2)
i|ψ˙d1(Ee0 , t)〉 = Fˆ (t)|ψi(t)〉+ (Hˆd1 + Ee0)|ψd1(Ee0, t)〉 , (3.3)
i|ψ˙d2β (Ee0, Ee1 , t)〉 = Wˆd1→d2β |ψd1(Ee0, t)〉
+ (Hˆd2β + Ee0 + Ee1)|ψd2β (Ee0 , Ee1, t)〉 , (3.4)
i|ψ˙fγ (Ee0 , Ee1, Ee2 , t)〉 = Wˆd2β→fγ |ψd2β (Ee0 , Ee1, t)〉
+ (Hˆfγ + Ee0 + Ee1 + Ee2)|ψfγ (Ee0, Ee1 , Ee2, t)〉 . (3.5)
The nuclear Hamiltonians of state i, d1, d2β read
Hˆi = Hˆi − i
2
σi(ω)I(t)
ω
; Hˆd1 = Hˆd1 −
i
2
Γd1 ; Hˆd2β = Hˆd2β −
i
2
Γd2β , (3.6)
where σi(ω) is the ionization cross-section of the state i to state d1 under the incident
photon energy ω, I(t) is the cyclic-averaged laser pulse intensity; Γd1 and Γd2β are the
total decay widths of state d1 and state d2β , respectively. These total decay widths are
related to individual transition matrix elements:
Γd1 =
∑
β′
2pi|Wˆd1→d2
β′
|2 ; Γd2β =
∑
γ′
2pi|Wˆd2β→fγ′ |2 ,
under the local approximation. Additionally, the initial wave function |ψi(0)〉 is chosen
to be the lowest vibrational eigenfunction of state i. The ICD electron spectrum for
each individual partial channel is given by Eq. (2.59), while the total ICD electron
spectrum for a channel is the summation over the results of all partial channels, cf.
Eq. (2.62).
Approximations and Corresponding Initial Conditions
The time-dependent Schro¨dinger equation for the nuclear dynamics is an initial value
problem. Once the initial wave packet is determined, the rest follows by integration
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over time4, according to the EOMs. Although the initial wave packet is chosen to be
the lowest vibrational eigenfunction of state i, in practice it is usually directly placed on
the intermediate state [9, 10, 26] or even the second intermediate state [12] under some
approximations. We shall explain how to determine the initial condition according to
the used approximations in practice.
First, the experiments are usually performed in the gas phase at a very low temperature.
Hence it is usually assumed that only the lowest vibrational level is populated. If the
temperature is higher, for each calculation one uses a different vibrational eigenfunction
as the initial wave packet, and the simulated results are averaged according to the
Boltzmann distribution.
Second, if the used light source is not too strong, which is the case e.g. for synchrotron
radiation, the laser pulse intensity is within the perturbative regime. Namely, only
a few percents of molecules are ionized (or excited) during the laser pulse duration.
Therefore, the depletion of the initial state i can be neglected, and its EOM reads
i|ψ˙i(t)〉 = Hˆi|ψi(t)〉 . (3.7)
This is called the weak field approximation [26] because the field is so weak that the
electronic ground state i is essentially unperturbed5. Under this approximation, |ψi(t)〉
is trivial and can be ignored from the simulation.
Third, according to Eq. (3.3), the intermediate state gets populated by Fˆ (t)|ψi(t)〉.
The term Fˆ (t) is often written in the following form [9, 12, 33]:
Fˆ (t) = Vˆi→d1g(t) ,
where g(t) and Vˆi→d1 denote the envelope of the electric field and the amplitude of the
ionization process, respectively. If the laser pulse is much longer than the lifetime of
state d1, and for the ionization process the incident photon energy is around the ion-
ization threshold of state d1, the state d1 is continuously populated by Vˆi→d1g(t)|ψi(t)〉.
This has been termed narrow-band excitation / ionization [26]. If the pulse is short,
e.g. ∼ δ(t), and for the ionization process the incident photon energy is well-above the
ionization threshold, the transition is equivalent to directly placing the wave packet
Vˆi→d1|χi(ν = 0)〉 on state d1 at t = 0. Namely, Eq. 3.3 becomes
i|ψ˙d1(Ee0 , t)〉 = (Hˆd1 + Ee0)|ψd1(Ee0, t)〉 ,
with the initial wave packet
|ψd1(Ee0 , 0)〉 = Vˆi→d1 |χi(ν = 0)〉 (3.8)
4It is often called “propagation.”
5In consequence, the transition to state d1 and the following process can be treated by the pertur-
bation theory.
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This approximation has been termed broad-band excitation / ionization [26]. If Vˆi→d1
is independent of R, this gives the well-known Condon approximation, resulting in a
vertical transition. The most common choice of Vˆi→d1 under the Condon approximation
is Vˆi→d1 = 1 [9, 12, 26, 33]. However, when doing so, one changes the absolute intensity
of the spectrum. In the following, we will discuss how the absolute intensity of the
spectrum, starting from assuming that Vˆi→d1 is in fact a function of Ee0. In practice,
Vˆi→d1 will be chosen as 1 for calculation, yielding a spectrum with the relative intensity.
To obtain the spectrum with the absolute intensity, see the following discussion.
For our simulation, we follow the weak field approximation and the broad-band ion-
ization, so that |ψd1(Ee0, 0)〉 = Vˆi→d1|χi(ν = 0)〉. In addition, we follow the fast Auger
decay approximation [12], which assumes that the system decays to the second inter-
mediate state d2β before the wave packet could move on state d1. Namely, the initial
condition now reads
|ψd2β (Ee0, Ee1 , 0)〉 = Vˆd1→d2β (Ee1)Vˆi→d1(Ee0)|χi(ν = 0)〉 , (3.9)
where Vˆd1→d2β is usually considered as R-independent for an Auger process. Under the
broad-band and fast Auger decay approximations, the effective EOMs become
i|ψ˙d2β (Ee0 , Ee1, t)〉 = (Hˆd2β + Ee0 + Ee1)|ψd2β (Ee0 , Ee1, t)〉 , (3.10)
i|ψ˙fγ (Ee0, Ee1 , Ee2, t)〉 = Wˆd2β→fγ |ψd2β (Ee0, Ee1 , t)〉
+ (Hˆfγ + Ee0 + Ee1 + Ee2)|ψfγ (Ee0 , Ee1, Ee2 , t)〉 . (3.11)
Observing Eq. (3.10) and Eq. (3.11), one finds that Ee0 +Ee1 only contributes a trivial
phase to the wave packets. This trivial phase can be removed by dressing up the states
with a counter phase. Namely,
|ψ˜d2β (Ee0 , Ee1, t)〉 = ei(Ee0+Ee1 )t|ψd2β (Ee0, Ee1 , t)〉 (3.12)
|ψ˜fγ (Ee0 , Ee1, Ee2, t)〉 = ei(Ee0+Ee1 )t|ψfγ (Ee0 , Ee1, Ee2, t)〉 .
where |ψ˜d2(Ee0, Ee1 , t)〉 and |ψ˜f (Ee0, Ee1 , Ee2, t)〉 are the dressed wave functions6, while
|ψd2(Ee0, Ee1 , t)〉 and |ψf (Ee0, Ee1 , Ee2, t)〉 are the bare wave functions. Replacing the
bare wave functions in Eqs. (3.10-3.11) by the dressed ones, the EOMs read
i| ˙˜ψd2β (Ee0, Ee1 , t)〉 = Hˆd2β |ψ˜d2β (Ee0, Ee1 , t)〉 (3.13)
i| ˙˜ψfγ (Ee0 , Ee1, Ee2 , t)〉 = Wˆd2β→fγ |ψ˜d2β (Ee0 , Ee1, t)〉
+ (Hˆfγ + Ee2)|ψ˜fγ (Ee0 , Ee1, Ee2, t)〉 . (3.14)
Although Eq. (3.13) and Eq. (3.14) do not depend on Ee0 nor on Ee1 , the initial wave
packet does depend on these two energies, see Eq. (3.9). Consequently the formal
6This technique is called the dressed state method.
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solution for |ψ˜fγ (Ee0, Ee1 , Ee2, t)〉 also depends on these two energies, i.e.
|ψ˜fγ (Ee0, Ee1 , Ee2, t)〉
= −i
∫ t
0
dt′ei(Hˆfγ+Ee2 )(t
′−t)Wˆd2β→fγe
−iHˆd2β
t′ |ψ˜d2β (Ee0, Ee1 , Ee2, 0)〉
≈ −iVˆd1→d2β (Ee1)Vˆi→d1(Ee0)
∫ t
0
dt′ei(Hˆfγ+Ee2)(t
′−t)Wˆd2β→fγe
−iHˆd2β
t′ |χi(ν = 0)〉 . (3.15)
The Condon approximation, that is Vˆi→d1(Ee0) and Vˆd1→d2β (Ee1) are taken as R-
independent, has been applied in Eq. (3.15), which then shows that the propa-
gation can be done with an initial wave packet |χi(ν = 0)〉, and the coefficients
Vˆd1→d2β (Ee1)Vˆi→d1(Ee0) are multiplied to the wave packets afterwards. Hence in
practice the initial wave packet for propagation is often chosen to be |χi(ν = 0)〉
[9, 10, 12, 26, 42]. To distinguish the propagation done with the initial wave packet
|χi(ν = 0)〉 from the others, we now define |ψd2β (t)〉 and |ψfγ (Ee2 , t)〉, which do not
depend on Ee0 nor on Ee1 . The EOMs for them read
i|ψ˙d2β (t)〉 = Hˆd2β |ψd2β (t)〉 (3.16)
i|ψ˙fγ (Ee2, t)〉 = Wˆd2β→fγ |ψd2β (t)〉+ (Hˆfγ + Ee2)|ψfγ (Ee2 , t)〉 . (3.17)
Eqs. (3.16-3.17) are formally equivalent to Eqs. (3.13-3.14). The only difference is that
the dressed wave packets in Eqs. (3.16-3.17) do not depend on Ee0 nor on Ee1 due to
the choice of the initial wave packet.
Spectrum Intensity and Norm Conservation
According to Eq. (2.59), the partial ICD electron spectrum of a partial channel fγ
reads
σ(γ)e2 (Ee2)
= lim
t→∞
∫∫
dEe0dEe1〈ψfγ (Ee0, Ee1 , Ee2, t)|ψfγ (Ee0, Ee1 , Ee2, t)〉
= lim
t→∞
∫∫
dEe0dEe1〈ψ˜fγ (Ee0, Ee1 , Ee2, t)|ψ˜fγ (Ee0, Ee1 , Ee2, t)〉
= lim
t→∞
∫
dEe0|Vˆi→d1(Ee0)|2
∫
dEe1 |Vˆd1→d2β (Ee1)|2〈ψfγ (Ee2 , t)|ψfγ (Ee2, t)〉 . (3.18)
Since Vˆi→d1 and Vˆd2β→fγ do not depend on Ee2, the shape of the spectrum σ
(γ)
e2 is only
determined by the population of the dressed final state. Namely, the ICD electron
spectrum with a relative intensity for the given channel fγ is given by [12]
σ(γ)e2 (Ee2) = limt→∞
〈ψfγ (Ee2 , t)|ψfγ (Ee2 , t)〉 . (3.19)
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If the absolute intensity is relevant, the integrations in Eq. (3.18) have to be evaluated.
Here we demonstrate how to evaluate these integrations for a broad-band ionization
process. For simplicity, the envelope g(t) is chosen as a delta-like pulse such that
g2(t) = δ(t), and the theory for an arbitrary g(t) can be easily deduced by following the
same procedure. The key of obtaining the absolute intensity is the norm conservation
of the total wave function. Namely,
〈Ψ(t)|Ψ(t)〉 = 1 .
With Eq. (3.1), the norm conservation yields
1− 〈ψi(t)|ψi(t)〉 =
∫
dEe0〈ψd1(Ee0, t)|ψd1(Ee0 , t)〉
+
∑
β
∫∫
dEe0 dEe1〈ψd2β (Ee0, Ee1 , t)|ψd2β (Ee0 , Ee1, t)〉
+
∑
γ
∫∫∫
dEe0 dEe1 dEe2〈ψfγ (Ee0, Ee1 , Ee2, t)|ψfγ (Ee0, Ee1 , Ee2, t)〉 .
(3.20)
Eq. (3.20) holds for all t, and of course, it holds for t = 0 when the initial condition
is determined. If no assumption is made, the original initial wave packet is chosen as
|ψi(0)〉 = |χi(ν = 0)〉 and wave packets of other states are zero. For this case, Eq. (3.20)
at t = 0 becomes
1− 〈χi(ν = 0)|χi(ν = 0)〉 = 0 , (3.21)
which simply states the normalization of the vibrational eigenfunction. If the broad-
band ionization is assumed, the initial condition directly after the pulse (this moment
of time is denoted by t = 0+) is then given by the wave packet populated on state d1
after the pulse but before the decay processes take place. For this situation, Eq. (3.20)
becomes
1− 〈ψi(0+)|ψi(0+)〉 =
∫
dEe0〈ψd1(Ee0 , 0+)|ψd1(Ee0 , 0+)〉 . (3.22)
The right hand side (RHS) of Eq. (3.22) can be carried out by using Eq. (3.8) and the
Condon approximation, yielding∫
dEe0〈ψd1(Ee0 , 0+)|ψd1(Ee0 , 0+)〉 =
∫
dEe0|Vˆi→d1(Ee0)|2 .
On the other hand, the left-hand-side (LHS) of Eq. (3.22) states the loss of the pop-
ulation of state i due to the photoionization. With Eq. (3.2) and Eq. (3.6), the LHS
can be evaluated by7
1−〈ψi(0+)|ψi(0+)〉=−
∫ 0+
0−
dt
d
dt
〈ψi(t)|ψi(t)〉=
∫ 0+
0−
dt〈ψi(t)|σi(ω)ε
2
0δ(t)
8piαω
|ψi(t)〉= σi(ω)
ω
ε20
8piα
,
7
I(t) =
ε20g
2(t)
8piα
≈ ε
2
0δ(t)
8piα
,
where ε0 is the electric field amplitude, and α is the fine structure constant. See Ref. [52].
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where the first fraction is related to the photoionization cross-section, and the second
fraction is the intensity of the laser pulse. In consequence, the absolute intensity for
populating state d1 with all possible photoelectron energies reads∫
dEe0|Vˆi→d1(Ee0)|2 =
σi(ω)
ω
ε20
8piα
. (3.23)
At last, if the fast-Auger decay assumption is additionally made, then the initial condi-
tion is given by the wave packet directly populated onto state d2β after both the pulse
and the ultra-fast Auger decay (t = 0+), but before the ICD takes place. Eq. (3.20)
now becomes
1− 〈ψi(0+)|ψi(0+)〉 =
∑
β
∫∫
dEe0dEe1〈ψd2β (Ee0 , Ee1, 0+)|ψd2β (Ee0 , Ee1, 0+)〉 . (3.24)
The LHS of Eq. (3.24) is already known from the previous reasoning. The RHS of
the equation is also not difficult to carry out by using Eq. (3.9) and the Condon
approximation, resulting in∑
β
∫∫
dEe0dEe1〈ψd2β (Ee0 , Ee1, 0+)|ψd2β (Ee0 , Ee1, 0+)〉
=
∫
dEe0|Vˆi→d1(Ee0)|2
∑
β
∫
dEe1|Vˆd1→d2β (Ee1)|2 =
σi(ω)
ω
ε20
8piα
∑
β
∫
dEe1 |Vˆd1→d2β (Ee1)|2.
Using the above representation for RHS, Eq. (3.24) yields∑
β
∫
dEe1 |Vˆd1→d2β (Ee1)|2 = 1 . (3.25)
In Eq. (3.25), the integration
∫
dEe1|Vˆd1→d2β (Ee1)|2 denotes the probability of the wave
packet going into states d2β from state d1. Since the wave packet of state d1 should
completely decay into states d2β , this value should be 1. Following Eq. (3.25), the
probability for going into a specific state d2β , namely the branching ratio
8, is given by:∫
dEe1 |Vˆd1→d2β (Ee1)|2 =
2pi|Wˆd1→d2β |2∑
β′ 2pi|Wˆd1→d2β′ |2
=
Γβ∑
β′ Γβ′
=
Γβ
Γd1
, (3.26)
where Γβ/Γd1 is the branching ratio of the decay from state d1 to state d2β .
Now, we come back to Eq. (3.18). The absolute intensity of the ICD electron spectrum
for a single partial channel, i.e. the partial spectrum, reads
σ(γ)e2 (Ee2)
= lim
t→∞
∫
dEe0 |Vˆi→d1(Ee0)|2
∫
dEe1 |Vˆd1→d2β (Ee1)|2〈ψfγ (Ee2, t)|ψfγ (Ee2 , t)〉
=
σi(ω)
ω
ε20
8piα
× Γβ
Γd1
× lim
t→∞
〈ψfγ (Ee2, t)|ψfγ (Ee2 , t)〉 . (3.27)
8The ratio of the partial decay width to the overall decay width
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Due to recent developments in pump-probe techniques using femtosecond and subfem-
tosecond pulses [53, 54], measuring the time-resolved electron spectrum is within reach
[55]. Hence we mentioned that the time-resolved electron spectrum for a single partial
channel, i.e. the time-resolved partial spectrum, with absolute intensity reads
σ(γ)e2 (Ee2 , t) =
σi(ω)
ω
ε20
8piα
× Γβ
Γd1
× 〈ψfγ (Ee2 , t)|ψfγ (Ee2 , t)〉 . (3.28)
Eqs. (3.27-3.28) show that the Auger branching ratio is relevant when the (time-
resolved) ICD spectra from different Auger channels are compared.
Summary
To sum up, we have employed the broad-band ionization, the weak field approxima-
tion and the fast-Auger decay approximation. These two approximations allow us to
simplify a two-step (Auger decay followed by ICD) process into a single-step (ICD)
process. The working equations for this read [12]
i|ψ˙d2β (t)〉 = Hˆd2β |ψd2β (t)〉 (3.29)
i|ψ˙fγ (Ee2, t)〉 = Wˆd2β→fγ |ψd2β (t)〉+ (Hˆfγ + Ee2)|ψfγ (Ee2 , t)〉 , (3.30)
with the initial wave packet |ψd2β (0)〉 = |χi(ν = 0)〉.
If the absolute intensity is not relevant, the time-resolved partial spectrum (with a
relative intensity) can be evaluated according to [12]
σ(γ)e2 (Ee2 , t) = 〈ψfγ (Ee2, t)|ψfγ (Ee2 , t)〉 , (3.31)
while the non-time-resolved partial spectrum (with a relative intensity) reads [12]
σ(γ)e2 (Ee2) = limt→∞
〈ψfγ (Ee2, t)|ψfγ (Ee2 , t)〉 . (3.32)
In order to compare with experiment, we sum over all the partial spectra of possible
final states for a channel. In addition, the ICD spectra from two different Auger
channels, e.g. ICD channel 1 and ICD channel 3, will be compared. Therefore, the
calculated spectrum must additionally be multiplied with the Auger branching ratios,
as shown in Eqs. (3.27-3.28).
3.3 Numerical ICD Electron Spectra
In this section we present the numerical results for the ICD electron spectrum, obtained
by carrying out the wave packet propagation according to Eqs. (3.29-3.30). The ICD
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electron spectrum then is evaluated via Eqs. (3.31-3.32) and afterwards is multiplied
with the Auger branching ratio.
Let us begin with channel 1 (see Table 3.1). The time-resolved ICD electron spectrum
of one particular partial channel
Ne2+(2s−12p−1 1P )Ar [1Π]→ Ne2+(2p−2 1D)−Ar+ [2∆1] + e−ICD ,
is depicted in Fig. 3.3(a). Within the first 40 fs, the ICD electron energy distribution
is basically Gaussian, centered at an energy of 8.7 eV. After 40 fs, a small tail develops
toward a lower electron kinetic energy, stemming from that the wave packet |ψd2β (t)〉
moves to a smaller internuclear distance R, from where the emitted ICD electron
has a lower kinetic energy. The time-resolved electron spectrum is converged after
200 fs (black curve), yielding the non time-resolved partial electron spectrum. For
comparison, an estimated electron spectrum can be obtained without considering the
nuclear motion by employing the so-called ”mirror-reflection” principle9 [23, 56], the
result of which is depicted by the orange-dotted curve in Fig. 3.3 (a). The difference
between the black and orange-dotted curves is small, showing that the nuclear dynamics
is not very important in this channel, as we already expected.
Shown in panel (a) is only the time-resolved spectrum of a single partial channel. There
are 9 partial channels (6 of the micro-states are doubly degenerate) for the process
Ne2+(2s−12p−1 1P )Ar [1Π]→ Ne2+(2p−2 1D)−Ar+ + e−ICD .
All the partial ICD electron spectra of this process are depicted in Fig. 3.3(b). Nat-
urally, the spectra for the doubly degenerate states are twice as intense as the non-
degenerate ones, cf. 2∆1 and
2Σ− shown in Fig. 3.3(b) because an equal partial de-
cay rate for each micro-state is assumed. In addition, the spectra are centered at
slightly different ICD electron energies due to the fact that the potential curves of
Ne2+(2p−2 1D)-Ar+ separate into two groups, see Fig. 3.1.
The spectra shown in both Fig. 3.3(a) and (b) are already multiplied by the Auger
branching ratio (17.5%) to the singlet Ne2+(2s−12p−1 1P )Ar state. However, it is a
na¨ıve multiplication and does not take into account that this branching ratio has to be
redistributed to micro-states of Ne2+(2s−12p−1 1P )Ar, namely 1Π (doubly degenerate)
and 1Σ. In consequence, the 1Π state actually has a branching ratio of 17.5% × 2/3
by the statistics of micro-states. Hence, summing up all the partial spectra shown
in panel (b) and multiplying the result by 2/3 gives the ICD electron spectrum from
the micro-state 1Π, which is depicted by the blue-dashed line in Fig. 3.3(c). Similarly,
the red-dotted line depicts the corresponding spectrum from the 1Σ state. The total
9The mirror-reflection principle assumes that there is no nuclear dynamics during electron emis-
sion, so that the electron spectrum is given by mapping the probability distribution |χi(R)|2 onto
the potential gap Vd2(R) − Vf (R) through R. If the decay rate Γ is R-dependent, then one maps
Γd2(R)|χi(R)|2 onto the potential gaps.
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Figure 3.3: ICD electron spectra of channel 1 (see Table 3.1). Panel (a) shows
the time-resolved ICD electron spectrum of one partial channel (see the text). The
spectrum develops over time, and the slightly asymmetric tail is the evidence that
|ψd2β (t)〉 moves toward smaller R during the decay process. The curve obtained via
Γd2(R)|χi(R)|2 is the estimation of the spectrum based on the mirror-reflection prin-
ciple (see text). Shown in panel (b) are the spectra of all ICD partial channels from
Ne2+(2s−12p−1 1P )Ar[1Π]. Note that a degenerate final state, e.g. 2∆1, is as twice
intense as a non-degenerate final state, e.g. 2Σ−. The total ICD spectrum, shown
by the black curve in panel (c), is obtained via summing over all partial spectra and
averaging with the statistic weights of the intermediate states, i.e. 1Π and 1Σ, whose
contributions are also depicted by the blue-dashed and red-dotted curves, respectively.
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ICD spectrum (black-solid curve) is then the sum of the two spectra from the 1Π and
1Σ micro-states. Again, the nuclear dynamics does not have much influence on the
spectrum, as we already expected.
There is not much to say about the ICD spectrum of channel 2. Its shape is very
similar to the result shown in Fig. 3.3, but this spectrum is centered at 4.9 eV. Its
intensity is also weaker in comparison to the other two channels. Therefore, let us
concentrate on the more interesting channel 3. The reader can find the spectrum of
channel 2 published in Ref. [42].
Unlike the spectrum of channel 1, it is expected that the nuclear dynamics have a
strong influence on the ICD electron spectrum of channel 3 due to the longer lifetime
of its intermediate states. Again we begin with one single partial channel, namely
Ne2+(2s−12p−1 3P )Ar [3Π]→ Ne2+(2p−2 3P )− Ar+ [2∆] + e−ICD ,
whose time-resolved spectrum is shown Fig. 3.4(a). The time-resolved spectrum evalu-
ated via Eq. (3.31) already shows an asymmetric feature at 140 fs, which is around half
a period of the wave packet motion, cf. Fig. 3.2(c). When the whole decay is finished,
the ICD electron spectrum (black-solid curve) deviates strongly from the one estimated
via the mirror-reflection principle [23, 56] (orange-dotted curve). Except from having
a strongly asymmetric shape, the numerical spectrum also centers at smaller electron
kinetic energies because the wave packet now has more time to explore the region of
smaller R before it decays completely. In consequence, the probability of the wave
packet decaying from a smaller R, producing a lower kinetic energy electron, is higher
in the case of the triplet Ne2+(2s−12p−1)Ar state. Based on the simulation, we do see
a stronger nuclear dynamics in the ICD channel 3.
Concerning the spectral intensity, the spectrum shown in Fig. 3.4(a) has been multi-
plied with the Auger branching ratio (6.5%) of the triplet state Ne2+(2s−12p−1 3P )Ar.
Similar to the case of channel 1, this na¨ıve multiplication omits the state degeneracy
of Ne2+(2s−12p−1 3P )Ar. The corresponding statistical average has been performed in
order to obtain the total ICD spectrum; results are depicted in Fig. 3.4(b).
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Figure 3.4: ICD electron spectra of channel 3. Panel (a): the time-resolved ICD elec-
tron spectra of one partial channel (see text). The spectrum shows a strong deviation
from the prediction obtained via the mirror-reflection principle, which does not con-
sider the nuclear dynamics (orange-dotted line). Panel (b): the total ICD spectrum
and its contributions from 3Π and 3Σ micro-states. This result verifies the prediction
that the nuclear dynamics play a strong role in the triplet ICD channel.
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ICD following the K-LL Auger
process of Ne in NeAr (II)
Our numerical electron spectra, shown in Sec. 3.3, have been published in 2009 [42]
in order to promote experiments on hetero-atomic systems. Later in 2010, Ouchi et
al. have performed experiments for the NeAr system [57]. Naturally, our discussions
will continue starting from the comparison between our numerical electron spectra and
experiment.
4.1 Comparison with Experiments
In the experiment, electron-ion multicoincidence spectroscopy was employed to identify
the ICD channels. In other words, both the ICD electron and the ionic fragments were
measured, but only the KER spectra1 of the produced ions Ne2+ and Ar+ were reported
because the electron spectra have rather low resolution [57].
How can we compare the two different physical quantities, namely the energy distribu-
tion of the emitted ICD electrons and the energy distribution of the ionic fragments?
There is an empirical rule, namely the mirror-image principle2, which allows us to
compare the ICD electron spectrum and the ICD KER spectrum [10, 12]. This empir-
ical rule states that the electron spectrum and the KER spectrum are mirror images
of each other due to the conservation of the total energy, i.e. Ee2 + EKER. Therefore,
1KER is the gain of the total translational energy of all fragmented ions from a dissociation process.
2One should not confuse this with the mirror-reflection principle from Sec. 3.3. The mirror-
reflection principle is a way of estimating a spectrum, using only the initial wave function and the
potential energy curves.
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a total ICD electron spectrum is then reversed along the energy axis to yield its cor-
responding “numerical” KER spectrum3. This mapping depends on the total energy
of a channel. For example, the total energy is 16.65 eV and 9.25 eV for channel 1 and
channel 3, respectively. The numerical KER spectra are then additionally convoluted
with a Gaussian function, whose full-width at half maximum (FWHM) is 0.7 eV, to
account for the experimental resolution.
The numerical and experimental KER spectra are depicted in Fig. 4.1 by the dashed
line and the solid-dotted curve, respectively. Shown in Fig. 4.1(b) are the spectra of
channel 3. Our calculation agrees very well with experiment, proving that the nuclear
dynamics do affect the spectrum of channel 3. However, the numerical KER spectrum
of channel 1, shown in Fig. 4.1(a), does not match the experimental observation. In
comparison with our simulation, the experiment shows more ions with higher EKER.
These ions can only be produced when the ICD process takes place while the wave
packet |ψd2β (t)〉 is located at a smaller R. For example, ions with EKER > 10 eV can
only be produced from R < 2.9 A˚, cf. Fig. 3.1. In other words, the experiment indicates
that the nuclear wave packet |ψd2β (t)〉 decays more often from a smaller R than what we
expected for ICD channel 1. How could this happen? There are two possibilities. One
is that the wave packet already moved toward a smaller internuclear distance during
the Auger decay process, which has been neglected so far. The other is that the ICD
transition rate is lower than the current theoretical one, leading to a longer lifetime of
the state Ne2+(2s−12p−1 1P )Ar. We shall investigate both possibilities in this chapter.
One might wonder if this disagreement between experiment and theory stems from the
mirror image principle, which is employed for evaluating the KER spectrum from the
numerical electron spectrum. In Ch. 6, we will show the validity of the mirror image
principle for this case.
4.2 Theory
The general EOMs for the ICD following an Auger decay process have been illustrated
in Sec. 3.2, namely Eqs. (3.2-3.5). The initial wave function is chosen as the lowest vi-
brational eigenfunction of state i, i.e. |ψi(0)〉 = |χi(ν = 0)〉. Following the broad-band
ionization, this initial wave packet is then directly transfered onto the first intermediate
state d1.
4 Besides, the ground state wave packet motion is trivial as the laser pulse is
too weak to influence it; hence it is not of interest here.
3Please note that this “numerical” KER spectrum is merely a prediction of the actual numerical
KER spectrum. The evaluation of the actual numerical KER spectrum will be the subject of Ch. 6.
4The photoionization process is usually considered as a broad-band ionization process since the
photoelectron can take an arbitrary amount of energy, resulting in an initial condition equivalent to
using a broad-band pulse.
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Figure 4.1: The experimental and theoretical KER spectra of ICD channel 1 and
channel 3 (see Table 3.1) . The numerical KER spectra are obtained from our numerical
ICD electron spectra via an empirical mirror-image rule (see text) and additionally are
convoluted with a Gaussian function, FWHM 0.7 eV, to account for the experimental
resolution. Panel (a): KER spectra of ICD channel 1. The numerical and experimental
KER spectra are depicted by the dashed curve and the solid-dotted curve, respectively.
The experiment observes more ions with large kinetic energy release than our theory
predictions, showing a strong nuclear dynamics effect. Panel (b): KER spectra of ICD
channel 3. In contrast to channel 1, the experimental and numerical KER spectra of
channel 3 agree very well.
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Because the photoelectron energy Ee0 appears in all three EOMs as a constant potential
operating on all wave packets, it contributes only a trivial phase e−iEe0 t to their time-
dependence. Thus Ee0 can be removed by the dressed state method (see Sec. 3.2),
yielding the working equations for the two-step decay. Following the same procedure
as introduced in Sec. 3.2, we obtain the working equations, which read
i|ψ˙d1(t)〉 = Hˆd1 |ψd1(t)〉 (4.1)
i|ψ˙d2β (Ee1 , t)〉 = Wˆd1→d2β |ψd1(t)〉+ (Hˆd2β + Ee1)|ψd2β (Ee1 , t)〉 (4.2)
i|ψ˙fγ (Ee1, Ee2 , t)〉 = Wˆd2β→fγ |ψd2β (Ee1 , t)〉+ (Hˆfγ + Ee1 + Ee2)|ψfγ (Ee1 , Ee2, t)〉, (4.3)
where |ψd1(t)〉, |ψd2β (Ee1, t)〉, and |ψfγ (Ee1, Ee2 , t)〉 are the dressed nuclear wave func-
tions. The initial wave packet is chosen to be
|ψd1(0)〉 = |χi(ν = 0)〉 . (4.4)
The nuclear Hamiltonians expressed with the decay widths read
Hˆd1 = Hˆd1 −
i
2
Γd1 = Hˆd1 −
∑
β′
ipi|Wˆd1→d2
β′
|2
Hˆd2β = Hˆd2β −
i
2
Γd2β = Hˆd2β −
∑
γ′
ipi|Wˆd2β→fγ′ |2 . (4.5)
The partial time-resolved coincidence spectrum (with a relative intensity) of e1 (Auger
electron) and e2 (ICD electron) for a specific channel γ is given by the final state’s
population [12]
σ(γ)(Ee1, Ee2 , t) = 〈ψfγ (Ee1 , Ee2, t)|ψfγ (Ee1, Ee2 , t)〉 . (4.6)
Gathering all events irrespective of time yields the non-time-resolved partial coincidence
spectrum of e1 and e2 :
σ(γ)(Ee1 , Ee2) = lim
t→∞
σ(γ)(Ee1 , Ee2, t) . (4.7)
Integrating over all possible Auger electron energies (Ee1) yields the time-resolved
partial ICD electron spectrum, which reads
σ(γ)e2 (Ee2 , t) =
∫
dEe1 〈ψfγ (Ee1, Ee2 , t)|ψfγ (Ee1, Ee2 , t)〉 . (4.8)
As before, the non-time-resolved partial ICD electron spectrum reads
σ(γ)e2 (Ee2) = limt→∞
σ(γ)e2 (Ee2 , t) . (4.9)
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The total ICD spectrum is then given by the summation over all these partial spectra.
In contrast to Sec. 3.2, no additional multiplication with the Auger branching ratio is
required here because this is automatically included in a full cascade simulation.
One goal of performing the full cascade simulation is that it allows us to evaluate
the time-resolved Auger spectrum. Interestingly, direct integration over a partial time-
resolved coincidence spectrum, similar to what is done in Eq. (4.8) for the ICD electron
spectrum, does not lead to the correct time-resolved partial Auger electron spectrum.
In fact, the correct time-resolved Auger electron spectrum of state d2β reads
σ(β)e1 (Ee1 , t) = 〈ψd2β (Ee1 , t)|ψd2β (Ee1 , t)〉+
∫ t
0
dt′ 〈ψd2β (Ee1, t′)|Γd2β |ψd2β (Ee1 , t′)〉 .
(4.10)
The derivation will be discussed in detail in Ch. 5. We only mention that the non-
time-resolved partial Auger electron spectrum reads
σ(β)e1 (Ee1) = limt→∞
σ(β)e1 (Ee1, t) , (4.11)
which is formally equivalent to Eq. (2.61) and is numerically efficient. The total Auger
spectrum is given by the summation over all partial Auger spectra.
4.3 Numerical Auger and ICD Electron Spectra
As we mentioned in Sec. 4.1, the nuclear dynamics during the Auger process might
not be negligible. To investigate this possibility, the working equations Eqs. (4.1-4.3)
are employed to simulate the full cascade process of the ICD following an Auger decay.
The potential curves and ICD rates are taken the same as those were illustrated in
Sec. 3.3.
Let us begin with the time-resolved Auger electron spectrum for the process
Ne+(1s−1)Ar→ Ne2+(2s−12p−1 1P )Ar + e− .
The time-resolved Auger electron spectra for this process, depicted in Fig. 4.2(a), is
obtained by summing over all time-resolved partial spectra, which are evaluated ac-
cording to Eq. (4.10). In the beginning, the energy distribution of the Auger electron
energy Ee1 is broader than at later times. The spectrum evolves in a way that the
“uncertainty” of the energy distribution becomes smaller5. The reason of such a de-
velopment will be discussed in detail in Sec. 6.4. The time-resolved Auger spectrum
is converged after 30 fs; this is consistent with the expected lifetime of Ne+(1s−1), i.e.
2.4 fs.
5One should not confuse this with the time-energy uncertainty principle, which states that a state
with a finite lifetime could not have a well-defined energy.
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Figure 4.2: The Auger electron spectrum for the process Ne+(1s−1)Ar →
Ne2+(2s−12p−1 1P )Ar + e−. Panel (a): The time-resolved Auger electron spectrum.
The Auger electron energy distribution is very broad in the beginning, e.g. at 2 fs, and
as time increases, this “energy uncertainty” gradually disappears, leading to a narrower
spectrum. The final spectrum is depicted by the black curve. Panel (b): The final nu-
merical Auger electron spectrum and a Lorentzian function with a FWHM 270 meV.
From the numerical Auger spectrum, we obtain a FWHM of 293 meV, which is larger
than the natural width of Ne+(1s−1), which is 270 meV [47]. The excess part of the
width is equivalent to the total width of the following ICD process at the equilibrium
internuclear distance.
Due to the extremely short lifetime of state d1 in comparison to the nuclear vibrational
period, the Auger spectrum is essentially the same as the Auger spectrum without
considering the nuclear motion, i.e. the Auger spectrum of an individual Ne atom.
It is known that the line shape for a single decay process in an atom is given by a
Lorentzian function with the decay width as its FWHM [58]. Indeed, the final Auger
spectrum shown in Fig. 4.2(a) appears like a Lorentzian function with a FWHM of
270 meV [47]. However, the comparison of the total Auger spectrum and a Lorentzian
function of this FWHM shows that the total Auger spectrum is actually slightly broader
compared to the Lorentzian function, see Fig. 4.2(b). This broadening effect due to
the presence of the second decay process has been known in atomic cascade processes
[31], and it will be explained in Ch. 5. The FWHM of the Auger spectrum shown in
Fig. 4.2(b) is around 293 meV, which is 23 meV more than the prediction based on
the lifetime. Interestingly, the total ICD width of the state Ne2+(2s−12p−1 1P )Ar is
around 21 meV at the equilibrium internuclear distance (3.5 A˚). The FWHM of the
Auger process is then approximately equivalent to the summation of its own natural
width and the total width of the following ICD processes.
We now turn to the total ICD electron spectrum, which can be obtained by summing
over all partial ICD electron spectra, evaluated via Eq. (4.9). The result is depicted
by the red-dotted curve in Fig. 4.3. To compare, the total ICD electron spectrum,
evaluated with the fast Auger decay approximation (already shown in Fig. 3.3) is
also depicted in Fig. 4.3 by the black curve. The difference between the two results is
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Figure 4.3: The numerical ICD electron spectrum, calculated via a full cascade calcu-
lation (red-dotted curve) and via the fast Auger decay approximation (black curve).
The difference between the two curves is almost negligible, proving that the fast Auger
decay approximation is indeed valid. The strong nuclear dynamics fingerprint in the
spectrum can not be explained by the nuclear dynamics during the Auger process.
basically negligible. Hence there can be no doubt that the fast Auger decay assumption
is valid. In consequence, the nuclear dynamics during the Auger decay is not responsible
for the strong nuclear dynamics fingerprint, which was observed in the experiment.
4.4 ICD Rates and Nuclear Dynamics
The other possibility to account for the experimental observation is a smaller ICD
transition rate, which would allow the wave packet to travel to a smaller internuclear
distance and decay from there. This suggestion is based on the fact that the transition
rate is often notoriously difficult to compute because continuum wave functions must
be included in the computation [41]. The current ICD transition rate is calculated
via the Fano-Stieltjes-Lanczos method [48, 59], which is already known to be one of
the best methods for treating the discrete continuum, see Ref. [59]. However, this
method does not provide an accurate partial decay width for each partial channel γ
[48] but only provides a total decay width of an intermediate state d2β to all final
states6. Additionally, the current ab initio calculation is also limited by the number
of configurations that the computer program allows [41]. Therefore, it is a reasonable
assumption that the ICD transition rate was overestimated previously and the experi-
mental observation indicates a lower ICD rate. One can also question the quality of the
potential curve. An investigation showed that the wave packet travels slightly faster
when the potential curve of Ne2+(2s−12p−1 1P )Ar becomes 1.5 times steeper. Yet this
6Our simulation is done under the assumption that all partial decay widths are equal. The same
assumption has been applied to the ICD following the K-LL Auger process in the Ne dimer, and the
agreement between experiments and theory was excellent [42].
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Figure 4.4: The KER distributions for ICD channel 1, shown in panel (a), and for ICD
channel 3, shown in panel (b). The theoretical KER distributions are evaluated for
three different ICD rates: the ab initio width (Γ), 0.4 times the ab initio width (0.4Γ),
and one quarter of the ab initio width (0.25Γ). In panel (a), the theoretical KER
distributions vary with different ICD rates. The lower the rate is, the more fragments
have higher KER energy. The best fit to the experimental results is achieved for 0.4Γ.
In panel (b), the ICD transition rate does not play a role in the shape of the spectrum.
Even the calculation with a smaller ICD width provides good agreement with the ex-
perimental observation. All theoretical results are convolved with a Gaussian function
(FWHM 0.7 eV) to account for the experimental resolution, and their intensities are
scaled to the maximum of the experimental result.
rather strong change of the potential is not enough to explain the observed ICD elec-
tron spectrum. Therefore, here we concentrate on altering only a single parameter, i.e.
the ICD transition rate.
What is the suggested ICD width? To proceed, the ICD electron spectrum was eval-
uated by using a modified transition rate, which was taken to be the ab initio rate
multiplied by a constant (< 1). Several different values of the constant were tried.
Then, the mirror imaging procedure was again applied to transform this numerical
ICD electron spectrum into its corresponding “numerical” KER spectrum. In addi-
tion, the numerical spectra were convolved with a Gaussian function with FWHM
0.7 eV to account for the experimental resolution.
Shown in Fig. 4.4 are our theoretical results with three different ICD widths, together
with the KER distributions observed by experiments. The ab initio width (Γ) is taken
from the calculation reported in Ref. [48] and the modified ones are this ab initio width
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multiplied by 0.4 (0.4Γ) and 0.25 (0.25Γ). The KER distributions for ICD channel 1 are
depicted in Fig. 4.4 (a). With a lower ICD transtion rate, the wave packet has enough
time to move to a smaller internuclear distance R before it decays completely. In
consequence, the system, Ne2+(2s−12p−1 1P )Ar, emits more ICD electrons with lower
energy and more ion pairs with higher EKER. The best agreement with the experiment
is found at 0.4 times the ab initio rate.
In contrast, the numerical KER distributions for ICD channel 3, shown in Fig. 4.4
(b), do not vary when a lower ICD rate is employed in the simulation. Because this
ICD channel is only open for R > 3 A˚, the change of the spectrum is very tiny when
varying the decay width. This tiny change is even smaller than the current experimental
resolution and can not be observed.
Is there any way to check whether our suggested ICD rate is the accurate? In Ref. [57] it
was admitted that other methods than Fano-Stieltjes-Lanczos are required to evaluate
the transition rate in more detail. Here we suggest a different approach. We already
mentioned that the FWHM of the Auger electron spectrum is composed of two sources:
The natural width of the Ne 1s Auger decay, and the total width of the ICD process
at the equilibrium position R. Measuring the Auger electron spectrum of the cascade
process (with a resolution of 10 meV) and subtracting the natural width of the Ne 1s
Auger decay would then yield reliable total ICD rates, which can be compared with
the currently suggested ICD rates at the equilibrium R. Such a suggested experiment
could concentrate on only measuring the Auger electron, hence it is expected to be
easier than the usual coincidence measurement.
4.5 Summary
The full cascade simulation allows us to evaluate the time-resolved electron spectrum
for the Auger process, which takes place before the ICD process in NeAr. The broad-
ening of the Auger spectrum is found to be caused by the finite lifetime of the state
Ne+(1s−1)Ar as well as by the finite lifetime of the state Ne2+(1s−11p−1 1P )Ar. This
leads to a new technique for measuring the ICD rates at the equilibrium internuclear
distance. Besides, our full cascade calculation demonstrates that the fast Auger decay
approximation is an excellent approximation for the ICD following the Auger decay of
Ne+(1s−1) in NeAr. In consequence, the experimental observation of a strong nuclear
dynamics footprint in the spectra of ICD channel 1 can be reasonably assumed to be
an effect of a lower ICD rate. The comparison between many simulated spectra and
the experimental one yields the best suggested ICD rate, which is 0.4 times the rate ob-
tained by ab initio computations. This suggested rate can be confirmed (or disproved)
by measuring the Auger electron spectrum of the first decay process (with a resolution
of around 10 meV).
Chapter 4. ICD following the K-LL Auger process of Ne in NeAr (II)
Interestingly, the ICD following Auger decay process in NeAr is one of the few studied
ICD processes (in a noble gas dimer) which do not close at a small internuclear distance.
Another one is the ICD in the He dimer [13, 14, 24]. In the He dimer case, it was already
proved that the ICD rate is low, and the KER spectrum has the vibrational structure
[13, 14]. The transition rate for the ICD in the He dimer has also been evaluated by
the most accurate Fano-Stieltjes-Lanczos computation to date [13].
For our present case, we have already seen that the experiment suggests a lower ICD
rate than predicted from ab initio computations. First, the current Fano-Stieltjes-
Lanczos method does not provide partial ICD widths of each channel [57]. Second, the
current code for the Fano-Stieltjes-Lanczos method does not include more than 2-hole-
2-particle configurations [41], which might be required in the current case. However,
the current study focuses on the molecular dynamics, so a more accurate ab initio
computation for the decay rate is left for a future study.
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An Atomic Level Model for
Cascade Processes
The previous simulation for the cascade process of interest, i.e. the ICD process fol-
lowing Auger decay of Ne+(1s−1) in NeAr, has shown that the ICD transition rate
could be obtained by measuring the Auger electron spectrum. Additionally, the time-
resolved Auger electron spectrum was simulated according to Eq. (4.10), which will be
derived in this chapter. For simplicity, a singe channel cascade process in atomic levels
is chosen as an example. The theory developed here can be easily adapted to describe
a diatomic system, as shown in Eqs. (4.8-4.10).
5.1 Theory
In order to keep the physics as simple as possible, we begin with a two-step Auger
cascade processes, induced by a broad-band excitation1. The atomic levels are depicted
schematically in Fig. 5.1. The system initially in its electronic ground state i is excited
to the first intermediate state d1, from which an Auger electron (e1) with the kinetic
energy Ee1 is emitted, and subsequently the system decays to the second intermediate
state d2. From this state d2, the system decays to the final state f by emitting another
Auger electron (e2) with a kinetic energy Ee2 . The energy of each state α is denoted
by Eα, where α = i, d1, d2, f , and the two emitted Auger electrons are distinguishable
by their kinetic energies Ee1 and Ee2 [60].
1A broad-band excitation refers to the excitation process carried out by a pulse with a large photon
band-width. It can be performed practically by a pulse whose duration is shorter than the life time
of the intermediate state.
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Figure 5.1: Schematic atomic energy levels of a two-step Auger cascade process. The
four energy levels involved are shown, namely: the ground state i with energy Ei, the
first and second intermediate states d1 and d2 with energies Ed1 and Ed2 , respectively,
and the doubly ionic final state f with energy Ef . The process is initiated by a broad-
band excitation, depicted by dashed-line. The excited state d1 has a finite lifetime and
can decay via emission of one electron e1 with a kinetic energy Ee1 . Similarly, the state
d2 also relaxes through emission of one electron e2 with a kinetic energy Ee2. All levels
are assumed to be non-degenerate.
The wave function ansatz here is slightly different from Eq. 2.2, since there is no relative
nuclear motion in atomic levels and there is no photoelectron in an excitation process.
The total wave function ansatz then reads
|Ψ(t)〉 = ai(t)|Φi〉+ ad1(t)|Φd1〉+
∫
dEe1 ad2(Ee1 , t)|Φd2 , Ee1〉
+
∫∫
dEe1 dEe2 af(Ee1 , Ee2 , t)〉|Φf , Ee1, Ee2〉 , (5.1)
where aα(t) and |Φα〉 denote the time-dependent coefficient, i.e. the amplitude, and
the electronic wave function of state α, respectively. For the state d2 and state f , their
electronic wave functions and their coefficients are additionally augmented to the wave
function(s) and the coefficient(s) of the emitted electron(s).
Following the same procedure presented in Sec. 2.1, the EOMs of a cascade decay in
the atomic levels, under a weak field and broad-band excitation, reads
ia˙d1(t) =
[
Ed1 −
i
2
Γd1
]
ad1(t) , (5.2)
ia˙d2(Ee1 , t) = Wd1→d2ad1(t) +
[
Ed2 + Ee1 −
i
2
Γd2
]
ad2(Ee1 , t) , (5.3)
ia˙f (Ee1, Ee2 , t) = Wd2→fad2(Ee1, t) + [Ef + Ee1 + Ee2 ] af(Ee1 , Ee2, t) . (5.4)
Additionally, the initial conditions are ad1(0) = 1 and ad2(0) = af(0) = 0. ByWd2→f we
denote the transition element from state d2 to state f , which is related to the total decay
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width Γd2 ,by the local approximation, giving Γd2 = 2pi|Wd2→f |2. Similarly, the total
decay width of the state d1 reads Γd1 = 2pi|Wd1→d2|2. These equations are very similar
to Eq. (2.19) except for the fact that the current process begins with a broad-band
excitation, i.e. no phototelectron energy Ee0 , and with a weak field approximation, i.e.
the equation of motion for the ground state i is trivial and not relevant. Besides, the
current time-dependent amplitude of each electronic state is a coefficient instead of the
nuclear wave function.
The goal of this chapter is to investigate the time-resolved electron spectra of the first
decay process. To proceed, we begin with the multi-electron coincidence spectrum, see
also Sec. 2.4. The physical meaning of the final state coefficient af(Ee1 , Ee2, t) is the
time-dependent amplitude of finding the system at the electronic final state f with
e1 having an energy Ee1 and e2 an energy Ee2. Straightforwardly, the probability of
finding e1 and e2 with energies Ee1 and Ee2 , i.e. the time-resolved electron-electron
coincidence spectrum, is given by
σ(Ee1 , Ee2, t) = |af (Ee1, Ee2 , t)|2 . (5.5)
The collection of all events, decaying to state f via electron emission, irrespective
of time, gives the usual non-time-resolved electron-electron coincidence spectrum. It
reads
σ(Ee1 , Ee2) = lim
t→∞
|af (Ee1, Ee2 , t)|2. (5.6)
Similar to the procedure described in Sec. 3.2, the integration of the coincidence spec-
trum over Ee1 yields the electron spectrum of e2, and vice versa. The non-time-resolved
electron spectra are obtainable from
σe1(Ee1) =
∫ ∞
0
dEe2 lim
t→∞
|af(Ee1 , Ee2, t)|2 , (5.7)
σe2(Ee2) =
∫ ∞
0
dEe1 lim
t→∞
|af(Ee1 , Ee2, t)|2 . (5.8)
In practice, the integration over electron energies is only performed in the energy range
where the electrons appear. Moreover, the current coincidence measurement is not the
only way to obtain the two electron spectra, i.e. they can be measured independently
if e1 and e2 are well separated in energy. For instance, tracing the kinetic energy
distribution of e2 in time leads to the time-resolved spectrum of e2, which reads
σe2(Ee2, t) =
∫ ∞
0
dEe1 |af(Ee1, Ee2 , t)|2 . (5.9)
The electron spectrum of e2, i.e. Eq. (5.8), is equivalent to its time-resolved electron
spectrum, e.g. Eq. (5.9), accumulated till t→∞. Similarly, the time-resolved spectrum
of e1 might be introduced na¨ıvely as
σe1(Ee1, t) =
∫ ∞
0
dEe1 |af(Ee1, Ee2 , t)|2 . (5.10)
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Although Eq. (5.10) indeed reproduces Eq. (5.7) under the limit t→∞, it surprisingly
cannot describe how the spectrum evolves in time. The problem of this equation will
be discussed in Sec. 5.2. On the other hand, the correct time-resolved spectrum of e1,
i.e. Eq. (5.11):
σe1(Ee1 , t) = |ad2(Ee1, t)|2 +
∫ ∞
0
dEe2 |af(Ee1, Ee2 , t)|2 , (5.11)
will also be discussed in in Sec. 5.2.
As a remark, we mentioned that the spectra of e1 and of e2 can be solved analyti-
cally2[61]:
σe1(Ee1) =
1
pi
(Γd1 + Γd2) /2
(Ed2 − Ed1 + Ee1)2 + (Γd1 + Γd2)2 /4
, (5.12)
σe2(Ee2) =
1
pi
(Γd2) /2
(Ef − Ed2 + Ee2)2 + (Γd2)2 /4
. (5.13)
Both line shapes are Lorentzian functions. As a single step decay process often de-
scribed in the literatures [58], σe2(Ee2) has a full-width at half maximum (FWHM)
Γd2 . Interestingly, σe1(Ee2) is also a Lorentzian function, but it has an effective width
of Γd1 + Γd2 . This phenomenon is already known from experiment [60] and explained
by theory [62] using the argument of energy uncertainty due to the second intermediate
state. Here, we borrow the uncertainty picture to illustrate the line broadening. Due
to the finite lifetime of d1, its energy is between Ed1−Γd1/2 and Ed1 +Γd1/2, that is its
energy uncertainty is Γd1 . This resonance state decays to the state d2 which by itself is
also a resonance state with between Ed2 − Γd2/2 and Ed2 + Γd2/2. The spectrum of e1
comprises all possible energy differences between the two resonances, and thus varies
from (Ed1 − Ed2)− (Γd1 + Γd2)/2 to (Ed1 −Ed2) + (Γd1 + Γd2)/2.
5.2 Lifetime of State d1 and Time-Resolved Spectra
According to the time-energy uncertainty principle, a state with a finite lifetime τ
cannot have a definite energy. The intermediate state can decay via electron or photon
emission and, in consequence, a spectrum of the emitted particle will have an energy
distribution, namely the natural width Γ. It is already known that Γ and τ are related
via Γ = 1
τ
[58] for a single decay process. In practice, measuring the natural width
of an electron spectrum or photoelectron spectrum has been applied to determine the
lifetime of an intermediate state. Naturally, we ask: does the line width of σe1 in a
cascade process also reflect the lifetime of the state d1?
2Using that the energy gaps are substantially larger than the decay widths.
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Figure 5.2: The contradictory time scales of the first decay process. Panel (a) de-
picts how the population |ad1(t)|2 decreases in time. Since the state d1 depopulates
exponentially, the first decay process is completed in less than 20 fs. Panel (b): the
time-resolved spectrum σe1(Ee1, t) calculated by Eq. (5.10). Strangely, the spectrum
does not converge at 20 fs, as one will expect from the depopulation time of state d1.
Instead, the spectrum reaches its final form at about 140 fs.
The line width of σe1 , as already shown in Eq. (5.12), is Γd1 +Γd2 . A na¨ıve estimation
of the lifetime according to the usual relation reads 1/(Γd1 +Γd2) (with ~ = 1). On the
other hand, following Eq. (5.2) the population of state d1, given by |ad1(t)|2, reads
|ad1(t)|2 = e−Γd1 t|ad1(0)|2 . (5.14)
Importantly, according to Eq. (5.14), the true lifetime of state d1 is 1/Γd1. Clearly the
line width of σe1 does not give the correct lifetime of state d1 due to the presence of
the second decay process. Then, if we trace the development of the electron spectrum
directly in time, i.e. measuring the time-resolved spectrum, σe1(Ee1 , t) should reflect
the correct lifetime of state d1. To test this hypothesis, the numerical time-resolved
electron spectrum σe1(Ee1 , t) and the population of state d1 are evaluated in time
for a model system. The energy gaps are chosen to be Ed1 − Ed2 = 100 eV and
Ed2 −Ef = 10 eV. Accordingly, the two emitted electrons are distinguishable by their
kinetic energies. Furthermore, the two widths are chosen for the sake of the discussion
such that the first decay process is faster than the second one, i.e. decay widths Γd1
and Γd2 are chosen as 300 and 30 meV, respectively.
The population of state d1, decreasing with time, is plotted in Fig. 5.2 panel (a). As
we have explained, its lifetime 1/Γd1 is around 2.2 fs and the state d1 is effectively
depopulated within 20 fs. In contrast, the time-resolved electron spectrum σe1(Ee1 , t),
computed via Eq. (5.10), surprisingly continues to develop its intensity after 20 fs. It
finally converges at 140 fs, see Fig. 5.2(b). Since the depopulation of state d1 and the
time-resolved spectrum σe1(Ee1 , t) are both observables of the same decay process, the
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inconsistency of their development in time question the liability of Eq. (5.10). Accord-
ing to this equation, the time-resolved spectrum is computed via integrating over Ee2
of the time-resolve coincidence spectrum. In other words, e1 can only be detected until
the coincidence spectrum shows its intensity. Let us imagine an interesting situation:
the state d1 has a lifetime 1 fs and the state d2 has a lifetime 1 ms. In this case, the
second decay is so slow that it does not even start before the first decay process is
completed. For this specific case, electrons e1 are emitted and detected earlier than
one can measure the “coincidence spectrum” Therefore, we conclude that Eq. (5.10) is
not the correct time-resolved spectrum σe1(Ee1, t).
If the time-resolved spectrum of e1 is desired, one should collect all the probabilities of
producing e1 with kinetic energy Ee1 . In fact, Eq. (5.11) is then obtained via operating
the operator Oˆ with the total wave function ansatz. This operator reads
Oˆ = |Φd2 , Ee1〉〈Φd2 , Ee1 |+
∫
dEe2 |Φf , Ee1 , Ee2〉〈Φf , Ee1 , Ee2| . (5.15)
Therefore, a proper time-resolved spectrum of e1 naturally also involves the time-
dependent amplitude of state d2. For example, if there is no second decay, σe1(Ee1, t)
reads |ad2(Ee1 , t)|2 . When there is a second decay, the population |ad2(Ee1, t)|2 leaks
to the next state, i.e. to the final state f . Thus, one simply adds the leaking part
back to |ad2(Ee1, t)|2 and the time-resolved spectrum of e1 is as given in Eq. (5.11). In
addition, all the population of d2 decays to the final state f after some time, namely
lim
t→∞
|ad2(Ee1, t)|2 = 0 ,
and the usual non-time-resolved spectrum σe1(Ee1) is then determined by the coinci-
dence spectrum under the limit t→∞, i.e. Eq. (5.7).
After these theoretical discussions, the same numerical example as used in Fig. 5.2 is
employed again to demonstrate that the depopulation time of state d1 is absolutely con-
sistent with the time-scale of the development of σe1(Ee1, t), via Eq. (5.11). Fig.5.3(a)
depicts the time-resolved spectrum σe1(Ee1 , t), evaluated via Eq.(5.11) as well as the
electron spectrum, calculated based on Eq. (5.7). The time-resolved spectrum shows
its intensity after 4 fs and continuously develops until it finally converges, i.e. coin-
cides with the black curve, at 20 fs. This time scale agrees perfectly with the state d1’s
depopulation time. More interestingly, the partial contributions to σe1(Ee1 , t), namely
|ad2(Ee1, t)|2 and
∫
dEe2|af (Ee1, Ee2 , t)|2, continue to vary after 20 fs, in spite of the
convergence of σe1(Ee1, t). The population of the state d2, shown in Fig. (5.3)(b), grows
until 15 fs and then decreases slowly with time due to the second decay process. Even-
tually all the population of the state d2 disappears. The part
∫
dEe2 |af(Ee1 , Ee2, t)|2,
in contrast with |ad2(Ee1 , t)|2, shows its intensity after 20 fs and becomes dominant
contribution to the spectrum after a long time.
Studying the depopulation time of the state d1 leads us to an exciting understanding of
the time-resolved spectrum σe1(Ee1 , t), given by Eq. (5.11). Unfortunately, evaluating
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Figure 5.3: Time-resolved electron spectrum σ1(E1, t) in an cascade process and the
breakdown into its contributions. Panel (a) shows the time-resolved electron spectrum
σ1(E1, t), evaluated by Eq. (5.11). The usual spectrum (not time-resolved), evaluated
via Eq. 5.11, is also shown as a black curve. As expected, the time-resolved spec-
trum indeed converges after 20 fs, cf. the green filled circles and the black curve.
Panel(b) shows how the population of state d2, |ad2(E1, t)|2, decreases in time. After
the second decay process is completed, there is no contribution from |ad2(E1, t)|2 to the
time-resolved spectrum σ1(E1, t). Panel (c) shows the “leak” of |ad2(E1, t)|2, which is
calculated via
∫
dE2|af(E1, E2, t)|2. Its intensity gets stronger over time and exactly
compensates for the leaking intensity from |ad2(E1, t)|2 so that σ1(E1, t) stays the same
after 20 fs. The parameters used are the same as in Fig. 5.2.
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the time-resolved spectrum of e1 by Eq. (5.11) is rather cumbersome in practice due
to the integration over all electron energy, i.e.
∫
dEe2 |af(Ee1 , Ee2, t)|2. This term
represents the population of the final state with all possible Ee2 and can be evaluated
more efficiently by∫
dEe2|af (Ee1, Ee2 , t)|2
=
∫
dEe2
∫ t
0
dt′
∫ t
0
dt′′a∗d2(Ee1, t
′)W ∗d2→fe
−i(Ef+Ee1+Ee2 )(t
′−t)ei(Ef+Ee1+Ee2)(t
′′−t)Wd2→fad2(Ee1 , t
′′)
=
∫ t
0
dt′
∫ t
0
dt′′a∗d2(Ee1 , t
′)W ∗d2→fe
iEe1 (t
′′−t′) × 2piδ(t′′ − t′)Wd2→fad2(Ee1 , t′′)
=
∫ t
0
dt′2pi|Wd2→f |2|ad2(t′)|2 =
∫ t
0
dt′Γd2 |ad2(t′)|2 . (5.16)
This equation shows that the population of the final state with the emitted electron e2
is equal to the accumulated loss of the d2 population due to the presence of the second
decay. Note that we have used the relation Γd2 = 2pi|Wd2→f |2 in the derivation. In
consequence, Eq. (5.11) can be reformulated as
σe1(Ee1, t) = |ad2(Ee1 , t)|2 +
∫ t
0
dt′ Γd2 |ad2(Ee1, t)|2 . (5.17)
According to Eq. (5.17), af(Ee1 , Ee2, t) is not required for computing σe1(Ee1 , t). This
equation is numerically more efficient for evaluating the electron spectrum of e1 than
Eq. (5.11), especially when there are many final states. It has been adapted to the ICD
following the Ne 1s Auger process for evaluating the time-resolved Auger spectrum,
see Eq. (4.10).
5.3 Coincidence Spectra and Time-Resolved Coin-
cidence Spectra
The interrelation between two decay widths, Γd1 and Γd2 , can be obtained by analyzing
the coincidence spectrum of e1 and e2. To visualize the influence of the decay widths
on the coincidence spectrum, we evaluate the spectrum in three different situations.
Using the order of magnitude of a decay width Γ as O(Γ), we choose the first case as
O(Γd1) > O(Γd2), i.e. Γd1 and Γd2 are chosen as 300 meV and 30 meV, respectively. The
intermediate case is O(Γd1) ' O(Γd2), i.e.Γd1 and Γd2 are chosen as 200 meV and 100
meV, respectively. The last case and also the most interesting one is O(Γd1) < O(Γd2).
The latter is closely related to a situation that two electrons are emitted simultaneously,
namely a double Auger process. Γd1 and Γd2 are chosen, respectively, to be 30 meV
and 300 meV in this case. Relative energy gaps are still the same as used previously.
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Figure 5.4: Coincidence spectrum of e1 and e2 of the first case of the cascade decay
process. Shown is the spectrum by the relative intensity, which is provided by the
color scale on the right-hand-side of the figure. Coordinates are the energies of two
emitted electron, namely Ee1 and Ee2 . The very large Γd1 (300 meV) results in a broad
energy distribution of Ee1, while the small Γd2 (30 meV) allows only very little energy
distribution of Ee2 .
The coincidence spectrum of the first case, calculated via Eq. (5.6) is depicted in
Fig.5.4. The spectrum, which centers at the electron kinetic energies (Ee1, Ee2) =
(100 eV, 10 eV), appears like a horizontal stripe. The energy distribution of Ee1 is
much broader than the distribution of Ee2 because Γd1 (300 meV) is much larger than
Γd2 (30 meV). In consequence, integrating the coincidence spectrum over Ee2 yields
σe1(Ee1) of a large FWHM in comparison with σe2(Ee2), which is available by integrat-
ing the coincidence spectrum over Ee1 . The reader may wonder why the coincidence
spectrum shown in Fig. 5.4 does not lie on the diagonal of the plot as usually reported
in literatures and explained by energy conservation [20]. The answer will be revealed
while we introduce the third situation, namely O(Γd1) < O(Γd2).
By choosing Γd1 and Γd2 of the same order of magnitude, i.e. the former is 200 meV
and the latter is 100 meV, we evaluate the coincidence spectrum for the intermediate
case. In contrast to Fig. 5.4, the coincidence spectrum in this case, shown in Fig. 5.5,
allows a broad distribution of Ee2 . In fact, the spectrum shown in Fig. 5.5 has broad
energy distributions for both electrons, and in consequence, the coincidence spectrum
appears as a spot located at (Ee1 , Ee2) = (100 eV, 10 eV). For an atomic level system,
the shape of the (e1,e2) coincidence spectrum is essentially determined by the ratio
Γd1/Γd2. For example, keeping the ratio as 2 and varying the value of both widths
changes the size of the spot but never turns the shape into a stripe. More important, the
(e1,e2) coincidence spectra of the three cases currently under discussion have different
shapes (styles). Studying the (e1,e2) coincidence spectrum allows to understand the
interrelation between the two decay widths.
Last but not least, Γd1 and Γd2 are chosen to be 30 and 300 meV, respectively. In this
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Figure 5.5: Coincidence spectrum of e1 and e2 of the second case. Shown is the
spectrum by the relative intensity as a function of Ee1 and Ee2 . Due to the large Γd1
(200 meV) and Γd2 (100 meV), both e1 and e2 have a broad energy distribution. Hence
the coincidence spectrum looks like a spot.
case the coincidence spectrum, shown in Fig. 5.6, appears continuously only on the
diagonal of the plot. This feature is often explained by an over-simplified rule, namely
the energy conservation, which is not precise enough to explain why the previous two
coincidence spectra do not lie on the diagonal of the plot. The real reason of the
coincidence spectrum appearing on the diagonal is that the two electrons share the
energy within an energy range, i.e. the range of Γd2 .
As shown in Eq. (5.12), the spectrum of e1 has a FWHM Γd1 + Γd2 , meaning that the
energy distribution of e1 results from the energy uncertainty of state d1 and state d2. On
the other hand, the energy distribution of e2 comes only from the energy uncertainty
of state d2, see Eq. (5.13). In short, the energy uncertainty of d2 are shared by e1
and e2. Interestingly, this energy sharing between two electrons becomes extremely
pronounced when Γd2 is much larger than Γd1 . For example, even when the width Γd1
is very small, the emitted e1 can have an energy Ed1 −Ed2 +∆E, while the emitted e2
has an energy Ed2 −Ef −∆E, as long as |∆E| is within the energy uncertainty range
allowed by d2. In consequence, the (e1,e2) coincidence spectrum lies on the diagonal
as we saw in Fig. 5.6. Additionally, the finite lifetime of d1 broadens the spectrum so
that it appears as a diagonal stripe3. In conclusion, the coincidence spectrum lies on
the diagonal only when the two particles share the same energy.
Consider an extreme case: when the second decay is so fast that its Γd2 is comparable
with the energy gap between Ed1 − Ed2 . In this case, electrons e1 and e2 leave the
system simultaneously, and hence the process is no longer a cascade process. Such
a process has been identified as a double Auger process [63, 64], which results from
purely electron correlation. Interestingly, the two emitted electrons continuously share
3Note that the energy of d1 actually is uncertain due to its finite lifetime. Therefore, even under
the energy conservation, the spectrum still have an energy distribution.
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Figure 5.6: Coincidence spectrum of the third case. Used Γd1 and Γd2 are 30 meV
and 300 meV, respectively. The spectrum appears on the diagonal due to the two
electrons sharing the energy Ed1 −Ef within the energy range which is allowed by the
uncertainty Γd2 .
the energy so that the coincidence spectrum of a double Auger process again appears
on the diagonal [64]. The similarity between the double Auger process and an extreme
cascade case still requires further studies. Here we will only stress that the coincidence
spectrum lying on the diagonal shows that the two particles, e.g. two electrons, share
the same energy (or energy uncertainty). If the two particles do not share the same
energy, the energy conservation only restricts the center of a coincidence spectrum and
cannot determine its shape.
The time-resolved version of Fig. 5.6 is shown in Fig. 5.7. The spectrum has a broader
energy distribution in the beginning of the decay process, e.g. 10 fs. Later, the dis-
tribution becomes more concentrate on the diagonal when the time increases. This
effect is often understood by the time-energy uncertainty principle [61]. However, this
reason is also not correct since the final electronic state is stationary. In fact, this
is an interference effect [26] (see Sec. 6.4). If one waits long enough, the coincidence
spectrum is finally uniquely determined by the decay widths and the energies of the
states participating in the cascade process.
5.4 Summary
A simple atomic level system has been employed to study a two step cascade decay
process in the time-dependent approach. The major achievement has been to derive
the correct time-resolved spectrum for a cascade decay process, i.e. the time-resolved
electron spectrum of e1, which is given by the probability decaying to state d2 and all
its leakages (due to the presence of the second decay). The leakage can be evaluated
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Figure 5.7: Top view of the time-resolved coincidence spectrum. The energy distribu-
tion of the spectrum becomes narrower over time; this effect is an interference of wave
functions accumulated trough time.
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by collecting all probability of producing e2 or by collecting the accumulated loss of
d2 population through time. The theory can be easily adapted for a diatomic system
and provides a way to evaluate the Auger electron spectrum of the ICD following
Auger process. Furthermore, the coincidence spectra of three different cases have
been investigated. Results show that the interrelation between two decay widths can
be obtained by the shape of the coincidence spectrum. More important, it is found
that only when the two particles share the same energy, the spectrum lies on the
diagonal. This explanation also applies to the coincidence spectrum of a double Auger
process, showing that the rule is more general than a cascade decay process. We have
also noticed that the finite lifetimes of the intermediate states broadens a coincidence
spectrum.
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Chapter 6
Interrelation between the
Distribution of Kinetic Energy
Release and Emitted Electron
Energy following the Decay of
Electronic States
In Chapter 4 we have compared our numerical ICD electron spectrum with the exper-
imental kinetic energy release (KER) spectrum through a mirror imaging procedure.
This empirical procedure is required due to two reasons: (i) the KER energy dis-
tribution is often much better resolved than the electron kinetic energy distribution
and (ii) the reported direct numerical simulation of the KER spectrum is too expensive
[9, 13, 24]. Fortunately, the electron spectrum and the KER spectrum were found to be
mirror image to each other for the ICD process of Ne2 [8, 10] and has been successfully
applied for comparison between numerical ICD electron spectrum and the experimen-
tal KER spectrum in other ICD processes [12, 57]. Why is this empirical mirror image
principle so successful in obtaining the KER spectrum from the corresponding electron
spectrum? A straightforward explanation is the law of energy conservation under a
classical picture [8, 10].
In this chapter, we shall explain in detail how to obtain the empirical mirror image
principle under a classical picture and the problem of applying the classical picture
to a quantum system. The quantum expression, which allows to evaluate the KER
spectrum more efficiently than the method reported before [9, 24, 65], will be derived.
This new expression of the KER spectrum sheds light on the underlying physics of the
kinetic energy release in a fragmentation process [66, 67].
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6.1 The Mirror Image Principle
The KER energy is the translational kinetic energy, which all ionic fragments obtained
from a dissociation process [68]. The KER distribution can be precisely measured due
to advances in time-of-flight mass spectroscopy [69, 70] and has become one of the
most important quantities to study dissociation processes [68]. Naturally, the KER
distribution is also studied in an ICD process [5–8, 13] as well as in the dissociation
after molecular Auger decay [18, 20]. Both processes belong to the same fragmentation
category, namely the fragmentation following electron emission [67]. In these two cases,
one can measure the kinetic energy distribution of the emitted Auger/ICD electron
(electron spectrum) and the KER distribution (KER spectrum) [8, 18–20].
In spite of belonging to the same fragmentation category, there are some differences be-
tween the ICD process in a noble gas dimer and the molecular Auger decay followed by
dissociation. The former produces two ions, which then immediately undergo Coulomb
explosion since the dimer is weakly bound [6, 8, 13]. The mirror image principle is of-
ten confirmed for a diatomic ICD process between the ICD electron spectrum and its
corresponding KER distribution [8, 10, 66]. On the other hand, a doubly ionized state,
produced by the molecular Auger decay, can be repulsive, but sometimes the molecular
bond is strong enough to overcome the Coulomb repulsion, and a temporarily bound
final state, namely a resonance, is formed [18, 20]. More importantly, there is hardly
any mirror image principle ever being confirmed between an Auger electron spectrum
and its corresponding KER distribution. Instead, the two spectra usually differ [18, 19],
for instance in: CO+ → CO2+ + e−.
Recalling that the mirror image principle was derived from the law of the energy
conservation, then a conflict is immediately raised. Why doesn’t the mirror image
principle hold for the observations of CO? To answer the question, let us review how the
mirror image principle is derived. To keep the physics transparent, a purely repulsive
final state CO2+ (3Σ−) is taken as an example, but our discussion is also valid for a
resonance state, i.e. CO2+ (the second 1Σ+ state). The potential energy curves are
depicted in Fig. 6.1. Potentials of the ground state CO [state i], the intermediate state
CO+ (C 1s−1) [state d], and the final state CO2+ (3Σ−) [state f ] are denoted by Vi,
Vd, and Vfγ . The asymptotic value of Vfγ at R→∞ is also shown and labeled as V ∞fγ .
After a 1s electron is photoionized from the carbon, the system has a total energy
ET before emitting another electron, see Fig. 6.1. After emitting an electron with
kinetic energy Ee, the molecule starts to dissociate, and at the end of the process, all
ionic fragments together have the total translational kinetic energy EKER and the final
potential energy V ∞fγ in the asymptotic region
1. Now, the energy conservation requires
ET = Ee + EKER + V
∞
fγ
, giving a one-to-one mapping between Ee and EKER. Under
1The kinetic energy of the center of mass has been subtracted.
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Figure 6.1: Potential energy curves of the molecular Auger process CO+(C1s−1) →
CO2+( 3Σ−) + e−. The internuclear distance is denoted by R. After photoionization,
the wave packet is brought to the ionic state d, having a total energy ET . The wave
packet then propagates on potential Vd and gradually decays to the repulsive final
state via emitting an electron with kinetic energy Ee and producing the kinetic energy
release EKER. Potential curves are taken from Ref. [22, 71]. Additionally, the potential
of the resonance state CO2+ (the second 1Σ+) is also depicted in this figure (dotted
curve).
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this picture, the probability of measuring the electron with kinetic energy Ee is equal
to that of finding all fragments with the KER energy EKER, and therefore, the mirror
image principle holds for the electron and KER spectra.
However, the above arguments are based on a classical picture which assumes ET is
constant. It does not take into account the situation where ET is not uniquely de-
fined, i.e. ET has an energy distribution of a finite width instead of being a constant.
Interestingly, a quantum system very often presents the energy ET as an energy dis-
tribution. For instance, when a molecule or an atom is ionized by a photon of energy
well above the ionization threshold, the outgoing photoelectron can carry an arbitrary
amount of kinetic energy [22, 72] thus allowing the vibrational levels of the interme-
diate ionic state d to be populated according to the Franck-Condon principle. Due to
the energy distribution of ET , the mirror image principle breaks down when applied
to a pronounced quantum system. In this case, a quantum representation is required
in order to simulate the KER spectrum.
6.2 Theory
Equations of Motion
The potential energy curves depicted in Fig. 6.1 provide the essential steps of the
fragmentation process following electron emission. In contrast to the previous cascade
decay processes, here we concentrate on a single decay process followed by molecular
dissociation. Let us review the process again. The molecule initially at the ground state
i is photoionized to the ionic intermediate state d. The kinetic energy of the emitted
photoelectron is denoted by Ee0 . From the state d, the ionic molecule can decay to
different repulsive final states fγ by emitting an electron, having a kinetic energy Ee.
Afterwards, the molecule dissociates into ionic fragments, whose total kinetic energy
release is denoted by EKER.
The total wave function ansatz for such process reads
|Ψ(t)〉 = |ψi(t)〉|φi〉 +
∫
dEe0 |ψd(Ee0 , t)〉|φd, Ee0〉 + (6.1)∑
γ
∫∫
dEe0 dEe |ψfγ (Ee0, Ee, t)〉|φfγ , Ee0 , Ee〉 ,
where |φα〉 and |ψα〉 denote the electronic and nuclear wave functions of state α, respec-
tively, with α = i, d, f . As before, state d and state f are embedded in the continuum.
Their wave functions are hence augmented with the wave function(s) of the outgoing
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electron(s), see Sec. 2.1. For example, |φd, Ee0〉 denotes the electronic wave function of
the cationic state d augmented with the wave function of the photoelectron with an en-
ergy Ee0 . The amplitude of this state is then given by |ψd(Ee0 , t)〉, which is the nuclear
wave function of state d multiplied with the amplitude of finding the photoelectron
with an energy Ee0. Similarly |φfγ , Ee0 , Ee〉 denotes the electronic wave function of the
di-cationic state f augmented with the wave functions of the two outgoing electrons.
The corresponding nuclear wave function is denoted by |ψfγ (Ee0 , Ee, t)〉. Note that all
nuclear wave functions also depend on the internuclear distance R.
Removing the trivial term of Ee0 via the dressed state method (see Sec. 3.2), we obtain
the effective working equations, which read2
i|ψ˙d(t)〉 = (Hˆd − i2Γ)|ψd(t)〉 (6.2)
i|ψ˙fγ (Ee, t)〉 = Wˆd→fγ |ψd(t)〉+ (Hˆfγ + Ee)|ψfγ (Ee, t)〉 (6.3)
where Hˆα is the nuclear Hamiltonian for state α, and the total decay rate Γ is related
to the transition element Wˆd→fγ under the local approximation [26], leading to
Γ =
∑
γ
2pi|Wˆd→fγ |2 .
The wave functions |ψd(t)〉 and |ψfγ (Ee, t)〉 are the dressed wave functions and are
different from the bare wave functions by only a trivial phase. Finally, the initial wave
packet is chosen as the lowest vibrational eigenfunction of the electronic ground state
i, namely
|ψd(0)〉 = |χi(ν = 0)〉 .
Discrete Continuum Functions
As shown in Fig. 6.1, the potential energy curve of the chosen final state (Vfγ ) is purely
dissociative. Eigenfunctions of a Hamiltonian containing a dissociative potential are
called discrete continuum functions, e.g.
Hˆfγ |Efγ〉 = Efγ |Efγ〉 , (6.4)
where Efγ and |Efγ〉 denote the eigenvalue and the eigenfunction of Hˆfγ , respectively.
The eigenfunctions form a continuum basis set with normalization
〈Efγ |E ′fγ〉 = δ(Efγ −E ′fγ ) . (6.5)
Since the |Efγ〉 is an eigenfunction of an Hamiltonian, which describes the dissociative
nuclear motion, its eigenvalue subtracting the asymptotic potential V ∞fγ yields the KER
2The weak field approximation and the broad-band ionization are assumed.
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energy EKER, as shown in Fig. 6.1. In other words, subtracting V
∞
fγ |Efγ〉 from both
sides of Eq. (6.4) leads to
(Hˆfγ − V ∞fγ )|EKER〉 = EKER|EKER〉 , (6.6)
where the EKER and |EKER〉 are given by
EKER = Efγ − V ∞fγ , (6.7)
|EKER〉 = |Efγ〉 . (6.8)
Eqs. (6.7-6.8) are important. The first one states a one-to-one mapping between EKER
and Efγ ; the second one shows that the continuum functions |EKER〉 and |Efγ〉 are
identical so that the final state wave packet can be expanded in both functions. Hence
the nuclear wave function |ψfγ (Ee, t)〉 can be expanded in this basis set as:
|ψfγ (Ee, t)〉 =
∫
dEKER cEKER(Ee, t)|EKER〉 . (6.9)
Coincidence Spectra
For a fragmentation process following electron emission, the electron and KER distri-
butions can be measured in coincidence, that is, the KER-electron coincidence spec-
trum. It measures the probability of finding an electron with kinetic energy Ee and
the fragmented ions with a total kinetic energy release EKER in coincidence. Define
the operator Pˆ as
Pˆ = |EKER〉〈EKER| ⊗ |φfγ , Ee〉〈φfγ , Ee| . (6.10)
The time-resolved coincidence spectrum of a partial channel γ (with a relative intensity)
is obtained as the expectation value of Pˆ :
σ(γ)(EKER, Ee, t) = 〈Ψtot|Pˆ |Ψtot〉 = | 〈EKER|ψfγ (Ee, t)〉 |2 = |cEKER(Ee, t)|2 . (6.11)
Note that t is the accumulated time after the ionization pulse and is not related to
the time required for measuring the emitted electrons and ions. The usual non time-
resolved coincidence spectrum accumulates all results over time, i.e. Eq. (6.11) under
the limit t→∞.
σ(γ)(EKER, Ee) = lim
t→∞
|cEKER(Ee, t)|2 (6.12)
It should be indicated that Eq. (6.11) and Eq. (6.12) are the spectra of a partial
channel, i.e. a certain final state fγ. If the spectrum from all the channels is desired,
a summation over all final states (sum over γ) is needed.
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KER and Electron Spectra
The time-resolved KER and electron spectra of a partial channel γ are also available
from numerical integration of Eq. (6.11) [24]:
σ
(γ)
KER(EKER, t) =
∫ ∞
0
dEe σ
(γ)(EKER, Ee, t) (6.13)
σ(γ)e (Ee, t) =
∫ ∞
0
dEKER σ
(γ)(EKER, Ee, t). (6.14)
The strategy to obtain a single spectrum from a coincidence measurement, as shown
in Eqs. (6.13-6.14), requires a numerical integration over the coincidence spectrum.
Thought the method is simple, it requires a very fine energy mesh to perform a reliable
numerical integration. What exacerbates the situation is that the wave packet propaga-
tion has to be performed for each energy of the mesh. Hence, this way usually requires
an enormous numerical effort to obtain a KER or electron spectrum for comparing
with experiment. We mentioned already that the methods reported in Ref. [9, 65] are
equivalent to the current method [24] as shown in Ref. [67].
A better way is to carry out these integrations analytically, thus avoiding the evalu-
ation of the coincidence spectrum. The expression of the electron spectrum shown in
Eq. (6.14) can be rearranged to a different form by inserting an integral with a Dirac
delta function, which is given by the orthonormality shown in Eq. (6.5):
σ(γ)e (Ee, t) =
∫ ∞
0
dEKER |cEKER(Ee, t)|2
=
∫ ∞
0
dEKER
∫ ∞
0
dE ′KER c
∗
E′
KER
(Ee, t)〈E ′KER|EKER〉cEKER(Ee, t)
= 〈ψfγ (Ee, t)|ψfγ (Ee, t)〉 (6.15)
This yields the well-known result for the time-resolved electron spectrum as the final
state population [9, 26]. The non-time-resolved electron spectrum is then given by
accumulating all results over time, and reads
σ(γ)e (Ee) = lim
t→∞
〈ψfγ (Ee, t)|ψfγ (Ee, t)〉 . (6.16)
It takes, however, more effort to obtain the equation for the time-resolved KER spec-
trum. Taking into account that the probability of finding an electron with a negative
kinetic energy is zero allows us to lower the bound of Eq. (6.13) to −∞.3 In addition,
from Eqs. (6.3) and ( 6.9) it follows
cEKER(Ee, t) = −i
∫ t
0
e
i(EKER+V
∞
fγ
+Ee)(t′−t)〈EKER|Wˆd→fγ |ψd(t′)〉 dt′ . (6.17)
3If the potential curves Vd and Vfγ are well separated, the coincidence probability is always zero
when Ee is negative.
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Inserting this expression into Eq. (6.13), we arrive at another form of the time-resolved
KER distribution:
σ
(γ)
KER(EKER, t)
=
∫ t
0
dt′
∫ t
0
dt′′
∫ ∞
−∞
dEe e
i(EKER+V
∞
fγ
+Ee)(t′′−t′) 〈ψd(t′)|Wˆ †d→fγ |EKER〉〈EKER|Wˆd→fγ |ψd(t′′)〉
=
∫ t
0
dt′
∫ t
0
dt′′ 2piδ(t′′ − t′)〈ψd(t′)|Wˆ †d→fγ |EKER〉〈EKER|Wˆd→fγ |ψd(t′′)〉
= 2pi
∫ t
0
dt′ |〈EKER|Wˆd→fγ |ψd(t′)〉|2 . (6.18)
This new formulation provides a vivid physical interpretation of the KER spectrum [66]
as an “accumulated” generalized Franck-Condon factor. “Generalized” is in the sense
that the usual Franck-Condon factor assumes that Wˆd→fγ is independent of R. This
interpretation differs remarkably from the one of the electron spectrum, cf. Eq. (6.15),
as the latter depends only on |ψfγ〉.
The non-time-resolved KER spectrum is obtained by accumulating the results over
time. It reads
σ
(γ)
KER(EKER) = 2pi
∫ ∞
0
dt′ |〈EKER|Wˆd→fγ |ψd(t′)〉|2 . (6.19)
When letting t → ∞, our equations are proved [67] to be equivalent to those derived
from scattering theory [9, 43]. The expressions for the spectra shown in Eqs. (6.15-
6.16) and Eqs. (6.18-6.19) are meant for a single partial channel. Again, if a spectrum
over all final states is desired, a summation over γ is required.
As a remark, we mentioned that the time-resolved KER spectrum can also be inter-
preted as the accumulated amount of the wave packet |ψd(t)〉 mapped onto an eigen-
function of a single final electronic state by the following operator
Oˆ
(γ)
KER = 2piWˆ
†
d→fγ
|EKER〉〈EKER|Wˆd→fγ . (6.20)
The term |EKER〉〈EKER| can be evaluated in a numerical efficient manner with the
complex absorbing potential (CAP). A detailed explanation is given in Appendix F. It
is important that the mapping is weighted by the transition matrix element between
two electronic states. More importantly, Eq. (6.20) can also applied to the usual pump-
probe experiments [73, 74] by replacing the transition matrix element by the interaction
between a transition dipole moment and the external laser field.
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Figure 6.2: The model potentials of Vi and Vd. Panel (a) depicts the case of vertically
shifted parabola and panel (b) shows the case of displaced parabola. The mass is chosen
to be that of a Ne dimer, but the energy gap between two adjacent vibrational levels is
chosen to be 200 meV, which is identical to Γ. The final state potential Vf , although it
is not depicted in this figure, is chosen to be 2/R (a.u.) with V ∞f = 81.55 eV. The initial
wave packet is always chosen to be the lowest vibrational eigenfunction (a Gaussian)
of Vi and is directly placed on potential Vd. In panel (a) this Gaussian function centers
at 3.5 A˚, in panel (b) at 3.3 A˚.
6.3 Understanding the Results: Harmonic Oscilla-
tors
To understand the features of a KER spectrum, a single channel model (without index
γ) is employed. Namely, there is only one final state f in the current model and
its potential is chosen to be Coulomb repulsion (2/R in atomic units). Potentials Vi
and Vd are chosen to be those of harmonic oscillators with the same curvature (see
Fig. 6.2). They could be centered at the same R, i.e. vertically shifted parabola, or
at different R, i.e. displaced parabola. In the former example, only one vibrational
level is populated state d after photoionization, while in the latter example, there are
many different vibrational levels coherently populated on state d and hence forms a
wave packet. The decay rate Γ is chosen to be 200 meV, the same as the energy gap
between two adjacent vibrational levels of the potentials, e.g. Vd.
We begin with the example of vertically shifted parabola, where only the lowest vi-
brational level |nd〉 is populated on state d after photoionization. Correspondingly,
no nuclear dynamics takes place on Vd, and the intermediate state population simply
decays exponentially. What to expect for such a simple case? The KER spectrum
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shown in Eq. (6.19) can be solved analytically, yielding
σKER(EKER) = |〈EKER|nd〉|2 ,
which is the usual Franck-Condon factor [67]. Interestingly, for such a simple case
where |ψd〉 is an eigenstate, the KER spectrum does not depend on the decay rate Γ.
In other words, the finite lifetime of the intermediate state d does not broaden the KER
spectrum. On the other hand, the electron spectrum can also be evaluated analytically,
and it yields [67]
σe(Ee) =
∫ ∞
−∞
dE ′
Γ/(2pi)
E ′2 + Γ2/4
|〈EKER|nd〉|2
=
∫ ∞
−∞
dE ′
Γ/(2pi)
E ′2 + Γ2/4
σKER((End − V ∞f )− (Ee − E ′))
=
∫ ∞
−∞
dE ′
Γ/(2pi)
E ′2 + Γ2/4
σmKER(Ee − E ′) .
where E ′ = EKER + V
∞
f + Ee − End and σmKER denotes the mirror imaging of KER
spectrum. In this case, the electron spectrum is the mirror image of its correspond-
ing KER spectrum and additionally is convoluted with a Lorentzian function with a
FWHM of Γ to account for the finite lifetime broadening.
Numerical results for such a simple case are shown in Fig. 6.3 (a). The mirror image
of the numerical electron spectrum, computed by Eq. (6.16), is denoted as “predicted
KER”. Obviously, the exact KER spectrum is narrower and exhibits a nodal structure
at its high-energy wing being a fingerprint of the dissociative eigenfunctions of state
f . Accordingly we have this KER spectrum convoluted with a Lorentzian of FWHM
Γ, and it reproduces exactly the classically predicted KER spectrum.
Shifting the equilibrium distance of Vi to smaller values (3.3 A˚), introduces nuclear
dynamics of |ψd(t)〉 on the decaying state d. The decay process now becomes more
intricate even for a constant Γ and harmonic curves. The electron spectrum exhibits
two humps, which are composed by the vibrational progression stemming from many
vibrational levels of state d and the discrete continuum functions of state f , see the
blue curve in Fig. 6.3 (b). Interestingly, the exact KER spectrum essentially consists of
a small and a pronounced sharp peak at low energy and a long high-energy tail, instead
of resembling the classically predicted mirror imaging of the electron spectrum. These
two peaks are contributed by the decay of |ψd(t)〉 at the classical turning points and
was proved by tracing the time-resolved KER spectrum.
As a conclusion in this section, it has been proven that quantum effects can be sub-
stantial and break the classical picture. In consequence, the mirror image principle
holds only when the populated vibrational levels of state d are quasi-degenerate (as if
only one vibrational level is populated) and the decay process is slow so that the finite
lifetime broadening is negligible [66, 67]. These conditions are not always fulfilled in
an electronic decay process, see Sec. 6.5 for comparison with experiments.
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Figure 6.3: The electron and KER spectra of model studies, computed via Eqs. (6.19)
and (6.16). The potential energy curves and Γ and are given in Fig. 6.2. The spectra
shown in panel (a) and (b) are the result of a vertically shifted parabola and the result
of a displaced parabola, respectively. The exact KER spectra (in the left hand side
of both panels) in both cases differ remarkably from the classically predicted KER
spectra, obtained by mirroring the electron spectra.
6.4 Time-Resolved KER and Electron Spectra
As techniques for measuring the time-resolved spectra are within reach [55, 73, 74], it
becomes more and more relevant to investigate how a spectrum develops in time due
to those valuable insights (into nuclear dynamics) that a time-resolved spectrum can
provide. Naturally, both the KER and electron energy distributions can be used for
tracing the molecular motion through measuring the time-resolved spectra. However,
as it was already pointed out in Eq. (6.15) and Eq. (6.18), the time-resolved elec-
tron spectrum shows the population of the final state f , while the time-resolved KER
spectrum measures the accumulated generalized Franck-Condon factor, leading to the
information on the nuclear dynamics of the intermediate state d.
In this section, the differences between these two spectra will be illustrated by showing
their evolution in time. To proceed, the Auger decay process
CO+(C 1s−1)→ CO2+( 3Σ−) + e−
is chosen as an example. Potential curves of the involved states were already depicted
in Fig. 6.1, and the total Auger width is 95 meV for this process [22]. The KER
distribution of this channel has been observed in experiment and it was found to be a
broad distribution (with low intensity) above 10 eV [19].
The numerical results are presented in Fig. 6.4: Panels (a) and (b) show the time-
resolved KER spectrum and the time-resolved electron spectrum, respectively. Both
time-resolved spectra finish to develop within 100 fs, and the electron spectrum is
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Figure 6.4: Numerical time-resolved KER and electron spectra of channel CO+ →
CO2+( 3Σ−) + e−. (a) Time-resolved KER spectrum. It is distributed broadly in
energy due to the repulsive potential of the final state. In this case, the peak intensity
increases over time until it is converged, i.e. the state CO+ is completely depopulated.
(b) Time-resolved electron spectrum. It is slightly broader than the corresponding
KER spectrum. Both spectra converge before 100 fs, and no mirror image relation is
found.
slightly broader than the KER spectrum. However, the difference between the two
time-resolved spectra is not very pronounced in Fig. 6.4 due to the purely repulsive
final state potential. To overcome this problem, we introduce the concept of “finite
difference of spectra,” which also allows us to relate the time-evolution of a spectrum
to the motion of |ψd(t)〉. The finite difference of spectra is defined as
∆σ
∆t
=
σ(t2)− σ(t1)
t2 − t1 . (6.21)
We will set t2 = t and t1 = t− 1 fs, so the finite difference of the time-resolved spectra
is merely the difference of the spectra between t− 1 fs and t.
For the time-resolved KER spectrum, the finite differences are shown in Fig. 6.5(a).
The peak swings back-and-forth in the energy interval from 10 to 13.4 eV, which are
contributed from the decay of wave packet |ψd(t)〉 at the classical turning points. The
oscillation period of the wave packet motion is also immediately available from the
oscillation period shown in Fig. 6.5(a), namely 14 fs. In addition, due to depopulation
of the state d, the quadrature (area) of the peak decreases monotonously over time.
The peak also continuously spreads wider over the KER energy, which is an evidence
for the dispersion of |ψd〉.4 Overall, measuring the time-resolved KER spectrum allows
one to trace the wave packet’s motion in the intermediate state.
The differential electron spectrum depicted in Fig. 6.5(b) also indicates the oscillation
period of |ψd〉. However, the evolution of the peak in panel (b) is rather non intuitive.
4The wave packet dispersion is not observable in the current CO case, but it is very pronounced
in the ICD following Auger decay in NeAr due to the flat potential curves there.
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Figure 6.5: Finite difference of the time-resolved KER spectrum, panel (a), and elec-
tron spectrum, panel (b), within the first 14 fs. The development of the spectrum
in panel (a) can be related to the motion of |ψd(t)〉: the period of oscillation, the
depopulation of state d, and the dispersion of the wave packet. Finite difference of
time-resolved electron spectrum (b) shows a strange development within the first 2 fs:
a broad distribution followed by a narrow distribution. This strange development can
be explained by the interference effect (see text and Fig. 6.6), which comes from the
final state wave packet.
Take the peak at 1 fs and at 2 fs for example: the peak is very broad in the beginning
but then quickly becomes narrow. This strange development is related to the physical
meaning of the time-resolved electron spectrum, which is known as the final state
population in time [26], see also Eq. (6.15). It is shown in Eq. (6.3) that |ψfγ (Ee, t)〉
is generated from |ψd(t)〉 and is then propagated by Hˆfγ + Ee. Therefore, there is a
unique interference between the propagated |ψfγ (Ee, t)〉 and the incoming source term
Wˆd→fγ |ψd(t)〉. This interference sometimes can lead to the final state’s depopulation if
the source term has a different phase than the final state wave packet. This phenomenon
leaves a trace which becomes more evident if we zoom in to Fig. 6.5(b), see Fig. 6.6.
When t increases, the peak moves toward smaller electron energies, and there is a
negative tail on the right hand side of the peak. This negative part is caused by
a destructive interference, appearing only in the electron spectrum but not in the
KER spectrum. In fact, we can take the finite difference of the spectrum to the limit
∆t → 0, i.e. taking the time derivative of the spectrum. The time-derivative of the
KER spectrum yields
∂
∂t
σ
(γ)
KER = 2pi|〈EKER|Wd→fγ |ψd(t)〉|2
while the electron spectrum gives
∂
∂t
σ(γ)e = 2 Im[〈ψfγ (Ee, t)|Wd→fγ |ψd(t)〉] .
This shows that a part of the relative phase information can be extracted from the
time-derivative electron spectrum, but not from the time-derivative KER spectrum.
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Figure 6.6: Zoom of Fig. 6.5 (b). The peak moves to lower electron energies within 2 to
6 fs, and there is always a negative tail at the right hand side of the peak. This negative
value stems from the interference term 2 Im[〈ψf(Ee, t)|Wd→f |ψd(t)〉] (see text).
6.5 Electron and KER Spectra of an Auger and an
ICD Processes
As already mentioned in Sec. 6.3, the KER spectrum in principle is not the mirror
image of the electron spectrum. Only when the finite lifetime broadening is negligible
and populated vibrational levels are quasi-degenerate, the mirror image principle holds.
Such special case occurs for ICD processes between noble gas dimers but usually not
for dissociation following a molecular Auger process.
Let us now compare these two situations, namely a molecular Auger decay and an ICD
process. The molecular Auger channel is chosen as CO+(C 1s−1) → CO2+(2 1Σ+) +
e−, whose electron and KER spectra have been measured [18, 19]. Potential curves
(Fig. 6.1) and Γ (95 meV) are taken from literature [22, 71]. Since the final state is
not purely repulsive, there are at least two resonances in the final state CO2+(2 1Σ+)
[18], i.e. the dotted line in Fig. 6.1. According to Ref. [18], this quasi-bound state then
couples to the purely dissociative state CO2+(3Σ−), i.e. the solid curve in Fig. 6.1,
which leads to the dissociation limit C+(2P ) + O+(4S). In principle, the simulation
of KER should include this coupling process. On the other hand, it is known that
the spin-orbital coupling is not strong in the current process. Hence, we assume that
the coupling does not change the local potential but merely shifts the spectrum to a
dissociation limit of C+(2P ) + O+(4S). Under this assumption, the numerical KER
spectra can be evaluated again directly by Eq. (6.19) and additionally convoluted with
a Gaussian of 0.15 eV FWHM to compare with experiment. The result is depicted
by the red-solid curve in Fig. 6.7(a), which agrees surprisingly well with experiment
(open circles). The pronounced three peaks in the spectrum were assigned to the three
resonance levels of the final state CO2+(2 1Σ+) [19]. Different from the KER spectrum,
the numerical electron spectrum is essentially a single peak structure (see Fig. 6.7(b)
blue curve), due to the fact that the potentials of the intermediate state and the final
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Figure 6.7: Computed and experimental KER and electron spectra for two different
processes. Upper panels are spectra of Auger process in CO: CO+ → CO2+(2 1Σ+)
+ e−. Lower panels are spectra of ICD in NeAr following the K-LL Auger decay of
Ne: Ne2+(2s−12p−1 1P )Ar → Ne2+(2p−2 1D)-Ar+(3p−1)+ e−. (a) Auger KER spectra.
The experimental result is taken from Ref. [19], and the computed KER spectrum (red
curve) is convoluted with a Gaussian of 0.15 eV FWHM in order to compare with
the experiment. (b) Auger electron spectra. The experimental result is taken from
Ref. [18]. The numerical result is calculated by using Eq. (6.16) (blue curve) and addi-
tionally convoluted with a Gaussian of 0.68 eV FWHM to account for the experimental
resolution (orange curve). Clearly, the electron and KER spectra are far from being
the mirror image of each other. (c) ICD KER spectra. Shown are the KER spectrum
calculated via Eq. (6.19) (red curve) and the mirror imaged ICD electron spectrum,
evaluated by Eq. (6.16), to provide the predicted KER spectrum (black curve). In this
example the prediction of classical theory works very well and the electron and KER
spectra are the mirror image of each other. (d) The experimental KER spectrum [57] is
compared with the predicted KER spectrum, obtained by convoluting the black curve
in panel (c) with the experimental resolution 0.7 eV FWHM [57].
state are almost parallel in the Franck-Condon region. This numerical spectrum then
is convoluted with a Gaussian resolution function, and the outcome agrees well with
the experiment [18]. Regardless of the experimental resolution, it is obvious from these
calculations that the KER and Auger electron spectra are far from being the mirror
image of each other as expected classically.
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Contrary to the molecular Auger process, the electron and KER spectra obtained
for the ICD processes in noble gas dimers are usually considered to be the mirror
images of each other. The ICD process of interest is, of course, the ICD channel 1.
Namely, Ne2+(2s−12p−1 1P )Ar → Ne2+(2p−2 1D)-Ar+(3p−1)+ e− following the Auger
decay of Ne+(1s−1), which were discussed in Ch. 3 and Ch. 4 . With the plausible fast
Auger decay assumption and the value of Γ suggested in Ref. [57], the computed KER
spectrum shown in Fig. 6.7 (c) agrees well with the predicted KER spectrum, which
is the mirror image of the numerical electron spectrum. This agreement is due to the
facts that the potential Vd is very shallow and the rate Γ is rather small. Consequently,
several quasi-degenerate vibrational levels of Vd are initially populated, and the system
behaves as if a single effective level is populated. A comparison with the experiment
is provided in Fig. 6.7(d).
6.6 Summary
For decay processes where electrons are emitted and molecular fragmentation occurs,
the fully time-dependent approach for calculating the (time-resolved) KER spectrum is
discussed in detail. A numerically efficient expression for obtaining the (time-resolved)
KER spectrum is derived. It has a vivid physical interpretation: the spectrum is given
by the accumulated generalized Franck-Condon factor [66, 67]. On the other hand, the
time-resolved electron spectrum is known from the final state population [26]. The two
spectra have different physical interpretations and it can be shown that they are not
the mirror image of each other in systems with pronounced quantum effects, e.g. the
Auger decay followed by molecular fragmentation in CO [18, 19]. The empirical mirror
image principle holds for the two spectra of a diatomic system only if the populated
levels of d are quasi-degenerate and the decay width is rather small, e.g. ICD [8] or
ICD after Auger [11, 57].
Additionally, the time-resolved KER and electron spectra are compared. It is found
that they are rather similar, due to the repulsive final state potential. Consequently,
a method for comparing the time development of these spectra is proposed, namely
evaluating the change of the time-resolved spectrum during a small but finite time
interval. It is found that such a ”finite differences spectrum” can provide valuable
insight into the nuclear dynamics, especially for the wave packet motion of |ψd(t)〉.
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Resonant Auger Processes in
Intense X-Ray Laser Fields
When a core electron of an atom (or molecule) is excited by an external laser field, the
core excited atom can relax via electron emission, that is, a resonant Auger process
[3, 21, 26, 75–82]. It is known that the energy spectrum of an electron emitted in
such a resonant Auger process depends very much on the incident photon energy and
bandwidth. For example, a well-known feature, termed Auger resonant Raman effect
(ARRE), has been observed: the emitted electron energy becomes a function of the
detuned photon energy of the exciting radiation [3], and a narrow photon bandwidth
causes an Auger line width narrower than the natural decay width [75]. These ex-
periments [3, 21, 26, 75–82] were performed with laser intensities that can be treated
within the usual perturbative regime.
In this chapter, we will leave this perturbative regime and discuss what will happen
when an intense laser pulse interacts with a molecule. Interest in this topic originated
mainly due to the availability of the 4th generation X-ray free-electron lasers (FELs)
[83–85]. These new light sources provide a peak brilliance of up to 109 times higher
than the current synchrotron radiation. For example, a pulse intensity of 1018 W/cm2
is reported in Ref. [86]. The interaction between an atom (or a molecule) and such an
intense pulse is nonlinear, and consequently the first order time-dependent perturbation
theory, i.e. the Fermi’s golden rule, is no longer suitable for such a strong interaction.
In this case, it has been proposed theoretically [52] that the resonant Auger process
from the Ne ground state to Ne (1s−13p) starts undergoing Rabi oscillation at high X-
ray intensity. Interesting phenomena have been found like the appearance of multipeak
Auger spectra [52, 87] and the interference effect due to the direct photoionization [88].
Pursuing this example, we will first extend this idea to diatomic molecules which un-
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dergo resonant Auger decay under an intensive and coherent laser pulse. The diatomic
molecule HCl is chosen as an illustrative example due to the simple structure of its spec-
trum, and the idea of light-induced strong non-adiabatic effects for diatomic molecules
[34, 89] will be explained in detail. Then, the influence of direct photoionization, which
is not included in Ref. [34], will be investigated at the end of this chapter.
Before we begin, there is one more issue regarding the experiments with the 4th gener-
ation FELs. The pulses [83–85] built based on the so-called self-amplified spontaneous
emission (SASE) are found to be completely chaotic, namely each pulse is full of ran-
dom spikes with random amplitudes [90]. In addition, the X-ray pulse will be reshaped
during the propagation through a resonant medium [40, 91]. For such a chaotic pulse,
Nina Rohringer and Robin Santra proposed two different ways to perform an exper-
iment [90]. On one hand, there is a single-shot experiment, i.e. one performs only
once the experiment and tries to understand the result based on every detail of the
specific pulse used in that experiment. On the other hand, one can perform many times
the same experiment and build up a statistical description. The second approach is
extremely useful if one only knows that the statistically averaged pulse envelope is a
Gaussian function but has no details on any single pulse. In addition, two kinds of
numerical simulations were also reported in Ref. [90]. One is an ensemble averaged
result, calculated via many random pulses. The other is a single simulation result,
calculated from an averaged pulse envelope, which is a Gaussian function. It is shown
in Ref. [90] that a calculation1 via the averaged pulse envelope, i.e. no spikes, is suffi-
cient to describe the interaction between atoms and FEL pulses based on SASE. Due
to the chaotic behavior, experiments and calculations become more cumbersome as
described in Ref. [90]. In order to stabilize the pulse, work is under way for building
FEL pulses by a “seeding” procedure [92]. Such a pulse will provide a coherent light
source without spikes and allows one to concentrate on the physics of a single molecule
interacting with a coherent, smooth pulse. In the following discussion, we will also
consider a single molecule interacting with a coherent, smooth FEL pulse.
7.1 The HCl System
Among all the studies of resonant Auger processes, the molecule HCl has attracted
a lot of attention [25, 93–98] due to its unique dissociative intermediate states, e.g.
HCl(2p−13/2σ
∗). In this case, the intermediate state d, viz. HCl(2p−13/2σ
∗), undergoes both
electron emission and molecular fragmentation due to its repulsive potential curves, see
Fig. 7.1. The competition between fragmentation and electron emission results in a
simple structure of the resonant Auger electron spectrum. Namely, the Auger electron
spectrum can be separated into the molecular background, which comes from the Auger
decay before dissociation, and a unique atomic peak, which comes from the electron
1except for the populations of core-hole states
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Figure 7.1: Potential curves of the resonant Auger process HCl (ground state) →
HCl(2p−13/2σ
∗). The ground state potential Vi and the intermediate state potential Vd of
the Cl 2p→ σ∗ core-excited state, i.e. HCl(2p−13/2σ∗), are taken from Ref. [25]. The final
state potential Vf of HCl
+(2Σ−) is taken from [99]. This example is very interesting
because both the intermediate state and final state are repulsive. The potential energy
difference Vd − Vf in the asymptotic region (R → ∞) is 180.7 eV, according to the
experiments [25].
emission after dissociation [25, 82, 94].
To have a short review on resonant Auger processes in HCl, the measured electron
spectrum, taken from [25], is depicted in Fig. 7.2(a). The experiment was performed
under the resonant photon energy ω=201 eV for the process HCl → HCl(2p−13/2σ∗).
Eight peaks are labeled in panel (a). Peaks 1-5 result from the atomic limits of the res-
onant Auger processes. They are the fingerprints of the dissociative intermediate state
d. The other peaks i-iii, are produced exclusively by the photoionization process [25].
Following the analysis in Ref. [25], we associate each individual peak with its possible
channels, see Table 7.1. Also, under the one electron picture, the photoionization pro-
cess and the resonant Auger processes access different ionic final states. Unfortunately,
there are still many final states, e.g. 4Σ−, 2Σ−, 4Π, 2∆, (2) 2Σ+, (3) 2Π, (3) 2Σ+, whose
potentials lie in the same energy range, see Fig. 7.3, and consequently it is impossible
to distinguish individual final state contribution from experiments. Most literature
studies hence rely on numerical simulations to suggest the shape of a chosen final state
[25, 97, 98] without considering the absolute intensity.
To carry out our simulations, the first issue is to choose a channel and its transition
rate. Here we have chosen the channel HCl(2p5σ∗) → HCl+(2Σ−), which dissociates
into Cl+ (3p−2 3P ) and H. Potential curves for this channel are depicted in Fig. 7.1. The
potential curves Vi and Vd for the ground state and intermediate state [HCl(2p
−1
3/2σ
∗)] are
taken from Ref. [25], while the final state [HCl+(2Σ−)] potential is taken from Ref. [99].
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Figure 7.2: The experimental observation of the electron spectrum measured from
HCl(2p−13/2σ
∗) under the photon energy ω = 201eV. In panel (a) the total electron
spectrum, which is taken from Ref. [25], is depicted. Eight major peaks are labelled and
can be divided into two groups: the photoelectrons, labelled by the Roman numerals,
and the resonant Auger electrons, labelled by the Arabic numerals. Detailed labels for
each peak are given in Table 7.1. The spectrum shown in panel (a) is then decomposed
into the photoelectron and resonant Auger spectra, shown in panel (b). The former is
also taken from Ref. [25].
Line Process Final States Dissociation limit (Cl+)
1
resonant Auger
4Σ−, 2Σ−, 4Π 3p−2 (3P )
2 2∆, (2) 2Σ+, (3) 2Π 3p−2 (1D)
3 (3) 2Σ+ 3p−2 (1S)
4
not listed
3s−13p−1 (3P )
5 3s−13p−1 (1P )
i
photoionization
2pi−1 (X 2Π)
bound statesii 5σ−1 (A 2Σ+)
iii 4σ−1 and satellites
Table 7.1: The channel analysis based on Refs. [25, 99].
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Figure 7.3: Potential curves of HCl+. Bound states X 2Π and A 2Σ+, depicted by
dashed lines, are populated exclusively by direct photoionization. The state (2) 2Π,
depicted by the dotted line, converges to a different dissociation limit, viz. H+ +
Cl(2P ), which is not populated. All other states, depicted by solid lines, are populated
via resonant Auger processes. The four red curves are (energetically from low to high)
4Σ−, 2Σ−, 4Π, 2∆ as listed in the legend. Similarly, the two solid blue curves depict
(2) 2Σ+ and (3) 2Σ+, and are sorted according to ascending energy. All these curves
are taken from Ref. [99].
This channel has an atomic Auger peak at 180.7 eV [25], see also Fig. 7.2. How to
obtain the transition rate of this channel? The transition rate can be evaluated via
multiplying the total Auger width (or Auger transition rate), which is suggested to be
90 meV from the experiments [25], with the branching ratio, i.e. the percentage going
into the channel. To obtain the branching ratio into HCl+(2Σ−), the resonant Auger
spectrum is separated from the ionization contribution, see Fig. 7.2(b). Unfortunately,
due to many final states lying in the same energy range, we can only estimate the
averaged branching ratio for a single final state. The quadrature of the Cl+ (2p−2)
spectrum, between 175 eV and 181 eV, is 92.27 % of all quadrature available from the
current resonant Auger spectrum. If the states are assumed to be equally populated,
the averaged branching ratio is 7.098 % for a single non-degenerate final state, e.g.
2Σ−. The transition rate of this state is then 6.39 meV.
The transition dipole moment is also required for simulating the resonant Auger pro-
cess. Due to the spin-orbit coupling, the relativistic transition dipole moment to the
excited state HCl(2p−13/26σ
∗) is 0.02877 a.u. [100], which is significantly smaller than
the one for the major configuration HCl(2p pi−16σ∗ 1Π), which is 0.0365 a.u. [100].
For most of our simulations the relativistic transition dipole moment (0.02877 a.u.)
is used. The non-relativistic transition dipole moment is only employed to show the
influence of using an inaccurate transition dipole moment. Finally, when the direct
photoionization is considered, the photoionization cross section σi (0.0152317 a.u.) is
evaluated from the oscillator strength density df(ε)
dε
(0.003886 eV−1) [101] according to
the formula σi =
2pi2
c
df(ε)
dε
[102].
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X
Y
Z
Z'
Figure 7.4: A diatomic molecule in the laboratory frame. The origin is chosen at the
center of mass. The orientation of the internuclear axis Z’ can be described by the
angles θ and φ, which are the usual variables for spherical coordinates. The angle
between the internuclear axis Z’ and the lab Z axis is θ. The projection of the axis Z’
onto the X-Y plane and the X axis define another angle φ.
7.2 Theory
A time dependent approach for the resonant Auger process in the a weak laser field
regime has been reported in Ref. [26]. It is almost identical to what was introduced
in Ch. 2, except that the initial process now is a photoexcitation process instead of a
photoionization process, i.e. no photoelectron is produced, and now the decay process
is a single step decay instead of a cascade decay. The total wave function ansatz for
the current system of interest reads [26],
|Ψ(t)〉 = |ψi(t)〉|φi〉 + |ψd(t)〉|φd〉 +
∑
γ
∫
dEe |ψfγ (Ee, t)〉|φfγ , Ee〉 , (7.1)
where |φα〉 and |ψα〉 denote the electronic and nuclear wave functions of state α, re-
spectively, with α = i, d. Due to the presence of the emitted Auger electron, the final
states are embedded in the continuum, and |φfγ , Ee〉 denotes the electronic wave func-
tion of state fγ combined with the wave function of the emitted Auger electron, having
a kinetic energy Ee. The amplitude to have such an electronic state is then given by
the nuclear wave function |ψfγ (Ee, t)〉, which depends on Ee. After the center-of-mass
motion is separated, all the nuclear wave functions depend on the variables R, θ, and φ,
where R denotes the internuclear distance, and θ and φ describe the orientation of the
internuclear axis (Z’) in the laboratory frame, see Fig. 7.4 for illustration. However, one
should keep in mind that for more and more intense fields the direct photoionization
of the valence electrons will become more and more important, and in consequence the
ansatz shown in Eq. (7.1) will become invalid. For simplicity, here we first concentrate
on only the resonant Auger process, as is usually done for weak laser pulses [26] as a
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starting point to investigate what can happen under intense laser fields. The process
including the direct photoionization will be discussed in Sec. 7.4.
Following the same procedure as described in Ch. 2, the EOMs for the nuclear wave
functions are
i|ψ˙i(t)〉 = Hˆi|ψi(t)〉+ Fˆ †(t)|ψd(t)〉 (7.2)
i|ψ˙d(t)〉 = Fˆ (t)|ψi(t)〉+ (Hˆd − iΓ
2
)|ψd(t)〉 (7.3)
i|ψ˙fγ (Ee, t)〉 = Wˆd→fγ (Ee)|ψd(t)〉+ (Hˆfγ + Ee)|ψfγ (Ee, t)〉 , (7.4)
where the decay rate Γ and the matrix element Wd→fγ are connected by
Γ =
∑
γ
2pi|Wd→fγ |2 .
The interaction between the molecule and the external laser field is given by
Fˆ (t) = µ · E(t) ,
where µ denotes the transition dipole moment 〈Φd|Dˆ|Φi〉, where Dˆ is the electric dipole
operator, and E(t) denotes the external laser electric field.
How to choose the external laser electric field? To keep the model simple, we begin with
linearly polarized light for which the electric field is oscillating in the Z direction with
an amplitude ε0, and the light itself is propagating in the X direction of the laboratory
frame. In addition, the pulse is assumed to have a Gaussian envelope g(t), and hence
the laser electric field reads
E(t) = ε0 cos(kx− ωt)g(t)zˆ , (7.5)
where zˆ is the unit vector in the Z direction. x, k, and ω are the X coordinate of the
Lab frame, the wave number of the pulse, and the incident photon energy, respectively.
The pulse envelope g(t), whose duration is much longer than the oscillation period of
cosωt, is often chosen as a Gaussian function, namely g(t) = e−(t/τ)
2
. For such a pulse,
the cycle-averaged intensity of the laser field reads
I(t) =
1
8piα
ε20g
2(t) , (7.6)
where α is the fine structure constant. Since the pulse is time-dependent, comparing
the pulse intensities of two different pulses has to be done at the same t. The easiest
choice is to compare the maximum (peak) intensity, which is the intensity of the top
of the envelope, i.e. when g2(t) = 1. Hence the pulse intensity will be referred to the
maximum intensity hereafter.
How to evaluate Fˆ (t) for a given electric field as shown in Eq. (7.5)? The molecule,
located at the center of the Lab frame, is composed of atoms at different coordinates (in
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the Lab frame). Each atom experiences an electric field depending on its coordinate x,
the magnitude of which is around the same size of the molecule, e.g. HCl bond length
is 1.28 A˚. For photon energies of interest, i.e. around 201 eV, the wavelength of the
photon (61.8 A˚) is still much larger than this size. Hence the term kx is negligible
inside the molecule, yielding
cos(kx− ωt) ' cos(ωt) ,
which is often called the long wavelength approximation [37, 38]. In consequence,
the whole molecule experiences the same field strength. Additionally, cos(ωt) can be
separated into
cos(ωt) =
1
2
e−iωt +
1
2
eiωt ,
where the first term is dominant in a photon absorption process, while the second term
is dominant in a photon emission process [37, 38]. Keeping only the dominant term,
according to the process of interest, is called the rotating wave approximation [37, 38].
Let us take Fˆ (t)|ψi(t)〉, shown in Eq. (7.3), as an example. This term describes a photon
absorption process from state i to state d, and under the mentioned approximations,
it reads
Fˆ (t)|ψi(t)〉 = V (θ, t)e−iωt|ψi(t)〉 , (7.7)
where
V (θ, t) = µ · zˆ ε0
2
g(t) .
The term V (θ, t) can be further simplified by evaluating the inner product µ · zˆ. The
transition dipole moment of a diatomic molecule is either parallel, e.g. Σ to Σ transi-
tion, or perpendicular, e.g. Σ to Π transition, to the molecular axis. If the transition
dipole moment with magnitude µ is parallel to the molecular axis, the term µ · zˆ results
in2 µ cos θ, see Fig. 7.5.
On the other hand, if the transition dipole moment is perpendicular to the molecular
axis, the situation is not so trivial. Let us explain. In Fig. 7.5, the other two axes of the
molecular frame can be chosen freely as long as they are perpendicular to the molecular
axis Z’. A usual choice is to keep one of the molecular axes always perpendicular to
the laboratory Z axis, and the other one always coplanar with the Z-Z’ plane. Fig. 7.5
is a snapshot of the molecular rotation when the molecular Z’ axis lies in the Y-Z
plane. Only half of the molecule is depicted here. The molecular X’ axis is chosen to
be coplanar with the Z and Z’ axes, so that the molecular Y’ axis, currently pointing
outside the paper, is perpendicular to the laboratory Z axis.
Due to rotational symmetry around the Z’ axis, the Π state is doubly degenerate in
the X’ and Y’ direction, but only one micro-state of Π (X’) is going to be populated
when we choose a linearly polarized light in the laboratory Z direction, because the
2µ = |µ|
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Figure 7.5: A snapshot of the molecular rotation in the molecular frame detail showing
only half of the molecule. The molecule rotates in the laboratory frame and at some
point its molecular axis Z’ lies on the Y-Z plane. The other two molecular axes then
can be chosen as follows: X’ being coplanar with the Y-Z plane, and Y’ (shown by the
black circle) pointing outside the Y-Z plane. With this choice, the molecular Y’ axis is
perpendicular to the laboratory Z axis all the time during the molecular rotation, and
the molecular X’ axis is always coplanar with the Z-Z’ plane.
other (Y’) is always perpendicular to the Z axis. In consequence, the transition dipole
moment with magnitude µ perpendicular to the molecular axis provides µ · zˆ = µ sin θ.
In the case of core-excited HCl(2p−13/26σ
∗), the leading configuration is a Π state, and
hence µ · zˆ = µ sin θ is used in our calculation. Using Eq. 7.7, the EOMs now read
i|ψ˙i(t)〉 = Hˆi|ψi(t)〉+ V (θ, t)eiωt|ψd(t)〉 (7.8)
i|ψ˙d(t)〉 = V (θ, t)e−iωt|ψi(t)〉+ (Hˆd − iΓ/2)|ψd(t)〉 (7.9)
i|ψ˙fγ (Ee, t)〉 = Wˆd→fγ (Ee)|ψd(t)〉+ (Hˆfγ + Ee)|ψfγ (Ee, t)〉 , (7.10)
where
V (θ, t) =
ε0
2
g(t)µ sin θ .
As before, the initial wave packet is chosen as the lowest vibrational eigenfunction of
state i, |ψi(0)〉 = |χi(ν = 0)〉, while other nuclear wave functions are initially zero.
In principle Eqs. (7.8–7.10) can be employed as the working equations without any
modification. In practice, one likes to smooth the time-dependent part of the Hamil-
tonian to improve the numerical stability. For example, the phases e±iωt appearing in
Eqs. (7.8-7.9) can be removed by replacing the wave functions |ψd(t)〉 and |ψf(Ee, t)〉
by e−iωt|ψ˜d(t)〉 and e−iωt|ψ˜f(Ee, t)〉. Consequently, the working equation of the final
state becomes
i| ˙˜ψfγ (Ee, t)〉 = Wˆd→fγ (Ee)|ψ˜d(t)〉+ (Hˆfγ + Ee − ω)|ψ˜fγ(Ee, t)〉 , (7.11)
where |ψ˜d(t)〉 and |ψ˜fγ (Ee, t)〉 are the dressed nuclear wave functions of states d and
f . Additionally, the working equations of the coupled first two states (i and d) can be
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grouped together and written as
i|ψ˙id(t)〉 = Hˆid(t)|ψid(t)〉 , (7.12)
where |ψid(t)〉 is a column vector with components |ψi(t)〉 and the dressed nuclear wave
function |ψ˜d(t)〉. The 2-by-2 Hamiltonian matrix reads
Hˆid(t) = TˆN +
(
Vi(R) V (θ, t)
V (θ, t) Vd(R)− iΓ/2− ω
)
. (7.13)
Here, TˆN is the common nuclear kinetic energy operator for the stretching motion
along the internuclear distance R as well as for the rotational motion. Vi and Vd are
the potential curves of the states i and d, respectively. The photon energy now appears
in Eq. (7.13), and this can be viewed as having an effective potential which is shifted
by ω from the original potential. In consequence, if one plots the effective potential
curves for the state i and the dressed state d, one immediately sees the intersections
between the potential curves.
Eq. (7.13) is also an exciting result because the Hamiltonian Hˆid is exactly the dia-
batic representation for two coupled electronic states [103, 104]. If V (θ, t) is not time
dependent, e.g. if g(t) = 1 for all t, and if there is no decay from state d to state f , i.e.
if Γ is zero, then the potential energy surfaces between the two coupled states exhibit
a conical intersection at V (θ) = 0 [89], i.e. θ = 0 in our case. The impact of such
light-induced conical intersections (LICI) on the molecular dynamics has been recently
demonstrated [89]. If we still keep g(t) = 1 but allow the presence of a non-vanishing Γ,
the situation becomes more complicated. The two adiabatic potential energy surfaces
in R and θ space (obtained by diagonalizing the potential energy matrix Hˆid− TˆN ) are
now complex and in consequence exhibit two intersecting points where the real as well
as the imaginary part of the two electronic energies are degenerate [104]. Take g(t) = 1
and the pulse intensity 1019 W/cm2 for example. The adiabatic potential surfaces of
the HCl ground state and the dressed HCl core excited state are depicted in Fig. 7.6.
The left panel shows the real part of the two adiabatic potential energy surfaces, and
a seam of intersection is clearly depicted in the zoomed inset. Due to the presence of
a decay rate, the imaginary parts of the two adiabatic potential energy surfaces also
intersect, as shown in the right panel. More importantly, the imaginary parts of the
potential surfaces do not intersect where the real parts of the surfaces intersect, ex-
cept at the two edges of the seams where both the real and the imaginary part of the
potential surfaces intersect. This analogue to a conical intersection in the continuum
has been termed [104] doubly intersecting complex electronic surfaces (DICES). Recall
that V (θ, t) actually depends on t, and hence the intersection positions of the DICES
vary with time (i.e. with the pulse). Therefore we speak of dynamic DICES, which are
induced by light, and this gives rise to dramatic dynamic effects.
The numeric solution of the equations of motion is carried out with the Heidelberg
Multi-Configuration Time-Dependent Hartree (MCTDH) package [105, 106], and as
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Figure 7.6: Adiabatic (effective) potential energy surfaces in HCl under an intense laser
field. When dressed by X-ray laser light of frequency ω = 201 eV and intensity 1019
W/cm2, the ground state and intermediate core excited state potentials become doubly
intersecting surfaces in R and θ space. Their real part is shown in the left panel and
the imaginary part in the right panel.
before, the resonant Auger electron spectrum for a single partial channel is computed
via
σ(γ)e (Ee) = lim
t→∞
〈ψfγ (Ee, t)|ψfγ (Ee, t)〉 = lim
t→∞
〈ψ˜fγ (Ee, t)|ψ˜fγ (Ee, t)〉 . (7.14)
Finally, there are two remarks. The first one concerns the numerical details. In the
MCTDH method [105, 106], the nuclear wave functions are always written in a product
form, for instance |ψi(t)〉 =
∑
j1,j2
Aj1,j2(t)|ϕRj1(R, t)〉|ϕθ,φj2 (θ, φ, t)〉. Aj1,j2(t) is the time-
dependent coefficient of a specific configuration, and each configuration is a Hartree
product of |ϕRj1(R, t)〉 and |ϕθ,φj2 (θ, φ, t)〉. The former denotes a one-dimensional single
particle function (SPF) of the stretching motion along R, and the latter denotes the
two-dimensional SPF for the molecular rotation, for which the underlying basis are
the usual spherical harmonics Ylm. However, only |Y00〉 or |Y10〉 will be populated by
a linear polarized light with a weak X-ray intensity3, and the standard treatment is
to write the wave function as a single Hartree product |χ(R, t)〉|Y00〉 or |χ(R, t)〉|Y10〉.
Projecting out the |Ylm〉, the effective equations of motion depend only4 on R for
each electronic state, and θ in the Hamiltonian is replaced by 〈Y00| sin θ|Y00〉 = pi/4
or 〈Y00| cos θ|Y10〉 = 1/
√
3.5 We refer to such a calculation as a 1D calculation since
the effective number of degrees of freedom is only one. Of course, the dynamic DICES
cannot be described in such calculations. On the other hand, many rotational levels
are accessible via non-linear processes under intense pulses, which introduces strong
rotations of the molecule. For this situation, it is necessary to keep θ as a variable
3The initial wave packet is chosen to be the product of |Y00〉 and the ground vibrational level of
the electronic ground state.
4For l 6= 0, one has an additional centrifugal potential l(l+1)2mR2 , where m is the reduced mass.
5Note that 〈Y00| sin θ|Y20〉 6= 0 but it is omitted due to the low population assumption.
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during the calculations, so that all the rotational levels can be populated according to
the selection rules. We call this a 2D calculation because two degrees of freedom (R and
θ) are included in the calculation. Note that the quantum number m, associated with
the variable φ, does not change after the excitation process, due to the fact that we
have chosen linearly polarized light instead of circularly polarized light in our example.
The second remark concerns Ref. [34], where we mistakenly took V (θ, t) ∼ cos θ, which
does not apply to HCl(2p−13/26σ
∗), due to the author’s neglect of considering the spin-
orbital coupling. Additionally, the transition dipole moment used in Ref. [34] is incor-
rect, namely it is three times larger compared to the actual nonrelativistic value. Using
a larger transition dipole moment µ results in a DICES effect of the same strength un-
der a weaker intensity. A transparent comparison of using different values of µ is given
in the next section.
7.3 Computations of the Molecular Resonant
Auger Process in HCl
Ion Yield and Rabi Oscillation
As we already mentioned, we first neglect the direct photoionization in the following
discussion and focus on the interplay between molecular dynamics and the external
pulse. To determine when the system enters the non-perturbative regime, the ion yield
(1 − limt→∞〈ψi(t)|ψi(t)〉 [52]) is investigated as a function of the pulse intensity, see
Fig. 7.7. Two pulse durations are taken: τ = 2 fs (a shorter pulse) and τ = 6.2 fs (a
longer pulse). For the shorter pulse, the ion yield obtained via a 2D calculation (black
solid curve) quickly deviates from the one evaluated by a 1D calculation (black circles)
at pulse intensities higher than 1016 W/cm2, and it also starts to oscillate due to the
fact that Rabi oscillation now can take place during the excitation process. In addition,
the 1D calculation exhibits oscillations with a larger amplitude than the other. The
disagreement between the two confirms that strong molecular rotation occurs and a
full 2D simulation is necessary to accurately describe the dynamics in the strong field
(intense pulse) regime.
The weak field regime refers to the intensity region where most of the population,
e.g. 90 percent, still remains in the ground state after interaction with the pulse. In
contrast, a strong field regime refers to the pulse intensity which is strong enough to
introduce Rabi oscillations or other nonlinear processes during an excitation process.
According to this definition, a pulse intensity like 1014 W/cm2 is still considered to be
weak (see the curves in Fig. 7.7), even though a laser field of this intensity is often
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Figure 7.7: Ion yield plotted against pulse intensity in logarithmic scale, for the reso-
nant Auger process of HCl(2p−13/26σ
∗). Black circles and the black solid curve show the
ion yields for a pulse duration τ = 2 fs, obtained by 1D and 2D calculations, respec-
tively. When the pulse intensity is above 1016 W/cm2, the two results start to deviate
from each other, and both exhibit oscillatory structures, which are the fingerprint that
Rabi oscillation takes place during the excitation process. Note that the 1D result has
a larger oscillatory amplitude than the 2D result. The ion yields for a longer pulse du-
ration (τ = 6.2 fs) are also depicted in the figure. Surprisingly, neither the 1D (orange
dotted curve) nor the 2D (orange dashed curve) simulation shows oscillatory character
in comparison with the shorter pulse.
hardly considered as a weak field. This is simply because the transition dipole moment
for the HCl core excitation is rather small.
Speaking of the oscillation feature of the ion yield, a similar feature was also found
in the atom case [52] and was explained by Rabi oscillation. The Rabi oscillation
concerns a two level system coupled by a pulse with photon energy on resonance, i.e.
the same as the energy gap between the two levels, and no decay process is considered
[38]. In such a model the ground state population oscillates in time, and the number of
oscillations corresponds to the Rabi cycles. After the pulse is over, the probability of
finding the population remaining in the ground state is related to the area of the pulse
[107].6 When the population is completely inverted, i.e. zero population remaining in
the ground state, the area of the pulse can be pi (half a Rabi cycle), 3pi(one and a half
Rabi cycles) and so on. Similarly, when the area of the pulse is 2pi (one Rabi cycle),
all the population returns to the ground state, and the excited state is not populated
when the pulse is over [107]. If the excited state decays, this oscillatory structure is
then represented in the resulting ion yield, and its maxima and minima are related
to the area of the pulse as well as to the number of half Rabi cycles which the atom
completes during the pulse [52]. Also, the maximal ion yield in an atomic level system
is always 1 since the ground state population can be inverted and decays completely.
6The dimensionless quantity termed “area” is defined as 1
~
∫
2µE(t)dt for an atomic level case.
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Figure 7.8: The HCl ground state population as a function of time. The pulse intensity
is chosen to be 6.5 × 1017 W/cm2, which corresponds to the third maximum of the
black solid curve in Fig. 7.7. The ground state population for a pulse duration of 2 fs
is depicted in panel (a), and the one for the longer pulse duration (6.2 fs) is depicted in
panel (b). The population indeed undergoes Rabi oscillations but they are much less
pronounced than what is known from atomic systems [52, 107].
The situation becomes more intricate for a molecule. First, shown in Fig. 7.7 is no
ordinary Rabi oscillation since the maximal ion yield never reaches 1. Second, the
extrema observed in Fig. 7.7 do not coincide with the number of half Rabi cycles. The
two differences can be seen also from the time evolution of the ground state population.
Take the ground state population of the third maximum (pulse intensity 6.5 × 1017
W/cm2) of the black curve in Fig. 7.7 for example. According to the atomic level
system, the third maximum ion yield is related to the 5th half Rabi cycle. However,
the time evolution of the ground state population, shown in Fig. 7.8 (a), is never
depleted completely and does not even stay in the third minimum (pointed out by an
arrow) when the pulse is over.
Ion yields for a longer pulse (6.2 fs) are also depicted in Fig. 7.7. The 1D (orange dotted
curve) and 2D (orange dashed curve) results deviate from the short pulse ones when
the pulse intensity is stronger than 1015 W/cm2. None of them shows a pronounced
oscillatory structure in comparison with the ion yields obtained for a shorter pulse.
Similarly, the time evolution of the ground state population in the longer pulse case
shows some sort of oscillation (pointed out by arrows) but its amplitude is not very
pronounced, e.g. see Fig. 7.8 (b) for a 2D calculation for the pulse intensity 6.5× 1017
W/cm2. In short, the atomic picture, based on a two level model, cannot explain our
molecular simulation, where both R and θ must be included for an intense pulse. As
we shall reveal, strong nonadiabatic effects dominate the molecular case.
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Figure 7.9: The resonant Auger spectra of HCl(2p−13/26σ
∗) in the weak field regime. The
parameters, e.g. the transition dipole moment and the decay rate, are illustrated in
Sec. 7.1. The pulse duration τ is chosen to be 2 fs, and the pulse intensity is chosen to
be 1014 W/cm2. The 2D calculation (multiplied by 42.97) with the full dynamics of R
and θ is shown by the black solid curve, and the 1D simulation (multiplied by 46.43) is
depicted by the black circles. The two spectra coincide with each other, showing that
mainly only the lowest rotational level |Y00〉 is populated under the weak external field.
Resonant Auger Spectra and the Pulse Intensity
Our particular interest is on the resonant Auger electron spectrum under an intense
laser field. For comparison, all Auger electron spectra will be scaled to the same height
(set maximum peak to 1) and the scaling parameter will be given in each figure caption.
The resonant Auger electron spectra obtained by the 1D and 2D calculation for a
shorter pulse (τ = 2 fs) with intensity 1014 W/cm2 are depicted in Fig. 7.9. In the 1D
calculation, only the lowest rotational level |Y00〉 is considered to be populated, and
〈Y00| sin θ|Y00〉 = pi/4 is used. The full 2D dynamics (R and θ) calculation coincides
with the 1D spectrum, confirming that shapes of resonance Auger spectra can be
obtained by numerically cheaper 1D simulations in the weak field regime.
Although a 1D simulation is sufficient to produce the shape of a spectrum for com-
parison with experiments that are performed under weak intensity, this procedure is
expected to be inaccurate when the pulse intensity increases because the molecular
rotation can then play a significant role. It is known that an atomic Auger spectrum
develops multi-peak structure along with the Rabi cycles [52], e.g. atomic Auger spec-
tra exhibit single, double, and triple peak structures while the pulse intensity reaches
the first three maxima of the ion yield. This is, however, not the case for the molecular
resonant Auger spectrum. Fig. 7.10 shows the resonant Auger spectra for the intensi-
ties corresponding to the first three maxima of the ion yield. Along with the increasing
pulse intensity, the spectrum broadens, but no multi-peak structure is found.
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Figure 7.10: The resonant Auger spectra of HCl(2p−13/26σ
∗) obtained via 2D simulation.
The pulse intensity is chosen to be 5×1016 (multiplied by 0.26), 2.75×1017 (multiplied
by 0.29), and 6.5 × 1017 (multiplied by 0.30) W/cm2, which corresponds to the first,
second, and third maximum of the ion yield, respectively. The spectrum becomes
broader with increasing intensity but no multi-peak structure is found, due to the
dynamic DICES effect.
This smooth broadening without peak splitting is purely due to the molecular dynamics
influence. In fact, as we already mentioned in Sec. 7.2, the molecular motion under a
strong laser field can be viewed as being caused by a strong nonadiabatic effect between
the ground state and the dressed excited state. Due to the decay of the dressed excited
state, the adiabatic surfaces of the two states have generally two intersections, and
hence the surfaces have been named DICES. It is the effect of DICES that keeps the
spectrum from splitting. This idea is supported by comparing the spectra evaluated
by 2D (DICES) and 1D (no DICES) calculations, see Fig. 7.11. Apart from the atomic
peak at 180.72 eV, the 1D simulation shows additionally two molecular peaks at 175.3
eV and 184 eV. The energy gap between the two molecular peaks depends on the pulse
intensity. In contrast with the 1D simulation (no DICES), the 2D spectrum shows
that DICES effectively quenches the peak splitting behavior and results in a smooth
broadening, i.e. a flat molecular background from 172 eV to 185 eV.
The strong molecular rotation induced by the external intense laser field is a crucial
step for light-induced DICES (or LICI). In Fig. 7.12 the distribution of the angular
momentum for the HCl ground state after the pulse (1019 W/cm2) is depicted. Even
though the angular momentum is chosen to be J = 0 for the ground state initial wave
packet, the angular momentum now has a wide distribution up to J = 40.
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Figure 7.11: The resonant Auger spectra of of HCl(2p−13/26σ
∗) obtained via 1D (black
circles) and 2D (black solid line) simulations under a pulse intensity of 1019 W/cm2.
The 1D and 2D results have been multiplied by 0.36 and 0.47, respectively, for compar-
ison. Both spectra spread over a large energy range. The pronounced peak at 180.72
eV is due to the atomic contribution. A zoom of the spectra focusing on the molecular
contribution is depicted in the inset. The 1D (no DICES) spectrum has an obvious two
peak structure at 175.3 eV and 184 eV. In contrast to the 1D result, the 2D (DICES)
spectrum only spreads out smoothly and exhibits no peaks.
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Figure 7.12: The angular momentum distribution for the ground state of HCl after the
pulse. The pulse intensity and duration are the same as used in Fig. 7.11. The initial
ground state angular momentum is chosen as J = 0. After the pulse, the ground state
angular momentum distribution extends up to J = 40.
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Figure 7.13: The role of the pulse duration in the weak field and strong field regimes.
The 1D spectra for τ = 2 fs (multiplied by 46.43) and τ = 6.2 fs (multiplied by
13.38) under the pulse intensity 1014 W/cm2 (weak field) are depicted in the inset.
No peak narrowing effect is found in this case due to the strongly dissociative state d.
In contrast, 2D spectra for τ = 2 fs (multiplied by 0.32) and τ = 6.2 fs (multiplied
by 0.34) under an intense intensity of 8.95 × 1017 W/cm2 have very different shape.
The latter exhibits a stronger molecular background than the former, showing that the
dynamic DICES effect is much stronger in an intense long pulse excitation.
Role of the Pulse Duration
What is the role of the pulse length during the resonant Auger process? Performing
a Fourier transform of the pulse envelope g(t), we obtain the frequency (energy) dis-
tribution of the pulse g˜(ω), shifted by the photon energy. The excitation width ∆,
usually referred to as photon bandwidth in experiments, is defined [26] as the FWHM
of |g˜(ω)|2. For pulse durations τ = 2 fs and τ = 6.2 fs, these pulse excitation widths ∆
are 0.776 eV and 0.25 eV, respectively. The former is comparable to the core excited
HCl Auger decay rate Γ = 0.9 eV, while the latter excitation width, i.e. 0.25 eV, is
much narrower. According to the ARRE effect, a narrow photon bandwidth, namely
∆ < Γ, causes an Auger line width narrower than the natural width [75]. The same
effect could also take place in a molecular resonant Auger process, e.g. see Ref. [26] for
the core excited N2 molecule. However, for a molecule with a dissociative final state, a
strong molecular dissociation can suppress the peak narrowing effect, e.g. see Ref. [108]
for the resonant Auger of HF. The inset of Fig. 7.13 shows a similar scenario: for a
weak intensity of 1014 W/cm2, the 1D resonant Auger spectra of HCl obtained from
the two different pulse durations coincide with each other.
On the other hand, the 2D spectra for the same two pulse lengths under an intensive
pulse intensity of 8.95 × 1017 W/cm2 show a strong difference. The spectrum for
τ = 6.2 fs has a more pronounced molecular background than the one for τ = 2 fs.
This is clearly not an effect of the usual ARRE line narrowing nor the one of molecular
dissociation quenching line narrowing. In fact, the result indicates that under the same
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pulse intensity, the dynamic DICES has a stronger impact on the molecular dynamics
in a longer pulse.
Transition Dipole Moment and Pulse Intensity
Previously it was mentioned that the actual location of the strong field regime depends
on the transition dipole moment µ of a system. Hence the simulated results are sensitive
to the value of µ. Recall that precise direct experimental measurements of µ are
currently not available, and our current value of µ is taken from a relativistic ab initio
calculation [100]. The impact of employing a different transition dipole moment µ in
the current model is trivial and can be understood from the calculations of the ion
yield. Let us compare the ion yields obtained from two different ab initio calculated µ,
namely a relativistic one and a nonrelativistic one [100]. The pulse duration is again
chosen as τ = 2 fs.
Fig. 7.14 shows the ion yields calculated with a nonrelativistic µ (0.0365 a.u.) and
with a relativistic µ (0.02877 a.u.). At first glance, the two results look similar. If we
shifted the non-relativistic result (red dashed line) toward a larger pulse intensity, we
expect that the two ion yields coincide, cf. black solid curve and the red open circles.
This fact is easy to understand. The transition dipole moment appears in the term
V (θ, t) in the DICES Hamiltonian given by Eq. (7.13). This term contains ε0µ
2
g(t) sin θ,
where the pulse intensity also comes into play through ε0. Accordingly, exactly the
same V (θ, t) can be obtained for two different transition dipole moments as long as the
chosen field intensities compensate the difference. For instance, if µ is doubled from
its original value, the predicted result will appear at a 4 times lower intensity than the
original. Therefore, under the current model, using an inaccurate µ influences only the
pulse intensity by a factor, while the ion yield or spectrum remain unchanged.
7.4 Including the Impact of Ionization in an Intense
X-Ray Field
Although providing many interesting insights into the light-induced strong nonadia-
batic effects, e.g. DICES in our example, the previous model is unfortunately not fully
correct because it neglects the direct photoionization under an intense X-ray field, as
well as the possibility for non-resonant transitions to higher core-excited states, e.g.
HCl(2p−11/26σ
∗). The Auger process of this non-resonant transition is not observed in
the usual weak field measurements [25], but it could be important in the strong field
measurement. To demonstrate the problem, let us first include only the direct pho-
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Figure 7.14: Influence of the value of µ on the ion yield. The ion yield evaluated by
using the relativistic µ is depicted by the black solid curve, while the one evaluated
by using the nonrelativistic µ is depicted by the red dashed line. The open circles
depict the nonrelativisitc ion yield shifted toward higher pulse intensity, and the result
completely coincides with the black solid curve. This agreement demonstrates that the
transition dipole moment µ and the pulse intensity together determine the results.
toionization of the valence electrons into our simulation.
The direct photoionization of the valence electron in HCl is already not negligible under
weak intensity [25]. Besides, it has also been shown for atomic cases that the direct
photoionization of valence electrons is relevant under an intense X-ray field [40, 88, 91].
The rate of photoionization has been illustrated in Ch. 2 and Appendix C. It reads [40]
Γph =
σi I(t)
ω
, (7.15)
where σi
7 is the ionization cross section of the valence electron for the molecule being
in its electronic ground state, I(t) is the intensity, and ω is the energy of the photons.
Since the direct photoionization and the resonant Auger decay populate different final
states, as it was explained in Sec. 7.1, the interference between these different channels
is negligible.
Following a similar process as in Sec. 7.2 but using a total wave function ansatz includ-
ing the direct photoionization to different final states, the working equations for the
HCl molecule8 are equivalent to simply inserting the ionization rate into the Hamil-
tonian from Eq. (7.13). The working equations for the ground state and the dressed
7The value is 0.0152317 a.u. for HCl.
8For HCl, the direct photoionization and the resonant Auger process populate different ionic states
and hence there is no interference between these channels.
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intermediate state now read [109]
i
( |ψ˙i(t)〉
|ψ˙d(t)〉
)
=
(
Hi(R)− iΓ(i)ph/2 V (θ, t)
V (θ, t) Hd(R)− i(Γ + Γ(d)ph )/2− ω
) ( |ψi(t)〉
|ψd(t)〉
)
,
(7.16)
where Γ
(i)
ph and Γ
(d)
ph are the ionization rates of the valence electrons from state i and
state d, respectively. They are approximately the same [40, 88, 109] and can be eval-
uated from Eq. (7.15). For a short pulse duration, further ionization after the Auger
decay is neglected and the working equation for the dressed final state is the same as
Eq. (7.11). With the additional imaginary potential, which originates from the direct
photoionization, the Hamiltonian in Eq. (7.16) still describes the two coupled states in
the diabatic representation. More importantly, both potential surfaces are now com-
plex, and hence we still have DICES in our system. Including or omitting the direct
photoionization will not change the existence of DICES but will influence the position
of the intersections and hence affect the molecular motions.
Full 2D simulations for the resonant Auger process with the competition from direct
photoionization were performed and are presented in Fig. 7.15. Due to the strong
ionization under the intense laser field, the ion yield 1− limt→∞〈ψi(t)|ψi(t)〉 (red solid
curve) deviates from the result without ionization (black dashed line) already from
rather weak intensity, i.e. 1015 W/cm2, as shown in Fig. 7.15 (a). Unsurprisingly, such
strong ionization directly competes with the probability that the system undergoes the
resonant Auger process, especially when the pulse intensity increases. When the pulse
intensity reaches 1017 W/cm2, the HCl molecule is completely ionized, mainly by the
direct photoionization and partially by the resonant Auger process.
The impact of the photoionization on the resonance Auger electron spectrum for a pulse
intensity of 5 × 1016 W/cm2 is shown in Fig. 7.15 (b). Due to the competition from
the direct photoionization, the contribution going into the resonant Auger process is,
of course, strongly reduced. Interestingly, the direct photoionization also quenches the
dissociation of the core excited HCl molecule and enlarges the molecular contribution
to the electron spectrum. If the pulse is more intense (or longer), more core excited HCl
molecules are ionized before they dissociate, and hence the atomic peak can disappear.
The molecular dissociation thus can serve as a clock for timing the pulse duration or
for estimating the pulse intensity. Finally, the shape of the resonant Auger spectrum
is changed9, cf. the red solid curve and the black dashed line, because the direct
photoionization shifts the positions of the DICES.
Being an unfortunate case, the resonant Auger process in HCl is not as strong as
the direct photoionization. In this example, the DICES effect on the resonant Auger
spectrum is not as pronounced as we first expected. However, our model study has
9Here we only show the result for a stronger intensity. Simulations show that the shape of the
spectrum for a weak intensity as 1014 W/cm2 does not depend on the presence of direct photoioniza-
tion.
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Figure 7.15: Simulations with and without the direction photoionization. The ion
yields for the pulse duration τ = 2 fs obtaining by 2D calculations are depicted in panel
(a): the black dashed line shows the result without considering the photoionization,
and the red solid curve shows the result with the direct photoionization. Due to the
competition between direct photoionization and the resonant Auger process, the ion
yield changes dramatically. Most population undergoes direct photoionization instead
of the resonant Auger decay. For the pulse intensity 5×1016W/cm2, spectra calculated
with direct photoionization (multiplied by 9.36) and without direct photoionization
(multiplied by 0.26) are depicted in panel (b). The strong direct photoionization not
only reduces the total probability for the ground state molecule undergoing the resonant
Auger process, but also quenches the probability for the excited HCl to dissociate and
decay via electron emission. In comparison to the atomic contribution to the Auger
spectrum, the molecular contribution becomes dramatically dominant. In addition,
the photoionization changes the positions of DICES and hence the spectral shape is
altered significantly.
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confirmed the importance of the DICES (at least the molecular rotation) under an
intense X-ray pulse. Concerning experimental observations under intense laser pulses,
one is well advised to look for other more “lucky” cases, where the transition dipole
moment is much larger and the photoionization cross section is much smaller. For
instance, the CO molecule has been suggested [109]. On the other hand, core excited
HCl demonstrates a strong dissociation tendency, and shows its potential for timing
the pulse duration as well as for estimating the pulse intensity via analyzing the ratio
of the molecular peak and atomic peak.
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Summary
In this work, we first investigated a cascade decay process, namely an interatomic
Coulombic decay (ICD) following an Auger decay, in the NeAr dimer. This process
starts from the photoionization of a core 1s electron of Ne. The resulting ionic state
immediately decays through the Auger process and produces Ne2+Ar. The produced
doubly ionic states, namely the singlet and triplet Ne2+(2s−12p−1)Ar, can then further
decay by ICD via emitting a valence electron from Ar. After the ICD process, the
resulting Ne2+-Ar+ then undergoes Coulomb explosion. Such a process can be identi-
fied by measuring the energies of the emitted ICD electrons or of the ionic fragments,
separately or in coincidence. Experiments often measure the kinetic energy release
(KER) spectrum, where KER is the sum of the translational energies of all ionic frag-
ments minus the translational energy of the center of mass. Usually, the ICD electron
spectrum and its corresponding KER spectrum are considered to be mirror images of
each other, which is based on an empirical rule [8, 10]. Our investigation began with a
computation of the ICD electron spectrum for this process, based on a time-dependent
approach and using potential energy curves and ICD rates which are obtained from ab
initio calculations [42].
In Ch. 3, our calculations showed that the triplet state Ne2+(2s−12p−1 3P )Ar (ICD
channel 3) exhibits a strong impact of the the nuclear dynamics on the spectrum,
while the single state Ne2+(2s−12p−1 1P )Ar (ICD channel 1) does not. However, when
a comparison with the experimental KER spectrum is performed (via the mirror image
relation), the experimental KER spectrum of ICD channel 1 also shows a strong fin-
gerprint of the nuclear dynamics. In contrast, the theoretical and experimental results
agree well for ICD channel 3. To understand how the discrepancy between theory and
experiment in ICD channel 1 can be explained, we have studied (i) the fast Auger
decay approximation and (ii) the impact of varying the ICD transition rates in Ch. 4.
Within the fast Auger decay approximation, it is assumed that the Auger decay is
much faster than the nuclear motion of Ne+Ar, so that the nuclear dynamics in the
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first decay step can be ignored. To test this assumption, we have carried out a full
cascade calculation for the ICD following the Ne 1s Auger decay in NeAr. The ICD
electron spectrum obtained from this calculation agrees well with our previous result,
which has been obtained using the fast Auger decay approximation. Hence the validity
of the fast Auger decay approximation is confirmed. We then turned to the possibility
that the ab initio ICD transition rates were overestimated. By performing simulations
with modified transition rates, it is possible to find the best fit for the experimental
spectrum. This procedure suggests that the actual ICD transition rate differs from the
ab initio one by a factor of 0.4. (see Ch. 4).
As an additional result, our full cascade calculation for the ICD following Auger decay
in NeAr also showed that the presence of subsequent ICD processes broadens the Auger
electron spectrum. Namely, the FWHM of the Auger electron spectrum for such a
cascade decay process is given by the sum of the Ne 1s Auger natural width and the
total ICD width at equilibrium internuclear distance R. Hence we suggest to measure
the FWHM of the Auger electron spectrum of the Ne K-LL Auger process, in order to
confirm our current conclusion. This effect of broadening the Auger spectrum, as well
as the correct formulation of a time-resolved electron spectrum, is explained in detail
by employing an atomic level model of a cascade decay process in Ch. 5.
As previously mentioned, there exists an empirical rule which states that an electron
spectrum and its corresponding KER spectrum are mirror images of each other. In
Ch. 6, this empirical rule has been studied in detail by considering the general case
of a fragmentation accompanying a decay by electron emission. We have derived an
important new formula for evaluating the (time-resolved) KER spectrum more effi-
ciently than by the methods reported in Refs. [9, 24, 65]. Our new formula shows
that, in a diatomic system, the (time-resolved) KER spectrum for a fragmentation
following an electronic decay process is given by the generalized Franck-Condon fac-
tor accumulated over time. In contrast to the KER spectrum, the electron spectrum
for this process is given by the final state population, as has been previously known
[26, 44]. The two spectra together contain complete information on the decay process
followed by fragmentation. Our further studies showed that the KER distribution can
indeed be very different from the mirror image of the electron spectrum, by consider-
ing the dissociation following the molecular Auger process in CO as example. All our
computed spectra agree well with experiment. Additionally, we also concluded that
within a diatomic system the mirror image principle holds if all the populated levels
are quasi-degenerate and the lifetime broadening is small. These two conditions are
often fulfilled in ICD processes between noble gas dimers. Our simulations confirmed
that in these cases, the KER spectrum is indeed very close to the mirror image of its
corresponding ICD electron spectrum.
Finally, the role of a laser pulse has been studied in Chapter 7, where we have inves-
tigated the photoexcitation of a core electron in a diatomic molecule, which results
in a resonant Auger process. For this case, the interplay between the pulse duration
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and the nuclear dynamics has already been extensively studied under a weak field
approximation [26]. Here, the direct application to an intense X-ray laser is tested
with parameters of a realistic example, namely the HCl molecule, which was chosen
due to its unique dissociative intermediate state. Our simulations show that not only
the stretch motion (internal motion) but also the rotation (an overall rotation in the
laboratory frame) is relevant when the molecule interacts with an intense laser field.
Including both molecular rotation and stretching motion on the two coupled electronic
states (ground state and dressed excited state) enables us to describe a strong non-
adiabatic effect which is induced by light [34, 89]. In our example, the excited state
decays via electron emission, and hence its potential surface contains an imaginary
part, stemming from the decay rate. In consequence, the adiabatic potentials of the
two coupled states are complex-valued and in general have two intersections. This
effect has been termed [104] doubly intersecting complex electronic surfaces (DICES).
Our simulations show that this effect is important even for a diatomic molecule under
an intense laser field. However, studying HCl without considering photoionization is in-
correct because ionization can become substantial and could compete with the resonant
Auger process. In the last section of Chapter 7, our simulations showed that the direct
photoionization could even quench the resonant Auger of HCl when the laser intensity
is increased. But the light-induced non-adiabatic effect is still important for simulating
the resonant Auger spectrum at lower laser intensities where the photoionization isn’t
dominating yet, see also [109]. Finally, we have suggested that the resonant Auger
process in HCl can serve as a clock for timing the laser pulse duration or for measuring
the pulse intensity, due to its unique dissociative core-excited state and large ionization
cross-section.
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Appendix A: The Local Approximation
The last term of Eq. (2.11) reads
−i
∫∫
dt′dEe2 Wˆ
†
d2→f
(Ee2)e
i(Hˆf+Ee0+Ee1+Ee2)(t
′−t)Wˆd2→f(Ee2)|ψd2(Ee0, Ee1 , t′)〉 .
Note that the integration limits are from 0 to∞ for Ee2 and from −∞ to t for t′. Here
the local approximation [26] is applied to carry out this integration.
To proceed, first the integration over energy is evaluated by assuming that the en-
ergy dependence of the transition matrix element is separable, i.e. Wˆd2→f(Ee2) =
Wˆd2→ff(Ee2), and |f(Ee2)|2 is 1 within the energy range 0 to 2ε and 0 elsewhere [26].
The value of ε will be determined in the later derivation.∫ t
−∞
dt′
∫ ∞
0
dEe2 Wˆ
†
d2→f
(Ee2)e
i(Hˆf+Ee0+Ee1+Ee2 )(t
′−t)Wˆd2→f(Ee2)|ψd2(Ee0 , Ee1, t′)〉
≈
∫ t
−∞
dt′
∫ ∞
0
dEe2 |f(Ee2)|2ei(Ee2−ε)(t
′−t) Wˆ †d2→fe
i(Hˆf+Ee0+Ee1+ε)(t
′−t)Wˆd2→f |ψd2(Ee0, Ee1 , t′)〉
=
∫ t
−∞
dt′
∫ 2ε
0
dEe2 e
i(Ee2−ε)(t
′−t) Wˆ †d2→fe
i(Hˆf+Ee0+Ee1+ε)(t
′−t)Wˆd2→f |ψd2(Ee0 , Ee1, t′)〉
=
∫ t
−∞
dt′
2 sin ε(t′ − t)
(t′ − t) Wˆ
†
d2→f
ei(Hˆf+Ee0+Ee1+ε)(t
′−t)Wˆd2→f |ψd2(Ee0 , Ee1, t′)〉 (1)
The next step is to evaluate the integral over time. To do so, note that the wave function
|ψd2(Ee0, Ee1 , t′)〉 can be approximately written as e−i(〈Hˆd2 〉+Ee0+Ee1 )t′ |ψd2〉, where |ψd2〉
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varies only slowly in time, and 〈Hˆd2〉 is the approximated energy for state d2.1 Hence
we can replace |ψd2(Ee0, Ee1 , t′)〉 by e−i(〈Hˆd2 〉+Ee0+Ee1 )(t′−t)|ψd2(Ee0, Ee1 , t)〉. Continuing
with Eq. (1), the integral approximately reads∫ t
−∞
dt′
2 sin ε(t′ − t)
(t′ − t) Wˆ
†
d2→f
ei(Hˆf+ε−〈Hˆd2 〉)(t
′−t)Wˆd2→f |ψd2(Ee0, Ee1 , t)〉
≈
∫ t
−∞
dt′
2 sin ε(t′ − t)
(t′ − t) |Wˆd2→f |
2|ψd2(Ee0, Ee1 , t)〉
=
1
2
∫ ∞
−∞
d(t′ − t)2 sin ε(t
′ − t)
(t′ − t) |Wˆd2→f |
2|ψd2(Ee0 , Ee1, t)〉
= pi|Wˆd2→f |2|ψd2(Ee0, Ee1 , t)〉 . (2)
Note that we have chosen ε = 〈Hˆd2〉 − 〈Hˆf〉 so that the phase becomes approximately
zero, i.e.
Hˆf + ε− 〈Hˆd2〉 = Hˆf − 〈Hˆf〉 ≈ 0 .
Defining the total transition rate as Γd2 = 2pi|Wˆd2→f |2, where Wˆd2→f now is only a
R-dependent, potential-like operator, we arrive at
−i
∫∫
dt′dEe2 Wˆ
†
d2→f
(Ee2)e
i(Hˆf+Ee0+Ee1+Ee2 )(t
′−t)Wˆd2→f(Ee2)|ψd2(Ee0 , Ee1, t′)〉
≈ −iΓd2
2
|ψd2(Ee0, Ee1 , t)〉 .
Similarly, the local approximation is applied to carry out the double integral in
Eq. (2.14).
−i
∫ t
−∞
dt′
∫ ∞
0
dEe1 Wˆ
†
d1→d2
(Ee1)e
i(Hˆd2+Ee0+Ee1 )(t
′−t)Wˆd1→d2(Ee1)|ψd1(Ee0, t′)〉
≈ −i
∫ t
−∞
dt′
2 sin ε(t′ − t)
(t′ − t) e
Γd2 (t
′−t)/2Wˆ †d1→d2e
i(Hˆd2+ε−〈Hˆd1 〉)(t
′−t)Wˆd1→d2 |ψd1(Ee0 , t)〉
≈ −2i arctan
(
ε
Γd2/2
)
|Wˆd1→d2|2|ψd1(Ee0 , t)〉
≈ −ipi|Wˆd1→d2|2|ψd1(Ee0, t)〉 (3)
Due to the presence of the decay rate Γd2 , the integration over time results in
arctan (2ε/Γd2), where ε is now chosen to be the energy gap between state d1 and state
d2. Since the energy gap is often much larger than the decay width, arctan (2ε/Γd2) is
practically pi/2, and the total decay rate of state d1 again reads Γd1 = 2pi|Wˆd1→d2 |2.
1The potential Vd2 is sometimes taken as the value of 〈Hˆd2〉. In this case, it is termed “frozen
nuclei approximation.”[33]
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Appendix B: Rate of Photoionization
To carry out the non-local term in Eq. (2.17), let us begin with the operator Fˆ (Ee0 , t).
Fˆ (Ee0 , t) = µ(Ee0) · E(t)
where µ(Ee0) = |〈Φd1 , Ee0|Dˆ|Φi〉|. The linearly polarized laser field can be approxi-
mated by E(t) = 1
2
ε0e
−iωtg(t)zˆ, using the long wavelength and rotating wave approxi-
mations [37, 38]. ε0 denotes the laser electric field amplitude; g(t) denotes the envelope
function of the field, and ω denotes the incident photon energy. The operator now reads
Fˆ (Ee0 , t) = µ(Ee0)
ε0
2
e−iωtg(t) cos θ (4)
where the θ denotes the angle between the directions of the dipole transition moment
and of the electric field polarization. The incident photon energy is chosen to be well
above the ionization threshold, so that µ(Ee0) = |µ(Ee0)| varies very slowly with Ee0
and hence can be considered as independent of Ee0 for performing the integration.
Besides, the envelope of the pulse g(t) is also assumed to be slowly varying in time and
does not affect the integration. Using Eq. (4), the non-local term of Eq. (2.17) now
reads
−i
∫ t
−∞
dt′
∫ ∞
0
dEe0 Fˆ
†(Ee0 , t)e
i(Hˆd1+Ee0 )(t
′−t)Fˆ (Ee0, t
′)|ψi(t′)〉
= −i
∫ t
−∞
dt′
∫ ∞
0
dEe0
ε0
2
g(t) cos θeiωtµei(Hˆd1+Ee0)(t
′−t) ε0
2
g(t′) cos θe−iωt
′
µ|ψi(t′)〉
≈ −i
4
∫ t
−∞
dt′
∫ 2ε
0
dEe0 e
i(Ee0−ε)(t
′−t)ε0g(t
′) cos θµei(Hˆd1−ω+ε)(t
′−t)ε0g(t) cos θµ|ψi(t′)〉
≈ −i
4
∫ t
−∞
dt′
2 sin ε(t′ − t)
(t′ − t) ε0g(t) cos θµe
i(Hˆd1+ε−ω−〈Hˆd1 〉)(t
′−t)ε0g(t) cos θµ|ψi(t)〉
≈ −i
4
piε20g
2(t) cos2 θ|µ|2|ψi(t)〉
= −ipi|µ ·E(t)|2|ψi(t)〉 . (5)
Note that E(t) = ε0e
−iωtg(t)/2.
The term µ · E(t) in Eq. (5) can be further connected to the ionization cross-section
of state i, the incident photon energy ω and the cycle-averaged laser intensity I(t).
Consider a system, e.g. atoms or molecules, in its rotational ground state. Namely, the
system is not aligned and its orientation in space is isotropic. Hence the inner product
between µ and the external field must be averaged over the solid angle. Namely, we
need to perform the average of
2pi|µ ·E(t)|2 = 2pi|µ|2|E(t)|2 cos2 θ
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over the solid angle. This is done as follows:
1
4pi
∫ 2pi
0
dφ
∫ pi
0
cos2 θ sin θdθ =
1
4pi
2pi
2
3
=
1
3
. (6)
In addition, |µ|2 is related to the photoionization cross-section from state i to state d1,
i.e. σi, by [36]
|µ|2 = 3
4pi2αω
σi(ω) ,
and |E(t)|2 is related to the cycle-averaged laser intensity I(t) by [52]
|E(t)|2 = ε
2
0g
2(t)
4
= 2piαI(t) ,
where α is the fine structure constant. In consequence, the rate of ionization (from
state i) reads [40]
Γph = 2pi|µ · E(t)|2 = σi(ω)I(t)
ω
. (7)
Different from Ref. [40], here we do not consider the reshaping of the pulse while it is
traveling through the medium, and hence I(t) is simply the cycle-averaged intensity.
Appendix C: Proof of Eq. 2.31
The proof of Eq. 2.31 is given below.∫∫
dt′dEe1 Wˆ
†
d1α→d2β
(Ee1)e
i(Hˆd2β
+Ee0+Ee1 )(t
′−t)Λβ,β′
2
|ψd2
β′
(Ee0 , Ee1, t
′)〉
≈
∫∫
dt′dEe1 Wˆ
†
d1α→d2β
(Ee1)e
i(Hˆd2β
+Ee0+Ee1 )(t
′−t)Λβ,β′
2
e
−i(〈Hˆd2
β′
〉+Ee0+Ee1 )(t
′−t)|ψd2
β′
(Ee0 , Ee1, t)〉
≈
∫ ∞
0
dEe1
∫ t
−∞
dt′e
Γd2β
(t′−t)/2
Wˆ †d1α→d2β
(Ee1)
Λβ,β′
2
|ψd2
β′
(Ee0 , Ee1, t)〉
≈ 2
Γd2β
∫ ∞
0
dEe1Wˆ
†
d1α→d2β
(Ee1)
Λβ,β′
2
|ψd2
β′
(Ee0 , Ee1, t)〉
≈ 2
Γd2β
∫ ∞
−∞
dEe1Wˆ
†
d1α→d2β
(Ee1)
Λβ,β′
2
e
−i(〈Hˆd2
β′
〉+Ee0+Ee1 )t|ψd2
β′
〉
≈ 0 . (8)
The rapid oscillating phase e−iEe1 t leads the integration over Ee1 to zero.
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Appendix D: EOMs for a Cascade Decay Following
a Photoexcitation Process
EOMs for a cascade decay process, initiated by photoexcitation, can be obtained by
the same procedure as shown in Ch. 2 with an initial wave function ansatz without the
wave function of the photoelectron, i.e. no Ee0. A separable cascade process with a
non-degenerate excited state d1 is chosen as an example. The EOMs are
i|ψ˙i(t)〉 = Hˆi|ψi(t)〉+ Fˆ †(t)|ψd1(t)〉 (9)
i|ψ˙d1(t)〉 = Fˆ (t)|ψi(t)〉+ Hˆd1 |ψd1(t)〉 (10)
i|ψ˙d2β (Ee1, t)〉 = Wˆd1→d2β |ψd1(t)〉+ (Hˆd2β + Ee1)|ψd2β (Ee1 , t)〉 (11)
i|ψ˙fγ (Ee1 , Ee2, t)〉 = Wˆd2β→fγ |ψd2β (Ee1, t)〉+ (Hˆfγ + Ee1 + Ee2)|ψfγ (Ee1 , Ee2, t)〉. (12)
The EOMs are almost identical to Eq. (2.54), except that there is no Ee0 nor ionization
rate of state i in the current equations, and instead, the excited state d1 is allowed to
transition back to state i via a stimulated emission process.
Appendix E: Computational Details
For a time-independent non-Hermitian Hamiltonian (NeAr case and CO case), we
employed the complex short iterative Lanczos (CSIL) integration scheme [43, 110],
which makes use of the Lanczos-Arnoldi method [111], to propagate the wave function.
In this scheme, the time-evolution operator eiHˆτ is evaluated and applied to the wave
function at each time step, here with a time step τ = 0.05 fs for NeAr and τ = 0.005
fs for CO. This time step can be adjusted automatically by the program according to
the chosen integration accuracy, e.g. 10−9, and the allowed maximal Lanczos order,
e.g. 20. While performing the integration, the Fast Fourier Transform (FFT) [112] is
employed in order to evaluate the kinetic energy part of Hˆn|Ψ(t)〉 (n ≥ 1). A uniformly
spaced grid with the typical grid spacing 0.5 pm is used. The number of grid points is
often chosen as the power of 2, usually 2048 or larger. The grid range, of course, has
to cover the reaction region. For example, the grid range for NeAr stretches from 180
to 1203.5 pm. Note that once the computation is converged, the calculated spectrum
does not depend on which integration method is employed or which discrete variable
representation is used. For more information on CSIL and FFT, see Refs. [33, 43] and
the references therein.
For a time-dependent non-Hermitian Hamiltonian (HCl case), we employ the 8th order
Runge-Kutta method (RK8) for the wave function propagation. To evaluate Hˆ|Ψ(t)〉,
FFT is again used for the stretching motion, while the basis for molecular overall
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rotation (θ) is chosen as associated Legendre polynomials. A grid spacing of 2.5 pm
and 1600 grid points are used for FFT; 40 associated Legendre polynomials are used
for θ.
Appendix F: Discrete Continuum Functions
For simplicity, the model of a single channel (f without γ label) is chosen. The compu-
tation of the KER spectrum via Eq. (6.18) requires a representation of the δ-normalized
continuum state |EKER〉, or more precisely |EKER〉〈EKER|. It can be expressed by a δ-
function and, in turn, by a representation
|EKER〉〈EKER| = δ(EKER − (Hf − V ∞f )) =
1
pi
lim
→0+
Im
−1
EKER − (Hf − V ∞f ) + i
. (13)
The constant i can be replaced [113] by a complex absorbing potential (CAP) [114],
introducing the CAP-augmented Hamiltonian
H˜f = Hf − iηWCAP ,
where WCAP is a non-negative potential-like function which vanishes in the interior
region but increases for large distances. We have used
WCAP(R) = (R− Rc)3 θ(R− Rc) ,
where θ denotes the Heaviside step function and Rc is the point where the CAP is
switched on. The CAP strength η must be chosen large enough such that high energy
wave functions are absorbed before they reach the end of the grid, but small enough
to ensure that the CAP does not introduce significant reflections [115]. Note that
the eigenfunctions of the CAP-augmented Hamiltonian H˜f are purely discrete, and
its complex eigenvalues E˜j have negative imaginary parts. Performing the inverse
in Eq. (13) by diagonalisation leads Eq. (6.18) to the working equation of the KER
spectrum
σKER(EKER, t) = −2
∑
j
Im
∫ t
0
dt′
〈ψd(t′)|Wˆ †d→f |φj)(φj|Wˆd→f |ψd(t′)〉
EKER − (E˜j − V ∞f )
. (14)
This equation is very stable and allows us to vary η over more than three orders of
magnitude without virtually changing the computed KER spectrum. Only when η is
too small we observe an artificial high frequency oscillation in the high energy part of
the KER spectrum, and when η is too large there appear low-frequency oscillations in
the low energy part of the KER spectrum.
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