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Abstract
Proximal Policy Optimization (PPO) is a highly
popular model-free reinforcement learning (RL)
approach. However, we observe that in a continu-
ous action space, PPO can prematurely shrink the
exploration variance, which leads to slow progress
and may make the algorithm prone to getting
stuck in local optima. Drawing inspiration from
CMA-ES, a black-box evolutionary optimization
method designed for robustness in similar situa-
tions, we propose PPO-CMA, a proximal policy
optimization approach that adaptively expands the
exploration variance to speed up progress. This
can be considered as a form of action-space mo-
mentum. With only minor changes to PPO, our
algorithm considerably improves performance in
Roboschool continuous control benchmarks.
1. Introduction
Policy optimization with high-dimensional continuous state
and action spaces is a central, long-standing problem in
robotics and computer animation. In the general case, one
does not have a differentiable model of the dynamics and
must proceed by trial and error, i.e., try something (sample
actions from an exploration distribution, e.g., a neural net-
work policy), see what happens, and learn from the results
(update the exploration distribution such that good actions
become more probable). In recent years, such approaches
have achieved remarkable success in previously intractable
tasks such as real-time locomotion control of (simplified)
biomechanical models of the human body (Wang et al.,
2010; Geijtenbeek et al., 2013; Ha¨ma¨la¨inen et al., 2014; Liu
et al., 2016; Duan et al., 2016; Rajama¨ki & Ha¨ma¨la¨inen,
2017).
In 2017, Proximal Policy Optimization (PPO) provided
the first demonstration of a neural network policy that en-
ables a simulated humanoid not only to run but also to
rapidly switch direction and get up after falling (Schulman
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Figure 1. Comparing policy optimization methods with a simple
”stateless” quadratic objective (details in Section 2.6), when per-
forming multiple gradient steps per iteration for improved effi-
ciency, PPO-style. Sampled actions a ∈ R2 are shown in blue.
Vanilla policy gradient is unstable, which can be fixed using PPO
or only positive advantages; however, the sampling/exploration
variance shrinks prematurely, which leads to slow final progress.
The proposed PPO-CMA method dynamically expands the vari-
ance to speed up progress, and only shrinks the variance when
close to the optimum. Source code and animated visualization can
be found at: https://github.com/ppocma/ppocma.
et al., 2017). Previously, such feats had only been achieved
with more computationally heavy approaches that used sim-
ulation and sampling both during training and run-time
(Ha¨ma¨la¨inen et al., 2014; 2015; Rajama¨ki & Ha¨ma¨la¨inen,
2017). PPO has later been extended and applied to even
more complex humanoid movement skills such as kung-fu
kicks and backflips (Peng et al., 2018). Outside the con-
tinuous control domain, it has demonstrated outstanding
performance in complex multi-agent video games (OpenAI,
2018).
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The key to PPO’s success is mathematical and conceptual
simplicity combined with excellent or at least good enough
performance in a variety of problems; at the core, PPO
simply takes gradient steps on the exploration distribution
parameters. Stability is ensured by limiting the divergence
from the old distribution. PPO has been quickly adopted as
the default reinforcement learning (RL) algorithm in popular
frameworks like Unity Machine Learning Agents (Juliani
et al., 2018) and TensorFlow Agents (Hafner et al., 2017).
In this paper, we make the following contributions:
• We provide evidence of how PPO’s exploration vari-
ance can shrink prematurely, which leads to slow
progress. Figure 1 illustrates this in a simple didactic
problem. For stability, PPO confines the next itera-
tion’s exploration distribution to the proximity (trust
region) of the previously sampled/explored actions; if
the exploration variance shrinks, the trust region and
the distribution updates can grow progressively smaller
in subsequent iterations. Figure 1 shows how this dy-
namic emerges even with a simple quadratic objective
that should be easy to optimize.
• We propose PPO-CMA, a method that dynamically
expands and contracts the exploration variance, in-
spired by the Covariance Matrix Adaptation Evolution
Strategy (CMA-ES) optimization method. Previously,
CMA-ES has been applied to policy optimization in the
form of neuroevolution, i.e., directly sampling neural
network weights, which does not scale to large net-
works. In contrast, we show how CMA-ES principles
can be used to improve the sampling of actions and
implement a form of action-space momentum in a stan-
dard episodic RL framework. This only requires minor
changes to vanilla PPO but improves performance con-
siderably.
In the following, we first go through some preliminaries,
including an overview of PPO and the didactic problem in
Figure 1 that we use to visualize how the exploration vari-
ance evolves. We then proceed to analyze PPO’s variance
adaptation problems, how CMA-ES adapts the exploration
variance, and how the core ideas of CMA-ES are imple-
mented in PPO-CMA.
2. Preliminaries
2.1. Reinforcement Learning
We consider the discounted formulation of the policy op-
timization problem, following the notation of (Schulman
et al., 2015b). At time t, the agent observes a state vector st
and takes an action at ∼ piθ(at|st), where piθ denotes the
policy parameterized by θ, e.g., neural network weights. We
focus on on-policy methods where the optimized policy also
defines the exploration distribution. Executing the sampled
action results in observing a new state s′t and receiving a
scalar reward rt. The goal is to find θ that maximizes the
expected future-discounted sum of rewards E[
∑∞
t=0 γ
trt],
where γ is a discount factor in the range [0, 1]. A lower
γ makes the learning prefer instant gratification instead of
long-term gains.
Both PPO and the PPO-CMA collect experience tuples
[si,ai, ri, s
′
i] by simulating a number of episodes in each
optimization iteration. For each episode, an initial state
s0 is sampled from some application-dependent stationary
distribution, and the simulation is continued until a terminal
(absorbing) state or a predefined maximum episode length
T is reached. After the iteration simulation budget N is
exhausted, θ is updated. This is summarized in Algorithm
1.
Algorithm 1 Episodic Reinforcement Learning (high-level
summary)
1: for iteration=1,2,... do
2: while iteration simulation budget N not exceeded
do
3: Reset the simulation to a (random) initial state
4: Run agent on policy piθ for T timesteps or until a
terminal state
5: end while
6: Update policy parameters θ based on the observed
experience [si,ai, ri, s′i]
7: end for
2.2. Policy Gradient with Advantage Estimation
Policy gradient methods update policy parameters by esti-
mating the gradient g = ∇θE[
∑∞
t γ
trt]. In practice, one
often uses a compute graph framework like TensorFlow
(Abadi et al., 2016) to minimize a corresponding loss func-
tion. PPO utilizes the following policy gradient loss:
Lθ = − 1
M
M∑
i=1
Api(si,ai) log piθ(ai|si), (1)
where i denotes minibatch sample index andM is minibatch
size. Api(si,ai) denotes the advantage function, which
measures the benefit of taking action ai in state si. Positive
Api means that the action was good and minimizing the loss
function will increase the probability of sampling the same
action again. Note that Api does not directly depend on θ
and thus acts as a constant when computing the gradient of
Equation 1.
Same as PPO, we use Generalized Advantage Estimation
(GAE) (Schulman et al., 2015b), a simple but effective
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way to estimate Api using a critic network trained with the
observed rewards summed over experience trajectories.
2.3. Proximal Policy Optimization
The basic idea of PPO is that one performs not just one
but multiple minibatch gradient steps with the experience
of each iteration. Essentially, one reuses the same data to
make more progress per iteration, while stability is ensured
by limiting the divergence between the old and updated
policies (Schulman et al., 2017). PPO is a simplification
of Trust Region Policy Optimization (TRPO) (Schulman
et al., 2015a), which uses a more computationally expensive
approach to achieve the same.
The original PPO paper (Schulman et al., 2017) proposes
two variants: 1) using an additional loss term that penalizes
KL-divergence between the old and updated policies, and
2) using the so-called clipped surrogate loss function. The
paper concludes that the clipped surrogate loss is the recom-
mended choice. This is also the version that we use in this
paper in all PPO vs. PPO-CMA comparisons.
2.4. PPO as Weighted Maximum Likelihood
PPO can also be interpreted as weighted maximum likeli-
hood fitting of the policy to the sampled actions, with the
advantages as the weights. This provides a crucial link
to CMA-ES, which also iteratively samples from an ex-
ploration distribution and then fits the distribution to the
samples weighted based on their objective function values.
Minimizing the policy gradient loss of Equation 1 corre-
sponds to maximum likelihood fitting if one disregards the
dependency of states on the preceding actions and states.
This is what PPO effectively does when performing multi-
ple gradient steps without updating the data. In this case,
recalling that each action ai only depends on si, the joint
probability density of all actions simplifies to:
Pθ = pθ(a1, ...,aN |s1, ..., sN ) =
N∏
i=1
piθ(ai|si). (2)
If one considers the weighted case where each ai is repeated
in the data for wi times, one gets:
Pθ =
N∏
i=1
[piθ(ai|si)]wi . (3)
Weighted maximum likelihood estimation of the policy pa-
rameters θ amounts to the maximization θ∗ = argmaxθ Pθ.
Equivalently, one can minimize the loss
LML = − logPθ = −
N∑
i=1
wi log piθ(ai|si). (4)
This has the same form as the policy gradient loss of Equa-
tion 1, with the weights wi in place of the advantages.
2.5. Continuous Action Spaces
With a continuous action space, it is common to use a Gaus-
sian policy. In other words, the policy network outputs
state-dependent mean µθ(s) and covariance Cθ(s) for sam-
pling the actions. The covariance defines the exploration-
exploitation balance. In the most simple case of isotropic
unit Gaussian exploration, C = I, the loss function in Equa-
tion 1 becomes:
Lθ = 1
M
M∑
i=1
Api(si,ai)||ai − µθ(si)||2, (5)
Intuitively, minimizing the loss drives the policy mean to-
wards positive-advantage actions and away from negative-
advantage actions.
Following the original PPO paper, we use a diagonal
covariance matrix parameterized by a vector cθ(s) =
diag(Cθ(s)). In this case, the loss becomes:
Lθ = 1
M
M∑
i=1
Api(si,ai)
∑
j
[ (ai,j − µj;θ(si))2
cj;θ(si)
+0.5 log cj;θ(si)
]
, (6)
where i indexes over a minibatch and j indexes over action
variables.
2.6. Visualizing Policy Optimization: The Didactic
Problem
Throughout this paper, we make frequent use of the didac-
tic problem in Figure 1 that allows simple visualization of
how the policy evolves. In effect, we simplify policy opti-
mization into a generic black-box optimization problem in
a 2D action space, which allows plotting the distribution of
actions sampled from the policy.
In the didactic problem, we set γ = 0, which simplifies
the policy optimization objective E[
∑∞
t=0 γ
trt] = E[r0] =
E[r(s,a)], where s and a denote the first state and action
of an episode. Thus, we can use T = 1 and focus on
visualizing only the first timesteps of each episode.
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Further, we use a state-agnostic r(s,a) = r(a) = −aTa.
Thus, we have a simple quadratic optimization problem and
it is enough to only visualize the action space. The optimal
policy Gaussian has zero mean and variance. As everything
is agnostic of agent state, the policy network can receive an
arbitrary constant as its input.
3. Problem Analysis and Visualization
To motivate PPO-CMA, this section discusses and visualizes
two problems inherent to advantage-based policy gradient
and PPO, and how CMA-ES addresses the problems:
1. Instability caused by negative advantages when per-
forming multiple minibatch gradient steps within each
iteration to speed up convergence (Figure 2).
2. Risk of prematurely shrinking exploration variance
and slow convergence when the policy updates are
repeated for multiple iterations (Figure 1). It should be
noted that in the RL literature, it is common to prove
monotonic improvement for each iteration, but this
does not quarantee efficient exploration over multiple
iterations.
3.1. The Instability Caused by Negative Advantages
Considering the Gaussian policy gradient loss functions in
Equations 5 and 6, it is important to note a fundamental
problem: Actions with a negative advantages may cause
instability when performing multiple minibatch gradient
steps in PPO style, as each step drives the policy Gaussian
further away from the negative-advantage actions.
The problem is visualized in Figure 2 (top row). The pol-
icy diverges, gravitating away from the negative-advantage
actions.
3.2. Using Only Positive-Advantage Actions: Risk of
Premature Convergence
From the weighted maximum likelihood perspective of Sec-
tion 2.4, negative advantages (weights) are not necessarily
meaningful. Indeed, simply discarding negative-advantage
actions prevents the divergence and makes the policy con-
verge to the positive-advantage actions, as illustrated on the
second row of Figure 2. On the other hand, nothing pre-
vents the exploration variance from shrinking prematurely
when the procedure is repeated over multiple iterations, as
illustrated in Figure 1.
3.3. PPO: Similar to Using Only Positive-Advantage
Actions
As visualized in Figures 1 and 2, the clipped surrogate loss
of PPO works qualitatively similar to only using the positive-
Figure 2. Policy evolution over the minibatch gradient steps of
a single iteration in our didactic problem. Figure 1 shows how
the same methods perform over multiple iterations. The black
ellipses denote the policy mean and standard deviation accord-
ing to which actions are sampled/explored. Positive-advantage
actions are shown in green, negative advantages in red. The green
non-filled circles show the negative-advantage actions converted
to positive ones (Section 4.2). Vanilla policy gradient diverges,
whereas using only the positive-advantage actions makes the policy
converge to approximate the actions. PPO limits the update before
convergence or divergence. PPO-CMA expands the variance in the
progress direction, improving exploration in subsequent iterations.
advantage actions: Divergence is prevented, but the explo-
ration variance can shrink prematurely when performing the
updates over multiple iterations.
Note that although (Schulman et al., 2017) demonstrated
good results in MuJoCo problems with a Gaussian policy,
the most impressive Roboschool results did not adapt the
variance through gradient updates. Instead, the policy net-
work only output the Gaussian mean and a linearly decaying
variance with manually tuned decay rate was used. Thus,
our observation of variance adaptation issues complements
their work instead of contradicting it.
3.4. How CMA-ES Solves the Problems
CMA-ES addresses the instability and variance adaptation
problems above using a combination of three techniques:
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1. When fitting the sampling distribution to weighted sam-
ples, only positive weights are used (Section 3.4.3).
2. The so-called rank-µ update elongates the exploration
variance in the progress direction, making premature
convergence less likely (Section 3.4.4).
3. An evolution path heuristic further expands the vari-
ance when steady progress is being made along an
objective function slope (Section 3.4.5). This can be
considered as a form of sampling-based momentum.
Below, we overview these key ideas, providing a foundation
for Section 4, which adapts the ideas for episodic RL. We
also briefly discuss why CMA-ES, as a black-box optimiza-
tion method, is not applicable as such to RL.
3.4.1. CMA-ES ALGORITHM SUMMARY
Using Gaussian exploration in sampling-based optimization
has a long history in the Evolution Strategies (ES) litera-
ture, culminating in the widely used CMA-ES optimization
method and its recent variants (Hansen & Ostermeier, 2001;
Hansen, 2006; Beyer & Sendhoff, 2017; Loshchilov et al.,
2017). CMA-ES is a black-box optimization method for
finding a parameter vector x that maximizes some objective
or fitness function f(x).
The CMA-ES core iteration is summarized in Algorithm 2.
Algorithm 2 High-level summary of CMA-ES
1: for iteration=1,2,... do
2: Draw samples xi ∼ N (µ,C).
3: Evaluate f(xi).
4: Sort the samples based on f(xi) and compute
weightswi based on the ranks, such that best samples
have highest weights.
5: Update µ and C using the samples and weights.
6: end for
Although there is no convergence guarantee, CMA-ES per-
forms remarkably well on multimodal and/or noisy func-
tions if using enough samples per iteration (Hansen & Kern,
2004). It has also been shown that the CMA-ES mean and
covariance updates can be rigorously derived from an in-
formation geometric trust region perspective (Abdolmaleki
et al., 2017). For full details of the update rules, the reader
is referred to Hansen’s excellent tutorial (Hansen, 2016).
3.4.2. WHY NOT DIRECTLY APPLY CMA-ES?
CMA-ES and other ES variants are usually applied to policy
optimization in the form of neuroevolution, i.e., directly
optimizing the policy network parameters, x ≡ θ, with
f(x) evaluated as the sum of rewards over one or more
simulation episodes (Wang et al., 2010; Geijtenbeek et al.,
2013; Such et al., 2017). This is both a benefit and a draw-
back; neuroevolution is simple to implement and requires
no critic network, but on the other hand, optimizing large
policy networks with millions of parameters can be very
computationally expensive.
In this paper, we are interested in whether ideas from CMA-
ES could improve the sampling of actions in RL, using
x ≡ a. This poses a much lower-dimensional problem, as
even complex agents like simulated humanoids typically
only have a few dozen action variables.
CMA-ES is not directly applicable to RL, as instead of
a single action optimization task, RL is in effect solving
multiple action optimization tasks in parallel, one for each
possible state. With a continuous state space, one cannot
enumerate the samples for each state, which means that the
sorting operation of Algorithm 2 is not feasible. The accu-
mulation of rewards over time further complicates matters.
Fortunately, the features below can be easily implemented
or approximated, as explained in Section 4.
3.4.3. SAMPLE PRUNING AND WEIGHTS
Using the default CMA-ES parameters, the weights of the
worst 50% of samples are set to 0, i.e., samples below
median fitness are pruned and have no effect. The explo-
ration mean µ is updated in maximum likelihood manner to
weighted average of the samples. Because CMA-ES uses
non-negative weights, the maximum likelihood update does
not diverge from the sampled actions.
Intuitively, this is similar to policy gradient with only posi-
tive advantages (Section 3.2), if one considers the advantage
function as analogous to the fitness f(x), and implements
the pruning based on mean instead of median fitness.
3.4.4. THE RANK-µ UPDATE
Superficially, the core iteration loop of CMA-ES is similar
to other optimization approaches with recursive sampling
and distribution fitting such as the Cross-Entropy Method
(De Boer et al., 2005) and Estimation of Multivariate Nor-
mal Algorithm (EMNA) (Larran˜aga & Lozano, 2001). How-
ever, there is a crucial difference: in the so-called Rank-µ
update, CMA-ES first updates the covariance and only then
updates the mean (Hansen, 2016). This has the effect of
elongating the exploration distribution along the best search
directions instead of shrinking the variance prematurely, as
shown in Figure 3. This has also been shown to correspond
to a natural gradient update of the exploration distribution
(Ollivier et al., 2017).
3.4.5. EVOLUTION PATH HEURISTIC
CMA-ES also features the so-called evolution path heuristic,
where a component αp(i)p(i)T is added to the covariance,
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Figure 3. The difference between joint and separate updating of
mean and covariance, denoted by the black dot and ellipse. A)
sampling, B) pruning and weighting of samples based on fitness, C)
EMNA-style update, i.e., estimating mean and covariance based on
weighted samples, D) CMA-ES rank-µ update, where covariance is
estimated before updating the mean. This elongates the variance in
the progress direction, improving exploration in the next iteration.
where α is a scalar, the (i) superscript denotes iteration
index, and p is the evolution path (Hansen, 2016):
p(i) = β0p
(i−1) + β1(µ(i) − µ(i−1)). (7)
Although the exact computation of the default β0 and
β1 multipliers is rather involved, Equation 7 essentially
amounts to first-order low-pass filtering of the steps taken
by the distribution mean between iterations. When CMA-
ES progresses along a continuous slope of the fitness land-
scape, ||p|| is large, and the covariance is elongated and
exploration is increased along the progress direction. Near
convergence, when CMA-ES zigzags around the optimum
in a random walk, ||p|| ≈ 0 and the evolution path heuristic
has no effect.
4. PPO-CMA
Building on the previous section, we can now describe our
PPO-CMA method, summarized in Algorithm 3. Source
code is available at GitHub1. PPO-CMA is simple to imple-
ment, only requiring the following changes to PPO:
• Instead of the clipped surrogate loss, we use the stan-
dard policy gradient loss in Equation 6 and train only
on actions with positive advantage estimates to ensure
stability, as motivated in Sections 3.2 and 3.4.3. How-
ever, as setting negative advantages to zero discards
information, we also propose a mirroring technique for
converting negative-advantage actions to positive ones
(Section 4.2).
1https://github.com/ppocma/ppocma
• We implement the rank-µ update (Section 3.4.4) using
separate neural networks for policy mean and variance,
such that the variance can be updated before updating
the mean.
• We maintain a history of training data over H itera-
tions, used for training the variance network. This
approximates the CMA-ES evolution path heuristic, as
explained in Section 4.1.
Together, these features result in the PPO-CMA variance
adaptation behavior shown in Figures 1 and 2. Despite the
differences to original PPO, we still consider PPO-CMA a
proximal policy optimization method, as using only positive
advantages ensures that the policy does not diverge from the
sampled actions and the proximity of the old policy.
Algorithm 3 PPO-CMA
1: for iteration=1,2,... do
2: while iteration simulation budget N not exceeded
do
3: Reset the simulation to a (random) initial state
4: Run agent on policy piθ for T timesteps or until a
terminal state
5: end while
6: Train critic network for K minibatches using the
experience from the current iteration
7: Estimate advantages Api using GAE (Schulman et al.,
2015b)
8: Clip negative advantages to zero, Api ← max(Api, 0)
or convert them to positive ones (Section 4.2)
9: Train policy variance for K minibatches using expe-
rience from past H iterations and Eq. 6
10: Train policy mean for K minibatches using the expe-
rience from this iteration and Eq. 6
11: end for
4.1. Approximating the Evolution Path Heuristic
We approximate the CMA-ES evolution path heuristic (Sec-
tion 3.4.5) by keeping a history of H iterations of data and
sampling the variance training minibatches from the history
instead of only the latest data. Similar to the original evo-
lution path heuristic, this elongates the variance for a given
state if the mean is moving in a consistent direction. We do
not implement the CMA-ES evolution path heuristic directly,
because this would need yet another neural network to main-
tain and approximate a state-dependent p(s). Similar to
exploration mean and variance, p is a CMA-ES algorithm
state variable; in policy optimization, such variables become
functions of agent state and need to be encoded as neural
network weights.
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4.2. Mirroring Negative-Advantage Actions
Disregarding negative-advantage actions may potentially
discard valuable information. We observe that assum-
ing linearity of advantage around the current policy mean
µ(si), it is possible to mirror negative-advantage actions
about the mean to convert them to positive-advantage ac-
tions. More precisely, we set a′i = 2µ(si)− ai, Api(a′i) =
−Api(ai)ψ(ai, si), whereψ(ai, si) is a Gaussian kernel (we
use the same shape as the policy) that assigns less weight to
actions far from the mean. This is visualized at the bottom
of Figure 2. The mirroring drives the policy Gaussian away
from worse than average actions, but in a way consistent
with the weighted maximum likelihood estimation perspec-
tive which requires non-negative weights for stability. If the
linearity assumption holds, the mirroring effectively doubles
the amount of data informing the updates.
In the CMA-ES literature, a related technique is to use a
negative covariance matrix update procedure (Jastrebski &
Arnold, 2006; Hansen & Ros, 2010), but the technique does
not improve the estimation of the mean.
5. Evaluation
A key issue in the usability of an RL method is sensitivity to
hyperparameters. As learning complex tasks can take hours
or days, finetuning hyperparameters is tedious. Thus, we
conducted hyperparameter searches and an ablation study
to investigate following questions:
• Can PPO-CMA produce better results than PPO with-
out precise tuning of hyperparameters?
• Can hyperparameters optimized for simple tasks gen-
eralize to complex tasks?
• Is PPO-CMA less prone to getting stuck in local op-
tima?
Our data indicates a positive answer to all the questions.
Furthermore, our ablation study indicates that all the PPO-
CMA algorithm features improve the results.
We used 9 OpenAI Gym Roboschool continuous control en-
vironments (OpenAI, 2017) for the hyperparemeter searches
and the ablation study and tested generalization on the Ope-
nAI Gym MuJoCo Humanoid (Brockman et al., 2016). De-
tails of the hyperparameter search and additional results can
be found in the appendix.
5.1. Sensitivity to Hyperparameters
Figure 4 visualizes sensitivity to key hyperparameters, i.e.,
iteration simulation budget N , PPO-CMA’s history buffer
sizeH , and PPO’s clipping parameter  that determines how
much the updated policy can diverge from the old one. The
figure reveals the following:
• PPO-CMA performs better with a wide range of hy-
perparameters, in particular with H ≥ 5. Similar to
CMA-ES, the main parameter to adjust is N . A large
N makes progress more robust and less noisy. On the
other hand, a large N means less iterations and possi-
bly less progress within some total simulation budget,
which shows as the lower scores for the largest N in
Figure 4.
• There is a strong interaction of PPO’s  andN ; if one is
changed, the other must be also changed. This makes
finetuning the parameters difficult, especially consider-
ing that PPO has the additional entropy loss weight w
parameter to tune. Interestingly, the optimal parameter
combination appears to be a very low  together with
a very low N . On the other hand, N should not be
decreased below the episode time limit T . Most of the
Roboschool environments use T = 1000.
5.2. Generalization and Scaling to Complex Problems
The 9 environments used for the hyperparameter search are
all relatively simple 2D tasks. To test generalization and
scaling, we ran both algorithms on the more challenging
MuJoCo Humanoid-v2 environment. We used the best-
performing hyperparameters of Figure 4 and also tested a
larger simulation budget N . The agent is a 3D humanoid
that gets rewards for forward locomotion. The results are
shown in Figure 5. PPO-CMA yields clearly better results,
especially with the increased N .
5.3. Local Optima
PPO’s premature convergence observed in the didactic prob-
lem of Figure 1 may mean that it is more prone to getting
stuck in local optima. The reward plateaus of Figure 6 give
evidence of this. In the Hopper environment, the agent is
a 2D monoped that gets rewards for staying upright and
moving forward. There is a local optimum of making just
one or a few big lunges forward and then falling, which
results in the observed plateau level.
5.4. Ablation study
For easy replication and extending of research results, an
algorithm should be as simple as possible. To check that
PPO-CMA has no redundant features, we tested different
ablated versions on the 9 Roboschool environments used for
Figure 4, using 5 independent training runs with different
random seeds for each environment. Table 1 shows the
resulting normalized scores. The results indicate that all the
proposed algorithm components improve performance.
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Figure 4. PPO and PPO-CMA performance as a function of key hyperparameters, using average normalized scores from 9 Roboschool
environments (1 is the best observed score). The batch sizes and entropy loss weight w values are the ones that produced the best
results in our hyperparameter searches. PPO-CMA performs overall better, is not as sensitive to the hyperparameter choices, and the
hyperparameters can be adjusted more independently. In contrast, PPO requires careful finetuning of both the  and N parameters.
Figure 5. Comparing PPO and PPO-CMA in the MuJoCo
Humanoid-v2 environment, showing means and standard devi-
ations of training curves from 3 runs with different random seeds.
Algorithm version Score
Full PPO-CMA 1
No mirroring of negative-advantage actions 0.82
No mirroring, no evolution path heuristic 0.71
No mirroring, no evolution path, no rank-µ 0.57
Table 1. Ablation study results, showing normalized scores similar
to Figure 4. Note that not using the rank-µ heuristic amounts to
using a single policy network that outputs both mean and variance.
6. Related Work
In addition to PPO, our work is closely related to Continuous
Actor Critic Learning Automaton (CACLA) (van Hasselt
& Wiering, 2007). Similar to PPO-CMA, CACLA uses the
sign of the advantage estimate – in their case the TD-residual
– in the updates, shifting policy mean towards actions with
positive sign. The paper also observes that using actions
with negative advantages can have an adverse effect. In
light of our discussion of how only using positive advantage
Figure 6. Some Roboschool environments clearly show how PPO’s
progress plateaus, indicating a tendency to get stuck in a local opti-
mum. The training runs use the best hyperparameter combinations
in Figure 4. More results are provided in the appendix.
actions guarantees that the policy stays in the proximity
of the collected experience, CACLA can be viewed as an
early PPO approach, which we extend with CMA-ES style
variance adaptation.
Although PPO is based on a traditional policy gradient for-
mulation, there is a line of research suggesting that the so-
called natural gradient can be more efficient in optimization
(Amari, 1998; Wierstra et al., 2008; Ollivier et al., 2017).
Through the connection between CMA-ES and natural gra-
dient, PPO-CMA is related to various natural gradient RL
methods (Kakade, 2002; Peters & Schaal, 2008; Wu et al.,
2017), although the evolution path heuristic is not motivated
from the natural gradient perspective (Ollivier et al., 2017).
PPO represents on-policy RL methods, i.e., experience is as-
sumed to be collected on-policy and thus must be discarded
after the policy is updated. Theoretically, off-policy RL
should allow better sample efficiency through the reuse of
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old experience, often implemented using an experience re-
play buffer, introduced by (Lin, 1993) and recently brought
back to fashion by (Mnih et al., 2015; Lillicrap et al., 2015;
Schaul et al., 2015; Wang et al., 2016; Haarnoja et al., 2018).
PPO-CMA can be considered as a hybrid method, since the
policy mean is updated using on-policy experience, but the
history or replay buffer for the variance update also includes
older off-policy experience.
In addition to neuroevolution (discussed in Section 3.4.2),
CMA-ES has been applied to continuous control in the form
of trajectory optimization. In this case, one searches for
a sequence of optimal controls given an initial state, and
CMA-ES and other sampling-based approaches (Al Borno
et al., 2013; Ha¨ma¨la¨inen et al., 2014; 2015; Liu et al., 2016;
Babadi et al., 2018) complement variants of Differential Dy-
namic Programming (DDP), where the optimization utilizes
gradient information (Tassa et al., 2012; 2014). Although
trajectory optimization approaches have demonstrated im-
pressive results with complex humanoid characters, they
require more computing resources in run-time. Trajectory
optimization has also been leveraged to inform policy search
using the principle of maximum entropy control (Levine &
Koltun, 2013), which leads to a Gaussian policy. Further-
more, DDP has been formulated in the terms of Gaussian
distributions, which permits using CMA-ES for sampling
the actions of each timestep in trajectory optimization (Ra-
jama¨ki et al., 2016; Rajama¨ki & Ha¨ma¨la¨inen, 2018).
PPO-CMA is perhaps most closely related to the work of
(Abdolmaleki et al., 2018b;a). Maximum a posteriori Pol-
icy Optimization (MPO) (Abdolmaleki et al., 2018b) also
fits the policy to the collected experience using a weighted
maximum likelihood approach, but negative weights are
avoided through exponentiated Q-values, based on the
control-inference dualism, instead of our negative advantage
mirroring. Concurrently with our work, MPO has also been
extended with decoupled optimization of policy mean and
variance, yielding similar variance adaptation behaviour as
CMA-ES and PPO-CMA; on a quadratic objective, vari-
ance is first increased and shrinks only when close to the
optimum (Abdolmaleki et al., 2018a). Together, both (Ab-
dolmaleki et al., 2018a) and our work highlight the potential
of implementing CMA-ES -style exploration in RL.
Finally, it should be noted that PPO-CMA falls in the do-
main of model-free reinforcement learning approaches. In
contrast, there are several model-based methods that learn
approximate models of the simulation dynamics and use the
models for policy optimization, potentially requiring less
simulated or real experience. Both ES and RL approaches
can be used for the optimization (Chatzilygeroudis et al.,
2018). Model-based algorithms are an active area of re-
search, with recent work demonstrating excellent results in
limited MuJoCo benchmarks (Chua et al., 2018), but model-
free approaches still dominate the most complex continuous
problems such as humanoid movement.
For a more in-depth review of continuous control policy
optimization methods the reader is referred to (Sigaud &
Stulp, 2018) or the older but mathematically more detailed
(Deisenroth et al., 2013).
7. Limitations and Future Work
A primary limitation of our approach is that the policy mean
update does not utilize off-policy data. Although PPO-CMA
improves results over PPO, our MuJoCo humanoid result
is not as good as what can be obtained using the state-of-
the-art off-policy method Soft Actor Critic (Haarnoja et al.,
2018). However, a strength of PPO-CMA is its conceptual
and mathematical simplicity, and it should be possible to
extend the core ideas of PPO-CMA to off-policy RL, which
we are currently investigating.
Our use of off-policy data for the variance updates makes
gradient estimates biased. However, we do not assume
an unbiased gradient. It is well known that with any non-
spherical objective function like those encountered in most
practical problems, the gradient does not point towards the
optimum. Thus, strictly following the gradient is not opti-
mal. Instead, one typically uses Adam (Kingma & Ba, 2014)
or some other momentum-based optimization approach. In
effect, this is purposefully biased gradient descend. Our use
of off-policy data approximates the CMA-ES evolution path
heuristic, a form of action-space momentum, as illustrated
in Figure 1. This is a novel contribution that might also be
incorporated into other RL methods in future work.
Using two policy networks increases the cost of policy net-
work training. However, this is only a minor limitation, as
the total computing cost also comprises training the value
function predictor network and simulating the environments
to collect experience.
Finally, we did not have the resources to search over the
hyperparameters of other algorithms, which is why we
limit our comparison to PPO and PPO-CMA. Comparing
against other algorithms with their default parameters
would not be fair, as RL methods are notoriously sensitive
to hyperparameter choices, including details of the neural
networks (Henderson et al., 2017). Comparing against
CMA-ES is also not meaningful, as the policy network
has over 20k parameters; directly optimizing these with
CMA-ES is prohibitively slow due to the algorithm’s
O(N3) complexity. PPO-CMA overcomes this complexity
by applying CMA-ES principles in the agent’s action space,
which typically has only a few dozen dimensions even for
complex agents like simulated humanoids.
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8. Conclusion
Proximal Policy Optimization (PPO) is a simple, power-
ful, and widely used model-free reinforcement learning ap-
proach. However, we have shown that PPO can prematurely
shrink the exploration variance, leading to slow conver-
gence.
As a solution to the variance adaptation problem, we have
proposed the PPO-CMA algorithm that adopts the rank-µ
update and evolution path heuristics of CMA-ES. Essen-
tially, this augments PPO’s Monte Carlo gradient ascend
with a form of action-space momentum that dynamically
expands and contracts the exploration variance, speeding up
progress on objective function slopes.
PPO-CMA improves PPO results in the tested Roboschool
continous control tasks while not sacrificing mathemati-
cal and conceptual simplicity. We add the separate neural
networks for policy mean and variance and the H hyper-
parameter, but on the other hand, we do not need PPO’s
clipped surrogate loss function, the  parameter, or the en-
tropy loss term. Similar to CMA-ES, PPO-CMA can be
said to be quasi-parameter-free; neural network architecture
aside, one mainly needs to increase the iteration sampling
budget N for more difficult problems.
On a more general level, one can draw the following con-
clusions and algorithm design insights from our work:
• We demonstrate a new way of combining RL and ES
approaches to policy optimization. Typically, ES is
used for policy optimization in the form of neuroevolu-
tion, i.e., directly sampling the neural network weights.
In contrast, we demonstrate how CMA-ES principles
can be used to sample actions in episodic RL such
that the sampling Gaussian is conditional on agent
state. Conceptually, multiple parallel CMA-ES opti-
mizations of actions are performed for different agent
states, and the neural networks store and interpolate
algorithm state – exploration mean and variance – as a
function of agent state.
• Our work highlights the fundamental problem of policy
optimization: A gradient that causes an increase in the
expected rewards may not guarantee further increases
in subsequent iterations due to reduced exploration. We
have demonstrated that one way to solve the problem
can be through an approximation of CMA-ES variance
adaptation.
• To understand the differences, similarities, and prob-
lems of policy optimization methods, it can be useful
to visualize “stateless” special cases such as the one
in Figure 1. PPO’s problems were not at all clear to
us until we created the visualizations, originally meant
for teaching.
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A. Implementation Details
Similar to previous work, we use a fully connected policy
network with a linear output layer and treat the variance
output as log variance v = log(c). In our initial tests
with PPO, we ran into numerical precision errors which
could be prevented by soft-clipping the mean as µclipped =
amin+(amax−amin) ⊗σ(µ), where amax and amin are
the action space limits. Similarly, we clip the log variance as
vclipped = vmin+(vmax−vmin) ⊗σ(v), where vmin is
a lower limit parameter, and vmax = 2 log(amax − amin).
We use a lower standard deviation limit of 0.01. Thus,
the clipping only ensures numerical precision but has little
effect on convergence. The clipping is not necessary for
PPO-CMA in our experience, but we still use with both
algorithms it to ensure a controlled and fair comparison.
To ensure a good initialization, we pretrain the policy in
supervised manner with randomly sampled observation vec-
tors and a fixed target output vclipped = 2 log(0.5(amax −
amin)) and µclipped = 0.5(amax + amin). The rationale
behind this choice is that the initial exploration Gaussian
should cover the whole action space but the variance should
be lower than the upper clipping limit to prevent zero gradi-
ents. Without the pretraining, nothing quarantees sufficient
exploration for all observed states.
We train both the policy and critic networks using Adam
(Kingma & Ba, 2014). Table 2 lists all our hyperparameters
not included in the hyperparameter searches.
Hyperparameter Value
Training minibatch steps per iteration (K) 100
Adam learning rate 0.0003
Network width 128
Number of hidden layers 2
Activation function Leaky ReLU
Action repeat 2
Critic loss L1
Table 2. Hyperparameters used in our PPO and PPO-CMA imple-
mentations.
We use the same network architecture for all neural net-
works. Action repeat of 2 means that the policy network is
only queried for every other simulation step and the same
action is used for two steps. This speeds up training.
We use L1 critic loss as it seems to make both PPO and
PPO-CMA less sensitive to the reward scaling. For better
tolerance to varying state observation scales, we use an au-
tomatic normalization scheme where observation variable
j is scaled by k(i)j = min
(
k
(i−1)
j , 1/ (ρj + κ)
)
, where
κ = 0.001 and ρj is the root mean square of the variable
over all iterations so far. This way, large observations are
scaled down but the scaling does not constantly keep adapt-
ing as training progresses.
Following Schulman’s original PPO code, we also use
episode time as an extra feature for the critic network to
help minimize the value function prediction variance aris-
ing from episode termination at the environment time limit.
Note that as the feature augmentation is not done for the
policy, this has no effect on the usability of the training
results.
Our implementation trains the policy mean and variance net-
works in separate passes, keeping one network fixed while
the other is trained. An alternative would be to train both net-
works at the same time, but cache the policy means and vari-
ances when sampling the actions, and use the cached mean
for the variance network’s loss function, and the cached
variance for the mean network’s loss.
B. Hyperparameter Search Details
The PPO vs. PPO-CMA comparison of Section 5 uses the
best hyperparameter values that we found through an exten-
sive search process. We performed the following searches:
1. A 3D search over PPO’s N , , and minibatch size,
using the values in Figure 4 plus minibatch sizes 128,
256, 512, 1024, 2048.
2. A 3D search over PPO’s N , , and entropy loss weight
w ∈ {0, 0.01, 0.05, 0.1, 0.15}, keeping the minibatch
size at 128, which yielded the best results in the search
above. Instead of a full 4D search, we chose this simpli-
fication to conserve computing resources and because
the minibatch size was found to only have a minor
effect on PPO’s performance, as shown in Figure 7.
3. A 3D search over PPO-CMA’s N , H , and minibatch
size, using the values in Figure 4 plus minibatch sizes
128, 256, 512, 1024, 2048.
Each hyperparameter combination was tested using 5 in-
dependent training runs of the following 9 Roboschool en-
vironments: Inverted pendulum, Inverted pendulum swing-
up, Inverted double pendulum, Reacher, Hopper, Walker2d,
HalfCheetah, Ant, and Pong. In total, we performed 31500
training runs, totaling roughly two CPU years.
Each hyperparameter combination score in Figure 4 is the
average of 45 normalized scores: 5 training runs with dif-
ferent random seeds up to 1M simulation steps, using the 9
OpenAI Gym Roboschool tasks. The scores were normal-
ized as Rnorm = (R−Rmin)/(Rmax −Rmin), where R
is a training run’s average of the non-discounted episode re-
turn
∑
t rt from the last iteration, and Rmin, Rmax are the
minimum and maximum R of the same task over all train-
ing runs and tested hyperparameters. After the averaging,
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we perform a final normalization over all tested parameter
combinations and algorithms such that the best combination
and algorithm has score 1, i.e., PPO-CMA with minibatch
size 512, N = 8k, and H = 9 in Figure 4.
We did not have the computing resources to conduct the hy-
perparameter searches using all the Roboschool tasks such
as the Atlas humanoid robot simulation; thus, we focused
on the more simple 2D tasks that could be assumed to be
solved within the limit of 1M simulation steps. The results
in Figure 5 indicate that the found parameters generalize
beyond the simple tasks.
C. Additional Results
Figure 8 shows the training curves (mean and standard devi-
ation of 5 runs) of all the 9 Roboschool environments used
in the hyperparameter search.
Overall, PPO-CMA performs clearly better in all environ-
ments except the inverted pendulum, where initial progress
is slower.
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Figure 7. Slices of 3D hyperparameter search spaces, comprising minibatch size, N , and  for PPO, and minibatch size, N , and H for
PPO-CMA. Minibatch size has only minor effect, and the slices with different minibatch sizes look approximately similar.
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Figure 8. Training curves from the 9 Roboschool environments used in the hyperparameter search. The plots use the best hyperparameter
combinations in Figure 4.
